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Abstract 
Let W denote standard Brownian motion. We consider large deviations for sr” W as E tends 
to zero. Let q be a nondecreasing function on [0, l] which belongs to the upper class of 
Brownian motion at the origin. We show that in the usual large deviation principle (see 
Varadhan, 1984) the uniform topology can be replaced by the topology induced by the q-metric 
d&Y):=suPo<,<l {lx(t) - y(t)l/q(t)}. This modification is motivated by an application to 
boundary crossing probabilities. 
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1. Introduction and main results 
Let Ce[O, l] denote the space of continuous real functions on the closed interval 
[0, l] which vanish at the origin. Let S? denote the Borel-a-algebra on COIO, l] with 
respect to uniform topology. Let Wdenote a standard Brownian motion on (C,[O, 11, 
@A), that is a Gaussian process with paths in COIO, 11, measurable with respect to 
g and E W(t) = 0, E[ W(t) W(s)] = min{s, t} for s, t E [IO, 11. 
For E > 0 let P, denote the distribution of E r/’ W on Co [0, 11. Clearly as E tends to 
zero P, converges weakly to the measure with unit mass at the function ‘identically 
zero’. The classical large deviation principle (1.d.p.) (see, e.g., Varadhan, 1984) states 
that for AE$? 
lim inf s log P,(A) 2 - Z(int,(A)), (1.1) 
E-O 
lim sup E log P,(A) 5 - I(cl,(A)) 
E-O 
(1.2) 
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Here int, (A) and cl,(A) are interior and closure of the set A with respect o uniform 
topology. I( .) is the functional defined by 
i(s)* dslx E A, x is absolutely continous , 
with the convention that Z(A) = + GO if the infimum is taken over the empty set. 
A direct consequence of the large deviation principle is the formula 
P(W(t) 2 u for some t E (0, 11) = exp{ - ia2(1 + o(l))} as a + + cc. 
Asymptotic boundary crossing probabilities are also known for smooth curved 
boundaries like at” (see Lerche 1986) but they are generally not a consequence of the 
standard 1.d.p.; since the uniform topology on Co[O, 11 is not suitable. This will be 
explained in more detail below. 
Let q denote a monotone increasing function on [0, 11, which is strictly positive for 
t > 0. The set of paths, which cross q before time s(s E (0, 11) is denoted by 
E; := (x13 E (0, s] with x(t) 2 q(t)}. 
We define for a > 0 the boundaries qa by qa(t) = a q(t) and consider the stopping times 
Ta:= inf(0 < t I 11 w(t) 2 qO(t)) (inf8 = + co). 
Then P(T, 5 s) = P,(E”,) with E = a- ‘. This means it is equivalent to consider the 
growing family qa of boundaries with the same process or the shrinking sequence 
el/* W of processes with the same boundary. 
Why does the standard 1.d.p. not work in general? If q(0) = 0, then it is easy to see, 
that the path ‘identically zero’ lies in clm(E3 and thus Z(cl,(E”,)) = 0. In this case we 
only get a trivial upper bound for P,(EyJ from (1.2). To overcome this defect we replace 
the uniform metric in the 1.d.p. by the q-metrics which are defined by 
d&y):= sup {lx(r) - y(r)llq(r)~ for x, YEC~CO, 11. 
o<ts1 
They were introduced to mathematical statistics by Chibisov (1964) and O’Reilly 
(1974). Let Fq denote the topology on COIO, l] induced by d, and let int,(.) and cl,(.) 
be the interior and closure with respect o &. 
Then the following refined large deviation principle holds. 
Theorem 1. ifP (lim sup W(t)/q(t) < + co ) = 1, then for A E 9Y it holds that 
f+O 
lim inf a log P,(A) 2 - Z(int,(A)), (I-3) 
E-O 
lim sup E log P,(A) _< - Z(cl,(A)). 
E-O 
(1.4) 
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Corollary 1. If 
271 
*im4(t)Z= +a 
*A() 2t ’ 
then the 1.d.p holds with respect to Fq if and only if 
W) 
P(lim sup __ 
t-0 4(t) 
< +co)=l. 
Proof. Since lim,,, q(t)‘/2t = + co, it holds that 
inf so’ 3 0 
q. 
o<ts1 Lz 
and therefore 
lim,,,P(T, 5 
P(lim sup 
t-0 
(see proof of Corollary 2 below) I(cl,(E”,)) > 0. So (1.4) yields 
1) = 0 and hence by Blumenthal’s zero-one law 
W(t) -< +co)=l. 0 
4(t) 
Remark. If lim inf,,, q(t)‘/2t -C + co holds, then {x/I(x) 5 1) is not sequentially 
compact with respect to Fq. This means that I(.) is not a proper rate function with 
respect to Fq (see Varadhan, 1984, Definition 2.1, p. 3). 
Corollary 2. If P( T, I 1) + 0 as a --f + 00, then 
P(T, _< s) = exp 
i 
- a2 inf @(I + o(l)) 
o<t<s 2t 1 
asa-, +cc. (1.5) 
Remark. (i) To prove Corollary 2 it is only left to show that the right-hand side of (1.5) 
is an upper bound of the left-hand side. The reverse inequality is obvious: 
P(T, I s) 2 sup P( W(t) 2 a q(t)) 
O<lCS 
= exp - a2 
( 
q(t)2 
oEf,,2t(1 + o(1)) 
I 
as a-+ + co. 
(ii) The error term in (1.5) is in the exponent. One can show (see Lerche, 1986) that for 
sufficiently smooth boundaries 
P(T, 5 s) = O(a)exp 
i 
- a2 
inf 4(t)z 
o<r<s 2t I 
(1.6) 
holds as a+ + CO, provided that inf oclss {q(t)2/2t} is attained only at a finite 
number of points. 
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2. Auxiliary facts 
The first statements deal with the interplay of d, and the functional I(.). For 
simplicity we write Z(x) instead of Z((x 1). Let us first recall an elementary lower bound 
for Z(x): 
xw 
Z(x) 2 __ 
2t 
(2.1) 
for x E C,,[O, l] and t E (0, 11. Let I/x/( m denote the supremum norm of x, 
Ilxll, := SUPOStsl IxW 
Lemma 1. For x, YE Co[O, l] and SE (0, l] holds 
d,(x, Y) I 4(s)_‘Ilx - Yllm + (w)“2 + z(Y)“2) sup 
(2t)“2 
i I 
- 
o<r<s q(t) . 
(2.2) 
The proof of Lemma 1 follows by straightforward calculation and by formula (2.1). 
For an arbitrary set A c Co[O, l] and 6 > 0 let cl,,,(A) be the set (yJd,(y, A) s S} 
and for 6 > 0 and x E Co[O, l] denote by B&x) : = {y ( d,(y, x) < S> the open d,-ball 
with center x and radius 6. 
Lemma 2. Let lim,,o {q(s)2/s} exist and be plus infinity, then for all r 2 0 the set 
{xIZ( ) - > 1 d d 4 x < r IS c ose an se uentially compact with respect to F,r 
Proof. {x JZ(x) I r} is closed and sequentially compact with respect to uniform topol- 
ogy; see Strassen (1964). The closedness with respect to Y* now follows immediately, 
because Yjj is finer than the uniform topology. From (2.2) we conclude that on the set 
(x[Z(x) I r}, convergence in supremum metric implies convergence with respect to d, 
whenever lim,,, (q(s)2/s} = + 00. 0 
Lemma 3. Let lim,,o (q(s)2/s} exist and be plus infinity, then for arbitrary 
A = GCO, 11 
Z(cl,(A)) = lim Z(cl,&t)). (2.3) 
6-O 
Proof. Clearly Z(cl,,,(A)) is a nonincreasing function of 6 for fixed A and 
limd,,Z(cl,d(A)) is not greater than Z(cl,(A)). Let A := limd,o Z(cl&A)) and assume 
that Z(cl,(A)) > A. Let 6,:= n-‘; we can choose x,~cl,,,jA), such that 
Z(x,) I Z(cl,,,“(A)) + n- ‘. By Lemma 2 there is a subsequence x,, and a function 
x E Co [0, l] such that lim,,, d4(x,k, x) = 0. We have x E cl,(A) and thus 
Z(x) > A (2.4) 
holds. Lemma 2 also implies x E {y/Z(y) 5 A + n; ‘} for all k and therefore Z(x) I A. 
This is a contradiction to (2.4). c3 
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The next two lemmas deal with the condition 
P 
( 
W(t) 
lim sup __ -=+oo =l. 
t-r0 q(t) 1 
For simplicity of notation we introduce the following integrals for c E (0, + cc ): 
K(q, c) := I ‘1 - exp { - cq(s)‘/2s) ds. OS 
Lemma 4. For e i d2 inf {q(t)‘/2t) we have 
o<rrs 
P 
( 
sup {E 1’2 W(t)lq(t) 1 - >6 58K(q,-LY2/8&)xexp (-S”/~E) inf q(t)2/2t . 
o<t<s 1 i o<t<s I 
P.5) 
Proof. We divide the interval (0, s] into the parts (~2-~, ~2-~“] with k = 0, 1, . . 
This yields 
P sup {e {E1’2 w(t)} 2 6q(S2-k) 
o<t<s 
= 2 f P(e”2 w(s2++l) 2 6q(s2_k)). 
k=O 
Now we apply a standard tail estimate for normal distribution to each of the terms of 
the series on the right-hand side. A straightforward calculation yields the asser- 
tion. 0. 
Lemma 5. The following statements are equivalent: 
(i) P(lim sup W(t)/q(t) < + 03) = 1 
t-r0 
(ii) K(q, K) < + 00 for some K. 
The preceeding lemma can be found in CsbrgG et al. (1986). There it is also shown 
that K(q, c) < + CC for some c implies the existence of lim,,o jq(s)2/s) which is plus 
infinity. By the properties of q this entails infoctSI {q(t)2/2t} > 0. Csiirg6 et al. call 
functions statisfying condition (i) EFKP upper class; reminding of the studies of 
Kolmogorov, Petrovski, ErdGs and Feller on this topic. 
The proof of Eq. (1.4) in Theorem 1 uses the approximation of Brownian motion by 
piecewise linear functions. Therefore we introduce the following notation. For 
x E Co[O, l] and any positive integer n let x,( _) be the continuous function with 
x,(k/n) = x(k/n), k = 0, . . , n, which is linear on the intervals [k/n, (k + 1)/n], k = 0, 
. . . ) n - 1. Denote by W,, the corresponding process. 
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Lemma 6. Let P(lim SUP,,~ W(t)/q(t) < + co ) = 1. Thenfor all 6 > 0 and all positive 
integers n it holds 
lim sup e log P 
e--'O 
&I’* Wn(t) - &I’* W(t) 
4(t) 
Proof. We note that x,(t) - x(t) = ntx(l/n) - x(t) for t E [0, l/n] and consider the two 
terms ntx(l/n) and x(t) separately. Then we use the obvious inequality 
su~0<~<1/~ nrlq(t) 5 (inf o<r~linq(~)2/20-1 to deal with su~~<~~l~~ IntW(l/n)q(t)-‘I 
and Lemma 4 to deal with supoCI s l,n I Wwdol. 0 
3. Proof of the main results 
3.1. Sketch of the proof of Theorem 1 
Our assumptions imply info cts 1 { q(t)‘/2t } > 0. 
(9 For Z(int,(A)) = + CD the assertion is trivial. We assume Z(int,(A)) < + co 
and let x E in&(A) with Z(x) < + cc Then there exists a strictly positive 6 with 
B&x) c int,(A) c A. By Girsanovs theorem, Novikovs condition (see Karat- 
zas and Shreve, 1988, pp. 191 and 199) and Jensens inequality we obtain (see 
Varadhan, 1980): 
(ii) 
P,(A) 2 P,(B,,&)) 2 exp { - &-I Z(x))P,(B,,~(O)). (3.1) 
Here o denotes the ‘path identically zero’. Now Lemma 5 and 6 imply 
P,(B,,,(o))-+ 1 as E-+ 0. Therefore (3.1) yields 
lim infslog P,(A) 2 - Z(x). (3.2) 
E-O 
If we take on the right-hand side of (3.2) the supremum over all x E int,(A) with 
finite Z-functional, the assertion follows. 
By an argument similar to that in Strassen(1964) and Varadhan (1980) we have 
for all strictly positive 6 and all positive integers 
PM I P,(cl,(A)) I P,(xlZ(x,) 2 Z(cl,,@))) + P&Id&,, x) 2 6). 
By Lemma 6 and 
it holds that 
lim sup&log P,(xJdq(x,, x) 2 6) I - d2/16 inf {q(t)*/2t}. (3.3) 
E-O o<rs1/n 
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Since Z(x,) is EC 'x:-distributed under P,, a standard tail estimate yields (see 
Varadhan, 1980) 
lim sup&log P,(xll(x,) 2 Z(cl,,,(A))) I - I(cl,,,(A)). 
Ed0 
(3.4) 
Therefore from (3.3) and (3.4) it follows for all positive 6 that 
lim sup alog P,(A) < - I(cl,,,(A)). 
E-O 
(3.5) 
Finally Lemma 4 leads to the assertion. Cl 
3.2. Proof gf Corollary 2 
it is sufficient to show 
Z(int,(Ei)) I inf q(t)2/2t, 
oitss 
f(cl,(Ez)) 2 inf q(t)2/2t. 
o<r<s 
(3.6) 
(3.7) 
and 
If P(T, I 1) + 0 as a + + co, then P(lim sup W(t)/q(t) < + CC ) = 1. 
1-O 
(3.8) 
We consider first the following class of piece-wise linear paths: 
(1 + h-‘){(rlu)q(u) I ro,u,(t) + 4(u) I,,, ii(r); 
for u E (0, s] and n running through all integers greater than 0. It is clear, that they 
help to establish the upper bound stated in (3.6). 
If XE cl,(E$ then there exists a sequence t, E (0, 1] with 
I CaJ - dt”)l/4(4l)l d fl- l’ 
Thus it holds x(tJ 2 (1 - n-l)q(t,). Now Lemma 1 yields the inequalities 
w2 
Z(x) 2 7 
, 2 q&J2 do2 
n 
>(l -ir- ) 2tk(1 -.-1)2 inf __ 
n o<tss 2 
(3.9) 
If we let n tend to infinity in (3.9), this leads to Z(x) 2 inf octss q(t)2/2t and the assertion 
(3.7) follows immediately. 
Assume P(lim sup W(t)/q(t) < + 03 ) < 1. Then Blumenthal’s zero-one law implies 
P(7’, = 0) = 1 Eor’all positive a. Thus (3.8) holds. 0 
Note added in proof. In a recent paper Baldi et al. (1992) have proved an 1.d.p. for 
Brownian motion with respect to the Holder norms 
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with 0 < a < l/2. They showed that the analoguous statements to (1.3) and (1.4) hold 
with respect to the topologies induced by these norms. The methods of Baldi et al. 
(1992) are different from our approach. The main point of their work is the use of 1.d.p. 
as a tool to prove Strassen’s functional law of the iterated logarithm under Holder 
norms. Their approach is closely connected to Levy’s modulus of continuity for 
Brownian motion, while ours is linked more to the law of the iterated logarithm. It 
seems possible to combine these two approaches. 
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