Abstract-Collecting and analyzing real-time data of a distributed wireless sensor network system is very challenging since it combines a series of processes to continuously monitor and respond to a wide variety of events. This paper presents an event-driven, real-time data collection system architecture for an independent living spaces monitoring system. A service-replacement-based timestamp matching structure is also proposed to improve the system's robustness and maintainability. A prototype system has been developed to validate the proposed approach.
INTRODUCTION
More and more research groups in both academia and industry have started working on wireless sensor networks (WSNs) and their applications. Some of them applied WSNs to the pervasive computing domain [1] . Modern sensors have the capability of quickly responding to rapid changes in environments and sending sensed data to processing centers in areas where cabling is inappropriate [2] . This inherent advantage of WSNs has been widely applied to various monitoring systems. However, most traditional monitoring systems are not scalable when the number of objects increases. Integrating numerous heterogeneous elements is a manual and ad hoc process for a traditional monitoring system [1] . In order to dynamically add or remove monitoring targets, to extend the computing capability, and to reduce integration cost, we proposed a service-oriented integration framework for independent living spaces (ILS) [3] . A dynamic, looselycoupled, and scalable monitoring system for ILS is a typical real-time system. Since a real-time system usually has two types of events: hard real-time events (where responding time has a significant impact on the service quality) and soft realtime events (where responding time has minimal impact on the service quality), it is difficult to effectively collect data from an integrating system, especially under a wirelessly distributed dynamic environment [4] . How to integrate the infrastructure (device layer), middleware, and services, and how to provide users with appropriate services through the Internet, are still research challenges.
The combination of smart household appliances, wireless sensor networks, and service-oriented computing will change traditional monitoring modes and provide a kind of ubiquitous surveillance to help people (especially seniors) live independently and safely in their own homes.
Real-time system performance is affected by two important factors [4, 5] : one is to collect data in a timely manner; the other is system fault tolerance management. According to the requirements of monitoring independent living spaces [3] , this paper proposes an event-driven data collection mechanism. The events of an ILS monitoring system are divided into two types: hard real-time events and soft real-time events. Thus, the proposed system architecture ensures timeliness during data collection. Secondly, this paper provides a service-replacement fault-tolerant mechanism to address the challenge in fault tolerance control.
The rest of the paper is organized as follows. Section 2 discusses the related work on wireless sensor networks, smart homes, and smart spaces. Section 3 presents a real-time data collection system architecture including four steps: date generation, data transposition, data processing, and services. Section 4 describes a service-replacement-based timestamp matching algorithm to ensure the robustness and maintainability of the ILS monitoring system. Section 5 presents a prototype system that has been developed to validate the proposed approach. Section 6 concludes the paper and discusses future work.
II. RELATED WORK
A wireless sensor network (WSN) consists of nodes and devices which can process signal/data/information and communicate with each other or with computers, and interact with other systems and environments [6] . A comprehensive literature survey on WSNs can be found in [7] .
ILS monitoring is a concept related to pervasive computing [8] . One of the representative projects in this area is the GatorTech Smart House initiative developed by the Mobile and Pervasive Computing Laboratory at the University of Florida [1] . Here, the Smart Home is a programmable pervasive space designed to assist the elderly in their daily lives to make them more comfortable and safer. Similar work has also been reported by Intille et al. [9] . Mills [10] proposed an Airjava technique which combines Java Jini with pico-cellular wireless technology to empower small devices to discover each other, to exchange programs, and to interact. The Airjava technique provides a practical way to address both the networking challenges and the human-information interaction issues of Smart Spaces. Similarly, Callaghan etc. [8] presented their understanding of the smart home in terms of interactions, which analyses socio-technical interaction and cyclic interaction. They believe interactions enable smart homes to coordinate actions based on WSN. Janjic [11] argued that smart space automation can be seen as a part of the smart grid. Kainulainen [12] presented an interesting goal-based approach in defining smart home artificial intelligence. Cook et al. [13] studied how the inhabitants live in order to maximize their comfort and productivity by automating and predicting tasks in the house. Frans et al. [14] analyzed the usual algorithms of reasoning in a smart space, such as the Active-LeZi approach [15] , the goal-based approach [16] , and so on.
III. EVENT-DRIVEN REAL-TIME DATA COLLECTION

A. Data Transmission Cost Analysis
In a WSN-based ILS monitoring system, the processing of real-time data always shows a key contradiction that limited resources cannot meet the long-term running requirements of the system [17] . Wireless Sensors used by an ILS monitoring system, consisting of small devices, collect information through cooperating with each other. These small wireless devices (motes) consist of: microprocessor, memory, battery (for energy) and transceiver (for receiving and sending signals or data from one mote or to another) [17] . These motes are tiny, due to the constraints of environment and price, which limit the amount of the mote-owned resources. The cost of these devices depends on the parameters, like memory size, processing speed and battery, as described in [17, 18] . It can be computed by the following formula: where computingTime(t) is the data processing time of the microprocessor, and energy(t) includes microprocessor energy consumption and signal transportation energy consumption; memory(t) represents the usage of memory. channelHolde (t) is used to reflect usage ratio.
Therefore, in order to meet the requirements of low power consumption and small memory size in WSN, the pretreatment of data is needed prior to transmission. This is because the primary energy is consumed during the data transfer process. Various algorithms and techniques have been proposed and developed to reduce or compress data transportation. Therefore, the objective of system optimization is to minimize the utilization of resources and transfer the maximum amount of data under the constraint of low power consumption. This makes the WSN data transmission a unique characteristic: data transmission is an event trigger.
B. Event-driven Technique Basics
An ILS monitoring system crosses three levels: the infrastructure layer, application layer, and service layer. This enables the event-driven mechanism to have its inherent characteristics. The features of events in the infrastructure layer are different from those in the service layer.
Firstly, in the infrastructure layer, the sensor motes are running in an event-driven model. An internal operation of a sensor is triggered by one or more events. In embedded systems, the response of an event may be achieved using interrupts instead of a constantly running main loop. The transmission between events includes some data or a trigger signal. Secondly, the event-driven signaling mechanism is further configured to trigger the application layer. The data of events is transmitted in the server sockets [19] . Several terms are defined as follows:
• Event is an original impetus to push system to run, which affects some state, operation, or data in the system. An event consists of an Event head and an Event body.
• Event head includes event ID, event name, event timestamp, event occurrence number, and event creator.
• Event body includes state, event operation, data, and event object, where event operation at the service layer usually is a service invocation. The data transmission starts at the event generation, and ends at the finish of the related event's response.
C. Event-driven Data Collection Mechanism
Based on the event-driven architecture, an event-driven data collection mechanism is proposed to model a WSN-based ILS monitoring system. The event-driven architecture's inherent characteristics are extremely loose coupling and high discreteness [20, 21] . The event creator does not need to know what happens after the event is triggered. In the same way, the event receiver has no idea about how the event is created. Therefore, this mechanism is best used for asynchronous systems. Meanwhile, the framework used in our project also references the framework of Signal Processing in Node Environment (SPINE) [22] . In the remaining part of this section, an event-driven mechanism is analyzed in detail. An event-driven, real-time data collection mechanism consists of four steps: data generation, data transportation, data processing, and event-driven services, as shown in Figure 1 . Since all data is encapsulated in events, the event flow is the same as the data flow. An event starts with the environment triggering for the sensor, and culminates in its operating service. The four logical steps are described as follows:
• Data generation: In the hardware layer, all the events are triggered by the monitoring objects. For example, a water-using operation activates the sensor mote attached to the water-tap, which is a soft real-time event. The event includes an event head and a body, which maintain all related information. Due to the nature of the multi-hop network, the same event may arrive at the receiver several times. Therefore, an event filter is used to filter useless events. For example, the water is turned on and off twice and a second does not make sense. In order to make the system more stable and reliable, the event filter is very important.
• Data transportation: This step focuses on how an event is transported to the layer of data processing. Based on the different hardware techniques, event transport channels have corresponding protocols. Common transport protocols include ZigBee, WiFi, and Bluetooth [19] . In a practical monitoring environment, some smart home appliances also have their proprietary protocols.
• Data processing: The event has been transmitted to this step to be processed. Although smart sensor motes have some computing capabilities, their capabilities are very limited. Where some complex events happen, it is difficult for the motes to perform complex processing. Through the event port, different events in corresponding message styles are submitted to an event processing engine. The event processing rules and actions are defined in accordance to the needs of the interested parties, not of the event generators. Event processing creates a series of follow-up operations, i.e., service publishing, service invocation (from local mechanism or web mechanism), event generation, capture, and notification. All of these operations happen under fault-tolerant management.
A local database records three types of results. The first type is the received events which are used to ensure data security and integrity. The local database stores the collected data, which are the most complete first-hand records. In other words, the original data of the whole system are stored in every distributed local machine. Second are the operations records. For example, after the event generation is finished, the local database should add a record about the created event. The third type of record concerns the faulttolerant control. Once the system encounters any exception or unfinished operation, the local database records the related information to ensure the robustness of the system.
It is important to point out that the operations of the data processing step are distributed into two layers in terms of the system structure, namely, the infrastructure layer and application layer.
• Event-driven Service: In this step, some events may initiate numerous subsequent activities, some of which may need to work collaboratively through the Internet. For example, when a high blood glucose event happens, the subsequent task is to invoke a phone vendor system to make a call for an ambulance or create a reminder. Namely, an event happens, and the related service is triggered.
In addition, events are not only generated at the infrastructure layer or in the data generation step. Event generation can occur at any layer and in any step. However, the lifecycle of an event will experience the same four steps as mentioned above. In the lifecycle of an event, the related data is transmitted step by step, flowing through different stages. In the following section, the discussion on fault tolerance will clearly illustrate this point.
IV. FAULT-TOLERANT MANAGEMENT MECHANISM
Although some fault-tolerant techniques of Web Services technology has been widely used to build low-cost, highly reliable, fault-tolerant systems, there is no special fault-tolerant technology that is fully available to meet the requirements of an ILS monitoring system which combines hardware and software in a wireless environment. As an ILS monitoring system is a highly distributed system that integrates infrastructure (device layer), middleware, and web services, normal fault-tolerant control algorithms of the Web services layer have difficulty managing the fault sensors located at the infrastructure layer. This fault management design requires a seamless connection and loose coupling between layers. This proposed mechanism is a timestamp matching algorithm based on servicereplacement [23] . Figure 2 shows the principle of the proposed mechanism. Since an event-driven architecture's inherent characteristics are loose coupling and high discreteness, and the data transportation and data operation are driven by events, it is difficult for the top layer to find a fault of the low layer. In order to solve this problem, timestamp matching is introduced to the fault-tolerant management algorithm. Servicereplacement is independently running in both layers which detect the faults of each other through matching the timestamp of the records of the databases in the both layers. Figure 3 shows the fault-tolerant structure of the whole system. In terms of the function structure, this fault-tolerant algorithm can be divided into three modules: agent-based service management (FT Agent), fault detector-based management, and timestamp matching-based log management.
• Agent-based service management: a fault-tolerant agent is defined in this module, which collects the state of other hosts through a fault detector or reading records from the log database. Fault-tolerant agents (FT Agent) of both layers have the same function. Different fault-tolerant agents follow different rules in the management of the log data records.
• Fault detector-based management: this function module is in charge of fault detecting, fault notifying and fault record saving. When a fault event of a host is detected by a fault detector, it will be stored in a database. Then the fault-tolerant agent will get the UUID of the fault host from the fault detector's related report. . • Timestamp matching-based log management: The function of this module is to compare corresponding records in the databases of two hosts by the timestamp to determine the location of the breakpoint.
The fault-tolerant management design in an ILS monitoring system has two purposes: detecting system states and handling fault events. Thus, the system is kept running in a smooth, stable, and reliable state when some elements are added or removed. The fault detector generates a testing event in a certain frequency to check other hosts' states, and the states of all the services supplied by those hosts. Between the local machine and the related sensor layer, it is the local host that sends a message at a certain frequency to check whether the connected sensors are working. According to the response, the fault agent takes different actions. For example, if a normal acknowledgement message from the tested object is received, this state information will be parsed from the event message, and saved into a service list in the local machine. If a time-out event message is received, all the related services will be set to a fault state. The processing of fault events is similar to a service replacement algorithm mentioned above. The details of the service-replacement are shown in Figure 4 . The health of the elderly needs more care and attention. Most seniors like to live independently. To meet those needs, we have developed an Independent Living Space Monitoring prototype system to monitor the living space environment, health conditions and activities of senior residents in real-time [3] . The data items being monitored include: room temperature, motion, water usage, and fridge usage.
In the infrastructure layer, the monitoring data of room temperature, water usage, body motion, fridge door state, and door state are collected through the sensors embedded in motes, then sent to a base station mote which is connected to a local host machine (a computer). Figure 5 shows the data reading from the base station mote. Figure 6 shows the implementation of the fault-tolerance mechanism. When the monitored environment is changed, an event is created by the related sensor. The event will be sent to the local host. After the event engine processes the event, the state of the event will be reported to all the related hosts. The fault detector will detect the state changes. When these fault events require human attention, the event processing engine will send notifications to the related users. A decision-making engine has been developed based on some general medical and health knowledge, as described in [24] . For example, when blood glucose level goes beyond a normal range, the system automatically alerts the caregivers. In our system, we have designed five levels of warning situations: normal, cautions, alert, serious, and dangerous. The end users are also divided into three categories: informal caregiver, formal caregiver, and first responder. The notifications will be delivered by text messages and e-mails to end users based on their roles.
The monitoring system adopts Telosb [25] motes provided by Crossbow Company as the communication nodes and base station node using the ZigBee communication protocol. Figure  7 shows a snapshot of the Web-based user interfaces. 
VI. CONCLUSION
A wireless sensor network for independent living spaces has been developed and applied to the monitoring of the physical environment of a living space and the health conditions of the elderly in order to ensure they can live independently and safely in their own homes. This paper presents a proposed WSN-based real-time data collection approach for independent living spaces. A service-replacementbased timestamp matching algorithm is developed to enhance the robustness of the system. Finally, a prototype system is implemented to validate the proposed approach.
