change resulting, primarily, from differences in the way that modelled global NPP responds to a changing climate. The simulations illustrate, however, that the magnitude of possible biospheric in¯uences on the carbon balance requires that this factor is taken into account for future scenarios of atmospheric CO 2 and climate change.
Abstract
The possible responses of ecosystem processes to rising atmospheric CO 2 concentration and climate change are illustrated using six dynamic global vegetation models that explicitly represent the interactions of ecosystem carbon and water exchanges with vegetation dynamics. The models are driven by the IPCC IS92a scenario of rising CO 2 (Wigley et al. 1991) , and by climate changes resulting from effective CO 2 concentrations corresponding to IS92a, simulated by the coupled ocean atmosphere model HadCM2-SUL. Simulations with changing CO 2 alone show a widely distributed terrestrial carbon sink of 1.4±3.8 Pg C y ±1 during the 1990s, rising to 3.7±8.6 Pg C y ±1 a century later. Simulations including climate change show a reduced sink both today (0.6± 3.0 Pg C y
±1
) and a century later (0.3±6.6 Pg C y ±1 ) as a result of the impacts of climate change on NEP of tropical and southern hemisphere ecosystems. In all models, the rate of increase of NEP begins to level off around 2030 as a consequence of the`diminishing return' of physiological CO 2 effects at high CO 2 concentrations. Four out of the six models show a further, climate-induced decline in NEP resulting from increased heterotrophic respiration and declining tropical NPP after 2050. Changes in vegetation structure in¯uence the magnitude and spatial pattern of the carbon sink and, in combination with changing climate, also freshwater availability (runoff). It is shown that these changes, once set in motion, would continue to evolve for at least a century even if atmospheric CO 2 concentration and climate could be instantaneously stabilized. The results should be considered illustrative in the sense that the choice of CO 2 concentration scenario was arbitrary and only one climate model scenario was used. However, the results serve to indicate a range of possible biospheric responses to CO 2 and climate change. They reveal major uncertainties about the response of NEP to climate
Introduction
Recognizing the importance of land ecosystems in the global carbon cycle, the Kyoto Protocol to United Nations Framework Convention on Climate Change (1997) recommends the protection, enhancement and quanti®-cation of terrestrial biospheric sinks for anthropogenic CO 2 emissions. During the 1980s, oceanic and terrestrial uptake of CO 2 each amounted to a quarter to a third of anthropogenic CO 2 emissions but with strong interannual variability (Braswell et al. 1997; Prentice et al. 2000) and uncertainty about the major location of the terrestrial sink (Dixon et al. 1994; Ciais et al. 1995; Keeling et al. 1995; Keeling et al. 1996a; Keeling et al. 1996b; Lloyd & Farquhar 1996; Fan et al. 1998; Heimann & Kaminski 1999; Houghton et al. 1999; Rayner et al. 1999) . Terrestrial ecosystems are thus a critical component of the global carbon cycle; requiring a better understanding of their decadal to century-scale carbon balance dynamics, both for interpreting observed variations in atmospherebiosphere carbon exchanges (Fung et al. 1997) and for evaluating policies to mitigate anthropogenic CO 2 emissions (United Nations Framework Convention on Climate Change 1997; IGBP Terrestrial Carbon Working Group 1998).
Terrestrial biogeochemical models, forced by transient scenarios of increasing atmospheric CO 2 concentration and associated changes in climate, but assuming a constant distribution of vegetation, have indicated that the terrestrial carbon sink, as far as it is generated by increasing CO 2 , still has the potential to increase but cannot persist inde®nitely at high strength Cao & Woodward 1998) . The eventual decline shown in these simulations has two main causes: on the one hand, the direct physiological effects of CO 2 on productivity and water-use ef®ciency decrease with increasing CO 2 concentration, approaching an asymptote at high CO 2 concentrations. On the other hand, heterotrophic respiration increases with temperature so that global warming scenarios generally lead to reduced terrestrial carbon uptake, compared with what would be expected if climate remained constant.
Such models cannot consider the consequences of climate-induced changes in vegetation structure on the terrestrial carbon sink, although some early calculations have suggested that vegetation change, with climatic warming, might cause a signi®cant carbon release (Neilson 1993; Smith & Shugart 1993) , as well as other changes in ecosystem services. Equilibrium biogeography models that do simulate changes in vegetation composition and structure have also been used for assessments of climate impacts on ecosystems, for example in VEMAP Members (1995), and in recent IPCC reports (Watson et al. 1996; Neilson et al. 1998) . All of these assessments show that we should expect signi®cant vegetation changes as a result of anthropogenic changes in climate. However, equilibrium models do not simulate the processes of plant growth, competition, mortality, and changes in ecosystem structure that govern the dynamics of vegetation change. Transient changes in vegetation structure, in turn, can affect CO 2 and water exchange between the land and atmosphere.
Projecting transient terrestrial ecosystem responses under rapid climate change thus requires more comprehensive models that include vegetation dynamics, as well as biogeochemical processes. Dynamic global vegetation models (DGVMs) have been developed, primarily to ful®l this need (Prentice et al. 1989; Steffen et al. 1992 ). Here we present parallel results using six DGVMs, with differing levels of complexity and emphasis on different functionalities. The DGVMs and their principal investigators are HYBRID (Friend et al. 1997) , IBIS (Foley et al. 1996) , LPJ (Haxeltine & Prentice 1996a; Sitch 2000) , SDGVM Woodward et al., in press ), TRIFFID (P. Cox, pers. comm.) , VECODE (Brovkin et al. 1997) . Each model simulates linked changes in ecosystem function (water, energy and carbon exchange) and vegetation structure (distribution, physiognomy) in response to a common scenario of changes in CO 2 concentration and climate obtained with the coupled atmosphere±ocean general circulation model HadCM2-SUL (Mitchell et al. 1995; Johns et al. 1997) . The results illustrate the range of responses of state-ofthe-art terrestrial biosphere models to one particular scenario of atmospheric composition and climate change. We focus on the common features of the response shown by most or all models, as well as on signi®cant variations between models that represent a potential source of uncertainty. Such uncertainties arise mainly about the response of the terrestrial carbon balance, in addition to the uncertainty due to differences in the predictions of climate models.
Methods and data

DGVM structure: overview
The representation of physiological, biophysical and biogeochemical processes in DGVMs (Fig. 1, Table 1 ) include more or less mechanistic representations of photosynthesis, respiration and canopy energy balance, the controls of stomatal conductance and canopy boundary-layer conductance, and the allocation of carbon and nitrogen within the plant. In two of the models (HYBRID and SDGVM), particular emphasis is given to the detailed description of plant physiological processes, including carbon±nitrogen interactions. Three other models (IBIS, TRIFFID and VECODE) are designed directly for inclusion in coupled atmosphere±biosphere models; they, too, use physiological formulations (IBIS with much greater detail than TRIFFID and VECODE), but are directly adapted for simulating the energy and water¯uxes needed by the atmospheric general circulation model (or, in the case of VECODE, the intermediate complexity Earth System model CLIMBER2, Ganopolski et al. 1998) . LPJ is designed primarily as a vegetation dynamics model with explicit scaling of individual-level processes to the grid cell, employing biophysical and physiological process parameterizations as in the equilibrium model BIOME3 (Haxeltine & Prentice 1996a ). All DGVMs treat vegetation cover as a fractional representation consisting of different types.
Canopy phenology includes the seasonal timing of budburst, senescence and leaf abscission in response to temperature and/or drought. Vegetation dynamics are based on annual net primary production and biomass growth; they include competition among plant functional types, probabilities of natural disturbance (®re, general mortality) and succession (replacement of plant functional types over time) following disturbance. These processes are simulated either explicitly (e.g. in SDGVM and LPJ) or implicitly (e.g. in TRIFFID and VECODE). Some of the accumulated biomass in vegetation falls on to the ground as litter. The fate of this litter, and of cohorts from previous years, is subsumed under decomposition/nutrient cycling, which includes soil respiration and the net mineralization of nitrogen for uptake by plants. Soil hydrology depends on the (prescribed) soil texture and vegetation biophysical processes and Abbreviations: N leaf , leaf nitrogen concentration; N root , root nitrogen concentration; T, temperature; q,soil water content; z in¯uences both plant (physiology, phenology) and soil (soil respiration, nitrogen mineralization) behaviour. Again the degree of complexity in the representation of these processes varies among models. Details about the different model formulations can be found in Table 1 and the original model publications. The table indicates the breakdown into`plant functional types' (PFTs) that each model uses. PFTs are central to DGVMs because, on the one hand, they are assigned different parameterizations with respect to ecosystem processes (e.g. phenology, leaf thickness, minimum stomatal conductance, photosynthetic pathway, allocation, rooting depth), while on the other, the proportional representation of different PFTs at any point in time and space de®nes the structural characteristics of the vegetation (Woodward & Cramer 1996; Cramer 1997) .
There is no spatially explicit treatment of propagule dispersal in these models, because several lines of reasoning suggest that migration of dominant plant species involves not only dispersal but also the development of mature individuals producing propagules. This development implies additional delays resulting from growth and competition processes (Pitelka & Plant Migration Workshop Group 1997; Clark et al. 1998) . The results presented here consider stand development, but no dispersal. They therefore con®rm that these processes may cause lags of a century or more in the response of vegetation to climate change.
Experimental design
All DGVM runs for this study were initialized with bare ground, of de®ned uniform soil texture, and run to equilibrium in a constant, pre-industrial CO 2 concentration and climate. The resulting simulated distributions of potential natural vegetation, summarized as biomass and leaf area index (LAI) values for the aggregated PFTs grass (C3 plus C4), deciduous trees and evergreen trees, were compared to a simpli®ed map of natural vegetation inferred from NOAA-AVHRR satellite imagery (Fig. 2) . The map was derived from the DISCover dataset (Loveland & Belward 1997) using an empirical algorithm to exclude crops and identify natural vegetation based on the most commonly occurring nonagricultural vegetation type in each grid cell.
For computational economy, the DGVMs were run at the same grid resolution as the climate model (3.75°l ongitude Q 2.5°latitude, in total 1631 land grid cells). They were run`off-line', i.e. biogeophysical and biogeochemical feedbacks from biospheric changes to climate and CO 2 concentration (Melillo et al. 1996; Sellers et al. 1996; Betts et al. 1997; Prentice et al., 2000) were not included. Changes in anthropogenic nitrogen deposition were neglected in all models except HYBRID. The impacts of increased nitrogen deposition, associated with industrial and agricultural activity, are potentially important to the carbon cycle through changes in plant nutrient availability (Schimel 1998; Nadelhoffer et al. 1999) , and it will also be important to account for the negative impacts of parallel changes in tropospheric ozone. However, these effects are not yet included in DGVMs. The simulations thus take into account only the impacts of changing CO 2 and climate on natural or seminatural ecosystems. Incorporation of land use and inclusion of effects of atmospheric chemistry changes other than CO 2 are tasks for the future.
Three experiments were performed with each model: (i) changing CO 2 and constant, preindustrial climate (C); (ii) Hadley Centre climate model projections of CO 2 -induced climate change and a constant, preindustrial CO 2 concentration (T); (iii) changes in both climate and CO 2 (CT). For experiment T, the climate model output for 1861±2099 was applied while the DGVMs were held to a ®xed pre-industrial concentration of CO 2 . For experiment C, the simulated pre-industrial climate was applied repetitively throughout the experiment while the DGVMs were allowed to respond to increasing CO 2 concentrations de®ned by IS92a. Experiment CT combined the forcings from the other two experiments. A ®nal 100-y period with no further change in CO 2 or climate was appended to the end of each simulation, in order to investigate possible lags in the responses of ecosystems to changes in CO 2 and climate.
Climate and CO 2 scenarios
The time series of climate from 1861 to 2100 was derived from a simulation by the Hadley Centre climate model HadCM2-SUL (Mitchell et al. 1995; Johns et al. 1997) forced by observations and projections of sulphate aerosols and CO 2 corresponding to the IS92a IPCC scenario (Houghton et al. 1992) . The time series of simulated surface air temperature change since 1860 (Fig. 3) compares well with observed change at spatial scales of 5000 km and above (Jones 1994; Mitchell et al. 1995; Johns et al. 1997 ) and the frequency and amplitude of the global and zonal mean annual variability (crucial for DGVMs) are also well reproduced (Tett et al. 1997) . The simulated patterns of precipitation capture the observed zonal mean variations in the sensitivity of precipitation to surface warming (Hulme et al. 1998) .
The sensitivity of HadCM2 to a doubling of CO 2 falls in the middle of the range of sensitivities of other GCMs of this generation (Kattenberg et al. 1996) . Thus, we consider this climate change scenario representative of current attempts to model the climate response to IS92a. However, the spatial pattern of changing climate differs between GCMs (Watson et al. 1998) , therefore the regional-scale patterns of the scenario used here must be considered speci®c to that model. All experiments were made using monthly climate data (average minimum/maximum daily temperature, precipitation, fractional sunshine hours, humidity, shortwave radiation: not all of the DGVMs use all variables) from 1631 land grid cells covering the Earth's land area (excluding Antarctica). To adjust for climate model bias, all climate model outputs were taken as anomalies relative to the 1931±60 simulated mean climate and applied to an observed climatology for the same period (updated and re-gridded data from Leemans & Cramer 1991) . This procedure preserved interannual variability and global sensitivity of the climate model, while simultaneously forcing the spatial pattern to be in agreement with recent observations. For model initialization (such as the build-up of longterm soil carbon pools), a steady-state, preindustrial climate time series was created, using data from 31 years of control run GCM output, adjusted by the same bias removal method. The 31 years were repeated by the models, yielding a dataset corresponding to average mid 19th century conditions (labelled for practical reasons 1830±1860'), with the interannual variability of the GCM at low CO 2 concentration, until equilibrium, de®ned by no change in vegetation cover nor carbon pools during 30 years, was reached.
For a deliberately unrealistic`stabilization' scenario of both CO 2 and climate after 2100, the simulated GCM years 2070±2099 were locally detrended for each pixel, and their mean value adjusted to the average of the longterm trend in the year 2100. A new 100 years time series was then created containing a randomized draw from the such modi®ed years 2070±2099. The resulting scenario shows an abrupt levelling-off of the mean values while maintaining the interannual variability as generated by the GCM at high CO 2 concentration.
All input and output datasets for the simulations can be downloaded from a website dedicated to this study through http://www.pik-potsdam.de/data/dgvm_gcb_ 2000/. The site also contains links to the model development team homepages (where available) and to other relevant information.
Results
Model simulations of the present day
Model simulations of vegetation function, structure and distribution can be tested against present-day observations, providing a simultaneous assessment of the simulated climate and ecosystem response. Simulated distributions of vegetation types (Fig. 2) indicate some differences among the models, but the map of the Simulations are shown for historical and projected changes in global total¯uxes and pools, averaged across models (Fig. 4) . Simulated total net primary production (NPP) and biomass values fall within the ranges of other estimates (all of which are also at least in part modelbased) at 45±60 Pg C y ±1 ) and 500±
950 Pg C, respectively (Houghton & Skole 1990; Eswaran et al. 1993; Schimel et al. 1996; Post et al. 1997) . Model estimates (Fig. 4 ) of soil carbon (850±1200 Pg C) are somewhat lower than global totals derived from ®eld measurements (Bouwman 1990; Eswaran et al. 1993) ; Fig. 4 Time series of simulated global net primary production (NPP), net ecosystem production (NEP: 10-y running average), biomass carbon, soil carbon, and runoff for the three experiments, averaged across models (VECODE does not compute runoff). The error bars show the variation among models (time-averaged SD). however, these measurements are relatively sparse and the totals have considerable uncertainty (Eswaran et al. 1993) . Global totals of freshwater runoff (Fig. 4) ) to the current estimate (Chahine 1992) , with three of the ®ve models (SDGVM, LPJ, IBIS) being within 10% of this value.
We derived net ecosystem production (NEP) estimates as absolute increments of total carbon stores (vegetation, litter, soil) . All models show positive global NEP during recent years for experiments involving increasing CO 2 (C and CT), i.e. they indicate that the terrestrial carbon balance is not in equilibrium today (Figs 4 & 5) . For the 1990s, the positive NEP in all models is substantial, caused by the increasing atmospheric CO 2 concentration (Fig. 6) . In experiment C, the average NEP across all models is 2.4 Pg C y ±1 (range 1.4±3.8) and this sink is distributed fairly evenly between the tropics and the high northern mid-and high latitudes (this is similar to the results of Kicklighter et al. 1999 ; who performed a comparable experiment based on historical climatology with a series of terrestrial biogeochemical models). The effect of the simulated climate changes in experiment T, however, is to generate negative NEP amounting to ± 1.0 Pg C y ±1 (range ± 0.3 to ± 1.9). Most models show this carbon source to be mainly in the tropics and southern hemisphere (the exception to this pattern is SDGVM, which shows a small sink in the equatorial band in experiment T). When combined in experiment CT, the effect of the climate change is to reduce the strength of the sink as found in experiment C. The average NEP in experiment CT is 1.6 Pg C y ±1 (range 0.6±3.0), i.e. only 65% of the average NEP resulting from CO 2 effects alone. Averaged across models, the proportion of global NEP located north of 45°N increases from 19% in experiment C to 31% in experiment CT, and this proportion increases in all models. Thus, the models agree that the contemporary carbon sink is weaker than it would be without recent climate change and that this effect is primarily a result of the effects of climate change in the tropics and mid-latitudes. The combination of climate and CO 2 effects is not strictly additive, as can be seen by comparing experiments CT and C + T in Fig. 6 . Globally and for most latitude bands, most models show greater NEP when CO 2 effects are combined with climate effects than would be expected for a linear superposition of effects. This is probably because of the increasing temperature optimum of photosynthesis at higher CO 2 concentrations and/or the mitigating effects of CO 2 -induced stomatal closure on the water balance. However, there are exceptions. IBIS, in particular, shows the opposite trend (negative synergism) for the tropics and subtropics and simulates negative NEP south of 15°N in experiment CT.
Simulated historical changes cannot be compared with individual years in the historical record of events (e.g. El Nin Ä o) because the GCM does not simulate such episodes at the same time as they occurred in reality. General trends can be compared nonetheless. Independent evidence from the atmospheric CO 2 budget (Keeling et al. 1995; Schimel et al. 1996) , carbon isotopes (Ciais et al. 1995) and atmospheric O 2 :N 2 ratios (Keeling et al. 1996b) supports the models' ®nding of a carbon sink (» 2 Pg C y ±1 ) in unmanaged ecosystems during the 1980s and 1990s, located at both high and low latitudes (Heimann 1997; Prentice et al. 2000) . A low-latitude component to the sink has also been inferred from small-scale ®eld observations (Grace et al. 1996) but is masked in global-scale atmospheric measurements by CO 2 emissions from tropical deforestation which are apparently of similar magnitude (Melillo et al. 1996) . The ®nding that recent global warming has overall reduced the strength of the terrestrial CO 2 sink, especially in the tropics, is consistent with the observation that the CO 2 growth rate in the atmosphere is anomalously large during strong El Nin Ä o years (Braswell et al. 1997; Heimann 1997; Prentice et al. 2000) . Two of the models (LPJ and SDGVM, results not shown here) have also been run with historical climate anomalies from the 1960s onward and have been shown to yield interannual variations in NEP that are negatively correlated with interannual variations in the CO 2 growth rate (Prentice et al. 2000) , as well as good agreement between simulated NEP and NEP determined from biophysical measurements (CO 2 , O 2 and stable isotopes of carbon). Such comparisons help to con®rm the models' ability to simulate at least the interannual and decadalscale components of variability in terrestrial carbon exchange.
Model projections to 2100
All of the models show an increase of the terrestrial carbon sink during the next century, driven by the continuing rise in atmospheric CO 2 concentration. In experiment C, after a century of increasing CO 2 with no change in climate, simulated average NEP has reached 6.2 Pg C y ±1 (range 3.7±8.6 Pg C y ±1 ) with the increase occurring in the tropics and mid-latitudes as well as the northern high latitudes. However, the response of the different models to the climate change in experiment T is divergent. The average NEP across models in experiment T has become ± 1.7 Pg C y ±1 (i.e. about a 70% increase in the CO 2 source). The range is large, from ± 3.8 to + 0.2 Pg C y
±1
. Four out of the six models show more negative NEP, the shift occurring in the north, in the northern mid-latitudes and in the tropics rather than in the southern mid-latitudes, which show no change or a less negative NEP. VECODE, however, produces a substantially increased positive NEP in the north, resulting in a very small global source (± 0.1 Pg C y ±1 );
IBIS produces substantially more positive NEP in the tropics and mid-latitudes, resulting in a small global sink (+ 0.2 Pg C y ±1 ). These differences re¯ect different responses of global NPP (not shown) to the climate change. VECODE shows a particularly strong enhancement of northern high-latitude NPP while IBIS shows an enhancement of low-latitude NPP; as a result, the trend of global NPP is upward in these two models, whereas it is downward in the other four models. NPP, rather than R H , is responsible for these differences in model behaviour in experiment T: the trend of R H (not shown) is upward (tending to create a carbon source) in all of the models. When CO 2 and climate change effects are combined in experiment CT, the range of simulated NEP values at the end of the next century is even larger than the range in experiment T. The average NEP over models is 3.4 Pg C y ±1 , i.e. only about 50% of the NEP expected from CO 2 effects alone. Among models, the range is from just 0.3 Pg C y ±1 (HYBRID) to 6.6 Pg C y ±1 (IBIS). Linear superposition of climate and CO 2 effects gives a smaller range, from 2.2 Pg C y ±1 (HYBRID) to 7.7 Pg C y ±1 (IBIS).
and in marked contrast to the situation for the 1990s, CO 2 and climate change together consistently produce a lower NEP than would be expected from linear superposition. The latitudinal breakdown of this effect (Fig. 6) shows that this change is consistently associated with tropical and southern mid-latitude ecosystems. Northern ecosystems continue to show positive synergism while tropical ecosystems in particular show strong negative synergism. In other words, climate change in these simulations has by 2100 substantially weakened the ability of tropical and southern mid-latitude ecosystems to store carbon in response to rising atmospheric CO 2 . The comparison of modelled trends in NPP and R H in experiment CT (Fig. 5) is dominated by the effect of rising CO 2 on both. NPP increases in all model simulations, although the increase is noticeably steeper in TRIFFID than in the other models. It is also clear from Fig. 5 that NPP in HYBRID stops increasing at about 2050 and remains approximately constant thereafter. The overall trend in R H is dominated by the increase in the size of the respiring pool brought about by increasing NPP, and therefore mirrors the NPP changes with a lag on the order of 20±30 y, which is not easily discernible from a visual comparison of the time trends in NPP and R H .
The time-course of NEP (which strongly depends on this lag; cf. Kicklighter et al. 1999 ) tells a more subtle story. At present, on average over several decades, all the models show increasing NEP, but the rate of increase starts to level off in all of these models by about 2030. By 2050, all models but IBIS are showing declining NEP and even in IBIS the curve of NEP with time has become virtually¯at. In other words, the combination of mechanisms that may be acting to reduce the global carbon sequestration potential of ecosystems (including saturation' of the CO 2 response mechanism, increasing R H in response to warming, and according to some models reduced NPP in the tropics) has already by 2050 produced a strong¯attening of the NEP curve and in some models (notably HYBRID) has initiated a steep decline in NEP.
These NEP trends, if they are realistic, would have implications for the projected future contribution of terrestrial ecosystems to the global atmospheric carbon budget. In experiment C the models allow the terrestrial biosphere to take up more than 35% (range 22±57%) of the projected anthropogenic carbon emissions between 1991 and 2100 (1530 Pg C, Wigley & Raper 1992) . However, the increase in NEP levels off fairly sharply around 2030, even in this experiment, with no change in climate (Fig. 4) . In experiment T, by contrast, the models simulate a climate-induced release of carbon, corresponding to » 10% (range 3±23%) of the additional CO 2 emissions. Average model results for experiment CT show an uptake of » 23% (range 17±35%) of projected emissions, i.e. the CO 2 effect dominates but the resulting sink is substantially weakened due to the changing climate.
CO 2 -induced increases in water-use ef®ciency and hence reduced transpiration translate into increased runoff (Fig. 4 ) by all models except one (± 3% ± + 47% from 1990 to 2100 in experiment C, + 1% ± + 45% in experiment CT). Climate change only has a small impact on runoff (± 1% ± + 9% in experiment T). These ®gures can be compared to the 4% increase in precipitation over land predicted by HadCM2 SUL. Without vegetation change effects, a water resources model driven by HadCM2 SUL produced a 6.5% increase in global runoff (N. Arnell, unpubl. data). The simulated changes in precipitation are far from uniform and some areas, such as northern Amazonia receive marked reductions in precipitation that reduce vegetation from a forest to a grassland (Fig. 7) .
The effects of CO 2 alone (experiment C) on vegetation structure are relatively minor, with some expansion of forests into savanna and grassland into arid regions of c the tropics (Fig. 7) . Larger changes in vegetation distribution and structure occur in response to warming (e.g. the extension of forest at high latitudes) and especially in response to regional precipitation shifts. Changes in climate alone (experiment T) have large, and correlated, impacts on vegetation distribution (Fig. 7) and NEP (Fig. 8) . Inspection of these maps suggests an explanation for the changes in NEP previously noted. Some regions of Africa, America and SE Asia, in particular, become carbon sources in experiment T because simulated regional drought causes forest dieback and reduced NPP. In the combined experiment CT, the climate-induced expansion of (initially deciduous) forests in Siberia allows an enhanced response of NEP to increasing CO 2 during the next century. The expansion of deciduous forest in Europe is accompanied by reduced precipitation and decreased NEP, but this is opposed by North America, where deciduous forest expansion is accompanied by increased precipitation and increased NEP (VEMAP Members 1995). In those tropical regions affected by drought in the simulated climate, the areas where forest dieback is simulated suffer not only from a loss of carbon but also a change in vegetation composition (towards C4-dominated grassland), which further reduces the potential of these areas to respond to increasing CO 2 . The immediate`stabilization' of climate and atmospheric CO 2 concentrations in 2100 (Fig. 2) is intentionally unrealistic and designed to probe the extent to which ecosystem processes will be out of equilibrium with climate after more than a century of global warming. Global NEP approaches zero in all experiments by 2100 + 100, implying that the global average of terrestrial carbon¯uxes are approaching equilibrium, but changes in vegetation structure are still ongoing ± especially the extension of evergreen forests in high latitudes (Canada and Siberia). Persistent regional patterns of carbon source and sink activity (Figs 6 & 8) re¯ect these continuing changes.
Discussion and conclusions
Robust results of these model experiments include the simulation of a contemporary terrestrial carbon sink of approximately the right magnitude to explain recent geophysical observations of terrestrial carbon uptake (Ciais et al. 1995; Keeling et al. 1995; Keeling et al. 1996a; Keeling et al. 1996b; Fung et al. 1997) , while indicating that this sink cannot be assumed to be able to increase inde®nitely. In addition to the expected`saturation' of the direct CO 2 physiological fertilizing effect at high CO 2 concentrations (Cao & Woodward 1998) , the majority of the models shows a progressive erosion of the carbon sink by climatic change after 2050, in part a result of increased heterotrophic respiration, in part a result of regional precipitation reductions which under the particular climate change scenario we used lead to the replacement of some tropical forest areas by grasslands, and a reduction in tropical NEP. Forests are also vulnerable to increasing population pressure in so far as this leads to permanent deforestation, so a complete picture of ecosystem changes will have to take into account the spatial relationships between climate effects and land-use patterns.
We emphasize that the regional details of these simulations are not to be taken as predictions. Regional precipitation patterns are among the least consistent and reliable aspects of current climate models (Hulme et al. 1998) . Nevertheless, our results (Figs 6 & 8) point to the key importance of regional climatic change both for the direct impacts on terrestrial ecosystems and for the hydrological and carbon cycles in which terrestrial ecosystems are enmeshed. Long-term calculations of CO 2 stabilization options (Wigley et al. 1996; Wigley 1997) as well as projections of ecological and hydrological impacts of climate change (Watson et al. 1996) should therefore be revisited with the help of models that include the dynamic evolution of vegetation and its in¯uence on the global carbon and water cycles. Meanwhile, attention must be paid to improved validation methods Scurlock et al. 1999) to discriminate among the divergent responses of current models, particularly as regards the magnitude of response of NPP to climate change in northern vs. tropical forests and the sensitivity of tropical ecosystem function to regional precipitation changes.
Differences between models are noteworthy and not easily related to model complexity or speci®c process formulationsÐthese differences are being investigated further. Reduced-complexity models, such as TRIFFID and VECODE, offer the advantage of high computational ef®ciency against a more limited possibility of deriving knowledge for particular processes. They are therefore highly suitable for long-term integration and for the study of feedbacks in coupled Earth System models, while more complex models such as SDGVM, LPJ, HYBRID and IBIS allow for more direct studies of ecophysiological processes and their implications at the global scale.
Ultimately, the development of DGVMs is expected to lead to better tools for the assessment of impacts on multiple ecosystem services beyond carbon storage, such as water resources, conservation values and forest productivity. Many assessments, such as the reports of the IPCC, indicate that these services might be vulnerable if they were confronted with the changes expected in underlying ecosystem processes.
