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В работе рассматривается задача построения оценки функции сигна-
ла с помощью метода гибридной пороговой обработки коэффициентов
вейвлет-разложения. Гибридная пороговая обработка представляет со-
бой компромисс между мягкой и жесткой пороговой обработкой, в ко-
тором сочетаются основные достоинства этих двух методов. В модели
данных с аддитивным шумом проводится анализ несмещенной оцен-
ки среднеквадратичного риска и показывается, что при определенных
условиях данная оценка является сильно состоятельной и асимптоти-
чески нормальной. Данные свойства позволяют использовать оценку
риска в качестве критерия качества метода и строить асимптотиче-
ские доверительные интервалы для теоретического среднеквадратич-
ного риска.
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Введение
В процессе передачи и обработки сигналы часто «загрязняются» шумом вслед-
ствие несовершенства оборудования и наличия помех в каналах связи. Для реше-
ния этой проблемы применяются различные методы подавления шума. Вейвлет-
разложение, благодаря своей кратномасштабной природе и вычислительной эф-
фективности, стало одним из популярных инструментов этих методов. В сочета-
нии с вейвлет-разложением наиболее часто используются процедуры пороговой
обработки, основная идея которых заключается в обнулении тех коэффициентов
разложения, которые считаются шумом. Самыми популярными являются проце-
дуры жесткой и мягкой пороговой обработки. Однако они имеют свои недостатки.
Жесткая пороговая обработка использует разрывную пороговую функцию, что
приводит к появлению дополнительных артефактов, отсутствию устойчивости при
выборе порога и невозможности построения несмещенной оценки среднеквадра-
тичного риска. При мягкой пороговой обработке все коэффициенты подвергаются
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изменению, вследствие чего в оценке сигнала появляется дополнительное смеще-
ние. В работе [1] предложено использовать гибридный вариант пороговой обработ-
ки, который представляет собой компромисс между жесткой и мягкой пороговой
обработкой и позволяет обойти указанные недостатки. Для анализа погрешности
данного метода можно использовать несмещенную оценку среднеквадратичного
риска [2], которая зависит только от наблюдаемых данных и дает возможность
оценивать качество обработанного сигнала без использования «эталона». В данной
работе исследуются статистические свойства этой оценки при разложении функ-
ции сигнала по вейвлет-базису и выборе «универсального» порога.
1. Гибридная пороговая обработка
Рассмотрим функцию сигнала 𝑓 ∈ 𝐿2(R). Разложение 𝑓 по ортонормированно-





где 𝜓𝑗𝑘(𝑡) = 2
𝑗/2𝜓(2𝑗𝑡 − 𝑘), а 𝜓(𝑡) — некоторая вейвлет-функция. Индекс 𝑗 в (1)
называется масштабом, а индекс 𝑘 — сдвигом. Пусть 𝑓 имеет носитель на конечном
отрезке [𝑎, 𝑏] и равномерно регулярна по Липшицу с некоторым показателем 𝛾 > 0.
Также предположим, что вейвлет-функция 𝜓 имеет𝑀 непрерывных производных




В этом случае справедливо неравенство
|⟨𝑓, 𝜓𝑗,𝑘⟩| ≤ 𝐶𝑓
2𝑗(𝛾+1/2)
, (2)
где 𝐶𝑓 — некоторая положительная константа, зависящая от вида функции 𝑓 .
При передаче по цифровому каналу функция сигнала задана в дискретных от-
счетах и наблюдения содержат шум. В данной работе рассматривается аддитивная
модель
𝑋𝑖 = 𝑓𝑖 + 𝜀𝑖, 𝑖 = 1, . . . , 2
𝐽 ,
где 2𝐽 — число отсчетов сигнала, 𝑓𝑖 — незашумленные значения функции сигнала,
а 𝜀𝑖 — независимые нормально распределенные случайные величины с нулевым
средним и дисперсией 𝜎2. После применения дискретного вейвлет-преобразования
получается следующая модель зашумленных вейвлет-коэффициентов:
𝑌𝑗𝑘 = 𝜇𝑗𝑘 + 𝜀
𝑊
𝑗𝑘 , 𝑗 = 0, . . . , 𝐽 − 1, 𝑘 = 0, . . . , 2𝑗 − 1,
где 𝜀𝑊𝑗𝑘 независимы и имеют такое же распределение, как и 𝜀𝑖, а 𝜇𝑗𝑘 ≈ 2𝐽/2⟨𝑓, 𝜓𝑗𝑘⟩
[3].
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Для подавления шума и построения оценки функции сигнала к коэффициентам
𝑌𝑗𝑘 применяется функция жесткой пороговой обработки
𝜌𝐻(𝑦, 𝑇 ) = 𝑦1(|𝑦| > 𝑇 )
или функция мягкой пороговой обработки
𝜌𝑆(𝑦, 𝑇 ) = sgn(𝑦) (|𝑦| − 𝑇 )+
с некоторым порогом 𝑇 .
При заданном пороге оценка сигнала с мягкой пороговой обработкой имеет
меньшую дисперсию, но большее смещение, чем оценка с жесткой пороговой обра-
боткой. Обычно мягкая пороговая обработка выбирается, чтобы получить более
гладкую оценку, а жесткая, чтобы получить оценку с меньшим смещением. Ги-
бридная пороговая обработка [1] использует преимущества обоих методов и пред-
ставляет собой компромисс между ними. Оценки вейвлет-коэффициентов вычис-
ляются по формулам
𝜌(𝑦, 𝑇 ) =
{︃
0, |𝑦| 6 𝑇,
𝑦 − 𝑇 2𝑦 , |𝑦| > 𝑇.
В отличие от функции жесткой пороговой обработки, эта функция непре-
рывна, и при больших значениях абсолютных величин эмпирических вейвлет-
коэффициентов получаемое смещение заметно меньше, чем у мягкой пороговой
обработки.
2. Несмещенная оценка среднеквадратичного риска и ее статистические
свойства
Одним из основных критериев качества методов пороговой обработки является






E (̂︀𝜇𝑗𝑘 − 𝜇𝑗𝑘)2 . (3)
Вычислить значение 𝑅𝐽(𝑇 ) на практике можно, только имея «незашумленный»
сигнал (эталон). Однако при использовании гибридной пороговой обработки, как
и в случае использования мягкой пороговой обработки, можно построить несме-
щенную оценку 𝑅𝐽(𝑇 ), зависящую только от наблюдаемых данных.
Обозначим 𝑔(𝑦, 𝑇 ) = 𝑦 − 𝜌(𝑦, 𝑇 ). Тогда каждое слагаемое в (3) представимо в
виде
E (̂︀𝜇𝑗𝑘 − 𝜇𝑗𝑘)2 = 𝜎2 + E𝑔2(̂︀𝜇𝑗𝑘, 𝑇 )− 2𝜎2E𝑔′(̂︀𝜇𝑗𝑘, 𝑇 ).
Поскольку
𝑔(𝑦, 𝑇 ) =
{︃
𝑦, |𝑦| 6 𝑇,
𝑇 2
𝑦 , |𝑦| > 𝑇,
𝑔′(𝑦, 𝑇 ) =
{︃
1, |𝑦| 6 𝑇,
−𝑇 2𝑦2 , |𝑦| > 𝑇,
𝑔2(𝑦, 𝑇 ) =
{︃
𝑦2, |𝑦| 6 𝑇,
𝑇 4
𝑦2 , |𝑦| > 𝑇,
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несмещенная оценка риска определяется по формуле




𝐹 (̂︀𝜇𝑗𝑘, 𝑇 ), (4)
где
𝐹 (𝑦, 𝑇 ) = (𝑦2 − 𝜎2)1(|𝑦| 6 𝑇 ) +
(︂
𝜎2 +
𝑇 4 + 2𝜎2𝑇 2
𝑦2
)︂
1(|𝑦| > 𝑇 ).
В данной работе в качестве 𝑇 рассматривается так называемый «универсаль-
ный» порог 𝑇𝑈 = 𝜎
√
2 ln 2𝐽 , который позволяет достичь хороших результатов при
подавлении шума и обеспечивает близость среднеквадратичного риска к мини-
мальному при жесткой и мягкой пороговых обработках [3].
Покажем, что оценка (4) является асимптотически нормальной. Это свойство
позволяет строить асимптотические доверительные интервалы для риска (3). Для
других видов пороговой обработки подобные результаты получены в работах [4–6].
Теорема 1. Пусть 𝑓 задана на отрезке [𝑎, 𝑏] и равномерно регулярна по Липшицу
с параметром 𝛾 > 0. Тогда при 𝐽 →∞
P







Доказательство. Выберем 𝑝 такое, что (2𝛾 + 1)−1 < 𝑝 < 1, и запишем










[𝐹 (̂︀𝜇𝑗𝑘, 𝑇𝑈 )− E𝐹 (̂︀𝜇𝑗𝑘, 𝑇𝑈 )].
(6)
Число слагаемых в первой сумме не превосходит 2[𝑝𝐽]+1. Кроме того,
|𝐹 (̂︀𝜇𝑗𝑘, 𝑇𝑈 )− E𝐹 (̂︀𝜇𝑗𝑘, 𝑇𝑈 )| 6 2 (︀3𝜎2 + 𝑇 2𝑈)︀ п.в. (7)
Применяя неравенство Хеффдинга и учитывая, что 𝑇𝑈 = 𝜎
√
2 ln 2𝐽 , нетрудно убе-






























P→ 0 при 𝐽 →∞.
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Для всех слагаемых во второй сумме в (6) в силу (2) выполнено 𝜇𝑗𝑘 → 0 при









[𝐹 (̂︀𝜇𝑗𝑘, 𝑇𝑈 )− E𝐹 (̂︀𝜇𝑗𝑘, 𝑇𝑈 )]
𝜎42𝐽+1
= 1. (8)









𝐹 (̂︀𝜇𝑗𝑘, 𝑇𝑈 )− E𝐹 (̂︀𝜇𝑗𝑘, 𝑇𝑈 ))︀2×
× 1(︀|𝐹 (̂︀𝜇𝑗𝑘, 𝑇𝑈 )− E𝐹 (̂︀𝜇𝑗𝑘, 𝑇𝑈 )| > 𝜀𝜎42𝐽+1)︀]︀→ 0, (9)
поскольку начиная с некоторого 𝐽 все индикаторы в (9) обращаются в ноль. Таким
образом, из (8) и (9) следует выполнение условия Линдеберга. Следовательно,
справедливо (5). Теорема доказана.
Докажем теперь свойство сильной состоятельности оценки (4).
Теорема 2. Пусть 𝑓 ∈ 𝐿2(R). Тогда для любого 𝜆 > 1/2
̂︀𝑅𝐽(𝑇𝑈 )−𝑅𝐽(𝑇𝑈 )
2𝜆𝐽
→ 0 п.в. при 𝐽 →∞. (10)
Доказательство. Используя неравенство Хеффдинга, с учетом оценки (7) и вида
𝑇𝑈 получаем, что для любого 𝛿 > 0 найдется константа 𝐶𝛿 > 0 такая, что
𝑝𝐽 = P
⎛⎝
⃒⃒⃒ ̂︀𝑅𝐽(𝑇𝑈 )−𝑅𝐽(𝑇𝑈 )⃒⃒⃒
2𝜆𝐽
> 𝛿








то в силу леммы Бореля–Кантелли выполнено (10). Теорема доказана.
Заключение
Рассмотрен метод подавления шума в сигнале, основанный на процедуре ги-
бридной пороговой обработки с универсальным порогом. При выполнении опре-
деленных ограничений на функцию сигнала доказана асимптотическая нормаль-
ность и сильная состоятельность несмещенной оценки среднеквадратичного риска.
Полученные результаты обосновывают возможность использования данной оцен-
ки в качестве критерия качества метода пороговой обработки и позволяют строить
асимптотические доверительные интервалы для теоретического среднеквадратич-
ного риска.
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We consider the problem of constructing an estimate of the signal function
using the method of hybrid threshold processing of wavelet expansion co-
efficients. Hybrid threshold processing is a compromise between soft and
hard threshold processing, which combines the main advantages of these
two methods. In the data model with an additive noise, an unbiased esti-
mate of the mean-square risk is analyzed and it is shown that under certain
conditions this estimate is strongly consistent and asymptotically normal.
These properties allow to use the risk estimate as a criterion for the qual-
ity of a method and to construct asymptotic confidence intervals for the
theoretical mean-square risk.
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