Fractional generalization of the diffusion equation includes fractional derivatives with respect to time and coordinate. It had been introduced to describe anomalous kinetics of simple dynamical systems with chaotic motion. We consider a symmetrized fractional diffusion equation with a source and find different asymptotic solutions applying a method which is similar to the method of separation of variables. The method has a clear physical interpretation presenting the solution in a form of decomposition of the process of fractal Brownian motion and Lévy-type process. Fractional generalization of the Kolmogorov-Feller equation is introduced and its solutions are analyzed. © 1997 American Institute of Physics. ͓S1054-1500͑97͒01804-1͔
I. INTRODUCTION
The fractional kinetic equation was introduced by one of the authors to describe chaotic Hamiltonian dynamics in typical low dimensional systems.
1 A fractal set of islands in the stochastic sea makes the phase space nonuniform and imposes a specific, sticky behavior near the boundaries of islands. In its turn, the boundary layers of the islands can be considered as domains where the intermittent dynamics reveals its fractal properties both in space and time. Such a space-time complexity can be considered as a motivation to use fractal derivatives in space and time to describe the sticky trajectories on a fractal support. A number of simulations confirms the correctness of the approach to the anomalous transport problem based on the fractional kinetics. 2, 3 The fractional kinetic equation has different limit cases which have been discussed intensively during the last decade. One case is related to the so-called Lévy process and Lévy flights, [4] [5] [6] another to the problem of fractal time and fractal Brownian motion. 7 Both limit cases can be matched to the Montroll-Weiss equation and to the continuous time random walk. [8] [9] [10] [11] [12] All of these cases can be united by the fractional kinetic equation.
Some different special cases of the fractional kinetics were considered in applications that are not related to typical problems of the theory of dynamical systems with chaos. Among them is the renormalization of the nonstationary problem near the phase transition point, 13 theory of turbulence, 14 diffusion in porous media, 15 and kinetics in viscoelastic media. 16 Nevertheless it is noteworthy that in the dynamical chaos theory fractional derivatives result from the first principles, i.e., from the Hamiltonian equation of motion. Quasi-traps of trajectories in sticky domains of the phase space create a situation typical for the fractal time whereas a fractal structure of the domain of trappings induces the space fractional derivatives. The fractional kinetic equation being written in some generalized form can cover all described cases, including non-Markovian case, and the corresponding generalized solutions can be obtained. Sometimes, the well-known integral equations, like the BenjaminOno equation for the internal ocean waves, can be rewritten in a form with fractional derivatives.
In this article, we derive the source term for the symmetrized form of the fractional kinetic equation and find the general form of the solution as well as different forms for specific cases. Since fractional integro-differentiation is not a regular tool in the physical community, some parts of the article are written in a tutorial style to explain different notions and properties that already exist in the literature on the fractional calculus. [17] [18] [19] [20] We believe that such a form of the article can be useful to a reader. We conclude the article with consideration of a fractional generalization of the Kolmogorov-Feller equation.
II. EQUATION OF FRACTIONAL KINETICS
Let P(x,t) be probability density to find a particle at x at time instant t. To make it simpler, we consider onedimensional wandering process along x. The normalization condition for P(x,t) is
with the source function f (x,t) and fractional differential operator
with some constants A,D (ϩ) ,D (Ϫ) , and ␣ ϩ ,␣ Ϫ . First, explain the notations.
We consider tу0 and 0Ͻ␤р1.
͑2.4͒
The variable x is not a sign-defined one, since the wandering process can be performed in both directions of x. That is why we have to introduce two kinds of fractional derivatives along xϾ0 and xϽ0 of the corresponding orders. A necessary information about the fractional calculus is in Appendix A. Second, describe the meaning of different terms in the definition of L (x). The first term corresponds to a regular ͑nonfractional͒ flux. The next two terms correspond to asymmetric wandering along fractional support in positive and negative directions of x. Each of the terms with derivatives ‫ץ‬
can be obtained through the transitional probability as described in Refs. 1 and 2.
In this article, we discuss in detail a simplified situation of the symmetric kinetics with
The case of symmetric fractional kinetics has been observed in simulations for the web-map and standard map. 2, 3 Define the fractional diffusion coefficient
and introduce a symmetric fractal derivative
which is discussed in detail in Appendix A. The operator L (x) can be rewritten as
and the constant DϾ0 can be put equal to one without the loss of generality. The corresponding form of the fractional kinetic equation to be considered now is
Function P(x,t), which is a probability density ( Pу0), satisfies the next identity
as it is shown in Appendix A. It will also be shown that in order to satisfy the condition Pу0 the following must be true 0Ͻ␣р2.
͑2.11͒
For the ordinary diffusion equation ␤ϭ1, ␣ϭ2, ‫ץ‬ ␣ /‫͉ץ‬x͉ ␣ ‫ץ→‬ 2 /‫ץ‬x 2 , and the source function f (x,t) can be taken in the form
so that the Eq. ͑2.9͒ presents the diffusion equation
The latter is equivalent to homogeneous diffusion equation
with the initial condition
The representation ͑2.12͒, ͑2.13͒ is chosen to obtain a casual Greene function for tϾ0, or to solve the Cauchy problem.
Fractional derivatives correspond to a nonlocal operator and any condition for P(x,t) at a fixed time has no much sense for ␤ 1. Pursuing the analogy to ͑2.12͒, ͑2.13͒ one can introduce the source function as
where f (t) can be obtained from the normalization condition ͑2.1͒. We will see later that the forced solution of the equation
indeed corresponds to a wandering particle that starts at xϭ0 and satisfies the initial condition ͑2.14͒ for tϭ0 ϩ . To find f (t) let us integrate ͑2.16͒ over x (Ϫϱ,ϱ). Using the identity ͑2.10͒ and fractional derivative formula
͑see Appendix A͒ we get
Substitution of ͑2.18͒ into ͑2.16͒ defines the final form of the fractional kinetic equation
with the pointwise source
and symmetrized wandering along x.
III. SPECIAL CASES OF THE FRACTIONAL KINETIC EQUATION
In this section we will show how some particular cases can be derived from ͑2.19͒.
Consider in the first place the case ␤ϭ1. It follows 17, 20 that there exists the weak limit
i.e., Eq. ͑2.19͒ has a regular source for the Cauchy problem and it is equivalent to the initial value problem
The solution of ͑3.2͒ corresponds to the Lévy process
͑3.3͒
where
with the characteristic function
which is positively defined ͑i.e. P(x,t)у0) for all 0Ͻ␣р2 ͑see, for example, Ref. 21͒. Behavior of W ␣ (q) near qϭ0 is singular for ␣Ͻ2, and under the condition 0Ͻ␣Ͻ2 the only bounded finite moments are
with Ϫ1Ͻ␦Ͻ␣.
͑3.7͒
When ␦у␣, the integral ͑3.6͒ diverges due to the power-like tails of the function P(x,t) as a solution of ͑3.2͒. As an example, one can mention the Cauchy distribution
that satisfies ͑3.2͒ when ␣ϭ1 and tends to zero as 1/x 2 for x→ϱ.
For arbitrary 0Ͻ␣Ͻ2 we have asymptotics 21 P͑x,t ͒ϳ 1
The behavior of the probability density P(x,t) in the vicinity of xϭ0 is well defined by the Taylor series of W ␣ ()
Particularly,
͑3.11͒
Let us provide a simple proof that W ␣ (q) is not positively defined for any ␣Ͼ2. Indeed if W ␣ () is nonnegative and continuous probability density then
On the other side,
In the case ␣Ͻ2 the second derivative does not exist due to conditions ͑3.6͒, ͑3.7͒. For the case ␣Ͼ2 we have from ͑3.5͒
Contradiction of this equality with the above inequality
that corresponds to the fractal Brownian motion. The main difference between the cases of ␣ϭ2 and ␣Ͻ2 is that the probability density P(x,t) has a power-like tail ͑3.9͒ for ␣Ͻ2 when x→ϱ and it is well localized in x with all positive moments finite for ␣ϭ2. It follows from ͑2.19͒ for ␣ϭ2
͑3.13͒
For ␦ϭ2
and one can get similarly all even moments ͗x 2n ͘.
IV. CONNECTION BETWEEN FRACTIONAL KINETIC EQUATION AND MONTROLL-WEISS EQUATION
In the previous section we showed how to get the Lévy process and fractal Brownian motion equations from the general one ͑2.19͒. Two probability functions are used as the basis of the Montroll-Weiss equation: the transition probability density w(xϪxЈ) to make a step from the position at x to xЈ and the probability density (t) to have a time interval t between two consequent steps. Let us introduce Laplace transform for the time variable t and Fourier transform for the coordinate variable x:
An expression for P(q,u) was derived in Ref. 8 :
It can be rewritten in the form
Due to the Tauberian theorem, 21 behavior of P(x,t) at t→ϱ is defined by the behavior of P(q,u) at u→0. Assume for uϾ0
That means that the corresponding probability density (t) is
which is typical for fractal Brownian motion. 6 With a suitable change of the time variable, we can put Bϭ1 and rewrite ͑4.4͒ as
In the same way, asymptotics of P(x,t) at x→ϱ is defined by P(q,u) at q→0. Assume
where again the coefficient of expansion is put equal to one by a corresponding choice of the coordinate x. Note that form ͑4.6͒ means a special selection of symmetric wandering process. After substitution of ͑4.5͒, ͑4.6͒ into ͑4.3͒ we have 
It is easy to prove that ͑5.3͒ satisfies equation ͑5.2͒ by applying the derivative ‫ץ‬ ␤ /‫ץ‬t ␤ to ͑5.3͒ and using the formula ͑see Appendix A͒
Result ͑5.3͒ can be written in the form
where the Mittag-Leffler function of order ␤ has been introduced
Recall that for ␤ϭ1
and 
͑5.10͒
where yϭx/t
͑5.11͒
and ϭ␤/␣.
͑5.12͒
The series ͑5.10͒ diverges if ␣у␤. Nevertheless sometimes the summation can be performed using special methods of summation for diverging series. 20 As an example, for ␣ϭ␤ we have
In particular expression ͑5.13͒ becomes the above mentioned Cauchy distribution ͑3.8͒ when ␤ϭ1. It follows the asymptotic solution from ͑5.10͒
where ͉x͉ӷt ϭt ␤/␣ .
͑5.15͒
In particular, from ͑5.14͒ we conclude that the moments ͉͗x͉ ␦ ͘ with ␦Ͼ0 ͓see definition ͑3.6͔͒ are bounded if 0Ͻ␦Ͻ␣Ͻ2.
͑5.16͒
This restriction evidently disappears for ␣ϭ2 when all positive moments are finite.
VI. SCALING PROPERTY OF SOLUTIONS OF THE FRACTIONAL KINETIC EQUATION
It is easy to see from solution ͑5.10͒ of the fractional kinetic equation ͑4.8͒ that P(x,t) satisfies some invariant properties under the renormalization transform of x and t simultaneously. However, it is inconvenient to use the series ͑5.10͒ to recover many other important properties of the probability density P(x,t). For example, this comment is related to the validity of normalization and nonnegativity ( P(x,t)у0) conditions. It is better to establish the renormalization property using an integral representation of P(x,t) that will be derived below. Let us consider the expression: 
This presents the solution P(x,t) in the form with separated variables
P͑x,t ͒ϭ ͵ 0 ϱ W͑x,s ͒Q͑ s,t ͒ds.
͑6.5͒
The remarkable property of ͑6.2͒ and ͑6.5͒ is that functions W(x,s) and Q(s,t) can be again interpreted as some probability densities. Indeed, the comparison of the definition of W(x,s) in ͑6.4͒ with expressions ͑3.3͒-͑3.5͒ yields the function W͑x,s ͒ϭ 1
that coincides with Lévy process probability density for tϭs and 0Ͻ␣р2. Function Q(s,t) can be considered as a probability density of some random variable s if we prove that Q(s,t)у0 and is normalized for 0Ͻ␤р1. Let ␤ () be a one-sided ( ␤ ()ϭ0 for Ͻ0) infinitely divisible probability density with the Laplace transform
for 0Ͻ␤р1. A corresponding integral probability is
The Laplace transform of F ␤ () is
͑6.9͒
It is seen from ͑6.7͒, ͑6.9͒ that the function 
͑6.13͒
From ͑6.7͒ and ͑6.13͒ it follows that Q(s,t)Ͼ0 for tϾ0 and
It is convenient to introduce a new function
and rewrite ͑6.13͒ in the self-similar form
͑6.16͒
The function Q ␤ (z) will be discussed further in Appendix B. Now we can rewrite the solution ͑6.5͒ using presentations ͑6.6͒ and ͑6.16͒
Define the renormalization transform
with some scaling constants x , t , and apply it to ͑6.17͒:
͑6.19͒
Changing of a variable sЈϭ t ␤ s in ͑6.19͒ gives
where is defined in ͑5.12͒.
The condition for the fix-point follows from ͑6.20͒
or ϭln x /ln t ϭ␤/␣.
͑6.22͒
The result can be formulated as follows: the renormalization transform R ( x , t ) preserves the solution of fractional kinetic equation if renormalization constants x , t satisfy condition ͑6.22͒:
͑6.23͒
where the multiplier x ϭ t appears for the right normalization condition. As a consequence from the renormalization property ͑6.23͒, we can present the solution P(x,t) in the eventual self-similar form
͑6.24͒
i.e., the solution is presented through a function of only one variable and two parameters ␣ and ␤. It is clear from the above discussion that P ␣,␤ (y) is non-negative and normalized function for all 0Ͻ␣р2, 0Ͻ␤р1. Thus under conditions ͑2.4͒, ͑2.11͒, solution P(x,t) of the fractional kinetic equation ͑4.8͒ possesses all probability density properties. For some special values of ␣ and ␤ one can find an explicit form of P ␣,␤ (y). For example, P ␣,␣ (y) for ␣ϭ␤р1 follows from ͑5.13͒. After the substitution of the Cauchy distribution
͑6.26͒
and ͑B9͒ into ͑6.25͒ we get where Ai(x) is the Airy function.
VII. FRACTIONAL GENERALIZATION OF THE KOLMOGOROV-FELLER EQUATION
Investigating dynamical systems with chaos, we introduce kinetic description of the system as a kind of approximation that permits us to find large-scale evolution properties. An alternative way typical for numerous applications is to introduce a priori a well defined randomness into equation of motion and derive a corresponding kinetic equation exactly. A well known example of such an approach is the random Wiener process x(t)ϭ(t) for which the probability density P(x,t) satisfies rigorously the diffusion equation
Another important example is the so-called KolmogorovFeller equation
͑see more about this equation in Ref. 22͒. In ͑7.2͒, w(y) is probability density of particle to make a step of the length y. It is seen from the integral representation ͑4.2͒, ͑4.3͒ of the Montroll-Weiss equation that case ͑7.2͒ corresponds to the Poissonian probability density () to make a step after waiting of time interval , i.e., ͑͒ϭe Ϫ ͑ у0͒.
͑7.3͒
Its Laplace transform is ͑u͒ϭ1/͑1ϩu͒ ͑7.4͒
and it is easy to check that the substitution of ͑7.4͒ into ͑4.3͒ gives after inverse Laplace and Fourier transforms equation
͑7.2͒ with a source ␦(x)␦(t).
The Kolmogorov-Feller equation ͑7.2͒ belongs to the type of master equations broadly used in different physical applications. It makes sense to generalize equation ͑7.2͒ for the case when the probability to make a step is related to a fractal time situation. A corresponding generalization of the master equation was proposed in Refs. 6 and 10. In this section, we will do a similar generalization of the Kolmogorov-Feller equation ͑7.2͒. The equation obtained below can also be considered as generalization of the master equation of Ref. 6 . In all our models and generalizations, there exists a simple splitting of time and space coordinates in the space of Laplace-Fourier transform. A more complicated case of strong space-time coupling was considered in Ref. 24 with application to the turbulence problem.
For our purpose, replace the Laplace transform ͑7.4͒ of the Poissonian distribution by its fractional generalization
is a one-sided probability density, i.e., f ␤ (tϽ0)ϭ0. One can call the function f ␤ (t) a fractional Poissonian distribution. In particular, it is easy to show that there exists the weak limit
and we have the ordinary Poissonian law
On the other side, for 0Ͻ␤Ͻ1 and t→ϱ, the fractional Poissonian distribution has the power tail
typical for the fractal-time distributions. [7] [8] [9] [10] [11] [12] Notice also that in case ␤ϭ1/2 there exists an explicit form of the probability density f ␤ (t): where the probability density for each x k is w(x), and n is a random integer distributed according to the Poisson law
͑7.12͒
Then the characteristic function of sum ͑7.11͒ is the same as ͑7.10͒. Thus, expression ͑7.8͒ is just the probability density of the variable x which is the sum of the n terms with random integer n distributed according to the Poisson law and random parameter s distributed with density Q(s,t) at the time instant t. From the given definition, expression
gives the probability that number of terms in sum ͑7.11͒ at the moment t is equal to n. Substitution of ͑7.12͒ into ͑7.13͒ and use of ͑6.16͒ gives
Applying the steepest descent method to ͑7.14͒ we obtain the t ␤ →ϱ asymptotics for q t (n):
where notation ͑6.16͒ has been used. Thus for t ␤ →ϱ, Q(n,t) asymptotically converges to the probability to have n steps at moment t.
As an example, consider a case when for each variable ͓see ͑7.12͒, ͑7.13͔͒. The magnitude q t (nϭ0) means the probability to have zero steps till the moment t or the probability to stay at xϭ0 till t. The expression for q t (nϭ0) can be rewritten as
where ͑7.14͒ and ͑B7͒ are used. If ␤Ͻ1, the power law corresponds to a slow decay of the waiting probability. For ␤ϭ1, we have Q 1 (z)ϭ␦(zϪ1) ͑see ͑B10͒͒ and the formula ͑7.22͒ provides the exponential decay with time: In particular, for ()ϵ1
For ␤→1 the right-hand side of ͑A18͒ weakly converges to ␦-function and we get the well-known result
Let us put in ͑A17͒ (t)ϭt ␦ (tϾ0). Then
͑A20͒
The last integral is equal to
Thus from ͑A20͒ and ͑A21͒ we have
It follows from ͑A22͒, ͑A3͒, and ͑3.1͒ that
One can prove by a similar way the universal relation [17] [18] [19] [20] 
for arbitrary ␤,␥. Consider now three kinds of the fractional derivatives in coordinate space. The first one is similar to ͑A9͒
and r ␣ ϩ (x) is defined in the same way as in ͑A5͒ up to the replacement of t by x and ␤ by ␣, i.e., r ␣ ϩ (x)ϭ0 for xϽ0. Similarly we can introduce
which is zero for xϾ0. Let
be the scalar product of g(x) and f (x). Then there exists a formula
which is equivalent to integration by parts. The next formulas are valid
Now introduce the operator of the symmetrized fractional derivative using the Fourier transforms ͑A33͒ and ͑A34͒
It is easy to find that
͑A36͒
For the derivatives in the coordinate space, we are interested in the case
0Ͻ␣Ͻ2. ͑A37͒
The regularizations of the symmetrized derivative integral representations are different for 0Ͻ␣р1 and 1Ͻ␣Ͻ2. For the first interval 
͑A39͒
Regularization for the next interval 1Ͻ␣Ͻ2 can be done in a similar way. Integration-by-parts formula is
