ABSTRACT Emerging applications based on vehicular ad-hoc networks (VANETs) are focused on offering new services to intelligent transportation systems (ITSs), such as traffic safety and management. For such kind of services, there are intrinsic spatial and temporal dependencies in the communication among mobile and fixed components. However, the characteristics of VANETs, which include a rapidly changing topology and the lack of global temporal references, make it difficult to satisfy such communication constraints. Commonly, the communication protocols for VANETs assume high coupled communication links; nevertheless, for most ITSs, the entities to whom such information will be useful are determined at run time by the spatial and temporal context. In this paper, a causal position-based indirect communication protocol is proposed, which allows road side units (RSUs) to disseminate messages with an uncoupled communication. The proposed solution uses the vehicles as opportunistic carriers, leveraging the bounded movement in a specific geographical region to exchange data among RSUs even with unknown recipients. To preserve the coherence of the exchange of messages, they are ordered by establishing their causal dependencies without the requirement of global references or synchronized physical clocks. Furthermore, the proposed protocol leverages message redundancy to recover some lost messages during the transmission. It is analytically demonstrated that the protocol is scalable since the size of the control information depends only on the number of RSUs rather than on the total number of entities in the system. INDEX TERMS Position-based causal diffusion, causal ordering, vehicular networks.
I. INTRODUCTION
Recent advances in wireless communication have allowed emerging standards for vehicle-to-vehicle communication, such as Wireless Access in a Vehicular Environment (WAVE) [1] and Dedicated Short-Range Communication (DSRC) [2] . These advances provide a promising platform for the development of a wide variety of new applications and services based on vehicular ad-hoc networks (VANETs), which are oriented to enhance the current Intelligent Transportation Systems (ITS). Most of these glimpsed applications rely on the cooperation among vehicles to exchange information about road conditions, to report accidents and even to perform real-time collective traffic monitoring [3] .
The feasibility of such applications depends on the ability of vehicles to exchange information while moving across the roads. VANETs, however, have unique characteristics and constraints that complicate this. A VANET involves facing a frequently disconnected network due to the rapid changes in link topology, high vehicle mobility and densities, as well as the radio obstacles. Due to the random composition of VANETs, there is no availability of global memory and there are no temporal references to organize the interactions. These features impose significant difficulties to communication. The increase of throughput is one of the main challenges.
VANETs differ from other types of mobile ad-hoc networks in that nodes are constrained by road network topology, while obeying road signs and traffic lights, and while responding to other vehicle movements [4] . In VANET, however, these conditions may become advantages since the fixed elements of a road (road signs and traffic lights) can be equipped with transceivers, allowing them to participate in a communication as road side units (RSUs), which provide useful information to vehicles [3] . Taking advantage of RSU a VANET can offer three types of communication: V2I (Vehicle-to-Infrastructure), V2V (Vehicle-to-Vehicle), and I2I (Infrastructure-to-Infrastructure).
VANETs are self-organized networks in which vehicles and RSUs exchange messages with each other without any prior communication infrastructure. Moreover, for certain applications and services, such as traffic safety and management, such information is useful only for a specific area at a specific time.
In a VANET, the high vehicle densities of some roads imply that many vehicles pass through a specific geographical area, ubiquitously generating messages in an asynchronous manner. To obtain useful information, messages should be organized according to a time-line. Due to the ah-hoc nature of a VANET it is difficult to achieve a global time reference. In these environments, the message arrangement requires extra communication and computation overhead, reducing systems scalability.
To illustrate the problems stated above, consider an isolated intersection management for autonomous vehicles [5] . In Figure 1 an RSU that is embedded in a traffic light coordinates the crossing order in the intersection according to the information regarding time and space gaps exchanged by the approaching vehicles (B, C, D and E). Since vehicle A has already left the intersection and vehicle F is far from the intersection, the information about the intersection from the RSU is useless to them. This simple example shows that even when a vehicle A is located near the area where the message is generated, and it can receive a message generated by the RSU located at the intersection, this message is not useful to vehicle A and should be discarded. Furthermore, as the messages about the intersection are concurrently generated, the RSU should arrange them according to a time-line to prevent possible collisions due to small time/space gaps and maximize the flow of vehicles. Without the global time reference, achieving these results is difficult, and the messages may arrive in a different order than the one in which they were generated. To achieve the message arrangement and reduce the system inconsistency, the causal ordering may be used.
Moreover, in applications such as self-organizing traffic lights [6] , RSUs must be able to communicate with each other. Unfortunately, for certain environments it is unfeasible to deploy physical or endurable communication links, mainly since it is difficult to continuously know the recipients. In addition, in order to discover recipients in a specific geographical area, extra messages are required [7] , [8] , which have a direct impact on the systems scalability.
In this paper, a causal position-based indirect communication protocol is proposed. The protocol allows RSUs to exchange messages with an uncoupled communication and without requiring a global synchronized time. The proposed solution leverages the bounded movement of cars to exchange data among RSUs by using vehicles as the communication carrier. Under this scheme, the street geometry limits the communication exclusively among nodes located in a specific geographical region. Thus, vehicles act as opportunistic transceivers, disseminating information retrieved by vehicles and RSUs even with unknown recipients. In addition, to preserve the coherence of the exchange of messages, they are ordered by establishing their causal dependencies without the requirement of global references or synchronized physical clocks. Furthermore, to reduce the message loss in the system, the proposed protocol leverages message redundancy, thus recovering some messages lost during the transmission.
By using causal ordering and uncoupled communication, the proposed solution avoids waiting times imposed by nodes discovery and time synchronization mechanisms. Also, it is demonstrated that the protocol is scalable since the size of the control information depends only on the number of RSUs rather than on the total number of entities (mobile and static) in the system. In addition, through simulations, the protocol is shown not to saturate the communication channels even in high traffic densities.
The paper is organized as follows. Section 2 contains the theoretical background of the proposed solution. Section 3 contains a brief overview of the state of the art. Section 4 describes the system model. The protocol specification is presented in Section 5. Section 6 contains the results of the protocol simulation and a discussion of the obtained results. Conclusions and future works are presented in Section 7.
intermediary without a direct coupling between the sender and the receiver(s) [9] . In the case of this communication model, the presence of the sender is not required to deliver the message and the receiver does not need to be aware of the sender. There are two key properties of indirect communication, called space uncoupling and time uncoupling described below.
• In space uncoupling, the sender does not need to know the identity of the receiver(s), and vice versa.
• Time uncoupling refers to the lifetime's independence of the sender and receiver(s). In other words, the sender and receiver(s) do not need to exist at the same time to communicate. While direct communication needs a lashing communication channel and knowledge about the receiver(s), indirect communication does not depend on that.
B. CAUSAL ORDERING
Time is an important theoretic construction to understand how the transactions are developed in a certain system [10] . A practical way to achieve such construction is by recording the time when certain events happen to create a temporal ordering of events. Unfortunately, there are some environments that lack a global time reference, such as a physical clock, making it difficult to establish such ordering. An example of such environment is a distributed system.
A distributed system is composed of different processes that are spatially separated, and which communicate with each other by exchanging messages. In a distributed system, each process has its own physical clock that may have a certain time difference with another one. In the absence of global physical time in a distributed system, it is impossible to determine if an event has happened before another one; in other words, it is impossible to determine the causal order of the system.
A causal order establishes a precedence relation between two events in the following way: let a and b be two causally related events:
1) It is said that a happened before b if there is information flow from a to b. 2) Given this relation, a must be processed before b.
1) HAPPENED-BEFORE RELATION
Causal ordering was developed to remove inconsistencies in message delivery that are produced by an unpredictable delay in the communication channels. Causal order is based on the happened before relation defined by Lamport [10] . This relation is denoted by → and is defined as follows. 
III. RELATED WORK
VANET is a special case of Mobile Ad-hoc Network (MANET) where ad-hoc as well as infrastructure subnetworks can coexist. Therefore, information can be disseminated by one of three approaches: by using existing infrastructure, through ad-hoc fashion, or by the combination of both schemes [11] .
Based on this characteristic, we construct a taxonomy to classify and describe the related work of VANET protocols (see Figure 2 ). In the following sections, the related work is briefly described based on this taxonomy. 
A. INFRASTRUCTURE-BASED NETWORKING
This approach mainly encompasses the cellular/WLAN vehicular networks [12] , [13] , which are often oriented to infotainment applications such as web browsing, media downloading or broadcasting of news and traffic information [14] .
Although these networks allow having high bandwidths and scalability, they are not completely suitable for V2V solutions due to their inherent 1-to-N communication model. Based on this scheme, V2V is constrained to low speed mobility. Vehicles in urban and highway scenarios usually move in medium or high speeds, which severely affects the network throughput. However, some authors have proposed V2I solutions based on Heterogeneous Vehicular NETworks (HetVNET), where vehicles alternate cellular and DSRC/WAVE connections to disseminate data [15] . The main drawback of these approaches is the requirement of sophisticated handoff management mechanisms and even the introduction of a new layer into the protocol stack to support the dynamic and instant composition of different networks. VOLUME 7, 2019 B. AD-HOC NETWORKING 1) AD-HOC PROTOCOLS BASED ON DIRECT COMMUNICATION Information dissemination in mobile ad-hoc networks has been widely studied and there are some proposals that have been used to design protocols for VANET. This is the case of the Greedy Perimeter Stateless Routing (GPSR) [16] protocol which makes greedy forwarding decisions based on the node's immediate neighbors to reduce the distance to the destination. For GPSR, it is assumed that every node in the network knows the exact physical locations of its neighbors and the destination as well. When a packet reaches a dead end, inhibiting the greedy forwarding, the protocol uses a recuperation algorithm by routing around the perimeter of the region. A special characteristic of this protocol is that the nodes only maintain the information about their immediate neighbors.
Although the GPSR shows good performance with mobility and scalability, its design is not enough for the best next hop selection since it does not provide mechanisms to mitigate the communication drawbacks caused by the urban noise and fast movements of vehicles. To address these issues, the Geographic Source Routing (GSR) [17] and the Greedy Perimeter Coordinator Routing (GPCR) [18] approaches were introduced.
In GSR, when a node sends a message, it determines the location of the destination using the location services, and then, with the information provided by the city map, it can calculate the shortest route that is embedded in the message header. As a main disadvantage, this work requires city map information to be always available and the message route to be determined at the sender, so this algorithm cannot adapt to changing traffic conditions. When a map is not available, the GPCR algorithm can be applied. This algorithm uses several heuristics to detect junctions without using external information. Knowing the junction location information, GPCR makes decision about message forwarding at each junction on a greedy basis. However, such heuristics reduce the delivery rate in comparison to GSR.
The Movement Prediction-based Routing (MOPR) protocol [19] was designed to avoid links that have been potentially broken by the vehicles' mobility during packet transmission. It uses the information about the position, direction and speed of vehicles to determine the most stable path, from a source to a destination, in terms of communication lifetime. In this way, each vehicle estimates the route with the lowest probability of rupture before selecting the next hop for data forwarding/sending. The main requirement for MOPR is that vehicles exchange routing tables, containing position, direction, speed and navigation data, which can be retrieved from specific equipment on board the vehicles. This requirement is a disadvantage at the same time since it dramatically increases the bandwidth usage by the vehicles.
A Traffic Aware Segment-based Routing [20] uses the realtime vehicle traffic information to calculate the route based on estimated connectivity on the next two road segments. During the message sending phase, the protocol uses four messages (route request, route reply, data and acknowledge) to perform the message delivery, reducing the system throughput. Furthermore, the message delivery rate decreases with the increase in vehicles' speed as well as with the increase in packet rate.
A Context-Aware Edge-Based VANET Communication Scheme for ITS [21] proposes the algorithm for selection edge-nodes for message retransmission to reduce the number of senders. As a main disadvantage, in this solution the size of the beacon frame depends on the number of neighbor vehicles. In addition, the message transmission is based on TCP protocol to ensure the message delivery, thus increasing the amount of send messages as well as the requirement to establish a TCP session.
A Context-Aware Class Based Broadcast [22] proposes four different classes for message broadcasting based on the application requirements, such as message priority, broadcast scope and expiration time. To perform the broadcasting, each vehicle requires the knowledge of its 2-hop neighbors, thus increasing the beacon frame size. In addition, the broadcasting in wider areas is based on message propagation in a single direction (highway scenario). As a result, this solution requires multiple instances of the protocol for scenarios where multiple propagation directions are required (urban areas).
2) AD-HOC PROTOCOLS BASED ON INDIRECT COMMUNICATION
To mitigate the instability of message routes due to high vehicle mobility and urban noises, protocols based on the store-carry-forward approach were introduced.
The main protocol from this category is a Vehicle-Assisted Data Delivery protocol (VADD) [23] . By using the statistical traffic information (for instance, average vehicle densities and speeds), this protocol calculates the path from the sender to the receiver. Then by using the store-carry-forward technique, it routes the messages to its destination. The forwarding decisions are made at each intersection. If a vehicle moves in the direction of the destination, it carries a message along; but if a vehicle takes another route, it forwards a message to another vehicle moving in the direction of the destination. With few messages, this work provides good results, but when the number of messages increases, the road segments with high vehicle density get saturated, which decreases the data delivery rate. Also, this proposal does not work with low vehicle densities as it requires a vehicle moving in a specific direction to forward a message at any intersection.
To further reduce the bandwidth of VADD, the D-Greedy and D-MinCost protocols [24] were proposed. Both of these protocols are based on the idea of combining data mulling and forwarding to reduce the bandwidth usage, but at the same time achieving lower transmission delays. They use the same principles as VADD [23] , but in addition, the message can be forwarded on a street segment level when the vehicles move slowly to reduce the latency. However, they require a network to be dense so that the message can be forwarded at any moment.
C. COMBINING INFRASTRUCTURE AND AD-HOC NETWORKING 1) HYBRID PROTOCOLS BASED ON DIRECT COMMUNICATION
Following a pure ad-hoc communication fashion, information dissemination in a VANET faces the problem of low reliability in transmission paths, which severely impacts the network throughput. To tackle this problem, some approaches propose to use a hybrid networking by combining V2V and V2I communications.
Some protocols in this category use some static nodes to perform special tasks, as signaling or path discovering, to reach stateful and reliable transmission paths. An example of these protocols is the PROMPT protocol [7] . In PROMPT the fixed entities are configured as base stations, which communicate among themselves through wired channels. In addition, vehicles are equipped with GPS and transceiver to communicate wirelessly, allowing the multi-hop communication to the base stations. The base stations broadcast beacon frames that are propagated by the vehicles through multi-hops to advertise the services of the base stations. Beacons are also used to determine the fastest route between the vehicle and the base station. PROMPT has shown to be highly adaptable to changing traffic conditions; however, it is not suitable for low density networks.
A similar approach is the R 2 P protocol [8] , which establishes the formation of overlapped network zones. Within each zone, a master node is responsible for periodically broadcasting discovery messages, which when replied by vehicles, a network topology can be established. Based on the discovered topology, vehicles can choose the most reliable multi-hop path to transmit messages. Considering that the coverage of a zone is limited, some boundary vehicles are used as gateways to exchange messages out of each zone. R 2 P has shown that it is able to outperform the network throughput; nevertheless, since the amount of discovery messages grows linearly to the speed of movement, this protocol may not be scalable. Besides, it is not suitable for sparse networks.
2) HYBRID PROTOCOLS BASED ON INDIRECT COMMUNICATION
As with the protocols designed for indirect ad-hoc communication, in the hybrid indirect communication, it is possible to apply the story-carry-forward approach. Therefore, a new protocol named SADV was proposed in [25] , which is an adaptation of VADD [23] . SADV is suitable for sparse networks where a forwarding vehicle is not always available. This proposal introduces static nodes at each intersection that act as a buffer of messages when the network is sparse. With the help of this static node, a message can be buffered at each intersection until a vehicle that moves in the direction of the receiver using the best route (according to traffic statistics) is available. As a result, this protocol can operate in a sparse network, but it requires the precise city map with traffic statistics information and a lot of computations at each node.
To increase the efficiency of the store-carry-forward approach, the Sampling-based Estimation Scheme (SES) was proposed [26] . SES calculates the probabilities of a vehicle contact on a road segment and based on that, the best route is chosen. However, its main drawback is that it requires knowing the positions and routes of other vehicles to calculate the involved probabilities. Furthermore, if the vehicle deviates from the prediction, the message may be lost.
IV. SYSTEM MODEL
The system model of a vehicular network consists of the following:
• Processes: Each road entity, either mobile or fixed (RSU), is represented as an individual process. Hence, a vehicular network can be seen as a set of processes P = {p 1 , p 2 , . . . , p n } that communicate with each other. A set of processes can be seen as a union of mobile and fixed elements: P = V F. V and F will be defined next.
• Mobile road entities: Each mobile entity in a vehicular network belongs to the set V = {v 1 , v 2 , . . . , v m }. A mobile entity v i ∈ V represents a mobile entity (like On-board unit (OBU) installed in a vehicle) equipped with a transceiver moving through the road infrastructure.
• Fixed road entities: Communication capable RSUs (like traffic lights) form a set F = {f 1 , f 2 , . . . , f k }. Each fixed entity f j ∈ F represents an RSU equipped with a transceiver and a message buffer.
• Events: An event represents an instant execution performed by a process. In a distributed system, a process can only execute two kinds of events: internal events and external events. An internal event is an action that changes only the state of a process where it is executed. An external event is also an action in a process, but unlike the internal event, this action is seen by other processes, affecting the global or system state. In this work, two types of internal events (create and delete), two atomic external events (send and receive) and three composite external events (commit, push and peek) are considered:
-The create internal event refers to the action of the process that creates a new message to be transmitted to other processes. -The delete internal event refers to the action of the process when data is considered to be no longer relevant and is removed from a buffer. -The send event is an atomic event representing the message sent by one participant to another.
-The receive event is an atomic event representing the message receipt by a participant of a vehicular network. -The commit external event refers to the action when the message created by the create event is associated with the road infrastructure element and deposited in its buffer. -The push external event refers to the action when the message that is already associated to the road infrastructure element by a commit event or that is peeked from its buffer and is deposited to the buffer of the other road infrastructure element. -The peek external event refers to the action when a vehicle receives a message deposited by the commit or push events without removing it from the infrastructure.
V. PROTOCOL COMPOSITION A. PROTOCOL SPECIFICATION
Road side unit manage the following information in a local fashion:
• r k is the identifier of a region where the RSU is located. A region is formed by one RSU and represents the area covered by its communication range.
• VT (r k ) are the vector timeclocks. The size of the vector is equal to n, where n is the number of regions in the system. It is here that we keep track of the number of messages diffused by the participant.
• The structure of a message m r k ,tk is a tuple m r k ,t k = (r k , t k , payload), where r k is the region identifier, t k = VT (r k ) is the value of the vector clock at region r k , and payload is the message content.
• Each RSU is equipped with a buffer. This buffer contains
, where m i is the message in the format described above, and D m i is the set of directions where the messages m i should be sent.
• Each fixed entity is associated with a finite number of directions D k = {d 1 , d 2 , . . . , d p } where the message can be propagated. Each direction d i means that there is at least one outbound lane from the intersection where the current RSU is located.
• Each RSU has an associated time interval δt that indicates how long the message should wait when a causal delivery condition is violated. The value of δt is application-dependent: the choice of the correct value for each application is outside the scope of the current article. On-board unit (OBU) manages the following information in a local fashion:
• Each OBU is equipped with two buffers b and c to store messages in the format described above. Buffer b stores messages received from RSU, and buffer c is used to store messages generated by OBU that should be committed.
B. PROTOCOL DESCRIPTION
As part of the initialization process, each RSU initializes its variables as described in Table 1 . When an RSU wants to send a message to other participants in the systems, it constructs it using the procedure described in Table 2 . After the message is generated, it should be stored in the message buffer by the commit operation described in Table 3 . This operation assigns message identifiers (Lines 1, 2) and also stores the message propagation directions (Line 3). When an OBU wants to send a message to other participants in the systems, it constructs it using the procedure described in Table 4 . Unlike RSUs, OBUs cannot directly commit generated messages. Each generated message is stored in a special buffer until it is committed to the first encountered RSU.
When a vehicle enters the communication range of an RSU ( Figure 3, Step 1), they can exchange messages stored in the buffers. The message from the OBU to the road side unit is sent by commit (messages generated by OBU) and push operations (messages received from another RSU), and messages are retrieved from fixed road entities by the peek operation. Push and peek operations do not modify the internal structure of the message, but the commit operation changes the message (RSU assigns message identifiers and message propagation direction).
As the moving direction of the vehicle cannot be known beforehand, the push and peek operations are deferred until the exit direction from the current intersection can be determined (e.g. the vehicle has exited the intersection, but is still inside the communication range of the RSU). The vehicles exit direction can be determined, for example, by using the difference of the coordinates of the RSU and a vehicle. Another option is through the use of a map if the vehicle has one, by looking for the street that the vehicle is leaving from the current intersection ( Figure 3, Step 2).
When the OBU receives a beacon frame from the road side unit and the exit direction from the intersection is known, the on-board unit executes the commit (Table 5) , push (Table 6 ) and peek (Table 8) operations. The commit operation is only initiated when an OBU has messages in buffer c and the push operation is only initiated when an OBU has messages in the buffer b to deliver. The peek operation is always executed. During the commit operation (Table 5) , the OBU sends all messages from its buffer c to the RSU (OBU lines 1, 2) and removes messages from its buffer c (OBU line 3). When the RSU receives messages during the commit operation, it executes the commit function described in Table 3 , which assigns message identifiers and propagation directions.
The push operation (Table 6 ) consists in the vehicle sending all of the messages stored in its buffer b to the RSU (OBU lines 1, 2). For each message received from the OBU, the RSU checks whether the message was already delivered by another vehicle and if so, discards the current message (RSU lines 3, 4) . If the message was not previosly received, the causal delivery condition is validated (RSU line 5), and if it is satisfied, the message is delivered using the procedure described in Table 7 . After the message is delivered, the RSU should revalidate delivery conditions of all messages waiting to be delivered. If any message satisfies the delivery condition, it should be delivered using the procedure described in Table 7 without waiting for δt.
If the delivery condition of the message m (Table 6 , RSU line 5) is not satisfied, the delivery should be delayed for a fixed time interval δt. When this time interval expires, the message m is delivered using the algorithm presented in Table 7 .
The peek operation (Table 8) is also initiated by the OBU in response to a beacon frame when the vehicle's exit direction from the intersection is known. The peek operation (Table 8) consists of the following. When the vehicle's exit direction is known, the OBU sends a peek request with the vehicle's exit direction d v (OBU lines 1, 2). When the RSU receives a peek request from the vehicle with exit direction d v , it checks all messages in its buffer that contain that exit direction (RSU lines 2, 3). For each message with the exit direction d v , this message is sent to the vehicle and this exit direction is removed (RSU line 4) . If the message propagation directions set is empty, the message is removed from the RSU buffer (RSU line 5). For each message received from the RSU, the OBU stores this message in its buffer b (OBU line 4).
Thus, each message is peeked only once for each propagation direction. When the message is peeked for all of the available exit directions, it can be removed from the message buffer of the RSU (delete operation).
As an on-board unit can receive multiple beacons from a fixed entity, the peek operation should be executed only once for each RSU until the peek operation is executed on another RSU. For example, after the peek operation is executed on a fixed entity f x , no further peek operations should be executed on f x (beacons are ignored) until a peek operation is executed on entity f y . After that, the communication with entity f x can be repeated.
It should be noted that the commit and push operations can be executed immediately after receiving the beacon frame ( Figure 3, Step 1) . But in this work we consider that these operations are deferred until the peek operation can be executed ( Figure 3, Step 2), thus executing three operations at once.
After the commit, push and peek operations are executed, the OBU waits for the beacon frame from another RSU (Figure 3, Step 3 ). And then it executes commit, push and peek operations as described above.
It should be noted than an on-board unit can receive messages from the RSU returned during a peek operation initiated by another vehicle (Figure 3, Step 4) . In this case, these messages can be buffered to increase the message redundancy, thus, increasing the fault tolerance of the system. The process presented above (execute commit, push and peek operations; move to another RSU; execute commit, push and peek operations) is repeated by other vehicles, diffusing the message among RSUs in a specific geographical area (Figure 3 , Steps 5 and 6).
We demonstrate that our protocol delivers messages to all participants of the vehicular network without causal ordering violations with the following sketch of proof.
First, we demonstrate that every message is delivered to all reachable entities in a vehicular network.
As each message requires to be committed (Table 2, Line 3  and Table 5 , Line 3) before it can be seen by other participants, and the commit operation is always performed by an RSU, all of the messages (generated by OBU or RSU) are assigned to a single RSU (Table 3 , Line 2). Thus, we can consider only messages generated by the RSU.
Let a and b be two neighboring intersections and there is a road leading from a to b (vehicles can move from intersection a to b). Then eventually a vehicle will pass, peek messages stored at the road side unit associated with region a (Table 8) and push them at region b (Table 6 ). Thus, every message generated at any region a will eventually be delivered to all neighboring regions that have a road leading to them. After the message is pushed at region b, it is available for other vehicles to be peeked and delivered to neighboring regions of b. Thus, after some time, a message generated at any region a will be delivered to all regions that are reachable from it. Now we demonstrate that no causal violations are present in the system. To demonstrate this, we use the fact that if m 1 and m 2 have the same vector clocks VT (m 1 ) = VT (m 2 ), then m 1 = m 2 and vice versa [27] .
When a message m is pushed at region b, there can be three different cases:
• A message m has already been received at region b.
• A message m can be delivered at region b.
• A message m cannot be delivered because it has a causal dependency on message m which has not been delivered yet at region b. If message m has already been delivered at region b, this means that m had its FIFO and causal conditions satisfied in the past: Table 6 (Table 6 , Line 3) is satisfied, and the message is discarded.
If the received message m can be delivered at region b, the protocol behaves as described by the vector clock protocol [27] . If message m has a causal dependency on message m that has not been delivered yet at region b, the message delivery is postponed for δt. If during this time interval the message m is delivered at region b, the message m can be delivered as well with the process described by the vector clock protocol [27] .
When a fixed waiting interval expires, the message is delivered; therefore, Table 7 , Line 1). Thus, any lost message m that prevented m from delivery will be marked as delivered because VT (m)[j] ≥ VT (m )[j] ∀j : 1 . . . n). As a result, if m arrives, it will be discarded as duplicate. Thus, the causal ordering is not violated.
As a result, the proposed protocol delivers messages to all participants of the vehicular network without causal order violations.
VI. SIMULATIONS
The proposed causal flooding protocol is simulated to measure the message diffusion time as well as the message redundancy in a region. Each simulation consists of a region formed by 3x3 4-way intersections connected by roads forming a square grid. Each road is unidirectional, consisting of only one lane. The distance between intersections (the size of the block) is considered to be equal to 100 meters.
Each intersection is equipped with the communication capable RSU. Each fixed entity generates messages that are delivered by vehicles to other fixed entities.
The communication range is limited to half block size. Thus, no RSU can communicate with other road side units directly.
The communication in the simulation is based on the 802.11p protocol implementation from the VEINS sim-ulation framework, which is based on the combination of OMNet++ [28] and SUMO [29] simulators. This implementation considers the signal strength degradation due to distance and radio obstacles, such as buildings as well as interference between the participants. The 802.11p parameters are presented in Table 9 . With these settings the communication range is limited to approximately 50 meters. Each road has a fixed vehicle flow that is the same for all roads in the simulation. Several vehicle flows are simulated, from 60 vehicles per hour per lane, up to 600 vehicles per hour per lane.
During a simulation, one hour of traffic is simulated.
A. MESSAGE DIFFUSION TIME
During the first experiment, the time from the message generation until its delivery to all of the nodes in the area (diffusion time) is measured. This time is shown in Figure 4 . From the experimental results, it can be observed that the message diffusion decreases as the flow rates increase. However, the greater the number of vehicles in the system, the smaller the effect of additional vehicles on the diffusion times.
The average diffusion time for 60 vehicles per hour on each lane is around 265 seconds. For a flow rate of 300, the diffusion time is around 89 seconds; whereas for 600 vehicles per hour per lane, it is around 81 seconds.
The message diffusion time consists of two main components: the time the message spends in RSU buffers waiting for a vehicle and the time a message spends in the vehicles' buffers while they move from one RSU to the other. These diffusion time components are shown in Figure 5 .
From the graphical data representation, it can be observed that the message waiting time decreases as the flow rate increases. This is explained by the fact that for higher flow rates, more vehicles pass at a location of a specific RSU, thus more vehicles are available to transport the message. On the These results show that for traffic flows lower than 180 vehicles per hour, the message waiting time is higher than the message transport time. And for traffic flows higher than 180 vehicles per hour, the message transport time is higher than the message waiting time. Although the message transport time increases, the decrease of message waiting time is greater, thus the message diffusion time decreases when the traffic flow increases.
B. MESSAGE REDUNDANCY
Even if a message is sent only once for each direction, because of the radio communication used, it can be received by all vehicles in a specific area near the RSU, producing message redundancy.
In the second experiment, the message redundancy is analyzed. For each message, the number of times this message was received by a fixed infrastructure entity is recorded.
In Figure 6 the minimum and mean values of the counts of the messages received are shown. From the results we can observe that the message redundancy grows with the growth of the flow rate. However, while the mean value grows constantly, the minimum value To further analyze the effect of the message redundancy, we introduce an additional 5% chance that the message will be lost during transmission (from vehicle to infrastructure and vice-versa). This loss can be interpreted as the thermal noise produced by other radio devices present in the city environments.
With this message loss, we count the number of messages that are lost during the transmission (on link level) and the number of messages that are not delivered by all fixed entities in the system.
The results in Figure 7 show that the number of lost messages (on link) grows with the flow rate. With more vehicles, more links are formed and, thus, more messages are lost on a link level. As opposed to the number of lost messages on a link level, the number of messages that are not delivered to all of the participants (lost on a system level) decreases with the growth of the flow rate. This can be seen as the effect of message redundancy in the system. If several copies of the message are lost on a link level, at least one copy is delivered, thus, ensuring that the message is delivered to all of the fixed entities.
C. DISCUSSION
First of all, a word of note on the quantitative comparison. As mentioned, the new applications in VANET require the continuous exchange of information among vehicles, RSUs, etc. In addition, the recipients of a message are usually multiple entities, which are not known a priori.
Many communication protocols mentioned in the state of the art section implement the 1-to-1 communication model. While this model may be used for 1-to-many communication, it requires generating multiple copies of the same message with different destinations, reducing the throughput of the network. Therefore, solutions that are originally designed for communication 1-to-many have an advantage. The proposed solution is one of them.
Regarding the proposals that have the 1-to-many communication approach [21] , [22] , it is important to observe the following characteristics: a) they require the knowledge of the 2-hop neighbors, b) they are oriented to active message forwarding and c) they do not consider the RSU as a system entity. However, due to high vehicle mobility in VANETs, it is challenging to maintain the up-to-date information about 2-hop neighbors, and the system densities become dynamic. The active forwarding approach requires a dense network, which is not always the case. Finally, the communication among RSUs is a convenient feature to support applications, such as traffic light coordination.
This allows us to argue that the proposed protocol is aligned with the characteristics of VANETs, since it does not require maintaining a list of neighbors. It forwards the message when necessary, which improves the throughput, and it considers RSUs as primary communication units allowing a broad kind of applications. In addition, the proposed solution includes mechanisms for the causal ordering of messages.
All of these properties make the presented protocol more suitable than those of the state of the art and make the quantitative comparison difficult; thus, the qualitative comparison is performed.
Based on the simulation results, we can conclude that the proposed protocol is efficient in terms of communication overhead; thus, it is scalable in terms of the number of entities in the system. The proposed solution includes a deltacausal message ordering, leveraging the static road layout and the restricted vehicle movement. In this way, the growth of communication overhead remains linear. Therefore, the scalability of the system increases. The size of the vector time clock used to control the messages ordering depends only on the number of RSUs. Since the road infrastructure remains constant, the overhead is bounded by O(1); this means that the overhead does not depend on the traffic volume.
Besides increasing the message redundancy and reducing the message loss rates, the proposed solution reduces the message interference probability, sent by different participants, by considering the communication range to be half of the block size. Therefore, the number of messages corrupted during transmission is decreased.
In addition, the protocol disseminates the messages according to the position of the potential receiver. The messages are sent using the vehicle exit direction when it is leaving the intersection. Furthermore, an RSU only requires the knowledge of the possible vehicle exit directions to disseminate the messages. As a result, the proposed solution does not require extra mechanisms to process maps and aggregate information about vehicle directions.
The presented protocol is based on a hybrid approach which takes advantage of ad-hoc and infrastructure based approaches to mitigate the disadvantages related to achieving enduring paths. It establishes an opportunistic dissemination strategy. This means that no global coverage is required as each entity (mobile or static) communicates only with other entities inside its communication range.
Considering these characteristics, the proposed solution increases the throughput of the system.
VII. CONCLUSIONS
This paper has presented a causal position-based indirect communication protocol for information dissemination in VANETs. The proposed protocol is characterized by the use of vehicles as opportunistic carriers to allow the exchange of messages among roadside units (RSUs). Leveraging the bounded movements of the vehicles, RSUs disseminate messages within a specific geographical region through an uncoupled communication. In this way, the potential recipients are determined at run-time by the spatial context without requiring additional mechanisms to process maps or aggregate information about vehicles' directions. Despite the asynchronous nature of a VANET and the lack of coupled links, the protocol preserves the communication coherence by ordering the exchanged messages according to their causal dependencies, avoiding the use of global references or synchronized physical clocks. Moreover, by leveraging message redundancy, the proposed solution provides some fault tolerance.
In terms of performance, it was demonstrated that the protocol is scalable since the size of the control information depends only on the number of RSUs rather than on the total number of entities (mobile and fixed) in the system.
Although the proposed solution offers some fault tolerance, some messages may still be lost during the communication due to external factors. More message redundancy can be introduced to further increase the fault tolerance, but the number of messages should not be too high to increase message loss due to interference.
The presented message dissemination protocol considers messages that are generated by mobile and fixed entities, but the messages are consumed only by RSUs. Even though mobile entities can generate messages, they are mostly considered only as message carriers, but the data transmitted in the messages can be useful to them. One of the possible extensions for the proposed solution is to incorporate mobile entities in the communication process.
Another possible extension is to use the spatial-temporal communication. This communication model, in addition to the spatial context, will consider the temporal domain to ensure that only the relevant information is delivered to mobile and fixed entities. 
