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The functional quantization problem for one-dimensional Brownian diffusions on ½0; T  is
investigated. One shows under rather general assumptions that the rate of convergence of the Lp-
quantization error is Oððlog nÞ1=2Þ like for the Brownian motion. Several methods to construct some
rate-optimal quantizers are proposed. These results are extended to d-dimensional diffusions when
the diffusion coefﬁcient is the inverse of a gradient function. Finally, a special attention is given to
diffusions with a Gaussian martingale term.
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1. Introduction
This paper is a ﬁrst attempt to solve the functional quantization problems—bounds,
rates, construction of rate-optimal quantizers—for diffusion processes with a special
emphasis on the constructive aspects. In particular, it will include many non-Gaussian
processes. One considers a real-valued Brownian diffusion process
dX t ¼ bðt; X tÞdt þ sðt; X tÞdW t; X 0 ¼ x0; t 2 ½0; T , (1.1)see front matter r 2005 Elsevier B.V. All rights reserved.
.spa.2005.09.003
nding author.
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above Eq. (1.1) admits at least one (weak) solution over ½0; T  and W is a Brownian motion
deﬁned on a probability space (O;A;PÞ. This solution is pathwise continuous (and hence
bi-measurable on O ½0; T ). It is classical background (see e.g. [1]) that supt2½0;T jX tj has
r-moments for every r 2 ð0;þ1Þ so that the diffusion process X can be seen in particular as
an LrðPÞ-Radon random variable taking its values in ðLpT ; k  kpÞ, where LpT denotes
Lpð½0; T ;dtÞ and kgkp:¼ð
R T
0
jgðtÞjp dtÞ
1
p stands for the usual Lp-norm when p 2 ½1;þ1Þ
(when p ¼ þ1, kgk1 ¼ dt  ess supt2½0;T  jgðtÞj).
So for every integer nX1, we are in the position to investigate the level n Lr-quantization
problem for the process X, viewed as a random variable taking its values in L
p
T . That
means minimizing the (ﬁnite) real quantity
en;rða; X ; LpÞ:¼ E min
1pipn
kX  aikrp
 1
r
¼ min
1pipn
kX  aikp
 
LrðPÞ
(1.2)
among all subset a ¼ fa1; . . . ; ang  LpT , jajpn (with the convention that, when jajon, ai
may be equal to some aj with iaj). Such a set a is called a n-codebook or a n-quantizer.
Deﬁnition 1. Let a:¼fa1; . . . ; ang  LpT be a n-quantizer. Any Borel partition ðCiðaÞÞ1pipn of
L
p
T satisfying
CiðaÞ  b 2 LpT : kb aikp ¼ min
1pjpn
kb ajkp
 
is called a Voronoi partition induced by a (although, when jajon, CiðaÞ may be equal to
CjðaÞ if ai ¼ aj for some iaj).
For a given n-quantizer a there are inﬁnitely many such Voronoi partitions (see [7] for
more details in a ﬁnite-dimensional setting). Then, one deﬁnes the associated closest
neighbour projection
pa:¼
X
1pipn
ai1CiðaÞ
and the induced a-quantized version (or a-quantization) of X bybX a:¼paðX Þ ðthe exponenta will often be droppedÞ. (1.3)
Then, it is clear that, for any measurable random variable Y : ðO;A;PÞ ! a  LpT ,
EkX  YkrpXEkX  bX akrp ¼ E min
1pipn
kX  aikrp,
so that ﬁnally, en;rða; X ; LpÞ ¼ minfðEkX  YkrpÞ
1
r : Y : ðO;A;PÞ ! ag.
In fact en;rða; X ; LpÞ does reach a minimum value over the n-quantizers a denoted
en;rðX ; LpÞ which subsequently satisﬁes
en;rðX ; LpÞ ¼ minfðEkX  bXkrpÞ1r : bX : O! LpT ;sðX Þ-measurable; j bX ðOÞjpng ð1:4Þ
¼ minfðEkX  YkrpÞ
1
r : Y : O! LpT ; jY ðOÞjpng. ð1:5Þ
The fact that en;rðX ; LpÞ is non-increasing and goes to 0 as n goes to inﬁnity is easy: one
considers a sequence of n-quantizers aðnÞ:¼fz1; . . . ; zng where ðznÞnX1 is an everywhere dense
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much more challenging.
In ﬁnite dimension, it is a very old story which starts in the late 1940s: if X denotes a Rd-
valued random vector, the answer is provided to a large extend by the so-called Zador
theorem. It says (see [7]) that if EkXkrþeoþ1 for some e40, then
en;rðX ;RdÞcðr; d; k  kÞ  cðr;PX Þ  n1d as n !1,
where cðr;PX Þ ¼ kgk d
dþr
and g ¼ dPX
dld
is the Radon–Nikodym density of the (absolutely
continuous part of) PX with respect to the Lebesgue measure ld on Rd (and k  k denotes
an arbitrary norm on Rd). When PX is singular (g ¼ 0), then en;rðX ;RdÞ ¼ oðn1dÞ. (Finding
the right asymptotics for some singular measure like the uniform measure on the Cantor
space or more general fractal sets has been investigated as well, see [7,8]).
In inﬁnite dimension, the case of Gaussian processes was the ﬁrst to have been
extensively investigated, initially in the quadratic case (i.e. p ¼ r ¼ 2, see [13,14]), then for
more general norms and powers (1pppþ1, 0oroþ1 in [9]). In the quadratic case,
the upper bounds for the rates are derived by some Hilbertian optimization methods and
the lower bounds using a connection with Shannon entropy. Under some regular variation
assumptions on the ordered eigenvalues of the covariance operator of the process, the
asymptotic rates of these lower and upper bounds coincide and hence provide the exact
rate. This applies (see [13]) to many usual classes of Gaussian processes (Fractional
Brownian motions, Gaussian stationary processes like the fractional Ornstein–Uhlenbeck
processes, Gaussian diffusions, their multi-parameter random ﬁeld counterparts, etc.). It
turns out that for many (one-parameter) processes, these rates are Oððlog nÞmÞ where m is
the Ho¨lder regularity of the application t 7!X t from ½0; T  into L2ðO;PÞ. For many of the
above examples (see [14]), this result can be reﬁned into a sharp rate
en;2ðX ; L2Þ ¼ cX ðlog nÞm þ oððlog nÞmÞ as n !þ1
with a known constant cX , using some elements from Shannon’s rate-distortion theory.
More generally, in [14] are established some sharp rate results for a wide class of Gaussian
processes with an explicit real constant cX . They are based on the regular variation
exponent of the covariance operator spectrum of the process.
For general Lp-norms and exponents r40, the exact rates results still hold under similar
assumptions (whereas the existence of sharp asymptotics as above remains an open
question). They appear then as a consequence of the connection between functional
quantization and the small Lp-ball probability problem for Gaussian processes successively
established in [6,3,9].
The special interest of the purely quadratic case p ¼ r ¼ 2 is not limited to the existence
of sharp asymptotics. The Hilbertian techniques developed to establish the upper bounds
are constructive: they rely on the construction of some ﬁnite-dimensional product (or block)
quantizers which can be computed as soon as one has an access to optimal n-quantizers of
normal distributions on Rd . Although the sharp bounds need to consider large values of
the marginal dimension d, the scalar product quantizers based on optimal quantizers of the
Nð0; 1Þ distribution on the real line provide the exact rate with a ‘‘good’’ numerical
constant (compared to the sharp one, see [14]). This approach yields some sequences
ðaðnÞÞnX1 of L2-rate-optimal quantizers which can be computed (along with the mass of their
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en;2ðaðnÞ; X ; L2Þ ¼ Oðen;2ðX ; L2ÞÞ (1.6)
(with an obvious extension to general parameters r and p). Let us be more speciﬁc now on
these scalar product quantizers of a (centered) Gaussian process X: let ðekÞkX1 be an
orthonormal basis of L2T . For every kX1, set ck:¼EðX j ekÞ2 and xk:¼ðX j ekÞ=
ﬃﬃﬃﬃ
ck
p
. The xk’s
all have a Nð0; 1Þ distribution. Then, X admits the following expansion in L2ðdP dtÞ
(and in L2T for every path of X)
X ¼
X
kX1
ﬃﬃﬃﬃ
ck
p
xkek. (1.7)
When ðekÞkX1 is the eigenbasis of the covariance operator of X, expansion (1.7) is known as
the Karhunen–Loe`ve expansion: the ck are the eigenvalues of the covariance operator and
the xk are then i.i.d. so that (1.7) also holds P-a.s. in fact uniformly in t 2 ½0; T .
A scalar product n-quantizer is then deﬁned as follows: let ðnkÞkX1 be a sequence of
integers such that nXn1n2    nk    and let aðnkÞ:¼faðnkÞ1 ; . . . ; aðnkÞnk g denote the (unique)
optimal nk-quantizer for the scalar Normal distributionNð0; 1Þ. Note that nk ¼ 1 for large
enough k and that að1Þ1 ¼ f0g. Then set a:¼ð
ﬃﬃﬃﬃ
ck
p Þk  ð
Q
ka
ðnkÞÞ, i.e.
ai:¼
X
kX1
ﬃﬃﬃﬃ
ck
p
aðnkÞik ek; i :¼ði1; . . . ; ik; . . . ; 1; 1; . . .Þ, (1.8)
so that
bX a ¼X
kX1
ﬃﬃﬃﬃ
ck
p bxaðnk Þk ek. (1.9)
When the Karhunen–Loe`ve basis is explicit the quantization bX a (as well as its distribution
and the induced quantization error) can be computed: for a ﬁxed nk, this unique optimal
quantizer aðnkÞ can be computed as the result of a simple Newton–Raphson procedure (see
[16]). Thus, the expansion of the standard Brownian motion reads (in L2T for P-almost
every path, but also in L2ðdP dtÞ and, P-a.s., uniformly in t 2 ½0; T )
W t ¼
X
nX1
ﬃﬃﬃﬃﬃﬃ
2T
p
pðn  1=2Þ xn sin pðn  1=2Þ
t
T
 
; t 2 ½0; T , (1.10)
so that we have access to some sequences of rate-optimal product n-quantizers given by
(1.9) that provide a rate of convergence cW ðlog nÞ
1
2 with an explicit real constant cW close
to the optimal one. The same remark holds true for the Brownian bridge and for the
Ornstein–Uhlenbeck process. These sequences can be used for numerical purposes on the
Wiener space like option pricing of path-dependent derivatives based on assets following
stochastic volatility models (see [17]).
When the eigenbasis has no closed form, the upper bound with the asymptotic exact rate
can sometimes be obtained using another explicit orthonormal basis of L2T : this is the case
of the Haar basis for the fractional Brownian motion. In that case, the quantization bX a
remains explicit (not its distribution since the xk are no longer independent).
We are now in a position to address completely the aim of this paper: proving by
constructive methods that the exact rate of convergence of the Lr-quantization error is
Oððlog nÞ12Þ for a wide class of 1-dimensional Brownian diffusions (and for many
d-dimensional diffusions). Let us be more speciﬁc: our aim is to construct a n-quantizer
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the Brownian motion W by solving n (non-coupled) integral equations of the form
aXi ðtÞ ¼ x0 þ
Z t
0
fðs; aXi ðsÞÞds þ
Z t
0
sðs; aXi ðsÞÞdaiðsÞ; i ¼ 1; . . . ; n,
where function f will be speciﬁed further on. Then, we will introduce the following (non-
Voronoi) quantization of X:
eX aX ¼Xn
i¼1
aXi 1CiðaÞðW Þ ¼
Xn
i¼1
aXi 1f bW a¼aig.
The obvious inequality kX  bX aX kppkX  eX aX kp implies that
en;rðX ; LpÞpen;rðaX ; X ; LpÞ ¼ ðEkX  bX aX krpÞ1=rpðEkX  eX aX krpÞ1=r.
When an is a sequence of rate optimal n-quantizers of the Brownian motion W , this
provides a Oððlog nÞ1=2Þ-quantization rate for the diffusion X which is shown to be
optimal under some ellipticity assumptions. Furthermore it is possible to approximate
numerically the aX ;n, so that if the distribution of bW an is known so will be that of eX aX ;n .
Our approach has connections with several old papers by Doss and Sussman in the
1970s to represent some SDE as some ODE parameterized by o 2 O (see [4,5,20]). This
appears especially in our (partial) extension to d-dimensional diffusions as it will be
pointed throughout the paper.
For the sake of simplicity, we will focus on the rate problem for diffusions in the case
r ¼ p 2 ½1;þ1Þ and p ¼ þ1, r 2 ½1;þ1Þ. As far as exact rates are concerned there will be
no loss of generality since on the one hand, usual inequalities for Lp-norms imply for every
p; r 2 ½1;þ1Þ,
ðT _ 1Þ 1p_r 1p^ren;p^rðX ; Lp^rÞpen;rðX ; LpÞpðT _ 1Þ
1
p^r 1p_ren;p_rðX ; Lp_rÞ
and en;rðX ; LpÞpen;rðX ; L1Þ; on the other hand the exact rates of en;pðX ; LpÞ and en;rðX ; L1Þ
usually do not depend on p and r. This suggests to introduce the following shorter notations:
enða; X ; LpÞ:¼en;pða; X ; LpÞ and enðX ; LpÞ:¼en;pðX ; LpÞ for every p 2 ½1;þ1Þ.
The paper is organized as follows: Section 2 is devoted to some useful background about
existence and pathwise regularity of optimal (and stationary) quantizers of stochastic
processes. These are some special cases of results obtained for random vectors taking values
in Banach spaces, see [10]. Section 3 is devoted to our main results on Lp-quantization rates
for Brownian diffusions. Two settings are developed: in the ﬁrst one some Lipschitz
regularity is required on the drift b of the Lamperti transform of the original diffusion X
(which can be unbounded); in the second one the same function b needs to be bounded (but
possibly not continuous). Section 4 is devoted to the special case where the Brownian
diffusion has a Gaussian martingale term. Then some assumptions can be relaxed and
several speciﬁc constructive procedures are proposed to get quantizers achieving the optimal
rate. In Section 5, a partial extension to d-dimensional diffusions is proposed.Notations Cð½0; T Þ will denote the set of real-valued continuous functions on ½0; T .
 anbn if an ¼ bn þ oðbnÞ and an 	 bn if an ¼ OðbnÞ and bn ¼ OðanÞ.
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coefﬁcient by ½f Lip:¼supxax0 jf ðxÞf ðx
0Þj
jxx0 j . The letter C denotes a positive real constant that may vary from line to line. When it
depends on some exogenous parameters (b, s, T, etc.) they may appear as subscripts. The two-sided supremum process of a process ðX tÞt2½0;T  will be denoted
X t:¼sups2½0;tjX sj.
2. Preliminary results: pathwise regularity and stationarity
In this section, we ﬁrst brieﬂy recall some existence results for optimal n-quantizers
of the Brownian diffusion (1.1) (this includes Brownian Motion). Then we give
some pathwise regularity and stationarity properties that will be needed in the next
section devoted to rates. For some proofs we refer to [10] in which these questions
are addressed in the more general setting of Radon random vectors taking values in a
Banach space. Existence: For every r 2 ½1;þ1Þ, every p 2 ½1;þ1 and every nX1, the mapping
a 7!en;rða; X ; LpÞ
reaches a minimum on L
p
T at some (L
r; k  kpÞ-optimal n-quantizer. Note that very little is
known about them in inﬁnite dimension. Stationarity: Assume that the diffusion X satisﬁes
dt-a:e: PX t is continuous.
This is a very light assumption obviously satisﬁed by the Brownian motion and
any diffusion X such that PX t has a density for t40.
1 Then, for every r; p 2 ½1;þ1Þ,
the Rþ-valued mapping deﬁned on ðLpT Þn by
a:¼ða1; . . . ; anÞ7!ðen;rða; X ; LpÞÞr ¼ E min
1pipn
kX  aikrp
is Gateaux-differentiable at any n-quantizer a whose Voronoi partitions have non-
negligible cells and negligible boundary with respect to PX (see [10] for details). Its
Gateaux-differential is given by
rðen;rða; X ; LpÞÞr ¼ rðEð1CiðaÞðX ÞkX  aikrpp jai  X jp1signðai  X ÞÞÞ1pipn,
where ðCiðaÞÞ1pipn denotes any Borel Voronoi partition (and with the convention
signð0Þ ¼ 0j0j ¼ 0). It is in particular always Gateaux-differentiable at ðLr; k  kpÞ-optimal
n-quantizers and the Gateaux-differential is 0. This condition reads
Eð1CiðaÞðX ÞkX  aikrpp jai  X jp1signðai  X ÞÞ ¼ 0; i ¼ 1; . . . ; n. (2.1)
Eq. (2.1) is also satisﬁed by many non-optimal quantizers. They are called
ðLr; k  kpÞ-stationarity quantizers. The scalar product quantizers based on the
Karhunen–Loe`ve expansion as deﬁned by (1.9) in the introduction are a very important
class of stationary quantizers for our purpose (see [17]). The ðLr; k  kpÞ-stationary
condition may be written in a shorter way by introducing the a-quantization bX :¼ bX a of X
1A simple criterion in the homogeneous case is (following [12]): s is uniformly elliptic (sðxÞXe040), b and s
nitely differentiable with bounded derivatives.
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EðkX  bXkrpp jX  bX jp1signð bX  X Þ j bX Þ ¼ 0. (2.2)
When p ¼ 2, rX2 (and PðX ¼ xÞ ¼ 0 for every x 2 L2T if r42), Eq. (2.2) looks simpler
and reads
ai ¼L
2 EðX1CiðaÞðX ÞkX  aikr22 Þ
Eð1CiðaÞðX ÞkX  aikr22 Þ
; 1pipn. (2.3)
Eqs. (2.2) and (2.3) are the keys of all pathwise regularity results of the quantizers as those
established in [10] (when rXp41 the stationary quantizers of X have continuous versions;
this extends to p ¼ 1 under slightly more stringent assumptions on the marginal
distributions PX t ).
3. Functional quantization of Brownian diffusions
We now come to the Brownian diffusion model (1.1) described in the introduction,
assuming that it admits at least one weak solution.2
In the main two theorems of this section, we will rely on the following assumption on the
drift b and the diffusion coefﬁcient s
ðiÞ s 2 C1ð½0; T   R;RÞ;
ðiiÞ 8ðt; xÞ 2 ½0; T   R; jbðt; xÞjpCð1þ jxjÞ and 0osðt; xÞpCð1þ jxjÞ: (3.2)
This assumption will be the starting point to ‘‘remove’’ the diffusion coefﬁcient of X: we
will introduce a new diffusion Y t:¼Sðt; X tÞ which will satisfy a new SDE whose diffusion
coefﬁcient will be constant equal to 1. This function S is often called in the literature
the Lamperti transform. As emphasized by the computations below this is a mainly
1-dimensional procedure. The Lamperti transform is deﬁned for every ðt; xÞ 2 ½0; T   R by
Sðt; xÞ:¼
Z x
0
dx
sðt; xÞ . (3.3)
Under Assumption (3.2), the function is deﬁned on ½0; T   R and is C1;2ð½0; T   RÞ with
qS
qt
ðt; xÞ ¼ 
Z x
0
1
s2
qs
qt
 
ðt; xÞdx,
qS
qx
ðt; xÞ ¼ 1
sðt; xÞ and
q2S
qx2
ðt; xÞ ¼  1
s2
qs
qx
 
ðt; xÞ.2Many criterions for the existence of weak solutions can be found in the literature (see e.g. [11, Theorem 4.22,
p. 323]). Let us mention simply among others the Skorokhod–Stroock–Varadhan theorem (see e.g. [11]): a weak
solution exists as soon as b and s are bounded and continuous on Rd . On the other hand, a unique strong solution
(hence weak) solution exists on ½0; T  as soon as b and s are Lipschitz continuous in x uniformly in t 2 ½0; T  and
jbð:; 0Þj þ jsð:; 0Þj is bounded over ½0; T  (see, e.g., [12, Theorem A.3.3]).
In 1-dimension other criterions are available like the Engelbert–Schmidt criterion (see [11, Theorem 5.15,
p. 341], ): If bðt; xÞ ¼ bðxÞ and sðt; xÞ ¼ sðxÞ are Borel functions with at most linear growth such that
8 x 2 R; s2ðxÞ40 and
Z xþe
xe
1þ jbðyÞj
s2ðyÞ dyoþ1 for some e40, (3.1)
then SDE (1.1) has a unique weak solution starting from a given distribution m.
ARTICLE IN PRESS
H. Luschgy, G. Page`s / Stochastic Processes and their Applications 116 (2006) 310–336 317Furthermore, for every t 2 ½0; T , x7!Sðt; xÞ is continuous and strictly increasing. It follows
from (3.2) (ii) that jStðxÞjX1C logð1þ jxjÞ. Hence, for every t 2 ½0; T , Sðt; Þ is one-to-one
from R onto R, has a (continuous) inverse function denoted S1t satisfying S
1
t ð0Þ ¼ 0 and
jS1t ðyÞjpeCjyj  1 for every y 2 R. Furthermore, S1t is differentiable with a derivative
ðS1t Þ0ðyÞ satisfying
0oðS1t Þ0ðyÞ ¼ sðt; S1t ðyÞÞpCð1þ jS1t ðyÞjÞpCeCjyj.
Consequently
8t 2 ½0; T ; 8 y; y0 2 R; jS1t ðy0Þ  S1t ðyÞjpCeCðjyj_jy
0 jÞjy  y0j. (3.4)
Furthermore, when s is bounded over ½0; T   R by ksksup, one easily checks that S1t is
ksksup-Lipschitz continuous, namely
8t 2 ½0; T ; 8y; y0 2 R; jS1t ðy0Þ  S1t ðyÞjpksksupjy  y0j. (3.5)
Consequently, if one sets Y t:¼Sðt; X tÞ, Itoˆ formula yields
dY t ¼ bðt; Y tÞdt þ dW t; Y 0 ¼ Sð0; x0Þ¼:y0 (3.6)
with
bðt; yÞ:¼ b
s

Z :
0
1
s2
qs
qt
 
ðt; xÞdx 1
2
qs
qx
 
ðt; S1t ðyÞÞ. (3.7)
Note that, ðt; yÞ7!S1t ðyÞ is continuous on ½0; T   R since both sets
fðt; yÞ : S1t ðyÞp
X
cg ¼ fðt; yÞ : ypX Sðt; cÞg
are closed for every c 2 R. Therefore, if Assumption (3.2) holds, b : ½0; T   R! R is a
Borel function, continuous as soon as b is.
Note that in the homogeneous case, function h:¼S1 satisﬁes the ODE 
 h0 ¼ sðhÞ.
In [4], the ﬂow of this ODE is the key tool to build the connection between SDE
and ODE.
3.1. The Lipschitz settingTheorem 1. Assume that the coefficients b and s of the diffusion X satisfy Assumption (3.2).
Assume furthermore that function b defined by (3.7) satisfies
b is Lipschitz continuous in y uniformly in t 2 ½0; T . (3.8)(a) Upper bound: For every p; r 2 ½1;þ1Þ
enðX ; LpÞ ¼ Oððlog nÞ
1
2Þ and en;rðX ; L1Þ ¼ Oððlog nÞ
1
2Þ. (3.9)(b) Lower bound: If furthermore, sðt; xÞXe040, ðt; xÞ 2 ½0; T   R, then for every p; r 2
½1;þ1Þ
enðX ; LpÞ 	 ðlog nÞ1=2 and en;rðX ; L1Þ 	 ðlog nÞ1=2 as n !1. (3.10)Extensions and examples: When s is bounded, Assumption (3.8) is satisﬁed as soon as
ðt; xÞ7!bsðt; xÞ 
R x
0 ð 1s2qsqtÞðt; xÞdx 12qsqxðt; xÞ is Lipschitz continuous in x uniformly in
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coefﬁcient ksksup.
Homogeneous case (sðt; xÞ ¼ sðxÞ and bðt; xÞ ¼ bðxÞ). If b is differentiable and s is twice
differentiable, then b is differentiable. Then Assumption (3.8) is equivalent to b0 bounded
that is
b0  b s
0
s
 1
2
ss00 is bounded. (3.11)
Note that, under this assumption and those of Theorem 1, the diffusion equation (1.1)
admits a unique strong solution (see [11, Exercise 2.20]). This is clearly fulﬁlled by the
Ornstein–Uhlenbeck process where bðxÞ ¼ ax and sðxÞ ¼ s40.
Still in the homogeneous case, one may relax the regularity assumption on s into
sðyÞ  sðxÞ ¼
Z y
x
s0ðuÞdu for s0 2 L1locðdxÞ.
Then, S0ðyÞ  S0ðxÞ ¼ R y
x
s0ðuÞ
s2ðuÞdu so that the extended Itoˆ formula yields (3.6) (see [19,
IV–45]).
Theorem 1 admits a natural extension to the case where the diffusion X a.s. lives in an
open interval I of the real line on which sðt; :Þ40 for every t 2 ½0; T . The function S needs
to be appropriately modiﬁed by setting
8 t 2 ½0; T ; 8 x 2 I ; Sðt; xÞ:¼
Z x
x1
dx
sðt; xÞ ,
where x1 is an arbitrary ﬁxed value lying inside I. One modiﬁes Assumption (3.2) into
ðiÞ s 2 C1ð½0; T   I ;RÞ,
ðiiÞ 8ðt; xÞ 2 ½0; T   I ; jbðt; xÞjpCð1þ jxjÞ and 0osðt; xÞpCð1þ jxjÞ.
Furthermore, assume that
8 t 2 ½0; T ;
Z
½x1;þ1Þ\I
dx
sðt; xÞ ¼ þ1 and
Z
ð1;x1\I
dx
sðt; xÞ ¼ þ1.
Then, the conclusion of Theorem 1 still holds if Assumption (3.8) is satisﬁed. The
adaptation of the proof is straightforward.
The Black & Scholes model: The above extension shows that the rate obtained in
Theorem 1(a) applies to the Black & Scholes Equation (geometric Brownian motion)
dX t ¼ rX t dt þ WX t dW t; X 0 ¼ x040,
where r 2 R and W40 are real numbers. It sufﬁces to consider the open interval I ¼
ð0;þ1Þ (then bðt; yÞ:¼r=W W=2).
The local volatility model: More generally, it applies—still with I ¼ ð0;1Þ—to some
usual extensions like the models with local volatility
dX t ¼ rX t dt þ WðX tÞX t dW t; X 0 ¼ x040,
where W : R! ðe0;þ1Þ; ðe040Þ, is a bounded (and bounded away from 0) twice
differentiable function satisfying jW0ðxÞjp C
1þjxj and jW00ðxÞjp C1þjxj2. This follows from the
above Criterion 3.11.
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passing from X to Y by using some estimates for the inverse Lamperti transform
FðyÞ 
 t 7!ðStÞ1ðyðtÞÞ, the second is passing from Y to the Brownian motion W . Formally
this reads X ¼ FðY Þ ¼ F CðW Þ. The functional C is always k  kp-Lipschitz continuous
provided b is (see Lemma 2 below) and so is F as soon as s is bounded (see (3.5)). When
both functionals F and C are k  kp-Lipschitz, the announced rate easily follows from that
for W (see Theorem 2(a) for a more precise statement).
In the general case—s possibly has linear growth—some more sophisticated
estimates are needed for F. When p is ﬁnite, the stationarity of the quantizers of W (see
Lemma 1 below) is the key of the proof. When p ¼ þ1, this property is replaced by the
‘‘local’’ feature of the k  k1 norm. Unfortunately, in that setting the exact rate
en;rðW ; L1Þ 	 ðlog nÞ
1
2 is derived from small k  ksup-ball probability estimates for W
(see [3] or [9, Section 3.1]) and no explicit sequence of quantizers of W is available to
produce this rate.
The constructive features of the proof will be emphasized in the next section.
Lemma 1 (Convexity and stationarity). Let p 2 ½2;þ1Þ and that PX has no atom. Let bX a
be an ðLp; k  kpÞ-stationary quantization of X.(a) When p ¼ 2,bX a ¼ EðX j bX aÞ, (3.12)
so that for any convex function j : R! Rþ, jð bX aÞpEðjðX Þ j bX aÞ.(b) Let p42. Define for every t 2 ½0; T  a probability Qpt by Qpt ¼ jX t
bX at jp2
EjX tbX at jp2:P. Then,bX at ¼ EQpt ðX t j bX aÞdt-a:e. (3.13)
Hence, for every convex function j : R! Rþ, jð bX at ÞpEQpt ðjðX tÞ j bX aÞdt-a.e. so that
EPðjð bX at ÞjX t  bX at jp2ÞpEPðjðX tÞjX t  bX at jp2Þdt-a:e. (3.14)
Proof. Equality (3.12) in claim (a) is (2.3) when r ¼ 2. Equality (3.13) in claim (b) is (2.2)
when p ¼ r42. Next inequalities follow from Jensen inequality. &
Proof of Theorem 1. Preliminary step: Y ¼ Cy0ðW Þ with Cy0 k  kp-Lipschitz. Let
p 2 ½1;þ1 and h 2 LpT . One considers in the Banach space ðLpT ; k  kpÞ the integral
equation
yðtÞ ¼ y0 þ
Z t
0
bðs; yðsÞÞdt þ hðtÞ. (3.15)
The existence and uniqueness of a solution for (3.15) in L
p
T when the function b is Lipschitz
continuous in the sense of (3.8) follows from the approach used for Ordinary Differential
Equations: the mapping Hp : L
p
T ! LpT deﬁned by
HpðyÞ 
 t 7!
Z t
0
bðs; yðsÞÞds þ hðtÞ
is contracting as soon as T ½bLipo1. Then, Hp has a unique ﬁxed point in LpT . A global
solution of (3.15) in L
p
T for any ﬁxed T40 can be constructed inductively by simply
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appropriate values. Note that the resulting solution does not depend on p as long as h 2 LpT
and that when h is continuous the solution y is continuous too.
Using standard Gronwall techniques (and the inequality ðu þ vÞpp2p1ðup þ vpÞ when
p 2 ½1;þ1Þ), one shows that the mapping Cy0 : LpT ! LpT deﬁned by
Cy0 ðhÞ is the unique solution of (3.15) in LpT
satisﬁes Y ¼ Cy0ðW Þ and is k  kp-Lipschitz continuous. This last claim is made precise by
the lemma below whose proof is left to the reader.
Lemma 2. Let p 2 ½1;þ1 and let h; h0 2 LpT . Then, one has
cpð½bLip; TÞkh  h0kppkCy0 ðhÞ Cy0ðh0ÞkppCpð½bLip; TÞkh  h0kp (3.16)
with cpð½bLip; TÞ ¼ 2
1
p
1ð1þ ½bpLipTpÞ
1
p and Cpð½bLip; TÞ:¼21
1
pe2
p1½bp
Lip
Tp1=p if poþ1 and
c1ð½bLip; TÞ:¼ð1þ ½bLipTÞ1 and C1ð½bLip; TÞ:¼e½bLipT .
(a) The case 1ppoþ1: Let p0 2 ðp þ 2;þ1Þ. One considers an Lp0-stationary n-
quantizer aW in Lp
0
T for the Brownian motion W . Then, set y:¼fy1; . . . ; yng with
yi:¼Cy0ðaWi Þ; i ¼ 1; . . . ; n and
aX ¼ faX1 ; . . . ; aXn g with aXi :¼ðS:Þ1ðyiÞ ¼ ðS:Þ1 Cy0 ðaWi Þ; i ¼ 1; . . . ; n.
Both yi and the a
X
i lie in L
p0
T (and L
p
T ). Then, one deﬁnes the quantizations
eX ¼Xn
i¼1
aXi 1CiðaW ÞðW Þ and eY :¼Xn
i¼1
yi 1CiðaW ÞðW Þ.
Note these quantizations are non-Voronoi since they are related to the Voronoi cells of W .
epnðX ; LpÞpepnðaX ; X ; LpÞ ¼ E
Z T
0
jX t  bX aXt jp dtpE Z T
0
jX t  eX tjp dt
¼
Xn
i¼1
E
Z T
0
jðStÞ1ðY tÞ  ðStÞ1ðyiðtÞÞjp dt1CiðaW ÞðW Þ
 
pCp
Xn
i¼1
E
Z T
0
epCðjyiðtÞj_jY tjÞjY t  yiðtÞjp dt1CiðaW ÞðW Þ
 
ð3:17Þ
using Inequality (3.4). NowXn
i¼1
E
Z T
0
epCðjyiðtÞj_jY tjÞjY t  yiðtÞjp dt1CiðaW ÞðW Þ
 
¼ E
Z T
0
epCðj
eY tj_jY tjÞjY t  eY tjp dt . ð3:18Þ
Now, set GrðuÞ:¼ðueuÞr, r40. Using the obvious inequality a _ b  ja  bj ¼ a ^ bpb,
yields
E
Z T
0
epCðjeY tj_jY tjÞjY t  eY tjp dt pCpE epCY T Z T
0
GpðCjY t  eY tjÞdt . (3.19)
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and bW that
jY t  eY tjp½bLip Z t
0
jY s  eY sjds þ jW t  bW tj,
so that by the Gronwall lemma
jY t  eY tjp Z t
0
jW s  bW sjmtðdsÞ; where mtðdsÞ ¼ ½bLipe½bLipðtsÞ ds þ dtðdsÞ.
The function GpðC:Þ being (non-decreasing and) convex since p41, Jensen Inequality
implies that
GpðCjY t  eY tjÞ
p
Z t
0
GpðCmtð½0; tÞjW s  bW sjÞ mtðdsÞmtð½0; tÞ
¼ ½bLip
Z t
0
es½bLipGpðCb;T jW s  bW sjÞds þ et½bLipGpðCb;T jW t  bW tjÞ
p½bLip
Z T
0
GpðCb;T jW s  bW sjÞds þ GpðCb;T jW t  bW tjÞ
with Cb;T :¼CeT ½bLip . Integrating the above inequality over ½0; T  and using again that Gp is
non-decreasing, one getsZ T
0
GpðCjY t  eY tjÞdt
pðT ½bLip þ 1Þ
Z T
0
GpðCb;T jW t  bW tjÞdt
¼ ðT ½bLip þ 1ÞCpepT ½bLip
Z T
0
expðpCeT ½bLip jW t  bW tjÞjW t  bW tjp dt
pCp;b;T
Z T
0
expðCp;b;T jW t  bW tjÞjW t  bW tjp dt
for some appropriate real constant Cp;b;T . ConsequentlyZ T
0
GpðCjY t  eY tjÞdtpCp;b;T expðCp;b;T W T Þ Z T
0
expðCp;b;T j bW tjÞjW t  bW tjp dt.
(3.20)
On the other hand, one derives from Eq. (3.15) and the Gronwall lemma that
Y TpeKbT ðjy0j þ KbT þ W T Þ.
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p
41 and r41 its conjugate Holder exponent. Then,
E epCY T
Z T
0
GpðjY t  eY tjÞdt 
pCp;b;T ;y0E eCp;b;T W T
Z T
0
eCp;b;T j
bW tjjW t  bW tjp dt 
pCp;b;T ;y0keCp;b;T W TkLrðPÞT
y1
y
Z T
0
EðeyCp;b;T j bW tjjW t  bW tjpyÞdt 1y ð3:21Þ
applying twice Ho¨lder Inequality and once Fubini’s theorem. Then, bW being a n-
stationary quantization, one may apply Inequality (3.14) in Lemma 1 to the convex
function u 7!eyCp;b;T u with the exponent p0 ¼ pyþ 242. Hence,
ðEðeyCp;b;T j bW tjjW t  bW tjpyÞpEðeyCp;b;T jW tjjW t  bW tjpyÞdt-a:e:Þ P-a:s.
On the other hand, keCp;b;T W TkLrðPÞoþ1 since the Laplace transform of W T is ﬁnite on
the whole real line. Hence,
E epCY T
Z T
0
GpðjY t  eY tjÞdt pCp;p0 ;b;T ;y0 EZ T
0
eyCp;b;T jW tjjW t  bW tjpy dt 1y.
One applies Ho¨lder Inequality to the measure dP dt with the conjugate exponents
m:¼p0
py; l41:
E epCY T
Z T
0
GpðjY t  eY tjÞdt 
pCp;p0 ;b;T ;y0keyCb;p;T jW tjkLlðPdtÞ E
Z T
0
jW t  bW tjp0 dt  pp0
pCp;p0 ;b;T ;y0enðaw; W ; Lp
0 Þ.
Plugging this estimate in (3.19) and then in (3.17) yields
epnðaX ; X ; LpÞpCp;p0 ;b;T ;y0enðaW ; W ; Lp
0 Þ.
If, for every nX1, one speciﬁes aW ¼ aðnÞ where ðaðnÞÞnX1 is a sequence of rate optimal
stationary n-quantizers as those described in the introduction (see (1.8)), then one derives
the announced result.
The case p ¼ þ1 and 1proþ1: Let r0 2 ðr;þ1Þ. Set eaðnÞ ¼ ðaW ;n1;eanÞ, where
ðaW ;n1Þ is a sequence ðLr0 ; k  k1Þ-optimal ðn  1Þ-quantizers of W and eanðtÞ:¼ ðy0þR t
0
bðs; 0ÞdsÞ. Then, set yi ¼ Cy0 ðeaðnÞi Þ, i ¼ 1; . . . ; n (so that yn ¼ 0) and aX ;ni ¼ ðS:Þ1ðyiÞ,
i ¼ 1; . . . ; n. Consequently
ern;rðX ; L1Þpern;rðaX ;n; X ; L1ÞpCrE min
1pipn
keCjY j_jyijjY  yijkr1.
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min
1pipn
keCjY j_jyijjY  yijkr1perCY T min
1pipn
kerCjYyijjY  yijkr1; i ¼ 1; . . . ; n
perCY T erC min1pipn kYyik1 min
1pipn
kY  yikr1
since u 7!ureCu is non-decreasing. It follows, using that min1pipnkY  yik1p
kY  ynk1 ¼ kYk1,
ern;rðaX ;n; X ; L1ÞpE e2rCY T min
1pipn
kY  yikr1
 
.
Now still using the non-Voronoi quantizer eY :¼Pni¼1yi1CiðaW Þ ðW Þ and (3.16) in Lemma 2,
one gets
ern;rðaX ;n; X ; L1ÞpEðe2rCY TkY  eYkr1Þpe½bLipTEðe2rCY TkW  bWeaðnÞkr1Þ
pe½bLipTEðe2rCY TkW  bW aW ;n1kr1Þ.
Holder inequality applied with y ¼ r0
r
and its conjugate ﬁnally yields
ern;rðaX ;n; X ; L1Þpe½bLipTke2rCY Tk
L
r0
r0rðPÞ
kkW  bW aW ;n1kr1kLr0r ðPÞ
¼ Cr;r0;b;T ;y0kkW  bW aW ;n1kr1kLr0r ðPÞ
pCr;r0;b;T ;y0ðern1;rðaW ;n1; X ; L1ÞÞ
r0
2 rr0 ¼ Oððlogðn  1ÞÞr2Þ.
(b) If the uniform ellipticity assumption sXe040 holds, one derives from (3.3) that
8ðt; xÞ 2 ½0; T   R; jSðt; xÞjp jxj
e0
.
Consequently for every subset a:¼fa1; . . . ; ang of LpT , jajpn,
enða; X ; LpÞXe0enðfSð:; aiÞ; i ¼ 1; . . . ; ng; Y ; LpÞ,
so that
enðX ; LpÞXe0enðY ; LpÞ. (3.22)
Then, let y:¼fy1; . . . ; yng  LpT be a n-quantizer for the process Y. Then yi ¼ Cy0 ðaiÞ with
ai:¼yi 
Z :
0
bðs; yiðsÞÞds  y0; i ¼ 1; . . . ; n.
The ai’s lie in L
p
T and the left-hand side of inequality (3.16) in Lemma 2 yields
enðy; Y ; LpÞXcð½bLip; TÞenða; W ; LpÞXcð½bLip; TÞenðW ; LpÞ.
Combined with (3.22) this yields the announced result. &
3.2. Toward numerical applications
In fact, the proof of the above Theorem 1 provides slightly more precise statements
which are reproduced below; some of them are of interest for numerical applications like
those carried out in [17].
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p0 2 ðp þ 2;þ1Þ, there exists a real constant Cb;s;T ;x0;p;p040 such that, for any sequence
ðaW ;nÞnX1 of Lp
0
-stationary quantizers of W
enðaX ;n; X ; LpÞpCb;s;T ;x0;p;p0enðaW ;n; W ; Lp
0 Þ; nX1, (3.23)
where
aX ;ni :¼ðS:Þ1 Cy0ðaW ;ni Þ; i ¼ 1; . . . ; n.
Furthermore(a) If s is bounded, one may take p0 ¼ p in (3.23) with Cb;s;T ;x0;p;p ¼
211=p expð2p1½bpLipTp1=pÞksksup and (3.23) then holds for any n-quantizer
aW  LpT .(b) When p 2 ½1; 2Þ, one may take p0 ¼ 2 in (3.23).
(c) Concerning the lower bound, one actually has if sXe040,
enðX ; LpÞXe0cpð½bLip; TÞenðW ; LpÞ and en;rðX ; L1Þ
Xe0c1ð½bLip; TÞenðW ; L1Þ ð3:24Þ
with cpð½bLip; TÞ ¼ 21=p1ð1þ½bpLipTpÞ1=p if p¼þ1 and c1ð½bLip; TÞ ¼ ð1þ½bLipTÞ1.Proof. Inequality (3.23) is exactly what results from the above proof of Theorem 1.
(a) The s bounded case: The proof is in fact more straightforward and we only consider
the case of 1ppoþ1. The diffusion coefﬁcient s being bounded, ðStÞ1 is ksksup-
Lipschitz continuous by (3.5). Let a:¼fa1; . . . ; ang  LpT and aXi :¼ðS:Þ1 Cy0ðaiÞ,
i ¼ 1; . . . ; n. Then,
epnðaX ; X ; LpÞ ¼ E
Z T
0
jX t  bX aXt jp dtpEZ T
0
jX t  eX aXt jp dt
¼
Xn
i¼1
E
Z T
0
jðStÞ1ðY tÞ  ðStÞ1ðyiðtÞÞjp dt1CiðaÞðW Þ
 
pkskpsup
Xn
i¼1
E
Z T
0
jY t  yiðtÞjp dt1CiðaÞðW Þ
 
¼ kskpsupEðkY  eY akppÞ
pkskpsupðCpð½bLip; TÞÞpepnða; W ; LpÞ
by virtue of (3.15) in Lemma 2.
(b) First one follows the original proof until (3.21), simply assuming that pyo2: aW
being an ðL2; k  k2Þ-stationary n-quantizer, one has
ð8t 2 ½0; T ; bW t ¼ EðW t j bW ÞÞ P-a:s:;
where bW ¼ bW aW . Consequently, it follows from conditional Jensen inequality that
EðeyCp;b;T j bW tjjW t  bW tjpyÞpEðEðeyCp;b;T jW tj j bW ÞjW t  bW tjpyÞdt-a:s.
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py and its conjugate l
yields
E epCY T
Z T
0
GpðjY t  eY tjÞdt 
pCp;y;b;T ;y0kEðeyCp;b;T jW tj j bW ÞkLlðPdtÞ EZ T
0
jW t  bW tj2 dt p2
pCp;y;b;T ;y0T
1
lkeyCp;b;T W TkLlðPÞ E
Z T
0
jW t  bW tj2 dt p2
pCp;y;b;T ;y0 ðenðW ; L2ÞÞp
and the conclusion follows like in the original proof.
(c) This is the lower bound established in the original proof of Theorem 1. &
The above claims (a) and (b) are of signiﬁcant numerical interest since some sequences
ðaW ;nÞnX1 of rate-optimal quadratic scalar product n-quantizers of the Brownian motion W
have been computed (see [13,14,17]), as well as their quantizations bW aW ;n and the induced
quantization error enðaW ;n; W ; L2Þ (see [17]). The mapping
aW ;n 7!aX ;n:¼ðS:Þ1 Cy0ðaW ;nÞ
can be discretized (in time) to provide good approximations of Lp n-quantizers for the
diffusion X. For e.g., in the homogeneous case, using that ðb1Þ0 ¼ s  b1, it reduces to the
following integral system:
aX ;ni ðtÞ ¼ x0 þ
Z t
0
½bðaX ;ni ðsÞÞ  12ss0ðaX ;ni ðsÞds
þ
Z t
0
sðaX ;ni ðsÞÞdaW ;ni ðsÞ; i ¼ 1; . . . ; n. ð3:25Þ
Note that the correcting term ss0=2 would not come out if the stochastic integral in
(1.1) had been taken in the Stratanovich sense. In some special settings, like the
Ornstein–Uhlenbeck process
dX t ¼ aX t dt þ sdW t; X 0 ¼ x0,
the solution of (3.25) even has a closed form. If aW ;n denotes the scalar product
quantizer of W designed by (1.8) from the scalar nk-optimal quantizers ðaðnkÞÞkX1
of the Normal distribution, then, the n-quantizer aX ;n of X is given for every
multi-index i by
aX ;ni ðtÞ:¼x0eat þ s
ﬃﬃﬃﬃ
2
T
r X
kX1
aðnkÞik
ﬃﬃﬃﬃ
ck
p
sinðt= ﬃﬃﬃﬃckp Þ þ ackðcosðt= ﬃﬃﬃﬃckp Þ  eatÞ
a2ck þ 1
,
where ck:¼ðpðk  1=2Þ=TÞ2; kX1 (note that nk ¼ 1 and aðnkÞ ¼ 0 for k large enough). Then
one uses for numerics the non-Voronoi quantizer (or its time discretization in the general
case) eX aX ¼X
i
aX ;ni 1CiðaW ÞðW Þ
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option pricing (path-dependent exotic options, stochastic volatility models).3.3. The Girsanov approach
Let us come back to the SDE satisﬁed by Y ¼ Sðt; X tÞ with drift b, i.e.
dY t ¼ bðt; Y tÞdt þ dW t; Y 0 ¼ y0:¼Sð0; x0Þ.
Note that, owing to Skorokhod–Stroock–Varadhan criterion, Eq. (3.6) always has a weak
solution as soon as b is Borel and bounded (and so has the original Eq. (1.1)). In the
homogeneous case (bðt; xÞ ¼ bðxÞ), linear growth would be sufﬁcient in view of the
Engelbert–Schmidt criterion (see [11], Theorem 5.15, p. 341 or the footnote in Section 3).
As a preliminary step, one notes that, for every pX1, every integer nX1, every
x0; y0 2 R,
enðX ; LpÞ ¼ enðX  x0; LpÞ and enðY ; LpÞ ¼ enðY  y0; LpÞ,
so that one may assume without loss of generality throughout this section that x0 ¼ 0 and
y0 ¼ Sð0; 0Þ ¼ 0. One introduces for every l 2 R, the Dole´ans exponentials
L
ðlÞ
t :¼ exp l
Z t
0
bðs; Y sÞdW s  l22
Z t
0
b2ðs; Y sÞds
 
.
The process ðLðlÞt Þt2½0;T  is a positive local martingale. Novikov criterion implies that
ðLðlÞt Þt2½0;T  is a true martingale as soon as E expðl
2
2
R T
0 b
2ðt; Y tÞdtÞ is ﬁnite. In particular, it is
fulﬁlled when the drift function b is bounded which will be our assumption throughout this
section.3
As soon as ðLð1Þt Þt2½0;T  is a true martingale, Girsanov theorem says that Y is a P-
Brownian motion (on ½0; T ) where P:¼Lð1ÞT :P. The following lemma is standard: it relies
on the Girsanov theorem and Ho¨lder Inequality. Its proof is deferred to the Appendix at
the end of the paper.
Lemma 3. Let r41. Assume that the drift function b is bounded. Let F : ðCð½0; T Þ,
k  ksupÞ ! Rþ be a Borel functional and let C : Cð½0; T Þ  ½0; T  ! Rþ be a bi-measurable
functional. Then
e
Tkbk2sup
2r kFðW ÞkL1=rðPÞpEFðY ; tÞpe
Tkbk2sup
2ðr1Þ kFðW ÞkLrðPÞ, (3.26)
Tðr1Þe
Tkbk2sup
2r kFðW ÞkL1=rðPdtÞpE
Z T
0
CðY ; tÞdtpT11=re
Tkbk2sup
2ðr1Þ kFðW ÞkLrðPdtÞ.
(3.27)
Now we are in the position to derive the second functional quantization rate result for
the original diffusion X, based now on the boundedness of the function b involved in the
Lamperti transform.3In fact, it is possible to relax partially the assumption of the Novikov criterion (see Benes’s Theorem in [11,
pp. 199–200] or [18, p. 332] or Mc Kean’s theorem in the homogeneous case in [15, p. 67]), but we did not
succeeded so far in taking advantage of these reﬁnements.
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function
ðt; xÞ7!b
s
ðt; xÞ 
Z x
0
1
s2
qs
qt
 
ðt; xÞdx 1
2
qs
qx
ðt; xÞ is bounded over ½0; T   R. (3.28)(a) Then, for every p; r 2 ½1;þ1Þ, enðX ; LpÞ ¼ Oððlog nÞ
1
2Þ and en;rðX ; L1Þ ¼ Oððlog nÞ
1
2Þ.(b) If, furthermore, sXe040, then, for every p; r 2 ð1;þ1Þ,
enðX ; LpÞ 	 ðlog nÞ1=2 and en;rðX ; L1Þ 	 ðlog nÞ1=2 as n !1.The proof provides once again some slightly more precise statements, namely:
 Inequality (3.23) still holds (with a different real constant). The two special settings
‘‘p 2 ½1; 2Þ and p0 ¼ 2’’ and ‘‘s bounded, p0 ¼ p’’ still hold true as well. Concerning lower bounds, one has for every r 2 ð1; pÞ,
enðX ; LpÞXe0cpðr; kbksup; TÞenðW ; Lp=rÞ and en;pðX ; L1Þ
Xe0c1ðr; kbksup; TÞen;p=rðW ; L1Þ ð3:29Þ
with cpðr; kbksup; TÞ:¼T
r1
p e
Tkbk2sup
2rp if p 2 ½1;þ1Þ and c1ðr; kbksup; TÞ:¼e
Tkbk2sup
2r .Remark. This approach provides no lower bound when p or r ¼ 1.
Proof. We simply illustrate on the general case how the boundedness of b and
Girsanov theorem can replace the Lipschitz assumption. To this end we focus
on the p ﬁnite case, still using the notations of the proof of Theorem 1. The above
Assumption (3.28) implies that the drift function b of Y is bounded. Let aW denote an Lp
0
-
optimal n-quantizer of the Brownian motion, p04p þ 2. One easily derives from the
deﬁnition of Y and (3.4) that
epnðX ; LpÞpepnððS:Þ1  ai; i ¼ 1; . . . ; n; X ; LpÞ
pE min
1pipn
Z T
0
epCðja
W
i
ðtÞj_jY tjÞjY t  aWi ðtÞjp dt
 
.
Then, bY :¼Pni¼1 aWi 1CiðaW ÞðY Þ is the Voronoi aW -quantization process of Y. One derives
that
E min
1pipn
Z T
0
epCðja
W
i
ðtÞj_jY tjÞjY t  aWi ðtÞjp dt
 
pE
Z T
0
epCðj
bY tj_jY tjÞjY t  bY tjp dt 
pT11re
Tkbk2sup
2ðr1Þ E
Z T
0
erpCðj
bW tj_jW tjÞjW t  bW tjpr dt 1r
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E min
1pipn
Z T
0
epCðja
W
i
ðtÞj_jY tjÞjY t  aWi ðtÞjp dt
 
pT11re
Tkbk2sup
2ðr1Þ E erpCW T
Z T
0
erpCj
bW tjjW t  bW tjpr dt 1r.
The rest of the proof is identical to that of the general case of Theorem 1(a).
(b) When p 2 ½1;þ1Þ one simply needs to lower bound enðY ; LpÞ with epnðW ; Lp=rÞ
where r 2 ð1; pÞ. Let aY be an Lp-optimal n-quantizer for Y. Set for every ðo; tÞ 2
Cð½0; T Þ  ½0; T ,
Cðo; tÞ:¼
Xn
i¼1
joðtÞ  aYi ðtÞjp1CiðaY ÞðoÞ,
where ðCiðaY ÞÞ1pipn denotes a Voronoi partition of aY in LpT . Then it follows from (3.27)
that
epnðY ; LpÞ ¼ E
Z T
0
CðY ; tÞdtXTðr1Þe
Tkbk2sup
2r E
Z T
0
CðW ; tÞ1=r dt
 r
¼ Tðr1Þe
Tkbk2sup
2r E min
1pipn
Z T
0
jW t  aYi ðtÞjp=r dt
 r
XTðr1Þe
Tkbk2sup
2r epnðW ; Lp=rÞ.
The case p ¼ þ1, r 2 ð1;þ1Þ is follows similarly using (3.26). &
Examples. Set bðt; xÞ ¼ 0 and sðt; xÞ ¼ 2þ sinðx2Þ=x. Since b and s are differentiable
enough Assumption (3.8) reduces to the boundedness condition (3.11). Now
one checks that b0, bs
0
s are bounded whereas ss
00 is unbounded so that the condition is
not fulﬁlled.
Theorem 3 includes cases where the drift bðt; xÞ ¼ bðxÞ in (1.1) is discontinuous since
Assumption (3.28) only requires the boundedness of b (the existence and uniqueness in
distribution of a weak solution to Eq. (1.1) and (3.6) follows from the Engelbert–Schmidt
criterion (3.1)).
4. Diffusions with a Gaussian martingale term
In this section, we investigate the functional quantization of diffusions whose diffusion
coefﬁcient sðt; xÞ ¼ sðtÞ is only a function of time. So, as soon as s 2 L2T , the martingale
term of the diffusion is a Gaussian martingale
Mt ¼
Z t
0
sðsÞdW s.
Starting from the obvious fact that the diffusion (1.1) formally reads
dX t ¼ bðt; X tÞdt þ dMt
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inequalities involving enðX ; LpÞ and enðW ; Lp0 Þ still hold (with different real
constants) when replacing W by M as soon as PM has no atom and MT
has a ﬁnite Laplace transform over the whole real line. The ﬁrst requirement is clearly
fulﬁlled iffZ T
0
s2ðsÞds40
and the second one is always true. This follows from the Dambins–Dubins–Schwarz
theorem which states that
Mt ¼ BrðtÞ; where rðtÞ:¼
Z t
0
s2ðsÞds
and B is a standard Brownian motion built on the same probability space. So,
quantization rates for M can straightforwardly be transferred to X as above if
the drift b is Lipschitz or bounded. So, we may focus now on the quantization
rate of these Gaussian martingale, always trying to exhibit some quantizers that achieve
this rate.
4.1. The main result for the ratesProposition 1. Let s 2 L2T and let Mt:¼
R t
0 sðsÞdW s Assume that rðTÞ ¼
R T
0 s
2ðtÞdt40.(a)(b)For every p 2 ½1;þ1Þ, enðM ; LpÞpT
1
p
rðTÞ
T
 1=2
en;pðW ; L1Þ ¼ Oððlog nÞ
1
2Þ.
For every r 2 ½1;þ1Þ, en;rðM; L1ÞpðrðTÞ=TÞ1=2en;rðW ; L1Þ.
Let p 2 ½1;þ1Þ. If s 2 L
2p
p1
T (convention: 1=0 ¼ 1Þ, then enðM ; LpÞ 	 ðlog nÞ
1
2.
If p ¼ þ1 and s 2 L2þZT for some Z40, then for every r 2 ½1;þ1Þ,
en;rðM ; L1Þ 	 ðlog nÞ
1
2.Proof. (a) The key identity here is still the Dambins–Dubins–Schwarz theorem: let a be an
n-quantizer lying in L1T . Set
a0i:¼
rðTÞ
T
 1
2
ai
TrðÞ
rðTÞ
 
; i ¼ 1; . . . ; n. (4.1)
Let p 2 ½1;þ1Þ. The a0i’s obviously lie in LpT . Then
E min
1pipn
Z T
0
jMt  a0iðtÞjp dt
 
¼ E min
1pipn
Z T
0
WrðtÞ 
rðTÞ
T
 1
2
ai
TrðtÞ
rðTÞ
 					
					
p
dt
 !
pTE min
1pipn
ess sup
u2½0;rðTÞ
W u 
rðTÞ
T
 1
2
ai
uT
rðTÞ
 					
					
p !
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T
 p
2
E min
1pipn
ess sup
s2½0;T 
rðTÞ
T
 12
W
s
rðTÞ
T
 aiðsÞ
					
					
p !
¼ T1p=2rðTÞp=2E min
1pipn
ess sup
s2½0;T 
W s  aiðsÞ
		 		p ! ð4:2Þ
since ðW srðTÞﬃﬃﬃﬃﬃﬃﬃ
rðTÞ
p Þs2½0;T  is still a standard Brownian motion. Then, it follows from L1T  LpT that
enðM; LpÞpT
1
p
12rðTÞ1=2en;pðW ; L1Þ.
One shows similarly that en;rðM ; L1ÞpðrðTÞ=TÞ1=2en;rðW ; L1Þ. Then, estimates for
enðW ; LpÞ and en;rðW ; L1Þ in [3] (see also in [9, Section 3.1]) complete the proof.
(b) Assume ﬁrst that p 2 ð1;þ1Þ. One applies the reverse Ho¨lder inequality with
l ¼ Z2o0 and m ¼ Z2þZ 2 ð0; 1Þ, one gets
E min
1pipn
Z T
0
jMt  a0iðtÞjp dt
 
¼ E min
1pipn
Z T
0
jMt  a0iðtÞjp
drðtÞ
s2ðtÞ
 
XE min
1pipn
Z T
0
jMt  a0iðtÞjpm drðtÞ

 1
m
Z T
0
drðtÞ
s2lðtÞ

 1
l
 !
X
Z T
0
dt
s2ðl1ÞðtÞ

 1
l
E min
1pipn
Z T
0
WrðtÞ 
rðTÞ
T
 1
2
ai
TrðtÞ
rðTÞ
 					
					
pm
drðtÞ
" #1
m
0@ 1A
¼
Z T
0
dt
s2ðl1ÞðtÞ

 1
l
E min
1pipn
Z rðTÞ
0
W s 
rðTÞ
T
 1
2
ai
sT
rðTÞ
 					
					
pm
ds
" #1
m
0@ 1A
¼
Z T
0
s2þZðtÞdt

 2Z
E min
1pipn
Z T
0
W
u
rðTÞ
T
 rðTÞ
T
 1
2
aiðuÞ
					
					
pm
rðTÞ
T
du
" #1
m
0@ 1A
X
Z T
0
s2þZðtÞdt

 2Z rðTÞ
T
 1þpm2
E min
1pipn
Z T
0
W urðTÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
rðTÞ
p  aiðuÞ
					
					
pm
du
 !" #1
m
.
Now ðW urðTÞﬃﬃﬃﬃﬃﬃﬃ
rðTÞ
p Þu2½0;T  is still a standard Brownian motion by the scaling property so that
E min
1pipn
Z T
0
jMt  a0iðtÞjp dt
 
X
rðTÞ
T
 1
mþ
p
2
Z T
0
s2þZðtÞdt

 2Z
 E min
1pipn
Z T
0
jW u  aiðuÞjpmdu
 
 1
m
i.e.
enða0; M ; LpÞX
rðTÞ
T
 1
p
þ 2
pZþ12 Z T
0
s2þZðtÞdt

  2
pZ
enða; W ; L
pZ
2þZÞ.
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p140 so that
pZ
2þZ ¼ 1. Then, one considers an Lp-optimal sequence of
n-quantizers a0ðnÞ for M and the resulting sequence of n-quantizers aðnÞ  L1T for the
Brownian motion given by (4.1). This provides the expected lower bound since on the one
hand enðW ; aðnÞ; L1ÞXenðW ; L1Þ and on the other hand, it is established in [9] that
enðW ; L1Þ 	 ðlog nÞ
1
2. Finally, this shows that
enðM ; LpÞ ¼ Oððlog nÞ
1
2Þ.
If p ¼ 1, the same arguments show in a simpler way (namely without the Schwarz
Inequality),
enðM ; L1ÞXksk2supðrðTÞ=TÞ
3
2enðW ; L1Þ.
If p ¼ þ1, then, consider a large enough real number q such that s 2 L2þZT , with Z:¼ 2q1 (so
that qZ
2þZ ¼ r). Then, set once again m ¼ Z2þZ (so that qm ¼ r). First, note that
E min
1pipn
kM  a0ikrsup
 
XT
1
qE min
1pipn
Z T
0
jMt  a0iðtÞjqr dt

 r
q
 !
.
Computations similar to those in the case poþ1 lead to
E min
1pipn
kM  a0ikrsup
 
XT
r
q
Z T
0
s2þZðtÞdt

  2
qZ rðTÞ
T
 1þr2
E min
1pipn
Z T
0
W urðTÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
rðTÞ
p  aiðuÞ
					
					
qm
du
" # r
qm
0@ 1A
¼ T rq
Z T
0
s2þZðtÞdt

  2
qZ rðTÞ
T
 1þr2
E min
1pipn
Z T
0
jW u  aiðuÞjr du
 
XT
r
q
Z T
0
s2þZðtÞdt

 1
q
1
rðTÞ
T
 1þr2
en;rðW ; L1Þ: &
Remarks. Note that no strong ellipticity assumption is required on s.
In former works about quadratic functional quantization of Gaussian processes (see
[13,14,9]), most results concerning both upper and lower bounds were based on the rate of
convergence to 0 of the eigenvalues of the covariance operator CM of the process,
combined when necessary with some comparison theorem for positive trace operators. For
Gaussian martingales, CM reads
8f 2 L2T ; CM ðf Þ 
 t 7!
Z T
0
f ðsÞGM ðs; tÞds with GM ðs; tÞ:¼
Z s^t
0
s2ðuÞdu.
Set GW ðs; tÞ:¼s ^ t. If s is bounded by a real constant ksksup then, ksk2supGW  GM is
positive deﬁnite so that the eigenvalues of CM and Ce0W satisfy lM ;nplksksupW ;n ¼
ksk2suplW ;n. Consequently (see Lemma 4.11 in [13]),
enðM ; L2ÞpksksupenðW ; L2Þ.
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enðM; L2ÞXe0enðW ; L2Þ.
4.2. Some further results about rate-optimal quantizers
When p 2 ½1; 2Þ, one may construct some sequences of rate-optimal quantizers in the (Lp-
extended) sense of (1.6) for M from a sequence of rate-optimal quadratic quantizers for the
Brownian motion, following the approach developed in the proof of the above claim (b). In
fact, one may use a similar approach to exhibit some quantizers that do achieve this rate,
provided that we have a bit of integrability around the singularities of 1=s, namely thatZ T
0
sZðtÞdtoþ1 for some Z40.
Set l ¼ 1þ Z
2
and m ¼ 1þ 2Z its Ho¨lder conjugate exponent. It follows from Ho¨lder inequality
applied to the positive ﬁnite measure rðdtÞ ¼ s2ðtÞdt that
E min
1pipn
Z T
0
jMt  a0iðtÞjp dt
 
¼ E min
1pipn
Z T
0
jMt  a0iðtÞjp
rðdtÞ
s2ðtÞ
 
pE min
1pipn
Z T
0
jMt  a0iðtÞjmprðdtÞ

 1
m
Z T
0
rðdtÞ
s2lðtÞ

 1
l
 !
p
Z T
0
rðdtÞ
s2lðtÞ

 1
l
E min
1pipn
Z rðTÞ
0
jW u  rðTÞ1=2ai
u
rðTÞ
 
jmpdu
 
 1
m
¼ rðTÞ1mþp2
Z T
0
dt
s2ðl1ÞðtÞ

 1
l
E min
1pipn
Z T
0
jW u  aiðuÞjpm du

 1
m
.
Consequently
enða0; M ; LpÞprðTÞ
Z
pð2þZÞþ12
Z T
0
dt
sZðtÞ

  2
pðZþ2Þ
enða; W ; Lpð1þ
2
ZÞÞ.
It follows from the above inequality that, as soon as pp 2Z
2þZ, this approach produces a
sequence of Lp-quantizers for M from a sequence of rate-optimal quadratic quantizers for W
in the sense of (1.6): one can always make Z smaller so that pð1þ 2ZÞ ¼ 2 and 1s 2 L
Z
T .
When s is Lipschitz continuous, there is another method to produce some rate-optimal
Lp-quantizers for M, given some rate-optimal quadratic quantizers for W , which works for
p 2 ½1; 2, without any integrability assumption on 1s. It does not rely on the
Dambins–Dubins–Schwarz theorem. One considers a n-quantizer a of the Brownian
motion W whose components lie in the Cameron–Martin space H1 (this is the case, e.g. of
any L2-optimal n-quantizer in L2T for the Brownian motion, see [13]). So
aiðtÞ ¼
R t
0
_aiðsÞds; ai 2 L2; i ¼ 1; . . . ; n. Then, one sets
xiðtÞ:¼
Z t
0
sðsÞ_aiðsÞds.
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Mt  xiðtÞ ¼
Z t
0
sðsÞðdW s  _aiðsÞdsÞ ¼ ðW t  aiðtÞÞsðtÞ 
Z t
0
ðW s  aiðsÞÞdsðsÞ,
where dsðtÞ denotes the Stieltjes measure of s. Let p 2 ½1; 2. The standard inequality
8a; b40; 8r40 ða þ bÞp ¼ ½ða þ bÞ2p2pð1þ rÞp2ap þ ð1þ 1=rÞp2bp
and jdsðtÞjp½sLip dt successively yieldZ T
0
jMt  xiðtÞjp dt
pð1þ rÞp2
Z T
0
jW t  aiðtÞjpjsðtÞjp dt þ 1þ
1
r
 p
2
Z T
0
Z t
0
jW s  aiðsÞkdsðsÞj
 p
dt
pð1þ rÞp2kskpsup
Z T
0
jW t  aiðtÞjp dt
þ ð1þ 1=rÞp2½spLip
Z T
0
Z t
0
jW s  aiðsÞjds
 p
dt
pð1þ rÞp2kskpsup
Z T
0
jW t  aiðtÞjp dt
þ ð1þ 1=rÞp2½spLip
Z T
0
tp1
Z t
0
jW s  aiðsÞjp dsdt
p ð1þ rÞp2kskpsup þ ð1þ 1=rÞ
p
2½spLip
Tp
p
 Z T
0
jW t  aiðtÞjp dt.
An optimization in r yields
Z T
0
jMt  xiðtÞjp dtp ksk
2p
2þp
sup þ
½sLipT
ðp þ 1Þ1p
 ! 2p
2þp
0@ 1A1þ
p
2 Z T
0
jW t  aiðtÞjp dt.
Setting x:¼fx1; . . . ; xng and noting that pp2 ﬁnally leads to
enðx; M; LpÞp ksk
2p
2þp
sup þ
½sLipT
ðp þ 1Þ1p
 ! 2p
2þp
0@ 1A
1
2þ1p
enða; W ; LpÞ
p ksk
2p
2þp
sup þ
½sLipT
ðp þ 1Þ1p
 ! 2p
2þp
0@ 1A
1
2þ1p
enða; W ; L2Þ.
5. Extension to multidimensional diffusions
The main gap to treat multi-dimensional diffusion processes does not come from the
Brownian motion itself: it is obvious that the d-dimensional standard Brownian motion
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H. Luschgy, G. Page`s / Stochastic Processes and their Applications 116 (2006) 310–336334W :¼ðW 1; . . . ; W dÞ can be quantized at a ðlog nÞ12-rate: for every nX1, let a:¼fa1; . . . ; ang
be an Lp-optimal n-quantizer of the 1-dimensional standard Brownian motion W 1. Let
pX1. Then, for every i :¼ði1; . . . ; i‘Þ 2 f1; . . . ; ngd ,
Xd
‘¼1
jW ‘t  ai‘ ðtÞj2
 !p
2
pd
ðp2Þþ
2
Xd
‘¼1
jW ‘t  ai‘ ðtÞjp.
It follows that ðend ðW ; LpÞÞppd
ðp2Þþ
2  d  ðenðW 1; LpÞÞp so that
end ðW ; LpÞpd
ðp2Þþ
2p þ1penðW 1; LpÞ, (5.1)
where Rd is equipped with the Euclidean norm j  j. On the other hand, if a:¼ða1; . . . ; anÞ
denotes now an Lp-optimal n-quantizer of W then, using that for every
x:¼ðx1; . . . ; xdÞ 2 Rd , jx1jpjxj,
enðW 1; LpÞp E min
1pipn
kW 1  a1i kpp
 1
p
p E min
1pipn
kW  aikpp
 1
p
¼ enðW ; LpÞ.
Finally
enðW ; LpÞ 	 ðlog nÞ
1
2.
This shows that functional quantization of multidimensional diffusions with a constant
diffusion coefficient, i.e. dX t ¼ bðt; X tÞdt þ dW t is a straightforward extension of results
obtained in Sections 3.1 and 3.3 (‘‘b-Lipschitz’’ and ‘‘b-bounded’’ settings, respectively).
The main gap toward the general case—i.e. the introduction of a matrix-valued diffusion
coefﬁcient ðt; xÞ7!sðt; xÞ 2 Rdd—comes from the Lamperti transform. However, an
extension of this approach to the d-dimensional setting is possible (assuming for the sake
of simplicity that s does not depend upon time): if there is a C2-diffeomorphism
S : U ! N, U, V open subsets of Rd , such that PxðdoÞ-a.s. t7!X tðoÞ is U-valued for every
starting value x 2 U , and
8x 2 U ; sðxÞ ¼ ðDSðxÞÞ1, (5.2)
then Y t:¼SðX tÞ still satisﬁes Eqs. (3.6) and (3.7) (still assuming that s has at most linear
growth). Under this assumption, Theorems 1 and 3 remain valid for d-dimensional
diffusions
dX t ¼ bðt; X tÞdt þ sðX tÞdW t; ðW tÞt2½0;T  d-dimensional Brownian motion.
This d-dimensional extension is partial. In fact it is essentially similar to that of Doss’s
representation (see [5]): this representation is obtained for Rd-valued diffusions provided
that the total differential equation Dy ¼ sðyÞ, yð0Þ ¼ y0 has a solution. In our setting note
that if (5.2) holds, yðxÞ ¼ S1ðx þ Sðy0ÞÞ satisﬁes this equation and, conversely, if the
above equation has a (diffeomorphic) solution y : Rd ! U , then SðxÞ:¼y1ðxÞ yields a
solution to (5.2).
This connection suggests that a result for the quantization rate of general d-dimensional
diffusions should rely on another approach, most likely not constructive. It could be a
coding method like that developed in [13,14], only based on the regularity of t7!X t from
½0; T  into ðLpð½0; T ; dtÞ; k  kp).
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dX t ¼ DiagðX tÞðr1dt þ SdW tÞ; S:¼½sij  2 Rdd ; SS40; r 2 R
and let W be a d-dimensional Brownian motion. Then U :¼ð0;þ1Þd and
Sðx1; . . . ; xd Þ:¼
X
j
ðS1Þij logðxjÞ
 !
1pipd
.
More generally, Assumption (5.2) is satisﬁed as soon as
8x ¼ ðx1; . . . ; xd Þ 2 U ; sijðxÞ ¼ dijsiðxiÞ; 1pi; jpd,
where the functions si satisfy (3.2).
In the meantime (after this paper was submitted), Dereich has conﬁrmed in [2] the true
ðlog nÞ12-rate under mild regularity conditions by a nonconstructive proof for a class of
multidimensional diffusions having a scalar diffusion coefﬁcient s : ½0; T   Rd ! R in
case p ¼ 1 and rX1.
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Appendix. Proof of Lemma 3
Let us prove (3.27) (Inequality (3.26) follows the same way round).
E
Z T
0
CðY ; tÞdt
¼ E ðLð1ÞT Þ1
Z T
0
CðY ; tÞdt
 
¼ E exp
Z T
0
bðs; Y sÞdW s þ
1
2
Z T
0
b2ðs; Y sÞds
 Z T
0
CðY ; tÞdt
 
¼ E exp
Z T
0
bðs; Y sÞdY s 
1
2
Z T
0
b2ðs; Y sÞds
 Z T
0
CðY ; tÞdt
 
¼ T E exp
Z T
0
bðs; W sÞdW s 
1
2
Z T
0
b2ðs; W sÞds
 Z T
0
CðW ; tÞ dt
T
 
pT E exp y
Z T
0
bðs; W sÞdW s 
y
2
Z T
0
b2ðs; W sÞds
  1
y
E
Z T
0
CðW ; tÞ dt
T
 r 1r
using Ho¨lder Inequality, where 1yþ 1r ¼ 1. Now LðyÞ being a P-martingale, it follows that
E
Z T
0
CðY ; tÞdtpT E LðyÞT exp
yðy 1Þ
2
Z T
0
b2ðs; W sÞds
  1
y
E
Z T
0
CðW ; tÞr dt
T
 1
r
pT 1y exp y 1
2
Tkbk2sup
 
E
Z T
0
CðW ; tÞr dt
 1
r
.
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