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Abstract 
In this paper we present a method to inspect the interior wall displacement and strain of hollow cylinder by digital image 
correlation (DIC) method using fisheye lens. The fisheye lens provides a long depth of field and wide angle of view that make it 
suitable for our work. We also present the relationship between incident ray from object space and image position on the image 
plane. We transform omnidirectional image into real size panoramic image. The real size panoramic image can be analyzed by 
the DIC method to extract the in-plane deformation and strain field. The displacement can also be computed from contour maps 
obtained before and after the rigid body rotation or translation. Furthermore the experimental setup is simple and compact size 
which makes it possible to use this method into automotive optical inspection and nondestructive testing. 
© 2013 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the National Tsing Hua University, Department of Power Mechanical 
Engineering. 
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Nomenclature 
ሺܥ௫ǡ ܥ௬ሻ The centre of circle. 
Rmin  The inner radius of the omnidirectional image. 
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Rmam The outer radius of the omnidirectional image. 
ሺǡ ሻ The displacement fields in X and Y directions. 
ȣ The rotating angle about a z-axis going through their centre of rigid body rotation. 
1. Introduction 
Full-field optical measuring is increasingly being popular measurement tools, such as digital image correlation 
(DIC) method. DIC method is an optical metrology that utilizes sub-pixel registration algorithms for accurate 
measurement of full-field deformation [1]. In the early 1980s, its invention is developed [1.2]. 2D-DIC is used to get 
in-plane deflection measurements. 3D-DIC provides the full 3D measurements [3], which are critical for accurately 
measuring true strains in these highly 3D materials and loading responses. For example, a multi-camera DIC system 
with semi-circular configuration is used to 3D surface reconstruction [4]. 
The capacity to capture large fields of view is often investigated in the vision systems. Generally, in order to 
capture the large view of scene need sequence images or multiple cameras for image stitching. As the camera’s field 
of view is always smaller than large object, stitching pictures into panoramic mosaics existed since the beginning of 
photography. But those instinct and extinct camera parameters and camera model are also considered a complex 
issue of image stitching. 
To avoid the complex issue of image stitching, a new omnidirectional methodology by using fisheye lens is 
presented. Only one-shot can captureʳ the image in large field of view. Unlike standard lens, fisheye lens is an ultra-
wide angle lens that provides very wide angle of view (at least 180°), which creates a wide panoramic or 
hemispherical image [5.6].  Fisheye lenses can provide a large area of the surrounding space by an omnidirectional 
image, and we can transform it to obtain the panoramic image. According to the pinhole camera model, we can find 
the relationship between incident ray from object space and image position on the image plane. By using the pinhole 
camera model, the real size panoramic image can be obtained. Therefore we can detect the in-plane deformation and 
strain field on the whole interior wall of the hollow cylinder. The panoramic cameraʳ has been widely used. For 
example, the catadioptric cameras based on parabolic or hyperbolic mirrors produce SVP panoramas [7]. 
In this study we present an omnidirectional imaging system which is integrated with fisheye lens, CCD camera 
and panorama image processing. The system using a simple idea that taking the inner and outer circle in the effective 
area of omnidirectional image and transform it into real size panoramic image. To verify the feasibility and the 
precision of our work, we take a few photo of the interior wall of hollow cylinder at few different positions. And 
transform the omnidirectional image into real size panoramic image. After that, we analyzed those images with 
digital image correlation (DIC) method to extract the in-plane deformation and strain field. The deformation can also 
be computed between contour maps obtained before and after the rigid body rotation and translation. 
1. Experimental Theory 
1.1. Digital Image Correlation Method 
The DIC method uses the characteristic speckle pattern of a test specimen; the deformation of assigned points can 
be determined by searching most-likely sub-image from the corresponding deformed sub-image [8]. As shown in 
Fig. 2, in the reference image, there is a sub-image of   pixels centered at the point . The matching procedure is to 
search the corresponding sub-image of the deformed image centered at the point . Algorithms, such as the 
predefined cross-correlation and the sum of squared differences criterion can be used to calculate the similarity 
between the sub-image in reference image and possible mapping sub-image in the deformed image [9]. 
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Fig. 1. Principle of digital image correlation.
In this paper, the displacement fields in X and Y directions ),( VU and the first order gradients of displacement 
),,,( YXYX VVUU are defined with the coordinates before deformation. Then the points ),( ii YXA  in the reference
image can be related with points ),( ii YXA   in the deformed image with 
௜ܺ
ᇱ ൌ ௜ܺᇱ ൅ ܷ ൅ ܷ௫ȟܺ ൅ ܷ௬ȟܻ (1)
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where ),( YX ''  is defined the point ),( ii YX  with respect to point ),( 00 YXP  in the reference image. 
In this proposed measurement systems, a CCD Camera with fisheye lens is used to record the images before and 
after deformation, and the in-plane displacement field is then evaluated with a typical DIC algorithm. To evaluate
the similarity between reference and deformed images, in this paper, the sum of squared difference criterion (NSSD)
[10] was used as the correlation criterion, which is defined as
ܥேௌௌ஽ ൌ෍ሺ
σܨ௜ܩ௜
σܩଶ
ܩ௜ െ ܨ௜ሻଶ (2)
where the iF is the gray value in the reference sub-image, and the iG is the gray value in the deformed sub-image.
Shape function was used to determine the possible configuration of the deformed sub-image. In this study, the
affine transformation was used as the shape function, once the most-likely deformed image area has determined, 
then the corresponding displacement ),( VU and first order displacement gradients of each point in the reference
image can be evaluated [11]. And then with help of shape function, the region of the deformed sub-image can be
defined. However, the corresponding points in the deformed sub-image are not always integer pixels; the bi-cubic
spline interpolation method [12] is adopted.
1.2. Panoramic Image Transformation
The fisheye lens provides long depth of field and very wide angle of view which make it have a good fit for our 
work.  Due to the features of fisheye lens, the area can be analyzed by DIC method was significantly increased. But 
unfortunately, the omnidirectional image captured by fisheye lens cannot be used by DIC method directly. In this
chapter we present the theory of panoramic image transformation.
As Fig. 2 shown, there are two concentric circles in the omnidirectional image. The outer circle is the end of the
hollow cylinder which closer to fisheye lens, and the inner circle is the end of the cylinder which farther from the
fisheye lens. The distance from the center to the outer and inner circle was expressed by ܴ௠௔௫ and ܴ௠௜௡ respectively.
The area between ܴ௠௔௫ and ܴ௠௜௡ was the region of the interior wall of hollow cylinder. Express each pixel in the 
region by polar coordinate system. By transforming polar coordinate into rectangular coordinate, the panoramic
image can be obtained.
But the panoramic image was still not suitable for DIC method. Because there is distortion effects exist on
longitude direction. To overcome this phenomenon, we need to find the relationship between incident ray from
object space and image position on the image plane. Fig. 3 shows the pinhole camera model. In this model, the
geometric relationship between incident ray and image position can be derived as
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where the f is the focal length of camera, and (rǡ Ʌ) is the polar coordinate on image plane, and ሺǡȰǡ ȣሻ is the
spherical coordinate on object space.
According to equation (3), we realize that the image position on image plane just only affected by the angle of 
incident ray. Therefore, we can obtain the corresponding angle of incident ray of each pixel in omnidirectional
image. As Fig. 4 shown, if the diameter of cylinder and the angle of incident ray are known, the real height of each 
pixel of panoramic image can be expressed as
 ൌ
ܦ
ʹ
Ȱ (4)
where h is the height of panoramic image, and D is the diameter of hollow cylinder.
    According to these theory, we can transform the omnidirectional image into panoramic image in real size by
MATLAB.
Fig. 2. Transform omnidirectional image into panoramic image.
Fig. 3. Model of pinhole camera. Fig. 4. Incident ray from hollow cylinder 
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2. Experimental Procedure
2.1. Experimental Setup
Fig. 5 shows the experimental setup for image capture system, which was integrated with fisheye lens, CCD
camera, ring illuminator and displacement and rotation stage. Before experiment, the hollow cylinder will be coated 
with spray paint to generate black and white random pattern on the interior wall. After coated, the hollow cylinder 
was clamping by a special designed fixtures. The fixtures was fixed on the mechanism which assembled by multi-
axes platform and rotary stage. This mechanism could cause 3-axes displacement and rotation. The high resolution
CCD camera can provide ideal quality of image. The fisheye lens mounted on CCD camera also provided well
quality of image, long depth of field, and large field of view. The ring illuminator can effectively prevent the effect 
of shadow. The detailed product specifications were listed in Tab. 1 and Tab. 2.
Fig. 5. Experimental setup
2.2. Rigid Body Translation and Rotation
In order to verifying the feasibility of our work, we did the rigid body translation and rotation experiment. By
comparing the results that we analyzed and the real value, we can obtain the error of this method.
Assume the motion is rigid body translation and rotation (non-deformable, internal motion neglected) to simplify
analysis. Pure rotational motion is rotation of a rigid object about a fixed axis. When rotating about a fixed axis,
Table 2. Specification of fisheye lens. 
Image sensor size 2/3” 
Focal length 1.8mm
FOV D/H//V 185ÛÛ / 185Û / 185Û
Focusing range λ̱ͲǤͳ
Lens Mount C mount
Weight 135 g
Table 1. Specification 5 mega pixel CCD camera.
Image sensor size 2/3”
Effective pixel size 2456(H)×2058(V)
Pixel size 3.45μm × 3.45μm
Lens mount C mount
Dimensions ͷͷ ൈ ͷͷ ൈ Ͷͷ
Weight 155 g
Shutter speed range 1/16~1/100,000s 
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every point on a rigid body has the same angular speed and the same angular acceleration. Pure translational motion
is that every point on a rigid body move toward the same direction in same velocity and acceleration.
The DIC method was utilized to match the corresponding gray level of pixels in the reference and the deformed 
images. Therefore, the hollow cylinder was coated with spray paint to generate black and white random pattern on
the interior wall. At first we took a photo as reference image. Hereafter, we took a photo every ten degrees rotated,
total nine images be captured. After the completion of rigid body rotation, the hollow cylinder was rotated to the
original position. Then we translated the hollow cylinder away from fisheye lens. In this time we took a photo every
1mm, total 4 images be captured. However, due to the limitation of pages, we only show a portion of our 
experimental results. Fig. 6 is the omnidirectional image of the interior wall before and after rigid body rotation (00
Ш100). Fig. 7 is the omnidirectional image of the interior wall before and after rigid body translation (0mmШ4mm).
(a) Before rotate. (b) After rotate.
Fig. 6. Omnidirectional image before and after rotate.
(a) Before translate. (b) After translate.
Fig. 7. Omnidirectional image before and after translate.
3. Experimental Results and Discussion
3.1. Panoramic Image
To transform the omnidirectional image into panoramic image, we need to find some parameters of it. As Fig. 8(a)
shown, the position of image centre is (1247, 1019), the outer radius of the omnidirectional image, Rmax = 880, and
the inner radius of the omnidirectional image, Rmin = 50. According to these parameters, we can transform the
omnidirctional image into panoramic image by transformation of coordinates. Fig. 8(b) shows the corresponding
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panoramic image under distortion effect. By using the previously mentioned theory, we transform the panoramic
image into real size panoramic image. Fig. 8(c) shows the corresponding panoramic image in real size. The image
before and after rotate as Fig. 9 shown, and Fig. 10 shows the image before and after translate.
(a) Omnidirectional image of the interior wall of the hollow cylinder. 
(b) The panoramic image under distortion effect. 
(c) The panoramic image in real size.
Fig. 8. Procedure of transforming omnidirectional into real size panoramic image.
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(a) Before rotate. (b) After rotate. 
Fig. 9. The real size panoramic image before and after rotate. 
(a) Before translate. (b) After translate.
Fig. 10. The real size panoramic image before and after translate.
3.2. Rigid body translation and rotation
By moving the hollow cylinder in axial and hoop direction, we have the real value of displacement. Under ideal
conditions, the real value of displacement will equal to the results analyzed by this method. By comparing the
experimental results and the real value of displacement, we can calculate the error of this method. 
Fig. 11, 12 shows the U, V displacement field in X, Y direction under translational motion respectively. We 
randomly selected some point to calculate the average value of displacement. The average U displacement in X
direction is -0.0081mm. The average V displacement in Y direction is 4.2841mm. The real value of U, V
displacement should be 0mm, 4mm respectively. Therefore, the error in X, Y direction is 0.0081mm, 0.2841mm 
respectively.
Fig. 13, 14 shows the U, V displacement field in X, Y direction under rotational motion respectively. Likewise, 
we randomly selected some point to calculate the average value of displacement. The average U displacement in X
direction is 8.1323mm. The average V displacement in Y direction is 0.1963mm. The real value of U, V 
displacement should be 7.9372mm, 0mm respectively. Therefore, the error in X, Y direction is 0.1951mm,
0.1963mm respectively. By computing the experimental results and real value of displacement, the error of this
method is about 2.4% to 7.1%.
There are several possible reason caused these error. One of the reasons is the uneven distribution of light. The
DIC method was utilized to match the corresponding gray level of pixels in the reference and the deformed images. 
Therefore, the distribution of light will influence the accuracy of DIC method directly. Another possible reason is
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the image we used was skew. The theory we used to transform omnidirectional image into panoramic image was
based on simplifying assumptions. In this assumption, we assume both end of hollow cylinder in image are circles
which means the axis of cylinder must perpendicular to image plane perfectly. However, it’s hard to capture the ideal
image in experiment. Furthermore, the experiment was under manual control. In the experiment, the rigid body
translation and rotation of hollow cylinder was relying on manual. 
Fig. 11. Displacement field in X direction under translational move. Fig. 12. Displacement field in Y direction under translational move.
Fig. 13. Displacement field in X direction under rotational move. Fig. 14. Displacement field in Y direction under rotational move.
4. Conclusions 
In this paper, a new method to measure the displacement of interior wall of hollow cylinder by DIC method using 
fisheye lens was proposed. And the relationship between incident ray from object space and image position on the 
image plane was also presented. The in-plane displacement and strain field can be extract from omnidirectional
image which captured by fisheye lens. To verify the feasibility of this method, we did the rigid body translation and
rotation experiment. The experimental results show that the DIC method using fisheye lens is capable of accurately 
determining in-plane displacement during the rigid body translation and rotation. The fisheye lens can provide large
field of view and long depth of field. Therefore, the area can be analyzed by DIC method will be significantly
increased. This method is a noncontact and full-field measuring method. Due to the advantage of this method, it can
be applied to detect the defect of hollow cylinder as a noncontact detecting technique. 
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