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We characterize those (0, Q-matrices M whose elements can be given plus 
or minus signs so as to yield a matrix M’ for which det M’ = perm M. 
1. INTRODUCTION 
For any positive integer YI and any two n x n matrices A = I&) aud 
M = (mij), we mean by M*A the n x IZ matrix (nzijaij). In this paper, 
A will always be a (1, --)-matrix. 
The main theorem of this paper is a generalization of a result of Polya [I ] 
and Szegij [2]. They pointed out that for every integer B > 2 and every 
n x n (1, --I)-matrix A, there exists an n x n matrix M for which 
perm(M*A) # det Me 0) 
(See [3] for a recent proof.) Since Eq. (1) can be written 
perm(M*A) # det((M*A)” A), 
the result ofP6Iya and SzegS holds with Eq. (1) replaced by 
perm M # det(M*A), 421 
In fact, &ego’s proof establishes the following stronger result: For ah 
kz > 2, there exists an n x YE (0, Q-matrix M such that Eq. (2) holds for 
all PE x rz matrices A. We call a (0, I)-matrix M conz;e&ibZe if 
perm M = det(M*A) o> 
holds for some appropriate A. Gibson [4] establishes an upper bound for 
the number of positive elements of a convertible matrix. In this paper we 
characterize convertible matrices, using a graph theoretic approach, 
The result of Polya and Szegij quoted above is easily deduced from ours. 
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2. SOMEEQUIVALENTFORMULATIONSOFTHECHAW TERIZATIONPROBLEM 
In this section, we give a series of equivalent statements of the problem 
of characterizing convertible matrices. Our goal is to obtain a formulation 
of the problem which is more convenient for the purpose of solving it. 
That formulation is one in terms of directed bipartite graphs, as we shall 
see. 
We wish to characterize those n x n (0, I)-matrices M such that Eq. (3) 
holds for some y1 x n (1, --)-matrix A. Now Eq. (3) clearly holds if and 
only if the expansion of det(M*A) contains no negative terms. If however 
all the nonzero terms in the expansion of det(M*A) are negative, they will 
all become positive if an arbitrary row vector or column vector of A is 
multiplied by - 1. It follows that a (0, 1)-matrix is convertible if and only 
if its elements can be given plus or minus signs so that the nonzero terms 
in the expansion of the determinant all have the same sign. 
A (0, 1)-matrix can be conveniently represented by means of a bipartite 
graph, as we shall see. (All graphs considered in this paper are finite and 
have no loops or multiple edges.) We shall reinterpret the problem of 
characterizing convertible matrices as the problem of characterizing 
bipartite graphs whose l-factors can be counted by using Pfaffians in the 
manner suggested by Kasteleyn [5]. Following Gibson 161, we call graphs 
with this property Pfaffian graphs. (They will be defined more formally 
later.) Pfaffian bipartite graphs have been characterized by Pla [7] (see [8] 
for an important correction to Pla’s paper). However, it is not easy to see 
the implications of Pla’s result in terms of the structure of Pfaffian bipartite 
graphs. In contrast, the present paper characterizes Pfaffian bipartite 
graphs in terms of a specific class of forbidden subgraphs. 
Gibson [6] has also studied Pfaffian bipartite graphs, and has an upper 
bound for the number of edges of such a graph in terms of the number of 
its vertices. 
In order to derive the graph theoretic interpretation of the problem of 
characterizing convertible matrices, we need a few definitions and pieces 
of notation pertaining to graphs. We assume that the reader is familiar 
with the basic ideas of graph theory. 
If G is a graph, we denote the vertex set of G by V(G) and the edge set 
by E(G). If G is an undirected graph with a, w  E V(G), we use the sumbol 
[a, w] to denote an edge joining ~1 and w. Similarly if G is a directed graph 
with U, w  E V(G), then (v, w) denotes an edge joining v and w  and directed 
from 2) to w. 
If G is a graph with an even number of vertices, we define a l-factor 
of G to be a set f of edges such that for every u in V(G) exactly one edge 
off is incident on v. 
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A graph G is said to be bipartite if there are complementary subsets 
V, V’ of V(G) such that no two vertices in the same element of(V, V’> are 
adjacent. The set (V, V> is called the bipartition of 6. 
If M = (VZJ is an n x IZ (0, I)-matrix, we say that the undirected graph 
G is the graph of M if G has exactly 2n vertices 
and vertices v and w  are adjacent if and only if for some i and j we have 
{v, w} = {xi , yj> and mij = 1. The graph of M is clearly bipartite. 
If G is a directed graph with V(G) = (0, ,..., un), we denote by R(G) 
the n x p2 matrix (rij) such that 
if (ci , vj) E E(G), 
if (cj , UJ E E(G), 
otherwise. 
Let G* be a directed graph with an even number of vertices, and let F 
be the set {fi ,..,, fk} of l-factors of G*. For all i write 
where Z.Q , wij E V(G*) for all j. Associate with-h a plus sign if 
is an even permutation of 
and a minus sign otherwise. Thus the signs of the l-factors are dependent 
on the choice offi , but it is clear that the resulting partition of F into two 
complementary subsets is not. If G is an undirected graph, we say that G 
is a Pfafian graph if there exists a directed graph G* with vertex set V(G) 
and edge set E(G) such that all the l-factors of G* have the same sign. 
We now show that the problem of characterizing convertible matrices 
is equivalent to that of characterizing Pfaffian bipartite graphs. Let M be 
an arbitrary n x yt (0, I)-matrix, and let G be the graph of M. Let 6” 
be any directed graph with vertex set V(G) and edge set E(G). Let M* be 
the IZ x n matrix (HZ:) such that for all i and j 
i 
1 if (xi , yj> E E(G*), 
mz; = -1 if (Yj , xi> 6 E(G*), (51 
0 otherwise, 
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where xi and yj are defined as in Eq. (4). By writing 
y(G) = (~1, vz ,..., vznl 
where 
vi = 
I 
Xi if l<:<n, 
YZ-)a if n + 1 < i < 2n, 
we see from Eqs. (5) and (6) that 
R(G*) = (-&, “x”), 
where 0 denotes the n x n matrix (0) and --Me’ denotes the matrix 
(-~2). It follows that 
j det R(G*)I = det2 M*, 
so that by a theorem of Cayley [9, lo] we have 
/ Pf R(G*)j = 1 det M* ] 
where Pf R(G*) denotes the Pfaffian of R(G*). Now, as pointed out by 
Kasteleyn [5], if the l-factors of G* all have the same sign, then 
I F I = I Pf R(G*N, 
where F is the set of l-factors of G, and hence 
] F ] = 1 det M* I. (7) 
Since M is a (0, l)-matrix, perm M must be the number of ways of 
selecting exactly one nonzero element from each row and column of M. 
Such a selection of elements corresponds in an obvious way to a l-factor 
of G. Since this correspondence is clearly one-to-one, we have 
lF[ = permM. (8) 
From (7) and (8) we have 
I det M* j = perm M, (9) 
if all the l-factors of G* have the same sign. If they do not, then (7) does 
not hold and so neither does (9). 
Equation (9) clearly holds if and only if all the nonzero terms in the 
expansion of det M* have the same sign. From the conclusion of the 
preceding paragraph we see that a (0, 1)-matrix M is convertible if and 
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only if its graph is Pfaffian. As we claimed earlier, our goal is therefore 
to characterize Pfaffian bipartite graphs. Our first step towards this goaj 
is to transform the problem yet again into another graph theoretic problem, 
In order to explain this step more fully, we need more definitions. 
If G is a graph with at least two l-factors, then an alterrzafizg circuit of 
G is a circuit whose edge set is the symmetric differencef, @ f2 of l-factors 
fi and h . It can also be defined as a circuit C of even length such that 
G - V(C) has a l-factor. It is clear that the symmetric difference of any 
two distinct I-factors can be written as the union of the edge sets of vertex 
disjoint alternating circuits. If C is an alternating circuit and f is a 1 -factor 
such that 
then C is said to be consanguineous with respect fo J: Clearly every altes- 
nating circuit is consanguineous with respect to at least two distinct 
I-factors. A set S of alternating circuits of G is said to be co~sa~g~~~e~~s 
if there exists a I-factorf of G such that every circuit ofS is consanguineous 
with respect to 5 
It is clear that every alternating circuit has an even number of vertices 
and edges. Let C be an alternating circuit in a directed graph We say 
that C is clockwise odd if the number of edges of C directed in agreement 
with the clockwise sense of C is odd. Otherwise C is said to be clockwise 
euen. Since / E(C)1 is even, it does not matter which of the two senses of C 
is designated as clockwise. 
Kasteleyn has shown [5] that in a directed graph G, two l-factors fI 
and fi have the same sign if and only if the number of clockwise even 
alternating circuits C for which E(C) Zfi @fi is itself even. clearly the 
l-factors of G all have the same sign if and only if they all have the same 
sign as an arbitrarily chosen I-factorf. Thus if the l-factors of G all have 
the same sign, then every alternating circuit consanguineous with respect 
tsfmust be dockwise odd. To see this, suppose that there is a clockwise 
even alternating circuit C such that C is consanguineous with respect 
tof: Then iffI is the l-factor such that E(C) = J-@fI 9 it follows from the 
result of Kasteleyn quoted above that f and fi have opposite signs. 
Conversely, if every alternating circuit consanguineous with respect to -.f 
is dockwise odd, then the l-factors of G all have the same sign. Therefore 
a graph is a Pfaffian graph if and only if its edges can be oriented so that 
all the alternating circuits consanguineous with respect to an arbitrarily 
chosen I-factor are clockwise odd. This point has also been noted by 
Pla [7]. 
A circuit C of a directed graph is called a directed circuit if every vertex 
of V(C) has exactly one edge of C directed towards it. 
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Now let G be a bipartite graph with bipartition (I’, V’} and let f be 
any l-factor of G. In the remainder of this paper, we denote by Gf the 
directed graph obtained from G by orienting each edge off away from the 
end in V and each edge of E(G) - f toward the end in V. We prove a simple 
lemma. 
LEMMA 1. For a bipartite graph G with 1-factorf, the alternating circuits 
consanguineous with respect to f are the directed circuits of Gf. Furthermore, 
iff’ is a l-factor of G distinct from f, then the graph Gf’ is obtained from 
Gf by reversing the orientation of every edge off @ f ‘. 
Proof. Clearly every alternating circuit of Gf that is consanguineous 
with respect to f is a directed circuit. Let D be a directed circuit of GJ Then 
f * = [f n (E(Gf) - E(D))1 ” [E(D) - f 1 
is easily seen to be a l-factor of Gf, and E(D) = f @ f *. Therefore D is 
an alternating circuit consanguineous with respect to f, and the first 
part of the lemma is proved. 
In order to obtain Gf’ from Gf, the orientation of every edge off-f ‘, 
and of every edge off’ -f, must clearly be reversed according to the 
definitions of Gf’ and GJ: The second part of the lemma follows 
immediately. 
According to Lemma 1, the orientation of Gf is one in which every 
alternating circuit consanguineous with respect to f is directed and hence 
clockwise even. In order to make each of these circuits clockwise odd, we 
must select an odd number of edges from each of them, and reverse the 
orientation of each of the selected edges. Thus a bipartite graph G is 
Pfaffian if and only if it is possible to select an odd number of edges from 
each alternating circuit that is consanguineous with respect to an arbitrarily 
chosen but tixed l-factor f. In the next section we characterize bipartite 
graphs with this property. 
3. SOME FURTHER DEFINITIONS 
Before we proceed to the characterization, it is convenient to set forth 
a few more definitions. 
If H and N’ are subgraphs of a graph G, we denote by H LJ H’ the sub- 
graph of G with vertex set V(H) u V(H’) and edge set E(H) u E(H). We 
say that H u H’ is the union of H and H’. The union of more than two 
graphs is defined similarly. 
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If G is a graph and S C V(G), then G - S is the graph formed by deleting 
the vertices of 5’ and all edges incident on a vertex of 5’. 
The valency of a vertex is the number of edges incident on it. The 
invalency of a vertex of a directed graph is the number of incident edges 
directed toward it; the outuaZency is the number of incident edges directed 
away from it. A source is a vertex with invalency 0; a sink is a vertex 
with outvalency 0. 
Let 0 and w  be vertices of a graph G. An arc joining ZJ and w  is defmed 
as a minimal connected subgraph P containing both v and W. The vertices 
of V(Pj - (~1, w} are called interior vertices of P. j V(P)! is called the I,q$+ 
of P. 
If v and w  are vertices of a directed graph, then an arc F joining ti and w  
is said to be directed from 2: to w  if v is the only vertex of V(P) with 
invalency 0 in P. We call v the origin of P and w  the terminus. If u, ui E 
V(P) and u # u’, then we say that u occurs before u’ on F if some sub- 
graph of P is a directed arc from u to u’. We denote this subgraph by 
P(M, 21’) or by P-l(u’, u). Using this terminology, it makes sense to talk 
about, for example, thejirsr or last vertex of some subset of V(P). 
Similarly if C is a directed circuit in a directed graph, and u, M’ are 
distinct vertices of C, then we denote by C(u, u’) the unique subgraph 
of C which is a directed arc from u to u’. We denote by C-l (q u’j the 
unique subgraph of C which is a directed arc from u’ to u. 
If u, u, w  E VG, and P, is a directed arc from u to z; and P, a directed 
arc from v to W, then PI(u, v) P2(c, w) denotes the concatenation of PI. 
and P, . 
If H and H’ are distinct subgraphs of a graph, then an 2723’~arc Is ax? 
arc P of maximal length such that E(P) _C E(H) CT E(Z), an RF-arc 
is an arc P of maximal length such that E(P) Z E(K) - E(H) and an 
HR-arc is an arc P of maximal length such that E(P) _C E(H) - E(Z). 
An edge subdivision of an undirected graph G is defined as an undirected 
graph obtained from G by replacing an edge joining vertices v and w  by 
an arc P joining v and w  such that 
V(P) n V(G) = {v, w>. CW 
An edge subdivision of a directed graph G is defined as a directed graph 
obtained from G by replacing an edge directed from vertex v to vertex w  
by a directed arc P from v to w  that satisfies (10). In either case, the edge 
subdivision is said to be even if / V(P)\ is even. A graph G’ is a subdivision 
of a graph G if for some positive integer k there exist graphs G, , G, )..., Gk 
such that G, = G, GIG = G’ and for all i such that 1 < i < k, Gi+l is an 
edge subdivision of Gi . If G, , G2 ,..., Grc can be chosen so that in addition 
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Gi+l is an even edge subdivision of Gi for all i, then G’ is said to be an even 
subdivision of G. 
Graphs G’ and G” are said to be homeomorphic if they are both sub- 
divisions of some graph G. 
In the rest of the paper, we reserve the symbol H for the directed graph 
shown in Fig. 1. A set Q of directed arcs Q1 ,..., Q, in a directed graph is 
v’ W’ 
FIGURE 1. 
said to be a blocking set if the union of the arcs in Q is isomorphic to a 
subdivision of H. 
The symbol “=” always denotes congruency modulo 2. 
4. THE CHARACTERIZATION OF PFAFFIAN BIPARTITE GRAPHS 
We are now ready to state and prove our main theorem. The proof is 
based on the following fact, which was deduced at the end of Section 2: 
Iffis any l-factor of a bipartite graph G, then G is Pfaffian if and only if 
there exists a set S C E(Gf) such that 
/ s n E(C)1 3 1 (11) 
for every directed circuit C of GJ We also use the fact that any pair of 
directed circuits of Gfhaving vertices in common, or any pair of directed 
arcs having interior vertices in common, must also have edges in common, 
since no vertex of Gf has both invalency and outvalency greater than one. 
THEOREM 1. A bipartite graph G is non-PfaafJian if and only if there 
exists a l-factor .f of G such that some subgraph of Gf is isomorphic to a 
subdivision of H. 
Proof. Let f be a l-factor of the bipartite graph G such that some 
subgraph I of Gf is isomorphic to a subdivision of H, and suppose the 
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vertices of I are labeled as in Fig. 1. (In this context, the line segments 
in Fig. 1 represent directed arcs rather than edges). Suppose that G is 
PfaEan. Let Cl , C, , C, , C4 , C, denote the directed circuits of I deter- 
mined respectively by the cyclic orderings U’UV’VU’, v’vw’wv’, U’UW’WU’, 
u’udvw’wu’ and ~‘uw’wv’v~’ of the vertices of {u, v, W, u’, v’, w’). Define 
the following directed arcs: 
Ql = C,(u’, 2.4) = C&l’, u) = C,(u’, 24) = C,(u’, u), 
Q!z = Cdu, v’> = Gk ~‘1, 
Q3 = w, w’) = G(% w’), 
Q* = C,(v, 24’) = qv, u’), 
Qj = Cl(V’, v) = C&‘, v) = CJV’, v) = C~(V’, 7& 
Qe = C&, w’) = C*(v, w’), 
Q7 = G(w 4 = G(w, u’>, 
Q, = C,(w, v’) = Cs(w, v’), 
Q, = &(w’, w) = C,(w’, w) = C4(w’, w) = Cj(w’, w). 
Since G is PfaBian, by (11) there must exist a set S of edges of Gf satisfying 
I s n E(C)/ = I 
for every directed circuit C of GJ Application of this fact to C, , C, I C3 , 
C, and C, respectively yields the congruences 
Addition of these congruences yields 
4 1 s n E(Qd -I- 2 I S n E(Q,)l + 2 i S n EC&>1 + 2 I S n E(&Ji 
-f- 4 i S n E(Qj)! t- 2 I S n E(Q,)l + 2 I S n E(Q,)i i- 2 I S A E(Qd 
+ 4 1 S n E(Q9)j E 5. 
This is a contradiction. 
The other half of the theorem is not quite as easy. We begin with a 
lemma. 
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LEMMA 2. Let G be a connected, directed graph such that each edge 
belongs to a directed circuit. Xhen for every v1 , vz E V(G), there exists a 
directed arc from vl to v2 . 
Proof. Suppose the contrary. Let v1 , v2 be two vertices of V(G) such 
that there is no directed arc from vI to v2 . Since G is connected, there is an 
arc P joining v1 and v2. Let V(P) = (u,, , u1 ,..., u,> where u,, = vl, 
uk = v2 and, for all i such that 1 < i 4 k, uieI is adjacent to ui in P. 
Let j be the largest integer such that there is a directed arc D from uO to 
uj . Thus j < k by assumption. Since the edge joining U, and ujil belongs to 
some directed circuit of G, there is a directed arc D’ from uj to z.Q+~ . Let 
U’ be the last vertex of D’ contained in V(D). Certainly U’ exists because 
uj E V(D) n V(D’). Thus D(uO , u’) D’(u’, uj+J is a directed arc from u,, 
to Uj,l . This contradiction of the choice of j proves the lemma. 
Now let G be a non-Pfaffian bipartite graph, and let f be any l-factor 
of G. If every component of G were Pfaffian, then G itself would clearly 
be Pfaffian. Therefore some component of G is non-Pfaffian and thus we 
may as well assume G is connected. 
The fact that G is non-Pfaffian is determined by those edges of Gf that 
belong to a directed circuit. Accordingly we may assume that all the 
other edges of Gf, and the corresponding edges of G, have been deleted. 
Thus we assume that every edge of Gfbelongs to a directed circuit. 
The idea of the proof is as follows. We construct a sequence GfI, Gfi ,... 
of subgraphs of Gf with certain specified properties. We show that the 
assumptions that G is finite and non-Pfaffian force the sequence to come 
to a halt at some graph Gfmfl . We then study the graph Gfm+I in detail, 
and show that it contains a subdivision of H. 
Let Gfi be a directed circuit of GjI Trivially Gfi is Pfaffian and connected, 
and every edge of Gfl belongs to a directed circuit of Gfl . Let S, be a 
subset of E(GJ;) of odd cardinality. 
Now suppose that for a positive integer r the graph GfT and a subset S, 
of E(Gf,.) have been defined. Suppose further that 
(i) Gf, is a connected, Pfaffian subgraph of Gf, 
(ii) every edge of Gfr belongs to a directed circuit of Gfr and 
(iii) S, contains an odd number of edges of any directed circuit 
of Gf, . 
Since Gf, is Pfaffian while Gf is not, there must be edges of Gf not in 
B(Gf?). Since Gf is connected, there must be an edge e in E(Gf) - E(GJ‘,) 
incident on some vertex U, of Gf, . Since e belongs to a directed circuit of 
Gf, either 
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(a) there exists a directed circuit D of Gf satisfying e E E(D) and 
E(D) n E(Gf?) = z 
(b) for some vertex U, # u, of Gf there exists a directed arc p”, 
of Gf_ioining U, and u, satisfying 
E(P,) n E(Gf?j = M. !W 
Since Gf, is connected, condition (ii) shows that Gfr has no sources or sinks. 
Since U, is neither a source nor a sink of GfI , it follows that in case (a) 
the vertex u, has both invalency and outvalency greater than one. We 
conclude that case (b) must hold. 
Without loss of generality, let P, be a directed arc of Gf from U, to 
II, satisfying (12), where u, and z’, are distinct vertices of Gfr . Let 
Gfr+, = Gf w  P, . By Lemma 2, there exists in Gfr a directed arc Q from 
v, to uT . Thus Q v P, is a directed circuit containing the edges of P, 1 
Therefore Gf,,, satisfies (ii), since every edge of GS, is already known to be 
in a directed circuit of Gfr and therefore in a directed circuit of G&.+1 . 
Gf?,,, is also clearly connected. 
Suppose that for every pair Q, , Q, of distinct directed arcs from 2;, 
to u, we have 
Let Srfl = S, u S where S is a subset of E(P,) satisfying 
Then it is clear that every directed circuit of Gf,,, contains an odd number 
of elements of Srfl and therefore Gf?,,, is Pfaffian. Thus Gfr+, and SI.+l 
satisfy (i) and (iii). On the other hand, if (13) does not always hold for 
appropriate Q, and Q, , then Sr+l and the graph GfY+8 are not defined. 
Clearly there must be a minimum integer m such that S,,, is not defined. 
Otherwise, by the finiteness of Gf, there would be an integer j such that Gf 
is isomorphic to GA and so Gf would be Pfaffian. We study the graph 
GLl in detail. 
Since S,,, is not defined, Gfm must contain directed arcs Q, , Q2 from 
v, to U, such that 
and 
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We show that Q, and Q, may be chosen so that for some pair x,, , y0 of 
distinct vertices of V(Q1) n V(Q,) there exist a Q&-arc RI and a Q,Q,- 
arc Rz such that R, and R, are both directed arcs from x,, to y0 and satisfy 
1 s, n E(R31 = 1 (16) 
and 
/ S, n E(R,)I = 0 (17) 
respectively. Let V(Q1) = {a, , a, ,..., ak} and V(QJ = (bO, 6, ,..., b,}, 
where a, = b. = v, , uK = bl = U, and for all i, ai, is adjacent to ai 
in Q, and biFl to bi in Q, . Let x be the smallest integer such that a, # b, . 
Since Q, and Q, are distinct, x clearly exists, and x > 0 since u0 = b, . 
Let Q1 and Q2 be chosen to maximize X. Let b, be the first vertex of 
Q22(uE:-1, urn) in V(Ql). Since bi = ai for i < X, we have y > X. 
If 
then without loss of generality, suppose that j S, n E(Q2(azc--1 , by))1 is 
even, so that j S, n E(Q,(a,-, , &))I is odd, and let x0 = u,-~ , y. = b, , 
RI = Q,(a,, , b,), and R, = Q2(a3c-.1 , b,). R, and R, then satisfy (16) 
and (17) respectively. We note that i?, and R, have no interior vertices 
in common. If on the other hand 
1 S, n EtQ2tas-1 , &Xl = I Sm n EtQl@s-l , UN, 
then define 
Q,’ and Q2 satisfy (14) and (15), respectively, and, since y 3 X, they 
contradict the choice of Q, and Q2 hypothesized above. We conclude that 
Q1 and Q, can be chosen so that there exist RI and R, satisfying (16) and 
(17), respectively. From the possible choices, we select Q, and Q2 , and 
R, and R,, so as to maximize the sum 
We now distinguish a number of cases and subcases, noting first that 
every edge of R, belongs to some directed circuit of Gfm . 
Case I. Suppose that for every directed circuit C containing edges 
of RI, and every CQTarc P containing edges of R, , either the origin of P 
occurs before the terminus of P on the directed arc Q, , or the origin and 
terminus of P both belong to Q& , u,), or both belong to Q1(u, , x,,). 
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Certainly the edge of 8,(x, , y,,) incident on y, belongs to some circuit 
C, of Gf* . It follows that there must exist a Cl&-arc from some vertex 
l(yo, u,) to some vertex y1 of Q,(u~ , yO) such that y1 # y0 . 
Clearly x1 # y0 because otherwise y0 would be a vertex of Gf with both 
invalency and outvalency greater than one. Similarly y, # x,, . Choose 3c1 
and y1 to minimize the length of Q,(v, , yl). If y, E V(R&, , y,)), the edge 
of &(x0, yJ incident on y1 belongs to some circuit C2 of Gf;, . It follows 
that there must exist a C&arc from some vertex x2 of Q1(yl, zk,) to 
some vertex y2 of Q1(u,, yJ such that y2 # y, . Because of the choice of 
yl, we must have x2 E V(Q,(n , YJ), and Cl(xl, YJ and C2b2 3 v2> PJI.M 
have no edges in common. It is easily seen that x0, x1 ) x2, y. , y, ) y, are 
all distinct. Choose x2 and y, to minimize the length of Q(v, f ya)< If 
yZ E Y(&(xO , yl>), repeat the argument inductively. By the Gniteness of 
there must be an integer j > 0 such that yj E V(Ql(v, , x0)). Note that for 
all i, Cg(xi , yi) contains no edges in common with R, because of the 
hypothesis of case I. We distinguish two subcases. 
(i) Suppose j is even. Then the set (see Fig. 2) 
iMYj-1 > 4, G(Xj 9 YJ, &(x5 3 YGJ G(Yi-2 ? %3 &(%-a 9 Yf--4) 
cj2d(yj--4 , x-q) ... Mx2 , YlA w?l 9 Y&A Qlh 9 %I, &?6% 1 Yoh 
G(Xl 9 Yl> my, 3 X8) G(x3 , Yd KYY, 9 x5> . . ’ G-dx+1 3 Y24, 
QdXl 2 %rJ c&4% 3 %J e,chL 3 YiL Ql(YO 3 Xl)! 
becomes a blocking set of directed arcs upon reversal of the orientation of 
every edge of every circuit 
wi 2 YJ -MYi 5 -42 
for all even integers i such that 0 < i < j. From Lemma 1, we see that 
YJ 
FIGURE 2. 
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these reorientations yield the graph Gf’ where f’ is the l-factor such that 
f 0 f’ is the set of reoriented edges. Thus Gf’ has a blocking set and there- 
fore a subdivision of H. 
(ii) Suppose j is odd. By Eq. (11) we have the congruences 
I & n E(Ql(vi , %+J)l + I & n E(Ql(xi+, , ~~-d>l 
3 I S, n E(Qh-, , xi)>1 + I S, n E(Cb , ~+)>l = 1 (18) 
for all i such that 0 < i < j, and also 
I sm n E(Ql(yj , Jc,))l + I & n E(Q& , vj-& 
+ I sm n E(Q~Y~-~, xj))l + I & n Wj(xjy ~~31 = 1 (1% 
and 
I & n .W& , YOU = 0 
from Eq. (17), while from Eq. (16) we have 
(21) 
& 'sm 
j-1 
n E(Q~Y,-~ , x,>>l + c I & n E(Q~x-~+~ , vr-3)l 
T=l 
+ I Sm n E(Qk , Y~-J)I = 1. (22) 
Addition of all these congruences yields the congruence 
4 i I ST, n E(Ql(~T-l , xv>)1 + 2 ‘2 I Sm n E(Q~x~+~ , vT-3>I 
r=2 r=2 
+ 2 2 I S, f-7 E!W, , YJ)I + 2 I Sm n E(Qd% 5 ~~-3>l 
r=1 
+ 2 I Sm n E(Q,(Y, , x3)1 + 2 I Sm n W&(x, , Y& 
+ 2 I Zn * E(Ql(vo 3 x,))l = I- + 2, 
which is impossible since j is odd. 
Case II. Suppose that some directed circuit C contains edges of Rx , 
and that there is a C&arc P containing edges of R, such that the terminus 
of P occurs before the origin x1 of P on the directed arc Q, and the origin 
and terminus of P do not both lie on Q, (0, , x0) and do not both lie 
on Q1(yo , urn>. The hypotheses concerning P show immediately that x,, 
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is not an end vertex of P, for if x0 is the origin of P then both origin and 
terminus of P lie on Qr(o, , x0), while if x0 is the terminus of P then X@ 
has both invalency and outvalency greater than one. Similarly y0 is not 
an end vertex of P. Therefore if y, is the first vertex of P that is contained 
in I/(&), then y1 is an interior vertex of R, . Let D denote the graph 
QI w  R, . Since y0 is not an end vertex of P, there must be a C&arc 
whose origin x2 lies on R,(y, , y,J and whose terminus yZ is either the 
terminus of P or lies on &(x0 , yr). Clearly xZ # y0 , x0 f y, , y2 f x0 , 
ys # yr D If possible, choose x2 and y, so that y, is the terminus of 
otherwise, choose x2 and y, to minimize the length of &(q, , yZ>. In this 
case, there must be a CD-arc whose origin x3 lies on R,( y2 , y,,) and whose 
terminus y3 is either the terminus of P or lies on &(x0, yZ>. From the 
choice of xZ and yZ , x3 must he on R,(y, , yl). Again, clearly x3 f ys ) 
X, # yI , y3 # x0 , ys # yZ . If possible, choose x3 and y3 so that y3 is the 
terminus of P; otherwise choose x3 and y, to minimize the length of 
I&(x0 , ys). In the latter case, repeat the argument inductively. 
finiteness of the graph there must exist an integerj > 1 such that yj is the 
terminus of P. We now consider the various possible subcases. 
A. Suppose that the origin and terminus of P both he on 
or on Q,( y, , zk,). According to the properties hypothesized for P, the 
origin therefore lies on Ql(yO , urn> and the terminus on Q(v, , x0>. Then 
the graph 
is homesmorphic to the graph 
Q, u R, v  Pm u wi , Yi) 
i=a 
considered in Case I, and the conclusion reached in Case I when j is even 
therefore holds here, In the case where j is odd, congruences corresponding 
to (18)-(22) can be developed, except that in (21) and (22) the 0 and 1 
in the right-hand side are replaced by 1 and 0 respectively in the new 
congruences. Therefore addition of these congruences yields the same 
conclusion as in Case I. 
B. Suppose that the origin and terminus of P both lie in R, e If j is 
even, then upon reversal of the orientations of the edges of the circuit 
Qdum , GJ p&, , GJ, the graph 
sSzb/rS/p z 
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becomes homeomorphic to the graph 
Q, u R, u Pm u lj G(xi 3 YZ) 
i=l 
considered in case I and the conclusion of Case I holds. Suppose therefore 
that j is odd. By Eq. (11) we have 
I Sm n E(Q,(yi , xi+dl + I Sm n E(Q&i+, , yi-,))I 
+ I & n J%Q~(Y~-~, xi))1 + I & n W% , yd>l = 1 
for all i such that 1 < i < j, and also 
I sm n J%(Y~ y d)l + i I sm n E(Q,(Y,-, , ~,))l ?"=2 
From Eq. (16) we have 
I Sm n E(Q1(xo, vd)l + I sm n E(Ql(yjT &)I + I sm n E(Ql(xlp uo)>l = 1, 
and from Eq. (17) 
+ C I sm n E(Q~x~+~ , Y~-J>I = 0. 
r=1 
Furthermore, we have 
I sm n .E(Qd% , YJ>I + I sm n E(Q& , ~dl 
f I S, n -~SQ,(J+-~ , d>l + I & n -W(xi , uJ)l = 0, 
for otherwise, if we set 
Qs* = Q&m 5 4 Qdxo 3xs> Ch 7 YJ QI(Y~ 3 1, 
then either Eq. (14) holds for Q,* and Eq. (15) holds for Qz*, or vice versa. 
In either case the maximality of 
I ~%Qd~m >x,Nl + I NQdvo 9 GJ>I 
(0, I)-MATRICES 
is contradicted, because the corresponding sum for 
since yO cannot be an end vertex of P. By similar reasoning we have 
Addition of all these congruences yields the congruence 
4 i 1 &,a n E(Q,(y,-, , xr))l + 2 $2 I Sm n E(Q&r+l , yr-d)i 
?=2 +-=I. 
+ 2 i I & n W?X,~ YJ)I + 2 I & n W2&, Y.+NI 
r=l 
+ 2 I & n EC&,(x, 3 YJ>I + 2 I Xn n EC 
+ 2 I Sn n E(Q,(x, 2 Y& = A 
which is impossible since j is odd. 
C. Suppose that the origin of P lies on the arc Qx(xO , yJ and 
terminus on the arc QI(vm , x,-J. We consider two subcases. 
(i) Suppose j is odd. Then the set (see Fig. 3) 
~Q;“<Y, i zlm> -C&r~ 2 ~1 Q;‘@m > YJ Qi-l(yo 3 x,>, CC& 3 YZI QL1(y, 2 XJ 
C(x, 2 ~4) Q?(Y~ 2 XJ -** Ch-l, UC3, Q;k , ~11, C(xi 3 YA 
QS(Y+I 2 x.2, Qz<x~ 7 Y~-z) WYH , x4 Qdxi-z 3 YM) 
c-y yj-* ) xj-4) *** Qzb, > ~3, Q;l(xo 2 VA Iz~@i 7 YG3, 
C-‘(~1 > x3 Q;‘(x, 3 x0)1 
becomes a blocking set of directed arcs upon reversal of the o~ie~tat~~~ 
of every edge of the directed circuit 
and of the directed circuits 
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FIGURE 3. 
for every odd r such that 1 < r < j. As we saw in case I(i) there must 
therefore exist a l-factor f ’ of G such that G-f’ contains a subdivision of H. 
(ii) Suppose j is even. By Eq. (11) we have 
for every i such that 1 < i < j, and also 
and 
+ I S, n E(Q,(JG-~ , xd)l + I & n -W% , ~d>l = 1. 
From Eq. (16) we have 
and from Eq. (17) 
(0, ~)-MATRICES 
Furthermore 
because otherwise if we set 
then the sum 
I E(Qdvm 9 xo>>l A- I E(Q,(Yo > um>>i 
isiless than the corresponding sum for Q,* and Q2*. Addition of all these 
congruences yields 
+ 2 I 3, n E(Q~Y~, 4 + 2 I & * E(Qd%, xl))1 
i- 2 I S, n E(Qdxl , Y~)>I = j + 1, 
which is impossible sincej is even. 
D. Suppose that the origin of P lies on the arc Qr(yo, u?,) and the 
terminus on the arc Ql(xO , J+,). Then the graph 
is homeomorphic to the directional dual of the corresponding graph 
considered in case C. The argument in this case is therefore similar to that 
given in case C. 
According to our hypotheses concerning the origin an 
these are the only possible cases. The proof of the theorem is therefore 
complete. 
CQROLLARY 1. A bigartite graph G is non-Pfafian if and only if G 
contains an even subdivision J of K3,3 such that G - V(J) has a l-factor. 
Proo$ Suppose first that G contains the subdivision d describied 
above. Clearly J has a l-factor J: If g is a I-factor of G - V(J), then 
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f u g is a l-factor of G. Let Iz = f u g. Then it is easily seen that J corre- 
sponds to a subdivision of H in Gh. Therefore G is non-Pfaffian by 
Theorem 1. 
Suppose now that G is non-Pfaffian. Therefore for some l-factor f of G, 
Gf contains a subdivision I of H. Since any subdivision of H has no sources 
or sinks, it follows from the definition of Gf that some subset off is a 
l-factor of 1. Hence Gf - V(1) has a l-factor. Furthermore, since the 
vertices of Gf with invalency greater than one and the vertices with 
outvalency greater than one belong to opposite elements of the bipartition 
of H, it follows that I is an even subdivision of KS,3 . If J is the subgraph 
of G corresponding to I, then Jis an even subdivision of K3,3 and G - V(J) 
has a l-factor. 
We proceed to translate this result into terms of matrices, determinants 
and permanents, and thus derive a characterization of convertible matrices. 
We need some further definitions. In the following, all matrices considered 
are (0, 1)-matrices. 
If X = (xij) is an n x y1 matrix, then an n x YE matrix Y = (yij) is said 
to be a submatrix of X if xij = 1 whenever yij = 1. Clearly the graph of 
Y is isomorphic to a subgraph of the graph of X. 
Let X = (xij) be an n x 72 matrix such that IZ > 2 and, for some 
appropriate integer il , xiii = 0 for all j except for exactly two distinct 
values, j, and j, . Furthermore, let xrj, = 0 for all i except for exactly 
two distinct values, il and iZ , and let +, = 0. Now let us obtain an 
(72 - 1) x (n - 1) matrix by adding (modulo 2) row i2 and row il , 
replacing row il by this sum, and then deleting row iz and column j, . 
This operation will be called reduction. A matrix Y is said to be reducible 
from a matrix X if it can be obtained from X by a sequence of reductions. 
It is easily seen that the graph of X is isomorphic to an even subdivision 
of the graph of Y. 
If X is a matrix, then an interchange is defined as the process of inter- 
changing two rows or two columns of X. An y1 x n matrix Y is said to be 
isomorphic to an n x n matrix Xif Y can be obtained from X by a sequence 
of interchanges. Clearly the graph of Y is isomorphic to the graph of X. 
With these definitions we can now use the corollary to Theorem 1 to 
characterize convertible matrices. Thus an y1 x 72 matrix M is convertible 
if and only if it is not isomorphic to some matrix M’ having a submatrix 
of the form 
where m is a nonnegative integer such that m < n - 3, I, is the m x m 
identity matrix &), X denotes an arbitrary m x (n - m) matrix, Y 
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denotes an arbitrary (n - m) x m matrix, and B is an (n - m) x (n - m) 
matrix from which the matrix 
is reducible. 
We conclude with another form of Theorem 1. This statement of the 
theorem is probably the simplest conceptually. 
THEOREM 2. A bipartite graph C is Pfafian if and only IYY G does not 
contain an even subdivision J of K2,3 such that all fhree circuits of J are 
alfernafivzg circuits of G. 
Fro05 Suppose first that the subgraph J described above exists. Then 
an orientation can be chosen for G such that for some set (u, ~1, w, u’, v’> 
of five distinct vertices there exist directed arcs PI(u, u’), Pz(u’, v), F,(w, u’), 
P4(v’, u), P5(v, v’), P,@, w), where PI, Pz , P, , P4, F, , P, are each of 
even length and no two of them have interior vertices in common. Define 
the circuits 
Thus by hypothesis C, , C, , C3 are ahernating circuits of G, and since 
PI , P, ) P3, P4, P5, P6 are each of even length, we see that C, , Cz , 
and C, are clockwise even. Since every edge of G is in an even number sf 
Cl , C2, C, , it is impossible to choose edges in such a. way that reversal 
of the orientation of the chosen edges makes C, ) C, , and C3 each clockwise 
odd. Therefore, for any orientation of G, there exists a clockwise even 
circuit C, in (C, , C, , C,). Then the two l-factors whose symmetric 
difference is E(CJ have opposite signs under the given orientation of G. 
Thus it is impossible to orient G in such a way that all the I-factors of G 
have the same sign. In other words, G is non-Pfaffian. 
Now suppose that G is non-Pfaffian. Then by corollary 1, G contains an 
even subdivision J of H such that G - V(.7) has a I-factor. Thus C contains 
vertices U, v, w, u’, v’, w’ and arcs PI[u, w’], Pz[ut v’j, P3[u, w’], F4[v, u’], 
FJv, v’], P,[v, w’], P,[w, u’], P8[w, v’], P,[w, w’], where, for all i, p&, y] 
denotes an arc of even length joining vertex x to vertex y, and Pi has no 
interior vertices in common with Pj for any j # i. J is the graph 
Fl u P, u P, u P, u P, u P, u P, Y F, w  
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Letfbe a l-factor of G - V(J). Define 
c, = PI u Pz u P, v P4 ) 
c, = P5 u P4 u P, v P, ) 
c, = PI u P, v P, u P, . 
Since J is an even subdivision of H, J - V(C,) clearly has a l-factor; 
call it fi . Thereforef~f, is a l-factor of G - V(C,>, and hence C, is an 
alternating circuit of G. Similarly C, and C, are alternating circuits. 
Furthermore, the graph C, u C, u C, is the required subdivision of &&. 
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