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Abstract 
Information processing in the brain results from the spread and interaction of electrical and chemical signals within and among
neurons. The equations that describe brain dynamics generally do not have analytical solutions. The recent expansion in the use
of simulation tools in the field of neuroscience has been encouraged by the rapid growth of quantitative observations that both
stimulate and constrain the formulation of new hypotheses of neuronal function.  
The purpose of this research is to study, simulate and analyze the influence of Ca concentration on the Na channel. Ca deviation
from its normal levels show major clinical problems resulting from the decreased (increased) excitability of neurons as fatigue,
depression, confusion, cardiac arrhythmias etc. become evident.  
We simulate the sensitivity of the Na channel to the concentration of Ca and its "stabilizing" effect on nerve and muscle 
excitability. Our research is based on Hodgkin and Huxley research, Moore-Cox model of the Na channel as well as NEURON 
simulation environment. The latter is a powerful and flexible tool for implementing biologically realistic models of electrical and 
chemical signalling in neurons while adding the necessary expansion and modifications required by the stated goals. 
© 2011 Published by Elsevier B.V. 
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Introduction 
Information processing in the brain results from the spread and interaction of electrical and chemical signals 
within and among neurons. The equations that describe brain dynamics generally do not have analytical solutions. 
The recent expansion in the use of simulation tools in the field of neuroscience has been encouraged by the rapid 
growth of quantitative observations that both stimulate and constrain the formulation of new hypotheses of neuronal 
function. The use of spiking neuron models, rather than the traditional rate-based models is largely motivated by the 
growing inspiration from experimental neuroscience and the design of new neural models aimed to use the 
knowledge gained from simulations and theoretical analysis of the models in order to better understand the brain 
dynamics. 
A spiking neuron as a simplified model of the biological neuron is more realistic than computational units of 
artificial neural network models (Gerstner, 2001). One reason for this is that in a network of spiking neurons the 
input, output and internal representation of information, which is the relative timing of individual spikes, is more 
closely related to that of a biological network as this representation allows for time to be used as a computational 
resource. Brain computations are primarily carried out by spiking neurons which fire at a certain time by sending an 
electric pulse (spike) through their axons and dendrites (Maas, 1998). The input to the neuron determines the time of 
a neuron firing, although the size and shape of the spike are independent from the neuron input.  Because spiking 
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neural networks are capable of using time as a resource for coding and computations in a very sophisticated way, 
they are much better suited for applications where the timing of input signals carries important information.  
The responses of a neuron to a given stimulus mostly depend on the cell’s mean depolarization level. A time-
dependent stimulus may therefore either 1) elicit no spikes at all, 2) generate occasional spikes triggered by transient 
stimulus elevations, or 3) generate a continuous stream of spikes (Schreiber et al., 2009).
It is known that some major clinical problems can result when serum [Ca] deviates from its normal levels. If Ca
levels in the serum are too high (hypercalcemia), a patient typically has symptoms resulting from the decreased 
excitability of neurons: fatigue, depression, confusion, and cardiac arrhythmias. The symptoms of too low Ca levels 
(hypocalcemia) are increased excitability: cardiac arrhythmias, cramps, tingling in the extremities, interruption of 
breathing etc. 
A Formal Model for Computation in Spiking Neurons Network 
Neurons are highly specialized for generating electrical signals in response to chemical and other inputs, and 
transmitting them to other cells. A typical biological neuron consists of the following components (Gerstner and 
Kistler, 2002): Dendrites: input device; Axon: output device; Soma: central processing unit receives input trough its 
dendrites and produces spikes as an output through its axon to other neurons. It performs an important non-linear 
processing step: if the total input exceeds a certain threshold, then an output signal, the action potential, is generated; 
Synapse: coupling between two neurons via dendrites and axons. Synapses can be electrical or chemical. Electrical 
synapses are direct electrical connections between neurons that allow charge to flow directly. They can be 
bidirectional or unidirectional and they are not very common in the vertebrate nervous system. The vast majority of 
synapses in the vertebrate nervous system are chemical synapses which are specialized for the released and 
reception of neurotransmitters. In chemical synapses there is a clear distinction between the presynaptic and 
postsynaptic terminals of the neuron (Silberberg et al., 2005). Synapses that allow through ions that tend to 
depolarise the membrane are known as excitatory synapses as extensive depolarisation leads to propagation of nerve 
impulses. Synapses that allow through ions that cause hyperpolarisation are called inhibitory synapses.  
As soon as neurotransmitter is released into the synaptic cleft and crosses it and binds to the specialized receptors in 
the postsynaptic cell membrane. It opens (either directly or via a biochemical signalling chain) specific channels so 
that ions from the extra-cellular fluid flow into the cell, which results in postsynaptic membrane permeability 
changes, causing an excitatory or inhibitory effect (Schreiber et al., 2009). Neurotransmitter receptors mediate 
changes in membrane potential according to: a) the amount of neurotransmitter released; b) the amount of time the 
neurotransmitter is bound to receptors. Thus, the chemical signals are translated into an electrical response, which 
are called the postsynaptic potentials. The two types of postsynaptic potentials are: EPSP – excitatory postsynaptic 
potentials and IPSP – inhibitory postsynaptic potentials. 
Figure 1 Action potential 
Neurotransmitter binding to a receptor at inhibitory synapses causes the membrane to become more permeable to 
potassium and chloride ions. It leaves the charge on the inner surface negative and reduces the postsynaptic neuron’s 
ability to produce an action potential. EPSPs are graded potentials that can initiate an action potential in an axon 
which use only chemically gated channels but a single EPSP cannot induce an action potential by itself as an action 
potential can not exceed the threshold (-50 mV). EPSPs must summate temporally or spatially to induce an action 
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potential. The summation can be temporal summation (presynaptic neurons transmit impulses in rapid-fire order) or 
spatial summation (postsynaptic neuron is stimulated by a large number of terminals at the same time). IPSPs can 
also summate with EPSPs, cancelling each other out. When excitatory neurotransmitter bind to its receptor on post-
synaptic membrane it causes partial depolarization by opening Na+ channels and allowing Na+ to enter the cell 
very rapidly. If membrane potential raises enough to threshold level, action potential will develop and excite the 
neuron (Chen et al., 2006). Neurotransmitter binding to a receptor at inhibitory synapses leaves the charge on the 
inner surface more negative (flow of K+ out of the cytosol makes the interior more negative relative to the exterior 
of the membrane and reduces the postsynaptic neuron’s ability to produce an action potential). Thus IPSPs increase 
negative charge on membrane causing hyperpolarization.  
The effects of an action potential arriving at a presynaptic terminal are transferred to the   postsynaptic neuron 
through a chemically mediated process. If no input (spike) is given to the neuron, the neuron stays rest potential: a 
constant membrane potential. The electrical relevant signal for the nervous system is the potential difference across 
the soma membrane. Under resting conditions the potential inside the cell membrane is about -70mV. If some input 
was given, the potential changes immediately and then loses its strength gradually to its resting state.  Given that 
most neurons receive inputs from both excitatory and inhibitory synapses, it is important to understand more 
precisely the mechanisms that determine whether a particular synapse excites or inhibits its postsynaptic partner 
(Fig.1). Currents for excitatory (encouraging the neuron to spike) and inhibitory (discouraging the neuron to spike) 
synaptic actions are generated in the postsynaptic neuron via changes in membrane conductance. The biophysical 
processes involved in several aspects of synaptic transmission are not yet completely understood, and the 
phenomenon continues to inspire intense research (Chen et al., 2006).  
To maintain such a potential difference a current has to flow. This is the activity of the ion pumps located in the 
cell membrane which transport ions to maintain ionic concentration gradients require energy to carry ions across a 
membrane up a concentration gradient (they generate a potential). Predominantly sodium, potassium, calcium and 
chloride are the ionic species involved. For example the Na+ concentration is higher outside than inside a neuron 
while, on the contrary, K+ is more concentrated inside the cell than in the extracellular medium. Ions flow according 
to their concentration gradient through a variety of ions channels which open and close in response to voltage 
changes as well as to internal or external signals (Hille, 2001). Ions channels allow ions to flow across a membrane 
down a concentration gradient (they dissipate a potential). A cell is said to be electrically polarized when it has a 
non-zero membrane potential. Dissipation (partial or total) of the membrane potential is referred to as a 
depolarization, while restoration of the resting potential is termed repolarization. Ion channels can switch between 
open and closed states. If an ion channel can switch its state due to changes in membrane potential, it is said to be 
voltage-sensitive. A membrane containing voltage-sensitive ion channels and/or ion pumps is said to be an excitable 
membrane. The depolarization caused by opening of voltage-sensitive sodium channels allows sodium ions to flow 
into the cell. The sodium channels only open in response to a partial depolarization, such that a threshold voltage is 
exceeded. As sodium floods in, the membrane potential reverses, such that the interior is now positive relative to the 
outside. This positive potential causes voltage-sensitive potassium channels to open, allowing K+ ions to flow out 
what cause the potential to become more negative than the resting potential. The fall in potential triggers the sodium 
channels to close, setting the stage for restoration of the resting potential by sodium pumps. 
Neurons process sequential signals from a synapse and integrate numerous signals from hundreds of synapses. 
Therefore if too many input spikes arrive during a short interval, the above linearity breaks, what drives membrane 
potential towards thresholds (Somogyi, 2005). After the pulse, the membrane potential does not directly return to the 
resting potential, but passes through a phase of hyper-polarization below the resting value. This hyper-polarization is 
known as `spike-after-potential'. In fact, the only factor that distinguishes postsynaptic excitation from inhibition is 
the reversal potential of the PSP in relation to the threshold voltage for generating action potentials in the 
postsynaptic cell (Stuart and Palmer, 2006). 
The Hodgkin-Huxley Model 
The Hodgkin-Huxley (HH) model captures the basic mechanism of generating action potentials in the giant squid 
axon. This mechanism is essentially preserved in higher organisms. Hodgkin-Huxley model is described by the 
following equation: 
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where C  is the membrane capacitance, ¦
k
mkk VEg )-( is the sum of all participating ionic currents that pass 
through the cell membrane (sodium ions NaI , potassium ions KI  and a leakage current lI  mainly due to chloride 
ions) and )(tI is the applied current. Subscripts Na, K and L used to denote specific currents or conductances. Each 
individual ionic component kI  has an associated conductance value kg and an reversal (equilibrium) potential kE .
The latter represents the potential for which the net ionic current passing through the membrane is zero. Each 
member )( mii VEg  describes the ionic current resulting from the potential difference )( mi VE  which is also 
known as driving force on particular channels. The conductance lg is constant and aNg and Kg are time and voltage 
dependent.  
Therefore the squid giant axon Hodgkin-Huxley mathematical model includes the following three types of 
currents: sodium current NaI , potassium current KI and leakage current lI , i.e. 
lKNaion IIII    (3) 
or
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where ionI is the sum of all participating ionic currents that pass through the cell membrane. The central concept of 
Hodgkin-Huxley model introduces three state variables that describe the behaviour of Nag  and Kg  and control the 
opening and closing of ion channels ( m  controls Na channel opening, h  controls Na channel closing, n controls K 
channel opening) is represented by 
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where 1hn,m,0 dd . The empirical differential equations modelling the behaviour of gates Nag  and Kg  are
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where Ȟ  is the voltage across the membrane at a given time. 
Simulations and Discussions 
In our research we use the NEURON simulation environment as it is capable of efficient discrete event 
simulations of networks of spiking neurons, as well as hybrid simulations of nets whose elements include both 
artificial neurons and neuron models with membrane currents governed by voltage-gated ionic conductances. 
NEURON has special features that accommodate the complex geometry and nonlinearities of biologically realistic 
models, without interfering with its ability to handle more specific models that involve a high degree of abstraction 
and we further extended its functionality in order to complete our goals (www.neuron.yale.edu/neuron). 
The goal of the experiments is to simulate the Na channel sensibility to the concentration of Ca in the serum or 
bathing medium. The medical researcher’s observations showed that raising the amount Ca in the extracellular fluid 
[Ca]0 has a stabilizing effect on nerve and muscle excitability. Lowering the [Ca]0 has the opposite effect, making 
the nerve and muscle hyperexcitable. In both cases the Na channel experiences a direct action of Ca. We use the HH 
model as well as the Moore-Cox (MC) model of the Na channel. The latter incorporates Ca acting directly on one of 
the closed states of the channel. It closely matches the original HH model for voltage clamp experiments but it 
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generates an action potential without a bump during the declining phase. The possibility of model and parameter 
changes is shown in Fig. 2.  
Our studies include the following two groups of simulations: 1. Effect of [Ca]o on membrane excitability. The 
goal is to compare action potentials generated by HH and MC Na channels at different concentration of serum. 2. 
Finding the thresholds in the case of neuron spontaneous firing.  
The experimental results showed that when [Ca]o is at its normal value of 2 mM the equations of MC Na
channels simulate action potentials that closely match those simulated by the HH equations. The minor difference 
between the two action potentials and their underlying currents is the one proved by medical researchers: the MC 
action potential falls off relatively smoothly while the HH action potential displays a referred to “gratuitous bump". 
Fig. 3 shows the “Voltage vs. Time” and “Na Current vs. Time” graphs for MC Na channels. The shape of the 
action potential calculated with the MC equations is actually closer to the action potential observed experimentally. 
Fig. 2. Parameters set up for HH and MC Na channels 
The shape of the action potential calculated with the MC equations is actually closer to the action potential 
observed experimentally. The HH equations give rise to this deviation in the falling phase known as bump. 
Fig. 3. “Voltage vs. Time” and “Na Current vs. Time” graphs for MC Na channels 
In order to mimic to mimic hypercalcemia we increase the [Ca]o to 3 mM (Fig. 4). The simulations prove that 
this causes symptoms indicative of decreased cells excitability.
Fig. 4. Increasing the [Ca]o to 3 mM mimics hypercalcemia 
We mimic hypocalcemia  by decreasing the [Ca]o to 1 mM. Fig. 5 demonstrates that lowering [Ca]o leads to 
symptoms of increased excitability of cells.  
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Fig. 5. Decreasing the serum concentration leads to increased cells excitability  
Some neurons—pacemakers, or neurons in an abnormal state—fire spontaneously without a stimulus current 
while most of them require a stimulus current of some type to excite them to generate an action potential. This 
current might be postsynaptic current resulting from the opening of transmitter-gated channels, or current flowing in 
advance of a propagating action potential to bring the next portion of an axon to threshold, or current injected by the 
experimenter through an electrode. In order to simulate the spontaneous firing in 1 mM [Ca]o we increase the total 
time(ms) to 50 ms or more – Fig. 6. 
Fig. 6. Simulation of spontaneous neuron firing in 1 mM [Ca]o 
The current required to trigger an HH action potential had a precise value. Our experiments proved that Ca
binding to the MC Na channel influence the value of the threshold current. We found that critical current threshold 
are between 2.486 and 2.5 nA because currents of 2.5 and 2.6 nA evoke action potentials while 2.4 and 2.486 nA are 
subthreshold. Take into account that there is a very small difference in the value of the current pulse amplitude that 
separates spikes from null responses in 1 mM [Ca]o. In fact a current of 2.488 nA will exceed threshold while one 
of 2.487 nA will not, a difference of 0.001 nA.  
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