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Abstract. We consider membrane systems with dissolving and thicken-
ing reaction rules. Application of these rules entails a dynamical change
in the structure of a system during its evolution. First we provide a pre-
cise operational model for these dynamic membrane systems in which
also promoter and inhibitor rules may occur. Next we describe a trans-
lation into behaviourally equivalent Petri nets with localities and range
arcs.
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1 Introduction
Membrane systems – also known as P systems – are a prominent computational
model [29–31] that has been inspired by the way living cells are divided by mem-
branes into compartments where biochemical reactions may take place. These
reactions transform multisets of objects (molecules) present in the compartments
into new objects, possibly transferring objects to neighbouring compartments.
The behavioural aspects of membrane systems are based on the execution of
reaction or evolution rules defined for each compartment. Many models of mem-
brane systems evolve in a synchronous fashion: within each tick of the global
clock, the current configuration is changed by a maximally concurrent applica-
tion of the reaction rules. In other words, there are no resources within the entire
system allowing an extra application of any rule. Thus one can define computa-
tions (sequences of these synchronised reactions) which can then be interpreted
as specifying a result of the operation of the membrane system. Typically, one
defines a notion of successful (or halting) computation together with the output
produced in such case, yielding notions of functionality and computational power
of the membrane system model [30, 31], including various aspects of complexity.
To complement this functional characterisation of the behaviour of membrane
systems, [24, 22] introduced a translation of classes of membrane systems into
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Petri nets (see, e.g., [13, 33]). In this way, using the notions and tools developed
for Petri nets, one can describe what is actually going on during a computation
of a membrane system. It is worth noting that as far as the reaction rules are
concerned, membrane systems are highly concurrent systems, and one of the core
features of Petri nets is that they support and analyse concurrency in its most
fundamental (or ‘true’) fashion.
From a formal point of view, Petri nets are bipartite directed graphs consist-
ing of two kinds of nodes, called places and transitions. Places indicate the local
availability of resources (represented by so-called tokens) and thus can be used
to represent objects in specific compartments, whereas transitions are actions
which can occur depending on local conditions related to the availability of re-
sources and thus can be used to represent reaction rules associated with specific
compartments. When a transition occurs it consumes resources from its input
places and produces items in its output places, thus mimicking the effect of a
reaction rule. Since multiset calculus is basic for membrane systems as well as
for computing the token distribution in Petri nets [8], some connections between
the two models were already established including interpretations of reaction
rules of membrane systems using Petri net transitions (see, e.g., [12, 32]). In [24]
(see [3] for a recent application), it was demonstrated that a direct structural
relationship between Petri nets and membrane systems can be established at the
system level. A formal translation has been given for the basic class of membrane
systems into a class of Petri nets. In these Petri nets, called Place/Transition
nets with localities (PTL-nets), each transition has a location, similar to the
distribution of the reaction rules over the compartments in a membrane sys-
tem. It has been shown how (sequences of) computation steps of membrane
systems are faithfully reflected in the maximally concurrent step sequence se-
mantics of their corresponding PTL-nets. Note that for maximal concurrency in
a Place/Transition net, localities are not relevant, as the net supports the local
aspects of resources consumed and produced by transitions. Localities are pri-
marily a modelling tool in that co-located transitions correspond to reaction rules
in a single compartment and, e.g., allow to identify the active parts of a system
in the course of a computation. However, transitions with associated localities
can be used to restrict synchronicity to certain locations within a system: within
each clock tick, for each currently active locality, as many transitions belonging
to this locality as possible are executed. Interestingly, the original strict global
synchronicity of membrane systems is not always justifiable from a biological
point of view as already observed in [30], but see also [10, 12, 16]. Thus the PTL-
net model and its locally maximal concurrent step semantics make it possible to
investigate membrane systems working subject to the natural assumption that
synchronicity is restricted to the compartments of the system as delineated by
the membranes.
Membrane systems are a flexible model which supports several interesting
features, relevant from the point of view of biological interpretation. Presum-
ably the first to be considered were inhibitors and promoters of reactions (see [1]
for a recent treatment); their effect can be reflected in PTL-nets extended with
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inhibitor and activator arcs [20, 22], which are well-known extensions of the stan-
dard Petri net model. Also various aspects of dynamicity and mobility can be
added to the basic model (see, for instance [6, 2] A particular aspect of dynam-
icity is due to the presence of thickening and dissolving reaction rules [30]); this
influences the permeability of membranes and the mobility of the molecules and
implies a reconfiguration of the membrane structure. Such dynamic changes are
interesting and relevant, not only from a biological point of view, but also from
a computational view point (see, e.g., the related work on ambients [9]).
We start out by explaining by means of an example how in [24, 25] static
membrane systems are transformed into PTL-nets. This construction was ex-
tended in [22] to membrane systems with promoters and inhibitors along the
lines sketched in [20]. In Section 2, we then give a precise operational description
of membrane structures with thickening and dissolving rules. With this definition
as a basis, we will formalise and prove in Section 4, the correctness of the ideas
first discussed in [20] on how to extend the translation to membrane systems
with thickening and dissolving rules. This shows how also dynamic membrane
systems can be modelled directly and soundly in Petri nets with localities and
supporting activator and inhibitor arcs, now subsumed in the general concept of
range arcs [21].
Notation. A multiset over a (finite, in this paper) set X is a function m : X →
N = {0, 1, 2, . . .}. Multiset m is empty if there are no x such that x ∈ m by which
we mean that x ∈ X and m(x) ≥ 1. The cardinality of m is |m|
df
=
∑
x∈X m(x).
For two multisets m and m′ over X , the sum m+m′ is the multiset given by
the formula (m + m′)(x)
df
= m(x) + m′(x) for all x ∈ X , and if k ∈ N then k ·m
is the multiset given by (k · m)(x)
df
= k ·m(x) for all x ∈ X . We denote m ≤ m′
whenever m(x) ≤ m′(x) for all x ∈ X , and if m′ ≤ m, then the difference m−m′
is (m−m′)(x)
df
= m(x) −m′(x) for all x ∈ X .
A multiset over X may be represented as a string of elements from X ; for
example, zyzz denotes the multiset m such that m(y) = 1, m(z) = 3 and m(x) =
0 for all x ∈ X \ {y, z}. The empty string (multiset) will be denoted by λ.
The set of all (closed) intervals of natural numbers is denoted by INT. For
each int ∈ INT, we write intmin ∈ N and intmax ∈ N ∪ {∞} for its left and
right endpoint, respectively.
A Petri net model for static membrane systems. The introductory example is
based on the membrane structure shown in Figure 1 consisting of four mem-
branes, 1 through 4, arranged in a tree with root 1. It induces four compartments
which we will identify by the names of the enclosing membranes, as shown there
as well.
The compartments are populated with evolution rules of the form r : lhsr →
rhsr, where lhsr is the multiset of objects consumed by the rule r, and rhsr is
the multiset of newly produced objects. All objects in lhsr are consumed from
the compartment where r is placed, but for the produced objects in rhsr there
are two more possibilities: an object a can be sent to the immediately enclosing
4 Jetty Kleijn and Maciej Koutny
1
2
3 4
1 2
3 4
Fig. 1. A membrane structure (left), and the corresponding compartments (right).
compartment, indicated by aout , or it can be sent to one of the immediately
enclosed compartments i, indicated by aini .
Figure 2 gives the evolution rules and the initial distribution of molecules
over the membrane structure shown in Figure 1. The resulting construct is a
basic (static) membrane system. For example, we can observe that executing the
rule r31 : ab → bbout consumes two molecules, a and b, from compartment 3,
and produces two copies of b: one remains in compartment 3, and the other is
sent to its ‘parent’ compartment 2. Similarly, executing r12 : a→ ain2b removes
one molecule a from compartment 1 and replaces it with one molecule b and a
single molecule a is sent to compartment 2.
The way in which resources (molecules) are consumed and produced (i.e.,
basically a multiset rewriting system), resembles the execution of transitions in
Petri nets. This observation led to the behaviour preserving translation in [24,
25] from basic membrane systems to PTL-nets. Figure 2 shows the result of this
translation when applied to our example membrane system. Its main features
are summarised below.
– A place (x, i) is introduced for each molecule x and compartment i.
– A transition tri with locality i is introduced for each rule r associated with
membrane i. If r consumes k copies of molecule a, then we have a k weighted
arc from (a, i) to tri , and similarly for molecules produced by r.
– If, initially, compartment i contained n copies of a, n tokens are inserted
into (a, i).
2 Membrane systems with dynamic structure
We now formalise a class of membrane systems extending the basic model pro-
posed in [29, 31] with promoters and inhibitors as well as membrane thickening
and dissolving.
Definition 1 (membrane structure). A membrane structure µ is a finite
tree with root µroot and nodes given as integers representing membranes. We
write i = parent(j) to indicate that there is an edge between node i (parent) to j
(child) in the tree of µ. A sub-structure µ˜ of µ is any connected subgraph of µ
induced by a subset of the nodes of µ. We often identify µ and µ˜ with their set
of nodes. 3
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1
a b
r11 : b→ a
r12 : a→ ain2 b
r13 : b→ c
2r21 : a→ coutain3 bin4
r22 : b→ ain3 bin4
3
b
r31 :
ab→ bbout
4
1 2
3
4
a:1
b:1
c:1
r13
r11 r12
a:2
b:2
c:2r21
r22
a:3
b:3
c:3
r31
a:4
b:4
c:4
Fig. 2. A basic (static) membrane system and below it its net model. Places (x, i) are
denoted by x:i, and transitions tri by r. The line between b:3 and r31 with arrowheads
at both ends stands for two arcs pointing in opposite directions.
A sub-structure µ˜ of a membrane structure µ is also a membrane structure with
the ‘parenthood’ relationship inherited from µ. In particular, the root of µ˜ is
either the root of µ (if it belongs to µ˜), or a unique node j ∈ µ˜ such that
parent(j) ∈ µ \ µ˜. We will denote by µ˜border the set of all children of nodes of µ˜
which lie outside µ˜, i.e., µ˜border
df
= {j ∈ µ \ µ˜ | parent(j) ∈ µ˜}. Figure 1 shows a
membrane structure µ with µroot = 1. The sub-structure µ˜ induced by 2 and 3
satisfies µ˜root = 2 and µ˜border = {4}.
To model the dynamic changes a membrane structure can go through, we
assign to each membrane its status — a symbol in the set Σ = {τ, δ, ν} —
indicating whether the membrane is currently thick (τ), dissolved (δ) or just
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normal (ν). Status symbols will be used in evolution rules to indicate their
impact on the status of membranes.
Definition 2 (evolution rule). Let V be a finite alphabet consisting of names
of objects. An evolution rule r for a membrane i is a rewriting rule
lhsr → rhsr|σ
r
pror , inhr
where: lhsr and rhsr are non-empty multisets respectively over V and over
V ∪ {aout | a ∈ V } ∪ {ainj | a ∈ V and i = parent(j)}
specifying the left and right hand side of the rule; pror and inhr are multisets
over V specifying respectively the promoters and inhibitors of r; and σr ∈ Σ
gives the status of r. If an object a occurs both in pror and inhr, then pror(a) <
inhr(a). 3
Intuitively, only the evolution rules of thick and normal membranes are available
for execution. If they are executed, evolution rules with status symbol δ make
their membrane dissolve and evolution rules with status symbol τ make them
thick. Rules with status symbol ν do not affect the status of the membrane when
they are executed. The intuition behind the multisets pror and inhr is that they
test respectively for the presence and absence of resources inside a compartment
without consuming these resources. (As a consequence, any number of rules can
test for the presence of a single object at the same time.) If pror or inhr are
empty, they can be omitted; similarly, we can omit the ‘normal’ status symbol
ν. For example, aa→ bc is the same as aa→ bc|νλ , λ.
Definition 3 (dynamic membrane system). A dynamic membrane system
is a tuple
Π
df
= (V, µ, σ0,w0,R)
where: (i) V is an alphabet; (ii) µ is a membrane structure; (iii) σ0 is a mapping
from µ to Σ which returns ν for each membrane of µ; (iv) w0 is a mapping from
µ to finite multisets of objects; and (v) R is a mapping for µ such that each
R(i) is a finite set of evolution rules for i. We assume that if r ∈ R(µroot)
then σr = ν and no symbol aout is used in rhs
r. Moreover, if r, r′ ∈ R(i) and
{σr, σr
′
} = {τ, δ} then inhr(a) ≤ pror
′
(a), for some a ∈ inhr, or inhr
′
(a) ≤
pror(a), for some a ∈ inhr
′
. 3
Figure 3 shows a modification of the basic membrane system from Figure 2: r13
has both an inhibitor and a promoter multiset, r22 thickens the immediately
enclosing membrane 2, and r31 dissolves membrane 3.
The two assumptions made about the rules associated with the root mem-
brane mean that we do not send objects to the external environment (we can
always simulate this by adding a new root membrane) and never let the root
membrane dissolve or thicken. The last condition is rather subtle and its role is
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1 :ν
a b
r11 : b→ a
r12 : a→ ain2 b
r13 : b→ c|c , cc
2 :νr21 : a→ coutain3 bin4
r22 : b→ ain3 bin4 |τ
3 :ν
b
r31 :
ab → bbout |δ
4 :ν
Fig. 3. A dynamic membrane system.
to prevent a simultaneous execution inside the same compartment of two evolu-
tion rules, one thickening and the other dissolving the enclosing membrane. We
will return to this issue in the concluding section.
In the rest of this section Π = (V, µ, σ0,w0,R) is a fixed dynamic membrane
system. Its behaviour is defined by stating when and how Π evolves from one
configuration (a global state or snapshot) to another configuration.
Definition 4 (configuration). A configuration of Π is C
df
= (σ,w) where σ is
a mapping from µ to Σ such that σ(µroot ) = ν, and w is a mapping from µ
to finite multisets of objects such that w(i) = λ for every dissolved membrane i
(i.e., σ(i) = δ). We call C0
df
= (σ0,w0) the initial configuration of Π. 3
The way we represent configurations is shown in Figure 4 where we indicate next
to each membrane i its status σ(i) and the multiset of associated objects w(i).
To account for already dissolved membranes, for each non-dissolved mem-
brane i ∈ σ−1({τ, ν}), we identify compartments which are currently directly
encompassed by i. Clearly such membranes form a connected subgraph of µ
and so we can use the notion of a sub-structure. Formally, we denote by µiσ
the sub-structure comprising i and all the nodes j which are direct or indirect
descendants of i such that each node on the path from i to j excluding i (but
including j) has the status δ. Note that µi
σ0
= {i}, for all i ∈ µ and if (σ,w) is a
configuration and i is a non-dissolved membrane, then w(i) is the multiset of all
objects in µiσ, the compartment currently enclosed by i. For the configuration
C3 in Figure 4, we have µ1
σ3
= {1}, µ2
σ3
= {2, 3}, µ4
σ3
= {4}, w3(1) = bbc and
w3(3) = λ.
The behaviour of Π is given through the execution of vectors of evolution
rules.
Definition 5 (vector multi-rule). A vector multi-rule r is a mapping with
domain µ such that each r(i) is a multiset over the set of rules R(i). 3
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Moreover, for each vector multi-rule r and for each i ∈ µ and a ∈ V , we denote
by pror,i(a)
df
= maxr∈r(i) pro
r(a), the number of a’s needed as promoter for
executing the rules in r(i); and lhsr,i
df
=
∑
r∈R(i)
r(i)(r) · lhsr and rhsr,i
df
=
∑
r∈R(i)
r(i)(r) ·
rhsr, are the multisets of objects forming the total input and output, respectively,
of r(i).
The operational semantics of a membrane system may vary, depending on the
balance between synchrony and asynchrony. Below we consider four alternatives:
free parallelism [28], the least restrictive mode and viz. maximal parallelism,
locally maximal parallelism [24, 25], andminimal parallelism [15] as special cases.
Definition 6 (enabled multi-rule). A vector multi-rule r is free-enabled at
a configuration C = (σ,w) if, for each membrane i of µ, the following hold:
1. If σ(i) = δ, then r(i) = λ.
2. If σ(i) = τ , then no symbol aout occurs in rhs
r,i and no symbol aini in
rhsr,parent(i).
3. If i is non-dissolved (σ(i) ∈ {ν, τ}), then lhsr,i ≤ w(i) ≥ pror,i and w(i)(a) <
inhr(a), for every evolution rule r ∈ r(i) and object a ∈ inhr.
A free-enabled r is: min-enabled if
∑
i∈µ |r(i)| = 1; max-enabled if there is no
membrane i ∈ µ and rule r in R(i) such that r′ is free-enabled at C, where r′ is
obtained from r by adding r to r(i); and lmax-enabled if there is no membrane
i ∈ µ and rule r in R(i) such that r(i) 6= λ and r′ is free-enabled at C, where r′
is obtained from r by adding r to r(i). 3
By condition 3 above, free-enabled vector multi-rules can be executed when
enough input and promoter objects are available in each (current) compartment.
There should however not be so many objects that the inhibitor constraints are
activated. Evolution rules in dissolved membranes are completely turned off (by
condition 1), and any rule attempting to move objects through a thick membrane
is disallowed (by condition 2). An attempt to move objects down through a
dissolved membrane is not disallowed; in such a case the moved object simply
remains in the same compartment.
As demonstrated by the next proposition, the above restrictions prevent the
simultaneous execution of rules dissolving and thickening the same membrane.
Proposition 1. If a vector multi-rule r is free-enabled at configuration (σ,w),
then {τ, δ} 6⊆ {σr | r ∈ r(i)} for all i.
Proof. Suppose that r, r′ ∈ r(i) are such that {σr, σr
′
} = {τ, δ}. Then, by
Definition 3(3) and without loss of generality, there is a ∈ inhr such that
inhr(a) ≤ pror
′
(a). On the other hand, by Definition 6, we have w(i) ≥ pror,i
and w(i)(a) < inhr(a). Since pror
′
≤ pror,i, we obtain pror
′
(a) ≤ pror,i(a) ≤
w(i)(a) < inhr(a), contradicting inhr(a) ≤ pror
′
(a). ⊓⊔
A min-enabled r consists of exactly one instance of one evolution rule, and
a max-enabled r cannot be further extended without violating the conditions
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of the free-enabledness. Being an lmax-enabled vector multi-rule means that no
evolution rule can be added to any of the membranes for which at least one rule
appears in the vector multi-rule. It is crucial to note that in such a case some of
the r(i)’s corresponding to non-dissolved membranes may be empty even though
it would be possible to add some of their rules.
Definition 7 (evolving configuration). Let m ∈ {free,min,max, lmax} be
a mode of execution. If a vector multi-rule r is m-enabled at a configuration
C = (σ,w), then C can m-evolve to C′ = (σ′,w′) consisting of two mappings
with the domain µ such that for every i ∈ µ:
σ′(i)
df
=

τ if σr = τ for some r ∈ r(i)
δ if σr = δ for some r ∈ r(i)
σ(i) if σr = ν for all r ∈ r(i) ,
whereas w′(i)
df
= λ if σ′(i) = δ and otherwise:
w′(i)(a)
df
=
∑
j∈µi
σ′
(
w(j)(a) − lhsr(j)(a)+
rhsr(j)(a) + rhsr(parent(j))(ainj ) +
∑
parent(l)=j
rhsr(l)(aout)
)
.
We denote this by C
r
=⇒m C′ or C =⇒m C′. 3
Due to Proposition 1, the mapping σ′ above is well-defined. Moreover, it
follows from Definitions 3 and 7 that σ′(µroot ) = ν. Hence we have
Proposition 2. If C is a configuration and C =⇒m C′ then C′ is also a config-
uration.
Definition 8 (computation). A m-computation of Π is a finite or infinite
sequence of m-evolutions starting from the initial configuration, and every con-
figuration appearing in such a sequence is called m-reachable. 3
Note that the evolution of C is non-deterministic in the sense that there may be
different vector multi-rules applicable to C, as described above. Figure 4 shows
an lmax-computation for the dynamic membrane system in Figure 3.
3 Petri nets with localities and range arcs
We now introduce the class of Petri nets to be used in the translation.
Definition 9 (Petri net). A PT-net with localities and range arcs (or PTRL-
net) is a tuple N
df
= (P, T,W,R,L,M0) such that: (i) P and T are finite disjoint
sets of, respectively, places and transitions; (ii) W : (T × P ) ∪ (P × T ) → N
is the weight function defining the ordinary arcs; (iii) R : P × T → INT is a
mapping defining the range arcs; (iv) L : T → N is a locality mapping; and (v)
M0 : P → N is the initial marking. 3
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C
0
1ν ab
2ν λ
3ν b 4ν λ
〈r11r12,λ ,λ ,λ 〉
========⇒ lmax
C
1
1ν ab
2ν a
3ν b 4ν λ
〈r11r12,r21,λ ,λ 〉
========⇒ lmax
C
2
1ν abc
2ν a
3ν ab 4ν b
〈r12r13,λ ,r31,λ 〉
========⇒ lmax
C
3
1ν bcc
2ν aabb
3δ λ 4ν b
〈r11,λ ,λ ,λ 〉
========⇒ lmax
C
4
1ν acc
2ν aabb
3δ λ 4ν b
〈λ ,r21r21,λ ,λ 〉
========⇒ lmax
C
5
1ν acccc
2ν aabb
3δ λ 4ν bbb
〈λ ,r22r22,λ ,λ 〉
========⇒ lmax
C
6
1ν acccc
2τ aaaa
3δ λ 4ν bbbbb
Fig. 4. An lmax-evolution of a dynamic membrane system, where Cl = (σl,wl) for
l = 0, . . . , 6.
In diagrams, places are drawn as circles, and transitions as boxes. Boxes rep-
resenting transitions with the same locality are displayed on a similarly shaded
background (see Figure 2). If W (x, y) ≥ 1 for some (x, y) ∈ (T × P ) ∪ (P × T ),
then (x, y) is an arc leading from x to y. It is annotated with its weight W (x, y)
if that is greater than one. A range arc R(p, t) = [k,m] from p to t is drawn
with a small grey circle as arrowhead and annotated with the pair (k,m) unless
R(p, t) = [0,∞]. In the latter case the range arc has no impact on the behaviour
and is not drawn at all.
To describe the dynamics of PTRL-nets we first introduce the concept of a
global state (distributed over the places) and steps (finite multiset of transitions
representing local actions). Then we describe the semantics of PTRL-nets in
terms of a step semantics with as a special case the sequential semantics based
on single occurrences of transitions (the common approach to give Petri net a
sequential semantics). Within the step semantics we furthermore distinguish be-
tween maximal concurrency [14] and locally maximal concurrency as introduced
in [24].
LetN = (P, T,W,R,L,M0) be a PTRL-net fixed until the end of this section.
Definition 10 (marking and step). A marking of N is a finite multiset M
of places, and a step a finite multiset U of transitions. The pre- and post-
multiset of places of step U , are given by: preN (U)(p)
df
=
∑
t∈T U(t) ·W (p, t)
and postN (U)(p)
df
=
∑
t∈T U(t) ·W (t, p) for each p ∈ P . 3
In diagrams markings are represented by tokens (little black dots) drawn
inside places: given a marking M we put M(p) tokens in each place p of the
PTRL-net considered. Markings describe the availability of resources and for
a transition t to be able to occur at a given marking, each of its input places
should contain enough tokens. When a transition occurs it consumes tokens from
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its input places and produces tokens in its output places in accordance with the
weight function. Moreover, no place should contain a number of tokens outside
of the range prescribed.
Definition 11 (enabled step). A step U is free-enabled at a marking M if
M ≥ preN (U) and, for every place p ∈ P and transition t ∈ U , M(p) ∈ R(p, t).
Moreover, a free-enabled U is: min-enabled if |U | = 1; max-enabled if there is
no transition t such that U+{t} is free-enabled at M ; and lmax-enabled if there
is no transition t such that U + {t} is free-enabled at M and L(t) = L(u) for
some u ∈ L(U). 3
If R(p, t) = [0,m] with m ∈ N, then the range arc is a (weighted) inhibitor
arc and t can only be executed if p does not contain more than m tokens. If
R(p, t) = [k,∞] with k > 0, then it is a (weighted) activator arc and t can only
be executed if p contains at least k tokens.
Definition 12 (executed step and computation). Let m ∈ {free,min,
max, lmax} be a mode of execution. A step U which is m-enabled at a marking
M can be m-executed leading to the marking M ′
df
=M −preN (U)+postN (U).
We denote this by M [U〉mM ′. An m-computation of a PTRL-net N is a finite
or infinite sequence of m-executions starting from the initial marking, and every
marking appearing in such a sequence is called m-reachable. 3
The a priori step semantics used above corresponds to the way the presence
of promoters and inhibitors is interpreted in membrane systems. Using this cor-
respondence we will give in the next section a faithful translation of dynamic
membrane systems into PTRL-nets with additional inhibitor and activator arcs
to check for the status of the membranes.
4 From dynamic membrane systems to PTRL-nets
In this section, we translate Π = (V, µ, σ0,w0,R), a dynamic membrane system,
into a behaviourally equivalent PTRL-net.
Consider the PTL-net in Figure 2 which models a basic (static) membrane
system, and suppose for a moment that membrane 3 has been dissolved. Then,
according to our semantical model, the compartment encompassed by membrane
2 should acquire all the objects previously held in compartment 3. Moreover, the
two rules associated with it, viz. r21 and r22, should also have access to all newly
acquired resources.
One way of modelling this might be to somehow transfer all the tokens stored
in places a:3, b:3 and c:3 to the places a:2, b:2 and c:2, respectively. But, as the
current (potentially unbounded) number of tokens in any place is not known
in advance, one would need a special kind of arcs, like transfer arcs of [11], to
achieve the desired effect when firing a transition corresponding to the execution
of a rule dissolving membrane 3. Still worse, if another reaction dissolved at the
same instant membrane 2 as well, then all tokens stored in a:3, b:3 and c:3 (as well
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as those in a:2, b:2 and c:2) should be transferred to the places a:1, b:1 and c:1,
respectively. We believe that such a scheme would soon become unmanageable
except for a few easy, and so not too interesting, cases.
An alternative way of proceeding is not to transfer the tokens but instead
to allow — after the dissolution of membrane 3 — the transitions representing
evolution rules from compartment 2 to access directly the tokens stored in places
a:3, b:3 and c:3. In technical terms, this involves making copies of transitions r21
and r22 with (some of) their input places coming from compartment 3. This is
the main idea behind our solution described next.
Let µ˜ be a sub-structure of µ. A µ˜-distribution of a finite multiset m over V
is any mapping φ from µ˜ to finite multisets over V such that m =
∑
i∈eµ φ(i).
Likewise, a µ˜-distribution of a pair (m,m′) of finite multisets over V satisfying
m(a) < m′(a), for all a ∈ m′, is any mapping ψ from µ˜× V to INT such that for
every a ∈ V , we have:
– m(a) =
∑
i∈eµ ψ(i, a)
min .
– If a /∈ m′ then ψ(i, a)max = ∞, for all i ∈ µ˜ and otherwise m′(a) = 1 +∑
i∈eµ ψ(i, a)
max .
In particular, if m′(a) = 1 then ψ(i, a) = [0, 0], for all i ∈ µ˜.
We need µ˜-distributions in order to account for the fact that after the dis-
solution of membranes, transitions may take their input tokens also from places
associated with compartments which no longer exist. Moreover, the objects in
these compartments may now also promote or inhibit the execution of rules r
belonging to an ancestor membrane. Thus, the pairs (pror, inhr) refer to the
total amount of tokens stored in the places of the current compartment includ-
ing those associated with descendant membranes which are now dissolved and
incorporated into the current one. Note that we have translated these restric-
tions already in intervals that can be used for range arcs. We added the 1 in
the condition for m′(a) because in a PTRL-net the threshold for inhibition is
exclusive rather than the inclusive description in the enabling of evolution rules
(see Definitions 6 and 11).
In the construction described below, in addition to the places storing the
tokens which represent the current contents of each compartment, we will need
special places to indicate the status of the membranes (normal, thick, or dis-
solved).
Definition 13 (membrane system to net). The PTRL-net NΠ
df
= (P, T,W,
R,L,M0) corresponding to the dynamic membrane system Π is defined as fol-
lows:
1. The set of places is P
df
= (V ∪ {τ, δ})× µ. The initial marking of each store
place (a, i) is M0(a, i)
df
= w0(i)(a), while all status places (τ, i) and (δ, i) are
initially empty.
2. The set of transitions T contains, for every membrane i, sub-structure µ˜ with
root i, evolution rule r ∈ R(i), µ˜-distribution φ of lhsr, and µ˜-distribution ψ
of (pror, inhr), a unique transition t = ti,r,eµ,φ,ψ with the following connec-
tivity:
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(a) For every store place p = (a, j), we have:
R(p, t)
df
=
{
ψ(j, a) if j ∈ µ˜
[0,∞] otherwise
W (p, t)
df
=
{
φ(j)(a) if j ∈ µ˜
0 otherwise
W (t, p)
df
=

rhsr(a) if i = j
rhsr(aout) if j = parent(i)
rhsr(ainj ) if i = parent(j)
0 otherwise .
(b) For every status place p = (δ, j), we have W (p, t)
df
= 0 and:
R(p, t)
df
=

[1,∞] if j ∈ µ˜ \ {i}
[0, 0] if j ∈ {i} ∪ µ˜border
[0,∞] otherwise
W (t, p)
df
=
{
1 if j = i and σr = δ
0 otherwise .
(c) For every status place p = (τ, j), we have W (p, t)
df
= 0 and :
R(p, t)
df
=

[0, 0] if j = i and there is a ∈ V such that aout ∈ rhs
r
[0, 0] if there exists a ∈ V such that ainj ∈ rhs
r
[0,∞] otherwise
W (t, p)
df
=
{
1 if j = i and σr = τ
0 otherwise .
3. The locality of each transition t = ti,r,eµ,φ,ψ is given by L(t)
df
= i. 3
The above definition is in most cases too generous in the number of transitions
and arcs it creates. In particular, we can drop those ti,r,eµ,φ,ψ for which there is
a node j ∈ µ˜ \ {i} such that no evolution rule r ∈ R(j) has the status σr = δ.
We may also omit an inhibitor arc adjacent to a status place if the latter is
guaranteed never to be filled with a token. In particular, if no evolution rule in
R can dissolve a membrane, then the reduced translation generates exactly one
transition for each evolution rule of Π . After adopting these simple observations,
the translation for the dynamic membrane system from Figure 3 is that shown
in Figure 5.
As a first observation on this construction we note that the status places
associated with the root remain empty during any run of NΠ , thus correctly
reflecting that the outer (skin) membrane is never dissolved or thickened. This
is an immediate consequence of Definitions 3 and 13.
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a:1
b:1
c:1
r13
(1,1)
r11 r12
τ :2
a:2
b:2
r21 r21
r22
r22
δ :3
a:3
b:3
r31
b:4
Fig. 5. PTRL-net model of a dynamic membrane system. For simplicity, all isolated
empty places have been omitted. Transitions are labelled with the names of evolution
rules from which they were derived. Lines with a small white (black) circle at one end
denote range arcs with the weight [0, 0] (resp. [1,∞]).
Proposition 3. If M is an m-reachable marking of NΠ for any execution mode
m, then M(τ, µroot) =M(δ, µroot) = 0.
To establish the behavioural equivalence of Π and NΠ , we first capture
the correspondence between configurations and markings and between the m-
enabledness of vector multi-rules and steps.
Definition 14 (markings to configurations and steps to multi-rules).
For each marking M of NΠ , the configuration CM
df
= (σM ,wM ) is such that, for
every membrane i of µ,
σM (i)
df
=

δ if M(δ, i) > 0
τ if M(δ, i) = 0 and M(τ, i) > 0
ν otherwise .
Moreover, for every membrane i of µ and object a ∈ V , we have wM (i)(a)
df
= 0
if σM (i) = δ, and otherwise wM (i)(a)
df
=
∑
j∈µiσM
M(a, j).
For each step of transitions U of NΠ , the vector multi-rule rU is such that for
every membrane i of µ and rule r ∈ R(i), rU (i)(r)
df
=
∑
{U(t) | t = ti,r,eµ,φ,ψ ∈
T }. 3
Note that CM is a configuration since, by Proposition 3, σM (µroot ) = ν.
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Theorem 1. Let M be an m-reachable marking of NΠ for any execution mode
m.
1. If M [U〉mM
′ then CM
rU=⇒m CM ′ .
2. If CM
r
=⇒m C′ then there is a step U such that r = rU , M [U〉mM ′ and
CM ′ = C′.
Proof. Let CM = (σM ,wM ). We only show the argument for m = free as the
result generalises to other modes in a straightforward way.
(1) We first show that rU is free-enabled at CM , by verifying the conditions
from Definition 6.
First of all, if ti,r,eµ,φ,ψ ∈ U then, by Definitions 13(2b) and 14, we have
that i ∈ σ−1M ({τ, ν}) (and so i is non-dissolved) and µ˜ = µ
i
σM
. Also, by Def-
initions 13(2a) and 14 as well as the fact that φ is a µ˜-distribution of lhsr
and by the free-enabledness of U at M , we have lhsrU ,i ≤ wM (i). Similarly,
since ψ is a µ˜-distribution of (pror, inhr) we know that wM (i) ≥ prorU ,i and
wM (i)(a) < inh
r(a), for every evolution rule r ∈ rU (i) and object a ∈ inh
r.
Finally, if σ(i) = τ , then by Definitions 13(2c) and 14 and the free-enabledness
of U at M , also Definition 6(2) is satisfied.
Hence there is C such that CM
rU=⇒m C. Moreover, C = CM ′ follows from
Definitions 7, 13 and 14.
(2) Let i be a membrane such that r(i) comprises the rules r1, . . . , rk (k ≥ 1),
some of them possibly repeated. We observe that, by Definitions 13(2), 14, and 6,
there are µiσM -distributions φ1, . . . , φk of respectively lhs
r1 , . . . , lhsrk such that
for all j ∈ µiσM and a ∈ V , we have φ1(j)(a) + · · · + φk(j)(a) ≤ M(a, j).
We similarly find µiσM -distributions ψ1, . . . , ψk of (pro
r
1, inh
r
1), . . . , (pro
r
k, inh
r
k),
respectively, such that for all j ∈ µiσM and a ∈ V we have M(a, j) ∈ ψ(j, a).
We then observe that Ui
df
= {ti,r1,µiσM ,φ1,ψ1
, . . . , ti,rk,µiσM ,φk,ψk
} satisfies the
requirements of Definition 11 for being a free-enabled step at marking M . We
further observe that if j 6= i is another membrane such that r(j) 6= λ then, for
every store place p, preNΠ (Ui)(p) = 0 or preNΠ (Uj)(p) = 0. (This follows, in
particular, from the fact that µiσM ∩ µ
j
σM
= ∅.)
It therefore follows that U
df
=
∑
i∈µ Ui, where Ui
df
= λ whenever r(i) = λ, is a
step enabled at marking M which satisfies r = rU .
Hence there is M ′ such that M [U〉mM ′. Moreover, C′ = CM ′ follows, as
before, from Definitions 7, 13 and 14. ⊓⊔
Hence, since CM0 = C
0, for every mode m, the (finite and infinite) m-computa-
tions of Π very closely correspond to those of NΠ . This behavioural correspon-
dence result is however somewhat weaker than what we could prove in [25, 22] as,
in general, there will be more than one transition in the net NΠ corresponding
to a given evolution rule in Π . The question might be therefore asked whether
our construction could be improved. The answer turns out to be negative. We
justify this by the following result.
Theorem 2. Let Π be a dynamic membrane system with two membranes, 1
and 2, and such that 1 = parent(2), R(1) = {r1}, R(2) = {r2, r3}, w0(1) = a
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and w0(2) = a, where r1 : a → b, r2 : a → a|δ and r3 : a → aa. Then there is
no PTRL-net N with exactly three transitions, ri (i = 1, 2, 3), having the same
min-computations as Π.
Proof. Suppose to the contrary that such a PTRL-net N exists. For every transi-
tion t we denote: t+
df
= {p |W (t, p)−W (p, t) > 0}, t−
df
= {p |W (p, t)−W (t, p) >
0} and tinh
df
= {p | R(p, t)max < ∞}. Moreover, we denote by Mξ the marking
reached after executing a sequence ξ of transitions (formally, singleton steps)
from the initial marking of N .
Note that below we use notations like rn3 r2r
n+1
1 to denote a sequence (of n copies
of r3 followed by r2 followed by n+ 1 copies of r1) rather than a multiset.
We observe that from the general properties of PTRL-nets it follows that: (i)
if there is a marking min-enabling tn, for each n, then t− = ∅; and (ii) if, for each
n, there is a marking Mn min-enabling t
n then tinh ∩ t+ = ∅. We also observe
that the following hold for Π and each n: (iii) rn3 r2r
n+1
1 is a min-computation of
Π ; and (iv) rn3 r1 is a min-computation of Π but r
n
3 r1r1 is not. Clearly, N must
satisfy the same properties.
Consider Mrn
3
r1 . By (iv), r1 is not min-enabled at this marking. Suppose
that there is a place p such that Mrn
3
r1(p) > R(p, r1)
max . Then, since r1 is min-
enabled at Mrn
3
, it must be the case that p ∈ r+1 , contradicting (ii). Thus, since
there are only finitely many places in N , by (iv) there is a place p′ such that for
infinitely many n we haveMrn
3
r1(p
′) < min{R(p′, r1)min ,W (p′, r1)}. This means
that p′ /∈ r+3 . Moreover, by (i) and (iii), we have r
−
3 = ∅, and so p
′ /∈ r−3 . Hence
W (p′, r3) = W (r3, p
′) and so Mrn
3
r2(p
′) = Mrm
3
r2(p
′) for all m 6= n. On the
other hand, we have that r1 is min-enabled at Mrn
3
which means that p′ ∈ r−1 .
Therefore, it is impossible to execute rn1 starting from eachMrn3 r2 , contradicting
(iii). ⊓⊔
As before, the argument above can be adapted to work for the other execution
modes.
5 Concluding remarks
We have translated dynamic membrane systems into behaviourally equivalent
PTRL-nets. First, however, we provided a formalisation of an operational model
for dynamic membrane systems which deviates in some details from that in-
troduced in [30] where, a simultaneous execution of two evolution rules, one
thickening and the other dissolving the same membrane, cancels out their effect.
Simultaneous execution of rules dissolving and thickening the same membrane
cannot occur in our setting (c.f. Definition 3 and Proposition 1) but, from the
Petri net point of view, the simultaneous execution as in [30] could easily be
simulated by glueing together pairs of transitions corresponding to thickening
and dissolving, and setting the status of the resulting transition to neutral.
Among the advantages of having a PTRL-net semantics for dynamic mem-
brane systems is that it opens the possibility of considering their process se-
mantics (see, e.g., [4, 5, 17, 34]), using which concurrency and causality between
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executed actions can be investigated. Such a semantics is a concise way of rep-
resenting PTRL-net evolutions which can aid the analysis and verification of
dynamic membrane systems. Also other analytical and verification techniques
developed for Petri nets can be deployed to deal with membrane systems. For
example, interesting properties of reachable configurations can be shown using
the invariant analysis based on linear algebra [35].
This paper is a rather technical exposition of the relationship between dy-
namic membrane systems and Petri nets. For more general background we refer
to [23], its references and the handbook on membrane computing in which it will
appear.
Looking further ahead, it would be interesting to investigate what aspects of
the Petri net modelling approach described in this and prior papers would still
be relevant if other, increasingly sophisticated, classes of membrane systems were
to be considered. It is clear that for some cases, such as tissue systems [26], only
minor adjustments to the current scheme would be needed. Other behavioural
features could also be added, for example, priorities were considered in the do-
main of Petri nets already in the 1970’s. The construction introduced in this
paper to model the effect of thickening and dissolving the membranes should
also be useful to capture the behaviour of membranes with variable permeabil-
ity by using general weighted inhibitor and activator arcs.
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