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The Superconducting QUantum Interference Device (SQUID) is a highly nonlinear oscillator with rich dynamical
behavior, including chaos. When driven by a time-periodic magnetic flux, the SQUID exhibits extreme multistability
at frequencies around the geometric resonance which is manifested by a “snake-like” form of the resonance curve.
Repeating motifs of SQUIDs form metamaterials, i. e. artificially structured media of weakly coupled discrete elements
that exhibit extraordinary properties, e. g. negative diamagnetic permeability. We report on the emergent collective
dynamics of two-dimensional lattices of coupled SQUID oscillators, which involves a rich menagerie of spatio-temporal
pattern formation and chimera states. Using Fourier analysis we charaterize these patterns and identify characteristic
spatial and temporal periods. The obtained patterns occur near the synchronization-desynchronization transition which
is related to the bifurcation scenarios of the single SQUID. The latter provides useful insight into the obtained collective
states. Chimeras emerge due to the multistability near the geometric resonance, and by varying the dc component of
the external force we can make them appear and reappear and, also, control their location.
The Superconducting QUantum Interference Device
(SQUID), hereafter referred to as “SQUID”, is a highly
nonlinear oscillator that exhibits strong resonant response
to external magnetic fields. Its dynamics shows a wealth
of phenomena such as hysteresis, multistability, subhar-
monic resonances, saddle-node and period-doubling bifur-
cations and chaos, which can be revealed through its com-
plex bifurcation structure. Its resonance curve, in partic-
ular, acquires a “snake-like” shape around its geometric
resonance.
When many SQUIDs are arranged on a periodic ar-
ray, they form magnetic metamaterials with extraordinary
electromagnetic properties such as negative permeabil-
ity, broad-band tunability, self-induced broad-band trans-
parency, dynamic multistability and switching, as well as
coherent oscillations. Besides their appeal as supercon-
ducting devices, SQUID metamaterials provide a unique
testbed for exploring complex spatiotemporal dynamics.
Here we demonstrate numerically that two-dimensional
SQUID metamaterials (SQUID metasurfaces) support the
emergence of certain spatially non-homogeneous dynamic
states such as chimera states and patterned states of the
Turing type.
Chimera states in SQUID metasurfaces make them-
selves apparent as domains of SQUIDs with synchronized
(coherent) dynamics that coexist with domains of SQUIDs
with desynchronized (incoherent) dynamics. Our system
is an excellent physical and technologically relevant ex-
ample of a driven system, where studies on chimeras are
limited. Turing patterns, on the other hand, typically
hexagons, stripes, rhombs, or labyrinths, emerge in re-
action -diffusion systems. Since the SQUIDs in a meta-
surface are diffusively coupled, the emergence of Tur-
ing patterns are shown, for the first time, to be possible
when the synchronized state is destabilized. Our investi-
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gation relies on a well-established model for SQUID meta-
surfaces, whose parameters lie in the experimentally ac-
cessible ranges of the applied constant (dc) flux as well
as the amplitude and the frequency of the applied time-
dependent (ac) flux. We present numerically generated
chimera states using appropriately selected initial condi-
tions, as well as several Turing patterns whose character-
istic length is determined from their corresponding two-
dimensional spatial Fourier transforms. Moreover, the re-
gion of stability for Turing patterns is related to the saddle-
node bifurcation lines of the reduced equations for the
SQUID metasurface.
I. INTRODUCTION
Superconducting metamaterials comprising Superconduct-
ing QUantum Interference Devices (SQUIDs), are artificial
materials that exhibit exceptional properties not found in
nature, such as negative magnetic permeability, dynamic
multistability1,2, broadband tunability, and self-induced
broadband transparency2. Some of these extraordinary prop-
erties have been predicted theoretically both for the quantum3
and the classical regime4–6. They can be implemented and
studied in various designs and arrangements, both in one
and two dimensions1,2,7–12. Recently, the degree of spatio-
temporal coherence of SQUID metamaterials was examined
experimentally and numerically using microwave transmis-
sion measurements13. Moreover, its quantum counterpart, the
qubit, has been proposed as an important “building block” of
quantum computers14,15.
Apart from their technological applications, SQUID meta-
materials provide a unique testbed for exploring complex
spatio-temporal dynamics. A SQUID metamaterial is in
essence a system of nonlinear coupled oscillators with iner-
tia, which are driven, damped, and are characterized by a non-
linear term which enters through the Josephson effect16. A
very prominent dynamical feature of SQUID metamaterials
are dissipative breathers17, which emerge as a result of their
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discreteness, the weak coupling between their elements and
the Josephson nonlinearity.
In this work, we will study the collective behavior beyond
these localized states, in a dynamical regime where the whole
lattice is oscillating and is capable of creating Turing-like
patterns18. Pattern forming systems have been in the center of
scientific research for decades in a rich variety of natural and
laboratory scenarios19. These include oscillatory chemical re-
actions governed by reaction-diffusion dynamics 20, static and
excitable biological media21, dissipative spatio-temporal soli-
tons in nonlinear optics22, and many more. Here, we will use
synchronization measurements in order to explore pattern for-
mation in two-dimensional (2D) SQUID metamaterials.
Another phenomenon related to synchronization which has
been observed in SQUID metamaterials are chimera states,
where domains of coherent and incoherent motion coex-
ist in an otherwise symmetric network of identical oscilla-
tors 23–27. SQUID chimeras have mainly been studied in one-
dimensional (1D) arrays28–31. Here we will explore this phe-
nomenon for locally coupled SQUIDs on a tetragonal lattice.
Higher-dimensional chimeras have been the subject of recent
works involving networks of Kuramoto and neuronal oscilla-
tors32–35. Note that our system is a physical, technologically
relevant example of a forced system, where chimeras are still
to be investigated 36,37.
II. SINGLE SQUID DYNAMICS
A SQUID consists of a superconducting ring interrupted by
a Josephson junction (JJ) as shown schematically inside the
dashed box of Fig. 1(a). When placed in a perpendicular, spa-
tially uniform magnetic field H, a current I is induced which
is the sum of the supercurrent Is flowing through the JJ and
the quasiparticle current. Then, the magnetic fluxΦ threading
the loop of the SQUID is given by:
Φ=Φext +LI, (1)
where L is the self-inductance of the SQUID ring and Φext =
Φdc+Φac cos(ωt) is the external flux applied to the SQUID,
containing both a constant (dc) flux bias Φdc and an alternat-
ing (ac) flux of amplitude Φac and frequency ω . The cur-
rent I in the SQUID is given by the resistively and capaci-
tively shunted junction (RCSJ) model of the JJ38, schemati-
cally shown in Fig. 1(b):
I =−Cd
2Φ
dt2
− 1
R
dΦ
dt
− Ic sin
(
2pi
Φ
Φ0
)
, (2)
where C is the capacitance of the JJ of the SQUID, R is the
resistance, Ic is the critical current which characterizes the JJ,
Φ0 is the flux quantum, and t is the temporal variable. Com-
bining Eqs. (1) and (2) we get:
φ¨ + γφ˙ +φ +β sin(2piφ) = φdc+φac cos(Ωτ), (3)
where all fluxes have been normalized to the flux quan-
tum: φ = Φ/Φ0, φac,dc = Φac,dc/Φ0, while the frequency
and time variable have been normalized to the inductive-
capacitive SQUID frequency, ωLC = 1/
√
LC and its inverse,
FIG. 1. (a) Schematic of a two-dimensional SQUID metamaterial in
a magnetic field H(t) and (b) equivalent electrical circuit of the single
SQUID (marked by the dashed box in (a)) in the RCSJ framework.
respectively: Ω = ω/ωLC and τ = t/ω−1LC . The parameters
β = LIc/Φ0 = βL/2pi and γ = ωLCL/R correspond to the so-
called rescaled SQUID parameter and the loss coefficient, re-
spectively.
Typical values of the design parameters of a SQUID are
L = 120 pH, C = 1.1 pF , Ic = 2.35 µA, and R = 500 Ω2,7.
These parameters provide the values of the dimensionless co-
efficients β ' 0.1369 (βL ' 0.86) and γ ' 0.024 which ap-
pear in the normalized Eq. (3) for the flux φ =Φ/Φ0 through
the loop of the SQUID. They also provide fLC = ωLC/(2pi)'
13.9 GHz (Ω ' 1) and fSQ = ωSQ/(2pi) ' 18.9 GHz (Ω =
ΩSQ ' 1.364) for the geometric and the linear resonance fre-
quency of the SQUID, respectively, which are also typical in
SQUID experiments2,7,9. The values of the externally con-
trolled parameters φdc, φac, and Ω used here, are within the
range of the experimentally accessible values, i. e., φdc in the
interval [−1,2]7, φac in the interval [0.001,0.18]2, and Ω in
the interval 2piωLC [10,22.5] GHz
7.
By expanding the sine nonlinearity in Eq. 3 in a Taylor se-
ries and keeping the cubic term only, the SQUID model re-
duces to the famous driven Duffing oscillator. The latter is
known to exhibit a nonlinear frequency response, bistability,
hysteresis phenomena, and chaotic behavior. Similarly, the
SQUID is capable of demonstrating complex dynamics, but
with additional features owing to its higher-order nonlinear
term. For a certain range of parameters the SQUID exhibits a
“snake-like” resonance curve in which multiple stable and un-
stable periodic orbits coexist and vanish through saddle-node
bifurcations of limit cycles29,39,40. The detailed bifurcation
structure for zero and finite dc flux was first reported in 29,39.
Here we further this analysis and explore the stability of solu-
tions in the full (φdc,Ω) parameter space.
Figure 2 shows the resonance curves of the single SQUID
as the dc flux increases from zero to unity. The vertical line
marks the geometric resonance frequency and the insets show
the phase portraits of the corresponding stable periodic solu-
tions at that particular value of Ω. A saddle node bifurcation
of limit cycles occurs at each turning point of the curve, where
stable and unstable branches merge (see29,39). In the vicinity
of the geometric resonance frequency the SQUID can be ex-
tremely multistable: For φdc = 0.0 we have five coexisting pe-
iii
FIG. 2. Resonance curves of a single SQUID for dc flux values in the interval [0,1]. The vertical line marks the value of the geometric
resonance frequency and the insets show the corresponding stable periodic solutions at that value. Other parameters are: φac = 0.06, γ = 0.024
and β = 0.1369.
riodic solutions of different amplitudes, centered around tha
origin. As the dc flux increases, the “center” of the limit cy-
cles shifts to the right and the number of coexisting solutions
at ΩLC changes, depending on the intersection points of the
vertical line with the stable branches of the resonance curve.
In Figs. 2(b)-(d) we see the number of coexisting orbits
shrinking from four, at φdc = 0.10, to one, at φdc = 0.30,
where the SQUID is monostable. At φdc = 0.40 (Fig. 2(e))
the SQUID is again multistable and at the same time, new sub-
resonances make an appearance at lower frequencies42. This
was thoroughly discussed in39 where it was shown that these
subresonances are related to period doubling bifurcations that
may lead to chaos (for higher ac flux values, though, than
the one used here). By further increase of the dc flux, the
SQUID becomes again monostable (Fig. 2(h)) and as it ap-
proaches the value φdc = 1.0 it regains its maximum multista-
bility (Fig. 2(k)).
Overall, variation of the dc flux results in a “rocking” of
the snake-like resonance curve which, in addition, transforms
the occurring saddle-node bifurcations from subcritical to su-
percritical and vice versa39. This “rocking” also results in a
periodic appearing and disappearing of coexisting solutions
around the geometric resonance frequency and of subreso-
nances at lower Ω values.
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FIG. 3. Left: Bifurcation diagram in the (φdc,Ω) plane of the single SQUID oscillator. Blue and red lines correspond to saddle-node
bifurcations of limit cycles and period doubling bifurcations, respectively. Right: Value of the synchronization measure 〈g0〉 in the (φdc,Ω)
parameter space for a 30× 30 SQUID lattice with coupling strength λ = −0.01. The black and cyan curves correspond to saddle-node
bifurcation lines of the reduced system for λ = 0.0 and λ =−0.01, respectively. Other parameters are: φac = 0.06, γ = 0.024 and β = 0.1369.
All of the aforementioned features are reflected in the left
plot of Fig. 3(a), where the co-dimension 2 bifurcation dia-
gram in the (φdc,Ω) plane is depicted. The bifurcation lines
have been obtained using a very powerful software tool that
executes a root-finding algorithm for continuation of steady
state solutions and bifurcation problems43. Cyan and red lines
denote saddle-node bifurcations of limit cycles and period-
doubling bifurcations, respectively. The bifurcation structure
is extremely delicate and periodic in φdc with a period of unity.
This periodicity can be proven as follows: Assuming that φ
is a solution of the single SQUID equation and by plugging
φ ± 1 into Eq. 3 we get: d2(φ ± 1)/dt2 + γd(φ ± 1)/dt +
(φ ± 1)+ β sin(2piφ ±2pi) = φdc+ φac cos(Ωτ). After sim-
ple manipulations we obtain: φ¨ + γφ˙ + φ + β sin(2piφ) =
(φdc± 1)+φac cos(Ωτ). Therefore, φ satisfies Eq. 3 also for
a dc flux φdc±1, and φdc±2, and so on.
Looking at Fig. 3(a) again, for fixed φdc values and mov-
ing in the Ω direction, we can recreate the resonance curves
shown in Fig. 2: The multiple and interwoven cyan lines cor-
respond to the multiplicity of solutions around the geometric
resonance frequency, while the red lines around φdc= 0.5 (and
its symmetric φdc = −0.5) are related to the subresonances
that make their appearance for those dc flux values. The bifur-
cation diagram of Fig. 3(a) presents additional, long period-
doubling bifurcation branches extending to higher Ω values,
which are not captured in the resonance curves of Fig. 2. The
period doubling lines are symmetrical around φdc =±0.5 and
for higher ac flux values are associated with corresponding
chaotic regions, as shown in39, where the maximum Lyapunov
exponent was calculated in the (φdc,Ω) plane.
III. TWO-DIMENSIONAL SQUID LATTICES
In this work, we will focus on two regimes of the driving
frequency: The vicinity of ΩLC, and at lower values around
Ω = 0.3. Through the single SQUID complex dynamics, we
aim at interpreting the collective behavior of the 2D SQUID
lattice. We consider a planar N ×N SQUID array consist-
ing of identical units as shown in Fig. 1(a), arranged in an
orthogonal lattice with a constant distance d in both x and
y directions. The induced current Inm produces a magnetic
field which couples each SQUID with all the others due to
magnetic dipole-dipole interactions through their mutual in-
ductance. To a good approximation, we may assume that the
SQUIDS are coupled only to their nearest neighbors, neglect-
ing further-neighbor interactions. The dynamic equations for
the normalized flux through the ring of the (n,m)-th SQUID,
φnm, are given by17:
φ¨nm+ γφ˙nm+φnm+β sin(2piφnm)
= λ (φn−1,m+φn+1,m+φn,m−1+φn,m−1)
+ (1−4λ )(φdc+φac cos(Ωτ)), n,m= 1 . . .N, (4)
where λ ≡ M/L is the coupling constant between any two
neighboring SQUIDs, coupled through their mutual induc-
tance M. The value of M is negative due to the fact that the
magnetic field generated by one SQUID crosses the neighbor-
ing SQUID in the opposite direction. In the following, we will
vstudy the nature of the synchronization-desynchronization
transitions and will identify the collective states that emerge
in relevant regimes of the parameter space. The latter involves
the two parameters which can be easily tuned in an experi-
ment, namely the dc flux and the frequency of the ac flux,
with the other parameters (ac flux amplitude φac, γ and β )
kept constant.
Equations (4) are integrated numerically in time using a
standard fourth-order Runge-Kutta algorithm with a time-
step equal to 0.02 and periodic boundary conditions, i. e.,
φn(τ) = φN+n(τ) for all n. The initial conditions for the φnm
values follow a Gaussian random distribution in the interval
[−3,3] and φ˙nm = 0.0. We will employ a quantification mea-
sure, originally introduced for the classification for chimera
states 44, the local curvature, which is calculated at each time
instance by applying the absolute value of the discrete Lapla-
cian on the spatial data of the magnetic flux:
Lˆφnm(t) = Lnm(t) = 4φn,m(t)−φn+1,m(t)−φn−1,m(t)
− φn,m+1(t)−φn,m−1(t), n,m= 1 . . .N. (5)
The local curvature is a measure for amplitude synchroniza-
tion and in the synchronization regime it is close to zero while
in the asynchronous regime it is finite and fluctuating. If
g is the normalized probability density function of |L|, then
g(|Lˆ| = 0) measures the relative size of spatially coherent re-
gions in each temporal realization and characterizes the entire
lattice. For a fully synchronized system g(|Lˆ|= 0) = 1, while
for a totally incoherent system it holds that g(|Lˆ| = 0) = 0.
An intermediate value of g(|Lˆ|= 0) indicates the coexistence
of synchronous and asynchronous SQUIDs and, therefore,
potentially interesting collective behavior. From g, which
is time-dependent, we calculate the spatial extent occupied
by the coherent SQUIDs which is defined by the integral:
g0(t) =
∫ δ
0 g(t, |Lˆ|)d|Lˆ|, where δ = 0.01Lmax is a threshold
value distinguishing between coherence and incoherence and
is related to the maximum local curvature (Lmax).
In order to correspond one single value to each realization,
we calculate the time-average 〈g0(t)〉, and we plot it in the
(φdc,Ω) parameter space. The result is shown in Fig. 3(b) for
a coupled lattice with λ =−0.025. Yellow (bright) and puple
(dark) regions denote a synchronized and desynchronized lat-
tice, respectively. The cyan lines mark two (for visualization
simplicity) of the saddle-node bifurcation lines of the single
SQUID system of Fig. 3(a). By comparing the two plots, it
is evident that the bifurcation lines of the single SQUID al-
most mark the borders between synchronization and desyn-
chronization of the coupled system. For relatively weak cou-
pling, which is the case in Fig. 3(b), this is plausible: When
the single SQUID has one stable solution we may claim that
the whole lattice acts like one SQUID and therefore the so-
lution for the coupled system is the fully synchronized state.
However, when the single SQUID loses its stability through
the bifurcations shown in Fig. 3(a), each node of the lattice
may behave differently resulting, thus, in a desynchronized
state. For stronger coupling strengths (not shown here), the
regions of incoherence broaden, but the structure of the pa-
rameter space (symmetry and periodicity) remains roughly the
same.
A. Pattern formation
Based on Fig. 3 we will study the collective dynamics
emerging near the synchronization-desynchronization transi-
tion. Additionally, based on the resonance curve of the sin-
gle SQUID (Fig. 2), we select the two Ω regimes that show
the most interesting behavior: One around the geometric res-
onance frequency where the single SQUID is extremely multi-
stable through successive saddle-node bifurcations of periodic
solutions, and one at lower frequencies where period-doubling
takes place. We prepare the lattice such that the initial condi-
tions for the φnm values follow a Gaussian random distribution
in the interval [−3,3] and φ˙nm = 0.0. As a control parame-
ter we consider the coupling strength λ , which, in principle,
can be tuned in an experiment by increasing or decreasing
the distance between the SQUIDs. The results are shown in
Fig. 4: The top panel shows snapshots of the spatial distri-
bution of the magnetic fluxes for the points (I-IV) marked in
the parameter space in Fig. 3 (b). Columns I and (II corre-
spond to a low driving frequency value (Ω = 0.345) i. e. far
from the geometric resonance, where the single SQUID ob-
tains low-amplitude periodic solutions and undergoes period
doubling. For a coupling strength λ = −0.025 the SQUID
lattice self-organizes into a labyrinthine-like pattern (I), while
for a stronger coupling (II) the collective state is a striped pat-
tern, where smaller “zigzag” patterns exist within each stripe.
As mentioned previously, these patterns emerge from a com-
pletely random magnetic flux initialiazation and are, there-
fore, a result of the nonlinearity of the single SQUID and the
collective dynamics of the coupled system.
In the middle panel, the two-dimensional Fourier power
spectra |φ˜k|2 are plotted in the inverse space domain. The
maximum values of the power spectra correspond to the char-
acteristic wavenumber k =
√
k2x + k2y of each pattern. From
|φ˜k|2 we obtain the 1D Radially-Averaged Power Spectrum
(RAPS)45 in terms of the wavelength λk = 2pi/k, shown in
the lower panel of Fig. 4. From the peaks of these RAPSs we
can extract the characteristic wavelength of each pattern. For
example, for pattern I this value is ' 3.53, which is roughly
the distance between two stripes in the m-direction of the cor-
responding plot in the top panel, in other words, the spatial
period of the pattern. In case II, on the other hand, the RAPS
obtains two maxima: The first one reflects the distance within
the “zigzag” patterns inside the stripes (' 2) and the second
one, the distance between the stripes themselves (' 3.53).
Similarly, columns III and IV show the patterns, and the
corresponding Fourier power spectra in k-space and RAPS,
obtained near the geometric resonance, where the single
SQUID may achieve high magnetic flux values through
saddle-node bifurcations of limit cycles. The pattern in III,
similar to I, is labyrinthine-striped, but with, evidently, a
higher characteristic wavelength ' 5.45. For stronger cou-
pling and a smaller φdc value, the emerging pattern consists of
spots, with a characteristic wavelength equal to 4 (case IV).
The patterns of Fig. 4 are spatio-temporal, and apart from
a spatial period they also have a temporal period and cor-
responding frequency. These characteristic frequencies are
vi
FIG. 4. Top: Snapshots of the spatio-temporal patterns of the magnetic flux in a 30× 30 SQUID lattice: (a) Ω = 0.345, φdc = 0.5 and
λ = −0.025, (b) Ω = 0.345, φdc = 0.5 and λ = −0.039, (c) (Ω = 1.06, φdc = 0.3) and λ = −0.032, and (d) Ω = 1.06, φdc = 0.23 and
λ = −0.05. Other parameters are: φac = 0.06, γ = 0.024 and β = 0.1369. (See videos SM1(a)-(d) of the Supplementary Material for the
corresponding videos). Middle: Corresponding Fourier Power Spectra in the 2D k-space. Bottom: Radially Averaged Power Spectrum (RAPS)
in λk.
given by the peaks of the Fourier power spectra in the inverse
time domain, shown in the upper panel of Fig. 5. Figures 5(a)
and (b) refer to case I and III of Fig. 4 (we have omitted the
spectral analysis of cases II and IV because they are identi-
cal to I and III, respectively). We have plotted the spectra of
all the SQUIDs in the lattice as well as their average (thick
blue line). For the case of pattern I, the spectra are very sim-
ilar and the lattice is highly synchronized in frequency. As
expected, the dominant frequency is that of the driving force,
marked with the vertical dashed line. Moreover, the spectra
are rather “noisy” and they possess multiple secondary fre-
quencies. This is typical for quasiperiodic motion as demon-
strated by the phase diagrams in the lower panel of Fig. 5(a).
The situation is similar, but “cleaner” for the pattern in case
III. As seen in the power spectra of Fig. 5(b), the SQUIDs
in the lattice are almost perfectly frequency-locked with the
dominant frequency again being that of the driving force. The
corresponding phase diagrams show, again, quasiperiodicity
but the motion now is closer to harmonic since we are very
close to the geometric resonance.
B. Chimera states
Chimeras are known to coexist with the fully synchronized
state and, therefore, in many cases, they can be very sensi-
tive to initial conditions. This holds for our system too, where
chimeras can be achieved only for certain spatial distributions
of the initial values of φ . For example, in the locally cou-
pled 1D SQUID array29, a “sine wave” magnetic flux distri-
bution was used for the initial conditions. It was shown that
the SQUIDs that were prepared at lower values formed the
coherent clusters of the chimera state, while those that were
initially set at higher magnetic flux values, oscillated inco-
herently. Moreover, as the “wavelength” of the initial mag-
netic flux distribution increased, so did the chimera state mul-
tiplicity (number of (in)coherent clusters). Note that in our
system, since the frequency of the SQUID oscillators is im-
posed by the external driving, we are dealing with amplitude
chimera states41. Here we will employ a set of different ini-
tial conditions, inspired by experimental feasibility. In par-
ticular, we will use a spatial gradient for the magnetic fluxes
φnm = n−1N−1φmax, where φmax = 1.5 is the slope of the gradient,
and zero values (φ˙nm = 0) for their derivatives. Another im-
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FIG. 5. Top: Fourier power spectra in the frequency domain of all the SQUIDs and their average (thick blue line) for the spatio-temporal
patterns of (a) Fig. 4 I, (b) Fig. 4 I, and (c) the chimera state of Fig. 6(a). Bottom: Phase diagrams of some typical timeseries in the SQUID
lattice.
portant factor for achieving robust chimeras in our system is
the choice of the driving frequency. As reported in29, it is cru-
cial to be near the geometric resonance where multistability
favors the emergence of such states. From section I, however,
we know that by varying the dc flux, the snake-like form of the
resonance curve shifts, resulting in loss of the SQUID multi-
stability. It is interesting, therefore, to see what the effect of
φdc will be on the creation of chimera states.
Figure 6 shows 3D snapshots of the magnetic flux (left), and
their corresponding normalized local curvature values, when
the SQUID lattice is prepared with gradient initial conditions.
In Fig. 6(a) the dc flux is zero and the incoherent cluster forms
at the part of the lattice which is initially set at high magnetic
flux values. On the other hand, the left half of the lattice is co-
herent and performs low-amplitude oscillations (better vizual-
ized in the video SM1(e) of the Supplementary Material). By
changing the φdc value to 0.3, the chimera state is destroyed
and the collective state exhibits no spatio-temporal structure
(Fig. 6(b)). This is due to the fact that for this dc flux value,
the single SQUID is no longer multistable (Fig. 2(d)) and
chimera states are not possible. By further increasing φdc to
unity, where the single SQUID is again multistable (Fig. 2(k)),
the chimera reappears. Interestingly, comparing to Fig. 6(a),
we observe a “swap” in the position of the (in)coherent clus-
ters, although the initial conditions are unchanged. This is due
to the fact that for φdc = 1 the “center” of the periodic solu-
tions has shifted by 1 and the situation is reversed compared
to Fig. 6(a) where φdc = 0.0.
Apart from the single chimeras of Fig. 6, we can also
achieve multichimera states (with more than one (in)coherent
clusters), simply by increasing the slope of the initial condi-
tions gradient. For instance, for a slope of 3.5, a multichimera
state with two (in)coherent domains is formed (not shown
here). Recently, this mechanism for the generation of chimera
states was reported, for non-identical coupled SQUIDs, where
the gradient was in the dc flux distribution rather than in the
initial conditions46.
Finally, we take a look at the Fourier power spectrum of the
chimera state, namely that of Fig. 6(a), in the frequency do-
main. As we can see in Fig. 5(c), the sharpest peak is located
at the value of the driving frequency, and there are secondary
broader peaks at higher frequencies too. The corresponding
phase diagram in the panel below shows some typical solu-
tions of SQUIDs in the lattice. It is clear that the coexistence
of smaller and bigger amplitude attractors (which is absent in
the patterns discussed in Subsection III A) is the key to the
emergence of chimera states in our system.
IV. CONCLUSIONS
In conclusion, we have shown that a 2D SQUID lattice with
nearest neighbor interactions is capable of exhibiting a rich
menagerie of pattern forming states. This collective behavior
emerges near the transition from synchronization to desyn-
chronization where the single SQUID undergoes complex bi-
furcations. Moreover, near the geometric resonance, we ob-
serve 2D chimera states, as a result of the extreme multistabil-
ity of the single SQUID. What is interesting is that by proper
choice of initial conditions and tuning of the dc flux of the
driving force, we are able to control the multiplicity and posi-
tion of the chimera states, respectively. Recent experiments47
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FIG. 6. 3D snapshots of the magnetic flux (left) and the normalized
discrete Laplacian (right) of a 30× 30 SQUID lattice, for gradient
initial conditions, λ =−0.025, Ω = 1.007 and different dc flux val-
ues: (a) φdc= 0.0 (see Supplementary Material for the corresponding
video SM1(e)), (b) φdc = 0.3, and (c) φdc = 1.0. Other parameters
are: φac = 0.06, γ = 0.024 and β = 0.1369.
on the imaging of collective states in SQUID metamaterials
through laser scanning microscopy (LSM technique), are very
promising in terms of verifying our theoretical findings in the
lab.
V. SUPPLEMENTARY MATERIAL
See Supplementary Material for the videos corresponding
to the patterns of Fig. 4 and the chimera state of Fig. 6(a).
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