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ABSTRACT 
It has now become comparatively common in shear-wave exploration to use the 
measurements of the polarization direction of the leading shear-wave and the travel-
time delay between this and the slow split shear-wave, to give a direct indication of 
the orientation and strength of anisotropy. It is important to investigate and develop 
suitable techniques to extract these parameters from seismic data. 
To investigate the anisotropic properties of shear-wave propagating in anisotropic 
medium, I first develop a vector convolutional model for a shear-wave propagating 
through an anisotropic medium in Chapter 2. Based on this unified model, four 
algebraic processing techniques have been developed to estimate the shear-wave 
polarization and time-delay for near-offset VSPs. These techniques include both 
cumulative and interval techniques for either dual/multi or single sources data. These 
techniques are algebraic exact solutions, faster than any possible numerical equivalent, 
and robust to noise. 
Uncertainties in the ground coupling of shear sources, alignment of the source 
polarization, the transfer function between the geophone and the formation, and the 
orientation of the receiver tool in the borehole, may be amongst the principal causes 
of inaccuracy when estimating shear-wave splitting from multicomponent near-offset 
VSP data. In Chapter 3, investigations using synthetic seismograms computed for a 
zero-offset VSP in an anisotropic half-space, address the frequency independent part 
of this problem to determine how much uncertainty can be tolerated for simple 
amplitude and orientation variations in the source and geophone components, whilst 
still maintaining a shear-wave polarization estimated for the faster split shear-wave 
accurate to within 50 . 
Multicomponent data is severely degraded by the seismic wave excitation process due 
to complicated near-surface scattering and non-ideal source behaviour. To reduce this 
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effect, I develop a four-component deconvolution algorithm for near-offset VSP data 
in Chapter 4. A near-surface deconvolution operator is designed from the shallowest 
geophone records, then applied to the entire data set to remove the effects of the near-
surface in the data. 
To further test the theoretical development in the previous chapters, and also to show 
how to apply them to the field recorded seismograms, a case study on the Romashkino 
field, Russia, is presented in Chapter 5. In this chapter, I first introduce a processing 
procedure for anisotropic analysis for multicomponent VSP data. Then, following this 
procedure, VSP data from three wells are processed independently. The techniques 
developed in this thesis are applied to the data. Results from different techniques are 
consistent, and are further confirmed by using the spare sources. Anisotropy is found 
in all three wells with polarization directions different for each well. The results 
suggest a positive relationship between the shear-wave anisotropy and reservoir 
productions. 
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CHAPTER 1 
INTRODUCTION AND BACKGROUND INFORMATION 
1.1 INTRODUCTION 
Historically, exploration seismology has been dominated by studies of compressional 
wave (P-wave) data recorded on single-component vertical geophones (or 
hydrophones). This analysis has made a major contribution to our understanding of the 
structural of the earth. With the development of new digital recording and analysis 
techniques, it is now possible to obtain not only structural information from seismic 
records, but also physical parameters representing lithological characteristics. These 
parameters or changes in these parameters generally describe physical conditions of 
the subsurface (Dohr 1985). This change in emphasis has led to an increased interest 
in the use of shear-wave since 1970s. 
The potential value of shear-wave propagation derives from the three-dimensional 
polarizations (particle motions) of the shear-waves. Such shear-wave polarizations 
carry much more information about the nature of the raypath (and the source) than is 
possible with the polarization of P-waves (Crampin 1985a). Due to the anisotropy of 
the crust, the time shift between shear-wave arrivals together with their polarization 
directions contain important clues about the internal structure of the medium through 
which the waves have passed. This information may be interpreted in terms of the 
alignment of cracks and pores, and possibly the proportion of gas and liquid within 
the inclusions. 
However, in order to access this information we need to record and correctly interpret 
multicomponent seismic traces. The acquisition equipment and data collection 
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techniques for multicomponent seismic exploration are different from those for a 
single component (Tatham & McCormack 1991). The first major industry effort to 
collect multicomponent seismic data was conducted in 1977-1978 by a thirteen-
company consortium organized by Conoco. The Conoco Group Shoot collected data 
at 20 different locations. Some of the results were published at the SEG meeting in 
1986 (Alford 1986; Lynn & Thomsen 1986; Willis et al. 1986). The final results of 
this project were sufficient to encourage several oil companies to fund additional 
proprietary research programs. It has now become more common for exploration 
seismologists to use both multicomponent sources and receivers. With multicomponent 
data it is possible to get the internal rock information by estimating anisotropy of the 
data (see for examples Martin & Davis 1987; Kaneshima 1990; Mueller 1991; Brodov 
et al. 1991). It is also common to take the anisotropy into account to get a better 
quality multicomponent data (e.g. Alford 1986; Tatham & McCormack 1991). 
1.2 ANLSOTROPIC MEDIA 
The major advantage of multicomponent data is that they can provide sufficient 
accuracy to understand the propagative behaviour of the various body wave modes that 
define details of an equivalent medium. By equivalent medium, we mean: the 
scattering of the seismic waves by a distribution of heterogeneities occupying a given 
volume of rock may be replaced by a homogeneous elastic, anelastic, or viscoelastic, 
material defined by up to 21 elastic constants in the elasticity tensor of the generalized 
Hooke's law which give an identical (equivalent) seismic response (Hudson 1991). The 
homogeneous material can be an isotropic medium, i.e. it has same elastic properties 
regardless of the directions in which they are measured, or, by contrast, an anisotropic 
medium, where the elastic properties and therefore wave behaviour change with 
direction in which they are measured. Note that to define an equivalent medium, the 
wavelengths of the seismic waves involved must be larger than a fraction of the scale-
length of the structural alignment causing the anisotropy. 
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In the majority of applications of elastic wave theory to problems in seismology, the 
earth is assumed to be isotropic. This assumption greatly simplifies the analysis of 
seismic wave propagation in the earth, as there are only two independent elastic 
constants in an isotropic medium. However, because few geological sections have 
uniform properties over any appreciable vertical or horizontal distances, they are 
generally heterogeneous and therefore we would suspect that anisotropy in the real 
earth should be the normality rather than the exception. Indeed, numerous field and 
laboratory experiments have borne out this fact (for example, White & Sengbush 
1954; Cholet & Richard 1954; Uhrig & Van Melle 1955; Crampin 1985a, b; Crampin 
& Booth 1985; Crampin et al. 1985, 1986; Alford 1986; Lynn & Thomsen 1986; and 
Willis et al. 1986). 
1.2.1 Causes of anisotropy 
Seismic wave anisotropy has a variety of physical causes which may be divided into 
three types: 
Inherent anisotropy. This type of anisotropy refers to the medium which is 
homogeneously and continuously anisotropic down to the smallest rock particle, or 
grain size. Several principal sources of this inherent anisotropy are: crystalline 
anisotropy (Crampin et al. 1984), which would occur within a single crystal of a solid 
material, such as calcite; direct stress-induced anisotropy, which occurs when an 
initially isotropic solid becomes anisotropic when acted upon by a sufficiently large 
directional stress field; and lithologic anisotropy which occurs when a sedimentary 
solid is composed of grains which are elongated or flattened and these shapes are 
aligned within the rock. 
Induced anisotropy. This type of anisotropy refers to the small scale structural 
elements such as cracks, deformed pores or asperities, which may be used to infer the 
alignment of external physical forces. If these features are oriented in vertical planes 
with a single definite strike, azimuthal anisotropy is created. 
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(Periodic) Thin layer anisotropy. This type of anisotropy usually refers to seismic 
wave propagation through arrangements of thin layers, such as that found in 
sedimentary basins, where each layer is isotropic with a thickness appreciably smaller 
than a wavelength. 
It should be noted that all of these causes rely upon the long wavelength equivalent 
medium attaining an anisotropic form for the wave behaviour. 
1.2.2 Wave propagation in an anisotmpic medium 
The theory of wave propagation in a uniform anisotropic elastic solid is well-
documented. (For example: Love 1944; Musgrave 1954; Lighthill 1960; Kraut 1963; 
Levin 1978, 1979, 1980; Helbig 1981, 1983; and Helbig & Mesdag 1982 and many 
others). A comprehensive review for seismic wave propagation in anisotropic media 
has been given by Crampin (1981). 
Wave propagation in an anisotropic medium has a fundament difference compared to 
that through an isotropic medium. In the simplest case of an anisotropic medium, there 
are three body waves propagating in the medium with velocities and polarizations 
varying with direction, but fixed for a particular direction and anisotropic system. 
These three waves are a quasi P-wave (qP), with approximately longitudinal particle 
motion, and two quasi shear waves (qSl and qS2), with approximately transverse 
particle motions, where the prefix q implies that the polarizations of these waves are 
not exact radial or transverse. 
In a general anisotropic medium, the elastic wave propagation is complicated and may 
be difficult to understand or use in practice. Consequently, some assumptions about 
the symmetry of the anisotropy are commonly imposed. In this thesis, I concentrate 
mainly on the azimuthal anisotropy caused by a set of vertical cracks, where there is 
a hexagonal symmetry with an axis of symmetry perpendicular to the crack 
orientation. There are only five independent elastic constants for this kind of 
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Figure 1.1. 	Schematic illustration of shear-wave splitting in the parallel vertical 
cracks. A shear-wave entering such an anisotropic region necessarily splits into the 
two shear-waves, with the fast one (qSl) polarized parallel to the crack orientation 
and the slow one (q52) perpendicular to it (after Crampin 1987). 
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anisotropy. When a plane shear-wave enters a region of such anisotropy, it will split 
into two shear-waves with orthogonal polarizations travelling with different velocities. 
These shear-waves remain split when the waves re-enter an isotropic region. This 
shear-wave splitting phenomenon is a diagnostic feature of seismic anisotropy, and 
may be used, under appropriate circumstances, to infer its degree of anisotropy 
(defined by (V1 V )/V, with subscripts  and s representing fast and slow shear-waves 
respectively) and its symmetry. Figure 1.1 shows a schematic illustration of shear-
wave splitting in an anisotropic medium caused by the vertical aligned cracks. 
1.3 DATA PROCESSING IN THE PRESENCE OF ANISOTROPY 
To access the anisotropic properties-of the medium, we need to record, process and 
interpret multicomponent seismic data correctly. There is now a growing confidence 
that multicomponent images can reliably relate certain groups of organized 
heterogeneities within reservoirs, and be of long term practical value (e.g. Mueller 
1992; Tatham & McCormack 1991). Multicomponent VSPs are of particular value as 
the transmission response may be interpreted to give direct indication of the depth-
variant fracture alignments and in situ stress properties. However the processing of 
multicomponent seismic data is also substantially more complicated than conventional 
P-wave seismic data. The increase in processing complexity is greater than the nine-
fold (or four-fold if only shear-waves are considered) increase in data volume would 
suggest (Tatham & McCormack, 1991). This arises because the waveforms couple and 
interconnect into the different components of motion. If multicomponent data are to 
be accurately correlated with reservoir properties, then they must be processed and 
interpreted with due regard to the nature of the vector wavefield, and with operator 
in a specific sequence designed to avoid introducing anomalies into the results. 
Among the three body waves propagating in an anisotropic medium, qP is generally 
easy to measure as its velocity is normally much higher than that of the shear-waves. 
The two shear-waves (qSl and qS2) are quite close in arrival times, which makes the 
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Multi-Component Experiment 
Start Image: Visual Inspection 
Vector Conditioning 
I Estimation of Shear-Wave Parameters I 
Convert to Anisotropic Properties 
1. Normal Incidence 2. Oblique Incidence 
End Image: Modelling 
Verification 
Interpretation 
Figure 1.2. 	Flow chart illustrating the processing and interpretation sequences (Wild 
et al. 1993). 
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measuring of their velocities difficult. Additional difficulties also arise in media for 
which the shear-waves exhibit dispersive behaviour and hence interfere significantly. 
For such seismic data, applying processing techniques to each of the separate 
components in turn produces unknown errors in the seismic data and misleading 
processing results. 
To achieve quality processing results, special care must be taken in the data 
acquisition and pre-processing to connect with the special features of multicomponent 
data. There is not a standard general processing procedure for multicomponent data. 
Recently, Wild et al. (1993) proposed a processing and interpretation strategy as 
shown in Figure 1.2 for the multicomponent data for anisotropy. The major objective 
of the philosophy is to image the internal structure of hydrocarbon reservoir using an 
efficient and self-consistent flow of conditioning, processing, and interpretation. This 
processing procedure may be generalized into three main steps: 
Preprocessing. This step includes start image and vector conditioning in Figure 1.2. 
In this step the data may first be displayed for quality control and identify various 
arrivals of interest through different display methods, such as multicomponent data 
matrix (Tatham & McCormack 1991), polarization diagrams (Crampin 1985), and 
colour display (Li & Crampin 1991 a,b). Other preprocessing may be applied, such 
as geophone reorientation to rotate the geophone into the same coordinate frame as 
source (Disiena et al. 1981); band pass filtering to eliminate the high frequency noise, 
and/or an f-k filtering to separate upgoing and downgoing waves. 
Anisotmpic analysis. The main objective of this step is to estimate the shear-wave 
parameters by resolving the shear-wave splitting for different acquisitions. Different 
analysis techniques may be used to acquire these parameters. A summary of these 
techniques given by Wild et al. (1993). To achieve this aim, this step may include the 
effects of near-surface, source balancing, and receiver effects (Zeng & MacBeth 
I 993a,b). 
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End-image and verification. In this stage the information acquired in previous steps 
will be combined to construct a consistent anisotropic model of the subsurface. This 
end-image consists of a composite anisotropic plane-layered model for the data set. 
The verification stage reassembles the data using synthetic seismograms and examines 
the match with real data. With the results from the processing, the final interpretation 
and be achieved by high quality matches between synthetic seismograms and observe.d 
data. 
1.4 FULL WAVEFORM MODELLING 
The calculation of synthetic seismograms is one of the major techniques for the study 
of wave propagation, and for the interpretation of seismic data. In particular, synthetic 
seismograms and numerical experimentation have been a major aid to our 
understanding of wave propagation in anisotropic media. There are, at present, two 
principal techniques for computing synthetic seismograms in anisotropic media: the 
ray method and the reflectivity method (with many variations). 
The ray method (Cerveny, 1972; Cerveny & Psencik, 1972; Petrashen & Kashtan, 
1984; Gajewski & Psencik, 1987) is a high frequency asymptotic technique, which can 
only be applied if the wave and medium parameters vary slowly within a wavelength. 
This method may be applied to the study of propagation of seismic waves in laterally 
inhomogeneous anisotropic media and complex geological structures, such as complex 
media with smoothly irregular interfaces where other methods may not be appropriate. 
One of the problems of the anisotropic ray method is how does one specify and attach 
meaning to varying anisotropic media, where a number of elastic constants vary in 
three dimensions (Crampin, 1981). Another disadvantage of the anisotropic ray tracing 
is that it is invalid near caustics, such as the singularities on the shear-wave phase 
velocity sheets (Crampin & Yedlin, 1981; Crampin, 1991), which may be a commonly 
occurring phenomenon (Wild & Crampin 1991). 
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The reflectivity method for synthetic seismograms was originally developed by Fuchs 
(1968) and Fuchs & Muller (1971) to calculate synthetic seismograms for modelling 
earthquakes in isotropic media. This method was extended to anisotropic media by 
Booth & Crampin (1983). Fryer & Frazer (1984, 1987) extended the more intuitive 
approach of Kennett (1983) for wave amplitudes to the anisotropic case. The 
reflectivity method is, up to now, the most successful and effective modelling 
technique in plane-layered anisotropic media. It is worth noting that the reflectivity 
method is a full wave modelling technique, i.e. not just body waves, but interface, 
surface, channel, or any non-geometrical inhomogeneous wave can also be included. 
The main restriction of this technique is that all models are required to possess 2-D 
horizontal layering. 
In this thesis, all synthetic seismograms are calculated by ANISEIS package, version 
4.0, a commercially available software (Taylor 1991). ANISEIS is a flexible 
interactive computer modelling system for calculating synthetic seismograms from a 
point source in horizontal plane-layered anisotropic medium. The methods used are 
based on plane wave analysis and involve the use of the reflectivity method. Sources 
and receivers can be placed anywhere in the model allowing reflection, VSP and 
crosshole geometries to be modelled. Based on plane-wave analysis, synthetic 
seismograms are calculated with an integration of plane-waves along summation paths 
over frequency, slowness (vertical plane) and azimuth (horizontal plane). 
In ANISEIS, cracks are defined by either the Garbin & Knopoff model (Garbin & 
Knopoff 1973 1975a, b; Hudson 1981) or the Hudson model (Hudson 1981,1982). In 
the Garbin & Knopoff model, the cracks are specified by the crack density and can 
be either dry or saturated with liquid. In Hudson model, the cracks are defined by 
radius, crack density, aspect ratio, and the isotropic content of the cracks. Attenuation 
constants may be determined as the imaginary parts of complex elastic constants. In 
this thesis, all anisotropy is simulated by the Hudson model. 
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1.5 OUTLINE OF THE WORK 
In this study I concentrate mainly on the development of processing techniques for 
VSP data to help understand the anisotropic properties, which may be regarded as the 
anisotropy analysis step in the processing flow chart of Figure 1.2. The main object 
of this processing is to extract the polarization direction of the leading shear-wave and. 
the travel time-delay between qSl, the fast shear wave, and qS2, the slow shear wave. 
The thesis is divided into two parts: Part one, including chapters from Chapter 2 to 
Chapter 4, is theoretical development. In these chapters, I develop several techniques 
for anisotropic analysis and examine the performance of these techniques using 
synthetic seismograms. Part two (Chapter 5) is a case study to further test the 
theoretical development of Part 1. 
In Chapter 2, I first developed a vector convolutional model for shear-wave 
propagating through an anisotropic medium (Zeng & MacBeth 1993a,b; MacBeth et 
al. 1994a). Based on this unified vector convolutional model, four algebraic processing 
techniques are developed to estimate shear-wave splitting parameters (Zeng & 
MacBeth 1993a). These techniques include three multi-sources techniques (dual source 
cumulative technique (DCT); dual source transform matrix technique (DTT); and dual 
sources source/geophone independent rotation technique (D1T)) and one single source 
technique (single source transform matrix technique (STT)). They are based on 
different assumptions and give either cumulative measurement or interval measurement 
of the polarization and the time-delay. By using synthetic seismograms, the correctness 
of the techniques under their various assumptions is considered. The techniques are 
also tested using noisy data (synthetic) for both random and signal generated noise, 
by which we try to model the noise generated by the local scattering of the structure. 
Shear-wave data contain more information than conventional P-wave data, but are also 
more sensitive to errors created during the data acquisition and/or the data pre-
processing. It is our object of Chapter 3 to investigate the possibility of what range 
of errors are tolerable to still maintain a useful anisotropic image for the subsurface 
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(we define 'useful' as an error on polarization estimation of less than 5°) (Zeng & 
MacBeth 1993b). By using synthetic seismograms, the effects of errors on the 
acquisition system are simulated and then investigated. Effects of polarities, mis-
coupling and mis-orientation on both source and geophone are considered in this 
chapter. 
Multicomponent data is severely degraded by seismic wave excitation process due to 
complicated near-surface scattering and non-ideal source behaviour. To reduce this 
effect, in Chapter 4, I develop a four-component near-surface correction algorithm (4-
C correction) for near-offset VSP data. A near-surface correction operator is designed 
from the shallowest geophone records, then applied to the entire data set to remove 
the effects of the near-surface in the data. The technique is tested by synthetic data 
which models a complicated near-surface condition in both noise free and noisy cases. 
To further test the theoretical development in the previous chapters, and also 
demonstrate their application to field recorded seismograms, a case study on the 
Romashkino field, Russia, is presented in Chapter 5. In this chapter, I first introduce 
a processing procedure of anisotropy analysis for multicomponent VSP data. Then, 
following this procedure, VSP data from three wells are processed independently. 
Techniques developed in this thesis are applied to the data. Results from different 
techniques agree with each other well, and are also confirmed by using data from 
additional sources. Anisotropy is found in all three wells with a change in the 
polarization direction between wells. The results suggest a positive relationship 
between the shear-wave anisotropy and the reservoir production. 
At last, in chapter 6, a summary of the main achievements and findings of this study 
is given. I also note several points for the further study. 
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CHAPTER 2 
ALGEBRAIC PROCESSING TECHNIQUES FOR ESTIMATING 
SHEAR-WAVE SPLITTING IN NEAR-OFFSET VSPS. 
2.1 INTRODUCTION 
Over recent years, many techniques have been developed to estimate the polarization 
direction of the leading shear wave (qSl) and the travel-time delay between this and 
the slow split shear-wave (qS2) (MacBeth & Crampin 1991a; Wild et al. 1993, discuss 
some of these). The majority of these analysis techniques rely implicitly on a 
convolutional equation for wave propagation through a uniform anisotropic solid 
(Queen & Rizer 1990; Zeng & MacBeth 1993a,b). This vector convolutional model 
can be derived by factorizing the anisotropic reflectivity expressions for full-waves 
and point sources (Fryer & Frazer 1984), retaining only the essential characteristics 
of the anisotropic model which affect the most salient features of the wave 
propagation. One popular analysis procedure for obtaining the anisotropic parameters 
is a coordinate transformation of data acquired from two orthogonal source 
polarizations and recorded on two horizontal geophone components. 
One approach of estimating these parameters uses wavefield measurements taken over 
a cumulative path between the source and recording level. Practically, this may be 
achieved either by numerical rotation (Alford 1986), or by the transformation scheme 
of Li & Crampin (199 la,b). In these techniques we must presume that the anisotropy 
in the medium between the source and recording level is homogeneous. These 
anisotropy estimates tend to be stable but are inaccurate for vertical inhomogeneity in 
the medium. Another category of techniques shifts the assumption of uniformity 
between the source and the recording levels to the medium between neighbouring 
Chapter 2 Algebraic Processing Techniques 	12 
geophone levels in VSP. Such an approach is taken by a variety of authors (Naville 
1986; Nicoletis et al. 1988; Esmersoy 1990; Lefeuvre et al. 1992). Inhomogeneities 
in the medium now are better resolved, but the measurements are more susceptible to 
noise. Allied to both categories is the layer stripping approach (Winterstein & 
Meadows 1991 a,b), where compensation for abrupt changes in normal incidence shear-
wave polarization in overlying anisotropic layers may reveal a region of uniform 
anisotropic behaviour. 
In this chapter, I will first introduce the vector convolutional model for shear-wave 
splitting. This model is described by matrix algebra from which splitting estimates are 
readily deduced. These expressions allow a physical interpretation of the recorded 
vector wavefield and its component parts. Based upon this model a series of algebraic 
processing techniques, which can be -used to analyse data acquired using single, dual, 
or multiple shear-wave sources, is developed. As these techniques are algebraic, exact 
solutions, they are faster than any possible numerical equivalent. 
2.2 VECTOR CONVOLUTIONAL MODEL FOR WAVE PROPAGATION 
THROUGH AN ANLSOTROPIC MEDIUM 
For clarity I shall describe only shear-wave propagation in this section. The bases for 
the convolutional model are the usual assumptions inherent in the scalar convolutional 
model: a linear elastic earth response, and a seismic source exciting linear motion 5(t) 
in a specific direction. To simplify the mathematics of the wave propagation to a level 
where it can be conveniently applied as a processing tool, I consider normal incidence 
in an anisotropic medium in which there is a horizontal plane of mirror symmetry. 
Normal incidence is not a restriction of the convolutional model, and more 
complicated adaptations are possible if the ray paths do not pass near shear-wave point 
singularity directions (Crampin 1991a). I also make a further assumption that only 
far-field terms (Aki & Richards 1980) provide significant amplitude, with no 
significant contributions from near-field scattering or free-surface interactions. This 
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particular model is therefore strictly relevant for a one-dimensional model of the earth, 
and consequently neglects medium inhomogeneities, dipping layers, and near-source 
or local scattering. 
The scalar displacement of a wave excited by a point force acting on an isotropic 
half-space may be written in the time-domain as 
d(t)=A 8(t-r)*B(t)*s(t)/r; 	 (2.2.1) 
and in the frequency domain as 
d() =A e 1 	e''' s() /r; 	 (2.2.2) 
where 'r is the travel-time (WV) of the source wavelet s(t) from the seismic source at 
the origin; r is the total distance travelled; and V is the group velocity of the wave. 
The attenuation operator B(t) is dependent on the quality factor Q,  and A is a constant 
amplitude factor. The asterisk denotes a convolution in the time-domain. Equation 
(2.2.1) can be changed to accommodate the directly travelling vector wavefield from 
a point source in the far-field of an isotropic medium 
J(t)=A8(t-r) *B(t) *slt)/r; 
	 (2.2.3) 
where the arrow denotes a vector, and the initial source polarization is given by the 
vector (t), and is preserved by a homogeneous medium. 
The major complication in developing equation (2.2.3) for shear wave data in an 
anisotropic medium lies in the geometric arrangement of the acquisition coordinate 
frame relative to the permissible polarization directions (eigenvectors) of the 
anisotropic medium, denoted by f (fast) and s (slow) axes, the directions of source 
motion, and the geophone axes. Some of these geometric complexities are noted by 
Thomsen (1988). For simplicity I align the geophone axes along in-line (X) and 
cross-line (Y) directions, and assume a polarization azimuth, 0, for the fast shear-wave 
measured clockwise from the X-axis (Figure 2.1). The source polarization is defined 
by 
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Is(t) 1 
s1t)=[S)j; 	 (2.2.4) 
where s(t)  and s(t) are the in-line and cross-line components (Figure 2.1). These 
source components excite waves polarized along the orthogonal fast and slow 
directions (f- and s-axes), giving the corresponding qS1 and qS2 waves with relative 
magnitudes dependent on 0. As all coordinate frames are orthogonal, the components 
of source motion along the f- and s-axes can be written by the vector 
.fp(t) =R(0) .t); 
	
(2.2.5) 
where the subscript P indicates that the quantity is transformed into the propagation 
coordinate (f- and s- axes) and R(0) is the rotation matrix 
cosO sinG 	 (2.2.6) 
-sinO cosO 
Propagation of the shear waves along the f- and s-axes can now be visualized by 
separate applications of equation (2.2. 1) with different amplitudes, velocities, and 
quality factors for qS 1 and qS2. The resultant displacement vector d(t) in the f- and 
s-axes can be conveniently expressed by the tensor operation 
(t)=A(t)*[R (0)t)]; 	 (2.2.7) 








In the time domain, A./t) and 5(t) convolve with the source wavelet 5(t) to produce 
the amplitude, time-shift and attenuation given by equation (2.2.1), appropriate to the 
fast or slow arrival: A./t)*s(t) = a1b(t)*s(tt1)/r, with a similar expression for 3(t). For 
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Figure 2.1. 	Coordinate system in horizontal plane (X-Y) used in the vector 
convolutional model for shear-wave splitting. Geophone axes G x and G align along 
in-line (X) and cross-line (Y) directions. The general source motion s(t) has in-line 
and cross-line components and s(t). The axes labelled f (fast) and s (slow) 
correspond to the polarization directions of qSl and qS2 waves respectively. 0 is the 
angle which the f- axis makes with the in-line direction. 
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an isotropic medium, ?/t) = ? 5(r) = X(t). Transforming d(t) back into the coordinate 
frame specified by the geophone axes, I obtain the displacement, d(t) = (d(t), d(t))T, 
recorded on the in-line (X) and cross-line (Y) geophone components 
3(t) =R T(0)  (t) =R T(0)  A(t) * [R(0) slt)] =[R T(6)  A(t)R(0)J *.t); 	 (2.2.9) 
or with its independent variables 
d(t)=[R T(o)A(t; t,t 3 ,a1 ,a3 )R(0)]*slt)+ii(t); 	 (2.2.10) 
where the superscript T denotes a matrix transpose. A noise term If(t) is included to 
represent random or locally generated interferences. It is assumed that the attenuation 
operator b(t) is the same for both qSI and qS2 waves with any major differences 
being absorbed into the constant amplitude terms. Now a common scalar factor djt) 
= a1 b(t) (t-t)/r can be factorized from the operator A(t), as R(9) is independent of 
time 
3(t) =d0(t;t1,a)*[R T(o)(;j , Aa).R(0)] *.t)+ff(t); 	 (2.2.11) 
where A(t) is now a function of time t, the time-delay, Ar= t5 - t1 , and the relative 
amplitude, &z = a3 /a1 between qSl and qS2. By comparing equation (2.2.11) with 
equation (2.2.3), it can be seen that only the terms in the square brackets contain 
modifications to the isotropic wavefield for shear-wave splitting. Note that the effects 
of anisotropy are not completely factorized out using d0(t), as it contains the 
anisotropic velocity and amplitude variations for qSl. In an isotropic medium the 
terms in square brackets will reduce to a unit matrix and equation (2.2.3) will 
effectively be recovered. 
General nine-component transmission response. Equation (2.2.11) can be generalized 
for a nine-component offset VSP, recording the three-component motion d 1 (t) at depth 
level i from a general three-component source motion (t) (i = x,y,z) (Zeng & 
MacBeth 1993a) 
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al ft) =d0(t) * [RG * W(t) *R s] *.'(t) +ii1 .(t); 	 (2.2.12) 
or 
c?,(:) =d0(t) * [MC(t)] *(t) 
	
(2.2.13) 
The 3x3 matrices RG and R5 are independent of time and the subsurface layering, 
being a function of local polarization vectors. They convert the wavefield amplitudes 
into the recorded geophone displacements (or strictly speaking velocities or voltages) 
and the multicomponent source vector (t) into the wave amplitudes, respectively. 
In general, for orthogonal qP, qSI and qS2 polarizations, R0 and R are non-
cumulative products of 3x3 rotation matrices. If the polarizations of these waves are 
inherently non-orthogonal due to the deviation of the group and phase velocity 
directions, or apparently non-orthogonal due to oblique incidence, the lt is a matrix 
of the individual unit polarization vectors and R s is its inverse. These can be analyzed 
to determine the ray directions in offset VSPs (Li et al. 1993). The 3x3 matrix W 1 (t) 
represents the reflection and transmission properties of the wavefield components, and 
for direct transmission through a half-space W 1(t) = A(t). For a non-uniform medium 
the one-way (transmission) response W 1(t) contains propagation terms for up- and 
down-going qP, qS I and qS2 components and A(t) becomes a 6x6 matrix, with RG  a 
6x3 matrix, and R5 3x6 matrix. The cumulative function M1C(t)  represents the 
aggregate impulse response of the layering between the source and a particular 
recording level i. The general nine-components response is a further research direction 
that I do not consider further in this thesis. Unless specified, I will only consider the 
four component response, where M1C(t)  is a 2x2 matrix. 
Interval Response. In situations where the approximation of a uniform and 
homogeneous anisotropy are not appropriate due to recognized inhomogeneities in the 
medium, it is possible to adapt equation (2.2.13) to define a more suitable local 
estimate of the displacement transfer matrix M'11(t) = MC1+1(t)*{MC1(t)}i between the 
i+1 and ith recording levels, or several recording levels. The optimum spacing of these 
levels depends upon the noise in the records, the particular type of arrival measured, 
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and the anisotropic properties of the medium. For the simplest case of this type the 
recorded displacement at level I acts as an effective source for the recordings at level 
i+1. If the noise is uncorrelated between levels, so that it is essentially 
non-propagative 
+ff. +1  i.j' (2.2.14) 
with the source function (t) (assumed consistent for both levels) being deconvolved 
from the expression. However, if the noise is an interfering arrival or set of arrivals 
from local scattering, with significant vertical slowness across the levels, then I must 
rewrite equation (2.2.14) 
d +1 (t) =M'+1 .(t) *[(t)-i1J 	 (2.2.15) 
Spencer et al. (1982) and Raikes & White (1984) show the distorting effects of this 
type of noise on attenuation measurements. This noise is discussed further in Section 
2.5, when the performance of the estimation techniques is evaluated. 
2.3 DCT - DUAL SOURCE CUMULATIVE ROTATION TECHNIQUE 
Over the past several years, it has become increasingly common to acquire vector 
wavefield data using two orthogonal, horizontal shear-wave sources, acting along in-
line and cross-line directions. It is then possible to construct what has been commonly 
called a four-component data matrix (Tatham & McCormack 1991). This is a 2x2 
arrangement of seismograms formed by recording the in-line and cross-line source 
motions, on the in-line and cross-line receivers. I refer to the X- axis as the in-line 
direction and the Y- axis as the cross-line direction, then the general configuration of 
the data matrix is shown as Figure 2.2. Assuming that the in-line and cross-line source 
are identical with a common source function, then from equation (2.2.11) the receiver 
records for the in-line source ((t)  )and the cross-line source ((t) ) are 
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J,(r)=[R T(0)A(t)R(0)] *(t); 
and 
d,(t)=[R T(e)A(t)R(e)] *,(t). 
Without losing generality, let 
G(t) = [d(t) I Jt) 1; 	S(t) = [(t) I 
or, in the component form 












where G(t) is called the recorded geophone matrix, the subscripts X and Y refer to 
the in-line and cross-line direction, respectively. Equation (2.3. 1) and (2.3.2) can be 
combined as 
G(t) =R T()  A (t)R(0)I *s(t). 
	 (2.3.5) 
where I is a unit matrix, and 5(t) is the common scalar source time function. dJk(t) is 
a signal seismogram, where the first subscript indicates the geophone direction and the 
second subscript indicates the source direction. 
More generally, if instead of the two orthogonal sources I record data from a group 
of N non-orthogonal sources, this expression may be adapted by transforming the data 
matrix acquired with the non-orthogonal source polarizations, GN, into an equivalent 
data matrix for equally balanced in-line and cross-line direction, GEQ. The recorded 
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Source 
In - line 
	Cross - line 
Figure 2.2. Four-component display of data matrix. The display represents the 
time-series which make up the data matrix G(t) used in the text. These consist of 
in-line (X) recordings of in-line (X) source motion (traces marked XX) in the top 
lefthand panel and in-line (X) recordings of cross-line (Y) motion (YX) in the top 
righthand panel. The lower panels are in-line (X) and cross-line (Y) recordings of 
cross-line (Y) source motion respectively (XY and YY). 
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GN=[Jl(t) I 	I •.. I d(t)] =[R T(6)A(t)R(6)1 *[1(t) I .ç(t)  I I N(t) 1 	(2.3.6) 
= [R T(0)A(t)R(0)1 * TNI(t); 
where d 1 (i=1, 2, ..., N) are the recorded displacements for source i, which are 
polarized along the unit vectors making an angle O respectively, to X - axis. The 
matrix TN  is defined by the components of the source vectors along the X - and Y -
axes 
cos(0 1) cos(e2) ... cos(ON) 
TN= 
sin(e 1) sin(02) 
(2.3.7) 
The data matrix GN  now can be transformed into that for equivalent in-line and cross-
line sources 
G=G N T [TN  T] '. 
	 (2.3.8) 
In this case, G(t) in the equation (2.3.5) will be replaced by GEQ(t). It may be noted 
that the procedure of transforming G N(t) into  GEQ(t)  is equivalent to a procedure of 
vector stacking to data GO), and could in essence be used with different source 
types. 
I now consider the solution to equation (2.3.5). The aim of this procedure is to isolate 
the diagonal propagator A. This has usually been achieved by trying a range of 9 to 
numerically minimize a discriminant function (usually the energy in the off-diagonal 
elements of the transformed data matrix G) (Alford 1986). This effectively gives 9, 
and hence the polarization directions for qSI and qS2, with the time-series in A(t) then 
giving estimates of i.r and Aa. Here I will develop an another approach - a direct least 
square algebraic solution of equation (2.3.5). To do this I first invert equation (2.3.5) 
to give an estimate of the propagator A(t) 
A(t)*s(t)=R(0)G(t)R T(0); 	 (2.3.9) 
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which can be rewritten in component form as 
d,cos26 +dsin6ccsO 




- dsin28 +drsiflOCC6O 
-dsinOccsO -dsin 2O 
+ dccs26 +djnOc8 
dsin2O -dsinOcos6 
- dsin6co6O +dcos 2O 
(2.3.10) 
where s1= ?1*s(t)  and s= 5*s(t).  This leads to four equations in three unknowns: s p 
s5 and 9. After some manipulation, equation (2.3.10) can be simplified to 
S1, 0 - 1 A+Bcos2Oi-Csin2O -Bsin2O +Cccjs2O +D 
	
(2.3.11) 





D=d jrd y . 
(2.3.12) 
Theoretically, under the assumption of a uniform anisotropic medium between the 
source and the geophone level under consideration, the tensor G(t) is symmetric for 
all samples (d(t) = d(t) for all t ), which can be proved directly from equation 
(2.3.5). This symmetry makes the two off-diagonal components in equation (2.3.11) 
identical. However, in field data this condition may be difficult to satisfy due to 
factors such as noise, violation of the basic assumptions of uniformity, attenuation, 
source imbalance and geophone miscoupling. For real data, these effects can be 
minimized by a least square sense. To do this, I solve these equations by minimizing 
the energy on the off-diagonal elements of the right hand side of equation (2.3.11). 
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The energy function for the off-diagonal seismograms, in the time window of interest, 
is 
E(0) =E [( -B1sin2O +Cccj2O +D,)2 +( -Bsin2e +C.ccj2O -D1)2] 	 (2.3.13) 
where n is the number of samples contained in the time-window. A stationary point 
in E(9) occurs when 
E'(0)= -4E[(C-B)sth46  + 	cos4 2BCO]=O 	 (2.3.14) 
where the prime refers to differentiation with 0. It gives 
(n 	1 
I 2EBC1 I 
Ok -1 [arctan
1=1 	.+k7t] 	 (2.3.15) 
lE(B-C) I 
1i=' 	 J 
where k is any integer. There are four solutions, distributed at 45° in the interval in 
the range 00  to 180°, with k=0,1,2,3. The minimum of the function E(0) corresponds 
to the solution having a positive second derivative 
[E (B _C)]2 +[E(2BC)J2 
E"(O k)=16 ' 	 COS4Ok. 	 (2.3.16) 
E(B -Ci) 
With /I(B 12-C,2 )f + /I(2B 1C)f always being positive, solutions to °k  are selected 
such that cos(40k ) and (B 12 -C,2) have opposite signs. There are two solutions for 0 
in the range of 0° to 180°, which are separated by 90° and correspond to qS 1 and qS2 
polarizations, respectively. Having obtained the best estimated polarization azimuth 
0, this can be substituted back into equation (2.3.9) to calculate A, and used to obtain 
the best estimates of the principal diagonal traces s/t) and s5(t). From these, I can 
obtain the time-delay of the qSl and qS2 waves from the normalized cross-correlation 
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of the two traces, and the relative amplitude by the ratio of the auto-correlations 
(where it should be assumed that the attenuation operator effects only the scaling of 
the wavelet, leaving the waves undistorted). 
Murtha (1988) and Li & Crampin (1991a) also gave a similar algebraic solution of 
equation (2.3.5). The main difference between DCT and these techniques lies in that-  
the DCT solution is obtained for the entire time window, while the others are obtained 
for each point in the chosen time window. This difference makes the choice of the 
solution from the four possible solutions easier. 
2.4 DTT - DUAL SOURCE TRANSFORM MATRIX TECHNIQUE 
For normal incidence VSP data, it is also possible to make an interval measurement 
between two neighbouring or adjacent geophone levels (Naville 1986; Nicoletis et al. 
1988; Esmersoy 1990; Lefeuvre et al. 1992). This makes special use of the 
convolutional model, and assumes that the medium between the two geophone levels 
is uniformly anisotropic. Considering a shear wave propagating to two different 
geophone locations at levels i and i+1. Assuming that the displacement field at level 
i acts as a source for the recorded displacement at receiver level i+1, then from 
equation (2.2.14), the in-line and cross-line recordings at level i+1, d111(t) and d 1+1 (t), 
can be written in terms of in-line and cross-line recordings at level i, d 11(t) and d 1 (t) 
d,+(t)[R T(0)A(t)R(0)] *d11(t); 
	
(2.4.1) 
d.ic(t) [R T(0)A(t)R(0)] *Lc(t); 
	 (2.4.2) 
which can be combined into the data matrix format 
G11(t) - [.R T(0)A(t)R(0)] *G,(t); 
	 (2.4.3) 
where 
Chapter 2 Algebraic Processing Techniques 	23 
G,(t)=[d(r) I 3t)] 	 (2.4.4) 
This equation was solved numerically by a least squares method (Lefeuvre et al. 
1992). Now, I will seek the possible algebraic solution of the equation. First, taking 
the Fourier transform of the equation, I have 
4 ,,(o) =ER T(0)A((o)R(0)].4(c); 	 (2.4.5) 
where G(()) is the Fourier transform of G(t). Let 
(2.4.6) 
Then 
I(w)=[R T(0)A((o)R(0)]; 	 (2.4.7) 
This equation is formally the same as equation (2.3.5), and can be solved in a similar 
way with hJk(t)  replacing dfk ('t) and n becoming now the number of frequency samples 
within the signal bandwidth. However, this equation has a difference from that of 
DCT, in that the source function 5(t) has now been deconvolved from the expression. 
This means that when using this technique, the two sources need not necessarily be 
identical. This will be illustrated during the synthetic test of the technique. The shear-
wave splitting parameter zr and &i can be determined either directly from the 
equations by substituting the 9 in it or in a similar way to that in DCT. 
To reduce the effects of noise in noisy data, it may be necessary to use a group of 
geophones instead of two, and in the case of very weak anisotropy, one may use a 
large geophone interval to reach the resolution of the technique. In these cases, 
equation (2.4.7) can be written into a more general form. Assuming that there is a 
uniform anisotropy between the geophone level i and i+p+q-2 , where p (p~!l) is 
the geophone interval and q (q~!2) is the number of the geophones to form a data 
matrix, then equation (2.4.5) can be rewritten in a general form 
Chapter 2 Algebraic Processing Techniques 	24 
[Oi+p+q -2 14+p+q _3 1...I01+p] = [RT(0)A(c)R(e)]• [Gj+q_21G1+q _31 ... IG1I. 	(2.4.8) 
Let 
4+,((0) =[4+p+q-2 I I+p+q-.3 I... I G,J, 	 (2.4.9) 
U(w) =[4+q_2I4+q_3I"IOil 
Then, from equation (2.4.8) I have 
U + () UT((a) = [RT(0)A()R(0)]4().4T(). 	 (2.4.10) 
This equation can now be solved in a similar way to equation (2.4.7) with 
ce)) =[4+g() UT(co)} [4(w) UT(.o)] '. 	 (2.4.11) 
2.5 STT - SINGLE SOURCE TRANSFORM MATRIX TECHNIQUE 
In sections 2.3 and 2.4, I developed two techniques which can be applied in the cases 
where there are two or more source polarizations available. However in some cases 
the converted shear-waves are excited by a single source polarization, such as in a 
marine survey or explosion on land. In these cases, there are three unknowns Xf , ? 
and e with only two equations (equation (2.2.11)). It is not possible to accurately 
solve these equations as shown in the last section, without an accurate knowledge of 
the source wavelet. However, a solution can be obtained using two adjacent recording 
levels under an extra assumption of that there is no differential attenuation between 
qSl and qS2. 
Consider a pair of recording levels i and i+1, and rewriting equation (2.4.1) in the 
form of 
R(0)3, 1(t)=A,(t)R(0) *d 	 (2.5.1) 
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In the frequency domain, this equation can be written in the component form as 
d,+i.x(CU)cosO +d 1 (c)sinO =X,[d4)cos6 +d1}.()siii0]• 	
(252) 
-d1+1 ,x(w)sinO +d, 1 ()cosO =A[ -d1,()sinO +d1}.()cosO]. 
Note that in the frequency domain, X and X can be written as 
ArAfexp(-ico 9; 
A 3 =A3 exp(-ü t). 	 (2.5.3) 
Let c = tan 0, then from equation (2.5.2) we have 
d1+1)+ed11}4c) = d1,(o)+ed,(w) 	
(2.5.4) 
-ed 1 (w) +d 1 (j) -ed,(w) +d,ci) A s 
To solve this equation, I make a further assumption that there is no differential 
attenuation between qSl and qS2, or Af /A, 1. Then take the complex modules of 
equation (2.5.4) 
= [d+ed111[d,,+ed,1 * 
(2.5.5) 
[-ed11,1+d11 ][ -ed11,+d11,] * 	[ -ed,,+d][ -ed,,1+d,] 
* 
where superscript * indicates the complex conjugate. After some manipulation, this 
simplifies to 
Q(e2 -1)-Re=O; 	 (2.5.6) 
or 
2Q cos20+R sin2O=0 	 (2.5.7) 
with 
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Q = dI +l,d+l,xdg}4j - 
R = (d1+1,d11,1+d1+1,1d11,y)(d1,d1+d1141) 	 (2.5.8) 
- (d1 d 
Therefore, the polarization angle 0 can be obtained from this equation. But note that 
this is for a single frequency 0= 0, in the frequency band of the data. For the total 
frequency band of the data, I will seek the least squares solution of equation (2.5.7). 
I define the error function as 
E(0) =E(2Q, cos20 + R1 sin20)2 
	
(2.5.9) 
To find the minimum of E(0), I take the first derivative 
E'(0)=2E[4Q R 1 cas4O+(R2 4Q)sin4O] 
	
(2.5.10) 





Again, there are four solutions of 0 in the range of 00  to 180°. Similar to the 
discussion for DCT in section 2.3, which of these corresponds to the real minimum 
of the error function, E(9), can be determined by the second derivative of E(0) 
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E "(0) =8E  [-4Q,R1sin4O +(R2 -4Q)cos46] >0 . 	 (2.5.12) 
As discussed in section 2.5 for DTT, in the case of noisy data, or in the case of very 
weak anisotropy, I may need to use different geophone levels and use more than two 
geophones as a group. In these cases, a generalized equation for STI' can also be 
derived as follows: 
Consider a group of i+p+q-1 geophones, where p (p~!I) is the geophone interval and 
q (q~!2) is the number of geophones in one calculation. For each pair of geophones 
(geophone levels i-s-f-I and i+j -i-p-I), I have the equation (2.5.7), that is 
2Q1 cos2O+R1 sin20=0 	(j=1,2,...,q-1) , 	 (2.5.13) 
where Q  and R are defined by equation (2.5.8) with the subscript of i and i+l replaced 
by i-i-f-i and i-i-f-i-p-i respectively. To seek the least squares solution of these 
equations, I define an error function 
q-1 	
, 
E(0)=E  (2Q 1 cos20 +R sin20)2 
J=1 fri 






E E(4QRi)1 1=1 i=1 
(2.5.14) 
(25.15) 
After obtaining the polarization direction of qSl, the time delay increase between 
level i and level i-i-i can be solved directly from equation (2.5.4). 
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2.6 DIT - DUAL SOURCE INDEPENDENT SOURCE/GEOPHONE ROTATION 
TECHNIQUE, AND DATA MATRIX ASYMMETRY 
In section 2.3, when DCT was developed, it was. assumed that the source and 
geophone must be aligned in the same direction, or that the angle between the source 
orientation and the geophone orientation must be known so that an equivalent data 
matrix can be formed. However, in field practice, source and geophone orientations 
are not always well defined (see the discussion in Chapter 3). In this case, DCT 
cannot give a correct result. However if either source or geophone direction is well 
defined, the polarization can be measured by D1T- dual independent source/geophone 
rotation technique, which gives two independent angles with respect to the source and 
geophone direction respectively. 
2.6.1 The technique 
Assuming that the direction of the two sources is at an angle 4) from the geophone 
axes, instead of lying on the geophone axes (Figure 2.3), I must first rotate the source 
by the relative angle 4) with respect to the geophone, then use an equivalent source S 
in the geophone direction to replace the original source S0 (Figure 2.3). The relation 
between S and S0 is (assuming an anti-clockwise rotation is positive) 
S=R(4)S0; or SO=RT(40)S. 	 (2.6.1) 
The geophone data matrix now becomes 




where 0G  and 9 are the angles of geophone axes and source polarization between the 
qS 1 polarization direction (Figure 2.3). Equation (2.6.2) now can be rewritten as 
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X(in-line) 
f 






Figure 2.3. 	Coordinate system in horizontal plane (X-Y) used in vector 
convolutional model for shear-wave splitting in the case where the source and the 
geophone are not aligned. Notation and symbols as in Figure 2.1. 
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G(t) =R T(OG)A(t)R(Os) *S(t) 
	
(2.6.4) 
This equation was solved numerically by MacBeth & Crampin (1991). In this section, 
I will evaluate 9G  and O algebraically. 
As with the solution of DCT, I will try to zero the off-diagonal components of A(t). 
The equation can be rewritten as 
A(t) *s(t) =R(OG)  G(t) R T(05) 	 (2.6.5) 











• -dflsineGcos03+d,.ccs 6Gcose3 
Let 
a = 	+ O , 	 (2.6.7) 
P = - Os 
After simplifying, equation (2.6.6) can be written as 
A1 0 	I Aco4 +&os +sina -Dsin Asin -&ina +cco +Dccs] 
[ A] = 2 [-Ath-n+ccosa-Dco6p Acosp 	
(2.6.8) 
where A, B, C, and D are defined by equation (2.3.12). Defining an energy function 
E(cx,13), which is the sum of off-diagonal energy term in equation (2.6.8) in a pre-
determined time window, 
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E(a , 	
(2.6.9) 
+(-Asi -Bsina +ojs -Dcos13)2]. 
This simplifies to 
E(a , 3)=2E[(AsinP+Dcos13) 2 +(Bsincz-C 1cosa)21 	 (2.6.10) 
Taking cc and 0 as independent variables, a least-squares minimum of E(a, f3) is 
obtained from 
E = E [(Bsina -Cposa)(B,cosa +Csina)J =0; 
(2.6.11) 
E'=E[(A1sinf3 +DcosP)(Acos13 -DsinI3)1=0, 
where E'a  and E' represent the first deviate of E(cx, 13) with cx and 13 respectively. 
From (2.6.11) I get the solutions 
" B1C 	 " B1C, 	Mi tan2a=2E 	; or a= 1arctan[2E 
(B 	i2 	''(B-C)2 ; 
	(2.6.12) 
and 
' D1 A 	 _____ _____ DA Nit tan2=2E 	; or j3=1arctan[2E 
	
2 	 ; 	
(2.6.13) 
where M and N are integers. Using (2.6.7) 1 get 
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' B1C, 	 " DA 




n B1C1 	 't D14 





where k, and k 2 are integers. There are four solutions for eG  and O, giving sixteen 
possible extreme of E( 9G'  9). The minimum values are selected by examining the 
sign of the second derivative for each solution. At and Aa are obtained as before, by 
cross-correlating the diagonal components of the best estimates of A(t)* s(t). 
2.6.2 Data matrix asymmetry and its causes 
For a noise free four-component VSP experiment, with ideal downhole geophones and 
sources, in a plane-layered isotropic medium with source motions and geophone 
components aligned, there should be no energy in the off-diagonal components 
(d=d=O in the data matrix G in equation (2.3.4)). When anisotropy is present, 
there is off-diagonal energy in the data matrix whenever the source and geophone 
orientation are not parallel to the shear-wave polarization direction in the anisotropic 
medium (Thomsen 1988). For uniform anisotropy, the data matrix is symmetric as the 
off-diagonal components are equal (d 1 =d, equation (2.3.5)). But the presence of 
off-diagonal energy in data matrix is not a sole diagnostic for anisotropy as, for 
example, misalignments of source and geophone orientation can also give significant 
off-diagonals even in an isotropic medium. In this case, however, the data matrix is 
not symmetric, i.e. is asymmetric, as d1  and dyx are different. 
Comparing the DIT solution of equation (2.6.14) and the DCT solution (equation 
(2.3.15)), we can find that if and only if the data matrix is symmetric (d=d ), then 
these three angles from these two techniques, e0, Os, and eDc, equal each other. If the 
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data matrix is asymmetric, they are not equal but there is a simple relation between 
them, 
(2.6.15) 
This comparison indicates another application of D1T. By comparing the two angles, 
0G and 9,  from DIT, we can detect the symmetry of the data matrix. Recall that the 
symmetry of the data matrix is implied by the model of DCT (equation (2.3.5)), DIT 
effectively acts as an indicator whether DCT is applicable or not. Only when the two 
angles °G  and Os are close, is the data matrix symmetric and DCI can be applied to 
the data. Otherwise, the data matrix is asymmetric and DCT cannot be applied to give 
a correct polarization. 
The asymmetry of recorded data matrix may arise due to different reasons. Generally, 
it may be divided into two categories: those caused by experimental control and those 
caused by the non-uniformity of the medium. 
An asymmetry in the recorded data matrix may arise due to the factors of 
experimental control such as: geophone coupling to the borehole, coupling of the 
source pad to the ground, different gain and phase response between different 
horizontal geophones, different amplitudes between different source activations (Lewis 
1989; Choi & Gangi 1991), directional response of receivers (Ghose & Takashi 1991), 
polarity reversals, and misorientations of the geophone tool (Queen 1987), 
misorientation of the source (Queen & Rizer 1990), and borehole deviation, amongst 
others. Some of these factors may be avoided or reduced with careful field practice, 
although others must be tolerated and corrected for in the recorded data by condition 
steps after acquisition, such as amplitude adjustments from source balance 
computations (Winterstein & Meadows 1991a). Even with proper field practice, certain 
unavoidable inaccuracies may still be present in the multicomponent dataset, which 
limits the accuracy of the anisotropic measurement. 
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If the medium can be assumed to have uniform anisotropic symmetry, then the 
equation (2.3.5) is valid. This is expected for recordings made below the level at 
which vertical stress is equal to the minimum horizontal stress (Crampin 1990). In this 
situation, it is possible to identify acquisition errors by examining the amount of 
asymmetry in the data matrix through the value of O and O. It may then possible 
to compensate for any misorientations in the geophone and source, and for polarity 
reversals, so that reliable shear-wave estimates may be obtained from the 
multicomponent data. For data acquired without gyroscope data, the geophone 
orientations can be determined using this technique, as long as the source polarizations 
are known and no other effects are significant. In the next chapter, I will discuss how 
°G and 0 response to different experimental errors. 
For the asymmetry caused by the non-uniform of the medium, the responses of °G  and 
O are more complicated and are not fully understood yet. Here I discuss a simple 
example to show the asymmetry caused by the medium. More detailed discussion and 
examples can be found in Chapter 5 and several related papers (Zeng and MacBeth 
1992; MacBeth et al. 1994; MacBeth & Yardley 1992). 
Consider a non-uniform anisotropy, if the polarization direction changes with depth, 
the data matrix is no longer symmetric. Consider a two layer model with an abrupt 
change in the polarization direction (MacBeth et al. 1994a). In this case, similar to the 
anisotropic wave propagation expressions of Fryer & Frazer (1984) for a single 
interface, equation (2.3.5) can be rewritten as 
G(t) =R 2TA.2(t) *Z(0 2,0 1,p 1, V,p2 , V,i1 	*A1(t)R1 (0 1) *S(t) , 	 (2.6.16) 
where Z is the transmission matrix between layer 1 and layer 2. The upper anisotropic 
layer has a qSl polarization direction of 0 and the lower anisotropic layer has a qSl 
polarization direction of 02.  The background media have shear-wave velocities V 1 and 
V 2, and densities of p, and p2 , and birefringences of Tb and 112.  The transmission 
matrix relates the qSI and qSl waves to each other at the interface. Here normal 
incidence and horizontal interface is assumed, and may be approximated by 
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Z'-2p 1 V1I(p 1 V1+p2V2)R(02)R T(01) , 	 (2.6.17) 
if the weaker dependence on main T and 12  is neglected (Li & Crampin 1992). The 
degree of inter-conversion between qSl and qS2 waves at the interface is determined 
by the off-diagonals of the matrix RT(e2e1),  and equation (2.6.16) now becomes 
G(t) =A{R 2T(e2)A2(t',t 2)R(e 7)} *{R T(o)(t 1)R1(0 1)} *S(t) , 	 (2.6.18) 
where A is a scale constant; and; and T. are the travel-times of the waves through 
each layer. The time-series product of these matrices is in general asymmetric, as the 
data matrix is now the product of the two symmetric matrices (each matrix formulae 
by RTAR  in curly brackets), and it need not itself be symmetric unless these matrices 
are commutative. 
2.7 TESTS ON SYNTHETIC DATA 
In this section, I use a number of synthetic seismograms to establish the performance 
and utility of the different analysis techniques described in previous sections. The 
estimation of differential amplitude, M needs special attention (Crampin & Lovell 
1991) and is not considered further in this present study. Full-wave synthetic 
seismograms from point sources exciting a horizontally layered anisotropic medium 
are calculated using the anisotropic reflectivity method implemented in the ANISEIS 
package (Taylor 1991). The anisotropic materials are simulated by permeating an 
isotropic matrix material with distributions of vertical, parallel, water-filled cracks. 
Three anisotropic models are considered with a half-space background velocity: 
uniform anisotropy, discrete changes in polarization azimuth or birefringence, and a 
continuous change in polarization azimuth. 
There have been a few reports of uniform anisotropy in surface data, but many for 
discrete changes in polarizations in both VSP and surface data (Winterstein & 
Meadows 1991; MacBeth & Yardley 1992), and no reports of a continuous change 
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which is only included here for completeness. Both single and dual source data are 
analyzed. So that a valid comparison may be made between interval and cumulative 
techniques, I use only two depth levels for the interval estimates, and an undamped 
least-squares inverse. 
2.7.1 Noise-free resolution of an anisotmpic half-space 
For noise-free conditions, the resolution of the polarization azimuth, 0, and time-delay, 
'r, depends upon the medium birefringence, the wavelet period, and the sampling 
interval. To define this resolution for the methods from Sections 2.3 - 2.6, normal 
incidence synthetics are computed for two geophones embedded vertically below the 
source in an anisotropic half-space. The birefringence is varied whilst keeping constant 
P- and S. background velocities of 3km/s and 1 .73km/s respectively, a polarization 
azimuth of X30°Y, and a source wavelet of peak frequency 20Hz (period, T=50ms). 
The pathlength from the source to the first geophone is the same as between the 
geophones. The birefringence variation gives a range of model time-delays (MM)  from 
0.lms to 12.5ms. The synthetics are sampled at 2ms intervals, but are interpolated to 
0.lms. Anisotropy estimates are obtained using interval (DTT and Sri') and 
cumulative (DCT and DIT) techniques over the same magnitude of time-delay. These 
results are plotted against the model time-delay Ar m normalized by the peak period 
T of the wavelet (tJT) in Figure 2.4. For the noise-free data, both sets of estimates 
are well resolved except for small values of time-delay less than the sampling interval 
(/.r/T = 0.04, indicated by the solid triangle in Figure 2.4). The cumulative 
techniques, (DCT and D1T) give inaccurate polarization azimuths for time-delays less 
than this interval, with polarization errors greater than 5° for delays of less than 1 ms 
(t/T = 0.02). In contrast, it appears that time-delays can be accurately measured 
even to the smallest birefringence values, despite inaccurate polarization values. This 
apparent insensitivity to errors in polarization is linked to the nature of the 
cross-correlation or spectral phase functions used in the time-delay estimation, which 
for very small time-delays will exhibit a linear behaviour. The interval techniques 
(STF, DTT) successfully measure polarizations and time-delays at model time-delays 
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Figure 2.4. 	Different estimates of: (a) shear-wave polarization azimuth, 0; and (b) 
time-delay, r; versus model time-delay normalized by the peak period of the source 
wavelet, Lt/T. The cumulative (DCT and D1T) and interval (DTT and STF) 
techniques estimate the same magnitude of time-delay. Solid triangles mark the 
sampling interval on these scales. 
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smaller than the sampling interval, which are typical of the working range for these 
methods. 
2.7.2 Effects of noise 
To establish the performance of the techniques in noise condition, they are also tested 
by synthetic seismograms with noise. The synthetic seismograms are contaminated 
with two noise types: random noise, and signal-generated noise. The second type of 
noise, which attempts to simulate local interference, is included as anisotropy 
estimates are expected to be sensitive to the closely spaced arrivals from locally 
generated interference in a similar way to attenuation (Spencer et al. 1982; Raikes & 
White 1984), especially for measurements over small intervals. Consequently, the 
signature of each event may be the result of interference from primaries and multiples 
which are generated by inhomogeneous stratigraphy in the immediate vicinity of the 
seismometer and interfere with the direct wave. For anisotropy, another crucial 
problem is the inter-conversion between qSl and qS2 at each polarization change. 
Although it is desirable to have small receiver intervals to obtain the best spatial 
resolution, these are limited by the local scattering. Here, this interference is simulated 
by summing a number of single arrivals with random polarizations (and hence ray 
direction) and random moveout across a measurement interval L 
N(t) =E s (t - L/ VR)R(OR) 
	
(2.7.1) 
where the moveout velocity V R  and the polarization angle 9R  are random variables 
defined within prescribed limits, varying with summation index. 
2.7.3 Resolution of variations in anisotropic properties 
Here each technique is applied to media with depth variant anisotropic properties. 
Synthetic seismograms are computed using the same source wavelet and background 
velocities as in Section 2.7.2. The models have abrupt changes in the time-delay i.t, 
and abrupt and continuous variations in polarization azimuth 0. 
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(a) Variation in time-delay - Model 1. Model 1 (Table 2.1) is divided into a 1 OOm 
isotropic layer above two 500m thick anisotropic layers, overlying an anisotropic 
half-space. The birefringence is changed in each anisotropic layer, so that a time-delay 
gradient is simulated, with the polarization azimuth held at a constant X60°Y. A 
dataset is generated for a 16 level zero-offset VSP shot in this structure using in-line 
(X) and cross-line (Y) source polarizations. The geophones range from lOOm to 
1600m, in equal depth intervals of lOOm. The data matrix of the synthetic traces is 
shown in Figure 2.5(a), alongside the polarization diagrams (particle motion in 
horizontal plane) for each source motion, and 9 and Ar estimates from each technique 
in Figures 2.5(b) and 2.5(c). For comparison purposes, time-delay estimates are 
summed to give a cumulative value. All of these estimates compare favourably with 
the model values, although as expected, the polarization estimates for the single source 
STi' technique tend to break down (with errors of 50)  at the boundary between two 
layers. 
Figures 2.6(a) and 2.6(b) show the effect of random and signal-generated noise, 
respectively, on the data matrices and particle motions of Figure 2.5(a), for a 
signal-to-noise ratio of 2. Although some of the gross characteristics of the motion are 
preserved, the subtle features attributed to anisotropy now appear misleading, 
particularly for the signal-generated noise (Figure 2.6(b)). DCT, DTF, D1T and STT 
anisotropy estimates are plotted against signal-to-noise ratios from 1 to 10 in Figures 
2.7(a) through 2.7(d). The effects of random noise (Figure 2.7(a) and 2.7(b) appear 
less problematic than for signal-generated noise (Figure 2.7(c) and 2.7(d)). As 
expected for a weak anisotropy of 5%, the undamped single source STi' is sensitive 
to small amounts of both types of noise. The dual-source equivalent, DTT, works 
more effectively but breaks down before the cumulative techniques for this half-space 
example. 
(b). Variation in poiwization azimuth - Models 2 and 3. Model 2 (Table 2.1) simulates 
a structure with abrupt changes in polarization azimuth, modelled with a lOOm thick 
isotropic layer, overlying two anisotropic layers of 900m and 1000m, and an 
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Table 2.1. 	Details of anisotropic model used to test the shear-wave analysis 
techniques. Model 1 simulates an abrupt change in time-delay, Model 2 an abrupt 
change in polarization azimuth, and Model 3 a gradual change in polarization azimuth. 
MODEL 1 
Layer Thickness Polarization Percentage 
(m) azimuth X°Y birefringence 
1 100 isotropic - 
2 500 60 5 
3 500 60 10 
4 	-- half-space 60 15 
MODEL 2 
Layer Thickness Polarization Percentage 
(m) azimuth X°Y birefringence 
1 100 isotropic - 
2 900 20 5 
3 1000 40 5 
4 half-space 55 5 
MODEL 3 
Layer Thickness Polarization Percentage 
(m) azimuth X°Y birefringence 
1 100 isotropic - 
2 400 20 5 
3 100 21 5 
4 100 22 5 
5 100 23 5 
6 100 24 5 
7 100 25 5 
8 100 26 5 
9 100 27 5 
10 100 28 5 
11 100 29 5 
12 100 30 5 
13 100 31 5 
14 100 32 5 
15 100 33 5 
16 100 34 5 
17 100 35 5 
18 100 36 5 
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Figure 2.5. (a) Four-component display of synthetic shear-wave seismograms for 
anisotropic Model I (Table 2.1) with abrupt changes in birefringence, but a constant 
polarization azimuth. A selection of polarization diagrams are shown alongside for 
comparative purposes. (b) and (c) Estimates of polarizations and time-delays, 
respectively, from applying the techniques developed in this study (DCT, D1T, DTT, 
and STT) to the four component data matrix. 
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Figure 2.6. Four-component display of synthetic shear-wave seismograms and 
corresponding polarization diagrams for anisotropic Model 1, as in Figure 2.5(a) but 
contaminated with: (a) random noise; and (b) signal-generated noise; for a 
signal-to-noise ratio of 2. 
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Figure 2.7. RMS errors for estimates from DCT, D1T, DTT and STT when applied 
to synthetic data for Model 1 contaminated with noise of different signal-to-noise 
ratios: (a) polarization azimuth estimates for random noise; (b) time-delay estimates 
for random noise; (c) polarization estimates for signal-generated noise; (d) time-delay 
estimates for signal-generated noise. Errors of 50  for polarization and 2ms for 
time-delay are marked with solid triangles for reference. 
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anisotropic half-space. The polarization azimuths in each anisotropic layer are X20 0Y, 
X400Y, and X55 °Y, respectively, with a common birefringence of 5%. A dataset is 
generated for a 27 level zero-offset VSP in Model 2 using in-line (X) and cross-line 
(Y) source polarizations. The geophones range from lOOm to 2700m, in equal depth 
intervals of lOOm. The data matrix is shown in Figure 2.8(a) alongside the polarization 
diagrams, with anisotropy estimates in Figures 2.8(b) and 2.8(c). As expected for this 
situation, the techniques respond in different ways to the multiple shear-wave splitting 
which may be seen in the polarization diagrams across each layer boundary. D1T does 
not follow the polarization changs, but gives O and °G  estimates which pull apart 
at the first polarization change. This pulling apart is caused by the asymmetry of the 
data matrix due to the violation of uniform anisotropy. This behaviour is discussed 
further in MacBeth et at. (1994a). DCT gives incorrect polarization values which lie 
intermediate between the O and 0G  values from D1T. Both interval techniques (DTT 
and STI') follow the polarization changes. Again, the correct time-delay values are 
estimated even when the polarizations are not well estimated. This is due to the nature 
of the cross-correlation function which is used to determine the time-delays. An 
explanation for this behaviour is given in Appendix A. 
Only DTF and STi' are used for the noise tests as the cumulative techniques do not 
resolve the polarizations changes in Model 2 adequately. The contamination of the 
data matrix of traces in Figure 2.8(a) by random and signal-generated noise is shown 
in Figures 2.9(a) and 2.9(b), for a signal-to-noise ratio of 2. The anisotropy estimates 
are shown in Figure 2.10(a) through 2.10(d), from which it appears that the random 
(incoherent) noise does not greatly affect the Dli' results. The results for 
signal-generated noise are not so good, considering the interval time-delay may be a 
fraction of the sampling interval. This suggests that these techniques will only be 
suitable under specific noise conditions, which will depend upon the particular dataset. 
Model 3 (Table 2.1) simulates a slow change of polarization direction with depth. It 
consists of a lOOm isotropic layer, above a 400m thick anisotropic layer with a 
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Figure 2.8. (a) Four-component display of synthetic shear-wave seismograms for 
anisotropic Model 2 (Table 2.1) with abrupt changes in polarization direction. Notation 
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Figure 2.9. 	Four-component display of synthetic shear-wave seismograms and 
corresponding polarization diagrams for anisotropic Model 2, as in Figure 2.8(a) but 
contaminated with: (a) random noise; and (b) signal-generated noise; for a 
signal-to-noise ratio of 2. 
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Figure 2.10. RMS errors for estimates from DTT and STI' when applied to synthetic 
data for Model 2 contaminated with noise of different signal-to-noise ratios: (a) 
polarization azimuth estimates for random noise; (b) time-delay estimates for random 
noise; (c) polarization estimates for signal-generated noise; (d) time-delay estimates 
for signal-generated noise. DCT and DIT results are not shown as they do not estimate 
the noise-free case correctly. Errors of 50 for polarization and 2ms for time-delay are 
marked with solid triangles for reference. 
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the polarization directions changing in equal increments between X20 0Y and X37 0Y. 
There is a constant birefringence of 5% in each layer. A zero-offset VSP is 
considered, with 22 geophones placed at depth intervals of lOOm, between lOOm and 
2200m depth. Figure 2.11(a) shows the computed data matrix of synthetic traces for 
this model, with Figures 2.11(b) and 2.11(c) giving the results of the various 
techniques. The 9 results from DIT are approximately constant, whereas the 0G 
results follow the gradient in polarization direction. The results for DCI again lie 
between these two values, being inaccurate at all depths. The other techniques match 
the model behaviour with reasonable accuracy, with the single source technique SIT, 
fluctuating by 50 to one side of the model polarizations. This is again due to the 
condition of local uniformity inherent in these techniques being violated, although in 
this case it is not extreme. Again, all of the techniques provide good estimates of the 
model time-delays for these noise-free data ( Appendix A). 
Figures 2.12(a) and 2.12(b) give data matrices contaminated with both noise types, and 
Figures 2.13(a) through 2.13(d) show how the anisotropy estimates are affected by 
different noise levels. This time, in addition to DTF and STI', the °G  estimates from 
DIT are used as they appear to follow the gradient in polarization. The implications 
for the interval estimates are similar to those for Model 2 (Figure 2.11(a) through 
2.11(d)). D1T is generally more effective in computing the estimates. 
2.8 DISCUSSION AND CONCLUSIONS 
Algebraic solutions have been developed to estimate shear-wave splitting attributes 
from the multicomponent medium response. These are based upon a convolutional 
model for shear-waves propagating through an anisotropic medium. This group of 
solutions can provide a single source technique (STT) and three dual/multi source 
techniques (DCT, D1T, DIT), giving cumulative or interval estimations of anisotropy. 
The single source method is useful to check multi-source datasets where source 
imbalance is suspected. The single source method is also useful as many existing 
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Figure 2.11. (a) Four-component display of synthetic shear-wave seismograms for 
anisotropic Model 3 (Table 2.1) with pseudo-continuous change in polarization 
direction. Notation as in Figure 2.5. (b) and (c) are as in Figure 2.5, being results of 
techniques for these data. 
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Figure 2.12. Four-component display of synthetic shear-wave seismograms and 
corresponding polarization diagrams for anisotropic Model 3, as in Figure 2.11(a) but 
contaminated with: (a) random noise; and (b) signal-generated noise; for a 
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Figure 2.13. RMS errors for estimates from DTT, STF and 9G  estimate from D1T, 
applied to synthetic data for Model 3 contaminated with noise of different 
signal-to-noise ratios: (a) polarization azimuth estimates for random noise; (b) 
time-delay estimates for random noise; (c) polarization estimates for signal-generated 
noise; (d) time-delay estimates for signal-generated noise. DCT results are not shown 
as they do not estimate the noise-free case correctly. Errors of 50  for polarization and 
2ms for time-delay are marked with solid triangles for reference. 
Chapter 2 Algebraic Processing Techniques 	40 
shear-wave datasets are recorded with one direction of source motion such as in 
converted waves from marine experiments and explosives on land. Lefeuvre and 
Queen (1993) also demonstrated the application of dual source interval technique for 
marine data by using two independent converted waves. The cumulative techniques 
(DCT and DIT) give the most robust solution in the noisy environment if the medium 
is uniformly anisotropic. DIT also gives an indication of the asymmetry of the data 
matrix. However, it may be noted that the interval techniques measure the shear-wave 
splitting parameters locally while the cumulative techniques measure them in an 
average manner which may be one of the reasons that the cumulative techniques are 
apparently more robust. The interval measurements (STT, DTT) can detect the 
irregular changes in the medium anisotropy, but may be limited by interferences 
created by incoherent scattering or events, which do not persist incoherence beyond 
the depth levels used to measure the anisotropy. This may prove to be a complication 
as well-log measurements reveal that the subsurface parameters may behave 
irregularly. This irregularity tends to persist to the smallest length scales, but has a 
different character in different areas. These measurements demonstrate that the 
structure of the subsurface may not be suitably represented by a macro-model with 
smooth layering. Should we expect this for anisotropy also? Certainly local estimates 
of polarization azimuth suggest some degree of irregularity (Lefeuvre et al. 1992). 
These may be related to re-orientations in the principal stress tensor due to depth, 
lithology or local structure (Crampin 1990). If this is the case, then a degree of 
inter-conversion between qSl and qS2 waves will occur which will lead to a further 
complication. Four component synthetic seismograms from well-log measurements and 
local birefringence measurements may help evaluate the extent of this problem 
(MacBeth et al. 1993). 
Table 2.2 indicates the appropriate anisotropic model for which each technique is 
suited, and also compares the relative speed of each computation, given as a ratio of 
CPU time for the particular technique and CPU time for the more commonly used 
numerical version of the dual source cumulative technique. It should be noted that 
DTT, and Sfl' are applied in the frequency domain, the corresponding numerical 
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Table 2.2. Summary of techniques developed in this chapter, and relative speed. The 
relative speed is calculated on a VAX 6410 computer by using the analysis of a 
standardized data set with numerical form of DCT (NCT) technique as a benchmark. 
The data set used in the calculations is for an anisotropic half-space with a 15 level 
VSP and 1000 samples per trace. NIT refers to the numerical form of D1T. Ticks and-  
crosses refer to wether the particular technique copes with the category of effect. Ar 
and 0 refer to time-delay and polarization azimuth respectively, with C and I to 




uniform abrupt 	gradual 
- 
model 1 model 2 model 3 
Sources 
required 
Type of measurement 
0 
NCD 1.00 / X X 2 C C 
NIT 69.6 / X' / 2 C C 
DCT 0.30 / X X 2 or more C C 
DIT 0.32 / X' Or 2 o more C C 
DTF 1.10 / / Of 2 or more I I 
STT 0.45 / / X 1 I I 
* This particular algorithm needs special interpretation for asymmetry of the data 
matrix. 
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The comparison of speeds also depends on the size of the data set, as both kinds 
techniques (numerical and algebraic) require nearly the same CPU for data input and 
output. So this comparison only gives an approximate idea of the speed of the 
algebraic technique. With the advent of downhole dipole shear-wave imaging, and the 
possible benefits of using these data for determining anisotropy, an advantage may be 
that these formulae can be coded onto microchips for operation in near real-time. 
Other possible applications include wavefield separation in pre-stack data analysis, 
without the need to examine the polarization and time-delay data, and a subsequent 
saving in storage space (Li & Crampin 1993). 
All of my techniques for estimating the medium response, and the analytic solutions, 
have been incorporated into the shear-wave analysis package (SWAP) of the 
Edinburgh Anisotropy Project ( Wild et al. 1993). 
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CHAPTER 3 
ACCURACY OF SHEAR-WAVE POLARIZATION ESTIMATES 
FROM NEAR-OFFSET VSP DATA. 
3.1 INTRODUCTION 
In the last chapter, I developed several processing techniques for estimating the 
parameters of shear-wave splitting. I also discussed the response of different 
techniques to both random noise and signal generated noise. In this chapter, I now 
look at another aspect of the problem: the effect in the polarization estimation of 
errors occurring in data acquisition and pre-processing. 
As pointed out in Chapter 1, the correct interpretation of multicomponent VSP data 
yields potentially more insight into the internal structure of subsurface rocks than a 
corresponding scalar dataset. However, these data are also more sensitive to inaccurate 
knowledge of the source signature and geophone response. As accurate control of the 
excitation and recording of vector wavefield data is not guaranteed, even when the 
standards set for consistent multicomponent recording and processing (Pruett 1989) 
are strictly followed, estimates of vector wavefield parameters may be inaccurate. 
An important aspect of multicomponent VSP data is the polarities of sources and 
geophones. It is important to know these information so that the qSI polarization can 
be interpreted. Currently, all the techniques assumed both sources and receivers are 
right handed coordinate system. However, although it has been proposed for 
documenting the polarities of sources for multicomponent seismic data (Pruett 1989), 
this documenting is not always followed during the data acquisition. In some cases, 
the field operation failed to record the polarities of the sources (Yardley 1993; C. 
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Slater, personal communication). The polarities of geophones are usually determined 
by using offset P-wave data (e.g. Cliet & Dubesset 1988). Again, this P-wave data is 
not always acquired (B. Babit, personal communication), which makes it very difficult 
to determine the polarities of the geophone components. 
It is common to observe unequal source strengths from different horizontal excitations. 
For example, relative amplitude errors of up to 15% were reported by Bishop (1989) 
for an ARIS 74 source, and a possible maximum RMS amplitude ratio between in-line 
and cross-line shots of up to three from an OMNIPULSE source (Choi & Gangi 
1991). This imbalance may also arise in stacking due to overcompensation during 
acquisition for the loss of source sweeps (Lewis 1991). Misalignment of the shear 
sources provides a further inaccuracy. If the source truck is positioned relative to the 
well by operator sight, misalignment , may occur when natural or man-made obstacles 
prevent a clear view to the well. Even for a more cautious survey, achieved by driving 
along a pre-oriented surveyed line (Winterstein & Meadows 1991), the alignment error 
may be ±50  (Queen 1987). Further inaccuracies may also arise when a source 
constrained to excite one direction of motion has to be visually re-positioned to 
generate the conjugate orthogonal motion. 
The inaccuracies that arise in the recording of seismic waves appear less problematic 
than those associated with the generating mechanism. At seismic VSP frequencies, 
inaccuracies arising from the effect of resonances are less important than at higher 
cross-well frequencies. However, if the horizontal locking force is too low or the 
casing in-adequately coupled to the formation, anomalous phase shifts and amplitude 
distributions are created in the horizontal component data (Hardage 1992). Recently, 
new tools and procedures have been introduced which reduce resonances and allow 
in situ calibration of the transfer function between the receiver and the formation 
(Horowitcz 1989; Kawahara et al. 1990). Re-orientation of the recorded data, 
necessary due to tool twist, can be achieved using offset P-wave polarizations with an 
accuracy of ±15° (Queen 1987), or more accurately by a gyroscope mounted on the 
receiver array. A recent field test of four surface three-component phones underlined 
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additional practical problems associated with polarity reversals, incorrect codings and 
couplings (Lawton & Bertram 1993). 
Without sufficient accuracy and control of the above effects, interpretations of 
vector-based phenomena, such as anisotropy estimates from shear-wave splitting, may 
be erroneous or misleading. With the recent increase in observations of shear-wave 
splitting (Crampin & Love!! 1991) and the potential applications (Crampin 1987), 
these effects are of concern to those wishing to seek practical use of shear-waves. In 
this chapter, I will aim to give an indication of the necessary experimental control 
required to obtain accurate polarization estimates in near-offset VSP data. This is 
achieved by estimating qSl (faster split shear-wave) polarization directions from 
synthetic seismograms computed for mathematical models simulating the four different 
aspects of experimental inaccuracy above. Specially, the principal effects considered 
are: source and geophone polarities, amplitude variations for the source and geophone; 
source misalignment; and geophone misorientation. The qSl polarizations are 
determined by applying the algebraic analysis techniques developed in chapter 2 to 
synthetic data. These give cumulative and interval measurements of the wavefield, 
which (incorrectly) assume an ideal error-free acquisition in an anisotropic half-space. 
The vector convolutional model for anisotropic wave propagation provides a way of 
visualizing how the inaccuracies give rise to the polarization errors. 
A tolerable error of 5° is pre-defined for the polarization estimates, chosen so that 
inferred crack-strike may be accurate enough to combine with geological and 
geophysical data for reservoir modelling, but also to accommodate some compounding 
of the errors from different effects. Time-delay, obtained by the procedure of 
cross-correlation, is a more stable measurement than polarization, and the influence 
of inaccuracies requires a different treatment. It is not considered further in this 
present analysis but could be the subject of a separate study. 
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3.2 DETECTING POSSIBLE POLARITY ERRORS IN SOURCE AND 
GEOPHONE COMPONENTS 
In the data processing, we often doubt the polarities of the sources and geophones 
(e.g. Yardley 1993; MacBeth et al. 1994; and Slater, personal communication). In this 
section I will discuss how to use the combination of different processing techniques. 
developed in the last chapter to detect the consistency of the polarities. 
All the techniques developed in Chapter 2 are based on a right hand coordinate system 
with in-line source and geophone along the X-axis direction and cross-line source and 
geophone on the Y-axis direction (Figure 2.1). Let G(t) be the ideal recorded data 
matrix on this coordinate system. The possible problems caused by source and 
geophone polarity may divided into following cases 
Both in-line and cross-line source polarities are reversed. In this case, the source 
remains in a right-hand coordinate system, but rotated 180 degree. So the truly 
recorded data matrix should be G = - G. 
Both in-line and cross-line geophone polarities are reversed. As case (a), if both 
geophone polarities are reversed, the recording system also remains right handed, and 
the truly recorded matrix will be G i = - G 
One sow-ce (in-line or cross-line) polarity is reversed. If one source (say in-line 
source) polarity is reversed, the recorded data matrix will be: G = G 'A'  where 
= -1 0 	 (3.2.1) 
A  o i • 
In this case, the source coordinate is a left handed coordinate system. 
One geophone component (in-line or cross-line) polarity is reversed. If one 
geophone (say, in-line geophone) polarity is incorrect, then the resultant data matrix 
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is: G,. = 'A G, with 'A  is defined as equation (3.2.1). In this case, the recording system 
is a left hand coordinate system. 
e) One source polañty and one geophone component polarity am reversed In this 
case, both source system and recording system become left handed systems. I assume 
that for both source and geophone, the reversed polarities are all for the in-line 
component, so that the recorded data matrix is: Gr  = 'A G IA . Otherwise, if one of 
them is the in-line component and the another one is the cross-line component, then 
the recorded matrix is G. = - ' A G 'A 
For these five cases, if I apply the techniques developed in the last chapter (DCT, 
DIT, DTT and STT) to the recorded data matrix, G. the polarization estimates from 
these techniques are different for each cases as shown in Table 3.1. 
In cases (a) and (b) above, the polarization estimates are not affected. In these cases, 
the polarity reversed is equivalent to a rotation of 1800  of the coordinate system and 
the system remains right handed. Rotations of 180° are not important in analyzing 
shear-wave splitting as qSl polarizations and time-delays are preserved. 
For case (c) and (d), where one of the source or the recording system is left handed 
we may identify this by combining the results from DCT and DIT. An obvious 
indicator of these cases is that the DCT results are always zero (or ninty degrees) 
while the two angular parameters from DIT, °G  and O, have the same absolute values 
but with different signs. However, by these techniques alone, we cannot indicate 
whether the source polarity or the geophone polarity is wrong. So it is important that 
if an inconsistency between the coordinate system of the source and that of receivers 
is detected, we require knowledge of whether the source or the geophone polarity is 
in doubt. Otherwise, randomly changing one of the polarities could switch the system 
into either the correct system (both of source and geophone are right hand system) or 
the case (e), where both source and geophone are left handed. 
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Table 3.1 	Response of techniques to the polarity variation of the source and 
geophone. 





DCT DIT D1F STT 
Og e,  
Original G 0 9 0 0 0 
(a) & (b): Both sources 
and geophones  
-G 0 0 0 0 9 
(C): One source C 'A 
00 or 
900 
0 -0 9 0 
One Geophone 'A G 00 or -0 
900  
0 -9 -0 
One source and 
one geophone 
LAG 'A -0 -0 -0 -0 -0 
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In case (e), both source and geophone are in a left hand system, all the techniques will 
give the same answer of -0. That means by using these techniques, we cannot indicate 
there was in error in this case. In this case, if we use the calculated -0 to rotate the 
data matrix GSG (= 'A G IA)'  we get the same time series along the main diagonal as 
if we used the correct solution. So this kind of error does not affect the estimate of 
time-delay. 
In summary, to obtain the correct polarization, it is essential to know at least either 
source or receiver polarity. Otherwise, a processed polarization angle, °E'  could mean 
a correct polarization of 0E•  Finally, it may be noted that although I give the response 
of both DTF and STI' in Table 3.1 for completeness, they do not help to identify the 
situation any further than a simple combination of DCT and D1T, as the resultant 
polarization estimates for both DTFand STT are always the same as the 9G  in DIT. 
3.3 EFFECT OF ACQUISITION UNCERTAINTY ON QSJ POLARIZATION 
In this section, multi-component synthetic VSPs are analyzed so that the influence of 
different acquisition errors can be controlled, in a noise free environment (n(t) = o in 
equation (2.2.11)). Four-component shear data for directly transmitted waves are 
calculated using the ANISEIS package (Taylor 1991). Zero-offset VSP synthetics are 
computed for an anisotropic half-space with the elastic constants obtained by 
permeating an isotropic background material (P-wave velocity of 3.00km/s, S-wave 
velocity of 1.73km/s, and density of 2.lOg/cm 3) with vertical, parallel, aligned 
fluid-filled microcracks which gives a 5% birefringence. The elastic constants for this 
effective anisotropic material were determined from the theory of Hudson (1980, 
1981). The strike (qSl polarization direction), 9M'  of the microcracks varies from 0° 
to 900,  measured with respect to the in-line (X) direction (Figure 2.1). The synthetic 
seismograms are computed for a range of crack-strikes and time-delays simulated by 
distributing geophones in a vertical column within the anisotropic half-space. 
Acquisition uncertainties (imbalances and misalignments) are introduced directly into 
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the modelling, and then processing techniques (DCT, DIT, and DTT) are used to 
obtain local and cumulative polarization estimates °E'  and the angular parameters Os 
and O.  Results from a variety of source wavelets with different peak frequencies were 
found to agree when normalized by the peak period. Therefore the results are plotted 
against the dimensionless quantity zxMTF, the ratio of the model time delay, &rM,  and 
the peak period, T, of the source wavelet. 
3.3.1 Source effects 
a) Source misalignment. I will first discuss the effects of source misalignment. In this 
case, synthetic shear-wave data are computed for a correctly aligned in-line source 
s(t) = (1 ,0)Ts(t), but a mis-aligned cross-line source direction, s(t), deviating from 
(0,1 )Ts(t)  by ös . Theoretically, the effective source matrix S(t) = { s,(t) I s(t) } for the 
shear-waves is 
Ii cos(7t/2+ô 5)l 
S(t) 	 I s(t) 
[0 sin( tl2+o 5)j 
(3.3.1) 
with the expected form for the recorded data matrix G(t) related to the ideal data 
matrix G(t) through 
Idxx(t) d,(t)cosô5d7(t)sin851 	 (332) 
d(t) dyy(t)c0865_dy1(t)sinô5j 
* s(t) Gr(t) =G(t) * S(t) 
= 
with d(r), d(t), d(t) and d 1 (t) being the elements of the ideal trace matrix which 
fit the model of equation (2.3.5). Assuming these errors cannot be corrected, I now 
compute a data matrix of synthetic traces for which these errors are directly 
incorporated. 
Figure 3.1(a) gives the estimated polarization, O, obtained from DCT by analysing 
synthetics from the model with a fixed qSl polarization or crack-strike direction, °M' 
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of 300,  a progressive increase in time-delay, ATm, from 0.04T to 0.80T, and a range 
of source misalignments from -30° to 300 in 15° increments. For a time-delay Ar m > 
0.12T (giving, for example, a 6ms delay at 20Hz), the estimated polarization, °E'  is 
in error by a constant amount which increases in an approximately symmetrical way 
about the model value. The error is independent of the model time-delay in this case, 
with a maximum of 7.80 for 5s = -30°. The solid triangles on Figure 3.1(a) show thç 
pre-defined limit of tolerable error (±5°) for the polarization. Calculations (not shown) 
give the limit for an acceptable misalignment as I 5 s I < 20°. For a time-delay L'tM 
between 0.04T and 0.121, the error increases linearly with decreasing time-delay, 
staying within the limiting accuracy only when I 8 s I <5° . Figure 3.1(b) compares the 
estimated polarizations, °E'  with a range of model polarizations, 9M  within the same 
range of misalignment, but for a fixed model time-delay tM = 0.70T. The 
polarization error remains constant throughout the range of models. 
Misalignment introduces an asymmetry into the recorded data matrix, which can be 
seen from equation (3.3.2). Consequently, the two angular parameters O and 
obtained from D1T are, as expected, unequal for different S s values (Figure 3.2(a) and 
(b)). Most of the misalignment is concentrated in the O s parameter. In fact when tM 
> 0.12T, Or, is only in error by, at the most, 3.3° (Figure 3.2(a)), whereas for the same 
time-delay Os  may be in error by a constant amount of up to 16° (Figure 3.2(b)). 
Figure 3.2(c) shows that the O s results are almost constant for a range of model 
polarizations, °M'  and misalignment, 8, for Arm = 0.70T. The corresponding results 
for OG  are too small to be shown. 
(b) Source imbalance. Now I consider the effects caused by source imbalance. It is 
assumed that the in-line and cross-line sources have the same waveforms with 
differences arising only in the absolute amplitude levels. The effective source matrix 
is now 
11 01 
S(t) 	I s(t) 	 (3.3.3) 
10 cj 
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(a) 
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9M (degrees) 
Figure 3.1. 	DCT results for an alignment error Bs in the cross-line source direction: 
(a) estimated polarization, 0E'  versus model time-delay, LtM, normalized by the peak 
period of the wavelet, T, for different ö, and a model polarization, 9M=300•  Solid 
triangles delineate range of pre-specified accuracy for the polarization estimate. (b) O E  
versus 0M'  for &VM of 0.70T, and a range of 6. 
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Figure 3.2. 	D1T results for an alignment error, ö, in the cross-line source direction. 
Notation as in Figure 3. 1, with (a) and (b) corresponding to the two angular values 9 
and Os of D1T, respectively; (c) corresponds to Figure 3.1(b) for O s, with the results 
for OG  too small to show. 
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where Ks is the imbalance factor, giving rise to an effective recorded data matrix in 
terms of the ideal data matrix G(t) 
1 
G,(t) = G(t) *S(t) = 
1d (t) lCsdxy(t) 
[
I I * s(t) 
d,x(t) icsdyy(t)J 
(3.3.4) 
Ks takes on values between 0 and 1, as values greater than unity may be replaced by 
Ks for the in-line component. Here, the data matrix is affected in a different way from 
misalignment. 
Figure 3.3(a) shows polarization estimates, eE, obtained by applying DCT to the 
synthetics computed for various values of ic, and a fixed model polarization, °M'  of 
300. There is now a strong dependence of °E  on the model time-delay for Arm <0.30T 
(lSms for a frequency of 20Hz), with °E  diverging from 15° at LtM = 0.30T to 300 
near 0.04T. For a larger time-delay, the polarization estimate improves at first between 
0.30T and 0.60T, with deviations as little as 5°, before tending towards a constant 
value of 110  for ic = 0.1. The range of acceptable error, marked by the triangles in 
Figure 3.3(a), is not as straightforward to interpret as the polarizations in the previous 
section, due to the variation of OE  with frrMTF differing for each model time-delay. 
Figure 3.3(b), (c), and (d) show estimated polarizations for different model 
polarizations and iç on a finer scale than in Figure 3.3(a), but for fixed &rM/T  values. 
Solid circles mark the limit of the acceptable error on each model estimate, where the 
polarization deviates beyond 5° of the model value. Although in general, a larger 
mismatch in the source amplitudes may be tolerated when recording shear-waves with 
more prominent splitting, there are anomalous results around frrM  = 0.50T where the 
estimates appear more accurate. 
To obtain a more complete picture of this behaviour, from which one may derive more 
practical guidance, the curves in Figures 3.3(b), (c) and (d), and other similar ones for 
different time-delays, are combined in Figure 3.4 as a single plot. This shows shaded 
regions where the error exceeds 5° (and for which we should not accept the 
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Figure 3.3. 	DCT results for various source scale factors IC S: (a) polarization 
estimates, °E'  for five different ; values, for 0M=30'  and various zVM,  from 0.04T 
to 1.50T; (b), (c), and (d) are polarization estimtes, 0E'  for different °M'  and three 
constant time-delays of 0.12T, 0.50T, and 1.20T corresponding to the dotted lines in 
(a). Solid circles mark the position of each line where the pre-specified accuracy for 
the polarization estimate is exceeded. Notation as in Figure 3.1. 
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polarization estimates), defined for different ;-values and model time-delays, for 
separate model polarizations in 100  increments. The white areas in the plots are those 
combinations of Os  and A rm for which the error in the polarization estimate is 
acceptable, and so define a feasible operating region for DCT. It should be 
immediately noted that there are small notches in these regions where the polarization 
appears well resolved for Os = 0. 
Theoretically, there is still sufficient information in one three-component recording to 
determine °M  and Arm . The result corresponds to the particular combination of model 
polarization and time-delay for which 
n 
2 E dxy;~dxxk  




is a suitable polarization solution. It is unlikely that this will be generally useful for 
noisy field data. Figures 3.3 and 3.4 show that a source scale factor of iç > 0.4 may, 
in general, be tolerated provided the time-delay built-up over the propagation path 
exceeds A rm = 0.22T (1 ims for a peak frequency of 20 Hz). Imbalance less than this 
may be tolerated when polarizations are estimated from shear-waves with smaller 
time-delay. For example, for A rm = 0.04T (2ms delay for a peak frequency of 20Hz), 
the relative amplitude factors need to be within a range 0.8 to 1.0. 
The results from the Dli' procedure were not discussed as equation (2.4.3) effectively 
deconvolves the source matrix provided it is consistent between levels, no matter what 
form it takes. To confirm this, Dli' was applied to synthetic data computed for two 
very different sources, one aligned along 00  with a peak frequency of 60Hz, the 
another aligned along 50° with a peak frequency of 20Hz and an amplitude 0.25 of the 
other. Estimated polarization angles and time-delays agree almost exactly (to within 
0.0 	0.2 	0.4 	0.6 	0.8 	to 
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0.0 	0.2 	0.4 	0.6 	0.8 	to 
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Source scale factor; 
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Source scale factor; 
Figure 3.4. 	Composite figures giving feasible regions of application for the DCT 
technique, defined as combinations of the scale factor; and model time-delay, for 
different model polarizations. Shaded areas correspond to those regions where the 
polarizations are inaccurate (error in the qSl polarization is more than 50), and the 
white areas where the technique may be applied with an error of 50 or less. 
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0.01%) with the expected values for a similar range of models as above. These results 
hold for most Ks  values down to 0. 1, at which point the small amplitude values begin 
to adversely influence the inverse matrix and hence the polarization effects. 
Figures 3.5(a) through 3.5(h) show the corresponding results for D1T. The O 
estimates are again generally less sensitive than the Os  estimates. The OG  estimates 
display an oscillatory behaviour with model time-delay, and two nodal points at 
LrM=0.28T and 0.73T, with a maximum error of 17° at the first oscillation peak. For 
a time-delay L'rM > 1.25T, OG  is no longer affected by ; . The Os  values are, by 
contrast, more constant with a slight oscillatory behaviour for AtM < 0.70T, and show 
errors of 23 0 for larger time-delays and a; of 0.1. Figures 3.5(b) through 3.5(d), and 
3.5(f) through 3.5(h) show the distribution of errors arising due to source amplitude 
variations in more detail, for specific time-delays, together with the points at which 
the deviations cease to become acceptable. 
As with DCT, a more complete picture for a range of splitting is obtained by defining 
combinations of; and time-delay where there is an acceptable error of less than 5° 
(Figure 3.6(a) and (b) corresponding to 0 and O s , respectively). Although 0 has less 
regions where the errors exceed 5° (shaded areas), the generally acceptable range of 
; is similar to DCT, with a tolerable amplitude variation of; > 0.5 for AtM between 
0.12T and 0.53T, but a better tolerance beyond 0.53T for most model polarizations. 
Os gives a slightly worse limit of; > 0.65 which holds for time-delays greater than 
0.16T. There are regions in Figure 3.6(a) where polarizations appear to be accurately 
determined for ; = 0. For this case, the theoretical estimate is twice that in equation 
(3.3.5) as may be seen by comparing equations (2.3.15) and (2.5.20) for d k = dyYk 
= 0. It may be noted that apart from 9M  of 100 and 80°, where all estimates are within 
5° of one or other source direction, this theoretical result is consistent as there is no 
common point for accurate polarization determination on the ; = 0 axis of Figures 
3.4 and 3.6(a). 
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Figure 3.5 (conVd). (e) to (h) give corresponding results for Os. 
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If a scaling factor is applied to the in-line source, or K5 values greater than unity are 
used for the cross-line source, then a roughly symmetric (within a few degrees in 
polarization) set of results are obtained for both DCT and D1T. 
3.3.2 Geophone effects 
The orthogonality between the two geophone components is usually guaranteed by the 
geophone tool and therefore less subject to error. In this section, I discuss only the 
effects of different coupling between the different geophone components. A scaling 
factor of i on the cross-line geophone component gives a matrix of geophone 






which alters the recorded data matrix G(t) in terms of the ideal data matrix G(t) to 
[d,(t) 	d(t) 1 
Gr(t) =G G(t) *G(t) =g(t) [ 
	KGLIYY(t)] 
(3.3.7) 
As Bk in equation (2.3.15) is the same for a data matrix and its transpose, then 
GG(t)*G(t) may be transposed to give G'(t)*G G(t) and equation (3.3.7) may be written 
as G(t)*GG(t) because the ideal data matrix G(t) is symmetric. Consequently, we 
would expect the DCT results for the synthetics to be the same as those for the source 
imbalance study above. It is also possible to visualize the DIT results for geophone 
mismatch from the previous relations for source imbalance. The recorded data matrix 
G(t)*GG(t) is to be fitted by the expression { RT(O0)A(t)R(05) I *s(t). Transposing this 
is equivalent to analysing the recorded data matrix G(t)*G G(t) for source imbalance, 
fitting with the expression { R(0 5)A(t)RT(80) } * s(t). The results of Section 3.3.1 can be 
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Figure 3.6. 	Composite figures giving feasible regions of application for the D1T 
technique based upon a maximum tolerable qSl polarization error of 5° : (a) angular 
parameter 8G  in equation (2.5.20); (b) angular parameter O s in equation (2.5.20). 
Notation as in Figure 3.4. 
Figure 3.6 (cont'd). (b) angular parameter Os  in equation (2.5.20). Notation as in 
Figure 3.4. 
0.0 	0.2 	0.4 	0.6 	0.8 	to 
Source scale factor; 
0.0 	0.2 	0.4 	0.6 	0.8 	to 
Source scale factor; 
Chapter 3 Accuracy Analysis 	53b 
(b) 	Os 
0.0 	0.2 	0.4 	0.6 	0.8 	to 
0.0 	0.2 	0.4 	0.8 	0.8 	1.0 
0.0 	0.2 	0.4 	0.6 	0.8 	to 
0.0 	0.2 	0.4 	0.6 	0.8 	tO 
0.0 	02 	0.4 	0.8 	0.8 	to 
0.0 	0.2 	0.4 	0.6 	0.8 	to 
Chapter 3 Accuracy Analysis 	54 
For local estimates of the medium response M 1(t) using DT1', the effect of analysing 
the synthetics for unequal geophone amplitude factors between different levels in the 
geophone array or between the same geophone components at different tool positions 
can be predicted from equation (2.4.3) with the geophone response matrices given by 
equation (3.3.6), and iç and rri. l as the relative amplitude factors at the ith and i+Ith 
levels. The relation between the polarization estimate, °E'  and the model values, 9M' 
consequently depends upon the relative effect of JCGI+ l and iç. As local anisotropic 
parameters are usually estimated over a small interval, it is expected that the results 
should be quite sensitive to these values. 
Figure 3.7 shows Dli' estimates obtained by applying the solution of equation (2.4.3) 
to data matrices constructed using the left-hand-side of equation (2.3.15) from 
synthetic seismograms for which these scale factors have been directly incorporated. 
The seismograms are computed for model polarizations of 300  and time-delays of 
0.04T, 0.08T, 0.16T, and 0.32T, as a function of ic01 for several different fixed rci  
values ranging from 0.2 to 1.8. These results confirm that the estimates are sensitive 
to the effects of differential amplitude factors, with accurate polarizations obtainable 
when both coupling factors are equal. Although it is not necessary for Y.Ci to be unity 
at each level i, ic should equal iç. 1 , otherwise large errors result. This requirement 
is also dependent on time-delay, with a greater range of amplitude variation possible 
with more prominent shear-wave splitting. 
The relation between mismatch and polarization uncertainties is investigated in more 
detail in Figure 3.8, where the shaded areas of the diagram represent combinations of 
the iç and içGj., j for which the polarization error is larger than 5° . The different plots 
are for a fixed model polarization of 30° and the time-delays specified in Figure 3.7. 
This affirms the earlier conclusion that matching of the coupling factors at different 
levels is required for accurate polarization estimates. With both coupling factors c c 
and iç set to unity initially, a relative variation of 0.87 in the amplitudes is expected 
for 0.04T (2ms at 20Hz peak frequency), decreasing to 0.50 for 0.16T. Figure 3.9 
shows the variation of these white areas of tolerance with different model polarizations 
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Figure 3.7. 	Local polarization estimates, eE,  obtained using the DTF method, 
against model polarization, °M'  for different combinations of geophone scale factors 
icr,j  and lCQj with 1CGI+j  ranging from 0.1 to 2.0, and lCth  from 0.2 to 1.8 in increments 
of 0.4. Model polarization azimuth is 300.  Estimates are shown for time-delays of: (a) 
0.04T; (b) 0.08T; (c) 0.16T; and (d) 0.32T. 
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(b) MM = 0.08 1 
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Figure 3.8. 	Composite figures showing feasible combinations of scale factors i, 
and ic, which give accurate polarization estimates using the DTF method. Model 
polarization is X30 0Y. The behaviour is time-delay dependent, and is shown for fixed 
time-delays of: (a) 0.04T; (b) 0.08T; (c) 0.16T; and (d) 0.32T. Notation as in Figure 
3.4. 
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from 10° to 800  in 100  increments, and a fixed model time-delay of 0.08T, showing 
a fairly uniform behaviour with polarization. Interval measurements tend to measure 
time-delays less than 0.08T, and so may be sensitive to the amplitude variations. 
3.3.3 Data correction for source and geophone rotations 
In many experimental configurations the data are not acquired with source directions 
and geophone axes aligned along a common frame of reference. The source 
polarizations are usually directed towards the well and what is judged to be transverse 
to this direction, which are commonly referred as the in-line and cross-line direction 
respectively. In the borehole the geophone tool will twist and turn as it is moved from 
one depth to the next, and the borehole may also deviate from the vertical. 
Consequently, an essential and fairly common pre-conditioning step, involves 
mathematical rotation (simulating physical rotation) to reorient the geophones along 
the source frame. This is accomplished by pre-multiplication of the recorded data 
matrix G r(t) by a rotation matrix. Estimates of the geophone misorientation in the 
horizontal plane may be obtained by examining the polarizations of offset P-waves, 
which produce more stable measures of ray direction than shear-waves in anisotropic 
media (Crampin et al. 1981). These may be in error by 10° or more compared to 
accurate but expensive gyroscopic measurements (Queen 1987). 
The effect of a misorientation error of L relative to the source frame, when 
calculating the cumulative medium response Mc(t) using equation (2.3.15) may be 
predicted by replacing the ideal data matrix G(t) by the expected recorded matrix 
R(60)G(t). This substitution yields, after some algebra, a corresponding polarization 
estimate of 
(3.3.8) 
where 0T  is the true polarization value for G(t). This straightforward result is 
confirmed by synthetic seismograms (not shown). If, in addition, the source motions 
are inaccurately specified by the same amount, giving a misorientation error of 
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Figure 3.9. Composite figures as in Figure 3.8, but for a range of model 
polarizations from 100  to 80° in increments of 10°, and a fixed time-delay of 0.08T. 
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relative to the expected orientation, the recorded data matrix may now be written as 
R( G)G(t)R(ös). Substitution into equation (2.3.15) yields a cumulative polarization 
estimate of 
0E(DC7) = 0T (8 -8)/2 
	
(3.3.9) 
The effect of relative receiver tool misorientations on interval estimates is to change 
the local medium response to R(8Gj+l ){Gj+l (t)*Gi i (t))R(5GI), which combines in 
equation (2.3.15) after some algebra to give a Dli' estimate of 
0E(DTI) = °T (ÔG,+l- 6 Gj ) / 2 
	
(3.3.10) 
Physical rotation of two geophones together should not alter the polarization estimate, 
but twisting in different directions will compound the inaccuracy. This means that for 
cumulative measurements a misorientation of ±100  can be tolerated to give polarization 
estimates to within 5°, but the maximum relative misorientation between geophone 
levels for interval measurements should be ±100.  This error is similar to that 
determined by Queen (1987) using field data analyses. 
The DIT solutions in equation (2.5.20) partition these misorientation errors between 
the source and geophone sides of the equation (2.5.1). A source misorientation error 
of 8s and geophone misorientation of So , with a recorded data matrix of 
R(8(;)G(t)R(&s), gives O and 0G  as 
e,= es. 8; 	 (3.3.11) 
0Q °GT 6G' 
where OsT and OGT  are the values determined for G(t) without misorientation. D1T 
based upon symmetry detection, can therefore be used to determine the geophone 
misorientations, 8 , relative to the source frame, provided the source frame is 
accurately specified (MacBeth et al. 1994a; Yardley 1992). This technique can be 
extended to study the apparent non-orthogonality of the qSl and qS2 polarizations 
projected into the horizontal plane if they are assumed to lie in a common dynamic 
plane normal to the ray direction (Li et al. 1993). Although the results of DIT for field 
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data are not fully understood, these theoretical results offer some hope of separating 
the medium from source and geophone inaccuracies, as the depth variations in the 0G 
and Os parameters will be distinctly different for other categories of effects. 
3.4 DISCUSSION AND CONCLUSIONS 
Table 3.2 gives a summary of the inaccuracies of estimating the qSI polarization in 
split shear-waves recorded by four-component data, caused by source misalignment, 
variations of the source and geophone amplitude factors, and misorientation of the 
source and geophone. Although these results are strictly relevant to synthetic 
seismograms from dual orthogonal sources, with frequency independent source and 
geophone amplitude variations, and for the particular types of estimate, it is expected 
that these may be translated to various other types of estimate (Wild et al. 1993 gives 
a list), and for contributions from different frequencies in the overall response 
functions. 
Misalignments of ±200  in the direction of the source motion may be tolerated for the 
cumulative estimates of splitting if the time-delay is larger than 0. 12T, with only ±50 
if the time-delay is between 0.04T and 0.12T. For cumulative measurements of the 
wavefield, sufficient time-delay can build up in shear-wave splitting to dominate the 
polarization estimates, in spite of relatively severe inaccuracies in source imbalance 
and geophone miscoupling. For a time-delay between qSl and qS2 greater than 0.22T 
(11 ms for a 20Hz source), it is possible to attain this accuracy even if one of the shear 
sources (or overall equivalent sources for stacked data) has a relative amplitude scale 
factor of 0.4. To obtain the same degree of error when the time-delay is smaller 
requires source strengths to deviate by no more than a scale factor of 0.8 (for 0.04T). 
Similar results hold for geophone mismatch due to differences in the amplitude 
factors. The orientation of the receiver tool relative to the source coordinate frame 
must be within ±100. 
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Table 3.2 	Overview of the effects of the source and geophone amplitude 
variations and orientation errors which can be individually tolerated during acquisition, 
so that qS 1 polarization estimates derived from split shear-waves are accurate to 5 0 
or less. A rm refers to the differential time-delay for the split shear-waves and T the 
peak period of the source wavelet. Limits for source misalignment, source imbalance, 
and geophone misorientation are based upon synthetic seismogram computations, 
whereas the results for geophone misorientation are from theoretical calculations. 
TYPE OF ESTIMATE 
CUMULATIVE 	 LOCAL (interval) 
Type of error 
Source 	 I&sI :5 200  for Acm > 0.12T any 
misalignment 	 18I :5 5° for L'rM > 0.041 
any ic (provided ics > 0.1) Source 	 ic ~! 0.4 for irM>—  0.22T 
imbalance xs > 0.8 for Arm > 0.04T 
Geophone 	 Ka > 0.4 for /tM > 0.22T 
miscoupling r,, > 0.8 for A rm > 0.04T 
Geophone 	 I&G I < 100 
misorientation 
I1CGI+l/KGjI>0.50 for LtM=0.16T 
Iic011Iiç 1I>0.87 for L'VM =0.04T 
laGi - GI+1I < iø° 
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Interval estimates of polarization across two depth levels can be formulated to be 
theoretically independent of the source effects. The estimates are sensitive to the 
amplitude of the variations in coupling between different geophones and the formation 
at the two different levels. Accurate polarizations are possible when both factors 
deviate from unity with a scale factor greater than 0.87 for model time-delays of 
0.04T, but this reduces to 0.50 for larger time-delays of 0.16T. Also, if two depth 
levels are used in an estimation using different depth positions for the receiver tool, 
then the relative misorientation !6G1 - &Gi+ II in Section 3.2, due to tool twist, must be 
correct to within ±100  to give qSl polarizations accurate to 5°. 
On face value, these results appear hopeful for current practices of generating, 
recording and processing vector wavefield data. However, care must be taken in 
acquisition to avoid accumulation ofthese errors, so that the combined uncertainty in 
the polarization does not exceed the ±100  desired by reservoir engineers for input into 
reservoir models (H. Lynn, personal communication). An alternative strategy for 
treating these uncertainties is suggested from these and other preliminary results of 
DIT (MacBeth et al. 1994a) which can be used for energy, amplitude or semblance. 
They indicate that it may be possible under appropriate conditions to separately 
identify source, geophone and medium effects. This may form the basis of a 
conditioning procedure for multi-component data to correct for some of the 
uncertainties above. 
Table 3.2 is not applicable to far offset VSP data as other wave propagation 
phenomena need to be considered for energy propagating obliquely through the earth 
structure, and the experimental control needs to be greater. For polarization 
measurements in this case, there will be additional polarization errors due to oblique 
transmission through discrete interfaces, exciting inhomogeneous waves along the 
interfaces which distort the main transmitted signal (Liu & Crampin 1990). The 
recorded shear-waves will also have a lower signal-to-noise ratio, and contain coherent 
noise from converted or interface waves. An additional problem arises due to the 
apparent non-orthogonality in the horizontal plane which produces more uncertainty 
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and additional interpretational ambiguity, and a complete nine-component data matrix 
should be used (Li et al. 1993). The additional expected uncertainty in the polarization 
estimates will broaden the degree of existing non-uniqueness inherent in anisotropic 
inversion, which aims to determine information on a complete range of equivalent 
anisotropic parameters (or elastic constants) from oblique incidence ray paths 
(MacBeth 1991). It is consequently critical in offset studies, to process data from a 
pre-designed optimal seismic acquisition geometry, so that potential non-uniqueness 
can be reduced (MacBeth et al. 1993b). 
The effects identified in this study have been chosen to represent the principal causes 
of inaccuracy in the shear-wave polarization estimates. These have been analyzed 
using processing formulations based upon a vector convolutional model. This model 
is an undeniable approximation of the true anisotropic wave propagation, serving to 
simplify the mathematics for forward modelling to a level at which processing or 
inversion tools can be developed. The model may need further refinement to 
incorporate a more complete understanding of the interaction between the source and 
geophone, and the real earth. This is particularly crucial in light of recent reports 
regarding uncertainties in the input source signature for scalar processing (Ziolowski 
1991), and additional contributions arising from non-linear phenomena (various 
presentations at the Vibroseis workshop, EAEG, Paris 1992). One major assumption 
is that the source and geophone radiation patterns are uniform and isotropic, so that 
vector wavefield data can be treated as a tensor field. This may not be wholly justified 
unless the data have been recorded or generated using carefully designed instruments 
such as the Gal'Perin recording configuration, or conditioned to eliminate this effect 
(Muir et al. 1989). However, additional complications arise due to anisotropy at the 
source origin, and may cause distortions of the radiation patterns (Robertson and 
Corrigan 1983), and give an initial distribution of polarizations and time-delays unlike 
the isotropic case, with these contributions extending to the far-field (Tsvanskin & 
Chesnokov 1990; Gajewski 1993). There is experimental evidence of such possible 
complications, from a comparison of mathematical source rotation and field 
observations of the physical rotation of a shear source (L.Y. Brodov, personal 
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communication). Additional evidence is supplied by Ghose and Takahashi (199 1) who 
find significant differences between seismograms derived from the physical and 
mathematical rotation of sensors on a downhole OYO sonde. There is a requirement 
for a more complete understanding of near-field interactions with the strongly 
heterogeneous, laterally varying, and anisotropic surface layers. This may be achieved 
by a critical look at source and downhole geophone effects in the controlled field 
conditions of test-sites to calibrate existing processing and analysis routines for 
anisotropy. 
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CHAPTER 4 
NEAR-SURFACE CORRECTION FOR 
FOUR-COMPONENT NEAR-OFFSET VSP DATA 
4.1 INTRODUCTION 
It is well understood that, in most cases, the complicated near-surface severely 
degrades the quality of multicomponent seismic data (e.g. Campden 1990; Kramer 
1991; Yardley 1993). Near-surface correction presents one major obstacle in 
interpretation of multicomponent seismic data. Interaction of the wavefield with the 
near-surface carries with it not just the traditional difficulties associated with near-
surface multiples, but also the scattering from heterogeneities that leads to local 
conversions and distortion of the source function and therefore distortion of the 
multicomponent image. 
In the research relating to the shear-wave anisotropy, the difficulties caused by the 
near-surface are obvious. For example, most analyses of shear-splitting by using 
multi-component VSP data show that a large amount of time-delay between the fast 
and slow shear-waves was built up in the near-surface (e.g. Crampin 1990; Winterstein 
& Medows 1992; Yardley 1993; Zeng & MacBeth 1993). This time-delay could be 
as large as ten times the time-delay increase in the target zone (Yardley 1993). The 
time delay produced in the near-surface could be caused by many different reasons, 
such as near-surface anisotropy, source radiation patterns, and/or other complicated 
near-surface structures. Whatever the reason, without correction of these effects, the 
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subsurface anisotropy could not be reliably estimated. Ideally, if the multicomponent 
records start from the surface (for VSP), one may have some clues about what 
happens in the near-surface. Unfortunately, most VSP records only start from a certain 
depth, and even in the case when the records start from a very shallow depth, as will 
be shown in the next chapter for well 15548, the near-surface is too complicated to 
obtain a clear image. 
For anisotropic analysis, most techniques (e.g. Alford 1986; Li & Crampin 1991a,b, 
1993; and the cumulative techniques developed in Chapter 2) assume that the medium 
is uniformly anisotropic. This is a very strict condition for real data. A common 
correction to the near-surface effects is using layer stripping (Winterstein & Meadows 
1991a,b), which shifts the assumption to a uniform anisotropy for the near-surface. 
Although an agreement between the : results from this anisotropic layer stripping and 
that of the local interval technique is demonstrated, it is unlikely this assumption can 
be generally applicable to a complicated near-surface, which may be a heterogeneous 
layer, or layers which are laterally varying, dipping, attenuative and possess large 
joints or open fractures. 
One possible way to remove the effects of the near-surface is deconvolution, which 
has proved to be a powerful tool in conventional P-wave data processing (e.g. Peacock 
& Treitel 1966; Hubbard 1979; and Balch & Lee 1984, etc.). For multicomponent 
data, deconvolution is much more difficult because of the coupling of waves between 
the different components. Any design of multicomponent deconvolution must take this 
feature into account. Otherwise simply applying the single component deconvolution 
to each component may include a further unknown error into the seismic data (Tatham 
& McCormack 1991). 
'When interval techniques (DTF and STF) are applied to the data, correct results could be obtained 
without separate near-surface correction. This is because the interval techniques can also deconvolve 
the effects of the near-surface by using the geophone records at upper layer as an equivalent source 
signature. 
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In this chapter I attempt to resolve this problem by using the vector convolutional 
model developed in Chapter 2 to develop a four-component near-surface correction 
algorithm for near-offset VSP data. This algorithm is similar in application to existing 
scalar downgoing deconvolution (Smidt 1986). A near-surface operator is designed 
from the downgoing wavefield recordings by the shallowest geophones and then 
applied to entire wavefield to deconvolve the near-surface effects. This technique has 
also been extended to the more general nine-component case (MacBeth et al. 1994b). 
4.2 THE 4-C NEAR-SURFACE CORRECTION TECHNIQUE FOR VSP 
Consider a VSP recorded by multicomponent geophones from geophone 1 (the 
shallowest) to geophone n (deepest) 'for two different source polarizations. The near-
surface correction focuses on determining the near-surface deconvolution operator 
from downgoing field of a group of m (m 5n) geophone recordings at equally spaced 
depth levels. 
In this study, I only consider vertical propagating, downgoing shear-wave data. The 
downgoing field can be extracted by application of an f-k filter to each set of depth 
recordings. The seismic data could include any information of the near-surface, e.g. 
multiples, attenuation, scattering, and P-S converted wave, as long as this information 
is progressing downwards. 
Firstly, I assume that the interaction of the shear-wave within the near-surface can be 
treated as an equivalent four-component, vertically propagating plane wave source 
(MD(w)). This assumption implies the following model conditions: 
(a) There are no more than two wave modes included in the data as a four component 
data matrix contains only two independent eigenvalues. In other words, P-waves 
should not be included in the data, otherwise a nine-component near-surface correction 
is required (MacBeth et al. 1994b). 
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(b) The geophone group chosen to design the correction must be far from the source 
so that wavenumber dependent scattering effects from heterogeneities and near-field 
terms, or the differences in the geometric spreading operators can be neglected. 
Under this assumption, the near-surface could be attenuative, heterogeneous, or 
incorporate side scattering. Further, I also assume that after transmission through the 
near-surface, the wave field propagates through a medium that satisfies the 
requirements of the vector convolutional model developed in Chapter 2. 




G3()=AAf2(c))G2=AM2(o.)AMl(w)MD(); 	 (4.2.1) 
Gm(W) = 	1()G 1 = AM_ 1(ø)... Mf2(co)AM1()MD((0); 
or in a condensed form as 
k-i 
Gk()={flAA1k...,}MD() 	(k=1,2,...,m) ; 	 (4.2.2) 
with iS.M0(o) I, where MD(W) is the near-surface response; iM 1(w) is the propagator 
matrix between geophone level i and i+1, and G, is the geophone recording matrix at 
level k. 
The objective is to solve for the near-surface response, MD((0), from these equations. 
In the design of the operator, to find an optimal answer of MD((), it is essential to 
choose a suitable group of geophones. In good conditions, only one geophone level 
(geophone 1) need be used. In this case, the geophone records are treated as the near- 
surface operator. For zero-offset and noise free data, this will give the correct solution 
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Figure 4.1. Geometry configuration of multicomponent near-surface correction. 
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of the problem but will tend to be sensitive to noise. In more general cases, a group 
of geophones should be chosen. The number of the geophones and the depth interval 
between the geophones depend on the condition of the data. 
Equation (4.2.1) can be rewritten as 
Gk+l (W)G; '(W)=AMk() 	( k=1,2,...m-1  ) . 	 (4.2.3) 
Assuming that the relative wavefield change, M 1 (o)), is consistent through the group 
of geophones, or, 
AM1(ø) =AM2() =...... = M 1() M(c) . 	 (4.2.4) 
Then, with equation (4.2.3), Gk +l(CO)G(0) should be independent of depth for suitable 
records. In other words, for a set of suitable records, we should have 
Uk(w)(IMk())' 	 = 	(4.2.5) 
It may be noted that, under this assumption, the iM 1(() is not necessarily anisotropic, 
nor need be unitary (giving only the elastic part), and the wave polarizations need not 
form an orthogonal set, but it must contain the common phase shift and amplitude 
change for each wave in each level in the group. This assumption restricts the size of 
m, if chosen too large then the condition of local uniformity may not be valid, but if 
too small the estimates may not be stable. To examine the consistency of M#O), I 
introduce a F value: 
I, 
rk=EE(u J_l)2 +uX,J+u,J+(u,7J 1)], 4, 
(4.2.6) 
where uabi  are the components of matrix U k(() at frequency component j, and n is 
the number of frequencies in the frequency band considered. Then for a perfect 
uniform anisotropic medium and noise free data, r = 0. When any one of these two 
conditions is invalid, r * 0. Figure 4.2 shows the F values for the synthetic 
seismograms of model 3 of Chapter 2. It shows that the F values are significantly 
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higher at geophones 10 and 20, which are at the interface of two anisotropic layers 
with different polarization orientations. At other depths located within uniform 
anisotropic layers the index values are approximately zero. 
For field data, it may not be possible that F is zero even in the case of uniform 
anisotropy because of noise effects. However, assuming similar noise levels, then the 
relative F value should give us a guide of the consistency in the records relative to a 
model and processing assumptions. Therefore if the F value is high for a geophone 
group, it means that the geophone group either contains inconsistent information (e.g. 
different layers, medium heterogeneity, and extra side scattered arrivals) or has a 
higher noise level. In both cases, they should not be chosen for designing the 
deconvolution operator. 
It should be noted that, a lower F value is only a necessary condition, and is not a 
sufficient condition for the design of deconvolution. In other words, a lower F value 
is not a guarantee of a good design, which also depends on the data condition. 
Moreover, the F value defined by equation (4.2.6) only measures the consistency of 
the adjacent three geophones. For a group with m (m 2:3) geophones involved, a 
similar way may be used to define F with U((o) = HU K(co) (k=1,2, . . . ,m-2). 
Alternatively the consistency may be guided by simply requiring all F values are low 
for every group of three geophones. 
After the geophones have been chosen, a least squares solution of M(u) can be 
obtained. Rewrite equation (4.2.1) in the matrix form 
[G2 G3 	G]=AM[G 1 G2 	G, 11. 	 (4.2.7) 
Let 
D={G G 1 	G1 ._, 21 	(i = 1,2) , 	 (4.2.8) 
so that equation (4.2.7) can be simplified as 





0 	10 	20 	30 
Geophone number 
Figure 4.2. F-values for the model 3 in Chapter 2. The F-value is calculated based 
the adjutant three geophones. The two vertical dashed lines indicate the position where 
the anisotropic properties changed. 
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D2 =AMD 1 . 	 (4.2.9) 
From this, AM(0) can be solved by standard least squares procedures in the frequency 
domain: 
AM=[D2 Dl*'] [D1 Di*T+eI]_1 
	
(4.2.10) 
where superscript '' and 'T' denote complex conjugate and transpose matrix 
respectively. e is a damping factor, which introduces a priori minimum length 
constraint on the estimates (Menke 1984). The damping factor is necessary to stabilize 
the inverse when some frequency components (in the frequency band of interest) in 
D 1 ((o) are near zero, but must be used with care as it may also bias the estimates, and 
therefore distort the particle motion if too high. Substituting (4.2.10) back into 









So I obtain a least squares solution of the near-surface response MD(0) 
MD = [Q*T.Q+eIjl. [QST.p] 
	
(4.2.13) 
After obtaining MD(0), it is necessary to post-multiply (in frequency domain) the 
seismograms by the near-surface deconvolution operator rID(o) (=MD '(W)) to perform 
the near-surface correction. Consequently a more stable alternative solution is 
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MD = EP*T.Pfefl. 
p*T.Q1 	 (4.2.14) 
When 8 = 0, both solutions given by (4.2.13) and (4.2.14) are identical. With ideal 
data, for which the assumption of local homogeneity is valid and noise levels are low, 
then .M((o) is perfectly defined and both equations give MD() identical to G 1 (a). If 
there is a slow moveout across the levels, each set of recordings is similar, and the 
operator AM((o) approaches I. The inverse becomes a weighted average of each 
multicomponent recording. For realistic noisy conditions, MD(o) lies between G 1 (co) 
and the weighted average. 
Having obtained the near-surface response, correction can now be applied by 
post-multiplying the original recorded data matrix ( full wavefield ) with the near-
surface deconvolution operator FID(C). It should be noted that the effects of the 
sources have also been deconvolved from the data after the near-surface correction. 
4.3 EXAMPLES FROM SYNTHETIC SEISMOGRAMS 
4.3.1 Test by synthetic VSP data 
At first, I will test this technique with a synthetic VSP data set. The synthetic 
seismograms are calculated using ANISEIS for a multi-layered model. To demonstrate 
the effects of near-surface correction, the first 500m is a complicated structure, which 
consists of an isotropic layer (50m), an anisotropic layer (200m) with two sets of 
cracks, a general orthorhombic anisotropic layer (lOOm), a azimuth anisotropic layer 
(lOOm) and another isotropic layer (50m). Below 500m, the model consists of a half 
space of uniform azimuthal anisotropy. These details are shown in Figure 4.3. It 
should be noted that this model is only used to test the near-surface correction 
algorithm and I do not imply that such a structure has any physical existence. 
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Thirty geophones with three component recordings are equally spaced from 400m to 
1850m at intervals of 50m. Seismograms from in-line and cross-line sources are 
calculated at a sampling interval of 2ms. The peak frequency of the source signature 
is 20Hz. The crack strike orientation of the halfspace azimuthal anisotropy is N60°E 
with a 5% maximum shear-wave birefringence. 
Figure 4.4 shows the synthetic seismograms from this model. This clearly shows that 
at the recording depths, except for the first arrival, there are several multiples that are 
due to the contribution of the near-surface. It is interesting to note that no apparent 
time delay can be observed in the main diagonal of the data matrix, while the off-
diagonal components display a time-delay of about 5ms at the first trace and 30ms at 
the last trace. 
I applied the cumulative techniques, DCT and DIT, directly to this data. The results 
are shown in Figure 4.5. DCT reveals a large time-delay (14ms) at the first geophone, 
which corresponds to the near-surface contribution, then decreasing to zero with depth 
until geophone 15, and then the time-delay increases again. The estimated polarization 
direction is at N120°E and changes to about N50°E at geophone 15. These results are 
very different from the model values. In fact the DCT-rotated data matrix (Figure 4.6) 
shows considerable energy left on the off-diagonal components. On the other hand, 
the two angular parameters 0  and Os  from D1T are similar to the DCT results, with 
the two angles apart by roughly a constant 250.  These results further suggest the 
asymmetry of the data matrix as observed in Figure 4.4. 
To remove the effects of the near-surface, I now apply the near-surface correction 
algorithm to the data. First, in order to design the deconvolution operator, I calculate 
the F values for each group of three geophones. Figure 4.7 shows the F values for 
each group. The F value at geophone 3 is much higher than that of the other 
geophones, implying that this geophone group contains inconsistent information and 
is not suitable for the design. This result agrees with the model, since this group 
contains information from geophones 2, 3 and 4, which are located in two different 
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t 50 isotropic layer 	VP =2.5km/s 	Vs = 1.5km/s 
I anisotropic layer 	with two sets of cracks Vp =4.06km/s 	Vs = 2.5km/s 
cracki: crack density--0.07, 	crack 2: crack density--0.04; 
crack azimuth: N140 E 
X crack 2 rotation 10' around 	axis. 
----------------------------------------------- 
C,) E general orthorhombic 	anisotropic layer 
Tii (i=1,6) = 100, 120, 120, 54.4, 40., 30. 
- 
50.0 -----------------------------------------------
anisotropic layer with one set of crack 
Z G140 Vp =4.2.kmls 	Vs = 2.6km/s 
I crack azimuth N35° E, crack density--0.09 
50 isotropic layer 	Vp =4.80 km/S 	V5 = 2.75 km/s 
halfspace uniform anisotropic layer 
VP =5.06km/s Vs=3.l5kmIs 
- 	 crack density = 0.05 
crack azimuth = N 60' E 
G30. ---- 
Figui 4.3. 	Details of the synthetic model and acquisition for the test of 4-C near- 
surface correction technique. Source location denoted by * and nth geophone level by 
Gn. Tij  is the elastic constant under two-suffix notation with unit of GPa. 
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Figure 4.4. 	Four-component synthetic data matrix. The convention of the data 
matrix is the same as in Figure 2.2 with the first and second row (column) represent 
in-line and cross-line source (geophone) respectively. 
Chapter 4 Multicomponent Near-su,face Correction 	70c 
	
(a) 	DIT 	 (b) 
400- 	 400  
600- 	 600 
800- 	 1 	800 
1000- 	 / 	 1000 
1200- 	 .- 	 1200 
CL 	 ., 	/ a. 
1400- 	/ 1 1400 
1600- 	1 1 	1600 
1800- 	 1800 
—MODEL  
2000- 	 I 	I 	 2000 
0 30 60 90 120 150 180 	 0 	10 	20 	30 

















2000- 1 	 I 200C 
0 30 60 90 120 150 180 	 0 	10 	20 	30 
Polarization (degrees) 	 Time delays (ms) 
Figuie 4.5. DCT and D1T results by directly applying them to the data displayed 
in Figure 4.4: (a) and (b) are the polarizations and time-delays from D1T. (c) and (d) 
are the corresponding results from DCT. The model time-delays are the time delay 
built in the anisotropic halfspace. 
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Figure 4.6. 	The rotated data matrix after applying DCT results to rotate the original 
data matrix. 
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Figure 4.7. 	r-values of the seismograms in Figure 4.4. The f-values are calculated 
by using the adjacent three geophones as a group. Vertical dashed line indicates the 
interface between two different layers. 
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layers separated by an interface at 500m. After geophone 3 the F' values remain 
small. 
I choose geophones 3, 4 and 5 to design the deconvolution operator. Applying 
equation (4.2.10) (with no damping as these are synthetics),AM(w) is calculated as 
shown in Figure 4.8. The propagator is dominated by the main diagonal component, 
but is not equal to the unit matrix I. The small components in the off diagonal 
components are a consequence of anisotropic wave propagation. The near-surface 
response matrix, MD(0), is then calculated from equation (4.2.13). Figure 4.9 shows 
the calculated amplitude spectra, which displays a more complicated pattern due to the 
near-surface effects. Note that MD(0) represents the equivalent sources propagating 
through the uniform anisotropy zone after passing the near-surface layers, Figure 4.9 
also reveals that among the equivalent sources the in-line source and cross-line source 
have different energies as well as different spectra. This difference explains why the 
cumulative techniques, which require two identical sources, cannot be directly applied 
to the data. 
Applying the near-surface correction to the original seismograms by post-multiplying 
by the inverse operator (1'I D((0)) in frequency domain, I obtain the deconvolved data 
matrix shown in Figure 4.10. The data matrix is now symmetric and the energy in the 
off-diagonal components slowly increases from geophone 4, indicating the cumulative 
effects of the anisotropy. 
Both DCT and DIT are applied to the deconvolved data matrix with the estimated 
results shown in Figure 4.11. Two improvements have been achieved in comparison 
to the results shown in Figure 4.5. First, the two angles, 9G  and e, are equal, 
confirming the asymmetry created by the near-surface has been removed. Secondly, 
the model polarization and time-delays have now been recovered using DCT. 
As a further test of the near-surface correction algorithm, synthetic seismograms (not 
shown here) have also been calculated for another set of sources but the same model 
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Figure 4.8. 	Amplitude spectra of the calculated propagator iM(o). 
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Figure 4.9. 	Amplitude spectra of the near-surface response matrix MD(0). 
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Figure 4.11. Results of applying DCT and D1T to the deconvolved data matrix: (a) 
and (b) are the polarizations and time-delays from DIT; (c) and (d) are the 
corresponding results from DCT. 
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as above. Here there is a significant difference between the two sources with source 
1 polarized in the direction of N10°E with a peak frequency of 20Hz, and source 2 
polarized in the direction of N80°E with a peak frequency of 45Hz. Identical 
procedures as previously are applied to these seismograms, and the results show that 
these effects can also be successfully deconvolved. 
4.3.2 Response to the noise 
To investigate the response of the near-surface correction to noise, the technique is 
tested with both random and signal generated noise. I add noise to the seismograms 
in Section 4.3.1 (Figure 4.4) with different signal/noise ratios according to the 
procedures discussed in Chapter 2. Figures 4.12 and 4.13 show an example of the 
noisy seismograms for random and signal generated noise respectively at a 
signal/noise ratio of 3.0. 
A deconvolution operator is again designed based on the records of geophones 3, 4 
and 5 with the same procedures as for the noise free data. Polarization directions and 
time-delays are then estimated by applying DCT to the deconvolved data. Figure 4.14 
shows the RMS error of these estimates varying with the signal/noise ratio. For 
random noise, near-surface correction performs well for signal/noise ratios greater than 
2.0. For the signal generated noise, the performance of near-surface correction is 
between the cumulative technique (DCT) and interval technique (DTT). For this kind 
noise, with a pre-determined RMS error of 5°, the lowest signal/noise ratio is 4.1 for 
the near-surface correction, compared with 1.8 and 6.6 for DCT and DTT, 
respectively. 
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Figure 4.13. Seismogram data matrix after adding signal generated noise to the 
seismograms displayed in Figure 4.4. The 	signal-to-noise 	ratio 	is 	3.0 	in the 
seismograms. 
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Figure 4.14. RMS errors for estimates from DCT when applied to the deconvolved 
data from synthetic data contaminated with noise of different signal-to-noise ratios: 
(a) and (b) polarization and time-delay estimates for data with random noise; (c) and 
(d) the corresponding results for data with signal-generated noise. Errors of 50 for 
polarization and 2ms for time-delay are marked with solid triangles for reference. 
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4.4 DISCUSSION AND CONCLUSIONS 
A four-component near-surface correction algorithm is developed. It offers the 
possibility of correction for the seismic wave properties of the near-surface or 
overburden in multicomponent VSP data. With this correction the effects of the near-
surface are represented by an equivalent source matrix located at the position of the 
shallowest geophone, and then removed by a simple deconvolution with the original 
data. This correction also corrects the effects of source imbalance or the source 
polarity reverse. This procedure does not affect the anisotropic properties of the 
subsurface carried by the original seismograms. 
To perform the near-surface correction it is essential to choice a group of geophones 
which contain consistent information. These geophones should be located in a 
homogenous layer. To help choose the geophone group, I introduced an indicator - the 
F' value. A necessary but not sufficient condition for a successful correction is a low 
F' value. 
The tests of near-surface correction by using synthetic seismograms confirm the 
theoretical design of the algorithm. In a complicated near-surface and unbalanced 
sources environment, the anisotropic properties in the subsurface can be correctly 
recovered after applying near-surface correction algorithm to the data. Noise tests 
show that it is robust to both signal generated noise and random noise. 
Although this correction is originally designed for extracting the anisotropic 
parameters from multicomponent shear-wave VSP data, it can be applied, in its 
present form, for general near-surface correction, as long as there are no more than 
two wave modes in the data. In an isotropic medium it can be used for P- and S-wave 
fields. If three wave modes are involved (e.g. qP, qSl, and qS2), then a nine-
component data matrix is required. However, even in this case, the mathematics 
described in this chapter is directly applicable with the only difference being the data 
matrix (G), the propagator matrix (AM), and the near-surface response matrix (M 0, or 
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the near-surface operator matrix, 1QID(o))) in the corresponding equations interpreted 
as 30, rather than 2x2, matrices. This extension of the technique can be found in 
more detail in the paper by MacBeth et al. (1994b). 
I suggest that this procedure may be particularly beneficial when the primary objective 
is to examine a specific target zone, irrespective of the overburden properties and 
interaction anomalies between the source and near-surface layers, such as in the 
analyses where we seek to correlate target zone birefringence with fractures and 
production rates. It may also be used for highlighting strong subsurface anomalies. 
However, the near-surface correction algorithm present in this study is only valid for 
normal incidence propagation and hence near-surface VSPs. 
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CHAPTER 5 
CASE STUDY: SHEAR WAVE ANISOTROPY ESTIMATES 
IN THE ROMASHKINO FIELD, RUSSIA 
5.1 INTRODUCTION 
In previous chapters, I developed several techniques, which all aim to give a better 
understanding of anisotropic properties of the subsurface from near-offset VSP data. 
These techniques have been tested by applying them to various synthetic data, and the 
results agree well with the model parameters. Here, as a further test and an application 
of these techniques, I present a VSP case study. 
The VSP data studied here were recorded from the Romashkino field, in the Tatar 
Republic, Russia (Polskov et al. 1980; Cliet et al. 1991). The geographical location 
of the Romashkino reservoir field is shown in Figure 5.1. Several levels are productive 
in this area, but the data used in this study concentrate mainly on the zone between 
450m and 700m below the sea level (BSL). In this zone, a 70m productive layer 
starting at about 500m (BSL) corresponds mainly to the Bashkirian formation (Figure 
5.2) (Cliet et al. 1991). This layer offers considerable potential for hydrocarbon 
production given that it extends throughout the entire Russian platform. The 
productivity of this layer is believed to be linked to vertical cracks (Cliet et al. 1991). 
This study is therefore based on the assumption that the anisotropy in the layer of 
interest is of hexagonal symmetry with a horizontal symmetry axis (Crampin 1986). 
Although the data contained both P-wave and shear-wave VSPs recorded at three wells 
(well 15037, 15548, and 17598), and a surface line (Figure 5.3), only the shear-wave 
VSP data in the three wells are considered here. For simplicity, these three wells are 
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Figure 5.1. 	Geographical location of the Romáshkino reservoir oil field, near 
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Figure 5.2. 	Lithology Log (Well 15548) (from Cliet et al. 1991). Depths are 
measured respect to sea level. 
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Figure 5.3. 	Overview of the acquisition geometry of the data. S 11  S2, and S 3 are the 
shear-wave source positions for well 15037, 15548, and 17598, respectively. The 
dashed line is a surface survey line, which is not discussed in here. 
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referred to as 37, 48 and 98. There is a significant difference in the productivity rates 
between these wells; 14M 3  /day for well 48; 3M3  /day for well 37; and no production 
for well 98. Cliet et al. (1991) in a similar study of these data attempted to relate 
parameters of the anisotropy with available production data. 
In this chapter, after describing the data acquisition and pre-processing, I introduce a 
processing flow to show how I combine the techniques developed in this thesis to 
achieve a more reliable processing result. As the data from the three wells are 
independent, they are processed separately. As a comparison between different 
techniques, both cumulative and interval techniques are applied to the data from well 
37. For the other two wells, only cumulative techniques, together with the necessary 
near-surface correction, are used. The reliability of the processing results is examined 
by redundant data obtained from additional source(s). Finally, full wave modelling is 
used to verify the processing results. 
5.2 DATA ACQUISITION AND PRE-PROCESSING 
Well 37. This is a vertical well. Three near-offset 'yElP' S-wave electrodynamic pulse 
sources were used at point S 1 , 104m along N1°E from the wellhead (Figure 5.4(a)). 
Two orthogonal sources (A and B) were polarized at N47°E and N137°E, respectively 
(Figure 5.4(b)). Data were recorded with geophones every 5m between 605m and 
975m (depth measured respect to the ground). As a check, a third source (C) with a 
polarization of N91°E was used, with data from this source recorded at 5m intervals 
between 835m and 975m only. Figure 5.4(c) shows a vertical section of the well and 
the correspondence between the depth with respect to ground level and that with 
respect to the sea level. 
Well 48. This is a deviated well, with an inclination of up to 200.  Figure 5.5 shows 
the acquisition geometry with the relevant source positions for this well. Three S-wave 
sources were used similar to the well 37, but this time located at point S. which was 
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Figure 5.4. 	Acquisition geometry of well 37: (a) source position related to the 
wellhead in plan view, where * marks the source location; (b) source polarizations; 
and (c) vertical section through the well. The section is cut from Nl°E along dashed 
line in (a). The shaded area is the 70m thick reservoir zone. 
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Figure 5.5. 	Acquisition geometry of well 48: (a) source position related to the 
wellhead in plan view, where * marks the source location; (b) source polarizations; 
and (c) vertical section through the well. The section is cut from N121°E along dashed 
line in (a). The shaded area is the 70m thick reservoir zone. 
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229m away from the wellhead (Figure 5.5(a)). The polarization directions of the three 
sources were: N192°E (A), N286°E (B), and N226°E (C) (Figure 5.5(b)). Figure 5.5(c) 
gives the projection of the well on the vertical plane of N121°E. Data were recorded 
at Sm intervals between 45m and 1020m for sources A and B, and between 720m and 
1020m for source C (Figure 5.5(c)). 
Well 98. This well is also deviated. The inclination of the well is up to 350  For this 
well four source polarizations were used. Sources A (N122°E) and B (N212°E) had 
a similar strength but were less powerful than sources C (N77 0E) and D (N167°E) 
which were again of similar strength. All of the four sources were located at S 3 
505m away from the wellhead (Figure 5.6(a)). Figure 5.6(c) gives the projection of 
the well on the vertical plane of N60°E. The data were recorded between 760m and 
1200m at Sm intervals for all the four source polarizations (Figure 5.6(c)). 
All data were recorded at a 2ms sampling rate. A vertical stack of order 16 was 
performed for all shear-wave data. For wells 37 and 98, eight positive polarity shots 
(8) and eight negative polarity shots (8) were recorded and the stack was carried out 
as 8- 8. For well 48, only positive polarity shots were recorded in the field, so only 
one 16 stack was available. Three offset P-wave VSPs (120° separation) were also 
recorded. These records were used to reorient the geophones and to evaluate the 
accuracy of this orientation. However, the stack and the reorientation are not discussed 
in this thesis as the data that I received were stacked and reoriented to the 
right-handed coordinate system from North to East with the vertical axis downwards. 
The deviation and inclination of the wells were taken into account during the 
reorientation. A more detailed description about the data acquisition, stacking and 
reorientation can be found in Cliet et al. (1991). 
In this chapter, to facilitate a comparison between wells, all the depths will 
transformed to the depths measured with respect to mean sea level. Figure 5.7 outlines 
the relationship between the depths respect to the ground level and the depths respect 
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Figure 5.6. 	Acquisition geometry of well 98: (a) source position related to the 
wellhead in plan view, where * marks the source location; (b) source polarizations; 
and (c) vertical section through the well. The section is cut from N60°E along dashed 
line in (a). The shaded area is the 70m thick reservoir zone. 
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Figure 5.7. Relationship between the depth measured relative to the sea level and 
that measured relative to the ground for the three wells. The solid circles indicate the 
positions of the shallowest and the deepest geophones in the three wells. The two 
dashed horizontal lines mark the location of the reservoir zone relative to sea level. 
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dashed lines mark the location of the reservoir zone in the depth with respect to sea 
level. 
The pre-processing of the data also included a mild high-cut filter to eliminate the 
high frequency noise and an f-k filter to remove the upgoing waves. Only the 
downgoing wavefield is analyzed here. When the DCT and D1T are applied to the data 
before the near-surface correction, a source balancing procedure is performed by 
equalizing the total energy of the two source records in a time window, which 
contains only the first shear-wave arrival. When the data have been transformed by 
applying the near-surface correction, the source balancing is omitted as the near-
surface correction also removes the source effects. 
5.3 ANLSOTROPIC PROCESSING FOR VSP 
Before starting the processing of the data, I first introduce a processing flow specially 
designed for anisotropy analysis of multicomponent near-offset VSP data in this 
section. This procedure will show how to combine these techniques to obtain a clear 
anisotropic image of the subsurface. The data processing in this chapter will follow 
this flow. 
Figure 5.8 shows the flow chart of the processing procedures. It starts with the 
downgoing wavefield. At this stage, the data should be stacked, reorientated, and band 
pass filtered. An f-k filtering, passing the downgoing field, is assumed. For cumulative 
techniques, the f-k filtering does not have significant effects in the processing result 
(Campden 1990, Yardley 1993), however, it is very important when interval 
techniques or the near-surface correction technique are applied. The upgoing wavefield 
can also be processed in a similar way. 
Another commonly used pre-processing step for anisotropic analysis is a source 
imbalance compensation, which rescales the seismograms to equalize the total energy 
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Figure 5.8. 	Flow chart of the processing procedures for anisotropic analysis. 
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of separate sources in the time-window of interest (e.g. Winterstein & Meadows 
1991a,b, Choi & Gangi 1991). This source balancing procedure is not treated as a 
separate processing step here, as it is not required when the near-surface correction 
technique or interval techniques are applied. However, it is included when cumulative 
techniques (DCT and D1T) are applied to seismograms before the near-surface 
correction. 
The processing procedure ends with the estimation of anisotropic parameters: the 
polarizations of shear-waves and the time-delay between the fast and slow shear-waves 
over the depth of interest. These will then be used as a guide for the modelling. The 
procedure may be repeated, as the modelling may feed back some new information. 
A few points in the flow chart need- to be explained in more detail: 
Asymmetry. The asymmetry check is the first step of the processing procedure. As 
discussed in section 2.6.2, an asymmetric data matrix implies the medium is either not 
uniformly anisotropic or there are errors introduced during the data acquisition or pre-
processing. Without knowing the symmetric properties of the data matrix, results could 
mislead interpretation of the data. So, if the data matrix is asymmetric, it is important 
that it should be corrected first before further processing. 
Asymmetry in data matrix could be caused by various factors (see section 2.6.2; also 
MacBeth et al. 1994). In most cases, the asymmetry is caused by the near-surface and 
sometimes by the source imbalance and/or polarity, which can be resolved by the 
near-surface correction. However, before using the correction, it must be confirmed 
that the asymmetry is not due to the geophone misorientation. Otherwise, although the 
asymmetry may appear to be removed, the results are incorrect and misleading. 
Near-surface correction. Multicomponent near-surface correction, which removes the 
effects of near-surface and possible source errors from the data by specially designed 
multicomponent deconvolution, is an important step in this processing, as for most 
Chapter 5 Case Study: Romoshkino Field 	80 
cases, the near-surface cannot be assumed to be uniformly anisotropic. If the qSJ 
polarization does not change with depth, DCT should give a nearly constant 
polarization estimate and an increasing time-delay after the near-surface correction. 
If this polarization direction changes with depth, several corrections may be required 
at different depths. In this way, the anisotropic information of the medium can be 
extracted layer by layer. It should be noted that there is no cumulative error on these 
corrections, as for each design of the correction, it is the original data rather than the 
last deconvolved data that be used, and therefore the corrections are independent to 
each other. 
Final results. The correctness of the resultant anisotropic parameters is difficult to 
evaluate. This difficulty is partly due to the nature of the anisotropic parameters which 
are normally not directly accessible (Crampin 1987). It is also because the processing 
results from one technique may be difficult to validate even in the case of self 
consistent results (MacBeth & Yardley 1992; MacBeth etal. 1994; and Yardley 1993). 
Moreover, errors introduced during the data acquisition and pre-processing could 
further complicate the situation as discussed in Chapter 3. 
A common way to verify the results is by measuring the minimisation of the off-
diagonal energy in the rotated data matrix, which is obtained by rotating the original 
data matrix by the resultant polarization angles. But this is true only when the medium 
is uniformly anisotropic, otherwise such direct observation can no longer give a guide 
to the quality of the results. For example, in the case of two layered anisotropic 
medium with polarization directions of 0 and 02,  respectively, even if the data matrix 
is rotated by the correct angles, from equation (2.6.18), the resultant matrix could be 
A2(t)R(02-0 1 )A1 (t), which is not a diagonal matrix. Another way to verify the results 
is using full wave modelling by comparing the observed seismograms with the 
synthetic seismograms. However, if there is only one VSP available in the same well, 
the model is not unique (Yardley 1993). Alternatively, the results may be confirmed 
by comparing those obtained from different techniques and from different source 
combinations (if there are redundant source polarizations available). Different 
Chapter 5 Case Study: Romashkino Field 	81 
techniques are developed based on different assumptions of the medium, they respond 
differently to the medium conditions and possible errors in the sources and geophones. 
A comparison between the results from them could provide valuable information about 
the subsurface and the data conditions. 
5.4 PROCESSING OF WELL 37 
5.4.1 Well 37 
Figure 5.9 shows the original data matrix of sources A and B for this well. By visual 
examination of this data matrix, the in-line geophone components (XX, YX) are found 
to be about 22ms (about half-circle of the peak period) faster than the cross-line 
geophone components (XY, YY) for both sources. This delay is suspected as being 
caused by a difference in geophone polarities for the in-line geophone and cross-line 
geophones. 
To check the polarity of the data, both D1T and DCT are applied to the data matrix. 
Figure 5.10(a) to (d) show the polarizations and time-delays estimated using D1T and 
DCT. Although the 9 and 8s  from D1T in Figure 5.10(a) are different, they are 
approximately parallel below 520m. Above this level the estimates are scattered but 
exhibit a linear divergence. DCT results, after correcting for the known source and 
geophone misalignment of 47° by rotating the source directions into the geographical 
axes, give a consistent polarization angle of N85°E with a standard error of 4° (Figure 
5.10(c)). 
Comparing these results with Table 3.1 suggests that either the in-line geophone and 
cross-line geophone or the two sources (sources A and B) have different polarities. 
However, the source polarization directions are believed to be correct (Herrenschmidt, 
personal communication), so the results in Figure 5.10 indicate different geophone 
polarities in the data. A polarity reversal of the cross-line traces is confirmed by 
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Figure 5.9. Data matrix of well 37 for sources A and B. The XX and XY traces are 
in-line (X) and cross-line (Y) recordings of the source A (N47°E) with YX and YY 
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Figure 5.10. Estimated polarizations and time-delays by applying D1T ((a) and (b)) 
and DCT ((c) and (d)) to the data matrix shown in Figure 5.9. The shaded area is the 
location of the reservoir zone. 
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horizontal recordings of P-waves generated by an offset source, and is also confirmed 
by COG. This highlights difficulties in obtaining correct polarities for field data. 
Figure 5.11 shows the data matrix after the polarity reverse, where the irregular 
apparent arrival time between the four components have now been corrected. D1T is 
again applied to the data. Figure 5.12 shows the effects of this polarity reversal on the 
polarization and time-delay estimations. The two angular parameters, OG  and  Os,  from 
DIT are now approximately parallel, separated by an average of 10 degrees. The 
polarization direction, °E'  from DCT displays a gradual change of polarization from 
N170°E to N125°E between 320m and 510m. The time-delay estimated from both D1T 
and DCT now increases from -2ms to 1 2ms. The reduction of estimated time-delay 
is because the algorithm is now picking the maximum of the cross-correlation function 
on an earlier half-cycle of these recor'dings (about 25ms difference). These results (the 
separation between ()G  and  9;  and the gradual change of 0E' ) still indicate that the 
data matrix remains slightly asymmetric, which is believed to be caused by near-
surface effects. 
Due to the lack of information, it is very difficult to define the near-surface exactly. 
There are two approaches to resolve the near-surface problem. One approach is to 
determine the near-surface using numerical modelling, by comparing the synthetic and 
the observed seismograms, particle motions and the estimated polarizations and time-
delays (e.g. Bush & Crampin 1991; Yardley & Crampin 1993). This is basically a trial 
and error method, and is time consuming. Moreover, in many cases, there is no unique 
model to reach this match (Yardley 1993). In this study, I will not use this approach. 
Instead, I use the multicomponent near-surface correction developed in Chapter 4, 
which allows us to remove the effects of the near-surface without requiring details and 
should not affect the anisotropic information of the subsurface contained in the 
original seismograms. 
To design the near-surface correction, one of the most important steps is the choice 
of the geophone group. The geophone group should be located in a uniform 
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Figure 5.11. Data matrix of well 37 for sources A and B after reversing polarity of 
the cross-line geophone components (XY and YY). Notation as in Figure 5.9. 
(a) 	DII 
	
(b) 	 (c) 	DCT 
	
(d) 
Figure 5.12. Estimated polarizations and time-delays by applying both DIT ((a) and 
(b)) and DCT ((c) and (d)) to the data matrix after reversing the polarities of cross-
line geophone components (shown in Figure 5.11). 
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anisotropic medium and contain consistent information. A relative low F' value is 
required to satisfy this condition, although it is not a sufficient condition (Chapter 4). 
So, I first calculate the F' value for this data matrix in groups of three geophones and 
in steps of one, i.e. geophones 1, 2, 3 and then 2, 3, 4. Figure 5.13 shows the F value 
variation with depth. The F' value for groups 1 to 3 appear relatively low, and may be 
suitable for the design of the near-surface correction. 
Here, I use only two geophones (geophones 1 and 2) to calculate the near-surface 
operator. Equation (4.2. 10) is firstly used to calculate the propagator AM and then the 
near-surface response, MD, calculated using equation (4.2.13). Figure 5.14 shows the 
amplitude spectra of MD  from this design. From these four spectra, it is clear that the 
in-line (XX and XY) and cross-line (YX and YY) sources in this operator, which 
represents the two equivalent sources propagating through the following subsurface, 
is significantly different in both energy and spectra. This difference shows that the 
shear-waves from the two sources suffer different attenuation on propagating through 
the near-surface. 
The data matrix after the correction as shown in Figure 5.15 is obtained, where for 
display purposes, all seismograms have been shifted 200ms. This time-shift is applied 
to all seismograms after the near-surface correction. The energy in the off diagonal 
components of the data matrix (XY and YX) is nearly zero until about 490m 
(corresponding to geophone 34), where it then begins to build up. 
After the near-surface correction, both D1T and DCT are applied to the data (Figure 
5.16). In Figure 5.16(a) both O and 0 are now close until 640m, which indicates that 
the data matrix is symmetric from 328m to 640m. The results from DCT (Figure 5.16 
(c)) are similar to those of DIT. Combining the estimated polarizations and the time-
delays, the medium may be divided into three anisotropic layers. 
The first layer is from 328m (geophone 1) to about 493m (geophone 34), and is 
isotropic. There is no travel time-delay in this layer, and the estimated polarizations 
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Figure 5.13. F value variation with geophones for the data matrix from sources A 
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Figure 5.14. Spectra of 4-C deconvolution operator using the records from 
geophones 1 and 2. 
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Figure 5.15. Well 37 data matrix after 4-C near-surface correction designed using 
the records from geophones 1 and 2. The XX and XY traces are in-line (X) and cross-
line (Y) recordings of the equivalent in-line (north) source (X), and the YX and YY 
the corresponding recordings of the equivalent cross-line (east) source (Y). For reasons 
of display, the seismograms have been shifted 200ms. This shift is applied to all the 
seismograms when they are displayed after the near-surface correction. 
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Figure 5.16. Estimated polarization and time-delay by applying both DIT ((a) and 
(b)) and DCT ((c) and (d)) to the data matrix after near-surface correction (Figure 
5.15). 
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are scattered which is mainly due to the noise. The second layer, from 493m 
(geophone 34) to 643m (geophone 64), is an anisotropic layer. The qSl polarization 
is found to be N142°E, with a standard error of 5.2°, in this layer. The time-delay 
increases from 0 to about 6ms. The reservoir zone is located in this layer. The third 
layer is defined from 643m (geophone 64) to 698m (the last geophone, 75). Although 
the 9 and Os from D1T (Figure 5.16(a)) are separated in this layer, the time-delay is 
almost constant at 6ms, carried from the above anisotropic layer. Another near-surface 
correction based on geophone 64 and 65 (not shown), also failed to resolve any time 
delay in this layer. This layer may be assumed to be isotropic. The difference 
between OG  and  Os  may be caused by noise in the data or the change of geophone 
coupling (e.g. the end of the well casing). 
To further check the results, another independent near-surface correction is performed. 
The correction is designed on the records of the first two geophones (34 and 35) 
located in the previously defined anisotropic layer 2. Figure 5.17 shows the results 
of applying DCT to the data after this correction. It agrees with the results from the 
previous correction, confirming that the layer above 493m (geophone 34) is an 
isotropic layer. 
Finally, as a comparison, I also show two data matrices after two different near-
surface corrections. Figure 5.18 shows the data matrix after the near-surface correction 
designed basing on three geophone levels, geophones 1, 2, and 3. This data matrix is 
similar to the data matrix after the correction by using geophones 1 and 2. This result 
proves that for good quality data using only two geophones can achieve a successful 
near-surface correction. In contrast, Figure 5.19 gives a example of a badly designed 
near-surface correction. The correction in this figure is designed from geophones 4 and 
5. The r value in this geophone group is relative high, which implies that the two 
geophones contain inconsistent information, and subsequently, the near-surface 
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Figure 5.17. Estimated polarizations (a) and time-delays (b) by applying DCT to the 
data matrix after two independent near-surface corrections. The solid line (G 1+2) and 
dashed line (G 34+35) are the results of DCT applied to the data matrix after the 
near-surface correction designed from the records of geophones 1 and 2 (Figure 5.15), 
and geophones 34 and 35 respectively. 
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Figure 5.18. Data matrix after the near-surface correction designed by using the 
records from three geophones, geophone 1, 2, and 3. Notation as in Figure 5.15. 
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5.4.2. Comparison of different techniques and different source combinations 
Comparison between different techniques. In the last section, I processed the data from 
sources A and B of well 37 by combining the near-surface correction technique and 
the cumulative techniques, DCT and D1T. This successfully removed the effects of the 
near-surface and resolved the anisotropic structure of the subsurface. No obvious 
change in polarization with depth was observed in this well. As I pointed out in 
Chapter 2, the interval techniques, DTT and STI', can also be applied without 
requiring knowledge of near-surface, although they are more sensitive to the coherent 
noise than the cumulative techniques and the near-surface correction algorithm. As a 
comparison, here I will apply these interval techniques to the same data. 
Figure 5.20 shows the polarizations resulting from applying Dl'T to the original data 
matrix (Figure 5.11). These results are calculated by using two geophones as a group. 
Four different geophone intervals (1, 3, 5, and 7) are applied. In the isotropic zones, 
layer 1 (328m-493m) and layer 3 (643m-698m), the Dlii' results are significantly 
different from those of DCT. This is due to a difference in response to noise between 
DCT and DTT. In the anisotropic layer (493m -643m), results agree well with the 
results from DCT. With different geophone intervals, the estimated results differ 
slightly, with the larger intervals giving more stable polarization estimations. This is 
because, for a large geophone interval, the time-delay involved in each group is larger, 
so the polarization is better resolved. Also because the technique assumes that the 
anisotropy in the geophone interval is uniform, a larger geophone interval smooths the 
results over the zone between the geophones. 
DTT is also applied to the data with the group containing different numbers of 
geophones to examine the effects of noise. Figure 5.21(a) to (d), shows the results for 
using two to five geophones in each group, respectively. The geophone interval is 
fixed at three for all four cases. The results show that the more geophones used in 
Refer to section 2.4 and 2.5 for definitions of DTT and SiT geophone group number and interval. 
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Figure 5.20. Estimated polarizations by applying DTT to the original data matrix 
(Figure 5.11) with different geophone intervals (GA). The number of geophones in 
each group (GIG) is fixed at 2. Figures (a) to (d) represent GIL = 1, 3, 5, and 7 
respectively. The solid line shows the results from DCT (Figure 5.16(c)). 
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Figure 5.21. Estimated polarizations by applying DTT to the original data matrix 
(Figure 5.11) with different GIG values and a fixed Gf1=3. Figures (a) to (d) represent 
GIG = 2, 3, 4, and 5, respectively. Notation as in Figure 5.20. 
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each group, the more consistent are the results obtained. This is, as expected, as 
increasing of the number of geophones in each group reduces the effects of random 
noise. 
The single source interval technique, ST7, is applied to the original data in a similar 
way as DTT but for the data from both in-line and cross-line sources separately: 
Figures 5.22 and 5.23 give the polarization estimations from STT for different 
geophone intervals (geophone interval 1, 3, 5, and 7) with two geophones in each 
group, and for variable number of geophones in each group (2, 3, 4, and 5) with a 
fixed geophone interval of three, respectively. Similarly to DTF, these results show 
again that large geophone intervals or large numbers of geophones in each group give 
a smoother results, but no significant difference. The results from in-line source agree 
with those of DCT, but there is about a 70  difference between the results from cross-
line source and DCT. 
STT is also applied to the data after the near-surface correction (as shown in data 
matrix Figure 5.15). The results are plotted in Figures 5.24 and 5.25 for different 
geophone intervals and different number of geophones in each group. The results from 
both sources are now approximately equal. These results suggest that in the original 
data, the in-line source and cross-line source contained slightly different information. 
It could be that the two sources were different and/or due to the result of complicated 
near-surface. Although the SIT is an interval technique and can deconvolve the source 
and the near-surface effects, the deconvolution uses only two geophone records from 
one source and is much more sensitive to noise than the near-surface correction which 
uses four component data from two sources. So in Figures 5.24 and 5.25, where STF 
is applied to the data after the near-surface correction, the effects of the source and 
the near-surface have been entirely removed, and the results from in-line and cross-
line sources come together. 
Comparison between different sources combinations. As this data set has data recorded 
from a third source polarization, between 553m and 698m, it provides another 
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Figure 5.22. Estimated polarizations by applying STi' to the original data (Figure 
5.11) from in-line (STT-I) and cross-line (STT-C) source respectively, with different 
Gil values and a fixed GIG=2. Figures (a) to (d) represent GIl = 1, 3, 5, and 7 
respectively. Notation as in Figure 5.20. 
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Figure 5.23. Estimated polarizations by applying STT to the original data (Figure 
5.11) from in-line and cross-line source respectively, with different GIG values and 
a fixed GIL =3. Figures (a) to (d) represent GIG =2, 3, 4, and 5 respectively. Notation 
as in Figure 5.20. 
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Figure 5.24. Estimated polarizations by applying S1'T to the deconvolved data 
(Figure 5,14) from in-line and cross-line source respectively, with different G/l values 
and a fixed GIG =2. Figures (a) to (d) represent G/L =1, 3, 5, and 7 respectively. 
Notation as in Figure 5.20. 
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Figure 5.25. Estimated polarizations by applying STT to the deconvolved data 
(Figure 5.15) from in-line and cross-line source respectively, with different GIG values 
and a fixed GIl =3. Figures (a) to (d) represent GIG =2, 3, 4, and 5 respectively. 
Notation as for Figure 5.20. 
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possibility to investigate the reliability of the results. Now I use the combination of 
sources A and C to process the data. Figures 5.26(a) and (b) show the original four 
component data matrix and that after the near-surface correction for sources A and C. 
The correction is designed basing on geophone records at depths 553m and 558m, 
corresponding to geophones 46 and 47 for source A and gcophones 1 and 2 for source 
C. The quality of the deconvolved seismograms for this data combination is poorer 
than that from sources A and B (Figure 5.15), due probably to these two sources being 
450 apart, and therefore the correlation between the data from the two sources will be 
higher than that from two orthogonal sources, A and B. As a result, the near-surface 
correction is more sensitive to the noise. 
In Figure 5.27, I show the results of DCT applied to the data matrix after the near-
surface correction (Figure 5.26(b)) comparing with the results from sources A and B. 
The polarization direction in the anisotropic layer between 493 and 643m from sources 
A and C is about 1470 with a standard error of 5.3°, comparing the result of N142°E 
±5.2° from the source combination A and B. The increase in time-delay from sources 
A+C over this layer is 4ms, which is the same as from sources A+B (note that for 
sources A+B, the time-delay in this layer starts from 2ms and increases to 6ms). This 
result indicates that the processing result shown here is independent of the source 
combinations provided we use the near-surface correction. 
To summarize, from this processing, an anisotropic layer is defined in well 37. The 
layer is located between 493m and 643m with the qSl polarization direction of 
N142°E and 6ms increase in time-delay. Both cumulative and interval techniques are 
applied to the data, and the results agree with each other. Different combinations of 
the data from the three source polarizations also processed, the results are independent 
of the source combinations. I conclude that the polarization and time-delay 
measurements for this well are sufficiently accurate. The overall anisotropic structure 
of the well is given as Figure 5.28. 
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Figure 5.27. Estimated polarizations ((a)) and time-delays ((b)) by applying DCT 
to the data matrix after near-surface correction for sources A and C (Figure 5.26(b)) 
(notated as A+C). The solid line is the DCT results from source A and B (notated as 
A+B). 
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Figure 5.28. The anisotropic structure of well 37 obtained from this analysis. 
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5.5 PROCESSING OF WELL 48 
For well 48, the geophone records started from a relative depth of -247m (45m from 
the ground). Figure 5.29 shows the original seismogram matrix for sources A and B. 
However, for the first geophone, the incidence angle is about 800,  which is beyond the 
shear-wave window (Liu & Crampin 1990). For the study of anisotropy in this well, 
I started the data processing from the geophone 60, which corresponds to a depth of 
43m and an incident angle of about 30°. 
Visual inspection of the seismograms shows that there are some P-S converted waves 
arriving before the first shear-wave arrival. These converted waves break the balance 
between the components of data and interfere with the arrival of the first shear-wave. 
These effects make it difficult to analyse the data by the cumulative technique directly. 
To solve this problem, a near-surface correction should be considered before any 
further anisotropic processing. 
IT values for each adjacent three geophone group for the data matrix from sources A 
and B are shown in Figure 5.30. Based on these calculated values, I start the near-
surface correction by using the records from geophones 60 and 61, and Figure 5.31 
shows the seismograms after the near-surface correction. 
I applied both D1T and DCT to these data (Figure 5.32). The results show that there 
is no anisotropy in the layer between 43m and about 500m. In this layer, there is no 
obvious asymmetry in the data matrix as the two angles from D1T, 9G  and O, are 
about the same. There is also no travel time-delay observed in this layer, so this layer 
is assumed to be isotropic. Below 500m, an asymmetry in the data matrix is built up 
and the time-delay also starts to increase. It is interesting to note that the reservoir 
zone starts from about 510m, about the same depth as the asymmetry starts. 
The reason of causing the asymmetry below 500m is not clear. From Figure 5.30, I 
found that the F values in the layer between 350m (geophone 124) and 470m 
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Figure 5.29. Data matrix of well 48 for sources A and B. The notation is the same 
as in Figure 5.27 with the source polarizations for A and B now N192°E and N286°E, 
respectively. 
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Figure 5.30. r value variation with geophones for the data matrix of sources A and 
B for well 48 (Figure 5.29). 
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Figure 5.31. Data matrix of well 48 for sources A and B after the near-surface 
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Figure 5.32. Estimated polarizations and time-delays for well 48 by applying both 
D1T ((a) and (b)) and DCT ((c) and (d)) to the data matrix after the near-surface 
correction (Figure 5.31). The shaded area is the location of the reservoir zone. 
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(geophone 149) are scattered and high. Although the estimated polarization direction 
changes at 350m, without asymmetry and time-delay, this layer is still treated as an 
isotropic layer. The high F values indicate this layer may not be uniformly isotropic 
or the data may contain inconsistent information, such as a change of the pattern of 
geophone coupling, orientation. The cause of high F values is possibly also the cause 
of the asymmetry below 500m. 
Due to the asymmetry in the data matrix, a near-surface correction is required to 
resolve the anisotropy below 500m. I choose the records of the two geophones at 
depths 500m and 505m (geophone 155 and 156) to calculate the near-surface operator, 
as the F value for this geophone group is small (Figure 5.30). The seismograms after 
this correction are shown in Figure 5.33. Both D1T and DCT are again applied to this 
data matrix, the results being displayed in Figure 5.34. There are two different layers 
identified from these results. The first layer, starting from 500m and ending at 630m, 
is an anisotropic layer. The qSl polarization direction in this layer found to be 
N126.1°E±5.5 0. The time delay increases from zero to about 6ms in this layer, which 
corresponds to a shear-wave anisotropy of about 8%. The second layer is from 630m 
until the location of the last geophone, 690m. As there is no increase in time-delay 
and no asymmetry in this layer, it is assumed to be isotropic. 
There are redundant data from the third source (source C with polarization of N226°E) 
available for this well, which gives me an opportunity to check the results. Data from 
source C are recorded from 400m to 692m. There are a total of 60 geophone records 
for this source. Figure 5.35 is the data matrix for the source combination A and C. For 
the reason of comparison with the results from the source combination A+B, I apply 
the near-surface correction to the data matrix with the deconvolution operator based 
on the geophones at 500m and 505m, which correspond to geophones 19 and 20 for 
the records of source C. The data matrix after this correction is shown in Figure 5.36. 
Figure 5.37 gives the results of the DCT applied to the data after the correction. In the 
anisotropic layer between 500m and 630m, identified by the data of source A and B, 
Figure 5.37 gives the fast shear polarization direction of N123.4° ±8.5° with an 
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Figure 5.33. Data matrix of well 48 for sources A and B after the second near-
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Figure 5.34. Estimated polarizations and time-delays for well 48 by applying both 
D1T ((a) and (b)) and DCT ((c) and (d)) to the data matrix after the near-surface 
correction designed basing on the records of geophones 155 and 156 (Figure 5.33). 
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Figure 5.37. Estimated polarizations and time-delays of well 48 by applying DCT 
to the data matrix after the near-surface correction for sources A and C (Figure 5.36) 
(notated as A+C). The solid line is the DCT results from sources A and B (notated 
as A+B). 
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Figure 5.38. The anisotropic structure of the well 48 obtained from this analysis. 
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increasing time-delay of 4ms. This agrees well with the sources A+B result of 
N126.1°E±5.5 0 and 6ms increase in time-delay. Below 630m, there is no increase of 
time-delay measured in the zone. Figure 5.38 gives the overview of the anisotropic 
structure for this well. 
5.6 PROCESSING OF WELL 98 
Well 98 is a deviated well and the data are recorded by 90 geophones located between 
400m and 830m. For this well, there are two sets of sources with different strengths 
for each set (Figure 5.7). The data from this well is processed for the source 
combinations A+B and C+D simultaneously. Figure 5.39 shows the seismograms for 
both A+B and C+D. It should be noted that in this figure, (a) and (b) have different 
scaling. 
To check if there is any asymmetry in the data matrices, I first applied both D1T and 
DCT to them, respectively, with the results shown in Figure 5.40. An asymmetry is 
observed for both data sets, but the D1T responses are different for them (Figure 
5.40(a) and (b)). On the other hand, both DCT responses (5.40(c) and (d)) are almost 
constant with depth but are about 30° different from each other with N113.8°E±2.5° 
for A+B and N79.7°E±3.2° for C+D. The time-delays for sources A+B increase from 
16ms to 28ms, while those for sources C+D are constant at about 24ms. Because the 
seismograms from source A+B and C+D have different paths, these results reveal 
strong near-surface effects on the data, which may be caused by the interference of 
some P-S converted waves (as is the case for well 48) or other reasons. 
Figure 5.41 gives a view of IF values for both sources A+B and C+D. The near-surface 
correction is designed basing on geophones 2 and 3, where both A+B and C+D have 
a relative low r value. Figure 5.42, shows the seismograms after this correction. When 
D1T is applied to these data matrices, it gives the results as shown in Figure 5.43. 
Comparing Figure 5.43 with Figure 5.40, the results before the correction, two major 
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Figure 5.39. Data matrix of well 98: (a) and (b) are the data matrices for sources A 
+B and C+D respectively. The notation is the same as for Figure 5.27 with the source 
polarizations for A, B, C and D are now at N122°E, N212°E, N77°E, and N167°E, 
respectively. Figure 5.39 (a) and (b) have different scales for a clear display 
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(a) 	DIT: 	ms A+B 	(b) 	DIT: 	C+D 
Figure 5.40. Estimated polarizations and time-delays of well 98 by applying DIT 
and DCT directly to the data matrices for sources A +B and C+D (Figure 5.39) 
respectively. (a) and (b): estimated 0 and Os,  from D1T for source combinations A+B 
and C+D; (c) and (d) are 0E  and At from DCT for both sources A+B and C+D. The 
shaded area is the location of the reservoir zone. 
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Figure 5.41. r values variations with geophones for well 98 for both source 
combinations of A+B and C+D. 
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Figure 5.42. Data matrix of well 98 after the near-surface correction designed based 
on the records of geophones 2 and 3; (a) deconvolved from A+B; and (b) deconvolved 
from sources C+B. The triangle marked where the multiples appear. The notation is 
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Figure 5.43. Estimated polarizations and time-delays by applying DIT to data matrix 
after near-surface correction as shown in Figure 5.42. 
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improvements have been made in these results. First, the two angles, °G  and Os, are 
now nearly equal over all the depth of the data covered for both sources A+B and 
C+D. Secondly, the results from both A+B and C+D are nearly identical. So the 
results are independent of the source combinations. 
From Figure 5.42, among the first 25 geophones (between 440m and 550m), the off-
diagonal component is nearly zero. In Figure 5.43 only a 2ms increase in time-delay 
is observed in this layer. From these results, this layer is assumed to be isotropic or 
weakly anisotropic (-. 2-3%). 
At the depth of 550m, there is an appearance of energy on off-diagonal seismograms 
combined with trailing energy after the main arrival on the main-diagonal 
seismograms (Figure 5.42). These energies are suspected of being caused by the 
change in source pattern or recording system. The symmetry of the data matrices 
seems to have not been affected by this energy, as most of them are outside the time-
window of interest. However their appearance suggest that another correction is 
required at this level. 
The second near-surface correction starts from depth 550m, based on the records of 
geophones 27 and 28. Figure 5.44 shows the seismograms after this correction. The 
multiples have now disappeared. D1T results (Figure 5.45(a) and (b)) again show that 
there is no asymmetry in these data matrices. The polarization and time-delay below 
550m are obtained by applying DCT to the data matrix with the results as Figure 
5.45(c) and (d). A strongly anisotropic zone is identified between the depth 550m and 
694m. The polarization in this zone is N112.5°E ±5.2° from sources A+B and 
N1 17.1 0E ± 6.1 0 from C+D. The increase in time-delay in this zone is about 6ms. 
Below this layer, there is a weak anisotropic layer with an increase in time-delay of 
2ms from 690m to 830m. The polarization is about the same as the upper layer 
(N113.1°E ±5.1° from A+B and N118.5°E ±4.00  from C+D). Overall, the anisotropic 
structure for the well 98 is as shown in Figure 5.46. 
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Figure 5.45. Estimated polarizations and time-delays of well 98 by applying Dli' and 
DCT the data matrix after the near-surface correction basing on the records of 
geophones 27 and 28 (Figure 5.43). (a) and (b) OG and Os  from D1T for source 
combinations A+B and C+D; (c) and (d) °E  and it from DCT for both A+B and 
C+D. 
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Figure 5.46. The anisotropic structure of well 98 obtained from this analysis. 
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5.7 MODELLING OF THE DATA 
Finally, guided by the processing results, I model the data with the full wave synthetic 
seismograms using the ANISEIS package. As there are no logs or other geological 
information available to me, only very approximate models can be constructed. The 
near surface layer, defined as the layer from the ground to the depth of the first 
geophone record (geophone 60 for well 48, the first geophone to be considered), is 
always treated as an isotropic layer. The velocity of this layer is determined from the 
arrival time of the XX component. I only compare the seismograms with the field 
seismograms after near-surface correction. For this reason, the synthetic seismograms 
are also corrected by using the first geophone records, which is equivalent to moving 
the source position to the depth of the first geophone. 
Before introducing anisotropy, three isotropic models are developed first for each well. 
These isotropic models are obtained by matching the arrival times of the first shear-
wave. The velocity structures are based on the processing results in previous sections. 
An interval method is then used to calculate the velocities for the model layers (Pujol 
et al. 1985; 1986). 
Modelling of well 37. The modelling of well 37 is guided by the processing results 
in section 5.3. The model consists of four layers. For each layer, the velocity of the 
isotropic background material is obtained from direct isotropic inversion of the 
seismograms. It is assumed that the anisotropy in this area is of hexagonal symmetry 
with a horizontal symmetry axis (Cliet et al., 1991; Brodov et al. 1991), therefore, I 
used this kind of anisotropy in my model. The anisotropic parameters of each layer 
are obtained from the processing results (Figure 5.20), with the Hudson model 
(Hudson 1980, 1981) being used to define the equivalent anisotropic medium. 
Seventy-five geophones are located every Sm at the same depth as the field data, from 
605m to 975m (with respect to ground level). Figure 5.47 shows the vertical section 
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Figure 5.47. Model parameters for the modelling of well 37. 
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Figure 5.48. Synthetic seismogram data matrix calculated by using ANISEIS from 
the model shown in Figure 5.47. 
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of the ray paths through this model, I also show rays for shear-wave (for clarity, only 
rays to every fifth geophone are plotted). With this model, I used a source with a peak 
frequency of 20Hz, polarized in the same directions as sources A (N47°E) and B 
(N1 37'E), and a sampling interval of 2ms to generate the synthetic seismograms 
(Figure 5.48). 
Figure 5.49 shows the comparison between the synthetic seismograms and the field 
seismograms (after the near-surface correction). They match well with each other. 
Figures 5.50(a) and (b) display the results of DCT applied to the synthetic data 
comparing with those of the field data. The results from synthetic data agree well with 
the observed results below depth of 490m, but above this depth the polarizations from 
the modelling are significant differently from those of the observed. This disagreement 
is believed to be caused by the fact that this is an isotropic layer above 490m and the 
response of the field data is the response of noise. As shown in Figure 5.50(c) and (d), 
a signal generated noise with signal/noise ratio of 10 added to the synthetic data can 
improve the match between the results. 
To investigate the resolution of the degree of anisotropy, I insert different crack 
densities in the layer 2 (493m to 643m). Figure 5.51 shows the effects on time-delay 
of varying anisotropy from 1% (crack density = 0.01) to 8% (crack density = 0.08). 
In Figure 5.52, I show the RMS error between the estimated time-delay from synthetic 
data and that from observed data for different degrees of anisotropy ranging from 1% 
to 14% in the synthetic model. This result suggests that, in the range of 5-10% 
anisotropy, the results from synthetic seismograms can match the observed results well 
with the rrns error less than 1 .2ms. The reason of this insensitivity is essentially due 
to the sampling rate of the data. With a 2ms sampling rate and a lOOm thick 
anisotropy zone, an error of one sample could cause an error of 3% in the estimation 
of the degree of the anisotropy. So the resolution on the degree of anisotropy in the 
processing could be as low as 3%. Comparing the degree of anisotropy between wells 
37 and 48, the difference is only about 2-3%, therefore, with the sampling rate of 2ms 
in this data, it is not possible to directly relate the degree of anisotropy with the 
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Figure 5.49. (a) Synthetic seismogram data matrix after the near-surface correction 
by using the records of the first geophone in Figure 5.48; (b) observed seismogram 
of well 37 (repeated form Figure 5.15) 
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Figure 5.50. Comparison between the results of DCT applied to the synthetic 
seismograms (Figure 5.49(a)) and to the field data (Figure 5.49(b)). (a) is the result 
for noise free synthetic data; and (b) is the results after adding a signal generated 
noise with signal/noise ratio equal 10. 
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Figure 5.51. Comparison of the time-delay calculated by applying DCT to the 
synthetic with different degree of anisotropy and to field data. (a)-(h) the degree of 
anisotropy in the synthetic model change from 1% to 8%. 
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Figure 5.52. RMS of time-delay between synthetic data and the field data with the 
degree of the anisotropy in the synthetic model for well 37. 
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production rate of the reservoir in this area. The polarization results are not plotted in 
this case, as they are the same as Figure 5.50(a). 
Modelling of well 48. The modelling of well 48 is again similar to that of well 37. 
From the processing results in section 5.4, I construct a model as shown in Figure 
5.53. Sixty-nine geophones ware placed from 340m to 1020m (relative to the ground. 
level) at lOm intervals along the well. The source polarizations are directed at N192°E 
and N286°E, the same as sources A and B in the field data (Figure 5.4). Figure 5.54 
shows the comparison between the modelled seismograms and the observed 
seismograms (both are after the near-surface correction using records at geophones 1 
and 2). There is a good match of arrival times. 
The estimated polarization and timedelay below 500m are displayed in Figure 5.55. 
It again shows a good agreement between the results obtained from both modelled and 
the observed seismograms. The results above 500m are not shown here as there is no 
anisotropy and the estimations is considered as due to noise. 
Modelling of well 98. The structure used to model well 98 is shown in Figure 5.56. 
Forty-five geophones, located at every second field geophone positions, are used to 
record the seismograms. The sources are polarized in the same directions as sources 
C (N77°E) and D (N167°E) of the field data. Figure 5.57(a) shows the seismograms 
calculated from this model. For comparison, the observed seismograms are replotted 
as Figure 5.57(b). The arrival times of the modelled data is in agreement with those 
of the observed data. The estimated polarizations and time-delays in the anisotropy 
zone are displayed in Figure 5.58, and also shows a good agreement with the results 
obtained from the observed seismograms. 
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Figure 5.53. Model parameters for the modelling of well 48. 
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Figure 5.55. Comparison between the results of DCT applied to the synthetic 
seismograms and to the field data for well 48. Both data have been deconvolved by 
the near-surface correction basing their records at 500m. 
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Figum 5.56. Model parameters for the modelling of well 98. 
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Figure 5.57. Synthetic seismogram data matrix from the model given in Figure 5.56 
(after the near-surface correction by using the records of the first geophone). 
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Figure 5.58. Comparison between the results of DCT applied to the synthetic 
seismograms and to the field data for well 98. Both data have been deconvolved by 
the near-surface correction basing their records at 550m. 
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5.8 DISCUSSIONS AND CONCLUSIONS 
The above case study shows that the polarization of qS I and the time-delay between 
qSl and qS2 in VSPs can be estimated by the techniques developed in this thesis. By 
following the processing procedures discussed in section 5.3, I show how to combine 
different techniques together to get a better understanding of the anisotropic properties 
of the medium. In addition to the approach of near-surface correction followed by the 
application of DCT, which is believed to be more robust in the noise environment, 
interval techniques have also been applied to one VSP data set. The results showed 
a good agreement between these two different approaches. If the data are of good 
quality and the medium between the location of the first and the last geophone used 
in each calculation is uniformly anisotropic, the geophone interval and number of 
geophone in each group are not critical parameters for the successful application of 
interval techniques. However, both large geophone interval and large geophone group 
in each calculation can lead to more stable results. 
The results from this case study indicate that there is anisotropy in all of the three 
wells (wells 37, 48 and 98). The polarization direction of qSl varies from well to 
well. Figure 5.59 shows an overview of the anisotropic structure of the three wells. 
No change in polarization direction with depth has been observed in these three wells. 
For well 37, the anisotropy starts from 473m, about 40m above the reservoir zone, and 
ends at 643m. The qSl polarization in this layer is N142°E, and the increase in time-
delay between qSl and qS2 is about 6ms, which represents about 6-8% anisotropy. For 
well 48, anisotropy is found between 5 10m, the top of the reservoir zone, and 634m. 
The polarization of qSI is N126°E, and the increase in time-delay between qSI and 
qS2 is 6ms in this layer, corresponding to a degree of anisotropy of about 8-10%. For 
well 98, until 553m (near the bottom of the reservoir zone) no anisotropy is observed, 
and two anisotropic layers are identified below this depth. The first layer, between 
553m and 694m, has a qSI polarization of N1 15E and time-delay of 6ms 
(corresponding to about 9-11% of anisotropy). The second layer, from 694m to 830m, 
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Figure 5.59. Overview of the anisotropy structure in the three wells. The depths are 
respect to the sea level. 
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is a weakly anisotropic layer. The polarization direction is the same as above layer but 
only 2ms time-delay is built up in this layer, corresponding to a 2-3% degree of 
anisotropy. 
As demonstrated in the modelling of well 37, with a sampling rate of 2ms, the 
resolution of the processing may not be sufficiently high to correlate the degree of the 
anisotropy with the production rate at the well. Nevertheless, these results do suggest 
a relationship between the anisotropy and reservoir. 
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CHAPTER 6 
SUMMARY OF FINDINGS AND FUTURE WORK 
6.1 SUMMARY OF FINDINGS 
The intention of this thesis was to develop processing techniques for extracting 
anisotropic information from VSP data. To reach this target, I develop several 
processing techniques, which were tested by both synthetic and field data. The main 
findings can be summarized as follows. 
6.1.1 Theoretical achievements 
A vector convolutional model for wave propagation through an anisotropic solid is 
constructed, which can be used to develop the processing techniques. 
Based on the vector convolutional model, four algebraic processing techniques are 
developed for estimating the polarization direction of the fast shear-wave and the time-
delay between the fast and slow shear-waves: 
(a) DCT, a dual source technique which gives a cumulative estimate of the 
polarization and time-delay. This technique is an algebraic version of the Alford 
rotation technique (Alford 1986). It is robust to noise but requires the medium 
between the sources and the geophones to be uniformly anisotropic. However, if this 
technique is applied together with the near-surface correction, it only requires that the 
subsurface is uniformly anisotropic. 
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DTT, a dual source technique which gives an interval (between geophones) 
estimate of polarization and time-delay. This technique is similar to the propagator 
matrix technique developed by Lefeuvre et at. (1992) (numerical solution) but is an 
algebraic solution. This technique is robust to random noise but is suspected to be 
more sensitive to signal generated noise. However, the most important feature of this 
technique may be that it has the least limitations on the medium with only assuming 
that the medium between the adjacent geophones is uniformly anisotropic. This feature 
enables this technique to be directly applicable to most medium conditions as shown 
in Table 6.1. 
STT, a single source technique which gives an interval measurement but requires 
only data from a single source. The application of the technique is similar to DT1' but 
more flexible as only one source polarization is required. However, this technique is 
also much more sensitive to signal generated noise. 
DIT, a dual source technique which gives a cumulative measurement but also an 
indication of the symmetry of the data matrix. This is again an improved algebraic 
solution of the numerical source/geophone rotation technique (MacBeth & Crampin 
1991). Similar to DCT, this technique is robust to noise but requires the medium 
between the sources and receivers to be uniformly anisotropic. Two special but 
important applications of this technique are that it can be applied when the geophone 
direction is unknown and it can be applied to detect the data matrix asymmetry which 
is an indicator of whether the assumption of uniform anisotropy is acceptable. 
In Table 6.1, I show a summary of the cases where the techniques are applicable or 
not. 
3. Based on the convolutional model, a deconvolution technique for near-surface 
correction is developed. This technique can remove the effects of near-surface and 
retain subsurface anisotropic information. 
Table 6.1 	Summary of the performance of the techniques developed in the thesis. B.N represents application of the 
technique before applying the near-surface correction. A.N represents application of the technique after the near-surface 
correction. '/' symbolizes when the technique is applicable and 'X' symbolizes when the technique is not applicable. 
symbolizes when the near-surface correction is not applicable. 
Tech- 
niques 
Polarization change  Acquisition error Noise response' 














B.N A.N B.N A.N B. N A.N B.N A.N B.N A.N B.N A.N B.N A.N 
DCT f / X / X X X / X / / - X - 1.5 1.8 
DIT OQ / / X / / / X v' X / / - X - 1.9 2.1 
Os / / X / X X X / X I 	/ / - Of - 1.9 2.3 
DTF .1 / / / I 	I,' / / / / / X - X - 1.6 6.6 
Srf / / I / ]_V X X / / / / X - X - 4.2 9.2 
The performance under noisy conditions is calculated for model 1 in Chapter 2, where there is a three layered anisotropy 
with different degrees of anisotropy in each layer, but constant anisotropy polarization. The number quoted here is the 
signal/noise ratio below which the estimated polarization deviation from the model value is more than 50 . 
Here the error represents the different coupling between geophone levels. 
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6.1.2 Performance and limitations of the techniques 
Among the four estimate techniques, the cumulative techniques (DCT and D1T) are 
the most robust techniques under noisy conditions (signal/noise ratio2:2.0 for a pre-
determined error of 5° in polarization estimates), but they require the medium to be 
uniform anisotropic. Moreover, DCT also requires an ideal acquisition geometry with 
both source and geophone well defined, while DIT reduces the geometric condition 
to either a well defined source or the geophone geometry. 
The interval techniques (DTT and STT) are more flexible and assume only that the 
medium between the neighbouring geophones is uniformly anisotropic. These 
techniques are more sensitive to signal-generated noise larger than the cumulative 
techniques (signal/noise ratio ~: 6.0 for Dfl' and 10.0 for STI' for a pre-determined 
error of 5° in polarization estimates). 
When only one of the polarities of source or geophone is incorrectly defined, this 
error can be identified by comparing the results from DCT and DIT. When both 
polarities of source and geophone are not clear, the estimated polarization can be 
limited to two sets of results, 0 and -e (9 is the true polarization estimate), by using 
DCT and DIT; 
For cumulative techniques, the effects on polarization estimates of source 
imbalance, geophones miscoupling, and source misalignment depend on the amount 
of AvT (fry is the time-delay between qSl and qS2 and T is the peak frequency of the 
seismograms). When itfT is small, the estimation is more sensitive to the errors. 
Results from the interval techniques are not affected by source conditions. The 
effects of geophone misorientation and geophone miscoupling again increase with 
decreasing Ac/T. 
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6.1.3 Application to field data 
The techniques are applied to the Romashkina field data. To obtain the anisotropic 
information of the subsurface, near-surface correction is required for all three VSPs. 
Results from different techniques applied to well 37 agree with each other. This 
appears to be the first time such an agreement has been achieved by different 
techniques for field data. In this application, a geophone polarity change is identified 
The Romashkino field case study indicates anisotropy at all three well sites. The 
qSl polarization directions for the anisotropic zone are N142°E, N126°E, and N  15°E 
for wells 37, 48 and 98, respectively, but no change with depth is observed. The 
degree of anisotropy is estimated to be about 6-11%. These results have been 
confirmed by using different source combinations, and agree with those given by Cliet 
et al. (1991). 
Synthetic modelling of this data shows that the resolution of the anisotropy is not 
high enough to provide accurate results to correlate the degree of anisotropy with the 
production rate of the wells. 
6.2 FUTURE STUDIES 
There are several ways in which the techniques can be extended for future 
applications: 
Nine-component processing algorithms. The processing techniques developed in this 
thesis are based on a four-component convolutional model, which considers only 
shear-waves. However, these techniques can be extended into a more general nine-
component form with P-wave data being taken into account. For this extension, a third 
Chapter  Summary 	101 
P-wave source is required to form a 3x3 data matrix. The 4-C near-surface correction 
algorithm has been extended to the 9-C environment by MacBeth et al. (1994) 
Asymmetry. The response of DIT to asymmetries caused by different affects is not 
fully understood. Further study is required to identify the source of asymmetry. In 
future, this technique may help relieve some of restrictive conditions for experimental• 
control, so that a multicomponent dataset can be acquired with more flexibility and 
over a shorter time frame. 
Differential attenuation between qSl and qS2. Seismic attenuation is a fundamental 
phenomenon in seismic wave propagation. However, this phenomenon has not yet 
been exploited in the study of shear-wave splitting (Crampin & Lovell 1991). 
Although the estimate of the differential attenuation between the two split shear-waves 
may be easier to obtain than that of the general attenuation, as the two waves have 
travelled along similar ray paths from the same source, major near-surface 
complications could destroy this relationship. With the techniques developed in this 
thesis, it is possible to resolve attenuation by using the 4-C near-surface correction to 
remove the near-surface effects. The differential attenuation, if correctly resolved, may 
help to provide a closer indicator of reservoir production than the degree of 
anisotropy. 
6.3 CONCLUDING REMARKS 
Understanding shear-wave propagation and observation of shear-wave anisotropy in 
the Earth's crust are fundamental advances for seismology. During the last decade 
many techniques have been developed for shear-wave processing. As a part of these 
efforts in this thesis I developed several new processing techniques for extracting 
anisotropic parameters from shear-wave VSP data, and I also showed their application 
to field data to relate the anisotropy to the zone. It is believed that the role of 
anisotropy in multicomponent processing is reaching a mature state and that 
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processing of multicomponent seismic data for anisotropic parameters will soon 
become part of a routine processing flow (from the preface of proceeding of 5IWSA 
1993, by R. J. Brown & D. C. Lawton). However, our understanding and use of shear-
wave anisotropy is still just beginning. Almost all of the current researches are limited 
to simply plane-layered geology. As shear-wave technology together with research of 
shear-wave anisotropy further develops, it will bring an interesting future for 
multicomponent shear-wave exploration in petroleum exploration. 
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APPENDIX A 
ESTIMATION OF TIME-DELAY BY CROSS-CORRELATION 
Cross-correlation is widely used for estimating the time-delay r between split 
shear-waves. Such estimates are obtained by locating the lag time associated with the 
maximum of the cross-correlation function. In many cases I have observed that the 
time-delay determination remains remarkably stable, even when wavefield separation 
is clearly incomplete. Here I explain how this might arise for direct waves through a 
uniform anisotropic medium for which equation (2.2.11) is applicable. 
Incomplete separation of the qS-modes makes the effective recorded displacements for 
in-line (X) and cross-line (Y) components from in-line and cross-line sources 
respectively, as a linear mixture of qSl and qS2 
d (t) = (a).1+ b).3 ) *5(t) ; 
d(t) =(cA1+d)L,) *s(t) 
where a, b, c and d are scalar weights with a and d close to unity and b and c small. 
If qS 1 and qS2 are incorrectly assumed to be separated, then the cross-correlation 
gives 
0(t)=ac4 11 (t)+bd4 33 (t) +bc, 1 (t)+ad41 3 (t) 
where Z', (t) is the cross-correlation function for the traces i and j. The consequence 
of incomplete separation is to superimpose two auto-correlations on top of the desired 
function 'I' (t) with & (t) having a smaller amplitude peak at t=-&r. The 
autocorrelations have side-lobes which may interfere with the main cross-correlation 
maximum. The degree of interference will depend upon the source function and the 
weighting factors. If I use the condition ad ; ac +bd for no interference, assuming that 
the peak t= &r lies close to the t=O axis, and take the model of equation (2.2.11) to 
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determine the weights for an error AO in polarization, then I obtain the condition 
½, or z9 Y 350, which is not too difficult to attain in practice. Consequently, 
it is likely that the cross-correlation will produce satisfactory time-delay estimates 
even for quite inaccurate polarizations. 
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ABSTRACT 
ZENG, X. and MAcBErN. C. 1993. Algebraic processing techniques for estimating shear-wave 
splitting in near-offset VSP data: theory. Geophysical Prospecting 41, 1033-1066. 
A vector convolutional model for multicomponent data acquired in an anisotropic earth 
is used as a basis for developing algebraic solutions to interpret near-offset VSP data. This 
interpretation of the cumulative or interval medium response (Green's tensor) for shear 
waves, determines a polarization azimuth for the leading shear wave and the time-delay 
between the fast and slow split waves. The algebraic solutions effectively implement least-
squares eigenanalysis or singular value decomposition. Although the methodology for shear-
wave analysis is strictly relevant to a transmission response, it can be adapted to surface data 
for a uniform amsotropic overburden. The techniques perform well when calibrated and 
tested using synthetic seismograms from various anisotropic models. Noise tests demonstrate 
the sensitivity of the interval measurements to local interferences, particularly if the shear 
waves are generated by one source. Although the algorithms are faster than numerical search 
routines, this is not seen as their major advantage. The solutions may have potential in near 
real-time interpretation of shear-wave data in well logging, where they may be coded on a 
microchip to provide a direct stream of separated shear waves, or polarization and birefrin-
gence information. There may also be some benefit for large prestack multicomponent surface 
data sets, where the solutions provide a direct transformation to the split-shear-wave com-
ponents, reducing the storage space for further processing. 
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accepted June 1993. 
Edinburgh Anisotropy Project, British Geological Survey, Murchison House, West Mains 
Road, Edinburgh, EH9 3LA, Scotland, U.K. 
Department of Geology and Geophysics, University of Edinburgh, Grant Institute, West 
Mains Road, Edinburgh, U.K. 
1033 
1034 	 XINWU ZENG AND COLIN MACBETH 
1. INTRODUCTION 
Over recent years, multicomponent data acquired using vertically and horizontally 
polarized sources and three-component receivers, have gained acceptance as a way 
of providing direct measurements of previously inaccessible physical properties of 
subsurface rocks (Tatham and McCormack 1991). These vector wavefleld data, if 
interpreted using the phenomenon of anisotropy, can provide detailed information 
about the internal stress- and crack-geometry within a reservoir (Crampin and 
Lovell 1991). It has now become comparatively common in shear-wave exploration 
to determine the polarization direction of the leading shear wave (qSl) and the tray-
eltime delay between this and the slow split shear wave (qS2), which may give direct 
indications of the orientation and strength of the anisotropy. Many techniques have 
been developed in recent years to permit visualization and estimation of these shear-
wave attributes. The majority of these analysis techniques rely implicitly on a con-
volutional equation for wave propagation through a uniform anisotropic solid 
(Queen and Rizer 1990; MacBeth and Yardley 1992; Zeng and MacBeth 1993). This 
vector convolutional model can be derived by factorizing the amsotropic reflectivity 
expressions for full waves and point sources (Fryer and Frazer 1984), keeping only 
the essential characteristics of the anisotropic model which affect the most salient 
features of the wave propagation. In this respect, estimation of the shear-wave 
attributes is model-based or parametric, as it is carried out using known matrix 
equations for anisotropic wave propagation through a horizontal plane-layered 
structure. Here, it is shown how VSP data acquired using single, dual or multiple 
vector sources can be analysed using the vector convolutional model. 
The measurement of seismic anisotropy is separated into two parts. Firstly, an 
estimate of the directional response of the medium must be obtained. For down-
going waves this consists of a 2 x 2 matrix for the shear waves or a 3 x 3 matrix if 
the anisotropic P-wave (qP) is considered. These have time-varying components and 
can be estimated using wavefield measurements taken over a cumulative path 
between the source and recording level or a depth interval between two recording 
levels. Estimates for either type of matrix function can be determined from single-
source, dual-source or multisource data. The second stage involves interpreting this 
matrix function for anisotropy. It is possible to combine both stages of the approach 
into one algorithm when the data quality is good. Examples of techniques based on 
cumulative response are the numerical rotation of Alford (1986) or the transform-
ation scheme of Li and Crampin (1991a,b, 1993). In these techniques we must 
assume that the medium anisotropy between the source and recording level is 
homogeneous. These anisotropy estimates tend to be stable but are inaccurate for 
vertical inhomogeneity in the medium. Interval techniques offer the alternate 
approach and shift the assumption of uniformity to a local region around neigh-
bouring recording levels, apparently avoiding near-surface complications. The 
medium inhomogeneity is now better resolved, although the measurements are more 
susceptible to noise. Such an approach is allied to past VSP processing (Hardage 
1983) and has been developed by a variety of authors (Naville 1986; Nicoletis, Cliet 
and Lefeuvre 1988; lEsmersoy 1990; Lefeuvre et al. 1992). The contribution of our 
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present work is to introduce the vector convolutional model and show how this 
may be used in the second stage of anisotropic estimation to interpret the medium 
response using algebraic solutions. For completeness, Appendix A also shows addi-
tional even-determined solutions for single-source data. 
2. BACKGROUND THEORY 
2.1. Vector convolutional model for wave propagation through an anisotropic 
solid 
2.1.1. Shear-wave transmission. For clarity of description we describe only shear-
wave propagation in this section. The bases for the convolutional model are the 
usual assumptions inherent in the scalar convolutional model: a linear elastic earth 
response, and a seismic source exciting linear motion s(t) in a specific direction. To 
simplify the mathematics of the wave propagation to a level where it can be conve-
niently applied as a processing tool, weconsider normal incidence in an anisotropic 
medium in which there is a horizontal plane of mirror symmetry. Normal incidence 
is not a restriction of the convolutional model, and more complicated adaptions are 
possible if the raypaths do not pass near shear-wave point singularity directions. We 
also require the further assumption that only far-field terms (Aki and Richards 1980) 
provide significant amplitude, with no contributions from near-field scattering or 
free-surface interactions. This theory is therefore strictly relevant for a 1D model of 
the earth, and consequently neglects medium inhomogeneities, dipping layers, near-
source or local scattering. 
The scalar displacement of a wave excited by a point force acting in a homoge-
nous medium may be written in the time domain as 
d(t) = Aö(t - 	 (1) 
and in the frequency domain as 
D(w) = A exp (- iwt) exp (- wr/2 VQ)S(o.,)/r, 	 (2) 
where r is the traveltjme (r/ V) of the source wavelet s(t) from the seismic source 
at the origin, r is the total distance travelled and V is the group velocity of the wave. 
The attenuation operator B(t) is dependent on the quality factor Q, and A is a 
constant amplitude factor. The asterisk denotes a convolution in the time domain or 
multiplication in the frequency domain. Equation (1) can be changed to accommo-
date the directly travelling vector wavefield from a point source in the far-field of an 
isotropic medium, giving 
d(t) = Aö(t - t)B(t)t)/r, 	 (3) 
where the initial source polarization is given by the vector t) and is preserved by a 
homogeneous medium. 
The major complication in developing (3) for shear data for anisotropy lies in the 
geometric arrangement of the acquisition coordinate frame relative to the per-
missible polarization directions (eigenvectors) of the anisotropic medium, denoted 
byf (fast) and s (slow) axes, the directions of source motion, and the geophone axes. 
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Some of these geometric complexities are noted by Thomsen (1988). For simplicity 
we align the geophone axes along in-line (X) and cross-line (Y) directions, and 
assume a polarization azimuth, 9, for the leading shear wave measured clockwise 
from thef-axis) (Fig. 1). The source polarization is defined by 
S(t) = () 
	
(4) 
where s(t) and s(t) are the in-line, and cross-line components (Fig. 1). These source 
components excite waves polarized along the orthogonal fast and slow directions (l-
and s-axes), giving the corresponding qS 1 and qS2 waves with relative magnitudes 
dependent on 9. As all coordinate frames are orthogonal, the components of source 
motion along thef- and s-axes can be written by the vector s(t), given by 
s(t) = 08)s(0, 	 (5) 
where C(9) is the rotation matrix given by 
IC(e)cosO sinO)  ), (6) —sin9 cosO) 
and the superscript T denotes a matrix transpose. Propagation of the quasi-shear 
waves along the!- and s-axes can now be visualized by separate applications of (3) 
with different amplitudes, velocities and quality factors for qSl and qS2. The result-
ant displacement vector d(t) in the!- and s-axes can be conveniently expressed by 
X(in-line) 
Y (cross-Line) 
FIG. 1. Coordinate system in horizontal plane (X-Y) used in vector convolutional model for 
shear-wave splitting Geophone axes Gz and G r  align along in-line (X) and cross-line (Y) 
directions. The general source motion s(t) has in-line and cross-line components s,(t) and 
s(t). The axes labelled f (fast) and s (slow) correspond to the polarization directions of qSl 
and qS2 waves respectively. 0 is the angle which the f-axis makes with the in-line direction. 
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the tensor operation 
d(t) = A(t)*{CT(8)s(t)}, 	 (7) 
where the operator A(t) is given by 
IMt) 0) A(t) = 
	0 	1(t)}' 	
(8) 
In the time domain, )1(t) and A,(t) convolve with the source wavelet s(t) to produce 
the amplitude, time-shift and attenuation given by (1), appropriate to the fast or 
slow arrival: ).f(t)s(t) = A 1 B(t)s(t - r1)/r, with a similar expression for ),(t). For an 
isotropic medium, )(t) = 2,(t) = A(t). Transforming d(t) back into the coordinate 
frame specified by the geophone axes we obtain the displacement, d(t) = (d(t), 
dr(t))T, recorded on the in-line (X) and cross-line (Y) geophone components, and 
thus 
d(t) = C(9)d(t) = c(8)A(t)*{cT(8)s(t)} = {C(8)A(t)c T(9)}s(t), 	 (9) 
or with its independent variables, 
d(t) = {C(9)A#; r, r,, A, AJCT(8)1*s(t)  + DO). 	 (10) 
A noise term n(t) is included to represent random or locally generated interferences. 
It is assumed that the attenuation operator B(t) is the same for both qSl and qS2 
waves with any major differences being absorbed into the constant amplitude terms, 
then a common scalar factor d0(t) = A 1 B(t)ä(t - r1)/r can be factorized from the 
operator A(t), as C(0) is independent of time, and 
d(r) = d0(t; r, A1)*{(C(8)A(t;  AT, ,.A)CT(9)}*s(t)  + n(t), 	 (11) 
where A(t) is now a function of time t, the time-delay, AT = r1 -t,, and the relative 
amplitude, EA = A IA 1 , between qS 1 and qS2. Equation (11) should be compared 
to (3) so that it may be recognized that only the terms in the curly brackets contain 
modifications to the isotropic wavefleld for shear-wave splitting. Note that the effects 
of anistropy are not completely factorized out using d o(t), as it contains the aniso-
tropic velocity and amplitude variations for qSl. In an isotropic medium the terms 
in curly brackets will reduce to a unit matrix and (3) will effectively be recovered. 
2.1.2. General nine-component transmission response. Equation (11) can be gener-
alized for a nine-component offset VSP, recording the three-component motion dl(t) 
at depth level i from a general three-component source motion s(t) (Zeng and 
MacBeth 1993), thus 
d(t) = d0(t)*{Co*W(t)*Cs*S(t) + n(t), 
or 
d(t) = d0(t)*{M(t)}*sJ(t) + al(t). 
The 3 x 3 matrices C0 and Cs  are independent of time and the subsurface layering, 
being a function of the local polarization vectors. They convert the wavefleld ampli-
tudes into the recorded geophone displacements (or strictly speaking velocities or 
voltage) and the multicomponent source vector s(t) into the wave amplitudes, 
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respectively. In general, for orthogonal qP, qSl and qS2 polarizations, C0 and C 
are non-commutative products of 3 x 3 rotation matrices. If the polarizations of 
these waves are inherently non-orthogonal, due to the deviation of the group and 
phase velocity directions, or apparently non-orthogonal due to oblique incidence, 
then C0  is a matrix of the individual unit polarization vectors and C s is its inverse. 
These can be analysed to determine the polarization directions in offset VSPs (Li, 
Crampin and MacBeth 1993). The 3 x 3 matrix W(t) represents the reflection and 
transmission properties of the wavefield components, and for direct transmission 
through a half-space, W 1.(t) = A(t). For a non-uniform medium, the one-way 
(transmission) response W(t) contains propagation terms for up- and down-going 
qP, qSI and qS2 components and A(t) becomes a 6 x 6 matrix, with Cr, a 3 x 6 
matrix and C5  a 6 x 3 matrix. The cumulative function M(t) represents the aggre-
gate impulse response of the layering between source and a particular recording 
level i. 
2.1.3. Interval response. In situations. where the approximation of a uniform and 
homogeneous anisotropy is not appropriate due to recognized inhomogeneity, it is 
possible to adapt (13) to define a more suitable local estimate of the displacement 
transfer matrix M.. 11 (t) = NI +  i(t)*{M(t)} -' between the i + 1 and ith levels, or 
several recording levels. The optimum spacing of these levels depends upon the 
noise in the records, the particular type of arrivals measured, and the anisotropic 
properties of the medium. For the simplest case of this type the recorded displace-
ment at level i acts as an effective source for the recordings at level i + 1. If the noise 
is uncorrelated between levels so that it is essentially non-propagative, then 
1 (t) = 1 (t)*d(t) + 	1' 	 (14) 
with the source function s(t) (assumed consistent for both levels) being deconvolved 
from the expression. However, if the noise is an interfering arrival or set of arrivals 
from local scattering, with significant vertical slowness across the levels, then we 
must rewrite (14) as 
dji 	= M+11(t)*{d(t) - nfl + 	 ( 15) 
Spencer, Sonnad and Butler (1982) and Raikes and White (1984) show the distorting 
effects of this type of noise on attenuation measurements. This noise is discussed 
further in Section 3.5, when the performance of our estimation techniques is evalu-
ated. With the assumption of homogeneity localized around the recording levels, we 
may use (11) to define 
M 1 ,t) = dj+j(t)*d(t)*{(C(9)A(t; t, EA)C(0)}. 	 (16) 
t will be much smaller than the value for the cumulative path. 
2.1.4. Primary reflection response. Equation (12) can be adapted for surface data 
to represent a primary reflection from a horizontal interface k imbedded in an aniso-
tropic medium, thus 
d(t) = d(t)*{C0eM(t)0C5}i(t) + n(t), 	 (17) 
where the scalar term d(t) now relates to the two-way traveltinie of the leading 
shear-wave, and the reflection response M(t) may be related to transmission 
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responses for the up- and down-going wavefleld M(t) and M'Dk(t). In the absence of 
multiples, M(t) = MlUj(t)*R k*MDk(t) (MacBeth and Yardley 1992), which may be 
simplified when the reciprocity theorem M1Dk(t) = {Mtt)} T is appropriate (MacBeth 
et al. 1992). The data matrix formed by grouping displacements from orthogonal 
and balanced sources is always symmetric when the reflection matrix Rk is sym-
metric or diagonal. This is likely to be the case for a horizontal plane reflector with 
velocity contrast Vk./Vk+1 >0.8 (Li and Crampin 1993). For a homogeneous layer 
above the reflector M1vk(t) = M1Dk(t) = A(t), and the central term of (17) can be 
replaced by the diagonal matrix Qt) = Ak(t)R k  Ak(t), giving 
dL(t) = dk(t)*{CG*A(t)*Cs)*sJ(t) + ni(t). 	 (18) 
If the relative decay terms for qP, qSl and qS2 are small and R k is close to unity 
so that only phase delay terms are present in the curly brackets, then the com-
bination of matrix operators in surface and VSP data is close to unitary. In practice, 
it is unlikely that this will be the case for MC(t) but it may be a good approximation 
in VSPs for M'(t). 
2.2. Single-source estimates of M'(t) 
In a marine survey or explosion on land, converted, shear waves are excited by a 
single-source polarization. Assuming that both qSl and qS2 waves have vertical 
moveout across the recording levels, it is possible to make anisotropy measurements 
from a group of three or more geophone levels by applying linear (Cho and Spencer 
1992) or non-linear parametric (Esmersoy 1990) array processing techniques. The 
recording level i acts as an effective source for at least two lower recording levels at 
i + 1 and i + 2, with M'(t) defined as the common matrix operator linking adjacent 
recordings. The recording levels must sample a consistent wavefleld at equal spatial 
intervals (although equal intervals are not crucial). For n closely spaced levels sam-
pling a downgoing wave we may write 
{d 	(t)Id,+2(t) I 	I 	1 (t)} = M'(t){d(t) I d1 .. 1 (t) I 	I d 1+ ,... 2(t)} + N(t), 
or 	 (19a) 
Dk+t(t) = Mkt)Dk(t) + N(t), 	 (19b) 
which for more than three levels gives an overdetermined matrix equation. The 
D-matrices represent a grouping of the vectorial displacements dAt). It is also pos-
sible to include up- and downgoing events propagating across the array (Cho and 
Spencer 1992). it is straightforward to obtain a damped least-squares solution of 
(19b) as a multichannel deconvolution. The damped least-squares solution in the 
frequency domain is 
M'(co) = D& . 1 (co)G 1(w), 	 (20) 
where G - '(co) represents the inverse operator given by 
= DT(w){D,Aw)D'T(w) + ,7'}_ l 	 (21) 
1040 	 XINWU ZENG AND COLIN MACBETH 
where the superscript asterisk refers to a complex conjugate and T to a transpose 
matrix. A shaping filter should also be used to provide a degree of smoothing 
between neighbouring frequency contributions of M'(w). The shape of this filter 
depends upon noise and degree of compatibility between estimates of the inverse 
and direct transfer functions (Raikes and White 1984; Lefeuvre et al. 1992). The 
quality of the solution in (20) can be judged using the resolution matrix describing 
the independence of the matrix elements in M'(w), and the normalized model covari-
ance characterizing the degree of amplification of the errors in the 'data' Dk(fa) 
(Menke 1984). These features of the inverse can also be conveniently examined using 
singular value decomposition and the condition number of the inverse matrix 
(Menke 1984; Leaney 1990). If the interval for the estimates is too small, then the 
recorded displacements are quite similar and Dk(t) and Dk  + 1 (t) are poorly struc-
tured, the inverse is singular and could be dominated by local interference (Spencer, 
Sonnad and Butler 1982). This is a problem for very small time-delays, or oblique-
incidence arrivals which do not have a large enough vertical moveout velocity, or 
source motion solely in the qS 1 or qS2 direction. The data interval must be chosen 
to provide sufficient resolution of the complete directional response. The effect of 
this underdeterminancy may be controlled to some extent by the parameter q in 
(21), which introduces an a priori minimum length constraint on the matrix esti-
mates and should be chosen for a particular data set so that an optimal solution is 
obtained which balances the resolution and uncertainty of the estimates. The solu-
tion for three geophone levels is even-determined, unless additional information 
from other arrivals is sought, such as another converted wave (Lefeuvre and Queen 
1993). 
2.3. Dual or multi-source estimates of M'(t) and Mc(t) 
For dual- or multisource VSP data it is also possible to make an interval esti-
mate of M(t) using array processing for neighbouring recording levels in the same 
way as (19b), by grouping together displacements from sources recorded at different 
levels. In this case, two geophone levels are now the minimum requirement for 
solving (19b). The interval formulation does not require the sources to be balanced 
or in phase. The advantage of orthogonal sources is that there is now a complete 
coverage of the matrix response, so that the inverse is much better conditioned than 
for single-source data. In principle, one can compute W(t) for m source excitations, 
n spatial recording intervals and 1 different arrivals to define a 3 x (m + n + 0 col-
lective data supermatrix structure for (19b). In practice, it is necessary to design this 
supermatrix to suit the particular data set, so that the solutions are adequately 
resolved (Wild et al. 1993). 
Orthogonal source excitations provide ideal resolution of the directional 
medium response. This particular approach has been exploited over the past few 
years, and it has now become increasingly common to acquire shear-wave data 
using dual sources which are both orthogonal and horizontal, acting along in-line 
(X) and cross-line (Y) directions, producing 2 x 2 data matrices D(t) recorded a 
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depth level i, given by 
D(t) = (d(t) I d.(t)) = d(t)*(MC(t)* S(t)}S + N(t), 	 (22) 
where the source matrix S is 	I s 1 }, with the unit vectors s x and sy along orthog- 
onal source motions. If the data are generated by balanced and correctly aligned 
linear sources with a consistent phase, recorded on ideal instrumentation which is 
correctly orientated, S can be replaced by a unit matrix. In this case, the relative 
magnitude of the matrix components depends only on the parameters of MC( t ), 
which may then be directly extracted from analysis of D(t). This was recognized by 
Alford (1986) who applied a similarity transformation to surface shear-wave data to 
obtain the anisotropy parameters 8 and Ar. Zeng and MacBeth (1993) showed that 
the effect of the acquisition inaccuracies, some of which are mentioned above, on 
polarization estimates determined using this approach is, however, limited to VSP 
or surface data in geographical areas where there is a low-loss uniform anisotropic 
subsurface. If there are changes in the wave properties within the overburden, then 
substantial errors can arise with this technique (Winterstein and Meadows 1991; 
MacBeth and Yardley 1992). 
2.4. Overburden correction or interval measurement 
The assumption of a uniform anisotropic earth is unlikely to be valid in all but a 
few specific geographical areas. This model can be made more general if the sub-
surface is divided into two different anisotropic regimes, and the convolutional 
model of (22) may be adapted, after correction for amplitudes and moveout, using a 
unitary form of the transmission matrix (MacBeth and Yardley 1992), giving 
D(t) = d 1 (t)*d 2(t)* {C(92)A2(t)CT(92)} * {C(8 1 )A 1(t)CT(91)}  s(t)S + N(t). 	(23) 
The layer-stripping approach of Winterstein and Meadows (1991) compensates for 
such abrupt changes in shear-wave polarization to provide a simpler interpretation 
of the deeper data. The technique is founded on the empirical approach of Alford 
(1986) and is implemented by applying two similarity transforms directly to the 
data. Ignoring noise and amplitude terms, the first transform gives 
CT(4))D(t)C(4)) = {C(82 - 4))A2(t)CI(92)}*{C(81)A1(t)CI(91 - 4))}s(t), 	(24) 
which, after putting 4) = 9 and a relative time-shift of the data obtained by post-
multiplication of the wavefield by the operator A '(t), gives the desired product of 
{C(92 - 9 1 )A 2(t)C T(92 - 8 )}- This is now a symmetric matrix and can be solved by a 
further similarity transformation. An alternative approach is that of wave1e!d 
extrapolation (MacBeth and Yardley 1992; MacBeth et al. 1993; Ohanion and 
Beckham 1992), where a trial operator equivalent to {C(8 1 )A 1 (t)CT(9 1 )} 1 directly 
post-multiplies the data. Both approaches require the depth at which the change 
occurs to be bracketed by the data, so that the VSP must extend to near-surface 
layers for a complete interpretation. These techniques are not limited to one polar-
ization change as multiple applications are possible. However, it is unlikely that the 
anisotropic assumption will be universally applicable as low-velocity heterogeneous 
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near-surface layers or layers which are laterally varying, dipping, attenuative and 
possess large joints or open fractures are likely to occur. To circumvent this, and to 
include non-linear interactions between the source and near-surface, where the con-
volution model cannot describe the separate contributions to the interaction 
between the source and medium, it may be justified to assume a general near-surface 
operator at some subsurface reference level (MacBeth, Zeng and Li 1993). Alterna-
tively, the interval measurements described in Sections 2.3 and 2.2 may avoid 
unnecessary consideration of these near-surface interactions. It is possible to use 
dual-source data to obtain a combined estimate of a general non-linear near-surface 
operator and W(t). This can be determined from the least-squares fit between 
recorded and predicted displacements. It also appears possible, in principle, to 
evaluate a uniform anisotropic overburden operator (polarization azimuth and 
birefringence values) using single-source data. There has been some agreement 
between interval techniques and the layer stripping approach for VSP data from 
California, implying that the near-surface layering is simple (Lefeuvre et al. 1992), 
and that an equivalent anisotropic overburden may be possible in some cases. 
2.5. Anisotropic limitations of the vector convolutional model 
Although in this work the wave propagation has been restricted to sub-vertical 
incidence, the equations are generally applicable for a 200  cone of angles around the 
vertical for MC(t)  measurements, and a more general set of directions for Mkt) mea-
surements. Sub-vertical incidence is useful for distinguishing the matrix anisotropy 
due to bedded shale sequences (which may be simulated by a hexagonal symmetry 
system with a vertical axis of symmetry, commonly called a transversely isotropic 
medium or azimuthally isotropic), where there is no shear-wave splitting at normal 
incidence, from that due to vertical, parallel, aligned microcracks (hexagonal sym-
metry with a horizontal axis). The model used here makes the assumption that a 
single set of split shear waves arises due to propagation through a homogeneous 
anisotropic layer, but the polarization directions need not be orthogonal. A com-
plexity may arise in sedimentary basins, for which the anisotropy consists of a com-
bination of the crack- and matrix-anisotropy (Bush and Crampin 1991). In this case, 
there are certain directions of propagation called shear-wave singularities, where the 
two shear waves have identical phase velocities. At these singularities the behaviour 
of the shear waves along raypaths at the group velocity is extremely sensitive to 
small changes in ray direction (Wild and Crampin 1991). For certain combinations 
of crack and layer-induced anisotropies these directions are near to normal inci-
dence and so may affect the estimates of the medium response from seismic data. 
3. INTERPRETATION OF TENSOR MEDIUM RESPONSE 
The convolutional model for anisotropic wave propagation given by (11) or (16) is 
useful since the main shear-wave splitting attributes are concentrated into one 
matriz response function, independent of absolute amplitude and traveltinie. The 
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bracketed matrices can be used to interpret cumulative (equation (11)) or interval 
equation (16) estimates. For waves propagating at normal incidence through a 
uniform anisotropic medium with a horizontal plane of symmetry, MC(t)  is sym-
metric as the polarizations are orthogonal, and a direct interpretation can be made 
by eigenanalysis. This is implemented in the present work by routine DCT (Dual-
source Cumulative Technique) for the shear-wave response. This may also hold for 
weak anisotropy with raypaths not close to singularities (Crampin 1991). The 
assumption of orthogonal polarization directions at oblique incidence may still be 
valid for weak anisotropy, for which Mc(t) is again symmetric, being the product of 
3D rotation matrices, and can again be determined by eigenanalysis. Eigenanalysis 
can also be used for the local estimate M'(t) which may be symmetric for both 
normal and oblique incidence as the deviation of phase from group velocity direc-
tion may not be significant over the small depth range. This is implemented by 
routine DTT (Dual-source Transfer matrix Technique) and ST (Single-source 
Transfer matrix Technique). If anisotropy effects are more pronounced, arrivals 
which necessarily have a common group velocity have polarizations corresponding 
to different phase velocities and hence different solutions to the Christoffel equation. 
The qP, qSl and qS2 polarizations are inherently non-orthogonal for non-symmetry 
planes, leading to an asymmetry in the medium response. The interpretation of 
inherent non-orthogonality or apparent non-orthogonality due to oblique incidence 
is investigated by Li, Crampin and MacBeth (1993). Amongst other possible causes 
of asymmetry are polarization changes due to a change in the orientation of the 
anisotropic system, geophone misorientations or coupling variations, or source mis-
alignment or imbalance (Zeng and MacBeth 1993; MacBeth et al. 1993). This asym-
metry may be evaluated with a view to further investigation using algorithms based 
upon a singular value decomposition. Algorithms to evaluate this asymmetry (DII, 
i.e. Dual-source Independent source-geophone rotation Technique and LTT, i.e. 
Linear Transform Technique) are given in Section 3.2. 
In the sections below, we concentrate on interpreting the general shear-wave 




myx(t) m y ,.(t) 
as this is the most common multicomponent experiment. Comparable solutions do 
exist for the complete nine-component response. 
3.1. DCT, DTT or STT-symmetric medium response 
3.1.1. Direct eigenanalysis. Here, our basic aim is to diagonalize the time-variant 
matrix M(t) (in the curly brackets of (11) or (16)), which is a function ofthe polariza-
tion azimuth 8 and the time-delay Ar, whilst being independent of phase shift oper-
ators d(t). It has been usual to do this numerically by assuming trial values of 9 so 
that a discriminant function (usually the energy in the off-diagonal elements in the 
new coordinate system) is minimized (Alford 1986). The best solution gives 9, and 
hence the polarization directions for qSl and qS2, with the principal diagonal time- 
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series for the best estimate of do(t)*A(t)*s(t) then giving estimates of AT and AA after 
cross-correlation. Another way of solving this is to determine this optimum decom-
position algebraically (Murtha, paper presented at 3rd AGU/SEG workshop, Berke-
ley, Ca, 1988) in much the same way as many standard numerical routines for 
eigenanalysis (Press et al. 1986). Here, the minimum off-diagonal energy is deter-
mined algebraically, taking the structure of the symmetric matrix M(t) (either MC(t) 
or W(t)) into account, thus 
d0(t)A(t; 0, A T, A)s(t) = CT(0)M(t)C(9), 	 (26) 
and the right-hand side can be re-written in component form as 
mix cos2 0 - 	sin 9 cos 8 	m xx  cos 6 sin 8 - myx 
sin  0 
	
- m 1y cos 6 sin 6 + m yy sin' 6 + MXY cos2 6 - m yy  Sifl 8 C05 8 	27 
mxx sin 6 cos 6 + myx cos2 6 	mxx sin  8 + myx Cos 0 sin 0 
- mxy sin2 6 - m yy cos 8 sin 6 - + mxy sin 8 cos 8 + m yy  coS2 0 
After some manipulation this matrix can be simplified to 
!I'A+B Cos  2O_C  sin 2o 
B sin 28 + C cos 20 - D 
where 
B sin 2O+C Cos 2O+D'\ 
A - B cos 28 + C sin 28)' 
(28) 
A(t) = m xx(t) + m 1y(t), B(t) = mxx(t) - m yy(t), 
C(t) = m 11(t) + m 11(t), D(t) = mxy(t) - m yx(t). 
	 (29) 
The first factor is the trace of M(t), which is equal to the sum of the eigenvalues qSl 
and qS2. These equations are also the four linear transforms defined by Li and 
Crampin (1991b, 1993). Li and Crampin explore the characteristics of the trans-
formed components A(t), B(t), C(t) and D(t) in more detail. Equation (28) leads to 
four equations in three unknowns. A least-squares solution to obtain the best diago-
nal matrix is obtained by minimizing the energy on the off-diagonal elements of (28), 
given by 
E(8) = {(B, sin 26 + C1 cos 28 - D 1)2 + (B1 sin 28 + C1 cos 29 + D)2 ). 	(30) 
In this and subsequent expressions the subscript i refers to a time sample, I rep-
resents a summation from i = 1 to n, where n is the number of samples contained in 
the time window of interest, or if the formulation is applied in the frequency 
domain, the number of frequency samples within the signal bandwidth. A stationary 
point in E(6) occurs when 
4Z [(B? - C?)  sin 49 + 2B1 C, cos 49] = 0, 
	 (31) 
or 
= {arctan [2C1 BdE(C? - B?)] + kit), 	 (32) 
where k is any integer. There are four solutions in the range 00  to  1800,  with k = 0, 
1, 2, 3, ... The solutions distributed at intervals of 45 1. The evaluation of each 
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solution as a minimum point depends upon the sign of the second derivative E"(Ok), 
given by 
E"(8 1 ) = - 16 	 f) 2 	 4(C + (2Cg B)] COS kJ 	- B). 	 (33) 
Solutions 8 are selected such that cos (48k) and (C - B) have the same signs. 
Having obtained the best values of the polarization azimuth 0 = 8, these can then 
be substituted back into (27) to obtain the best estimates of the principal diagonal 
traces, do(t)*A(t)*s(t). From this we can obtain the time delays and relative scaling 
factor of the qSl and qS2 waves by cross-correlation. A solution similar to (32) but 
for one time point was found by Murtha (1988, as above). Her results are different 
from (32) as they can be factorized into 20 contributions whilst ours remain as 48. 
3.2. Non-orthogonal asymmetric medium response 
3.2.1. DIT singular value decomposition. In practice, it is tempting to treat any 
asymmetry in M(t) as noise, and to determine anisotropic parameters for the best-
fitting symmetric matrix. By doing this, however, we may ignore important details 
of the anisotropic structure such as polarization changes or acquisition inaccuracies 
which may lead to erroneous and misleading results. If, instead, we estimate the 
degree of this asymmetry in an attempt at further investigation, it is possible to 
provide a simple modification to the convolutional model of (22), 
D(t) = d 0(t)*C(00)A(t; t; iA)C T(8s)}*S + N(t), 	 (34) 
where the difference between OG  and Os  determines the asymmetry. As there are 
several different causes of this asymmetry which are currently being investigated 
(MacBeth et al. 1993) we quote this equation with no physical basis. Here we evalu-
ate 8, Os  and & algebraically, replacing the original numerical procedure for 
solving this equation given by MacBeth and Crampin (1989, 1991). As in the pre-
vious section, the equation can be rearranged to isolate the time-shift matrix 
d0(t)A(t)s(t), 
d0(t)*A(t)*s(t) = CT(00)M(t)C(05). 	 (35) 
A solution to (35) can be obtained by letting a = Os + Oo , $ = Os - 0, and writing 
the right-hand side of (35) in component form, 
!I(Acos$+Bcosa_Csifla_Dsm n s) 
2(_A sin $+ B sin a +C cos a — D cos 
(Asin$+Bsinx+Ccos2+Dcos$) 	(36) 
(A COS $_B COS a+C sin a—D sin $) 
where A(t), B(t), C(t), D(t) are defined as in (29). As in Section 3.1, we define the sum 
of the off-diagonal energies as 
E(80 , 80 = (A, sin fi + B, sin a + C, cos a + D, cos 
+ Z (—A, sin $ + B, sin a + C, cos a - D, cos $)2• 	 (37) 
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Taking OG  and Os as independent variables, a least-squares minimum of E(80 , Os)  is 
obtained from 
(B, sin a + C, cos aXB, cos a - C, sin ) = 0 
and 
(A, sin $ + D, cos $A, cos fi - D, sin ft) = 0, 
with solutions 
OG = +{arctan [2 C, B, / (C? - B?)] 
- arctan [2 D,A,I/Z  (D? - A?)] + k 1 x} 	 (38a) 
and 
= * {arctan [2 CIBL/E  (C? - B?)] 
+ arctan [2 Y D, A,,! E (D? - A?)] + k2 it), 	 (38b) 
where k 1 and k 2 are integers. There are four solutions for OG  and four solutions for 
giving 16 possible extrema of E(00 , 0). The minimum values are selected by 
examining the sign of the double derivative for each solution. Ar and EA are given 
as before, by cross-correlating the diagonal components of the best estimate of 
do(t)*A(t)* s(t). 
3.2.2. L T T-direct liner transformation for the four-component medium response or 
data matrix. Li and Crampin (1991b, 1993) give an alternative solution for (32) or 
(38a,b) using the four time-invariant linear transformations shown in (29). They 
apply the transformations on a sample-by-sample basis within a specified window. 
Their solution can be obtained by minimizing E(00 , 0) separately for each sample 
in the time series. After this transformation, the complicated shear-wave motions are 
linearized for both orthogonal and non-orthogonal shear-wave polarizations. 
Robust estimates of the polarizations and time-delay can be obtained directly from 
the maximum eigenvector of the covariance matrices (Kanasewich 1981) of the 
transformed components. These linear transforms are useful as they may also 
provide a direct separation of the qSl and qS2 waves, without the need to determine 
polarizations. It is interesting to note that the orthogonal version of these trans-
forms is in common use as the Jacobi transformation for eigenanalysis of a real 
symmetric matrix (Press et al. 1986), where successive applications on 2 x 2 sub-
matrices provides a convergent way of diagonahzing medium-size matrices. 
In the next section we investigate the resolving power of the different techniques 
for anisotropic measurement, where they are applicable, and how they respond to 
different types of noise. 
4. APPLICATION TO SYNTHETIC DATA 
The performance of the various techniques for estimating 0 and r is tested using 
synthetic seismograms. The estimation of A A, differential amplitude, needs special 
attention and is not considered further in this present study. Full-wave synthetic 
ESTIMATING SHEAR-WAVE SPLITTING 	 1047 
seismograms from point sources exciting a horizontally layered anisotropic medium 
are calculated using the anisotropic reflectivity method implemented using the 
ANISEIS package (Taylor 1991). The anisotropic materials are simulated by per-
meating an isotropic matrix material with distributions of vertical, parallel, water-
filled cracks in the long wavelength limit. Three styles of anisotropic model are 
considered with a half-space background velocity: uniform anisotropy, discrete 
changes in polarization azimuth or birefringence, and a continuous change in polar-
ization azimuth. There have been a few reports of uniform anisotropy in surface 
data, many reports of discrete changes in polarizations in both VSP and surface 
data (Winterstein and Meadows 1991; MacBeth and Yardley 1992), and no reports 
of a Continuous change which is only included here for completeness. Both single-
and dual-source data are analysed. So that a valid comparison may be made 
between interval and cumulative techniques, we use only two depth levels for the 
dual-source interval estimates and three for the single-source interval techniques, 
and an undamped least-squares inverse. LTT produces similar results to DCT for 
orthogonal split shear waves and DIT for non-orthogonality, although the response 
to noise will be different. Its strengths lie in the way in which the transformations 
are implemented. LTT is not considered as it has been investigated elsewhere (Li 
and Crampin 1993). 
4.1. Effects of noise 
The synthetic seismograms are contaminated with random noise and with 
signal-generated noise which attempts to simulate local interference. The second 
type of noise is included as anisotropy estimates are expected to be quite sensitive to 
the closely spaced arrivals from locally generated interference in a similar way to 
attenuation (Spencer, Sonnad and Butler 1982; Raikes and White 1984), especially 
for measurements over small intervals. Consequently, the signature of each event 
may be the result of interference from primaries and multiples which are generated 
by inhomogeneous stratigraphy in the immediate vicinity of the seismometer and 
interfere with the direct wave. For anisotropy, another crucial problem is the inter-
conversion between qSl and qS2 at each polarization change. Although it is desir-
able to have small receiver intervals to obtain the best spatial resolution, these are 
limited by this local scattering. Here, this interference is simulated by summing a 
number of single arrivals with random polarizations (and hence ray direction) and 
random moveout across a measurement interval L, giving 
N(t) = E s(t - L/VR)C(0), 	 (39) 
where the moveout velocity PR and the polarization angle OR  are random variables 
defined within prescribed limits, varying with summation index. 
4.2. Noise-free resolution of an anisotropic half-space 
For noise-free conditions, the resolution of the polarization azimuth, 9, and 
time-delay, Ar, depends upon the medium birefringence, the wavelet period and the 
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sampling interval. To define this resolution for the methods from Sections 2 and 3, 
normal incidence synthetics are computed for two geophones embedded vertically 
below the source in an anisotropic half-space. The birefringence is varied whilst 
keeping constant P. and S-background velocities of 3 km/s and 1.73 km/s respec-
tively, and a polarization azimuth of X30 0 Y. The pathlength from the source to the 
first geophone is the same as between the geophones. The birefringence variation 
gives a range of model time-delays (i.r) from 0.1 ms to 12.5 ms. The peak fre-
quency of the source wavelet is 20 Hz (period T = 50 ms). The synthetics are 
sampled at 2 ms intervals, but are interpolated to 0.1 ms. Anisotropy estimates are 
obtained using interval (DTT, STT) and cumulative (DCT, DIT) techniques over the 
same magnitude of time-delay. These results are plotted against the model time-
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FIG. 2. Different estimates of (a) shear-wave polarization azimuth, 9, and (b) time-delay, Ar, 
versus model time-delay normalized by the peak period of the source wavelet, The 
cumulative (DCT, DT) and interval (DTT, STT) techniques estimate the same magnitude of 
time-delay. Solid triangles mark the sampling interval on these scales. 
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these noise-free data, both sets of estimates are well resolved except for small values 
of time-delay less than the sampling interval (rjT = 0.04, the solid triangle in Fig. 
2). The cumulative techniques (DCT, DIT) give inaccurate polarization azimuths for 
time-delays less than this interval, with errors greater than 100  for delays of less than 
I ms (ir,jT = 0.02). In contrast, it appears that accurate time-delays can be mea-
sured even down to the smallest birefringence values and in spite of inaccurate 
polarization values. This apparent insensitivity to errors in polarization is linked to 
the nature of the cross-correlation or spectral phase functions used in the estimation 
which for very small time-delays will exhibit a linear behaviour. The interval tech-
niques (STr, DTT) successfully measure polarizations and time-delays at model 
time-delays smaller than the sampling interval, which are typical of the working 
range for these methods. 
4.3. Resolution of variations in anisotopic properties 
Here each technique is applied to media with depth-variant anisotropic proper-
ties. Synthetic seismograms are computed using the same source wavelet and back-
ground velocities as in Section 4.2. The models have abrupt changes in the 
time-delay Ar and abrupt and continuous variations in polarization azimuth 9. 
4.3.1. Variation in time-delay - Model 1. Model 1 (Table 1) is divided into a 
100 m isotropic layer above two 500 m thick anisotropic layers, overlying an aniso-
tropic half-space. The birefringence is changed in each anisotropic layer, so that a 
time-delay gradient is simulated, with the polarization azimuth held at a constant 
X60° Y. A data set is generated for a 16-level zero-offset VSP shot in this structure 
using in-line (X) and cross-line (Y) source polarizations. The geophones range from 
1600 m to 100 m in equal depth intervals of 100 m. The data matrix of synthetic 
traces is shown in Fig. 3a, alongside the polarization diagrams (particle motion in 
horizontal plane) for each source motion, and 0 and Ar estimates from each tech-
nique in Figs 3b and c. For comparison purposes, time-delay estimates are summed 
to give a cumulative value. All these estimates compare favourably with the model 
values, although as expected, the polarization estimates for the single-source STT 
technique tend to break down (with errors of 10 °) at the boundary between two 
layers. 
Figures 4a and b show the effect of random and signal-generated noise on the 
data matrices and particle motions of Fig. 3a for a signal-to-noise ratio of 2. 
Although some of the gross characteristics of the motion are preserved, the subtle 
features attributed to anisotropy now appear misleading, particularly for the signal-
generated noise (Fig. 4b). DCT, DTT, DIT and STT anisotropy estimates are 
plotted against signal-to-noise ratios from 1 to 10 in Figs 5a—d. The effects of 
random noise (Figs 5a and b appear less problematic than for signal-generated noise 
(Figs Sc and d). As expected for a weak anisotropy of 5%, the undamped single-
source STF is sensitive to small amounts of both types of noise. The dual-source 
equivalent, DTT, works more effectively but breaks down the cumulative techniques 
for this half-space example. 
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TABLE 1. Details of anisotropic models used to test the 
shear-wave analysis techniques. Model 1 simulates an 
abrupt change in time-delay, Model 2 an abrupt change in 






azimuth (X° Y 
Percentage 
birefringence 
1 100 isotropic - 
2 500 60 5 
3 500 60 10 
4 HS 60 15 
1 	100 isotropic 	 - 
2 900 20 5 
3 	1000 40 	 5 
4 HS 55 5 
1 100 isotropic - 
2 400 20 5 
3 100 21 5 
4 100 22 5 
5 100 23 5 
6 100 24 5 
7 100 25 5 
8 100 26 5 
9 100 27 5 
10 100 28 5 
11 100 29 5 
12 100 30 5 
13 100 31 5 
14 100 32 5 
15 100 33 5 
16 100 34 5 
17 100 35 5 
18 100 36 5 
19 HS 37 5 
4.3.2. Variation in polarization azimuth - Models 2 and 3. Model 2 (Table 1) 
simulates a structure with abrupt changes in polarization azimuth, modelled with a 
100 m thick isotropic layer, overlying two anisotropic layers of 900 m and 1000 m, 
and an anisotropic half-space. The polarization azimuths in each anisotropic layer 
are X20° Y, X400 Y and X55°Y, respectively, with a common birefringence of 5%. A 
data set is generated for a 27-level zero-offset VSP in Model 2 using in-line (X) and 
cross-line (Y) source polarizations. The geophones range from 2700 m to 100 m in 
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Fio. 3. (a) Four-component display of synthetic shear-wave seismograms for anisotropic 
Model I (Table 1) with abrupt changes in birefringence, but a constant polarization azimuth. 
The display represents the time-series which make up the data matrix D(t) used in the text. 
These consist of in-line (X) recordings of in-line (X) source motion (traces marked XX) in the 
top left-hand panel and in-line (X) recordings of cross-line (Y) motion, (YX) in the top right-
hand panel. The lower panels are in-line (X) and cross-line (Y) recordings of cross-line (Y) 
source motion, respectively XY and YY. A selection of polarization diagrams are shown 
alongside for comparative purposes. (b) Estimates of polarizations, (c) estimates of time-
delays, obtained by applying the techniques developed in this study to the four-component 
data matrix. The techniques used are the dual source cumulative technique (DCT), dual 
source-geophone independent technique (DIT), dual-source transfer technique (DT) and 
single-source transfer technique (SIT). 
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FIG. 4. Four-component display of synthetic shear-wave seismograms and corresponding 
polarization diagrams for anisotropic Model 1, as in Fig. 3a but contaminated with (a) 
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FIG. 5. RMS errors for estimates from DCT, DIT, DTT and STF when applied to synthetic 
data for Model 1 contaminated with noise of different signal-to-noise ratios. (a) Polarization 
azimuth estimates for random noise; (b) time-delay estimates for random noise; (C) polariza-
tion estimates for signal-generated noise; (d) time-delay estimates for signal-generated noise. 
Errors of 50  for polarization and 2 ins for time-delay are marked with solid triangles for 
reference. 
polarization diagrams, with anisotropy estimates in Figs 6b and c. As expected for 
this situation, the techniques respond in different ways to the multiple shear-wave 
splitting which may be seen in the polarization diagrams across each layer bound-
ary. DIT does not follow the polarization changes, but gives O s and OG  estimates 
which pull apart at the first polarization change. This behaviour is discussed further 
by MacBeth et al. (1993). DCT gives incorrect polarization values which lie interme-
diate between the O and OG  values from DIT. Both interval techniques (DTT, STT) 
follow the polarization changes. Again, the correct time-delay values are estimated 
even when the polarizations are not well estimated. This is due to the nature of the 
cross-correlation function which is used to determine the time-delays. An explana-
tion for this behavior is given in Appendix B. 
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FIG. 6. (a) Four-component display of synthetic shear-wave seismograms for anisotropic 
Model 2 (Table 1) with abrupt changes in polarization direction. Notation as in Fig. 3. (b) 
and (c) are as in Fig. 3, being results of techniques for these data. The techniques used are the 
dual-source cumulative technique (DCT), dual source-geophone independent technique 
(DIT), dual-source transfer technique (DTT) and single-source transfer technique (STT). 
E 
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Only DTT and STT are used for the noise tests as the cumulative techniques do 
not resolve the polarizations changes in Model 2 adequately. The contamination of 
the data matrix of traces in Fig. 6a by random and signal-generated noise is shown 
in Figs 7a and b for a signal-to-noise ratio of 2. The anisotropy estimates are shown 
in Figs 8a—d, from which it appears that the random (incoherent) noise does not 
greatly affect the DTT results. The results for signal-generated noise are not so 
good, considering the interval time-delay may be a fraction of the sampling interval. 
This suggests that these techniques will only be suitable under specific noise condi-
tions, which will depend upon the particular data set. 
Model 3 (Table 1) simulates a slow change of polarization direction with depth. 
Its consists of a 100 m isotropic layer above a 400 m thick anisotropic layer with a 
constant polarization azimuth of X20° Y followed by eighteen 100 m thick layers 
with the polarization directions changing in equal increments between X20° Y and 
X37° Y. There is a constant birefringence of 5% in each layer. A zero-offset VSP is 
considered, with 22 geophones placed at depth intervals of 100 m between 2200 m 
to 100 m depth. Figure 9a shows the computed data matrix of synthetic traces for 
this model, with Figs 9b and c giving the results of the various techniques. The O 
results from DIT are approximately constant, whereas the Or, results follow the 
gradient in polarization direction. The results for DCT again lie between these two 
values, being accurate at all depths. The other techniques match the model behav -
iour with reasonable accuracy, with the single-source technique STI', fluctuating by 
50  to one side of the model polarizations. This is again due to the condition of local 
uniformity inherent in these techniques being violated, although in this case it is not 
extreme. Again, all the techniques provide good estimates of the model time-delays 
for these noise-free data (Appendix B). 
Figures lOa and b give data matrices contaminated with both noise types, and 
Figs 11 a—d show how the anisotropy estimates are affected by different noise levels. 
This time, in addition to DT1' and STT, the O  estimates from DIT are used as they 
appear to follow the gradient in polarization. The implications for the interval esti-
mates are similar to those for Model 2 (Figs 9a—d). DIT is generally more effective in 
computing the estimates. 
5. DISCUSSION AND CONCLUSIONS 
Algebraic solutions have been developed to estimate shear-wave splitting attributes 
from the multicomponent medium response. These are based upon a convolutional 
model for shear waves propagating through an anisotropic model. This group of 
solutions can provide a single-source technique (STD and three dual-multi-source 
techniques (DCT, DIT, D1T), giving cumulative or interval estimations of anisot-
ropy. The single-source methods are useful as many existing shear-wave data sets 
are recorded with one direction of source motion, such as in converted waves from 
marine experiments and explosives on land, but can also check multisource data sets 
where source imbalance is suspected. The interval measurements (STE DTI) 
respond to irregular changes in the medium anisotropy, but are limited by locally 
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FIG. 7. Four-component display of synthetic shear-wave seismograms and corresponding 
polarization diagrams for anisotropic Model 2, as in Fig. 6a but contaminated with (a) 
random noise and (b) signal-generated noise, for a signal-to-noise ratio of 2. Notation as in 
Fig. 3. 
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FIG. 8. RMS errors for estimates from D11 and STT when applied to synthetic data for 
Model 2 contaminated with noise of different signal-to-noise ratios. (a) Polarization azimuth 
estimates for random noise; (b) time-delay estimates for random noise; (c) polarization esti-
mates for signal-generated noise; (d) time-delay estimates for signal-generated noise. DCT 
and DIT results are not shown as they do not estimate the noise-free case correctly. Errors of 
50 for polarization and 2 ms for time-delay are marked with solid triangles for reference. 
ground velocities. This may prove to be a complication as well-log measurements 
reveal that the subsurface parameters may behave irregularly. This irregularity tends 
to persist to the smallest length scales, but has a different character in different 
areas. These measurements demonstrate that the structure of the subsurface may 
not be suitably represented by a macromodel with smooth layering. Should we also 
expect this for anisotropy? Certainly, since local estimates of polarization azimuth 
suggest some degree of irregularity (Lefeuvre et al. 1992). These may be related to 
re-orientations in the principal stress tensor due to depth, lithology or local struc-
ture (Crampin 1990). If this is the case, then a degree of interconversion between qSl 
and qS2 waves will occur which will lead to a further complication. Four- 
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FIG. 9. (a) Four-component display of synthetic shear-wave seismograms for anisotropic 
Model 3 (Table 1) with pseudo-continuous change in polarization direction. Notation as in 
Fig. 3. (b) and (c) are as in Fig. 3, being results of techniques for these data. The techniques 
used are the dual-source cumulative technique (DCT), dual source-geophone independent 
technique (DM, dual-source transfer technique (DTT) and single-source transfer technique 
(STT). 
































FIG. 10. Four-component display of synthetic shear-wave seismograms and corresponding 
polarization diagrams for anisotropic Model 3, as in Fig. 9a but contaminated with (a) 
random noise and (b) signal-generated noise, for a signal-to-noise ratio of 2. Notation as in 
Fig. 3. 
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FIG. 11. RMS errors for estimates from DTT, STT and 8G  estimate from DIT, applied to 
synthetic data for Model 3 contaminated with noise of different signal-to-noise ratios. (a) 
Polarization azimuth estimates for random noise; (b) time-delay estimates for random noise; 
(c) polarization estimates for signal-generated noise; (d) time-delay estimates for signal-
generated noise. DCT results are not shown as they do not estimate the noise-free case cor-
rectly. Errors of 50  for polarization and 2 ms for time-delay are marked with solid triangles 
for reference. 
component synthetic seismograms from well-log measurements and local birefrin-
gence measurements may help evaluate the extent of this problem (MacBeth et al. 
1993). 
Table 2 indicates the appropriate model for which each technique is suited, and 
also compares the speed of each computation, given as a ratio of CPU time for the 
particular technique and CPU time for the more commonly used numerical version 
of the dual-source cumulative technique. It should be noted that DTT and STT are 
applied in the frequency domain. The speeds are not dissimilar to the numerical 
techniques, except for DIT, so cannot be recognized as a major advantage of these 
solutions. With the advent of downhole dipole shear-wave imaging and the possible 
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TABLE 2. Summary of techniques in this study, and their relative speed. The relative speed is 
calculated on a VAX 6410 computer by using the analysis of a standardized data set with the 
numerical form of DCT (NCT) technique as a benchmark. The data set used in the calcu-
lations is for an anisotropic half-space with a 15-level VSP and 1000 samples per trace. NIT 
refers to the numerical form of DIT. Ticks and crosses refer to whether the particular tech-
nique copes with the category of effect. AT and 6 refer to time-delay and polarization azimuth 
respectively, with C and I to cumulative or interval measurements. 
Polarization change 
Type of measurement 
Relative Uniform: Abrupt: Gradual: 	Sources  
speed 	model I 	model 2 model 3 required 	6 	AT 
NCT 1.00 1 x x 2 C C 
NIT 69.6 1 x 1 2 C C 
DCT 0.30 / x x 2 or more C C 
DIT 0.32 / x * . 2 or more C C 
DTT 1.10 1 / / 2 o more I I 
STT 0.45 1 / x 1 I 
* This particular algorithm needs special interpretation for asymmetry of the data matrix. 
benefits of using these data for determining anisotropy, an advantage may be that 
these formulae can be coded on to microchips for operation in near real-time. Other 
possible applications include wavefield separation in prestack data analysis without 
the necessity of examining the polarization and time-delay data and a subsequent 
saving in storage space (Li and Crampin 1993). 
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APPENDIX A: 
OTHER ALGEBRAIC SOLUTIONS 
Here we solve single-source VSP data directly using even-determined solutions. 
Single vector source, two three-component recordings 
When data from only one shear source are available, it is not possible to solve 
(11) per se accurately, without accurate knowledge of the source wavelet. However, a 
1062 	 XINWU ZENG AND COLIN MACBETH 
solution can be obtained using two adjacent recording levels. Here the assumption 
of uniform anisotropy is made between the source and the pair of recording levels I 
and I + 1. Applying (11) to each recording without noise, we get 




d 1 .,. 1 (t) = d0(t)(C(9)A 1 .,. 1 (t)CT(9)}* s(t), 	 (A2) 
where A(t) and A..,. 1 (t) are the time-shift matrices to levels I and I + 1. Pre-
multiplying (Al) and (A2) by CT(8),  and writing them in component form, we get 
d.(t) cos 9 — d.(t) sin 9 = ) 1i(t)*(s .(t) cos 9 — s,.(t) sin 9), 	 (A3a) 
d(t) sin 9 + d 1.(t) cos 9 = ).,(t)(sx(t) sin 0 + s1.(r) cos 0), 	 (A3b) 
d, + 1 .(t) cos 9— d 1+ 11.(t) sin 8 = Af,+(t)(s x(t) cos 8— s y(t) sin 6), 	(A3c) 
d +1 (t) sin 9 + d 1+1 (t) cos 0 = A 11+i(t)*(s .(t) sin 9 + s1(t) cos 9). 	(AM) 
Letting s = tan 0, (A3a)—(A3d) can be rewritten in the frequency domain as 
(d,(w) — sd,(w))/(sd,(w) + d(w)) = £1A 1 exp (— iwt 1 ) 	 (A4a) 
and 
(d, + 1 x(°) — ed i + 11(w))/(sd, +1 X(W) + d, +1  (w)) = tCAA i + 1 exp (— iwr, + ). (A4b) 
where C = (s.(w) — es(w))/(ss(co) + s.(w)). There are now six unknowns: E. 4, 
t,.,. 1 , AA i and 	with only four equations. These equations can be solved 
assuming equal amplitude factors (AA, = 	1), which may be a reasonable 
assumption, so that the source direction can be eliminated from the equations. 
Equating the moduli of the left-hand side of (A3a) with that of (A3b), we get 
(d(o) - £djy(w)XdMw) — sdM(o)) — (d, + x(w) - ed, + 1 (w)Xd + 1  x(w) — ed u.(w)) 
(&d,(w) + d,.(w)Xsd(w) + dMw)) — (sd,.,. 1X((o) + d, 1 (w)Xed 	(w) + dr.,. 11(w))' 
(A5) 
where the supercript asterisk indicates a complex conjugate. Rearrangement gives 
two solutions, 
9 = tan{[—R ± ,J(R 2 + 4Q 2)]12Q}, 	 (A6) 
where 
Q = d,x(w)dMw)d, +17(w)dr+114w) — d,).(w)dMw)d, +1X(w)d r+1X(w) 	 (Al) 
and 
R = —(d 1y(w)d, 	w) + d. ,x(w)d, +  11(w)Xd,x(w)dMw) + d i (w)d&)) 
+(dMw)d,(w) + d(w)d,1.(w)Xd, + I j (w)d 	(w) + d,.,. I y(w)d" 1 (w)). 	(A8) 
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These solutions correspond to qSl and qS2 orthogonal directions, and exactly 
which solution is associated with qSl or qS2 must be determined. This identification 
is achieved by substituting the 9 solutions back into (A3) and cross-correlating (A3a) 
with (A3b) to get &, and then (A3c) with (AM) to get tr, 1 . Note that these 
solutions are independent of the source direction. The 0 measurement is a local 
measurement, whereas the time-delays are cumulative measures between the source 
and geophone pair. 
Single vector source, three three-component recordings 
Another approach to single-source estimation is to take a group of three 
adjacent levels. We use the recording level I as an effective source for two lower 
geophones at levels I + 1 and I + 2. The solutions in (A6) again describe this 
arrangement but with 
Q = d. + 1 (w)dr+ 1(w)d + 2 (o4d 4. 2 (o) - d 1 + y(co)d 4. 1(a)d1+2(w)d+ 2(W) (A9) 
and 
R = —(dr+2).(W)d +2X(W) + d?+2x((0)dj+2).(w)Xdj+ 1(cv)d+ I  x('°) + d14. 11(w)d. 4. 11(w)) 
+ (d 4. 1 1(w)d1+1  X(W) + d 4. 1 1(w)d, + 1y(0))Xd1+2x(c0)d+ 2(w) 
+ d1 + 2 )dr+2 ()), 	 (A10) 
with the condition iA/tA 14. 1 = LAdIA I+2 . Again, the time-delays are cumulative 
measurements, although the solution for 9 is local for the lower geophone pair. 
Another solution can be obtained by taking the recordings at levels i and 
i + 1 as sources for the recordings at levels I + 1 and i + 2. As before, we set 
= iA 4. 1 /AA 1+2 . From this, two solutions for 9 can be obtained from 
(A6) but with 
Q = — d(w)d, 1 y(w)d 1+2x((o)— d 1x(c))d 1 + 2 (c)) 	 (All) 
and 
R = - 2d1 11(w)d1+ iy(C)Xd, y(04d1+  2Y(W) + di(co)d1+ (w)) 
+ (d.(co)d14. 2(W) + d1(o4d,+ 21(co)X - d 4. 1 y(o)) + d, 1  (W)). 	 (Al2) 
The selection of the correct polarization angle and time-delay is obtained in a 
similar manner to the previous sections. 
APPENDIX B: 
ESTIMATION OF TIME-DELAY BY CROSS-CORRELATION 
Cross-correlation is widely used for estimating the time-delay Ar between split 
shear-waves. Such estimates are obtained by locating the lag time associated with 
the maximum of the cross-correlation function. In many cases we have observed 
that the time-delay determination remains remarkably stable, even when wavefield 
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separation is clearly incomplete. Here we explain how this might arise for direct 
waves through a uniform anisotropic medium for which (11) is applicable. 
Incomplete separation of the qS-modes makes the effective recorded displace-
ments for in-line (X) and cross-line (Y) components from in-line and cross-line 
sources respectively, a linear mixture of qSl and qS2, given by 
d(t) = (a) + b)J*s(t), 
	 (B 1) 
d(t) = (c) 1 + dt5)*S(t), 	 (B2) 
where a, b, c and d are scalar weights with a and d close to unity and b and c small. 
If qSl and qS2 are incorrectly assumed to be separated, then the cross-correlation 
gives 
d xx , yr(t) = ac 11(t) + bd4 3(t) + ad4r (t) + bc4 14t), 	 (B3) 
where (t) is the cross-correlation function for the traces i and j. The consequence 
of incomplete separation is to superimpose two autocorrelations on top of the 
desired function rs(t), and 4 31(t) with a smaller amplitude peak at t = - AT. The 
autocorrelations have side-lobes which may interfere with the main cross-
correlation maximum. The degree of interference will depend upon the source func-
tion and the weighting factors. If we use the condition ad ' ac + bd for no 
interference, assuming that the peak t = AT lies close to the t = 0 axis, and take the 
model of (11) to determine the weights for an error AO in polarization, then we 
obtain the condition tan' i8 4 1 , or AO 4 350, which is not too difficult to attain in 
practice. Consequently, it is likely that the cross-correlation will produce satisfac-
tory time-delay estimates even for quite inaccurate polarizations. 
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INTRODUCTION 
ABSTRACT 
Uncertainties in the ground coupling of shear sources, alignment 
of the source polarization, the transfer function between the geo-
phone and the formation and the orientation of the receiver tool in 
the borehole may be amongst the principal causes of inaccuracy 
when estimating shear-wave splitting (polarizations and time delay) 
from multicomponent VSP data. Investigations using synthetic seis-
mograms computed for a zero-offset VSP in an anisotropic half-
space address the frequency-independent part of this problem to 
determine how much uncertainty can be tolerated for simple ampli-
tude and orientation variations in the source and geophone compo-
nents whilst still maintaining a shear wave polarization estimated for 
the faster split shear wave accurate to within 5' or less. 
Polarization estimates are obtained by applying anisotropic analy-
sis techniques to synthetic seismograms with various uncertainties 
included. The analysis techniques. which are in common use on four-
component data generated by dual orthogonal shear sources recorded 
on horizontal geophones. do not take into account the source and 
geophone response functions. A comparison between model and 
estimated polarizations for cumulative wave properties averaged 
between source and receiver show that the estimates are within the 
desired 5 accuracy for source misalignments of ±20' provided the 
time delay is larger than 0.12T (T being the peak period) but require 
the misalignments to be ±5' or less for a smaller time delay. 
Polarizations with this preset accuracy can also be obtained for 
amplitude variations in the two orthogonal sources or geophone 
components by a scale factor of 0.40 provided the time delay is 
larger than 0.22T. this increasing to a factor of 0.80 or more for a 
smaller time delay. Interval estimates of polarization, obtained by 
analyzing the wave properties over a small section of the propaga-
tion path. are accurate if the geophones are correctly matched to 
within a relative scale factor of 0.50 for a time delay of 0.16T, this 
increasing to 0.87 for a smaller time delay of 0.04T. For these inter-
val estimates, relative misorientation between the two geophone 
groups at the different VSP levels must be more accurate than ±10' 
to achieve the 5' preset accuracy in polarization, but a single three-
component set may be misoriented by ±10' for the cumulative esti-
mates to retain the same accuracy. 
These conclusions are likely to be generally applicable to fre-
quency dependent coupling and estimates derived from more com-
plicated combinations of the recordings. They do not appear to be 
too restrictive on the current field practices and may mean that cor-
rectly designed multicomponent experiments can be performed more 
economically whilst still giving accurate results. 
The correct interpretation of multicomponent VSP data 
yields substantially more insight into the internal structure of 
subsurface rocks than a corresponding scalar data set. These 
data are, however, also more sensitive to inaccurate knowl-
edge of the source signature and geophone tool response. As 
accurate control of the excitation and recording of vector 
wave-field data is not guaranteed, even when the standards 
set for consistent multicomponent recording and processing 
(Pruett, 1989) are strictly followed, estimates of vector wave-
field parameters may be inaccurate. 
It is common to observe unequal source strengths from 
different horizontal excitations. For example, relative ampli-
tude errors of up to 15% were reported by Bishop (1989) for 
an ARISTM  source and a possible maximum rms amplitude 
ratio between in-line and cross-line shots of up to 3 from an 
OMNIPULSE" source (Choi and Gangi, 1991). This imbal-
ance may also arise in stacking due to overcompensation 
during acquisition for the loss of source sweeps (Lewis, 
1991). Misalignment of the shear sources provides a further 
inaccuracy. If the source truck is positioned relative to the 
well by operator sight, misalignment may occur when natural 
or man-made obstacles prevent a clear sight of the well. 
Even for a more cautious survey, achieved by driving along a 
preoriented surveyed line (Winterstein and Meadows, 1991), 
the alignment error may be ±5° (Queen. 1987). Further inac-
curacies may also arise when a source constrained to excite 
one direction of motion has to be visually repositioned to 
generate the conjugate orthogonal motion. 
The inaccuracies that arise in the recording of seismic 
waves appear relatively less problematic than those associ-
ated with the generating mechanism. At seismic VSP fre-
quencies inaccuracies arising from the effect of resonances 
are less important than at higher cross-well frequencies. 
However, if the horizontal locking force is too low or the 
casing not adequately coupled to the formation, anomalous 
phase shifts and amplitude distributions are created in the 
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horizontal component data (Hardage. 1992). Recently, new 
tools and procedures have been introduced which reduce res-
onances and allow in-situ calibration of the transfer function 
between the receiver and the formation (Horowitcz, 1989: 
Kawahara et al.. 1990). Reorientation of the recorded data, 
necessary due to tool twist, can be achieved using offset P- 
ave polarizations with an accuracy of ±15' (Queen. 1987) 
or. more accurately. by a gyroscope mounted on the receiver 
array. A recent field test of four surface three-component 
phones underlined additional practical problems associated 
with polarity reversals, incorrect codings and couplings 
(Lawton and Bertram. 1993). 
Without sufficient accuracy and control of the above 
effects. interpretations of vector-based phenomena, such as 
anisotropy estimates from shear-wave splitting. may be erro-
neous or misleading. With the recent increase in observations 
of shear-wave splitting (Crampin and Lovell. 1991) and the 
potential applications (Crampin. 1987). these effects are of 
concern to those wishing to seek practical use of shear 
waves. This present study aims to give an indication of the 
necessary experimental control required to obtain accurate 
polarization estimates in near-offset VSP data. This is 
achieved by estimating qSl (faster split shear-wave) polar-
ization directions from synthetic seismograms computed for 
mathematical models simulating the four different aspects of 
experimental inaccuracy above. The principal effects consid-
ered are: amplitude variations for the source and geophone: 
source misalignment: geophone misorientation. The qSl 
polarizations are determined by applying the algebraic analy-
sis techniques developed by Zeng and MacBeth (1993) to 
synthetic data. These give cumulative and interval measure-
ments of the wave field, which (incorrectly) assume an ideal 
error-free acquisition in an anisotropic half-space. The vector 
convolutional model for anisotropic wave propagation pro-
vides a way of visualizing how the inaccuracies give rise to 
the polarization errors. A third technique (MacBeth et al., 
1993a) is also employed as it may offer some hope of 
inspecting the quality of multicomponent data. 
A tolerable error of ±5' is predefined for the polarization 
estimates. chosen so that inferred crack-strike may be accu-
rate enough to combine with geological and geophysical data 
for reservoir modelling but also to accommodate some com-
pounding of the errors from different effects. Time delay, 
obtained by the procedure of crosscorrelation. is a more sta-
ble measurement than polarization and the influence of inac-
curacies requires a different treatment. It is not considered 
further in this present analysis but is the subject of a separate 
study. 
MULTICOMPONENT DATA ANALYSIS 
The vector convolutional model 
As with the scalar convolutional model. this provides a 
useable approximation to the recorded vector wave field for 
the purposes of processing and subsequent analysis. It also 
combines source, geophone and medium effects in a conve-
nient framework for the discussion of inaccuracies and how 
they affect polarization estimates. The three-component vec- 
tor displacement, d/(t). recorded in the far field at the ith 
level in a VSP, generated by a single source motion s '(t) at 
the surface may be expressed as: 
d/(t) = G ,(r*M t) *J(r) + n/(t). 	 (I 
where the 3 x 3 tensor, MC(t), represents the cumulative 
anisotropic medium response. G,(t). a matrix containing the 
instrument responses of orthogonal receivers at the ith down-
hole level. s i(t), the equivalent vector source motion (vector 
of force components) and n/(). the noise. The operations 
denoted an asterisk are multiplication in the frequency 
domain or convolution in the time domain. Equation (I) in 
its general form may be applied to normal or oblique inci-
dence. Wavenumber dependence is not considered in this 
equation. 
Under ideal circumstances, when geophone and source 
axes are aligned along a common coordinate system and 
there is no crosscoupling within the receiver coupling sys-
tem. G.(t) is a diagonal matrix with the principal diagonal 
terms given by spatially independent and physically orthogo-
nal geophone responses: 
g x (t) 	0 	0 
G 1 (t)= 	0 	gy (t) 	0 	. 
0 	0 	gz (t) 
which becomes a unit matrix multiplied by a scalar only 
the responses are equal and flat with no phase distortio-
within the signal bandwidth. 
In situations where the approximation of a uniform an 
homogeneous Earth is not appropriate, it is possible to adapt., 
equation (I) to define a more suitable local estimate of the \ 
displacement transfer matrix M'(r) = MC ,+1 (0*1 MC, ( t) 
between two or more geophone levels. The optimum spacing 
of these levels depends upon the noise in the records, the 
particular type of arrivals measured and the anisotropic prop-
erties of the medium. In the simplest application of this type 
of measurement, the far-field recordings at level i are 
assumed to act as an effective source for the recordings at 
level ,+l, with the source function s(t) (assumed consistent 
for both levels) being deconvolved from the expression. If 
the noise is uncorrelated between levels, so that it is essen-
tially nonpropagative. 
d. J(ñ = G i+I (()*MI(t)*G . l(t)*dj(f) + n .,. 1 J. 	 (3) 
If the noise is an interfering arrival with significant vertical 
slowness, or has a coherent element across levels, then we 
must rewrite equation (3): 
d, 1J(t) = 	 I d/(t) - n/) I + 	1J 	(4) 
It is usually assumed that the major arrivals have been identi-
fied during initial data inspection, so that only uncorrelated 
noise is present to distort the estimates. Such noise, being 
uncorrelated with both the signal and other noise compo-
nents, affects the principal diagonal components in the 
matrix inverse which is used to constitute the medium 
response. 
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Shear-wave processing based on the convolutional model 
The process of computing a robust and stable estimate of 
the directional impulse response. M(t). of the medium should 
be separated from its subsequent interpretation within the 
framework of anisotropic wave propagation. In the present 
study. synthetic data in which inaccuracies have been 
directly introduced are analysed using procedures which 
assume ideal instrumentation and aligned sources and geo-
phones. The consequent errors between the polarization esti-
mates and the model values are compared with our preset 
accuracy of ±5'. For small errors we may make the claim 
that the source and geophone response functions in equations 
( I ) and (3) do not affect the determination of M'(t) and MI(t) 
using these techniques. 
Estimation of the medium response M(t) - In principle, 
for an error-free environment and ideal acquisition system 
with aligned sources and geophones, any number of different 
sources (direction and magnitude), a spatial aperture contain-
ing a group of geophones (usually the array of triaxial geo-' 
phones on a borehole receiver tool but it may also include 
different tool depths), and different arrivals can be used to 
increase the redundancy in the available information in equa-
tions (I) and (3), so that an inversion can be performed to 
obtain stable least-squares estimates of either Mc(t) or M'(t). 
The data overlap must be chosen to provide sufficient resolu-
tion of the complete directional response or a chosen subset 
such as the shear-wave response. In estimation procedures it 
is usual for the data to be combined in a way which is tail-
ored to the individual requirements of the data set (table I of 
Wild et al.. 1993). The interpretation step is aided by the 
acquisition of data from an orthogonal source set s '(t), s 2(t) 
and s 3 (t). The vector source s J(t) in equation (1) is now 
replaced by a source matrix S(t) = Is '(t)ls 2(t)IS 3(1)) and the 
displacement d/(t) by the corresponding displacement matrix 
D i(t) = (d 1 (t)Id 2 (t)Id 3(t) . S(t) is a diagonal matrix of source 
functions when the variables are defined in the source coor-
dinate frame and the sources are linear. These equations pro-
vide good overall resolution of M(t) and also give an oppor-
tunity to exploit the geometric symmetries associated with 
the anisotropic response in subsequent interpretation. If the 
sources are not orthogonal, the data can still be cast into an 
equivalent form if there is sufficient energy projected onto 
all three orthogonal directions and the source motions are 
linear and balanced. However, it is not wholly necessary for 
the orthogonality of the sources to be exploited but that they 
contribute sufficient independent information on the direc-
tional medium response with adequate energy in the qP, qSl 
and qS2 arrivals. A novel use of this technique was shown by 
Lefeuvre and Queen (1993) who analysed two linearly inde-
pendent converted shear waves in marine data to calculate 
M'(t). 
Interpretation of the medium response M(t) - For waves 
propagating at normal incidence through an anisotropic 
medium with a horizontal plane of symmetry, Mc(r) is sym-
metric as the polarizations are orthogonal and a direct inter- 
pretation can be made by algebraic eigen analysis (Li and 
Crampin. 1991, 1993; Zeng and MacBeth. 1993). For 
oblique incidence in offset VSPs. the recorded qP, qSl and 
qS2 polarizations may be inherently nonorthogonal for non-
symmetry planes as the direction of phase propagation devi-
ates from the group-velocity direction. Thus, arrivals which 
necessarily have a common group velocity have polariza-
tions corresponding to different phase velocities and hence 
different solutions to the Christoffel equation. An alternative 
procedure must be used for nonorthogonal polarizations (see 
Li and Crampin. 1991. for the 2 x 2 case). However, in cases 
of weak anisotropy and raypaths not close to singularities. 
the assumption of orthogonal polarization directions at 
oblique incidence may be valid and transformation into the 
dynamic axes is appropriate for separating the qP. qSl and 
qS2 wave fields. In this case. Mc(t) is again symmetric. 
being the product of three-dimensional rotation matrices 
which can be determined by eigenvalue-eigenvector analysis 
(Li et al.. 1993). The local estimate MI(r) may be symmetric 
for both normal incidence and offset VSPs, as the deviation 
of phase from group-velocity direction may not be signifi-
cant over the small depth range. 
The cumulative medium response for a uniform half-space 
can be written: 
M(t) = CGA(t;tP, t 1 . t,)C, 	 (5) 
where Cc  and C are both independent of time in this partic-
ular approximation to the wave field. C transforms the input 
source motion (stresses) into the qP, qSl and qS2 wave 
amplitudes in the coordinate system defined by the permissi-
ble polarization directions of the medium for a particular ray-
path from the source to the geophone position and C 6 trans-
forms the wave amplitudes back into displacements in the 
acquisition coordinate frame. In the general case of three 
nonorthogonally polarized qP. qSI and qS2 waves. C6 and 
C are given by the matrix of unit vectors along these direc-
tions and its inverse, respectively. The diagonal matrix A(t) 
contains the relative time-shift operators X. X 1 and X-, for 
qP. qS I and qS2, respectively: 
X 1 0 	0 
A= 0 X2 0 . 	 (6) 
0 0 XP 
such that A. , * s (t) = s(t-r,). with X = exp(-io)t) in the fre-
quency domain. These diagonal elements are related to the 
vertical group or phase slownesses, depending upon the ray-
path and whether Mc(t) or M'(t) is analysed. The X,s may 
also include amplitude decay terms. 
Convolutional model for synthetic shear-wave data from 
dual orthogonal sources - We now concentrate on more 
simplified expressions for the convolutional model, as in this 
present work we investigate shear-wave synthetic seismo-
grams computed for normal incidence propagation. These are 
analysed as we wish to maintain a simple model with which 
to focus on inaccuracies arising from source and geophone 
effects. The synthetics are computed using full-wave 
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synthetic seismogram package based upon the anisotropic 
reflectivity method (Taylor. 1991) for which the source and 
geophone effects may be readily incorporated. We consider 
horizontal zero-offset source motions recorded on horizontal 
geophones. Under these conditions. CG and C5 are propor-
tional to the horizontal rotation matrices C(s) and CT(e) 
(Alford. 1986) and there are no conversions between qP and 
the qSl and qS2 waves. With the absolute traveltime and 
amplitude terms grouped as a constant scalar multiplier (set 
to unity for convenience), the relative components of the 
matrix for the medium response are now specified by only two 
medium parameters, the qS 1 polarization 'azimuth e, [defined 
here with respect to the in-line (X) direction (Figure I)). and 
the time delay AT, , = t2 - t 1 between qSl and qS2. MC(t) and 
MI(t) are now given by the similarity product C(0)A(t)CT(9) 
and equations (1) and (3) reduce to the 2 x 2 matrix form: 
Di(t) = G.(t)*{C(0)A(r:Lt)CT(8))*S(t) 	 (7) 
and 
= 
G 1  (r)* I C(9)A(t:.&t)cT(e) 	I* -  (t). 	 (8) 
The noise at each level can be set to zero for the synthetics. 
These equations show how source and geophone errors may 
be expected to affect the analysis. 
The analysis techniques to determine the qSI polarization 
estimates from synthetic seismograms are based upon a fur-
ther simplification of equations (7) and (8) for source and  
geophone components both aligned along the in-line (X) and 
cross-line (Y) directions (Figure 1). The source functions are 
s(t) = (I 0)Ts(() and s2(t) = (0.1)15(t). such that S(t) = ls(t). I 
being a unit matrix, and the geophone responses are assumed 
balanced and flat such that g(t) and g(t) are constant and 
G(t) is proportional to a unit matrix I. Equations (7) and (8) 
now become: 
= Ic(e)A(t:t)cT(e)) ,C*s(r) 	 (9a) 
and 
= {c(e)A(tt)cT(e) I' + .I 	 (9b) 
for the interval estimates, where the data matrix may now be 
interpreted directly as the medium response. We will refer to 
the data set for which these assumptions are valid as the 
ideal data matrix D(t) and the actual synthetic data which 
includes the inaccuracies in the source and geophone as the 
recorded data matrix D,.(t). In this work, seismograms are 
computed with source and geophone inaccuracies directly 
incorporated, and are analysed using equations (9a) or (9b). 
The results are then interpreted using the mathematical 
framework of equations (7) and (8). The analysis techniques 
used on the synthetic seismograms are based upon the com-
mon solution of equations (9a) and (9b). which allows us to 
determine the shear-wave polarization °%1 and relative time 
delay LtM from the data by robust eigenanalysis. A conve-
nient least-squares solution is (Zeng and MacBeth. 1993): 
X (in-line) 
qS 1 polarization direction 
t s'(t) qS2 polarization direction 
W Y (cross-line) 
S 	g y (t) 
Fig. 1. Two-dimensional geometry of the synthetic experiment which computes the ideal data matrix 0(0, for which sources s(t and a
2(t) and geo-
phones are aligned along in-line (X-axis) and cross-line (Y -axis) directions. The qSl polarization is defined by the angle 0M measured from the X-
axis. In this work, a variety of synthetic seismograms are computed with inaccuracies directly incorporated, and for source and geophones not 
aligned along these directions, although O m  is still measured with respect to the X-axis. The angles 9E' e0 and es have the same definition. 
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8E 	I/41tanE2B LA LJ(B c A L )1rI. 	 (10) 
where the summation is over samples. k = I. n, in the time 
domain. A L  = and B = d yk +dyvL . with 4NI repre-
senting the geophone recording along axis N of a source 
along axis M. The first technique in this study. the dual 
cumulative technique (DCT. Zeng and MacBeth. 1993). cal-
culates the parameters of the medium response based upon 
the solution applied to D,(1). whereas the second technique. 
the dual transfer matrix technique (DTT. Zeng and MacBeth. 
1993). calculates local estimates based upon the solution 
applied to D ,1 (t)*D1 1 (t). The data are also analysed by the 
dual independent technique (DII) (MacBeth and Crampin. 
1991: MacBeth et al.. 1993: Zeng and MacBeth. 1993) to see 
if they are affected by geophone misorientation. source mis-
alignment, geophone and source imbalance, giving an asym-
metry in the off-diagonal trace elements. This technique 
offers an alternative to equation (9a): 
D(t) = {c(eG )AcT(e) I C*s(t) 
The relative values of the angles 9G  and O for the rotation 
matrix C depend upon the various inaccuracies superim-
posed upon the anisotropy. The difference between eG  and 8 
gives a direct measure of the asymmetry in the data matrix. 
The results of data decomposition by equation (11) may only 
attach physical significance in the particular cases above 
(MacBeth et al.. 1993a, gives a more detailed analysis) but 
act as a convenient structure to partition errors in the wave 
field: 
OG = 1/4 tan - ' [2Y_BA,17_ (B, 2-A,2 )) 
+ tan , 2Y_CDJY, (C, 2 -D, 2 )j I, 
= /4 { tan [2 B LAJ(B k 2-A L 2 )] 
- tan" [2CkD LI(C k 2 -D L 2 )I }, 	 (12) 
where the summation is again over samples. k = 1. n, in the 
time domain. A L  and B,, are defined as above, and C,, = 
+ d,,. D,, = Note that Li and Crampin (1991, 
1993) used an alternative approach, the linear transform 
technique. to solve equation (11) and obtained similar results 
to equation (12). In the present study, equation (11) is applied 
to D,(t) only, as it is used to interpret cumulative estimates. 
EFFECT OF ACQUISITION UNCERTAINTY ON 
qSl POLARIZATION 
Multicomponent synthetic VSPs are analysed so that the 
influence of different acquisition errors can be controlled 
with no influence from noise [n(t) = 01. Four-component 
shear data for directly transmitted waves are calculated using 
the ANISEIS package (Taylor, 1991) which computes full-
wave synthetic seismograms from point sources in a horizon-
tally layered anisotropic medium using reflectivity methods. 
Zero-offset VSP synthetics are calculated for an anisotropic 
half-space with the elastic constants obtained by permeating 
an isotropic background material (P-wave velocity of 3.00 
km/s. S-wave velocity of 1.73 km/s and density of 2.10 
g/cm3) by vertical, parallel, aligned fluid-filled microcracks 
which gives a 5% birefringence. The elastic constants for  
this effective anisotropic material were determined from the 
theory of Hudson (1980. 1981). The strike (qSI polarization 
direction). O. of the microcracks varies but it is measured in 
all cases with respect to the in-line (X) direction (Figure I). 
The synthetic seismograms are computed for a range of 
crack strikes and time delays simulated by distributing geo-
phones in a vertical column within the anisotropic half. 
space. Acquisition uncertainties (imbalances and misal ign-
ments) are introduced direct/v into the modelling and then 
polarization estimates obtained using equations (10) and (12) 
to obtain local and cumulative polarization estimates 0E  and 
the angular parameters O s and 0G  Results from a variety of 
source wavelets with different peak frequencies were found 
to agree when normalised by the peak period. Therefore, 
they are plotted against the dimensionless quantity 
the ratio of the model time delay. 	and the peak period. 
T. of the source wavelet. 
Source effects 
a) Source misalignment - Synthetic shear-wave data are 
computed for an in-line source. s'(t) = (1.0)1. which is cor-
rectly aligned, but a cross-line source direction. s 2() in error 
from (0,l)T  by 8s
. 
Theoretically. the effective source matrix 




0 cos 8s  I s(t), 	 (13) S(t) 
with the expected form for the recorded data matrix D,.(t) 
related to the ideal data matrix D(t) through equation (7): 
ID,. dxx dycos6s - dsin6s (t) = D(t) * S(t) =  dyx dcos5 - dsin85 J (14) 
with 	 and dyy being the elements of the ideal 
trace matrix which fit the model of equation (9a). Assuming 
these errors cannot be corrected, we now compute a data 
matrix of synthetic traces for which these errors are directly 
incorporated. These are then analysed using equations (10) 
and (12). Figure 2(a) gives the estimated polarization. 0E' 
obtained from DCT by analysing synthetics from the model 
with a fixed polarization or crack-strike direction. 0. of 30% 
a progressive increase in time delay. AT, 4 , from 0.04 T to 
0.80 T, and a range of source misalignments from -30' to 30' 
in 15' increments. For a time delay zt >0.12 T (giving, for 
example. a 6-ms delay at 20 Hz), eE. the estimated polariza-
tion is in error by a constant amount which increases in an 
approximately symmetrical way about the model value. The 
error is independent of the model time delay in this case, 
with a maximum of 7.8' for 8 s  = -30'. The solid triangles on 
Figure 2(a) show the predefined limit of tolerable error (±5') 
for the polarization. Calculations (not shown) give the limit 
for an acceptable misalignment as lI !~ 20'. For a time delay 
AT M  between 0.04 T and 0.12 T. the error increases linearly 
with decreasing time delay, staying within the limiting accu-
racy only when I6l 5 5'. Figure 2(b) compares the estimated 
polarizations. 9E, with a range of model polarizations. O. 
within the same range of misalignment but for a fixed model 
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time delay AT ., = 0.70 T. The polarization error remains con-
stant throughout the range of models. 
Misalignment introduces an asymmetry into the recorded 
data matrix which can be seen from equation (14). Con-
sequently. the two angular parameters O and 0G obtained 
from DIT are, as expected. unequal for different E,, values 
(Figure 3a. b). Most of the misalignment is concentrated in 
the O parameter. In fact, when AT,Vf > 0.12 T. 0G  is only in 
error by at the most 3.3° (Figure 3a), whereas for the same 
time delay O may be in error by a constant amount of up to 
16° (Figure 3b). Figure 3c shows that the O results are 
almost constant for a range of model polarizations, and 
misalignment, ö, for zt = 0.70 T. A similar conclusion 
applies to 
(h) Source imbalance - It is assumed that the in-line and 
cross-line sources have the same waveforms with differences 
arising only in the absolute amplitude levels. The effective 
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Fig. 2. OCT results for an alignment error S in the cross-line source 
direction: (a) estimated polarization, e,  versus time delay, ATA0p nor-
malised by the peak period of the wavelet, T, for different 8 and a 
model polarization of 30'. The results show that O E is almost indepen-
dent of time delay when atM>  0.12T. Solid triangles delineate range 
of prespecified accuracy for the polarization estimate. 
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Fig. 2. (b) Estimated polarization, @E1  versus model polarization, 9M' 
for £tMof  O.70 T, and a range of alignment errors. S, showing a con-
stant error for different model polarizations. 
where Ks  is the imbalance factor, giving rise to an effective H' 
recorded data matrix in terms of the ideal data matrix D(t): 
D, (t) = D(t) *S(t)=  f dXX K5dS,1 I. (16) 1,dy 	K5d l 
where Ks takes on values between 0 and 1. as values greater\ 
than unity may be replaced by K5 for the in-line component. 
Here, the data matrix is affected in a different way from mis-
alignment. Figure 4a shows polarization estimates. °E' 
obtained by applying DCT to the synthetics computed for 
various values of K5 and a fixed model polarization. O,, of 
30'. There is now a strong dependence of 9E  on the model 
time delay for ATM  :5 0.30 T (15 ms for a frequency of 20 
Hz), with 9E  diverging from 15' at AT .,= 0.30 T to 30' near 
0.04 T. For a larger time delay, the polarization estimate 
improves at first between 0.30 T and 0.60 T, with deviations 
as little as 5', before tending towards a constant value of II' 
for K5 = 0.1. The range of acceptable error, marked by the tri-
angles in Figure 4a. is not as straightforward to interpret as 
the polarizations in the previous section due to the variation 
Of 6E  with tff  differing for each model time delay. Figure 
4b, c and d show estimated polarizations for different model 
polarizations and tc on a finer scale than in Figure 4a but for 
fixed £tM/T values. Solid circles mark the limit of the 
acceptable error on each model estimate where the polariza-
tion deviates beyond 5' of the model value. Although in gen-
eral, a larger mismatch in the source amplitudes may be tol-
erated when recording shear waves with more prominent 
splitting, there are anomalous results around ATM = 0.50 T 
where the estimates appear more accurate. To obtain a more 
complete picture of this behaviour, from which one may 
derive more practical guidance, the curves in Figures 4b, c 
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Fig. 3. DIT results for an alignment error, ö, in the cross-line source direction. Notation as in Figure 2, with (a) and (b) corresponding to the two 
angular values 8 and 8 from equation (12). respectively. (C) corresponds to Figure 2b for O with the results for e0 too small to show. 
and d, and other similar ones for different time delays, are 
combined in Figure 5 as a single plot. This shows shaded 
regions where the error exceeds 5 (and for which we should 
not accept the polarization estimates), defined for different 
Ks-values and model time delays, for separate model polar-
izations in 10 increments. The white areas in the plots are 
those combinations of K5 and LtM for which the error in the 
polarization estimate is acceptable, and so define a feasible 
operating region for DCT. It should be noted immediately 
that there are small notches in these regions where the polar- 
ization appears well-resolved for K5 = 0. Theoretically, there 
is still sufficient information in one three-component record-
ing to determine 0. and AT.. The result corresponds to the 
particular combination of model polarization and time delay 
for which 
OE  = '" ( tan 	 - "XX.k)]} 	 (17) 
is a suitable polarization solution. This solution is now simi- 
lar to the maximum energy solution of DiSiena et al. (1981) 
for a linear P-wave arrival. It is unlikely that this will be 
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Fig. 4. OCT results for various source scale factors . (a) estimated polarizations, 0E'  for five different s values, for a model polarization of 30 and 
various time-delay values, A r&o from 0.04T to 1.50T. (b), (C) and (d) are polarization estimates, eE,  for different model polarizations. 0M and three 
constant time delays of 0.12T, O.5OTand 1.2OTcorresponding to the dotted lines in Figure 4a. Solid circles mark the position of each line where the 
prespecified accuracy for the polarization estimate is exceeded. 
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Fig. S. Composite figures giving feasible regions of application for the DCT technique, defined as combinations of the scale factor 'c and model time 
delay, for different model polarizations. Shaded areas correspond to those regions where the polarizations are inaccurate (error in the qSl polariza-
tion is.more than 5) and the white areas where the technique may be applied with an error of 5 or less. 
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generally useful for noisy field data. Figures 4 and 5 show 
that a source scale factor of K 5 > 0.4 may, in general, be tol-
erated provided the time delay built up over the propagation 
path exceeds = 0.22 T (II ms for a peak frequency of 20 
Hz). Less mismatch than this is tolerated when polarizations 
are estimated from shear waves with smaller time delay. For 
example. for AT,, = 0.04 T (2 ms delay for a peak frequency 
of 20 Hz). the relative amplitude factors need to be within a 
range 0.8 10 1.0. 
The results from the DTT procedure were not discussed as 
equation (8) effectively deconvolves the source matrix pro-
vided it is consistent between levels, no matter what form it 
takes. To confirm this. DII was applied to synthetic data 
computed for two very different sources. one aligned along 
0' with a peak frequency of 60 Hz. the other aligned along 
50° with a peak frequency of 20 Hz and an amplitude 0.25 of 
the other. Estimated polarization angles and time delays 
agree almost exactly (to within 0.01%) with the expected 
values for a similar range of models as above. These results 
hold for most K5 values down to 0. I. at which point the small 
amplitude values begin to adversely influence the inverse 
matrix and hence the polarization effects. 
Figures 6a through 6h show the corresponding results for 
DII. The 0G  estimates are again generally less sensitive than 
the O estimates. The O estimates display an oscillatory 
behaviour with model time delay and two nodal points 
at AT, = 0.28 T and 0.73 T with an error of 17' at the first 
oscillation peak. For a time delay AT .,f > 1.25 T. 9G  is no 
longer affected by Ks.  The O values are, by contrast, more 
constant with a slight oscillatory behaviour for ATM  <0.70 T 
and show errors of 23' for larger time delays and a Ks  of 0.1. 
Figures 6b through 6d and 6f through ôh show the distribu-
tion of errors arising due to source amplitude variations in 
more detail for specific time delays together with the points 
at which the deviations cease to become acceptable. As with 
DCI. a more complete picture for a range of splitting is 
obtained by defining combinations of Ks  and time delay 
where there is an acceptable error of less than 5° (Figure 7a 
and b corresponding to 9G  and e, respectively). Although 0G 
has less regions where the errors exceed 5° (shaded areas), 
the generally acceptable range of Ks  is similar to DCT, with a 
tolerable amplitude variation of Ks > 0.5 for AT.W  between 
0.1 2 T and 0.53 T but a better tolerance beyond 0.53 T for 
most model polarizations. O gives a slightly worse limit of 
K 5 > 0.65 which holds for time delays greater than 0.16 T. 
There are regions in Figure 7a where polarizations appear to 
be accurately determined for K5 = 0. For this case. the theo-
retical estimate is twice that in equation (17) as may be seen 
by comparing equations (10) and (12) for dyxk = dyyA  = 0. It 
may be noted that apart from 9 of 10' and 80% where all 
estimates are within 5' of one or other source direction, this 
theoretical result is consistent as there is no common point 
for accurate polarization determination on the tc s = 0 axis of 
Figures 5 and 7a. 
If a scaling factor is applied to the in-line source, or K5 
values greater than unity are used for the cross-line source, 
then a roughly symmetric (within a few degrees in polariza-
tion) set of results are obtained for both DCT and DIT. 
Geophone errors 
(a) Geophone rniscoupling - A scaling factor of K( ; on 
the cross-line geophone component gives a matrix of geo-
phone responses for which g(t) = g(t) and g } t) = K(;g(t) and 




1 0 	KGg(t)J 
which alters the recorded data matrix D(t) in terms of the 
ideal data matrix D(t) to: 




Kd y 	K (; (l ) 
As B, in equation (10) is the same for a data matrix and its 
transpose. then G(t)*D(r)  may be transposed to give 
DT(t)*G(,) and Equation (19) may be written as D(n"G(l) 
because the ideal data matrix D(t) is symmetric. 
Consequently, we would expect the DCI results for the syn-
thetics to be the same as those for the source imbalance studs' 
above. It is also possible to visualize the DII results for geo-
phone mismatch from the previous relations for sour- ,  
imbalance. The recorded data matrix G(TY'D(I) is to be firt 
by the expression C(eG )A(t)C T(Os )I*s(t). Transposing t' 
is equivalent to analysing the recorded data matrix DW*G( 4 
for source imbalance, fitting with the expressio 
cI(8s )A(t)c(9c )*s(t). The results of the earlier section o 
source effects can be used to determine the DII results fo, 
geophone mismatch, with O replacing O and vice-versa. 
For local estimates of the medium response M'W using. 
DTT, the effect of analysing the synthetics for unequal geo-
phone amplitude factors between different levels in the geo-
phone array or between the same geophone components at 
different tool positions can be predicted from equation (8) 
with the geophone response matrices given by equation (18). 
and KGI  and K1+i  as the relative amplitude factors at the ith 
and i+lth levels. The relation between the polarization esti-
mate, 0E'  and the model values. 9,. consequently depends 
upon the relative effect of KGI+I  and KG.  As local anisotropic 
parameters are usually estimated over a small interval, it is 
expected that the results should be quite sensitive to these 
values. Figure 8 shows Dli' estimates obtained by applying 
the solution of equation (10) to data matrices constructed 
using the left-hand side of equation (9b) from synthetic seis-
mograms for which these scale factors have been directly 
incorporated. The seismograms are computed for model 
polarizations of 30° and time delays of 0.04 T. 0.08 T. 0.16 
T, and 0.32 T, as a function of KG,+l  for several different 
fixed icGi  values ranging from 0.2 to 1.8. These results con-
firm that the estimates are sensitive to the effects of differen-
tial amplitude factors with accurate polarizations obtainable 
when both coupling factors are equal. Although it is not nec-
essary for KGI  to be unity at each level i. but that KGI  should 
equal KGj+l,  otherwise large errors result. This requirement is 
also dependent on time delay. with a greater range of ampli-
tude variation possible with more prominent shear-wave 
splitting. The relation between mismatch and polarization 
(18) 
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Fig. S. (a) through (d) give DIT results for the angular parameter Ba, Showing the effect of various source scale factors ice. Notation as in Figure 4. 
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Fig. 6 (Contd). () through (11) give corresponding results for 8. 
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Fig. 7. Composite figures giving feasible regions of application for the DIT technique based upon a maximum tolerable qSl polarization error of 5: 
(a) angular parameter e0 in equation (12). 
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Fig. S. Local polarization estimates, 0E' obtained using the OTT method, against model polarizahon, e for different combinations of geophone scale 
factors K01 and c, with K041 ranging from 0.1 to 2.0 and K01 from 0.2 to 1.8 in increments of 0.4. Model polarization azimuth is 30. Estimates are 
shown for time delays of: (a) 0.04 T; (b) 0.08 T; (c) 0.16 T; and (d) 0.32 T. 
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Fig. 9. Composite figures showing feasible combinations of scale factors ice, and KG.,, which give accurate polarization estimates using the DTT 
method. Model polarization is X30* Y. The behaviour is time-delay dependent and is shown for fixed time delays of: (a) 0.04 T: (b) 0.08 T; (C) 0.16 T: 
and (d) 0.32 T. Notation as in Figure 5. 
uncertainties is investigated in more detail in Figure 9, where 
the shaded areas of the diagram represent combinations of 
the Kc,  and KGI+I  for which the polarization error is larger 
than 5'. The different plots are for a fixed model polarization 
of 300  and the time delays specified in Figure 8. This affirms 
the earlier conclusion that matching of the coupling factors at 
different levels is required for accurate polarization esti-
mates. With both coupling factors KGj  and KGj+l  set to unity 
initially, a relative variation of 0.87 in the amplitudes is 
expected for 0.04 T (2 ms at 20 Hz peak frequency), decreas-
ing to 0.50 for 0.16 T. Figure 10 shows the variation of these 
white areas of tolerance with different model polarizations 
from 100  to  800  in 100 increments, and a fixed model time 
delay of 0.08 T. showing a fairly uniform behaviour with 
polarization. Interval measurements tend to measure time 
delays less than 0.08 T, and so may be sensitive to the ampli-
tude variations. 
Data correction for source and geophone rotations 
In many experimental configurations the data are not 
acquired with source directions and geophone axes aligned  
along a common frame of reference. The source polariza-
tions are usually directed towards the well and what is 
judged to be transverse to this direction. In the borehole the 
geophone tool will twist and turn as it is moved from one 
depth to the next and the borehole may also deviate from the 
vertical. Consequently, an essential and fairly common 
preconditioning step involves mathematical rotation (simu-
lating physical rotation) to reorient the geophones along the 
source frame. This is accomplished by premultiplication of 
the recorded data matrix D,.(t) by a rotation matrix. Estimates 
of the geophone misorientation in the horizontal plane may 
be obtained by examining the polarizations of offset P-waves 
which produce more stable measures of ray direction than 
shear waves in anisotropic media (Crampin et al.. 1981). 
These may be in error by 100  or more compared to accurate 
but expensive gyroscopic measurements (Queen. 1987). 
The effect of a misorientation error of öG relative to the 
source frame, when calculating the cumulative medium 
response MC(t) using equation (10) may be predicted 
by replacing the ideal data matrix D(r) by the expected 
recorded matrix C(5G)D(r). This substitution yields. after 
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Fig. 10. Composite figures as in Figure 9 but for a range of model polarizations from 10 to 80 in increments of 10* and a fixed time delay of 0.08 T 
	
CJEG 	262 	June 1993 
ACCURACY OF POLARIZATION ESTIMATES 
some algebra. a corresponding polarization estimate of 9E = 
O T  + G/2  where 8T is the true polarization value for D(t). 
This straightforward result is confirmed by synthetic seismo-
grams (not shown). If. in addition. the source motions are 
inaccurately specified by the same amount, giving a misori-
ention error of E relative to the expected orientation, the 
recorded data matrix may now be written as C(öG)D(flC( s ). 
Substitution into equation (10) yields a cumulative polariza-
tion estimate of B,- + kJ' - The effect of relative 
receiver tool misorientations on interval estimates is 
to change the local medium response to C( +1 ) 
I D,1(r)°D,:1(t)  IC(60  (equation (8) with G,(t) = C(60I. 
which combines in equation (10) after some algebra to give a 
DTT estimate of B,. + 5GI+I12 - 6G /2. Physical rotation of 
two geophones together should not alter the polarization esti-
mate. but twisting in different directions will compound the 
inaccuracy. This means that for cumulative measurements an 
individual misorientation of ±10° can be tolerated to give 
polarization estimates to within 5% but the maximum relative 
misorientation between geophone levels for interval mea-
surements should be ±10°. This error is similar to that deter-
mined by Queen (1987) using field data analyses. 
The Dli solutions in equation (12) partition these misori-
entation errors between the source and geophone sides of the 
equation (II). A source misorientation error of 5 s and geo-
phone misorientation of ö,. with a recorded data matrix of 
C( G)D(t)C) , gives a 8 values of Bs ,. - 6. and 0. of 8GT 
+ öQ . where 05T  and 8GT  are the values determined for D(t) 
without misorientation. DIT, or the linear transformation 
technique (LiT. Li and Crampin, 1993) based upon nonsym-
metry detection, can therefore be used to determine the geo-
phone misorientations. 8G'  relative to the source frame, pro-
vided the source frame is accurately specified (Li and 
Crampin. 1991; Yardley, 1992, MacBeth et al., 1993a). 
These techniques can be extended to study the apparent non-
orthogonality of the qSl and qS2 polarizations projected into 
the horizontal plane if they are assumed to lie in a dynamic 
plane normal to the ray direction (Li et al.. 1993). Although 
the results of DIT and LIT for field data are not fully 
understood, these theoretical results offer some hope of sepa-
rating the medium from source and geophone inaccuracies as 
the depth variations in the 9G  and 9 parameters will be dis-
tinctly different for other categories of effects. 
DIscussioN AND CONCLUSIONS 
Table I gives a summary of the inaccuracies of estimating 
the qSl polarization in split shear waves recorded by four-
component data. caused by source misalignment, variations 
of the source and geophone amplitude factors. and misorien-
tation of the source and geophone. Although these results 
are strictly relevant to synthetic seismograms from dual 
orthogonal sources, with frequency independent source and 
geophone amplitude variations, and for the particular types 
of estimate, it is expected that these may be translated to vari-
ous other types of estimate (Wild et al., 1993 gives a list) and 
for contributions from different frequencies in the overall  
response functions. Misalignments of ±20° in the direction of 
the source motion may be tolerated for the cumulative esti-
mates of splitting if the time delay is larger than 0.12 T. with 
only ±5° if the time delay is between 0.04 T and 0.12 T. For 
cumulative measurements of the wave-field, sufficient time 
delay can build up in shear wave splitting to dominate the 
polarization estimates in spite of relatively severe inaccura-
cies in source imbalance and geophone miscoupling. For a 
time delay between qSl and qS2 greater than 0.22 T (II ms 
for a 20 Hz source). it is possible to attain this accuracy even 
if one of the shear sources (or overall equivalent sources for 
stacked data) has a relative amplitude scale factor of 0.4. To 
obtain the same degree of error when the time delay is 
smaller requires source strengths to deviate by no more than 
a scale factor of 0.8 (for 0.04 T). Similar results hold for geo-
phone mismatch due to differences in the amplitude factors. 
The orientation of the receiver tool relative to the source 
coordinate frame must be within ±10*. 
Interval estimates of polarization across two depth levels 
can be formulated to be theoretically independent of the 
source effects. The estimates are sensitive to the amplitude of 
the variations in coupling between different geophones and 
the formation at the two different levels. Accurate polariza-/ 
tions are possible when both factors deviate from unity 
a scale factor greater than 0.87 for model time delays of 
T, but this reduces to 0.50 for larger time delays of 0.1t 
Also, if two depth levels are used in an estimation using 
ferent depth positions for the receiver tool, then the relat 
misorientation loG, - 	in the section above, due to tc 
twist, must be correct to within ±10° to give qSl polariz 
tions accurate to 5°. 	 - 
On face value, these results appear hopeful for curre 
practices of generating, recording and processing vecto 
wave-field data. However, care must be taken in acquisition 
to avoid accumulation of these errors, so that the combined 
uncertainty in the polarization does not exceed the ±10° 
desired by reservoir engineers for input into reservoir models 
(H. Lynn, pers. comm.). An alternative strategy for treating 
these uncertainties is suggested from these and other prelimi-
nary results of DII (MacBeth et al.. 1993a) which can be 
used for energy, amplitude or semblance. They indicate that 
it may be possible under appropriate conditions to separately 
identify source, geophone and medium effects. This may 
form the basis of a conditioning procedure for multi-compo-
nent data to correct for some of the uncertainties above. 
Table I is not applicable to far-offset VSP data as other 
wave propagation phenomena need to be considered for 
energy propagating obliquely through the earth structure and 
the experimental control needs to be greater. For polarization 
measurements in this case, there will be additional polariza-
tion errors due to oblique transmission through discrete inter -
faces, exciting inhomogeneous waves along the interfaces 
which distort the main transmitted signal (Liu and Crampin. 
1990). The recorded shear waves will have a lower signal-to-
noise ratio and contain coherent noise from the converted 
and interface waves. An additional problem arises due to the 
apparent nonorthogonality in the horizontal plane which 
produces more uncertainty and additional interpretational 
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Table 1. Overview of the effects of the source and geophone amplitude variations and orientation 
errors which can be individually tolerated during acquisition, so that qSl polarization estimates 
derived from split shear waves are accurate to 5 or less. lStM refers to the differential time delay for 
the Split shear waves and 1' the peak period of the source wavelet. Limits for source misalignment, 
source imbalance and geophone misorientation are based upon synthetic seismogram computations, 
whereas the results for geophorte misorientation are from theoretical calculations. 
- 	
- 	 TYPE OF ESTIMATION 
Type of error Cumulative 
Source IoI s 20 for ISTM>  0.12 T 
misalignment 5 5 for atM> 0.04 T 
Source ~ 0.4 for A TM 2 0.22 T 
imbalance Ks2O.8 for StM> 0.04 T 
Geophone ic, 2 0.4 for ATM 2: 0.22 T 
rniscoupling KG ~ 0.8 for ATM~ 0.04 T 




any ic 9 (provided K5> 0.1) 
IKG, i / KG,) ~ 0.50 for LStM= 0.16T 
JKG41 1  KG,) ~ 0.87 for A TM = 0.04T 
' 8Gi 8G,+1I 5 10 . 
ambiguity, and a complete nine-component data matrix 
should be used (Li et at., 1993). The additional expected 
uncertainty in the polarization estimates will broaden the 
degree of existing nonuniqueness inherent in anisotropic 
inversion, which aims to determine information on a com-
plete range-of equivalent anisotropic parameters (or elastic 
:constants) from oblique incidence raypaths (MacBeth. 1991). 
It is consequently critical in offset studies to process data 
from a predesigned optimal seismic acquisition geometry so 
• that potential nonuniquenesses can be reduced (MacBeth et 
al., 1993b). 
The effects identified in this study have been chosen to 
represent the principal causes of inaccuracy in the shear 
wave polarization estimates. These have been analysed using 
- processing formulations based upon a vector convolutional 
model. This model is an undeniable approximation of the 
J true anisotropic wave propagation, serving to simplify the 
mathematics for forward modelling to a level at which pro-
cessing or inversion tools can be developed. The model may 
need further refinement to incorporate a more complete 
understanding of the interaction between the source and geo-
phone and the real earth. This is particularly crucial in light 
of recent reports regarding uncertainties in the input source 
signature for scalar processing (Ziolkowski, 1991) and addi-
tional contributions arising from nonlinear phenomena (vari-
ous presentations at the Vibroseis workshop, EAEG, Paris, 
1992). One major assumption is that the source and geo-
phone radiation patterns are uniform and isotropic so that 
vector wave-field data can be treated as a tensor field. This 
may not be wholly justified unless the data have been 
recorded or generated using carefully designed instruments, 
such as the Gal'perin recording configuration, or conditioned 
to eliminate this effect (Muir et al., 1989). However, addi-
tional complications arise due to anisotropy at the source ori-
gin and may cause distortions of the radiation patterns 
(Robertson and Corrigan, 1983) and give an initial distribu-
tion of polarizations and time delays unlike the isotropic case 
-with these contributions extending to the far-field (Tsvanskin 
and Chesnokov, 1990; Gajewski, 1993). There is experimen-
tal evidence of such possible complications from a compari-
son of mathematical source rotation and field observations of 
the physical rotation of a shear source (L.Y. Brodov, pers. 
comm.). Additional evidence is supplied by Ohose and 
Takahashi (1991) who find significant differences between 
seismograms derived from the physical and mathematical 
rotation of sensors on a downhole OYO sonde. There is a 
requirement for a more complete understanding of near-field 
interactions with the strongly heterogeneous, laterally vary-
ing, and anisotropic surface layers. This may be achieved by 
a critical look at source and downhole geophone effects in 
the controlled field conditions of test sites to calibrate exist-
ing processing and analysis routines for anisotropy. 
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