. This volume also contains the papers that were selected by the student program committee for presentation at the student poster session.
Health care practitioners and their patients rely on Natural Language. But for health care payers, health care providers' insistence on using Natural Language seems to be a luxury, compared with their using fixed terminologies and non-NL formats. Given the parallel thrusts in health care towards outcomes-based practice and cost reductions, Natural Language may be a luxury that health care payers will reject unless the cost of its use can be reduced.
Efforts to develop and apply NLP techniques to health care delivery have been going on for the past 25 years, many of these efforts initiated and carried out by the health care providers themselves. Over this period, there have been many developments in both computational techniques and NLP research that are applicable to solving the Natural Language needs of health care. This tutorial will provide a review of issues and techniques, including: efforts to codify and link terminologies used in health care; how Natural Language information ("free text") becomes part of a patient's record, and input technology that can support it; symbolic and statistical techniques for extracting information from free text; and efforts to customize health care information to the specific needs of individual patients.
Bilingual Word Alignment and Lexicon Construction

Ido Dagan, Bar llan University
Bilingual alignment is the task of identifying corresponding segments in a bilingual pair of parallel texts, where one is the translation of the other. This tutorial will focus on alignment methods that identify correspondences at the word level. The output produced by these methods can be used for searching translation archives and for constructing domain-specific bilingual lexicons of the type needed for human and machine translation and for multilingual information retrieval.
The tutorial will include a short review of alignment methods and a detailed description of two practical word-level algorithms: (1) The word align algorithm by Dagan, Church and Gale, which consists of two components. The first learns a probabilistic bilingual lexicon, based on the IBM statistical translation models l&2. The second finds an optimal alignment using a dynamic programming technique. (2) A version of the pattern-matching DK-Vec algorithm by Fung, which was developed for aligning languages with different alphabets, but is useful for any language pair. The algorithm handles incompatibilities between the two texts, such as skipping sections that appear in one of the texts and are missing in the other.
I will describe simple implementations of both algorithms in AWK, and demonstrate them on a pair of documents taken from the ACL European Corpus Initiative CD-ROM.
Lexical Semantics: Where Linguistics Meets the Real World
Alex Lascarides, University of Edinburgh; Ann Copestake, Stanford University
This tutorial focuses on the representation of lexical semantic information, and the links between this and other knowledge resources that are used during text processing. Our ultimate aim is to examine how words can be interpreted effectively in a discourse context. In particular, we consider how lexical processing should integrate and communicate with more open-ended pragmatic reasoning.
The tutorial will include an overview of several approaches to lexical semantics, including work by Fillmore, Nunberg, Clark, Levin, Pustejovsky, Schiitze, Hobbs, and researchers involved in the ACQUILEX project. We concentrate on linguistic phenomena involving polysemy in various guises, since this is central to both theoretical work and also to the problem of building wide-coverage lexicons for practical work in NLP. We will illustrate the need to represent partial regularities in the lexicon, and discuss some approaches to formalizing defaults which allow for exceptions to lexical generalizations. This discussion will be grounded using examples of representations expressed in the LKB typed default feature structure language. We will examine the interrelationship between syntax and lexical semantics within lexicalist linguistic theories and illustrate some ways in which statistical and symbolic approaches can be effectively integrated. Finally, we will critically assess existing proposals for integrating lexical and pragmatic information.
Machine Translation
Eduard H. Hovy and Kevin Knight, USC/lnformation Sciences Institute
Machine Translation (MT) is one of the oldest large-scale applications of computer science. The need for MT continues to increase: in today's networked world, the need for systems to help humans read documents written in a variety of languages is constantly growing. But despite optimistic predictions in the 60's, and despite the fact that worldwide, over 50 companies perform or sell MT, MT technology is not yet capable of fully automated, high-quality, widedomain performance. Moreover, evaluating systems and measuring the quality of MT remain problematic issues. Still, MT research continues to push the boundaries of the automation-quality-scope continuum. New techniques, such as statistics-and example-based methods, add new capabilities and possibilities to the older linguistics-based methods and theories. This tutorial covers the issues of MT, taking various perspectives and including both the older and the latest theories, techniques, and technology. Course topics include: the history and development of MT, the theoretical foundations of MT, traditional and modern MT techniques, newest MT research, the thorny questions of evaluating MT systems, current MT systems and technology on the market. The lecturers are actively involved in the construction of MT systems and the ongoing activities of the MT world at large. provide a forum for student members to present work in progress, rather than completed work, and to receive feedback from other members of the computational linguistics community, particularly senior researchers. The response to the ACL Student Sessions held during the previous years was very positive. The student authors consistently report that they find the Student Sessions valuable, and answers to questionnaires filled out by ACL members (most recently in 1995) indicate that the audiences find the sessions interesting and of high quality.
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Higher-Order Coloured Unification and Natural Language Semantics
Last year, a new format was adopted on a trial basis. Instead of brief ten-minute presentations in parallel sessions, student authors had the opportunity to present their work in a special poster session. Answers to questionnaires indicate that this approach is appreciated by a majority of the respondents, although most of the student respondents showed a preference for talks or a combination of posters and talks over posters alone. This year, the poster format will be tried again and then re-evaluated. Thirty-two papers were submitted to the ACL Student Session in 1996 (as compared with forty-eight submissions last year), and we accepted fourteen of these. We thank all the authors for their submissions, and hope that the reviews provide constructive criticism and encourage them in their research.
