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Abstract
For a positive irrational number α, we study the ordinary Dirichlet
series ζα(s) =
∑
n≥1
⌊αn⌋−s and Sα(s) =
∑
n≥1
(⌈αn⌉−⌈α(n− 1)⌉)n−s.We
prove relations between them and Jα(s) =
∑
n≥1
(
{αn} − 1
2
)
n−s. Moti-
vated by the previous work of Hardy and Littlewood, Hecke and others
regarding Jα, we show that ζα and Sα can be continued analytically be-
yond the imaginary axis except for a simple pole at s = 1. Based on the
latter results, we also prove that the series ζα(s;β) =
∑
n≥0
(⌊αn⌋+ β)
−s
can be continued analytically beyond the imaginary axis except for a
simple pole at s = 1.
Keywords: Analytic continuation; Diophantine aprroximation; Beatty se-
quences; Sturmian sequences; Zeta-functions
1 Introduction and Main Results
One of the standard problems concerning Dirichlet series is whether there
exists a meromorphic continuation of them beyond their half-plane of con-
vergence. Because of that, in addition to the abscissa of convergence σc(f)
and absolute convergence σa(f) of a Dirichlet series f, one also considers
the furthest left abscissa σµ(f) of the vertical half-plane in which f has a
meromorphic continuation. In the case that σµ(f) is a finite number, the
vertical line σµ(f) + iR is called the natural boundary of f.
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The basic model is the Riemann Zeta-function
ζ(s) =
∞∑
n=1
1
ns
.
It is well-known that σc(ζ) = σa(ζ) = 1 and σµ(ζ) = −∞ with a simple pole
at s = 1.
Of particular interest are Dirichlet series which are associated with problems
of Diophantine approximation. For a positive irrational number α of type
τα (see Section 3) and a non-zero integer q, define
Aαq := {n ∈ N : {αn} < {αq}}
and
gαq(s) :=
∑
n∈Aαq
1
ns
. (1)
The latter series converges for s ∈ C1, where
Cx := {s ∈ C : Re(s) > x}
for x ∈ [−∞,+∞], and it was first considered by Hecke [5]. He proved for
quadratic irrational α > 0, that gαq is meromorphically continued to the
whole complex plane and its poles lie on a lattice of points depending on ηα
(see Section 3). Firstly, we will prove a generalization of his result.
Theorem 1. For every irrational α > 0 and q ∈ Z∗, the Dirichlet series
gαq defined in (1) can be continued analytically to C− 1
τα
except for a simple
pole at s = 1 with residue {αq}. If τα > 1, the vertical line −
1
τα
+ iR is the
natural boundary for gαq.
In the special case where α is a positive quadratic irrational, gαq has a mero-
morphic continuation to the whole complex plane with a simple pole at s = 1
and at most simple poles at s = −k ±
2πin
log ηα
, (k, n) ∈ N×N0.
Our aim is to study two more Dirichlet series which are, ultimately, related
to gαq. Let
B(α) = {⌊αn⌋ : n ∈ N} and S(α) = {⌈βn⌉ − ⌈β(n− 1)⌉ : n ∈ N} ,
be the homogeneous Beatty sequence and the Sturmian sequence associated
with α, respectively, where α is a real number greater than 1 and β the
reciprocal of α. Denote by
ζα(s) :=
∞∑
n=1
1
⌊αn⌋s
and Sα(s) :=
∞∑
n=1
⌈βn⌉ − ⌈β(n− 1)⌉
ns
,
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both converging for s ∈ C1, the corresponding Beatty Zeta-function and
Sturmian Dirichlet series. Here ⌊x⌋ is the largest integer which is smaller
than or equal to the real number x, while ⌈x⌉ is the smallest integer which
is greater than or equal to x.
From Theorem 1, we will derive
Theorem 2. For every irrational α > 1 the Dirichlet series ζα and Sα can
be continued analytically to C− 1
τα
except for a simple pole at s = 1 with
residue β. If τα > 1, the vertical line −
1
τα
+ iR is the natural boundary for
ζα and Sα.
In the special case where α is a positive quadratic irrational, both ζα and Sα
have a meromorphic continuation to the whole complex plane with a simple
pole at s = 1 and at most simple poles at s = −k ±
2πin
log ηα
, (k, n) ∈ N×N0.
For the sake of completeness, we will discuss also the case α ∈ (0, 1] ∪ Q+.
Lastly, we prove that the Hurwitz Zeta-function ζ(s; γ) associated with the
Beatty sequence {⌊αn⌋ : n ∈ N}, that is
ζα(s; γ) =
∞∑
n=0
1
(⌊αn⌋ + γ)s
,
where (α, γ) ∈ (0,+∞) × (0, 1] is fixed and the series converges for s ∈ C1,
can also be continued meromorphically beyond the imaginary axis.
2 Auxiliary Lemmas
We consider the Banach space
ℓ∞ :=
{
ω = (an)n∈N ∈ C
N : sup
n∈N
|an| <∞
}
,
endowed with the sup-norm || · ||∞ and the class of ordinary Dirichlet series
which are generated from elements of ℓ∞
D :=
{
fω(s) :=
∞∑
n=1
an
ns
: ω = (an)n∈N ∈ ℓ
∞
}
.
The first lemma, though simple, is of significance for the rest of the results
given afterwards. Its proof is inspired by [8], where the binomial identity
(1 + z)w =
∞∑
m=0
(
w
m
)
zm,
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valid for every z, w ∈ C with |z| < 1, is used to prove meromorphic contin-
uation for the Fibonacci Dirichlet series.
Lemma 1. If ω = (an)n∈N ∈ ℓ
∞, m0 ∈ N0, q ∈ N and j ∈ {−1, 1}, then the
double series
∞∑
n=q+1
∞∑
m=m0
(jq)m
(
−s
m
)
an
ns+m
(2)
is absolutely convergent for any s ∈ C1−m0 .
Proof. Observe that, for any s ∈ C, any j ∈ {−1, 1} and any m ∈ N,∣∣∣∣jm
(
−s
m
)∣∣∣∣ =
∣∣∣∣(−s)(−s− 1) . . . (−s−m+ 1)m!
∣∣∣∣
≤
|s|(|s|+ 1) . . . (|s|+m− 1)
m!
= (−1)m
(−|s|)(−|s| − 1) . . . (−|s| −m+ 1)
m!
= (−1)m
(
−|s|
m
)
.
Thus, for any s ∈ C with σ := Re(s) > 1−m0,
∞∑
n=q+1
∞∑
m=m0
∣∣∣∣(jq)m
(
−s
m
)
an
ns+m
∣∣∣∣
≤
∞∑
n=q+1
∞∑
m=m0
(−q)m
(
−|s|
m
)
|an|
nσ+m
≤ ||ω||∞
∞∑
n=q+1
1
nσ+m0
∞∑
m=m0
(−q)m
(
−|s|
m
)
1
nm−m0
≤ ||ω||∞
∞∑
n=q+1
1
nσ+m0
∞∑
m=m0
(−q)m
(
−|s|
m
)
1
(q + 1)m−m0
≤ ||ω||∞(q + 1)
m0
∞∑
n=1
1
nσ+m0
∞∑
m=0
(
−|s|
m
)(
−
q
q + 1
)m
≤ ||ω||∞(q + 1)
m0ζ(σ +m0)
(
1−
q
q + 1
)−|s|
= ||ω||∞(q + 1)
m0+|s|ζ(σ +m0).
Since ζ(s) converges in C1, this proves the lemma.
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Let F,B : ℓ∞ → ℓ∞ be the forward and the backward shift on ℓ∞
F (a1, a2, . . . ) = (0, a1, a2, . . . ) and B(a1, a2, . . . ) = (a2, a3, . . . )
for every ω = (an)n∈N ∈ ℓ
∞. It is natural to define the corresponding shifts
in D as F ,B : D → D given by
Ffω = fFω and Bfω = fBω,
for every ω ∈ ℓ∞. Obviously, F and B are linear maps and, as it will be
shown in Lemma 2, their operation on a Dirichlet series produces another
Dirichlet series with the same abscissas as the original one. Before moving
on we need to introduce some notation. From this point forward, E(f) will
denote the set of points in Cσµ(f) which are poles of f, while
E (f)−m = {s−m : s ∈ E(f)} ,
for every m ∈ N.
Lemma 2. For every p, q ∈ N, b ∈ {a, c, µ} and ω ∈ ℓ∞, we have that
σb(F
pfω) = σb(B
qfω) = σb(fω)
and
E(Fpfω) ∪ E(B
qfω) ⊆
∞⋃
m=0
(E(fω)−m) .
Proof. Let ω = (an)n∈N ∈ ℓ
∞ and fω ∈ D be the corresponding Dirichlet
series. Since
Bqfω(s) = fBqω(s) =
∞∑
n=1
an+q
ns
and Fpfω(s) = fF pω(s) =
∞∑
n=p+1
an−p
ns
,
the Cahen’s formulas for the abscissas of ordinary Dirichlet series (see for
example in [12, Chapter IX]) yield
σa(F
pfω) = σa(B
qfω) = σa(fω) ≤ 1 and σc(F
pfω) = σc(B
qfω) = σc(fω).
By applying the binomial identity, one has
Bqfω(s) =
∞∑
n=1
an+q
(n+ q)s
(
1−
q
n+ q
)−s
=
∞∑
n=q+1
an
ns
∞∑
m=0
(
−s
m
)(
−
q
n
)m
.
The double series
∞∑
n=q+1
∞∑
m=0
(−q)m
(
−s
m
)
an
ns+m
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is absolutely convergent in C1, by Lemma 1. Therefore, for every s ∈ C1,
Bqfω(s) =
∞∑
m=0
∞∑
n=q+1
(−q)m
(
−s
m
)
an
ns+m
=
∞∑
m=0
(−q)m
(
−s
m
)
φq,m(s), (3)
where
φq,m(s) =
∞∑
n=q+1
an
ns+m
= FqBqfω(s+m)
for every (q,m) ∈ N× N0. Hence,
σa(φq,m) = σa(fω)−m and σµ(φq,m) = σµ(fω)−m,
which implies that φq,m, (q,m) ∈ N× N0, are meromorphic functions in
Cσµ(fω), with
E(φq,m) = E(fω)−m.
Similarly,
Fpfω(s) =
2p∑
n=p+1
an−p
ns
+
∞∑
n=2p+1
an−p
(n− p)s
(
1 +
p
n− p
)−s
=
2p∑
n=p+1
an−p
ns
+
∞∑
n=p+1
an
ns
(
1 +
p
n
)−s
=
2p∑
n=p+1
an−p
ns
+
∞∑
m=0
pm
(
−s
m
)
φp,m(s). (4)
Assume thatK is a compact subset of Cσµ(f). Then, there exists anm0 ∈ N0,
such that
1−m0 < min
s∈K
Re(s).
Moreover, the meromorphic functions φq,m, m ≥ m0, have no poles in K
and the series
∞∑
m=m0
(jq)m
(
−s
m
)
φq,m(s)
for j ∈ {−1, 1} is uniformly convergent on K, by Lemma 1.
Thus, Fpfω and B
qfω can be continued meromorphically to Cσµ(fω) with
E(Fpfω) ∪ E(B
qfω) ⊆
∞⋃
m=0
(E(φp,m) ∪ E(φq,m)) =
∞⋃
m=0
(E(fω)−m)
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and
max{σµ(F
pfω), σµ(B
qfω)} ≤ σµ(fω).
From the preceding inequality and the relation
BpFpfω(s) = F
qBqfω(s) +
q∑
n=1
an
ns
= fω(s),
the inequality
σµ(fω) ≤ min{σµ(F
pfω), σµ(B
qfω)}
follows and the proof of the lemma is complete.
3 Diophantine approximation and Dirichlet series
Let R : R→ R be the odd 1-periodic function
R(x) =
{
{x} −
1
2
, x /∈ Z
0 , x ∈ Z
,
where {x} denotes the fractional part of a real number x.
If α is a positive irrational number, we set α = (R(αn))n∈N and denote by
Jα(s) =
∞∑
n=1
R(αn)
ns
,
which converges for s ∈ C1, the Dirichlet series generated from the sequence
α. Let also
α := [a0, a1, a2, . . . ],
pn
qn
:= [a0, a1, a2, . . . , an] and θn := [an, an+1, . . . ],
be the continued fraction for α, the n-th convergent and the n-th complete
quotient of α , respectively, and define
τα := lim sup
n→∞
log qn+1
log qn
∈ [1,∞].
The Dirichlet series Jα was studied extensively in a series of papers by
Behnke [2], Hardy and Littlewood [3, 4], Hecke [5] and Ostrowski [10]. Its
analytic character depends very much on the arithmetical character of α, as
the aforementioned authors showed. Indeed it has been proved that:
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1) for every positive irrational α, we have σc(Jα) = 1−
1
τα
;
2) if α is a positive irrational with τα > 1, then σµ(Jα) = 1−
1
τα
;
3) if α is a positive quadratic irrational, then
σµ(Jα) = −∞ and E(Jα) ⊆
{
−2k ±
2πin
log ηα
: (k, n) ∈ N0 × N0
}
,
where
η−1α := θp+1θp+2 . . . θp+q,
corresponding to (ap, ap+1, . . . , ap+q−1) being the periodic part of the con-
tinued fraction of α.
By defintion, we know that σµ ≤ σc ≤ σa. Thus, in order to prove Theorem
1 it suffices to show that for any irrational α > 0 and q ∈ Z∗,
σµ(gαq) = σµ(Jα)− 1 and 1 ∈ E(gαq) ⊆ {1} ∪
(
∞⋃
m=1
(E(Jα)−m)
)
,
where the point s = 1 will be a simple pole of gαq with residue {αq}.
Proof of Theorem 1. If χ
S
denotes the characteristic function of a set S, we
observe that for every α ∈ (0, 1] and every x ∈ (0, 1) \ {α} the following
equality
χ
[0,α)
(x) = R(x− α)−R(x) + α (5)
holds.
For q ∈ N, let I = [0, {αq}) and I ′ = [0, {−αq}). Then,
gαq(s) =
∑
n∈Aαq
1
ns
=
∞∑
n=1
χ
I
({αn})
ns
=
∞∑
n=1
n 6=q
χ
I
({αn})
ns
and
g−αq(s) =
∑
n∈A−αq
1
ns
=
∞∑
n=1
χ
I′
({αn})
ns
,
for every s ∈ C1.
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Since α is irrational, {αn} 6= {αq} for every n 6= q. Hence, applying the
identity (5) to the gαq, gives for every s ∈ C1
gαq(s) =
∞∑
n=1
n 6=q
R({αn} − {αq}) −R({αn}) + {αq}
ns
=
∞∑
n=1
R(αn − αq)
ns
−
(
Jα(s)−
R(αq)
qs
)
+ {αq}
(
ζ(s)−
1
qs
)
=
∞∑
n=q+1
R(α(n − q))
ns
+
q∑
n=1
R(α(n − q))
ns
− Jα(s) + {αq}ζ(s) −
1
2qs
= FqJα(s)− Jα(s) + {αq}ζ(s) +
q∑
n=1
R(α(n− q))
ns
−
1
2qs
. (6)
By relation (4),
gαq(s) =
2q∑
n=q+1
R(α(n − q))
ns
+
∞∑
m=1
qm
(
−s
m
)
FqBqJα(s+m) + F
qBqJα(s)
− Jα(s) + {αq}ζ(s) +
q∑
n=1
R(α(n − q))
ns
−
1
2qs
=
∞∑
m=1
qm
(
−s
m
)
φq,m(s) + {αq}ζ(s) + h1(s), (7)
where h1 is an entire function, ζ has an analytic continuation to the whole
complex plane except for a simple pole at s = 1 wit residue 1, and
φq,m(s) = F
qBqJα(s+m)
for m ∈ N, are meromorphic functions defined in Cσµ(Jα)−1.
Lemma 1 implies that the series of meromorphic functions in (7) is uniformly
convergent in compact subsets of Cσµ(Jα)−1. Thus,
σµ(gαq) ≤ max {σµ(φq,m) : m ≥ 1} = σµ(Jα)− 1.
and
1 ∈ E(gαq) ⊆ E(ζ) ∪
(
∞⋃
m=1
E(φq,m)
)
⊆ {1} ∪
(
∞⋃
m=1
(E(Jα)−m))
)
,
where the point s = 1 is a simple pole of gαq with residue {αq}.
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Now assume that σµ(gαq) < σµ(Jα)− 1. From relation (7)
sqφq,1(s) = −gαq(s) +
∞∑
m=2
qm
(
−s
m
)
φq,m(s) + {αq}ζ(s) + h1(s),
where the series of meromorphic functions is uniformly convergent in com-
pact subsets of Cσµ(Jα)−2. Hence,
σµ(Jα)− 1 = σµ(sqφq,1) ≤ max {σµ(gαq), σµ(φq,m) : m ≥ 2} ≤ σµ(Jα)− 2,
which is impossible. Therefore, σµ(gαq) = σµ(Jα)− 1.
It is left to consider the case of g−αq. Since {−x} = 1 − {x} for all x > 0,
and {αn} 6= 1− {αq} for every n ∈ N, one has
g−αq(s) =
∞∑
n=1
R({αn} − (1− {αq})) −R({αn}) + 1− {αq}
ns
=
∞∑
n=1
R(α(n + q))
ns
− Jα(s) + (1− {αq})ζ(s),
or
g−αq(s) = B
qJα(s)− Jα(s) + (1− {αq})ζ(s), (8)
which is valid for every s ∈ C1. As before, using this time relation (3), we
have
σµ(g−αq) = σµ(Jα)− 1 and 1 ∈ E(g−αq) ⊆ {1} ∪
(
∞⋃
m=1
(E(Jα)−m)
)
,
where the point s = 1 is a simple pole of g−αq with residue {−αq}.
4 Beatty Zeta-functions and Sturmian Dirichlet series
We now turn our focus on the Beatty Zeta-functions and Sturmian Dirichlet
serires. The summatory functions of ζα and Sα are given, respectively, by
G1(x) =
∑
n≤x
n∈B(α)
1 = ⌊(⌊x⌋+ 1) β⌋
and
G2(x) =
∑
n≤x
(⌈βn⌉ − ⌈β(n− 1)⌉) = ⌈β⌊x⌋⌉ − 1,
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for every x ∈ R+, where β is the reciprocal of α. In addition, the terms that
appear in those sums are non-negative. Thus, the Cahen’s formulas for the
abscissas of ordinary Dirichlet series yield
σa(ζα) = σa(Sα) = σc(ζα) = σc(Sα) = 1.
One of the techniques that can be used in order to achieve a meromorphic
continuation of ζα and Sα beyond the vertical line 1+iR, is Abel’s summation
formula. Indeed, after elementary computations, one has
ζα(s) = β⌊α⌋
1−s s
s− 1
+ s
∫ ∞
⌊α⌋
G1(u)− βu
us+1
du
and
Sα(s) = β
s
s− 1
+ s
∫ ∞
1
G2(u)− βu
us+1
du,
valid for every s ∈ C1. However, the integral expressions appearing in the
above identities are uniformly convergent in half-planes Cδ, for every δ > 0.
Therefore, both ζα and Sα, can be continued analytically to C0 except for a
simple pole at the point s = 1 with residue β.
The question that arises is whether ζα and Sα can be continued meromorphi-
cally even further to the left, beyond the imaginary axis, which is something
that can not be obtained with Abel’s summation formula anymore. Intu-
itively, it should be expected that, as in the case of Jα, the arithmetical
character of α will play a prominent role to the answer of this question.
This is what Theorem 2 states for α > 1 irrational number.
Proof of Theorem 2 . Let α > 1 be irrational and α′ be defined by
1
α
+
1
α′
= 1.
The well-known Beatty’s (or in some literature Rayleigh’s) theorem states
that the sets {⌊αn⌋ : n ∈ N} and {⌊α′n⌋ : n ∈ N} form a partition of N.
Observe that, for every n ∈ N,{
⌊αn⌋+ 1
α
}
=
{
n+
1− {αn}
α
}
∈
(
0,
1
α
)
and {
⌊α′n⌋+ 1
α
}
=
{
(⌊α′n⌋+ 1)
(
1−
1
α′
)}
∈
(
1
α
, 1
)
.
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Thus, we obtain from (1),
Fζα(s) =
∞∑
n=1
1
(⌊αn⌋ + 1)s
=
∑
n∈Aβ
1
ns
= g
β
(s)
for every s ∈ C1, or, by (6) and (8),
ζα = Bgβ = B
(
FJβ − Jβ + βζ −
1
2
)
= Jβ − BJβ + βζ = ζ − g−β . (9)
Since τα = τβ , Theorem 1 and relation (9) yield Theorem 2 for ζα.
In the case of Sturmian Dirichlet series, it follows from (8) and (9) that, for
every s ∈ C1,
BSα(s) =
∞∑
n=1
⌈β(n+ 1)⌉ − ⌈βn⌉
ns
=
∞∑
n=1
β(n + 1) + 1− {β(n+ 1)} − βn− 1 + {βn}
ns
=
∞∑
n=1
1
ns
−
∞∑
n=1
R (β(n+ 1)) −R (βn) + 1− β
ns
= ζ(s)− g
−β
(s)
= ζα(s),
or
Sα − 1 = Sα − ⌈β⌉ = FBSα = Fζα = gβ . (10)
Once more, Theorem 1 and relation (10) will yield Theorem 2 for Sα.
5 The case of α ∈ (0, 1] ∪Q+
In the case of a rational parameter α = p
q
≥ 1, where p and q are coprime
natural numbers, the coefficients of ζα and Sα show a periodic behaviour and
their meromorphic continuation to the whole complex plane follows from the
one of the Hurwitz Zeta-function
ζ(s; γ) :=
∞∑
n=0
1
(n+ γ)s
,
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where γ ∈ (0, 1] is a fixed parameter and the series converges for s ∈ C1.
Indeed, the Hurwitz Zeta-function can be continued analytically to the whole
complex plane except for a simple pole at s = 1 with residue 1, while the
absolute convergence of ζα and Sα in C1 allows us to rearrange the terms of
the respective series such that
ζα(s)=
q∑
ℓ=1
∞∑
n=0
1⌊
p
q
(nq + ℓ)
⌋s =
q∑
ℓ=1
∞∑
n=0
1(
np+
⌊
ℓp
q
⌋)s = 1ps
q∑
ℓ=1
ζ
(
s;
1
p
⌊
ℓp
q
⌋)
and
Sα(s) =
p∑
ℓ=1
∞∑
n=0
⌈
q
p
(np+ ℓ)
⌉
−
⌈
q
p
(np+ ℓ− 1)
⌉
(np+ ℓ)s
=
p∑
ℓ=1
∞∑
n=0
⌈
ℓq
p
⌉
−
⌈
(ℓ−1)q
p
⌉
(np+ ℓ)s
=
1
ps
q−1∑
k=0
⌊
(k+1)p
q
⌋∑
ℓ=
⌊
kp
q
⌋
+1
(⌈
ℓq
p
⌉
−
⌈
(ℓ− 1)q
p
⌉)
ζ
(
s;
ℓ
p
)
=
1
ps
q∑
k=1
ζ
(
s;
1
p
(⌊
kp
q
⌋
+ 1
))
.
The case of 0 < α < 1 is contained in a sense in the case of α > 1. Indeed,
let 0 < α < 1 and β the reciprocal α. The corresponding Sturmian Dirichlet
series can be expressed, for s ∈ C1, as
BSα(s) =
∞∑
n=1
⌈β(n+ 1)⌉ − ⌈βn⌉
ns
=
∞∑
n=1
⌈{β} (n+ 1)⌉ − ⌈{β}n⌉+ ⌊β⌋
ns
= ⌊β⌋ ζ(s) + BS{β}−1(s).
Applying the F operator on both sides, yields eventually
Sα = ⌊β⌋ ζ + S{β}−1 .
On the other hand, the running index of the sum in the Dirichlet series
ζα has to start from ⌊β⌋ + 1 such that everything is well defined. Notice,
however, that for s ∈ C1,
ζα(s) =
∞∑
n=⌊β⌋+1
1
⌊αn⌋s
=
∞∑
n=1
an
ns
,
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where an = # {m ∈ N : n = ⌊αm⌋} = ⌈β(n+ 1)⌉− ⌈βn⌉ . Thus, we have, as
in the case of α > 1, that
ζα = BSα = ⌊β⌋ ζ + BS{β}−1 = ⌊β⌋ ζ + ζ{β}−1 .
Since, {β}−1 > 1, we can include the case of 0 < α < 1 to the results we
have proved so far.
6 Hurwitz Zeta-functions associated with Beatty sequences
We conclude with a generalization of our previous results regarding the
Beatty Zeta-function, which can be compared with the ones in [1].
If (α, γ) ∈ (0,+∞)× (0, 1], is a fixed pair of real numbers, denote by
ζα(s; γ) =
∞∑
n=0
1
(⌊αn⌋ + γ)s
,
converging for s ∈ C1, the Hurwitz Zeta-function ζ(s; γ) associated with the
Beatty sequence B(α). In the case of γ = 1, one has ζα(· ; 1) = Fζα + 1.
If 0 < γ < 1 then, for every s ∈ C1,
ζα(s; γ) =
∞∑
n=0
1
(⌊αn⌋+ γ)s
= γ−s +
∞∑
n=1
n∈B(α)
1
(n+ γ)s
or, using the binomial identity,
ζα(s; γ)− γ
s =
∞∑
n=1
n∈B(α)
1
ns
(
1 +
γ
n
)−s
=
∞∑
n=1
n∈B(α)
1
ns
∞∑
m=0
(
−s
m
)(γ
n
)m
.
A variant of Lemma 1 yields, for every s ∈ C1,
ζα(s; γ)− γ
−s =
∞∑
m=0
(
−s
m
)
γm
∞∑
n=1
n∈B(α)
1
ns+m
=
∞∑
m=0
(
−s
m
)
γmζα(s+m).
Therefore, with minor modifications in the arguments discussed in the pre-
vious sections, one obtains
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Corollary. If (α, γ) ∈ (0,+∞) × (0, 1), then
σµ(ζα(· ; γ)) = σµ(ζα)
and
E(ζα(· ; γ)) ⊆
∞⋃
m=1
(E(ζα)−m).
For every (α, γ) ∈ ((0,+∞) ∩ Q)× (0, 1], the function ζα(s; γ) has a mero-
morphic continuation to the whole complex plane with at most simple poles
at the points s = 1−m, m ∈ N0, with residue
β
(
1−m
m
)
γm =
{
β ,m = 0
0 ,m ≥ 1
,
respectively. Hence, ζα(· ; γ) has only a simple pole at s = 1.
For every (α, γ) ∈ ((0,+∞) \Q) × (0, 1], the function ζα(s; γ) can be con-
tinued analytically to C− 1
τα
except for a simple pole at s = 1 with residue
β. If τα > 1, the vertical line −
1
τα
+ iR is the natural boundary for ζα(s; γ).
In the special case where α is a positive quadratic irrational, ζα(s; γ) has a
meromorphic continuation to the whole complex plane with a simple pole at
s = 1 and at most simple poles at s = −k ±
2πin
log ηα
, (k, n) ∈ N× N0.
7 Concluding Remarks
For α > 0 we have seen that
∞∑
n=1
χ
B(α)
(n)
ns
= ζα(s) = BSα(s) =
∞∑
n=1
⌈β(n + 1)⌉ − ⌈βn⌉
ns
,
for every s ∈ C1. The uniqueness theorem for ordinary Dirichlet series im-
plies that the corresponding coefficients of ζα and BSα are identical, or
⌈β(n+ 1)⌉ − ⌈βn⌉ = χ
B(α)
(n) =
{
1 , n ∈ B(α)
0 , n /∈ B(α)
.
The relation of ζα and Sα, which at first sight is not noticeable, explains the
similarities of the results that can be found about them in different sources of
the literature, seemingly unrelated, like for example in [6] and [9]. It would
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be interesting to consider which properties for one Dirichlet series apply also
to the other one, something that will not be pursued here though.
So far we have proved which points of the complex plane could be possibly
poles for ζα and Sα, in case of a quadratic irrational α. Only the point
s = 1 seems to be definitely a pole. However, Hecke’s method [5] allows to
specifically locate all poles of Jα. Thus, in view of relations (7), (8), (9) and
(10) the same can be done for ζα and Sα.
Quite often the irrationals α with τα = τ < ∞ are called τ -Diophantine
numbers. The set of 1-Diophantine numbers has full Lebesgue measure
in R. It follows from the celebrated theorem of Roth, that the algebraic
irrationals are among these numbers. On the other hand, the irrationals α
with τα = ∞ are called Liouville numbers and their set is the complement
of the set of 1-Diophantine numbers, whence of zero measure. The reader
interested on properties of such numbers, may look at [7] or [11].
Returning to Jα, ζα and Sα, we have already seen that if τα > 1, then the
vertical line 1−
1
τα
+ iR is the natural boundary of Jα and −
1
τα
+ iR of ζα
and Sα. Hardy and Littlewood [3] conjectured that this is also the case for
Jα if α is 1-Diophantine number but not quadratic irrational, for which a
meromorphic continuation to the whole complex plain has been given. The
conjecture is still open.
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