ABSTRACT Accurate and automatic segmentation of pulmonary nodules in 3D thoracic Computed Tomography (CT) images is of great significance for Computer-Aided medical Diagnosis (CAD) of lung cancer. Currently, this important task remains challenging for lack of the voxel-level annotation and training strategies that balance target/background voxels in thoracic CT images. In this paper, a new region-based network, called Nodule-plus Region-based CNN, is proposed to detect pulmonary nodules in 3D thoracic CT images effectively while synchronously generating an instance segmentation mask for every detected instance. Our new network is constructed with a stack of convolutional blocks in which lateral connections are used to alleviate the difficulty of vanishing gradients. In addition, in order to reduce annotation workload and make best use of unannotated samples, we proposed a new Deep Self-paced Active Learning (DSAL) strategy by combining Active Learning (AL) and Self-Paced Learning (SPL) strategies. For the purpose of evaluating the performance of our proposed Nodule-plus R-CNN, we conduct a series of experiments on the public LIDC-IDRI dataset, and our model achieves 0.66 Dice and 0.96 TP Dice, which are state-of-the-art best results of pulmonary nodule segmentation. When the amount of available annotated samples is limited, our model trained with the DSAL strategy performs much better than that trained with the standard strategy.
I. INTRODUCTION
Lung cancer is known as one of the most lethal malignancies worldwide. A pulmonary nodule is a small growth (commonly round or oval shape) in the lung, and it has the risk of becoming a site of cancerous tissue. It has been known that the external boundaries of pulmonary nodules are a vital target for lung cancer diagnosis and analysis [2] . Thoracic Computed Tomography (CT) images are one of the most commonly-used imaging modality for detecting the presence
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of pulmonary nodules and extracting/examining their boundary features. Fig. 1 illustrates some examples of thoracic CT images and pulmonary nodules. Accurate and automatic segmentation of pulmonary nodules in thoracic CT images will largely reduce the demand of expensive examination by human experts, thus facilitating early diagnosis of lung cancer.
Machine learning (especially deep learning in recent years) has provided powerful tools for various biomedical imaging applications, such as pulmonary nodule detection [4] , [5] and gland segmentation [6] , [7] . However, in order to achieve the best possible accuracy in 3D biomedical image segmentation, FIGURE 1. Examples of thoracic CT image slices in the LIDC-IDRI dataset [1] . Pulmonary nodules are marked with red boxes.
large amounts of good quality voxel-level annotations are commonly required to train deep learning networks, and acquiring sufficient annotated training medical image data is not only highly costly but also time-consuming to produce (usually by biomedical experts), especially for 3D images. To overcome this difficulty, some recent studies [8] , [9] used weakly labeled samples to help conduct pulmonary nodule segmentation. Nevertheless, because of the restrictions of rough annotations in thoracic CT images, these methods tended to give unsatisfactory performance, often yielding rough boundary segmentation results of pulmonary nodules and producing considerable false positives. Recent studies like [8] , [10] , [11] incorporated location supervision to preprocess the CT volumes and reduce the disturbance of noise in the background of the CT volumes. However, these methods relied on supervision that is not always available in practice. Along a somewhat different direction, Yang et al. [12] proposed a deep active learning framework to selectively annotate samples during the network training process. This kind of active learning approaches did not incorporate the abundant unannotated samples into the model training, despite their ability to explore fully-annotated samples.
In this paper, a new deep region-based convolutional neural network (CNN) model, called Nodule-plus Region-based CNN (Nodule-plus R-CNN), is proposed for volumetric instance-level pulmonary nodules segmentation in thoracic CT images. We also develop a new Deep Self-paced Active Learning (DSAL) strategy to considerably reduce annotation workload based on the idea of bootstrapping [12] , [13] . As a consequence of the usual sparse distribution of pulmonary nodules in CT volumes [1] , employing 3D Fully Convolutional Networks (FCNs) such as those in [14] , [15] to semantically segment pulmonary nodules may suffer the class imbalance difficulty and thus the results may not be very good (e.g., see Table 1 for more details). Based on recent 3D image segmentation methods [15] , [16] and 2D image instance segmentation methods like Mask R-CNN [17] , our 3D proposed deep region-based CNN introduces an effective way for pulmonary nodule instance segmentation. In addition, to mitigate the impact of lack of fully-annotated samples as well as to make better use of unannotated samples, our DSAL strategy is applied to reduce annotation demand while retaining good quality segmentation results by combining the Active Learning (AL) [18] and Self-Paced Learning (SPL) [19] strategies. Fig. 2 illustrates the main flow and components of our pulmonary nodule segmentation framework. Starting with only a few initial annotated samples, our proposed Nodule-plus R-CNN is trained to make predictions on unannotated samples. We rank the confidence and uncertainty of every unannotated test samples, so as to choose and make use of the high-confidence and high-uncertainty samples in the self-paced and active annotation learning processes [3] , alternately. Then, we add the chosen samples to the training set (after annotating them) for fine-tuning our Nodule-plus R-CNN. The testing, annotating, and fine-tuning processes of our Nodule-plus R-CNN repeat iteratively, until the Active Learning (AL) process is terminated with satisfactory results.
Our experimental results on the public LIDC-IDRI dataset [1] suggest that the Nodule-plus R-CNN proposed by us achieves state-of-the-art best performance of pulmonary nodule instance segmentation with respect to both the Dice and TP Dice criteria; further, our weakly-supervised segmentation approach (Deep Self-paced Active Learning) is much more effective than common fully supervised methods [9] , [20] and other best-known weakly labeled methods [9] when using the same amount of annotated samples. Specifically, our Nodule-plus R-CNN achieves 0.66 Dice and 0.96 TP Dice, which are state-of-the-art best results of pulmonary nodule segmentation on the public LIDC-IDRI dataset. When the amount of available annotated samples is limited, the model trained with our DSAL strategy outperforms that trained with the standard strategy.
A preliminary version of this work has been presented at the 2018 MICCAI Conference [21] . In this paper, we extend our method in [21] in the following ways: (1) proposing a novel deep region-based network (Nodule-plus R-CNN) to improve the state-of-the-art pulmonary nodule instance-level segmentation in [21] , (2) evaluating and further analyzing the impacts of different SPL schemes, (3) providing a detailed description of our DSAL strategy, and (4) presenting FIGURE 2. Illustration of our weakly-supervised pulmonary nodule instance segmentation strategy. Starting with only a few annotated samples, our proposed Nodule-plus R-CNN is trained to make predictions on unannotated samples. We rank the confidence and uncertainty of every unannotated test samples, so as to choose and make use of the high-confidence and high-uncertainty samples in the self-paced and active annotation learning processes [3] , alternately. Then we add the chosen samples to the training set (after annotating them) for fine-tuning our Nodule-plus R-CNN. The testing, annotating, and fine-tuning processes of our Nodule-plus R-CNN repeat iteratively, until the Active Learning (AL) process is terminated with satisfactory results.
additional discussions of the experimental results that were not included in the conference version [21] .
II. APPROACH
Our framework is composed of two major components: (1) a new region-based network (Nodule-plus R-CNN) for pulmonary nodule instance segmentation; (2) a new Deep Self-paced Active Learning (DSAL) strategy for efficient 3D neural network training and annotation reduction. We will present the details of these two components in the two subsections of this section below.
A. NODULE-PLUS R-CNN
We propose a new deep region-based CNN for pulmonary nodule instance segmentation in 3D thoracic CT images, which is based on recent research advances of Convolutional Neural Networks (CNNs) such as Feature Pyramid Networks (FPN) [22] , Region Proposal Networks (RPN) [23] , Mask R-CNN [17] , DenseNet [24] , and ResNeXt [25] . Fig. 3 shows the detailed architecture of our Nodule-plus R-CNN model. Since pulmonary nodules are usually quite small, it is easier to detect them first and then segment them in the detected bounding boxes rather than segmenting them directly in the thoracic CT volumes. We utilize the idea of Mask R-CNN [17] that adds a segmentation branch in parallel with the bounding box detection branch. As can be seen in Fig. 3 , our network is composed of a convolutional backbone for extracting deep 3D features, a detection branch for outputting class labels and bounding-box offsets, as well as a mask branch for outputting object segmentation masks. Inside the backbone network, diverse features in different levels are extracted by applying an FPN-like architecture, which is a top-down structure with lateral connections for building an in-network feature pyramid from a single-scale input.
Three 3D versions of Dense Blocks [24] with a growth rate twelve, are utilized to relax the network training burden by preserving the maximum information flow between the layers and to avoid learning redundant feature maps by encouraging reuse of features. All the three Dense Blocks used in the backbone architecture are produced by converting the 2D convolutional kernels in the original Dense Block [24] into a 3D version. The detailed architecture of our 3D Dense Blocks thus obtained is shown in Fig. 4 .
Different from the structure used in our preliminary work [21] , we increase the cardinality (i.e., the size of the set of transformations) of the last Dense Block and modify the convolutions in [21] into grouped convolutions. The grouping operation thus introduced is more effective than going deeper or wider with limited parameters [25] , and can improve the ability of feature extraction. For saving parameters, we set groups = 2 in all the experiments. That is, this grouping operation is equivalent to having two groups of convolutional layers side by side, each seeing half the input channels and producing half the output channels, and both subsequently concatenated.
In addition, we adopt a deconvolutional layer to make sure that the size of the output feature maps is in agreement with that of the input images. An RPN-like architecture is employed in our model to output the bounding-box regression results and the corresponding classification results. Three anchors are provided in this architecture for each detected location. Due to limited GPU memory available, a patch-based training and testing strategy is utilized (instead of RoIAlign [17] ) for extracting feature maps from the regions of interest (RoIs). In the mask branch, an RoIPool module is utilized for extracting a small feature map from every RoI, and we utilize a Fully Convolutional Network (FCN) for generating the final label map of the pulmonary nodule instance segmentation. In the final label map thus generated, the value of every voxel v o denotes the probability of v o being a voxel of a pulmonary nodule.
A multi-task loss is defined on each sampled RoI, as follows:
where the classification loss L cls is defined as the Binary Cross Entropy loss L BCE , which is defined as follows:
where p represents the posterior probability of a bounding-box belonging to nodule, and y denotes the corresponding label. The bounding-box regression loss L box is defined as a summation of the smooth L 1 loss as in [26] :
where
represents the predicted tuple that describes the location of the bounding-box, and c = (c x loc , c y loc , c w loc , c h loc ) represents the ground truth location of a pulmonary nodule. The smooth L 1 loss is a robust L 1 loss that is less sensitive to outliers than the L 2 loss. When the regression targets are unbounded, training with the L 2 loss can require careful tuning of the learning rates in order to prevent exploding gradients [26] , while the smooth L 1 loss reduces this sensitivity. The smooth L 1 loss is defined as follows:
where m i = b i − c i . When trained with the Dice loss, the output of the models is almost binary. It appears visually cleaner and is suitable to discrete tasks [15] , [27] . Hence, our segmentation loss L mask is defined as the Dice loss, which is defined as follows:
where p i ∈ [0, 1] is the i-th output of the last layer in the mask branch passed through a sigmoid non-linearity, denoting the posterior probability of the i-th voxel belonging to a nodule, and y i ∈ {0, 1} is the corresponding label.
B. THE DEEP SELF-PACED ACTIVE LEARNING (DSAL) STRATEGY
Our new Deep Self-paced Active Learning (DSAL) Strategy is on account of a combination of two learning schemes: Active Learning and Self-Paced Learning. Below we discuss each of these two learning strategies and their combination.
1) ACTIVE LEARNING
Active Learning (AL) is a learning scheme that attempts to address the annotation bottleneck by querying the most confusing unannotated samples for further annotation [18] . Unlike the AL based approach in [12] that applied a set of FCNs to select some confusing samples, we utilize a straightforward strategy for the selection of confusing samples for annotation during the network training process. For this purpose, a commonly used method is to compute the uncertainty of every unannotated sample and choose the most uncertain ones. The computation of the uncertainty of unannotated samples can be formulated as follows:
where U d is the uncertainty of the d-th sample and i is the voxel index for n voxels of the d-th sample.
Notice that a small initial training set of annotated samples is often not sufficient to cover the overall population distribution of all the samples. Therefore, there are usually lots of patterns of samples which a deep learning model is not (yet) trained with and ready for. At the same time, in a usual iterative AL scheme, extensively annotating those samples of similar patterns in the same iteration is not cost effective. As in [12] , cosine similarity is utilized for estimating the similarity between image volumes. Formally, the uncertainty of the d-th volume is defined as follows:
where D is the number of unannotated volumes, sim(·, ·) is cosine similarity, P j and P d are the outputs of the j-th and d-th volumes respectively. β denotes a hyper-parameter for controlling the relative importance of the similarity term.
Notice that when β = 0, the above definition degenerates to the least confident uncertainty as defined in Eq. (6) . We set β = 1 in all our experiments empirically. In each iteration, after obtaining the uncertainty of every unannotated sample, the top N unannotated samples (with the highest uncertainties) are selected for annotation, and these selected annotated samples are added to the training set to further fine-tune the model in the next iteration.
2) SELF-PACED LEARNING
Self-Paced Learning (SPL) is an iterative method that was inspired by the learning process of humans and animals that gradually incorporates easy-to-hard samples into the training process [19] . In each iteration, SPL first selects a subset of unannotated samples by making use of both the prior knowledge known before training and the learning progress made during training. Then, SPL allocates ''pseudo-labels'' to the selected unannotated samples, and adds them to the training set for model fine-tuning.
Formally, L(w; x i , p i ) is defined as the loss function of our Nodule-plus R-CNN model, where w, x i and p i are the parameters, input and output of the model, respectively. The aim of SPL is to optimize the following function:
T consists of the weight variables that reflect the confidence of the samples, f (v; λ) denotes a self-paced regularization term for controlling the learning scheme, denotes a feasible region encoding the information of the predetermined curriculum, λ denotes a parameter that control the learning pace, and C denotes a standard regularization parameter for the trade-off between the loss function and the margin. C = 1 in all our experiments empirically. We give below the definitions and discussion of the SPL scheme f (v; λ), the weight variables v, and the update of the pace parameter λ.
Note that there are three conditions that a self-paced function should satisfy [28] :
2) The optimal weight of each sample v * i should be monotonically decreasing with respect to its corresponding loss l i , 3) v 1 = n i=1 v i should be monotonically increasing with respect to λ. These three conditions provide some constraints for the SPL scheme. The convexity in Condition 1) guarantees that the model can obtain good solutions within the curriculum region. Condition 2) indicates that the model is inclined to select easy samples (with small losses) over the intricate and complex ones (with large losses). Condition 3) specifies that when the ''age'' λ of the model becomes larger, it embarks on incorporating more, probably intricate and complex, samples to train a ''mature'' model.
There are three typical SPL schemes (f (v; λ) in Eq. (8)) that satisfy all these three conditions [28] : the binary scheme, linear scheme, and logarithmic scheme. Each of these SPL schemes has its own advantages and disadvantages, making it suitable for different tasks and applications.
a: BINARY SCHEME
This scheme is also called the ''hard'' scheme, because it yields only binary weight variables. The regularization function of the binary scheme is defined as follows:
b: LINEAR SCHEME This scheme, also called the ''soft'' scheme, is a widely used one that linearly discriminates samples with respect to their losses. The regularization function of the linear scheme is defined as follows:
With = [0, 1] n , the partial gradient of Eq. (8) using this learning scheme is equivalent to
where E stands for the objective of Eq. (8) with a fixed w, and l i represents the loss of the i-th sample. The optimal solution for E is defined as follows:
c: LOGARITHMIC SCHEME This scheme is more conservative. The regularization function of this scheme is defined as follows:
where ζ = 1−λ and 0 < λ < 1. With = [0, 1] n , the partial gradient of Eq. (8) using the logarithmic scheme is equivalent to
The optimal solution for E is defined as follows:
It is easy to verify that all these three schemes satisfy the three conditions given above. We examined all the three schemes in our experiments, and found that the logarithmic scheme performs the best for our task (see Table 2 for more details). This may be because the logarithmic scheme is more conservative and penalizes the loss logarithmically, which leads to a good fitting capability. Thus, we take the logarithmic scheme as our Self-Paced Learning scheme for pulmonary nodule instance segmentation.
Note that for all these three SPL schemes, calculating the loss of each unannotated sample is challenging as the labels of these samples remain unknown. Hence, we determine a ''pseudo-label'' for each selected unannotated sample, as follows:
On updating the pace parameter λ during the training process, we initialize the pace value λ as λ = λ (0) . In the t-th iteration, t = 1, 2, . . ., the pace parameter λ = λ (t) is computed as follows:
where α is defined as a hyper-parameter for controling the pace increasing rate, η t denotes the average accuracy in the current iteration, and τ denotes a hyper-parameter that controls the pace update. Notice that according to Condition 3) discussed above, v 1 = n i=1 v i should be monotonically increasing with respect to λ. Since v ∈ [0, 1] n , the update of the parameter λ should be stopped after a certain number of iterations. Therefore, a hyper-parameter τ is introduced to control this.
3) DEEP SELF-PACED ACTIVE LEARNING (DSAL)
Based on the theoretical discussion of Active Learning (AL) and Self-Paced Learning (SPL) given above, we now show how to combine these two learning strategies to form our Deep Self-paced Active Learning (DSAL) strategy. Note that AL and SPL are two different learning strategies and each of them doesn't need to depend on or interfere with the other during network training. Thus, one can incorporate these two learning strategies into the training of Nodule-plus R-CNN in any appropriate way. Since in common realistic scenarios, the applications of AL usually are closely related to reducing annotation effort, it is important for us to choose the most uncertain samples with respect to the best known model for annotation. It is helpful to first perform SPL after Nodule-plus R-CNN is pre-trained with limited initial annotated samples, because SPL utilizes unannotated samples to boost the performance of the model. After that, AL is conducted to choose apply Nodule-plus R-CNN to the unannotated samples 6: Active Learning 7: add selected annotated samples to the training set re-train 8: Nodule-plus R-CNN with all the current annotated samples 9: apply Nodule-plus R-CNN to the unannotated samples Self-Paced 10:
Learning 11: end while the most uncertain samples for further annotation. In this way, SPL and AL are applied iteratively, until annotation effort is sufficient (e.g., with respect to a desired segmentation accuracy). Finally, we perform SPL to make the best use of unannotated samples. The procedure of our DSAL strategy is given in Algorithm 1.
III. EXPERIMENTS
To evaluate the effectiveness of our newly proposed 3D thoracic CT image segmentation approach, we conduct experiments on the public LIDC-IDRI dataset [1] . First, our proposed Nodule-plus R-CNN is evaluated for pulmonary nodule instance segmentation. Then, we evaluate Nodule-plus R-CNN combined with the DSAL strategy. Our average experimental results of 10 trials are given in Tables 1, 2 , and 3. Note that all the experiments in Tables 1 and 3 are conducted using the logarithmic SPL scheme. We conduct all our experiments on two TITAN Xp GPUs using the PyTorch 1 deep learning platform if not explicitly stated.
A. DATASET AND PRE-PROCESSING
The LIDC-IDRI dataset is composed of 1018 cases of diagnostic and lung cancer screening thoracic CT scans with marked-up annotated lesions belonging to 1010 patients. Each subject in this dataset includes images from a clinical thoracic CT scan and the results of a two-phase image annotation process performed by four experienced thoracic radiologists [1] . In this study, we consider nodules that are annotated by all the four radiologists and have a diameter 1 https://pytorch.org/ of no smaller than 3 mm, as in [9] , [10] . 2 Because of the inter-variability among the four radiologists, a 50% consensus criterion [29] is adopted to generate the ground-truth boundary of pulmonary nodule segmentation. We resize each scan to 512×512×512 voxels by applying the linear interpolation operation. The input of our model contains 3D patches in the size of 128×128×128 voxels, which are cropped from the CT volumes. During network training, to address the target/background voxel imbalance issue, 70% of the input patches contain at least one nodule. On this part of the input, we crop their segmentation masks to the size of 32×32×32 voxels so that the nodules are at the center of each of them. The rest of the input is obtained by randomly cropping scans that quite likely contain no nodule. The output size of the detection branch is 32×32×32×3×5, in which the second last term stands for 3 anchors and the last term corresponds to the classification results as well as the bounding-box regression results. Besides, in all our experiments, 10% of the whole dataset are randomly selected as the validation set. Nodule+ R-CNN is trained on the training set with 2 cropped 3D patches per mini-batch, and is evaluated on the validation set. A small subset of the remaining scans is randomly selected for training the initial Nodule+ R-CNN model and the rest samples are progressively added to the training set during the DASL process. We train Nodule+ R-CNN for 100 epochs with a learning rate starting at 0.01 and divided by 10 at epoch 50.
B. NODULE-PLUS R-CNN
In this section, our proposed Nodule-plus R-CNN is evaluated for pulmonary nodule instance segmentation. For fair comparison, we do not compare our model with those known methods in which location supervision is incorporated to preprocess CT volumes (e.g., [8] , [10] ). Only the deep learning methods that use Dice and TP Dice criteria (i.e., [9] , [21] ) are considered here. Dice is a commonly adopted criterion that evaluate the performance of segmentation models. TP Dice (True-Positive Dice) is defined as Dice over detected true nodules. High TP Dice indicates good performance on simultaneous segmentation and detection. As shown in Table 1 , the Dice and TP Dice that our Nodule-plus R-CNN achieves are 0.66 and 0.96 respectively, both surpassing those of the methods in [9] , [20] . These results of Nodule-plus R-CNN also surpass those of Nodule R-CNN in our previous work [21] and are the current best results among state-of-the-art methods.
C. DSAL
In this section, we evaluate Nodule-plus R-CNN combined with the DSAL strategy. When trained with few initial annotated samples, region-based CNNs are usually underfitting and tend to allocate high confidence to positive prediction. To incorporate an appropriate amount of unannotated samples into training, α is set to 0.002 in our experiments and the initial value of λ (i.e., λ (0) ) is set to 0.005. As described in Subsection II-B.3, we use a sequence of ''SPL-AL-SPL-· · · '' for fine-tuning Noduleplus R-CNN. During each fine-tuning process, we train Nodule-plus R-CNN for 100 epochs with a learning rate starting at 0.001 and divided by 10 at epoch 50. As shown in Table 2 , with 50 initial annotated samples, both Nodule R-CNN [21] and Nodule-plus R-CNN perform better when trained with the Logarithmic scheme, which suggests that the Logarithmic scheme is more suitable for training the pulmonary nodule instance segmentation model. At the same time, regardless of which one of the three learning schemes is used, our Nodule-plus R-CNN always performs better than Nodule R-CNN [21] , which indicates that the proposed Nodule-plus R-CNN in this paper improves the generalization ability of Nodule R-CNN [21] .
D. DISCUSSIONS
To examine the impact of different amounts of initial annotated samples, three experiments with 50, 100, and 150 initial annotated samples are conducted, respectively. As shown in Table 3 , the more initial annotated samples are utilized, the better our Nodule-plus R-CNN model performs. In particular, the experiment with 150 initial annotated samples provides the best results among all our experiments on DSAL, which utilizes only 16.83% annotated samples and about 26% unannotated samples, and its performance is even comparable to that of Nodule-plus R-CNN trained with full annotated samples. This also suggests that when the initial training set is large enough, the results of our Nodule-plus R-CNN model trained with the DSAL strategy can approach those of our model trained with full annotated samples. We observe that, when utilizing less initial annotated samples (e.g., 50 or 100 annotated samples) to train Nodule-plus R-CNN in DSAL, SPL inclines to incorporate more unannotated samples (more than 30%); and when the amount of initial annotated samples is large enough (e.g., 150), SPL inclines to incorporate less unannotated samples (less than 30%). This makes sense since the model trained with less initial annotated samples does not learn enough patterns and thus is likely to assign high confidence to more unannotated samples with unseen patterns. On the other hand, when using the same amount of initial annotated samples in training, the amount of unannotated samples selected by SPL remains almost the same whether Nodule R-CNN [21] or Nodule-plus R-CNN is used to train. This suggests that the SPL scheme that we choose (the logarithmic scheme) is robust and stable with respect to this thoracic CT dataset, and the amount of unannotated samples selected by SPL does not change a lot when a different region-based CNN is used. Fig. 5 illustrates the relationship between the size of the training set and the Dice criterion. As can be seen from Fig. 5 , even though the amount of samples selected by AL is quite small (N = 20 in our experiments), AL does help achieve higher Dice, possibly because the samples selected by AL provide information that is not largely overlapped with that provided by the initial annotated samples.
Note that there are two intuitive criteria for evaluating the quality of pulmonary nodule instance segmentation: (1) whether true pulmonary nodules are detected, and (2) whether the segmented boundaries of pulmonary nodules are clear. As shown by visual examples in Fig. 6 , our Nodule-plus R-CNN model can produce accurate and clear results. Although we train Nodule-plus R-CNN with DSAL by using a series of pseudo-labels, our model still achieves comparable results. As shown in Fig. 6 , by utilizing only 170 annotated samples (150 initial annotated samples and 20 samples selected by AL for annotation) and about 260 unannotated samples (incorporated by SPL), the amount FIGURE 6. Some 2D visual examples of pulmonary nodule instance segmentation results on thoracic CT volumes. The pixels in white belong to segmented pulmonary nodules, and the pixels in black are background. As can be seen, our Nodule-plus R-CNN model can attain accurate and clear results. By utilizing only 170 annotated samples (150 initial annotated samples and 20 samples selected by AL for annotation) and about 260 unannotated samples (incorporated by SPL), the amount of annotated samples used is only 16.83% of all the available annotated samples, and our DSAL strategy helps Nodule-plus R-CNN achieve comparable performance as Nodule-plus R-CNN trained with full annotated samples.
of annotated samples that our model uses is only 16.83% of all the available annotated samples, and our DSAL strategy helps Nodule-plus R-CNN obtain comparable performance as that of Nodule-plus R-CNN trained with full annotated samples. This suggests that our proposed DSAL strategy can largely help reduce annotation effort.
IV. CONCLUSION
In this paper, we have proposed a new Deep Self-paced Active Learning (DSAL) framework for 3D pulmonary nodule instance segmentation in CT volumes by combining our newly developed Nodule-plus R-CNN model and Deep Self-paced Active Learning. There are two main contributions of our approach: (1) A new Nodule-plus R-CNN model that achieves state-of-the-art pulmonary nodule instance segmentation performance; (2) a weakly-supervised method that can take full advantage of annotation workload as well as the information of unannotated samples, thus reducing the expert annotation effort while still yielding high quality segmentation performance. 
