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Resumen— En los procesadores multi-nu´cleo, la me-
moria transaccional (TM) ha aparecido como una al-
ternativa prometedora a las te´cnicas basadas en ce-
rrojos para garantizar exclusio´n mutua y esta´ siendo
incluida como parte de procesadores comerciales. De
igual forma, dado que las GPUs se esta´n convirtiendo
en el acelerador ma´s popular de la actualidad, los fa-
bricantes esta´n integra´ndolas dentro del mismo chip,
creando las llamadas APUs (Accelerated Processing
Units). Sin embargo, la sincronizacio´n entre CPU y
GPU au´n se lleva a cabo con mecanismos muy simples
basados en operaciones ato´micas y sen˜ales. Por tanto,
es responsabilidad de los programadores implemen-
tar te´cnicas ma´s avanzadas de exclusio´n mu´tua. Las
te´cnicas basadas en TM au´n no han sido explotadas en
este tipo de procesadores y, por tanto, es importante
hacer propuestas de sincronizacio´n avanzadas.
En este art´ıculo proponemos una librer´ıa de TM
software enfocada a su uso en procesadores APU. El
objetivo es que las transacciones puedan ejecutarse
tanto en CPU como en GPU simulta´neamente y que
se permita la sincronizacio´n en forma de exclusio´n
mutua entre ambos dispositivos. Nuestra propuesta,
llamada APUTM, se enfoca en minimizar la comu-
nicacio´n entre la CPU y la GPU de los metadatos
requeridos para manejar TM. La evaluacio´n de esta
propuesta muestra que, utilizando este mecanismo de
sincronizacio´n, es posible mejorar el tiempo de ejecu-
cio´n de las aplicaciones secuenciales con un reducido
esfuerzo en la programacio´n.
Palabras clave— Memoria transaccional, Procesado-
res heteroge´neos.
I. Introduccio´n
Hoy en d´ıa la programacio´n multi-hilo es esencial
para sacar el mayor provecho de los procesadores
multi-nu´cleo, GPUs, y otros tipos de procesadores.
En la programacio´n multi-hilo, uno de los mayores
problemas a los que se enfrentan los programadores
cuando disen˜an sus algoritmos es el acceso a datos
compartidos: si dos o ma´s hilos de ejecucio´n tratan de
acceder al mismo objeto compartido y, al menos uno
de ellos va a realizar una modificacio´n, los programa-
dores deben implementar un mecanismo que garan-
tice la exclusio´n mu´tua. Normalmente, estos meca-
nismos se basan en el uso de cerrojos. Sin embargo,
el uso de cerrojos presenta varias desventajas como
un bajo rendimiento (en el caso de cerrojos de grano
grueso) o una alta dificultad en la programacio´n (en
el caso de cerrojos de grano fino).
La memoria transaccional (TM, por sus siglas en
ingle´s) [13], [12] es una te´cnica prometedora, alterna-
tiva a los cerrojos, para garantizar exclusio´n mu´tua.
La interfaz de TM permite al programador confinar
la zona de exclusio´n mu´tua (seccio´n cr´ıtica) dentro
de una transaccio´n. Las transacciones se ejecutan en
1Universidad de Ma´laga, Andaluc´ıa Tech, Dept. of Com-
puter Architecture, Spain. {avillegas, angeles, asenjo, os-
car}@ac.uma.es
paralelo y de forma especulativa y garantizan la ato-
micidad de sus operaciones. La exclusio´n mutua se
garantiza gracias a unos mecanismos de deteccio´n de
conflicto y de gestio´n de versiones. La deteccio´n de
conflicto sen˜ala si 2 o ma´s transacciones han accedido
en paralelo al mismo objeto en memoria y, al menos
uno de ellos, ha intentado modificarlo. En este ca-
so, se dice que las transacciones tienen un conflicto
y, algunas de ellas, abortan su ejecucio´n y deshacen
los cambios especulativos. Precisamente el mecanis-
mo de gestio´n de versiones se encarga de mantener
las estructuras de datos que permiten diferenciar en-
tre cambios especulativos y los valores definitivos de
los objetos en memoria. De esta forma, con TM se
puede obtener un buen rendimiento a la vez que se
proporciona al programador una interfaz simple y,
por tanto, se facilita la programacio´n de aplicaciones
multi-hilo. TM esta´ demostrando ser un mecanismo
de sincronizacio´n muy valioso tanto en CPUs [12],
[6], [8], [5], [7] como en GPUs [2], [3], [9], [10], [14],
[18], [20]. Adema´s, los fabricantes de CPUs esta´n em-
pezando a incluir TM en el hardware de sus procesa-
dores: Intel TSX [21], IBM BlueGene/Q [19], System
Z [15] y Power 8 [1].
Aparte de TM, la industria ha comenzado desde
hace unos an˜os a incluir GPUs integradas en sus
CPUs. Comercialmente, este tipo de procesadores
se suelen denominar APUs (Accelerated Processing
Unit). Adema´s, el consorcio Heterogeneous Systems
Architecture (HSA)1 esta´ estableciendo una serie de
esta´ndares para facilitar la programacio´n de este ti-
po de procesadores. En concreto, las APUs que si-
guen las especificaciones de HSA ofrecen un espacio
de memoria unificado entre CPU y GPU, y operacio-
nes ato´micas (llamadas platform atomics) que permi-
ten comunicar CPU y GPU. Con estas herramientas,
los programadores esta´n comenzando a distribuir sus
aplicaciones entre CPU y GPU, y la necesidad de me-
canismos de sincronizacio´n ma´s avanzados comienza
a surgir. Por tanto, es importante comprender la for-
ma en la que los mecanismos de TM pueden adap-
tarse a los procesadores heteroge´neos tipo APU.
Implementar una solucio´n de TM en un procesa-
dor tipo APU no es una tarea trivial. La CPU y GPU
trabajan con diferentes modelos de programacio´n.
Un procesador multi-nu´cleo sigue el modelo MIMD,
mientras que la GPU sigue el modelo SIMD. Adema´s
ambos tienen especios de memoria diferentes. Aun-
que ambos dispositivos tengan acceso a la misma me-
moria f´ısica, acceden a trave´s de un sistema de cache
que puede estar implementado de forma diferente.
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Adema´s, la GPU tiene acceso a un espacio de me-
moria denominado memoria local (en nomeclatura
OpenCL) o memoria shared (en nomenclatura CU-
DA) utilizado para acelerar la ejecucio´n de las apli-
caciones. Por u´ltimo, la comunicacio´n entre ambas
plataformas se puede realizar utilizando las platform
atomics mencionadas anteriormente. Habitualmente,
estas operaciones son costosas en te´rminos de laten-
cia.
Para comprender y superar estas dificultades pro-
ponemos APUTM, una solucio´n TM por software
disen˜ada para sincronizar transacciones ejecutadas
tanto en CPU como en GPU en un dispositivo he-
teroge´neo tipo APU. APUTM puede ser configurado
para usarse so´lamente en CPU, so´lamente en GPU,
o en ambos dispositivos simulta´neamente. APUTM
presenta dos implementaciones diferentes, una en
CPU y otra en GPU, pero con una interfaz comu´n.
La implementacio´n de APUTM se basa en las ideas
de NOrec [5], combinando un me´todo de deteccio´n de
conflictos ra´pido con otro ma´s preciso en caso de ser
necesario. Adema´s, en GPU, APUTM se adapta al
modelo SIMD, permitiendo que mu´ltiples transaccio-
nes sin conflicto actualicen la memoria en paralelo.
En la evaluacio´n de APUTM analizamos distintas




La memoria transaccional (TM) [13] se ha pro-
puesto como un mecanismo eficiente para garanti-
zar la exclusio´n mu´tua en programas multi-hilo. TM
ofrece una interfas simple para manejar el acceso
a datos compartidos. TM puede ser implementado
en software, hardware o de forma h´ıbrida. En este
art´ıculo nos enfoncamos en las soluciones software.
Habitualmente, la interfaz de TM consta de 4 ins-
trucciones: TMBegin y TMCommit, utilizadas para
delimitar la seccio´n cr´ıtica, y TMRead y TMWrite
para sen˜alar los accesos transaccionales a memoria.
Los dos puntos clave en la implementacio´n de una
solucio´n TM son la gestio´n de versiones y la detec-
cio´n de conflictos. La gestio´n de versiones se encarga
de mantener los datos especulativos que la transac-
cio´n trata de escribir. Estos datos deben convertirse
en definitivos si la transaccio´n ejecuta la instruccio´n
TMCommit sin haber encontrado ningu´n conflicto.
En otro caso, la informacio´n especulativa tiene que
ser descartada. La gestio´n de versiones puede ser im-
plementada de forma eager o lazy. Una implemen-
tacio´n eager permite a las transacciones escribir di-
rectamente en las posiciones definitivas de memoria,
aunque previamente debe hacerse una copia del valor
previo en un undo-log para que pueda ser restaura-
do en caso de conflicto. Las implementaciones lazy
mantienen los valores especulativos en un write-log
y no modifican la memoria hasta que la transaccio´n
termine. Si la transaccio´n termina con e´xito, enton-
ces los valores almacenados en el write-log se copian
de forma definitiva en memoria. La gestio´n de con-
flictos se encarga de sen˜alar un conflicto si dos o ma´s
transacciones acceden al mismo objeto en memoria y,
al menos una de ellas, realiza una modificacio´n. En
este caso, la transaccion sen˜ala un conflicto y una
de ellas debe abortar, descartando los valores espe-
culativos. El mecanismo de deteccio´n de conflictos
tambie´n puede ser implementado de forma eager o
lazy. En una implementacio´n eager, en cada acceso
a memoria se trata de determinar si existe un con-
flicto, abortando la transaccio´n en el caso de que as´ı
sea. En las implementaciones lazy los accesos a me-
moria son registrados, pero no se detectan conflictos
en ese momento. Cuando finaliza la transaccion, la
operacion TMCommit esta´ a cargo de analizar to-
dos los accesos a memoria hechos por la transaccio´n
durante su ejecucio´n y de sen˜alar los conflictos que
pueda tener con otras transacciones. En este art´ıculo
contribuimos con una solucio´n lazy-lazy.
B. Procesadores APU
Para explicar la arquitectura de los procesadores
APU utilizamos como ejemplo el procesador AMD
Kaveri A10-7850K, compatible con las especificacio-
nes HSA, y que es el utilizado para la evaluacio´n de
nuestra propuesta. Este procesador integra una CPU
de 4 nu´cleos y una GPU con 8 unidades de co´mputo
(CU). Los hilos de CPU se mapean en los nu´cleos de
CPU. En la GPU, sus hilos (tambie´n conocidos co-
mo work-items en nomenclatura OpenCL) se agru-
pan en work-groups que se asignan a las distintas
CUs. A su vez, los work-items dentro de un work-
group se agrupan en wavefronts. En esta arquitectu-
ra, un wavefront consta de 64 work-items y un work-
group se compone, como ma´ximo, de 4 wavefronts.
Los work-items de un mismo wavefront comparten el
mismo contador de programa y se ejecutan en locks-
tep. Adema´s, en cada CU se encuentra una memoria
de baja latencia denominada memoria local, para ser
utilizada a modo de scratch-pad y acelerar los acce-
sos a memoria de la aplicacio´n. En esta arquitectura,
cada work-group tiene acceso a 32Kb de memoria lo-
cal. De entre las caracter´ısticas de HSA disponibles
en este procesador cabe destacar el espacio de memo-
ria virtual compartido entre CPU y GPU y la cohe-
rencia de memoria entre ambos dispositivos. De esta
forma, los punteros pueden ser vistos por ambos dis-
positivos sin necesidad de copias expl´ıcitas. Adema´s,
tambie´n se proporcional operaciones ato´micas entre
ambos dispositivos y operaciones de sema´ntica en los
accesos a memoria (esto es, memory ordering).
C. Trabajo Relacionado
La implementacio´n de CPU de APUTM esta´ ins-
pirada en NOrec STM [5]. NOrec es una implemen-
tacio´n de TM software que realiza la deteccio´n de
conflicto en el momento de commit (lazy), compa-
rando los valores leidos durante la transaccio´n con
los valores actuales de memoria. Si alguno de los
valores leidos durante la transaccio´n ha cambiado,
entonces se sen˜ala un conflicto. Para acelerar este
proceso, NOrec mantiene un cerrojo con un nu´mero
de secuencia codificado utilizado para serializar las
transacciones que escriben. Al comienzo de la tran-
saccio´n este nu´mero de secuencia es registrado. Si, al
final de la transaccio´n, el nu´mero de secuencia no ha
cambiado, entonces la transaccio´n puede actualizar
sus valores especulativos en memoria. En este caso,
el nu´mero de secuencia se incrementa. Sin embargo,
en caso de que el nu´mero de secuencia haya cambia-
do durante la ejecucio´n de una transaccio´n, entonces
la transaccio´n debe detectar conflictos comprobando
sus accesos a memoria.
En cuanto a las soluciones TM para GPUs, GPU-
STM [20] tiene muchas cualidades deseables para las
APUs. Al igual que NOrec, GPU-STM utiliza el con-
cepto de un cerrojo con nu´mero de secuencia, lo que
facilita la integracio´n de ambas soluciones. Adema´s,
GPU-STM permite que las transacciones sin conflic-
to dentro de un wavefront escriban en memoria en
paralelo. Sin embargo, en GPU-STM esto se consi-
gue mediante el uso de varios cerrojos manejados con
operaciones ato´micas. En nuestro disen˜o tratamos de
minimizar el uso de operaciones ato´micas y utiliza-
mos otras te´cnicas para permitir la escritura en pa-
ralelo.
III. APUTM
En esta seccio´n presentamos APUTM, un TM por
software disen˜ado espec´ıficamente para procesado-
res APU. APUTM permite sincronizar transacciones
en CPU y GPU minimizando el uso de operaciones
ato´micas necesarias para ello. Esto se consigue utili-
zando un cerrojo global con un nu´mero de secuencia
(inspirado por NOrec) compartido entre transaccio-
nes de CPU y GPU. APUTM implementa un meca-
nismo de gestio´n de versiones lazy, al igual que un
mecanismo de deteccio´n de conflictos lazy. En las si-
guientes subsecciones discutimos la implementacio´n
de APUTM.
1 // Global metadata
2 atomic_int * gclock;
1 // Private metadata
2 struct pr_descr{
3 int snapshot;
4 int status; // RUNNING or ABORTED
5 <address ,value > * reads;
6 <address ,value > * writes;
7 };
1 // Wavefront metadata
2 struct wf_descr{
3 atomic_long * commit_mask;
4 atomic_int * leader_id;
5 <address ,owner > * wf_writes;
6 atomic_int * next_write;
7 };
Fig. 1: Metadatos globales, privados y de wavefront
requeridos para implementar APUTM.
A. Metadatos
En la figura 1 hemos clasificado los metadatos re-
queridos para implementar APUTM. Estos metada-
tos esta´n divididos en 3 categorias: globales, priva-
dos, y de wavefront.
Los metadatos globales son accedidos por todas las
transacciones, tanto de CPU como de GPU. Por tan-
to, estos metadatos deben implementarse utilizando
operaciones ato´micas entre plataformas. La u´nica va-
riable de este tipo es el cerrojo con secuencia que
llamamos, a partir de ahora, gclock.
Los metadatos privados son individuales a cada
transaccio´n y constan de 4 elementos. snapshot es el
u´ltimo valor de gclock en el que se comprobo´ que la
transaccio´n es consistente con memoria. status mues-
tra el estado de la transaccio´n (ejecutando, o aborta-
da). reads contiene las direcciones de los accesos de
lectura a memoria, y los valores que se leyeron. writes
se utiliza para almacenar las escrituras especulativas
a memoria.
Por u´ltimo, los metadatos de wavefront son exclu-
sivos de la parte GPU de APUTM. Cada wavefront
tiene, de forma privada, sus propios metadatos de
wavefront, que son compartidos por todos los work-
items del mismo. commit mask indica, para los work-
items de un mismo wavefront, aquellos que han abor-
tado. Algunas operaciones que se detallara´n a con-
tinuacio´n deben realizarse por un u´nico work-item,
que viene designado por la variable leader id. Todas
los accesos de escritura del wavefront deben ser re-
gistrados para deteccio´n de conflictos. Esto se lleva
a cabo en la variable wf writes que es gestionada por
next write.
B. Gestio´n de Versiones
La figura 2 muestra el pseudo-co´digo que imple-
menta APUTM, y que utilizamos para explicar la
gestio´n de versiones. Al comienzo de la transaccio´n,
en la operacion TMBegin, tanto las transacciones
CPU como las GPU inicializan sus conjuntos de lec-
tura y escritura (l´ıneas 2-3), establecen la transaccio´n
como ejecutandose (l´ınea 4) y obtienen una copia de
gclock (l´ınea 5). En el caso de las transacciones GPU,
se inicializan los datos compartidos por el wavefront
(l´ıneas 6-9). Las operaciones de escritura especula-
tiva, TMWrite, registran sus accesos de escritura en
writes (l´ınea 56), o actualizan cualquier valor previo
(l´ınea 54). En el caso de las transacciones GPU tam-
bie´n deben registrarse en los metadatos de wavefront
(l´ıneas 57-60). Las lecturas de memoria, TMRead,
en primer lugar comprueban si es un acceso RAW
(read-after-write) y, en ese caso, retornan el valor al-
macenado en writes (l´ıneas 65-66). En otro caso, se
debe comprobar la consistencia con memoria (esto
se hace por correccio´n y se explicara´ ma´s adelante)
y, en caso de ser consistente, se accede a memoria y
se registra la lectura en reads (l´ıneas 68-73). En es-
te caso, no hay diferencias entre las transacciones de
CPU y las de GPU. Por u´ltimo, durante la operacio´n
TMCommit, los valores especulativos se hacen defi-
nitivos si no se ha detectado ningu´n conflicto. Esto
se hace escribiendo en memoria todos los valores de
writes (l´ıneas 19-20) de las transacciones que no ten-
















16 consistent= checkConsistency ()
17 if(consistent){
18 if(! empty(writes)){
19 for(<addr , val > in writes)
20 mem[addr]=val























44 if(th_id == leader_id)
45 while(! atomic_cas(lck ,0,1)){}
46 }
47 if(CPU){
48 while(! atomic_cas(lck ,0,1)){}
49 }
50 }
51 TMWrite(addr , val)
52 {
53 if(contains(writes , addr){
54 update(writes , addr , val)
55 }else{
56 add(writes , addr , val)
57 if(GPU) {
58 p=atomic_add(next_write ,1)






65 if(contains(writes , addr){












78 for(<addr1 ,val > in writes{
79 for(<addr2 ,ownr > in wf_writes{








88 for(<addr1 ,val > in reads{
89 for(<addr2 ,ownr > in wf_writes{









Fig. 2: Funciones que implementan APUTM.
proceso se realiza en paralelo para las transacciones
ejecuta´ndose en un mismo wavefront.
C. Deteccio´n de conflictos
La deteccio´n de conflictos se realiza de forma lazy,
es decir, implementada como parte de la instruccio´n
TMCommit. Dado que la CPU y la GPU operan con
distintos modelos de programacio´n, la implementa-
cio´n de la deteccio´n de conflictos es distinta para
cada procesador.
Transacciones CPU: Las transacciones en CPU
deben adquirir un cerrojo para poder comenzar la
deteccio´n de conflictos (l´ınea 15). Una vez adqui-
rido, los cambios en memoria no esta´n permitidos
por parte de ninguna otra transaccio´n y se procede
a comprobar la consistencia de los datos accedidos
por la transaccio´n (l´ınea 16). La comprobacio´n de
consistencia consiste en comparar si gclock ha sido
modificado desde la u´ltima comprobacio´n. Si no ha
sido modificado, la transaccio´n es consistente (l´ıneas
29-30). En otro caso, la transaccio´n debe comprobar
si los valores registrados en reads siguen siendo con-
sistentes (l´ıneas 31-36). Si la transaccio´n ha probado
ser consistente, entonces se procede a volcar los va-
lores de writes a memoria y a actualizar el valor de
gclock (l´ıneas 17-22). Si no es consistente, la tran-
saccion aborta y debe ser reintentada. Por u´ltimo, el
cerrojo es liberado para permitir a otras transaccio-
nes poder realizar la deteccio´n de conflictos.
Transacciones GPU: En GPU las transacciones
deben, en primer lugar, comprobar los conflictos den-
tro de un wavefront (l´ıneas 13-14) y, a continuacio´n,
operar como las transacciones CPU. En primer lugar,
comprobamos que dentro de un wavefront 2 transa-
ciones no tratan de modificar la misma posicio´n de
memoria (l´ıneas 78-87). Esto se hace comprobando,
en paralelo, cada uno de los conjutos writes priva-
dos de las transacciones con el conjunto wf writes
compartido. Si una transaccio´n comprueba que otra
intenta modificar la misma posicio´n (l´ıneas 80-81), y
que dicha transaccio´n no ha sido previamente aborta-
da (l´ınea 82), entonces sen˜ala un conflicto y se marca
como abortada (l´ıneas 83-84). Este mecanismo esta-
blece un orden de prioridad que garantiza el progre-
so: si varias transacciones han intentado modificar la
misma posicio´n de memoria, la primera en hacerlo
puede continuar la ejecucio´n, mientras que el resto
aborta. Finalmente, se debe repetir este proceso pa-
ra filtrar aquellas transacciones que han intentado
modificar una posicio´n que ha sido leida por otra
transaccio´n (l´ıneas 88-97). El proceso es similar, pe-
ro utilizando la variable privada reads en lugar de
writes. Una vez filtradas las transacciones que tienen
conflicto dentro del mismo wavefront, el resto puede
continuar con el mismo proceso seguido en la versio´n
de CPU con una diferencia: la adquisicio´n del cerrojo.
Para evitar que todos los hilos del wavefront (hasta
64 en esta arquitectura) compitan simulta´neamen-
te por el mismo cerrojo, seleccionamos uno de los
hilos como l´ıder (l´ınea 43). Esto se hace utilizando
una operacio´n ato´mica sobre el espacio de memoria
local, la cual es mucho ma´s eficiente que las opera-
ciones ato´micas entre plataformas. En este caso, el
l´ıder es el encargado de obtener y liberar el cerrojo
(l´ınea 45). Por simplicidad no se muestra el co´digo
para liberar un cerrojo, pero es similar a co´digo uti-
lizado para adquirirlo. Una vez la transaccio´n l´ıder
ha adquirido el cerrojo, el proceso es similar al segui-
do por las transacciones CPU, aunque en este caso
puede llevarse a cabo en paralelo por todos los hilos
no abortados del wavefront.
D. Correccio´n
Los cambios en memoria realizados por una tran-
saccio´n pueden dejar los conjuntos de lectura (reads)
de otras transacciones inconsistentes. Estas transac-
ciones siguen su ejecucio´n con un estado de memo-
ria inconsistente, lo cual afecta a la correccio´n del
algoritmo. Por tanto, al igual que en NOrec [5], se
debe comprobar que los valores en memoria siguen
siendo consistentes en cada acceso de lectura (l´ıneas
68-69). Esto garantiza la propiedad de correccio´n co-
nocida como opacidad [11]. Puesto que esta opera-
cio´n es costosa, en nuestra evaluacio´n estimamos el
coste de mantener o no la opacidad, delegando en
este segundo caso la correccio´n del algoritmo en el
programador.
E. Operaciones WAR
Las operaciones de escritura tras lectura (WAR)
son comunes en muchos algoritmos. Por ejemplo, un
algoritmo que trata de modificar una fila de una ba-
se de datos de forma ato´mica realizara´ una lectura
de dicha fila para luego escribir una versio´n modifi-
cada de la misma. En el pasado, se han propuesto
optimizaciones para este tipo de transacciones tanto
en CPU [16] como en GPU [14]. En este trabajo in-
cluimos una optimizacio´n basada en la propuesta de
Holey et al. [14]. En primer lugar, y dado el patro´n
de acceso WAR, un conflicto puede detectarse antes
si consideramos como conflicto la lectura de la misma
posicio´n de memoria por parte de 2 transacciones. En
segundo lugar, las posiciones de memoria que se leen
y escriben dentro de una transaccio´n tendra´n 2 en-
tradas en los metadatos: una en el conjunto de reads
y otra en el conjunto de writes. Esta duplicidad pue-
de evitarse creando un u´nico conjunto que almacene
tanto lecturas y escrituras, ahorrando espacio de al-
macenamiento para las transacciones WAR. Durante
nuestra evaluacio´n, llamamos unified-log a una solu-
cio´n que combina ambos conjutos en uno solo y que
detecta conflictos durante las operaciones de lectura.
IV. Evaluacio´n
A. Metodolog´ıa
Para evaluar nuestra propuesta utilizamos el pro-
cesador APU AMD Kaveri 7850K tal y como esta´
descrito en la seccio´n II. En la evaluacio´n utilizamos
el nu´mero ma´ximo de hilos soportados por la arqui-
tectura sin realizar oversubscription: 4 hilos en CPU
y 2048 work-items en GPU. El sistema contiene 8
GB de memoria DDR3 a 1.6 GHz. Para acceder a
las capacidades HSA soportadas por el procesador,
se ha utilizado el lenguaje C++AMP con las opcio-
nes de compilacio´n por defecto incluidas en ROCM
1.22. Los resultados de todos los experimentos son el
promedio de 10 ejecuciones.
B. Caracterizacio´n de APUTM
Para caracterizar APUTM hemos creado un
benchmark sinte´tico que nos permite ajustar el
nu´mero de lecturas y escrituras que realiza cada tran-
saccio´n: comparamos 2, 4, y 8 accesos a memoria
por transaccio´n. Estos accesos a memoria se reali-
zan sobre un array de datos compartidos, siendo la
probabilidad de conflicto del 5 %. Se han realizado
experimentos de forma separada en CPU, GPU y de
la APU al completo. En los casos de CPU y GPU por
separado, se ejecutan 100000 transacciones, mientras
que en el caso de la APU se ejecutan 50000 en CPU
y otras 50000 en GPU de forma concurrente con una
particio´n esta´tica. Esta particio´n no es un requisito
de APUTM, sino que se utiliza para comparar la efi-
ciencia de ambas soluciones. La figura 3 muestra la
evaluacio´n de este benchmark sinte´tico. En cuanto
a las versiones ejecutadas, se ha evaluado el uso de
gclock para acelerar la deteccio´n de conflictos jun-
to con los conjuntos de lectura y escritura separados
(Gclock-rw), o bien unificando ambos en uno u´nico
y permitiendo detectar conflicto en las operaciones
de lectura (Gclock-u). Para evaluar la efectividad de
gclock para acelerar la deteccio´n de conflictos se han
creado 2 versiones equivalentes a las anteriores, pe-
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Fig. 3: Caracterizacio´n de APUTM para diferentes taman˜os de los conjutos de lectura y escritura de las
transacciones.
conjunto de lecturas (R-set-rw y R-set-u, respectiva-
mente). Por u´ltimo, para evaluar el coste de garanti-
zar la correccio´n, se han evaluado otras 4 versiones,
equivalentes a las anteriores, pero sin respetar la pro-
piedad de opacidad.
De forma general, en la figura 3 observamos que
utilizar gclock para acelerar la deteccio´n de conflic-
tos tiene un impacto positivo tanto en CPU, GPU y
la APU al completo, puesto que el tiempo de ejecu-
cio´n es menor. En la ejecucio´n en CPU el impacto es
mayor que en el resto de plataformas. Esto se debe
a que en GPU (y, por tanto, en la mitad de las tran-
sacciones ejecutadas en la APU) varias transacciones
ejecutan en lockstep debido al modelo de ejecucio´n
SIMD. Esto provoca que si una de las transacciones
no logra aprovechar los beneficios de gclock, el ren-
dimiento del resto de transacciones se ve afectado.
Comprobamos tambie´n que, por lo general, el he-
cho de unificar los conjutos de lectura y escritura en
un u´nico unified-log no nos proporciona beneficios.
En cuanto a las versiones sin opacidad, se consiguen
mejores tiempos de co´mputo, pero sin garantizar la
correccio´n del algoritmo. Cabe sen˜alar que, utilizan-
do gclock, el impacto de garantizar la correccio´n es
mı´nimo. Por tanto, la implementacio´n ma´s adecuda-
da es la que utiliza gclock y opacidad.
C. Estructuras de datos concurrentes
Para representar a las estructuras de datos con-
currentes hemos implementado una tabla Hash utili-
zando APUTM. En este benchmark, hemos disen˜ado
una tabla Hash con 50000 entradas en las que las
transacciones intentan insertar valores. Cada tran-
saccio´n, una vez seleccionada la entrada de la tabla
deseada, inserta un elemento al final de dicha en-
trada. La entrada esta´ gestionada por un ı´ndice que
debe incrementarse de forma ato´mica una vez se ha
insertado el elemento. Estas transacciones son ejecu-
tadas tanto por la CPU como por la GPU de forma
concurrente.
La figura 4 muestra la evaluacio´n llevada a cabo
con la tabla Hash. En este caso, comparamos una
versio´n de APUTM que utiliza gclock frente a la
ejecucio´n secuencial y otra versio´n que comprueba
conflictos utilizando u´nicamente el conjunto de lec-
turas (R-set). Adema´s se han evaluado 2 versiones
de la tabla Hash: una u´nicamente con la insercio´n
de elementos (isolated) y otra que simula una apli-
cacio´n que realiza ca´lculos con los datos a insertar
(computation). En la figura 4.a podemos observar
como APUTM es capaz de mejorar el rendimiento
de la aplicacio´n cuando se introduce una componen-
te de computacio´n. Esto se debe a que el overhead
de APUTM es au´n importante y que necesita que la
aplicacio´n contenga una gran cantidad de co´mputo
para poder amorizarlo. Este overhead tambie´n influ-
ye en que el rendimiento no sea el esperado, y puede
reducirse introduciendo optimizaciones o proponien-
do mejoras arquitecturales. En la figura 4 observa-
mos el ratio de transacciones que finalizan. Un valor
de 1 indica que todas las transacciones finalizan en
el primer intento, mientras que un valor de 0 indi-
ca que las transacciones nunca terminan (deadlock).
En este caso comprobamos que ambas soluciones nos
devuelven valores parecidos.
D. Evaluacio´n de Aplicaciones
Para evaluar APUTM se han disen˜ado 2 apliacio-
nes ma´s: Bank, basada en la que se proporciona en
TinySTM [8], y Genetic, que implementa un algorit-
mo gene´tico para resolver el problema de la mochila.
La aplicacio´n Bank simula transferencias entre dis-
tintas cuentas bancarias. Cada transferencia debe
restar una cantidad de una cuenta bancaria e ingre-
sarlo en otra. Las cuentas bancarias son escogidas
al azar de entre un conjunto de 1 millo´n de cuen-
tas, En este problema tenemos un conjunto de 10000
transferencias bancarias (10000 transacciones). Ca-
da hilo de ejecucio´n, siempre que queden transaccio-
nes pendientes, escoje una transaccio´n y la ejecuta.
De esta forma se realiza un reparto dina´mico de la
carga de trabajo. La figura 5 muestra la evaluacio´n
de este benchmark. En la figura 5.a observamos la
aceleracio´n de gclock y R-set (estos te´rminos tienen
el mismo significado que en el benchmark anterior)
respecto a la versio´n secuencial del algoritmo. Ob-
servamos que el uso de gclock proporciona un mayor
rendimiento, por lo que su uso es adecuado para ace-
lerar las aplicaciones. En la figura 5.b observamos




























































Fig. 6: Evaluacio´n de la aplicacio´n Genetic.
puesto que en este caso las transacciones se distri-
buyen dina´micamente entre CPU y GPU. Podemos
observar que, utilizando gclock, se ejecutan ma´s tran-
sacciones en CPU que en GPU. Esto se debe a que,
como hemos comprobado en el benchmark sinte´tico,
la escalabilidad de gclock es mayor en CPU y, por
tanto, ma´s transacciones son planificadas en ella. No
ocurre lo mismo si omitimos el uso de gclock. En
el escenario R-set se planifican ma´s transacciones en
GPU debido a su mayor potencia de co´mputo y a
que, en esta ocasio´n, la CPU no se beneficia del uso
de gclock.
La aplicacio´n Genetic implementa un algoritmo
gene´tico para resolver el problema de la mochila. Da-
do un conjuto de objetos de un peso determinado, y
una mochila con una capacidad ma´xima definida, es-
te algoritmo trata de averiguar que´ objetos pueden
colocarse en la mochila para llenarla lo ma´ximo posi-
ble. Inicialmente, el algoritmo genera un conjunto de
soluciones aleatorias (10 millones en este caso). Cada
transaccio´n selecciona 2 soluciones al azar. La solu-
cio´n ma´s cercana al objetivo se devuelta al conjunto,
mientras que la otra es modificada mediante un ope-
rador de mutacio´n antes de ser devuelta. El uso de
transacciones es necesario para evitar que 2 o ma´s
hilos de ejecucio´n modifiquen la misma solucio´n en
paralelo. En este benchmark, evaluamos 10000 itera-
ciones del algoritmo. Cada iteracio´n se ejecuta den-
tro de una transaccio´n que, al igual que en Bank, se
asigna dina´micamente a la CPU o la GPU. La figu-
ra 6 muestra la evaluacio´n de esta aplicacio´n. En la
figura6.a observamos la aceleracio´n de R-set y gclock
respecto a la versio´n secuencia. Al igual que en la
aplicacio´n anterior, se observa que gclock proporcio-
na mayor escalabilidad. Respecto al nu´mero de tran-
sacciones ejecutadas en cada dispositivo (figura 6.b),
comprobamos que se repite el mismo patro´n. Si se
utiliza gclock para acelerar la deteccio´n de conflic-
to, entonces se planifican ma´s transacciones en CPU
puesto que se beneficia de este mecanismo en mayor
medida. Omitiendo el uso de gclock, la mayor parte
de las transacciones son planificadas en GPU ya que
ofrece mayor potencia de co´mputo.
V. Conclusiones y trabajo futuro
En este art´ıculo presentamos APUTM, un sistema
de memoria transaccional por software que, mediante
el uso de transacciones, implementa exclusio´n mutua
para procesadores tipo APU. Se han presentado va-
rias implementaciones de las que deducimos que el
uso de gclock consigue mejores tiempos de co´mputo,
lo cual permite implementar opacidad sin que afecte
al rendimiento en gran medida.
Como l´ıneas de trabajo futuro podemos sen˜alar
algunas optimizaciones que pueden aplicarse a
APUTM para mejorar su rendimiento. En GPU, el
acceso a las variables privadas puede optimizarse pa-
ra que sigan un patro´n coalesced, permitiendo a va-
rios hilos acceder en paralelo a memoria. Adema´s,
podr´ıa estudiarse utilizar una aproximacio´n de grano
fino de gclock. Por ejemplo, cada objeto en memoria
puede tener su propio cerrojo para permitir la de-
teccio´n de conflictos en paralelo, siempre y cuando
sea sobre distintos elementos. Por u´ltimo, ser´ıa in-
teresante estudiar algu´n mecanismo de planificacio´n
para distribuir de forma ma´s inteligente el nu´mero
de transacciones ejecutadas en cada dispositivo.
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