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Abstract
Supercomputing or High Performance Computing plays ever more important roles in industrial 0elds as
well as in basic research. Based upon the history of supercomputers in the last few decades, a personal view
of the supercomputing in the 0rst decade of the 21st century is presented.
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1. From supercomputing to high performance computing
The 0rst “supercomputer” Cray-1 was built by Seymour Cray in 1976 and people thought only
a few of such supercomputers would meet the demand from science and engineering. At present,
however, a notebook PC in your bag supersedes the computing power of Cray-1.
Supercomputing has played important roles in industrial 0elds such as automobile, aeronautics,
building and civil engineering, electric and electronic engineering, material and pharmaceutics, as well
as in basic research such as elementary particles, chemistry, condensed matter, genome, protein and
complex systems. Supercomputers are regarded as the computers which have an order of magnitude
higher performance. They are special expensive facilities which only government laboratories or
universities or big companies can a<ord.
Currently, although supercomputing is playing ever more important roles in various 0elds, the
word “supercomputer” is not very popular. It is replaced with “high performance computer”. Needless
to say, supercomputers are high performance computers, but the word “high performance computer”
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emphasizes the continuity with ordinary computers. High performance computer (HPC) has become
a part of a larger set of continua of computing powers starting with PCs.
2. History of HPC
We would like to review brie5y the history of supercomputers or high performance computers.
The present author proposed [1] a division of the history into periods each with about 0ve years.
2.1. Primordial ages
After an experimental parallel computer Illiac IV (1972), the 0rst successful commercial vector
computer Cray-1 was shipped in 1976 by CRI (Cray Research Inc.). It is to be noted that just after
a couple of years a number of computers with vector facilities came out from various Japanese
vendors. The 0rst vector processor in Japan was Fujitsu’s FACOM 230-75 APU (Array Processing
Unit) in 1977. Hitachi produced HITAC M-180 IAP (Integrated Array Processor) in 1978, M-200H
IAP (1979) and M-280H IAP (1982). NEC also produced ACOS-1000 IAP (1982). In these Japanese
machines vector processors were integrated in mainframe computers.
2.2. The 5rst period
In the 0rst-half of the 1980s, in the US, CRI shipped Cray XMP (1983) and CDC (Control
Data Corporation) shipped Cyber 205 (1981). In this period, Japanese vendors started to produce
full-5edged vector computers: Hitachi’s S810 (1983), Fujitsu’s VP200 (1984) and NEC’s SX-2
(1985). There was a striking contrast between American and Japanese supercomputers. American
ones had relatively small number of arithmetic units (2 or 3) and adopted parallel architecture, while
Japanese ones had as many as 12 arithmetic units and had only one CPU.
2.3. The second period
In the second-half of the 1980s, the players in the 0rst period upgraded their machines: CRI’s
Cray-2 (1985) and Cray YMP (1988), ETA (CDC’s subordinate)’s ETA10 (1987), Hitachi’s S820
(1987), Fujitsu’s VP2600 (1989) and NEC’s SX-3 (1991). Although VP2600 and SX-3 adopted
parallel architecture, their multiplicity (at most 4) was smaller than that of American machines (8).
In this period, a number of venture companies started in US to develop massively parallel machines
like Thinking Machine Corporation’s (TMC) CM-2 (1987), Intel’s iPSC (1985) or MasPar’s MP-1
(1990). On the other hand in Japan, no commercial parallel machines were developed although there
were quite a few research parallel machines in universities and laboratories.
2.4. The third period
In the 0rst-half of the 1990s, there was a big change in the supercomputer business in US as
well as in Japan. After CDC closed ETA in 1989, CRI and CCC (Cray Computer Corporation,
founded by Seymour Cray in 1989) were the only two vendors of vector computers in US. CRI
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shipped new vector computer C90 (1991) and a new series of low-cost, compact CMOS supercom-
puter J90 (1994). The CCC placed Cray-3 in NCAR (1993) but unfortunately CCC went bankrupt
in 1995.
In Japan, vector vendors took di<erent strategies. Hitachi adopted a parallel (shared memory)
vector machine S3800 (1993), while Fujitsu produced distributed memory vector processors VPP500
(1995). NEC shipped a cluster of shared memory vector processors SX-4 (1997).
MPPs became successful in US due to their better price=performance ratios. To name a few,
Intel’s Paragon (1991), TMC’s CM-5 (1991) and MasPar’s MP-2 (1992). The biggest event was
that IBM entered in this 0eld by announcing SP-1 (1993) and then SP-2 (1994). IBM’s SP series
soon became the best seller of the MPPs. In Japan Fujitsu and NEC began to sell AP1000 (1994)
and Cenju-3 (1993), respectively, as a testbed of parallel research.
2.5. The fourth period
The second-half of the 1990s was also an era of big changes. CRI, after shipping T90 (1995) and
T3E (1996), was merged by SGI (1996). Cray Unit in SGI started to sell a CMOS vector machine
SV1 (1996). Finally Tera Company took Cray Unit and became new Cray Inc. (2000).
In Japan, Fujitsu continued its distributed memory vector processor series with VPP300 (1995),
VPP700 (1996) and VPP5000 (1999). Along with vector computers, Fujitsu started to ship AP3000
series (1996), an UltraSPARC parallel server. NEC announced SX-5 (1998) and SX-6 (2001) as
successors to SX-4. NEC also launched a parallel computer Cenju-4 (1997) based on MIPS R10000.
Hitachi started SR2201 (1996) and SR8000 (1998) RISC parallel machines based on pseudo-vector
processing.
3. Trends in the last 10 years
3.1. Top 500
We would like to see the history of the development of HPC. The recent progress can be seen
in the so-called Top 500 list [3], which lists the 500 fastest computers according to the perfor-
mance of the LINPACK benchmark since 1993. This benchmark measures the performance of a
computer in terms of the speed to solve a dense linear equation by the direct method. The size of
the equation can be as large as each computer can handle. Although such a simple problem cannot
represent the real world computing, it is considered a reasonable measure of the capability of each
computer.
3.2. Performance trend
In June 1993 version of the list, the highest performance was 59:7 GFlops attained by Intel Paragon
XP=S140 at Sandia Lab. and the 500th one was 0:4 GFlops. After eight years, the highest performance
in June 2001 was 7:23 TFlops of ASCI White at Lawrence Livermore Lab. The average annual
increase is about 182%. The 500th one in June 2001 was 67:8 GFlops, which could stand at the top
if it were in 1993.
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3.3. Technology trend
The drastic increase in the performance is based on the computer technology. As shown in the
previous section, the 0rst-half of the 1990s is characterized by the shift from vector computers to
parallel computers based on COTS (Commodity-O<-The-Shelf) processors. In June 2001, more than
90% of the listed computers were based on RISC chips.
Not only the processors but also the architectures changed. In 1993, half of the machines were
shared memory vector processors and one quarter were MPPs. The rest of the machines on the list
consisted of single-vector processors and SIMD processors. In 2001, however, more than half were
MPPs and 30% were clusters of WS=PC. The manufacturers also changed.
4. HPC in the 10 years to come
4.1. HPC in 2005
Prediction of the future in information technology is very dangerous. Who expected the populariza-
tion of web technology ten years ago? If we extrapolate this trend, however, the highest performance
in 2005 will be 80 TFlops and the 500th one might exceed 1 TFlops.
There are several projects to construct very high-performance machines. The Earth Simulator of
Japan [5], which is being constructed in Yokohama near Tokyo, will be completed in February 2002
and will have the peak performance of 40 TFlops. In US, the 0nal system in the ASCI (Advanced
Strategic Computing Initiative) program, which is scheduled to be completed in 2005, will have the
peak performance of 100 TFlops.
Scalability is now a very important factor in the HPC, which means high performance micro-
processors cover from the low-end PCs to the high-end machines. By that the large expenditure to
develop microprocessors is amortized over millions of PC or WSs. For this reason it would be eco-
nomically diScult to build a machine of 100 TFlops or more using conventional vector technology,
although vector machines are best in wide range of scienti0c and engineering computations.
Special purpose computers dedicated to some special mission will reach the region of Peta5ops in
terms of equivalent performance. IBM announced they would build Blue Gene computer dedicated
to protein folding simulation by 2005. Although the memory is relatively small, its peak performance
will be one Peta5ops. 1 The GRAPE computer, on which Prof. Makino talked in this conference,
will reach sub-Peta5ops performance soon. Hybrid system of dedicated and multipurpose computers
connected via high-speed network would be a hot topic in various 0elds.
4.2. Peta6ops in 2010
If we further extrapolate the trend to 2010, the top performance then is expected to reach
1 PFlops (Peta Flops = 1000 TFlops). What would the Peta5ops machine be like? In US, a research
1 On November 9, 2001, IBM announced a revised version of the Blue Gene with 200 TFlops performance. It is named
“Blue Gene=L” and will be designed with LLNL.
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project has been running to 0nd possible designs of Peta5ops computer [2]. Several ideas have been
proposed.
(1) COTS plan: Since commercial processors are expected to have a very high performance in
coming years, one might build a Peta5ops machine using COTS. The SIA (Semiconductor
Industry Association of the US) prediction says extreme minute semiconductor technology
(50–70 nm) will be available in 2009. If a chip containing 500 million transistors runs at 6 GHz,
it would comprise four CPUs with 30 GFlops peak speed. Peta5ops will be available using 8192
of such chips. A number of break throughs will be necessary to attain this goal, i.e. quantum
limit, heat dissipation, fabrication limit, etc.
(2) Optical connection plan: One of the biggest barriers might be the pin neck. In order to attain a
suScient bandwidth between the chip and the memory, huge number of pins are necessary. The
pin size, however, does not decrease parallely with the transistor size. Steve Wallach proposed
to adopt optical connection between chips [4]. If the WDM (wavelength division multiplexing)
technology can be incorporated in the chip, the communication bandwidth for a single 0ber will
be more than 1 Tb=s. One big problem will be the routing, which will be solved by the Internet
technology.
(3) PIM plan: Another plan to cope with the pin neck is to let the processor and the memory
cohabit in a single chip. This technology is called PIM (Processor in Memory). Then the latency
will become one tenth and the bandwidth hundred times wider. The PIM technology is already
popular in embedded systems or game machines. A new architecture is needed in HPC PIM.
(4) HTMT (Hybrid technology multi-threaded) plan: A hybrid combination of superconductive
devices, PIM, optical connection and hologram memory has been proposed for the Peta5ops
machine. Using superconductive devices, one can make a 200 GHz processor with 0:25 m
technology. An assembly of 4196 of such processors would enable Peta5ops performance. The
memory system will consist of ten levels and that will make programming very diScult. Tech-
nological plausibility is questionable and it seems this plan no longer enjoys vigorous support,
which it once had.
4.3. Application of Peta6ops
Computational science and technology have always demanded thousand times faster computer
than the current ones. Peta5ops computer would open variety of new research and development. It
is needless to say that Peta5ops machine should not be alone but it lies at the top of the continuum
of high performance computers, i.e. although Peta5ops machine may be the only one in the world,
there should be a number of 100 Tera5ops computers all around the world.
4.3.1. Simulation from the 5rst principles
The most important application will be the simulation from the 0rst principles, which predicts the
macroscopic behaviour of the system in terms of microscopic fundamental laws of nature. Since our
computing capacity is not enough for computing everything from the quantum mechanics, various
modeling and approximation is very important.
Biological simulation will be an important target of Peta5ops computing. Although human genome
is decoded, there is a long way to the functions of human body. One big challenge is to predict
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the three-dimensional structure and the chemical reaction on it in terms of the sequence of amino
acids. Currently we can simulate the dynamics in a nano second (10−9 s) using classical forces.
Protein folding takes milli second so that we need million times more computing power. If quantum
mechanics is used in calculating forces, we would need ever more high performance. Drug design
would require a quantum simulation of chemically active regions.
4.3.2. Coupled simulation
Real world is complex and is governed by various laws of nature. Conventional simulation is
applied to single phase stationary systems based on a single law such as 5uid dynamics or structural
mechanics. Real airplane wing, for example, is subject not only to the aerodynamics but also to the
structural mechanics. It is not easy to incorporate both laws, since huge degrees of freedom should
be handled and they have di<erent time and space scales.
More complex is the simulation of internal combustion engine. Fluid dynamics, structural dynam-
ics, chemical reaction and heat transfer are coupled in the system. Simulation of crack in materials
would need quantum, molecular and structural analysis coupled with each other. Peta5ops level com-
puter will enable us to simulate such complex systems and change not only basic research but also
industry.
4.4. Qualitative change in research and development
In the early stage of simulation technology, due to the limitation of the computing speed, simulation
could only reproduce the data which were already known by experiments. At present, however, new
inovative data are available by simulation. Moreover phenomena in extreme conditions (high pressure,
high temperature, etc.) can only be “observed” by computational methodology.
Computational methods have a number of advantages. In physical experiments, one can measure
only a limited amount of physical observables. In computer experiments, although they are limited
by the precision of assumed models and numerical accuracy, one can sometimes have more precise
data than the physical experiments. Computational methods have a big impact not only on scienti0c
research, but on industrial design.
5. HPC in 20 years from now
If we further extrapolate to 2020, what might be expected? Does Moore’s law about the exponential
expansion of semiconductor technology still continue up to this point? Will there be no 5attening?
If the exponential growth continues, we will have an Exa Flops (1018 5oating operations per second)
computing in 2020!
What would be the technology for the Exa5ops computing? Quantum limit is not very far and we
might have to use a single electron to compute. Heat dissipation is a very big diSculty. Molecular
and=or quantum computing will be a hot topic in this area. Biocomputing may be another candidate.
We have to be reminded that in the history of semiconductor technology many no-go predictions
have been overthrown by new technologies.
Who will use Exa5ops machines? There will be no shortage of users in Exa5ops machines. In
three-dimensional models, 1000 times computing power would enable computation of only 0ve or
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six times larger systems. In quantum mechanical models the improvement in the number of atoms
would be similar.
6. Conclusion
As was shown in many talks in this conference, simulation technology gives us the problem solv-
ing technique for complex and nonlinear systems with huge degrees of freedom, which appear in
natural science, engineering, socio-economic problems and so on. Large-scale high-speed simulation
technology and high performance computing as its basis are the key to the scienti0c and techno-
logical development in the 21st century. Japan will have a 40 TFlops machine (Earth Simulator in
Yokohama) next February but it has no de0nite plan thereafter. The author believes Japan should
start a project aiming at Peta5ops as soon as possible.
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