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1. Introduction
Many mathematical physics problems result in finding fixed points of positive mappings
in cones, to which the theory of fixed point indices are important. There are a large number
of papers contributed to this theory; we refer to [1,3–7,10,11,13] and the literature quoted
there. In this paper, we will prove a conjecture proposed by Dancer [3,4].
We will use the standard terminologies and notations as in [3]. Let E be a real Banach
space. Recall that W ⊂ E is called a wedge if W is closed, W +W ⊂W and R+W ⊂W ,
where R+ = [0,∞). If the condition that W is closed is not assumed, it seems convenient
to use the terminology, open wedge, in this situation. If C is a wedge and (−C)∩C = {0},
we call C a cone. Further more, if C −C = E, then we call it a total cone. If W ⊂ E is a
wedge, let W∗ = {f ∈E∗: f (u) 0, ∀u ∈W }, where E∗ is the dual space of E, and for
u ∈W , let Wu = {v ∈E: u+ tv ∈W for some t > 0} and Su = {v: ±v ∈Wu}.
Now let us introduce Dancer’s conjecture. Assume that C ⊂ E is a total cone,
A :C→ C is a compact and C1 continuous operator, and that y is an isolated fixed point of
A in C. Amann [1] gave a formula for calculating the fixed point index as y = 0. Dancer
[3] generalized this formula to any y ∈ C, which is more convenient for using. According
to [3], we know that A′(y)(Cy)⊂ Cy and then A′(y)(Sy)⊂ Sy , which is a closed subspace
of E. These allow us to define the quotient space E/Sy , which we denote by S˜y and the
naturally induced operator from A′(y) by the quotient mapping, which we denote by A˜
(cf. [3,4]). Let r(A˜) denote the spectral radius of A˜. The index formula in [3] is
Theorem 1.1. Assume that I −A′(y) is invertible. Then
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(ii) indexC(A,y)= indexSy (A′(y),0), if r(A˜) < 1.
Dancer noticed that the condition that I −A′(y) is invertible in Theorem 1.1 for case (i)
is unnatural if y is an isolated fixed point in C. (Observe that I−A′(y) is invertible, forcing
y to be an isolated fixed point in C.) In [4], he relaxed the condition to the following
Theorem 1.2. If I − A′(y) is not invertible but the kernel of I −A′(y) does not intersect
Cy , then y is an isolated fixed point in C and indexC(A,y)= 0.
If the conditions of Theorem 1.2 hold, then 1 is an eigenvalue of A˜ and by the Krein–
Rutman theorem (cf. [12,13]), we can easily show that r(A˜) > 1. Nevertheless, Dancer
[3,4] proposed the following,
Conjecture. If y is an isolated fixed point of A in C and r(A˜) > 1, then indexC(A,y)= 0.
We will prove the above conjecture in this paper. We shall now give a brief indication
of the contents and organization of this paper. In Section 2, we give some simple results
about the convexity of wedges and about bounded linear functionals. In Section 3, we
extend the Krein–Rutman theorem to compact linear operators which have some wedges
as their invariant sets and study the generalized eigenspaces of these kinds of operators. In
Section 4, we demonstrate the proof of the conjecture.
2. Preliminaries
The following three notations will be used throughout this paper. Let con(D) denote the
convex hull of the set D and BX(r) denote the closed ball centered at the original point
with radius r in the normed linear space X. If D ⊂X, let intX(D) denote the interior of D
with the topology in X.
Lemma 2.1. Assume thatE is a real Banach space and thatW ⊂E is a wedge with u ∈W .
Then we have the following statements.
(i) Wu =R+(W − u)=⋃t∈R+(W − tu).
(ii) Let v /∈ Su and then ∃f ∈Wu∗ such that f (v) > 0 (< 0) if v ∈Wu (/∈Wu).
(iii) W∗ is a wedge in E∗ and moreover, if W −W =E, then W∗ is a cone of E∗.
(iv) If intE(W) = ∅, then ∀v ∈ intE(W) and ∀w ∈W , {sv+ tw: s, t ∈ (0,∞)} ⊂ intE(W).
(v) If r1, r2 > 0 and u1, u2 ∈W such that u1 +BE(r1) and u2 +BE(r2)⊂W , then u1 +
u2 +BE(r1 + r2)⊂W .
Proof. (i) The conclusion is clear.
(ii) Assume that v /∈ Wu. By the convex sets separation theorem (cf. [2]), ∃f ∈ E∗
and a ∈ R such that ∀w ∈Wu, f (w) > a > f (v). Let w = 0 and then a < 0. Therefore
f (v) < 0. If there exists w ∈Wu satisfying f (w) < 0, then f (tw)→−∞ as t →+∞.
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v ∈Wu, then −v /∈Wu (since v /∈ Su) and by the arguments above, ∃f ∈ Wu∗ such that
f (v) > 0.
(iii) It is clear that W∗ is a wedge in E∗. Assume that W −W = E and ±f ∈ W∗.
Then ∀v and w ∈ W , f (v − w) = f (v) + (−f )(w)  0. Since W −W = E, we have
f (E)⊂R+. Hence f = 0. That is, W∗ is a cone of E∗.
(iv) Let v ∈ intE(W) and r > 0 such that v+BE(r)⊂W . Then ∀w ∈W , it is clear that
sv + tw+BE(sr)⊂W for s, t ∈ (0,∞).
(v) ∀v ∈ u1 + u2 +BL(r1 + r2), let
v1 = u1 + v − (u1 + u2)
r1 + r2 r1 and v2 = u2 +
v − (u1 + u2)
r1 + r2 r2.
Since ||v− (u1 + u2)|| r1 + r2, we have v1 ∈ u1 +BE(r1) and v2 ∈ u2 +BE(r2). There-
fore
v = v1 + v2 ∈
(
u1 +BE(r1)
)+ (u2 +BE(r2))⊂W.
It follows that u1 + u2 +BE(r1 + r2)⊂W .
The proof is complete. ✷
Lemma 2.2. Assume that W is an (open) wedge in a real Banach space E. Let E =
E1 ⊕E2 and W1 =⋃z∈E2((W − z)∩E1). Then W1 is an open wedge in E1.
Proof. Since W1 = ∅ is a trivial case, we assume that W1 = ∅. Let u and v ∈ W1 and
t ∈ R+. Then there exist zu and zv ∈ E2 such that u+ zu and v + zv ∈W . It follows that
t (u+ zu) and u+ zu + v + zv ∈W . Since tu and u+ v ∈ E1, and tzu and zu + zv ∈ E2,
we have tu and u+ v ∈W1.
This completes the proof. ✷
Lemma 2.3. Assume that W is an (open) wedge in a finite dimensional real Banach
space L. If W −W = L, then intL(W) = ∅.
Proof. Let n be the dimension of L. Since W cannot be contained in any hyper-
plane with dimension less than n, we can chose {u1, u2, . . . , un} ⊂ W such that D =
con(0, u1, . . . , un) ⊂W is an n-simplex. (In this paper, an n-simplex means an n-dimen-
sional polyhedron with n+ 1 vertices.) It is clear that
1
n+ 1
n∑
i=1
ui ∈ intL(D)⊂ intL(W). ✷
Lemma 2.4. Assume that D is a convex set in a finite dimensional real Banach space L.
Then intL(D)= intL(D).
Proof. It is clear that intL(D) ⊂ intL(D). Now let u ∈ intL(D) (if intL(D)= ∅, the con-
clusion is immediate). Then there exists {u0, u1, . . . , un} ⊂D such that u ∈ intL(con(u0,
u1, . . . , un))⊂ intL(D), where n is the dimension of L. For i = 0–n, let u′i ∈D close to ui
enough such that u ∈ intL(con(u′0, u′1, . . . , u′n))⊂ intL(D). This completes the proof. ✷
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|f (u)| = ||f ||dis(u,ker(f )), where dis(A,B) := infv∈A,w∈B ||v −w||.
Proof. We assume that f (u) > 0. (If f (u)= 0, the result is clear. If f (u) < 0, we replace
f by −f .) Let d = dis(u,ker(f )). Since ∀v ∈ ker(f ), f (u)= f (u+ v) ||f ||||u+ v||,
we have f (u) ||f ||d . On the other hand, ∀ > 0 satisfying  < ||f ||, ∃v ∈ E such that
||v|| = 1 and that f (v)  ||f || −  . Then f (dv)  d(||f || −  ). Since dis(dv,ker(f ))
||dv|| = d , ∃d ′  d such that dis(d ′v,ker(f )) = d . From E = span{u} ⊕ ker(f ), it fol-
lows that there exist t ∈ R and w ∈ ker(f ) such that d ′v = tu+w. By dis(d ′v,ker(f ))=
dis(u,ker(f )) and f (u), f (d ′v) > 0, we have t = 1. Then f (u) = f (d ′v)  f (dv) 
d(||f || −  ). Therefore f (u) ||f ||d . ✷
Lemma 2.6. Assume that u ∈E, a real Banach space, with ||u|| = r > 0 and that f ∈E∗
with ||f || = 1.
(i) If f (u) > 0, then supv∈u+BE(r) f (v) > r .(ii) If f (u) < 0, then dis(u,ker(f ))= r − δ, where δ = supv∈u+BE(r) f (v).
Proof. (i) Since ||f || = 1, ∀ > 0 satisfying  < f (u), ∃w ∈ BE(r) such that f (w) >
r −  . Let v = u+w and then v ∈ u+BE(r) and f (v)= f (w)+ f (u) > r .
(ii) Let ξ = f (u). As in (i), ∀ > 0, let w ∈ BE(r) satisfy f (w) > r −  . Set v = u+w
and then v ∈ u+ BE(r) and f (v) > r + ξ −  . Therefore δ = supv∈u+BE(r) f (v)= r + ξ
since ∀w ∈BE(r), f (u+w) r+ξ . It follows that f (u)= δ−r (< 0). Hence Lemma 2.5
implies dis(u,ker(f ))= r − δ. ✷
3. Extension of the Krein–Rutman theorem and the generalized eigenspaces
Let E be a real Banach space and C ⊂ E be a total cone. Assume that T is a compact
linear operator. Denote the spectral radius of T by r(T ). The Krein–Rutman theorem is
that if T (C)⊂ C and r(T ) > 0, then r(T ) is an eigenvalue of T and T ∗ with eigenvectors
in C and C∗, respectively, where T ∗ denotes the dual operator of T (cf. [12,13]). We will
generalize this theorem to operators which leave some wedges invariant. Before stating
our theorem, it is helpful to introduce some notations. Assume that W ⊂ E is a wedge
such that W = E and W −W = E. Let S = {u ∈ E: ±u ∈ W } and then S is a closed
subspace of E. As in [3], we define the quotient space E˜ = E/S and let J be the quotient
mapping. It follows from W −W = E that W˜ = J (W) is a total cone in E˜. Assume that
T (W)⊂W and then T (S)⊂ S. As in [3] again, we define T˜ , the operator induced from T
by the quotient mapping J . That is, ∀u˜ ∈ W˜ , T˜ u˜= J (T u), where u ∈ J−1(u˜). Denote the
spectral radius of T˜ by r(T˜ ).
Theorem 3.1. If r(T˜ ) > 0, then r(T˜ ) is an eigenvalue of T and T ∗ with eigenvectors in W
and W∗, respectively.
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T˜ u˜= r(T˜ )u˜. Therefore ∃v ∈ S and u ∈W such that J (u)= u˜ and
T u= r(T˜ )u+ v. (3.1)
Let (T − r(T˜ ))|S denote the restriction of T − r(T˜ ) on S. If (T − r(T˜ ))|S is not invert-
ible, since T is compact, we have ∃w ∈ S\{0} such that T w = r(T˜ )w. If (T − r(T˜ ))|S is
invertible, let
w = ((T − r(T˜ ))∣∣
S
)−1
v ∈ S.
By (3.1), we have T (u−w)= r(T˜ )(u−w). Since J (u−w)= u˜ = 0, u−w = 0. Hence,
for both cases, r(T˜ ) is an eigenvalue of T with eigenvectors in W .
By the Krein–Rutman theorem again, ∃u˜∗ ∈ W˜∗\{0} such that T˜ ∗u˜∗ = r(T˜ )u˜∗. Then
∀u˜ ∈ E˜, we have
〈u˜, T˜ ∗u˜∗〉 = r(T˜ )〈u˜, u˜∗〉. (3.2)
Let J ∗ : E˜∗ → E∗ denote the dual of J . Thus, ∀v˜∗ ∈ E˜∗ and ∀v ∈ E, 〈v,J ∗(v˜∗)〉 =
〈J (v), v˜∗〉. Let u ∈E such that u˜= J (u). Then
〈u˜, T˜ ∗u˜∗〉 = 〈T˜ u˜, u˜∗〉 = 〈J (T u), u˜∗〉= 〈T u,J ∗(u˜∗)〉= 〈u,T ∗J ∗(u˜∗)〉, (3.3)
and
r(T˜ )〈u˜, u˜∗〉 = r(T˜ )〈J (u), u˜∗〉= r(T˜ )〈u,J ∗(u˜∗)〉. (3.4)
Combining (3.2), (3.3) and (3.4), we have 〈u,T ∗J ∗(u˜∗)〉 = r(T˜ )〈u,J ∗(u˜∗)〉. By the ar-
bitrariness of u˜ ∈ E˜, we have the arbitrariness of u ∈ E. Let u∗ = J ∗(u˜∗) and then
T ∗u∗ = r(T˜ )u∗. To complete the proof, we only need to show that u∗ ∈ W∗\{0}. By
u˜∗ = 0, it is clear that u∗ = 0. Since u˜∗ ∈ W˜∗, we have ∀u ∈W, 〈u, u∗〉 = 〈u,J ∗(u˜∗)〉 =
〈J (u), u˜∗〉 0. Hence u∗ ∈W∗. ✷
Remark 3.2. If E has finite dimensions, then the condition that r(T˜ ) > 0 is unnecessary.
In fact, if E has finite dimensions and r(T˜ )= 0, then it is clear that I˜ + T˜ is the naturally
induced operator from I + T by the quotient mapping and its spectral radius is 1, where I˜
and I denote the identity operators on E˜ and E, respectively. By Theorem 3.1, ∃u ∈W\{0}
and u∗ ∈ W∗\{0} such that (I + T )u = u and (I∗ + T ∗)u∗ = u∗. That is, T u = 0 and
T ∗u∗ = 0.
Let λ = r(T˜ ) > 0. By Theorem 3.1, we have λ is an eigenvalue of T and the corre-
sponding eigenspace intersects W . To solve Dancer’s conjecture, we need to investigate
the positions of all the generalized eigenspaces of T corresponding to eigenvalues whose
absolute values are not less than λ. To study these, we should complexify E and extend T
into the complexification space of E. Let EC = E + iE and TC(u+ iv)= T u+ iT v, ∀u
and v ∈ E, where i =√−1. Assume that η ( = 0) is an eigenvalue of TC and then by the
Riesz–Schauder theorem (cf. [2,8]), we have the following statements.
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ker
(
(η− TC)n−1
) = (⊂)ker((η− TC)n)= ker((η− TC)n+1). (3.5)
(ii) ker((η− TC)n) is a finite-dimensional space.
(iii) EC = ker((η − TC)n) ⊕ R((η − TC)n), where R((η − TC)n) denote the range of
(η− TC)n.
(iv) ker((η− TC)n) and R((η− TC)n) are invariant under TC .
We call EC,η = ker((η − TC)n) the generalized eigenspace of TC corresponding to the
eigenvalue η. It is well known that if η is imaginary, then its conjugate η¯ is also an eigen-
value of TC and with the same n as in (3.5), we have
ker
(
(η¯− TC)n−1
) = (⊂)ker((η¯− TC)n)= ker((η¯− TC)n+1).
Moreover, there exist ErC,η and E
i
C,η, subspaces of E, such that EC,η =ErC,η + iEiC,η and
EC,η¯ = ErC,η − iEiC,η, where EC,η¯ = ker((η¯− TC)n) is the generalized eigenspace of TC
corresponding to the eigenvalue η¯.
Now let us go back to consider the eigenvalues and the corresponding generalized
eigenspaces of T . Classical matrix theory (cf., e.g., [9]) gives us the following facts. If
η ∈ R is an eigenvalue of TC , then it is an eigenvalue of T . Let Eη and EC,η denote
the generalized eigenspaces of T and TC , respectively (the definition of the generalized
eigenspaces of T is the same as of TC ), and then EC,η = Eη + iEη. If η /∈ R is an eigen-
value of TC , then η is not an eigenvalue of T . Nevertheless,E[η] :=ErC,η⊕EiC,η is invariant
under T . Let η= a+ ib, where a, b ∈ R and then T |E[η] can be expressed as the following
matrix

B C1
B C2
. . .
. . .
B Ck−1
B

 ,
where
B =
(
a b
−b a
)
and Ci =
(
0 0
0 0
)
or
(
1 0
0 1
)
for i = 1–(k − 1).
From now on, if we say η is an eigenvalue of T , this means that η is an eigenvalue
of TC and that the imaginary part of η is nonnegative. If η /∈ R, we call E[η] the gener-
alized eigenspace of T corresponding to the eigenvalue η. For simplicity, we denote the
generalized eigenspace by E[η] whether or not η ∈ R.
Let E1 =⊕|η|λ E[η], the direct sum of all the generalized eigenspaces of T corre-
sponding to the eigenvalues whose absolute values are not less than λ. By the Riesz–
Schauder theorem and the arguments above, there exists E2 which is invariant under T
such that E = E1 ⊕E2 and λ > r(T |E2), the spectral radius of T restricted on E2. Since
E1 is the decisive subspace, it is deserved to be studied in detail. Let Eˆ1 =⊕η/∈R, |η|λ E[η]
and Eˇ1 =⊕η∈R,η>λ E[η]. Then E1 = E[λ] ⊕ Eˆ1 ⊕ Eˇ1. (In Section 4, we will decompose
E1 in some other ways.)
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Proof. Suppose it is not true. Then there exist η > λ, u /∈ S and an positive integer n such
that (η−T )nu= 0 and (η−T )n−1u = 0. Let ui = (η−T )n−iu, i = 1, . . . , n. Assume that
k is the least number such that uk /∈ S and then T˜ (J (uk))= ηJ (uk) and J (uk) = 0. This
contradicts r(T˜ )= λ. ✷
Let W1 =⋃z∈E2((W − z)∩E1) and Wλ =W1 ∩E[λ]. Then we have the following
Lemma 3.4. (i) W1 is an open wedge in E1 such that T (W1)⊂W1.
(ii) Wλ is an open wedge in E[λ] such that T (Wλ)⊂Wλ.
Proof. (i) By Lemma 2.2, it is clear that W1 is an open wedge of E1. Let u ∈W1 and then
there exists z ∈ E2 such that u+ z ∈W . Since W , E1 and E2 are invariant under T , we
have T (u)= T (u+ z)− T (z) ∈W1.
(ii) FromW1 is an open wedge, it followsWλ is an open wedge and from T (E[λ])⊂E[λ]
and T (W1)⊂W1, it follows T (Wλ)⊂Wλ. ✷
Proposition 3.5. (i) W1 −W1 =E1, W1 =E1 and intE1(W1) = ∅.
(ii) Wλ −Wλ =E[λ], Wλ =E[λ] and intE[λ](Wλ) = ∅.
Proposition 3.6. ∀u ∈ intE[λ] (Wλ), we have u ∈ intE1(W1).
Proposition 3.7. ∀ξ0 ∈ (0, λ), there exists x0 ∈ intE1(W1) such that ∀ξ < ξ0, T x0 − ξx0 ∈
intE1(W1).
Before we turn to the proofs, some comments seem called for. There are two keys to
solving Dancer’s conjecture. Propositions 3.5–3.7 together are the first one (the second
one is contained in Section 4). Its essentials are to construct an open wedge in E1, which
has nonempty interior that does not intersect −W , is invariant under T and satisfies the
conclusion of Proposition 3.7. Here W1 meets our needs. The one which seems more nat-
ural is W ′1 =W ∩ E1. It is easy to see that W ′1 = E1 is an open wedge in E1 such that
T (W ′1)⊂W ′1. Unfortunately, there are examples to show that intE1(W ′1) may be empty.
To prove the above propositions, we need the following three lemmas.
Lemma 3.8. Assume that L is a finite dimensional real Banach space and K :L→ L is a
linear operator with no real eigenvalue.
(i) ∀f ∈L∗ and ∀u ∈L, if f (u) > 0 then there exists n > 0 such that f (Knu) < 0.
(ii) ∀u ∈ L, there exist n and {αi}ni=0 ⊂R+ such that
∑n
i=0 αi = 1 and
∑n
i=0 αiKiu= 0.
Proof. (i) Suppose by the contradiction that there exist u ∈ L and f ∈ L∗ such that
f (u) > 0 and f (Knu)  0, ∀n > 0. Let D = {v ∈ L: ∀n  0, f (Knv)  0}. Then it is
clear that D = ∅, D +D ⊂D, R+D ⊂D and K(D)⊂D. We claim that D is closed. In
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f (Knvi) 0 and vi → v. Therefore v ∈D.
Let H =D −D and then D is a wedge in H . It follows from −u /∈D that D =H . By
Theorem 3.1 and Remark 3.2, we have K has a real eigenvalue. This is a contradiction.
(ii) Let Dm = con(u,Ku, . . . ,Kmu), for m= 1,2, . . . , and D =⋃∞m=1Dm. Since each
Dm is convex and Dm+1 ⊃Dm, it is easy to see that D is convex. Hence D is closed and
convex.
Let L′ = span{u,Ku, . . . ,Kmu, . . .}. Then L′ is a subspace of L, D ⊂ L′ and K(L′)⊂
L′. Now let us consider L′. By (i), we have there is no f ∈ L′∗\{0} such that f (D)⊂R+.
(Note that intL′(D) = ∅.) Hence 0 ∈ intL′(D). (Otherwise, by the convex sets separation
theorem, we will obtain a contradiction.) Then Lemma 2.4 implies that 0 ∈ intL′(D).
Suppose that the dimension of L′ is d . Then there exist {x0, . . . , xd} ⊂ D such that
H = con(x0, . . . , xd) ⊂ D is a d-simplex in L′ and that 0 ∈ intL′(H). Let n be such
that {x0, . . . , xd} ⊂Dn. Then 0 ∈ intL′(Dn). Therefore there exist {αi}ni=0 ⊂ R+ such that∑n
i=0 αi = 1 and
∑n
i=0 αiKiu= 0. ✷
Lemma 3.9. Assume thatL is a finite dimensional real Banach space and thatK :L→L is
a linear operator with only one eigenvalue λ which is real and strictly positive. Then ∀ > 0
there exists an equivalent norm on L such that under this norm K(BL(r))⊃ BL((λ−  )r).
Proof. Let  > 0 be given and then chose δ > 0 small enough such that(
1
λ
+ δ
)
(λ−  ) < 1. (3.6)
Since the spectral radius of K−1 is 1/λ, there exists an equivalent norm on L such that
under this norm ||K−1||< 1/λ+ δ. In the following, we use this equivalent norm on L.
Since K is a homeomorphism from L onto L, K(BL(r))⊃ BL((λ−  )r) is equivalent
to BL(r)⊃K−1(BL((λ−  )r)). ∀u ∈BL((λ−  )r), it follows from (3.6) that
||K−1u|| ||K−1|| ||u||
(
1
λ
+ δ
)
(λ−  )r < r.
This implies BL(r)⊃K−1(BL((λ−  )r)). ✷
Lemma 3.10. Assume that L is a finite dimensional real Banach space, that P is a wedge
in L with nonempty interior, and that K is a linear operator with only one eigenvalue λ > 0
satisfying K(P)⊂ P . Then ∀ξ ∈ (0, λ), ((K − ξ)−1(P )) ∩ intL(P ) = ∅.
Proof. Let ξ ∈ (0, λ) and then ((K − ξ)−1(P )) ∩ intL(P ) = ∅ if and only if ∃v ∈ P such
that (K − ξ)−1v ∈ intL(P ) or (by Lemma 2.1(iv))
ξ(K − ξ)−1v ∈ intL(P ). (3.7)
Let T = ξK−1 and denote the spectral radius of T by µ. Then µ= ξ/λ < 1 and
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∞∑
i=1
T i, (3.8)
which converges absolutely.
It is clear that 1/µ is the only eigenvalue of T −1. Since the interior of a set is un-
changed by using any equivalent norms, we can chose an equivalent norm on L such that
the conclusion of Lemma 3.9 holds for operator T −1. That is, ∀r > 0,
T −1
(
BL(r)
)⊃ BL
((
1
µ
−  
)
r
)
, (3.9)
where  ∈ (0,1) will be specified later. From now on, we use this equivalent norm on L.
Let u0 ∈ intL(P ) with ||u0|| = 1 and r > 0 such that u0 +BL(r)⊂ P . Set
ui = (T −1)iu0 = ξ−iKiu0, i = 1,2, . . . .
Since K(P) ⊂ P , we have Ki(u0 + BL(r)) ⊂ P and thus (T −1)i(u0 + BL(r)) ⊂ P . It
follows ui + (T −1)i (BL(r))⊂ P . By (3.9) and induction, we have
ui +BL
((
1
µ
−  
)i
r
)
⊂ P, i = 0,1,2, . . . . (3.10)
For n= 1,2, . . . , let
wn =
n−1∑
i=0
ui, rn =
n−1∑
i=0
(
1
µ
−  
)i
r, xn = ξ(K − ξ)−1un.
Then (3.10) and Lemma 2.1(v) imply that
wn +BL(rn)⊂ P. (3.11)
From (3.8), it follows that
xn = ξ(K − ξ)−1un =
∞∑
i=1
T iun =
n∑
i=1
T iun +
∞∑
i=n+1
T iun
=
n∑
i=1
T i(T −1)nu0 +
∞∑
i=n+1
T iun = u0 + u1 + · · · + un−1 +
∞∑
i=n+1
T iun
=wn +
∞∑
i=n+1
T iun. (3.12)
Since
lim
i→∞
i
√
||T i || = µ and lim
i→∞
i
√∣∣∣∣(T −1)i∣∣∣∣= 1
µ
,
we can chose n large enough such that
||T i ||< (µ+  )i and ∣∣∣∣(T −1)i∣∣∣∣( 1 +  )i , ∀i  n.
µ
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∣∣∣∣∣
∞∑
i=n+1
T iun
∣∣∣∣∣
∣∣∣∣∣
∞∑
i=n+1
||T i || ||un|| =
∞∑
i=n+1
||T i || ∣∣∣∣(T −1)nu0∣∣∣∣

∞∑
i=n+1
||T i || ∣∣∣∣(T −1)n∣∣∣∣ ∞∑
i=n+1
(µ+  )i
(
1
µ
+  
)n
=
(
1
µ
+  
)n
(µ+  )n+1
1 − (µ+  ) ,
where we suppose that µ+  < 1. It follows
rn∣∣∣∣∑∞
i=n+1 T iun
∣∣∣∣ =
∑n−1
i=0
( 1
µ
−  )ir∣∣∣∣∑∞
i=n+1 T iun
∣∣∣∣ 
1−(1/µ− )n
1−(1/µ− ) r( 1
µ
+  )n (µ+ )n+11−(µ+ )
= r 1− (µ+  )( 1
µ
−  − 1)(µ+  )
( 1
µ
−  )n − 1(
1 +  
µ
+  µ+  2)n .
If  is small enough such that
1
µ
−  > 1 +  
µ
+  µ+  2,
then
lim
n→∞
rn∣∣∣∣∑∞
i=n+1 T iun
∣∣∣∣ =∞.
Hence we can chose n large enough such that rn > ||∑∞i=n+1 T iun||. Then (3.11) and
(3.12) imply xn = ξ(K − ξ)−1un ∈ intL(P ). That is, (3.7) holds for v = un. ✷
Proof of Proposition 3.5. We divide the proof into three steps.
Step 1: W1 −W1 =E1 and intE1(W1) = ∅.∀x ∈ E1, since E =W −W , we have there exist {un}∞n=1 and {vn}∞n=1 ⊂W such that
un − vn → x as n→∞. Let un = xun + zun and vn = xvn + zvn , where xun and xvn ∈
E1, and zun and zvn ∈ E2. By the definition of W1, it is clear that xun and xvn ∈W1 and
xun−xvn → x as n→∞. HenceE1 =W1 −W1. SinceE1 has finite dimensions, it follows
E1 =W1 −W1. By Lemma 2.3, we have intE1(W1) = ∅.
Step 2: Wλ =E[λ] and W1 =E1.
It is clear that we only need to show that Wλ = E[λ]. By Theorem 3.1, there exists
f ∈W∗\{0} such that T ∗f = λf . Then ∀u ∈E,
0 = (T ∗f − λf )u= f (T u− λu).
Let E3 = Eˆ1 ⊕ Eˇ1 ⊕ E2 and then E = E[λ] ⊕ E3, E3 is invariant under T and (T −
λ)|E3 is invertible. It follows from (3.13) that f (E3) = {0}. ∀x ∈ W1, the definition of
W1 implies that there exists z ∈ E2 such that x + z ∈ W . Hence f (x) = f (x + z)  0.
That is, f (W1) ⊂ R+. From Wλ ⊂W1, it follows that f (Wλ) ⊂ R+. If Wλ = E[λ], then
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f = 0. This is impossible and hence Wλ =E[λ].
Step 3: Wλ −Wλ =E[λ] and intE[λ](Wλ) = ∅.
Let E′[λ] = Wλ − Wλ. Then E′[λ] is a subspace of E[λ] and T (E′[λ]) ⊂ E′[λ] by
Lemma 3.4(ii). Suppose by the contradiction thatE′[λ] =E[λ]. SinceE1 =E[λ] ⊕ Eˆ1 ⊕ Eˇ1,
∀u ∈ W1, there exist x ∈ E[λ], xˆ ∈ Eˆ1 and xˇ ∈ Eˇ1 such that u = x + xˆ + xˇ. Since
E1 =W1 −W1, u ∈W1 can be chosen such that the corresponding x ∈ E[λ]\E′[λ]. From
Lemma 3.3 and S ⊂W , it follows that
Eˇ1 ⊂W ∩E1 ⊂W1.
Hence −xˇ ∈W1. It follows x + xˆ = u− xˇ ∈W1. In Eˆ1, by Lemma 3.8(ii), there exist n
and {αi}ni=0 ⊂ R+ such that
∑n
i=0 αi = 1 and
∑n
i=0 αiT i xˆ = 0. Since T (W1) ⊂W1 and
T (E[λ])⊂E[λ], we have
n∑
i=0
αiT
ix =
n∑
i=0
αiT
i(x + xˆ) ∈ (W1 ∩E[λ])=Wλ ⊂E′[λ].
Since λ > 0 is the only eigenvalue of T , {αi}ni=0 ⊂ R+ and
∑n
i=0 αi = 1, we have∑n
i=0 αiT i is invertible on E[λ]. Then
∑n
i=0 αiT i is invertible on E′[λ]. From (3.15), it
follows that x ∈E′[λ]. This is a contradiction. Hence Wλ −Wλ = E[λ] and by Lemma 2.3,
intE[λ](Wλ) = ∅.
The proof is complete. ✷
Proof of Proposition 3.6. If we suppose there exists u ∈ intE[λ](Wλ) such that u ∈
intE1(W1), then ∀v ∈ intE[λ] (Wλ), since u ∈ intE1(W1), we have v ∈ intE1(W1) by extend-
ing the line from u to v to a point ∈Wλ ⊂W1 and then applying Lemma 2.1(iv). Hence we
only need to show that there exists u ∈ intE[λ](Wλ) such that u ∈ intE1(W1).
Suppose by the contradiction that Wλ ∩ intE1(W1)= ∅. Then by the convex sets sepa-
ration theorem, let f ∈E∗1\{0} such that f (Wλ)⊂R− and f (W1)⊂R+. Since Wλ ⊂W1,
we have f (Wλ) = {0}. From Wλ −Wλ = E[λ], it follows that f (E[λ]) = {0} and (3.14)
implies f (Eˇ1)= {0}.
Let v ∈ intE1(W1) and then by Lemma 2.5, f (v) > 0. Let vλ ∈E[λ], vˆ ∈ Eˆ1 and vˇ ∈ Eˇ1
such that v = vλ + vˆ+ vˇ. Then f (vˆ)= f (v) > 0. Since W1, E[λ], Eˆ1 and Eˇ1 are invariant
under T , we have
∀n, f (T nvˆ)= f (T nv) 0. (3.13)
Since f (E[λ]) = f (Eˇ1) = {0}, f can be regarded as a functional on Eˆ1 and then (3.16)
contradicts Lemma 3.8(i). ✷
Proof of Proposition 3.7. Let ξ0 ∈ (0, λ). By Propositions 3.5 and 3.6, we only need to
show that there exists x0 ∈ intE[λ](Wλ) such that ∀ξ < ξ0, T x0 − ξx0 ∈ intE[λ](Wλ).
Let us consider in E[λ] and denote T |E[λ] by K . By Lemma 3.10, there exists u0 ∈
Wλ such that x0 = (K − ξ0)−1u0 ∈ intE[λ] (Wλ). Therefore Kx0 − ξ0x0 = u0 ∈Wλ. From
Lemma 2.1(iv), it follows that ∀ξ < ξ0
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The proof is complete. ✷
4. Proof of the conjecture
To prove Dancer’s conjecture, according to the following Lemma 4.1, there are two
cases, y ∈ E2 and y /∈ E2, that we should consider in different ways. For each case, we
divide the proof into five steps. The second step, to construct suitable convex sets with
nonempty interior, plays the second key to the proof of the conjecture (the first key has been
given in Section 3), since we want to use the convex sets separation theorem nevertheless
C may has no interior. We give the details of the proof of the first case and only sketch that
of the second, since the ideas and the processes of the proofs for both cases are essentially
the same, although the second are a little more complex.
In this section, the same notations are used as in Sections 1 and 3. To make it clearly, we
illustrate them again. DenoteA′(y) by T and r(A˜) by λ. Then λ > 1 and is an eigenvalue of
T with eigenvectors in Cy (by Theorem 3.1). Let E[η] denote the generalized eigenspace of
T corresponding to the eigenvalue η (note that the imaginary part of η is nonnegative) and
E1 =⊕|η|λ E[η]. Then there exists a subspace E2 such that T (E2)⊂E2, E = E1 ⊕E2,
and λ′ = r(T |E2) < λ. Let
W1 =
⋃
z∈E2
(
(Cy − z)∩E1
)
, Cy,1 =
⋃
z∈E2
(
(Cy − z)∩E1
)
and
C1 =
⋃
z∈E2
(
(C − z)∩E1
)
.
By Lemma 2.2, W1, Cy,1 and C1 are open wedges in E1. Since Cy,1 ⊂W1 and
W1 =
⋃
z∈E2
(
(Cy − z)∩E1
)⊂ ⋃
z∈E2
(
(Cy − z)∩E1
)= Cy,1,
we have W1 = Cy,1. Then from Lemma 2.4 and Proposition 3.5(i), it follows that
intE1(Cy,1)= intE1(Cy,1)= intE1(W1)= intE1(W1) = ∅.
Therefore Proposition 3.7 allows us to chose x0 such that
x0, T x0 − x0, T x0 − (λ′ +  0)x0 ∈ intE1(Cy,1), (4.1)
where  0 = (λ− λ′)/2. (Note that 1 and λ′ +  0 < λ.)
Let xy ∈E1 and zy ∈E2 such that y = xy + zy . Then
Lemma 4.1. (i) If y ∈E2, then xy = 0 and Cy,1 = C1.
(ii) If y /∈E2, then xy = 0 and Cy,1 =⋃t∈R+(−txy +C1).
Proof. (i) It is easy to see that xy = 0 and by Lemma 2.1(i) we have
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⋃
z∈E2
(
(Cy − z)∩E1
)= ⋃
z∈E2
(( ⋃
t∈R+
(C − ty)− z
)
∩E1
)
=
⋃
z∈E2
⋃
t∈R+
(
(C − ty − z)∩E1
)= ⋃
z∈E2
(
(C − z)∩E1
)= C1.
(ii) It is clear that xy = 0 and by Lemma 2.1(i) we have
Cy,1 =
⋃
z∈E2
(
(Cy − z)∩E1
)= ⋃
z∈E2
(( ⋃
t∈R+
(C − ty)− z
)
∩E1
)
=
⋃
z∈E2
⋃
t∈R+
(
(C − ty − z)∩E1
)= ⋃
t∈R+
( ⋃
z∈E2
(
(C − tzy − z)∩E1
)− txy
)
=
⋃
t∈R+
(C1 − txy).
The proof is complete. ✷
By Lemma 4.1, Cy,1 is different as y ∈ E2 or y /∈ E2 and this, we will see, leads to
some differences (although not essential) in the proof of the conjecture. Now let us give
the proof for
Case I: y ∈E2
By Lemma 4.1(i), we have Cy,1 = C1. Therefore, (4.1) can be rewritten as
x0, T x0 − x0, T x0 − (λ′ +  0)x0 ∈ intE1(C1). (4.2)
As we have mentioned before, we will complete the proof for this case by five steps.
Step 1: Equivalent norms
By Proposition 3.5(i), W1 =E1 and then C1 (= Cy,1 =W1) =E1 is a wedge in E1. Ac-
cording to Lemma 2.1(ii), there exists fC1 ∈ C1∗ such that fC1 = 0. Since x0 ∈ intE1(C1),
it follows from Lemma 2.5 that fC1(x0) > 0. We assume that fC1(x0) = 1 and let
E0 = ker(fC1). Then E1 = span{x0} ⊕ E0. Since x0 ∈ C1, there exists z0 ∈ E2 such
that u0 = x0 + z0 ∈ C. Then we have E = span{u0} ⊕ E0 ⊕ E2. In fact, ∀u ∈ E, since
E = E1 ⊕ E2, there exist unique x ′ ∈ E1 and z′ ∈ E2 such that u = x ′ + z′ and then
t = fC1(x ′) ∈ R, x = x ′ − tx0 ∈E0 and z= z′ − tz0 ∈E2, which are uniquely determined
by u, satisfy u= tu0 + x + z.
Since r(T |E2)= λ′, it is well known that there exists an equivalent norm || · ||∗ on E2
such that under this norm ||T |E2 ||∗ < λ′ +  0 (cf. [13, p. 795]).
For u= tu0 + x + z, where t ∈ R, x ∈ E0 and z ∈ E2, let ||u||∗∗ = |t| + ||x|| + ||z||∗.
It is clear that || · ||∗∗ is an equivalent norm on E. From now on, in Case I, we use this
equivalent norm on E and equip spaces E∗ and L(E), the space of all continuous linear
operators on E, with the norms induced by it. For simplicity, we denote all these norms by
|| · ||. Observe the obvious fact that ||u0|| = 1. This will be used in steps 4 and 5.
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Let Eˆ0 = span{u0} ⊕E2 and then E =E0 ⊕ Eˆ0. For r > 0 and h 0, let
Kˆr =R+
(
u0 +BE2 (r)
)
, Kˆr,h = (Kˆr − hu0)∩ {tu0 + z: t  0 and z ∈E2},
Kr = Kˆr +C and Kr,h = Kˆr,h +C.
Then it is clear that Kˆr ⊂ Kˆr,h and Kr ⊂Kr,h; if h= 0, Kˆr,h = Kˆr and Kr,h =Kr ; and Kˆr
and Kr are open wedges in Eˆ0 and E, respectively.
Proposition 4.2. ∀u ∈E, if (C− u)∩ int
Eˆ0
(−Kˆr,h)= ∅, then (C−u)∩ intE(−Kr,h)= ∅.
Proof. Suppose by the contradiction that there exists v ∈ (C − u) ∩ intE(−Kr,h). From
v ∈ intE(−Kr,h), it follows that there exists t > 0 such that w := v + tu0 ∈ −Kr,h =
−Kˆr,h − C. Hence there exists wˆ ∈ −Kˆr,h such that w ∈ wˆ − C or wˆ ∈ w + C. Let
vˆ = wˆ − tu0. Since wˆ ∈ −Kˆr,h and −tu0 ∈ intEˆ0(−Kˆr,h), we have vˆ ∈ intEˆ0(−Kˆr,h) by
Lemma 2.1(iv). Now we show that vˆ ∈ (C−u). Since C+C ⊂ C, (C−u)+C ⊂ (C−u).
From v ∈ (C − u), it follows that v + C ⊂ (C − u). By wˆ ∈ w + C, we have wˆ − tu0 ∈
w − tu0 + C. Thus, vˆ ∈ v + C ⊂ (C − u). So vˆ ∈ (C − u) ∩ intEˆ0(−Kˆr,h) and we have a
contradiction. ✷
Proposition 4.3. ∃r0 > 0 such that u0, T u0 − u0 and T u0 − (λ′ +  0)u0 ∈ intE(Kr0).
To prove Proposition 4.3, we need the following
Lemma 4.4. ∀x ∈ intE1(C1) and ∀z ∈ E2, there exists r1 > 0 such that ∀r  r1, x + z ∈
intE(Kr).
Proof. Assume that x ∈ intE1(C1) and z ∈ E2. Let t = fC1(x) and x ′ = x − tx0. Then
x ′ ∈ E0 and t > 0 (by Lemma 2.5). Since tx0 + x ′ = x ∈ intE1(C1), there exists tˆ ∈ (0, t)
such that xˆ := tˆx0 + x ′ ∈ intE1(C1). Let D = (C1 − tˆx0)∩E0 and then D is convex. Since
xˆ ∈ intE1(C1), we have x ′ ∈ intE0(D). Assume that E0 has m dimensions and then there
exist {x ′0, x ′1, . . . , x ′m} ⊂ D such that G = con(x ′0, x ′1, . . . , x ′m) ⊂ D is an m-simplex with
x ′ ∈ intE0(G). For i = 0–m, since tˆx0 +x ′i ∈ tˆx0 +G⊂ tˆx0 +D ⊂ C1, there exists z′i ∈E2
such that tˆx0 + x ′i + z′i ∈ C.
For r > 0, let
HE0,r =
(
Kr − (x + z)
)∩E0 and HEˆ0,r = (Kr − (x + z))∩ Eˆ0.
Since E = E0 ⊕ Eˆ0 and Kr is convex, it is easy to see that to show (x + z) ∈ intE(Kr) or
0 ∈ intE(Kr − (x + z)) is equivalent to show that
0 ∈ intE0HE0,r and 0 ∈ intEˆ0HEˆ0,r . (4.3)
Let
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i=0–m
{∣∣∣∣z− z′i + (tˆ − t)z0∣∣∣∣} and
r1 = max
{
1,
3a
t
,
2b
t − tˆ
}
.
Now we show that (4.3) holds for r = r1 and this completes the proof for Kr1 ⊂ Kr if
r  r1.
For i = 0–m,∣∣∣∣
∣∣∣∣z− z′i + (tˆ − t)z0t − tˆ
∣∣∣∣
∣∣∣∣ bt − tˆ < r1 implies
z− z′i + (tˆ − t)z0
t − tˆ ∈BE2(r1).
It follows
u0 + z− z
′
i + (tˆ − t)z0
t − tˆ ∈ Kˆr1 .
Hence (t − tˆ )u0 + z− z′i + (tˆ − t)z0 ∈ Kˆr1 . From tˆx0 + x ′i + z′i ∈ C and Kr1 = Kˆr1 + C,
it follows that
tx0 + z+ x ′i u0=x0+z0=
(
(t − tˆ )u0 + z− z′i + (tˆ − t)z0
)+ (tˆx0 + x ′i + z′i) ∈Kr1 .
Since Kr is convex and G= con(x ′0, . . . , x ′m), we have tx0 + z+G⊂Kr1 . That is,
G⊂Kr1 − (tx0 + z). (4.4)
Observe that x = tx0 + x ′ and therefore
G− x ′ ⊂Kr1 − (tx0 + z)− x ′ =Kr1 − (x + z). (4.5)
Since x ′ ∈ intE0(G), we have 0 ∈ intE0(G − x ′). By G − x ′ ⊂ E0 and (4.5), we have
G− x ′ ⊂ (Kr1 − (x + z))∩E0 =HE0,r1 . Hence 0 ∈ intE0(HE0,r1).
Since x ′ ∈ intE0(G), we have there exists l > 1 such that x ′′ := lx ′ ∈ G (since x ′ +
p ∈ G if ||p|| is small enough). From (4.4), it follows that tx0 + z + G ⊂ Kr1 and then
tu0 − tz0 + z+ x ′′ ∈Kr1 . By∣∣∣∣
∣∣∣∣z− tz0t/2
∣∣∣∣
∣∣∣∣= 2at < r1,
we have
z− tz0
t/2
∈BE2(r1)
and then
u0 + z− tz0
t/2
∈ Kˆr1 .
It follows
t
2
u0 + z− tz0 ∈ Kˆr1 ⊂Kr1 .
Since Kr1 is convex, we have
δ(tu0 − tz0 + z+ x ′′)+ (1 − δ)
(
t
u0 + z− tz0
)
∈Kr1, ∀δ ∈ (0,1).2
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∀w ∈Kr1 , w+ Kˆr1 ⊂Kr1 + Kˆr1 ⊂Kr1 +Kr1 ⊂Kr1 , we have t ′u0 + x ′ + z− tz0 + Kˆr1 ⊂
Kr1 . Therefore, by x = tx0+x ′ = t (u0−z0)+x ′, we have (x+z)+(t ′− t)u0+Kˆr1 ⊂Kr1 .
That is,
(t ′ − t)u0 + Kˆr1 ⊂Kr1 − (x + z). (4.6)
Since t ′ < t , we have (t − t ′)u0 ∈ intEˆ0(Kˆr1) and then 0 ∈ intEˆ0((t ′ − t)u0 + Kˆr1). From(4.6) and (t ′ − t)u0 + Kˆr1 ⊂ Eˆ0, it follows that
(t ′ − t)u0 + Kˆr1 ⊂
(
Kr1 − (x + z)
)∩ Eˆ0 =HEˆ0,r1 .
Hence 0 ∈ int
Eˆ0
H
Eˆ0,r
. ✷
Proof of Proposition 4.3. Let x1 = T x0 − x0 and x2 = T x0 − (λ′ +  0)x0. Then (4.2)
implies that x1, x2 ∈ intE1(C1). Let z1 = T z0 − z0 and z2 = T z0 − (λ′ +  0)z0 and then
z1 and z2 ∈ E2. By u0 = x0 + z0, T u0 − u0 = x1 + z1, T u0 − (λ′ +  0)u0 = x2 + z2 and
Lemma 4.4, there exists r0 > 0 such that u0, T u0−u0, T u0− (λ′ + 0)u0 ∈ intE(Kr0). ✷
Step 3: Homotopy
We first prove two simple lemmas.
Lemma 4.5. Assume that D ⊂ E is a convex set and that F : D → E is C1 continuous.
Then ∀u0 ∈D and ∀ > 0, there exists δ > 0, such that ||F(u)−F(v)−F ′(v)(u− v)||<
 ||u− v|| if u and v ∈D, and ||u− u0|| and ||v − u0||< δ.
Proof. From the continuity of F ′(u) and∣∣∣∣F(u)− F(v)− F ′(v)(u− v)∣∣∣∣ sup
θ∈[0,1]
∣∣∣∣F ′(v + θ(u− v))− F ′(v)∣∣∣∣ ||u− v||,
the conclusion follows clearly. ✷
Lemma 4.6. (i) ∀u ∈ E, let u= tu0 + x + z, where t ∈ R, x ∈ E0 and z ∈ E2. If u ∈ C,
then t  0.
(ii) Assume that u and v ∈E. If u ∈ (C−v), then there exists t0  0 such that u− t0u0 ∈
(C − v) and ∀t > t0, u− tu0 /∈ (C − v).
Proof. (i) Since E = E1 ⊕ E2, ∀u ∈ E, there exist x ′ ∈ E1 and z′ ∈ E2 such that u =
x ′ + z′. If u ∈ C, then x ′ ∈C1. It follows t = fC1(x ′) 0.
(ii) Let u+ v = t ′u0 + x + z, where t ′ ∈R,x ∈E0 and z ∈E2. From u+ v ∈ C and (i),
it follows that t ′  0. If t > t ′, then u+ v− tu0 = (t ′ − t)u0 + x+ z /∈C (since t ′ − t < 0).
That is, u− tu0 /∈ (C− v) if t > t ′. Since u ∈ C − v and C− v is closed and convex, there
exists t0 ∈ [0, t ′] such that u− t0u0 ∈ (C − v) and ∀t > t0, u− tu0 /∈ (C − v). ✷
By Proposition 4.3, there exist r0 > 0 and α > 0 such that
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Then Lemma 2.5 implies that ∀f ∈Kr0∗,
f (u0), f (T u0 − u0) and f
(
T u0 − (λ′ +  0)u0
)
 α||f ||. (4.8)
For δ > 0, let Dδ = {tu0 + x + z: t ∈ R, x ∈ E0, z ∈ E2 and κ |t| + ||x|| + ||z|| δ},
where κ = r0 + 2. Then Dδ is a closed set of E and intE(Dδ) = ∅. Let Oδ = (C− y)∩Dδ .
Define Aˆ(u) = A(u+ y)− y , ∀u ∈ (C − y). It is easy to see that Aˆ(C − y) ⊂ (C − y).
From y is an isolated fixed point of A in C, it follows that 0 is an isolated fixed point of Aˆ
in C − y . Then there exists δ1 > 0 such that 0 is the only fixed point of Aˆ in Oδ1 . Let
 1 = 18 min
{
1, α,
α
r0 + 1
}
.
By Lemma 4.5 and the continuity of Aˆ′(u), there exists δ2 > 0 such that∣∣∣∣Aˆ(u)− Aˆ(v)− Aˆ′(v)(u− v)∣∣∣∣<  1||u− v||, ∀u and v ∈Oδ2, (4.9)
and that∣∣∣∣Aˆ′(u)− Aˆ′(v)∣∣∣∣<  1, ∀u and v ∈Oδ2 . (4.10)
Let δ0 = min{δ1, δ2}.
Define H(t,u)= Aˆ(u)+ tu0 for u ∈ (C − y) and t ∈ [0,1]. From Aˆ(C − y)⊂ (C −
y) and u0 ∈ C ⊂ C − y , it follows that ∀t ∈ [0,1], H(t, (C − y)) ⊂ (C − y). If we can
show that u = H(t,u) has no solutions for t ∈ (0,1] and u ∈ Oδ0 , then deg(C−y)(I −
H(t, ·), O˙δ0,0) is well defined for all t ∈ [0,1] and by the homotopy invariance of the
topological degree, we have
indexC(A,y)= deg(C−y)
(
I −H(0, ·), O˙δ0,0
)= deg(C−y)(I −H(1, ·), O˙δ0,0)= 0,
where O˙δ0 = (C − y)∩ intE(Dδ0). That is, the conjecture is proved for Case I.
Suppose by the contradiction that there exist u ∈Oδ0 and t ∈ (0,1] such that
u=H(t,u)= Aˆ(u)+ tu0. (4.11)
Then Aˆ(u) ∈ (C − y) and (4.11) imply u− tu0 ∈ (C − y). By Lemma 4.6(ii), there exists
l  t > 0 such that u′ = u− lu0 ∈ (C − y) and that ∀s > l, u− su0 /∈ (C − y).
We shall show that (4.11) implies contradictions and the proof, divided into two steps,
4 and 5, is according to the following two cases:
(C − y − u′)∩ int
Eˆ0
(−Kˆr0)= ∅ and (C − y − u′)∩ intEˆ0(−Kˆr0) = ∅.
Step 4: (C − y − u′)∩ int
Eˆ0
(−Kˆr0)= ∅
Claim 4.7. u′ ∈Oδ0 .
Proof. Let u= su0 + x ′ + z′, where s ∈ R, x ′ ∈ E0 and z′ ∈ E2, and let s′ = s − l. Then
u′ = s′u0 + x ′ + z′. From u′ ∈ C − y , it follows u′ + y ∈C. By y ∈E2 and Lemma 4.6(i),
we have s′ = s − l  0. Since u ∈Oδ0 , κs + ||x ′|| + ||z′|| δ0 and then
κ |s′| + ||x ′|| + ||z′|| = κ |s − l| + ||x ′|| + ||z′|| = κs + ||x ′|| + ||z′|| − κl < δ0.
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It is clear that Aˆ′(0)=A′(y)= T . By (4.11) and Taylor’s formula, we have
u′ + lu0 = Aˆ(u′)+ Aˆ′(u′)(lu0)+ tu0 + o(l)
or
0 = Aˆ(u′)− u′ + l(Aˆ′(u′)u0 − u0)+ tu0 + o(l)
= Aˆ(u′)− u′ + l(T u0 − u0)+ tu0 + l
(
Aˆ′(u′)− T )u0 + o(l), (4.12)
where o(l)= Aˆ(u)− Aˆ(u′)− Aˆ′(u′)(lu0). From (4.9), it follows that∣∣∣∣o(l)∣∣∣∣<  1l||u0|| =  1l  18αl. (4.13)
From (4.10), it follows that
∣∣∣∣(Aˆ′(u′)− T )u0∣∣∣∣ ∣∣∣∣Aˆ′(u′)− T ∣∣∣∣ ||u0||<  1||u0|| =  1  18α. (4.14)
By (C−y−u′)∩ int
Eˆ0
(−Kˆr0)= ∅ and Proposition 4.2, (C−y−u′)∩ intE(−Kr0)= ∅.
Nevertheless, (4.7) implies intE(−Kr0) = ∅. Then by the convex sets separation theorem,
there exists f ∈E∗ such that ||f || = 1 and that (note that 0 ∈ (C − y − u′)∩ (−Kr0))
f (v) 0 f (w), ∀v ∈ (C − y − u′) and ∀w ∈ (−Kr0). (4.15)
From Aˆ(u′) ∈ (C − y), it follows that Aˆ(u′)− u′ ∈ (C − y − u′). Hence
f
(
Aˆ(u′)− u′) 0. (4.16)
By (4.15), we have f ∈ Kr0∗ and then (4.8) holds. This combined with (4.12)–(4.14)
and (4.16) gives
0 = f (Aˆ(u′)− u′)+ lf (T u0 − u0)+ tf (u0)+ lf ((Aˆ′(u′)− T )u0)+ f (o(l))
 0 + αl + αt − l||f || ∣∣∣∣(Aˆ′(u′)− T )u0∣∣∣∣− ||f || ∣∣∣∣o(l)∣∣∣∣
 αl + αt − 1
8
αl − 1
8
αl = 3
4
αl + αt > 0.
We have a contradiction.
Step 5: (C − y − u′)∩ int
Eˆ0
(−Kˆr0) = ∅.
Let Gˆ= (C− y− u′)∩ (−Kˆr0) and then Gˆ = ∅. Let h0 = inf{h: (hu0 +E2)∩ Gˆ = ∅}.
Claim 4.8. h0 < 0 and is finite.
Proof. Let v ∈ (C − y − u′) ∩ int
Eˆ0
(−Kˆr0) ⊂ Gˆ and then there exist h ∈ R and z ∈ E2
such that v = hu0 + z. Since v ∈ int ˆ (−Kˆr0), we have h < 0. Therefore, h0 < 0.E0
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h ∈ R, x ∈E0 and z ∈E2, and by u′ = s′u0 + x ′ + z′ (see the proof of Claim 4.7), we have
v + y + u′ = hu0 + x + z+ y + s′u0 + x ′ + z′
= (h+ s′)u0 + (x + x ′)+ (z+ y + z′).
It is clear that h+ s′ ∈ R, x + x ′ ∈E0 and z+ y + z′ ∈E2. From Lemma 4.6(i), it follows
that h+ s′  0 or h−s′. This implies h0 −s′ is finite. ✷
Let H = ((h0u0 +E2) ∩ (−Kˆr0))− h0u0 and then it is clear that H = BE2(r0|h0|).
Claim 4.9. dis(Gˆ, h0u0 +H)= 0.
Proof. ∀ > 0, let h= h0+ . By the choice of h0, we have (hu0+E2)∩Gˆ = ∅. (Note that
here we may need  is small enough.) Since Gˆ⊂ (−Kˆr0), we have (hu0 +E2)∩ (−Kˆr0)∩
Gˆ = ∅. It follows dis((hu0 + E2) ∩ (−Kˆr0), Gˆ) = 0. Since h0u0 + H = (h0u0 + E2) ∩
(−Kˆr0) and |h− h0| =  , we have dis((hu0 +E2)∩ (−Kˆr0), h0u0 +H)  . Therefore
dis(Gˆ, h0u0 +H) dis
(
Gˆ, (hu0 +E2)∩ (−Kˆr0)
)
+ dis((hu0 +E2)∩ (−Kˆr0), h0u0 +H )  .
This completes the proof. ✷
Let
 2 = min
{ |h0|
κ + 1 ,
αt
2(λ′ +  0 + 1) ,
(l + |h0|)α
8||T ||
}
.
By Claim 4.9, we can chose w ∈ Gˆ and zˆ0 ∈ H such that ||w − (h0u0 + zˆ0)|| <  2. Let
u′′ = u′ +w, v = u′ +h0u0 + zˆ0 and γ = v− u′′. Then ||γ || = ||v− u′′|| = ||w− (h0u0 +
zˆ0)||<  2.
Claim 4.10. u′′ ∈Oδ0 .
Proof. Since w ∈ Gˆ ⊂ (C − y − u′), we have u′′ = w + u′ ∈ (C − y). By the proof of
Claim 4.7, we have u′ = s′u0 + x ′ + z′ and κ |s′| + ||x ′|| + ||z′|| < δ0. By the proof of
Claim 4.8, we have s′ + h0  0. Therefore
κ |s′ + h0| + ||x ′|| + ||z′ + zˆ0|| κs′ + ||x ′|| + ||z′|| + κh0 + ||zˆ0||
 δ0 − κ |h0| + |h0|r0 (since zˆ0 ∈BE2(r0|h0|))
= δ0 − 2|h0| (since κ = r0 + 2). (4.17)
Let u′′ = s′′u0 + x ′′ + z′′, where s′′ ∈ R, x ′′ ∈E0 and z′′ ∈E2. Then
γ = v − u′′ = ((s′ + h0)− s′′)u0 + (x ′ − x ′′)+ (z′ + zˆ0 − z′′).
Since ||γ ||<  2  |h0|/(κ + 1), we have
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∣∣(s′ + h0)− s′′∣∣+ ||x ′ − x ′′|| + ||z′ + zˆ0 − z′′||
 (κ + 1)(∣∣(s′ + h0)− s′′∣∣+ ||x ′ − x ′′|| + ||z′ + zˆ0 − z′′||) (κ + 1)||γ ||< h0.
Combined with (4.17), it follows that
κ |s′′| + ||x ′′|| + ||z′′|| κ(|s′ + h0| + ∣∣(s′ + h0)− s′′∣∣)+ ||x ′|| + ||x ′ − x ′′||
+ ||z′ + zˆ0|| + ||z′ + zˆ0 − z′′||< δ0 − |h0|.
Hence u′′ ∈Oδ0 . ✷
Claim 4.11. (C − y − u′ − h0u0)∩ intEˆ0(−Kˆr0,|h0|)= ∅.
Proof. Suppose by the contradiction that ∃tu0+z ∈ (C−y−u′−h0u0)∩intEˆ0(−Kˆr0,|h0|),
where t ∈ R and z ∈E2. From h0u0 − Kˆr0,|h0| ⊂ −Kˆr0 , it follows that
(t + h0)u0 + z ∈ (C − y − u′)∩ (h0u0 − Kˆr0,|h0|)⊂ (C − y − u′) ∩ (−Kˆr0)= Gˆ.
Nevertheless, tu0 + z ∈ intEˆ0(−Kˆr0,|h0|) implies t < 0. This contradicts the choice of h0.✷
From Claim 4.11 and Proposition 4.2, it follows that
(C − y − u′ − h0u0)∩ intE(−Kr0,|h0|)= ∅.
Let h′ = ||zˆ0||/r0. Since ||zˆ0||  |h0|r0 and then h′  |h0|, we have intE(−Kr0,h′) ⊂
intE(−Kr0,|h0|). It follows
(C − y − u′ − h0u0)∩ intE(−Kr0,h′)= ∅.
Therefore
∅ = (C − y − v) ∩ intE(u′ + h0u0 − v −Kr0,h′)
= (C − y − v) ∩ intE(−zˆ0 −Kr0,h′).
From Kr0 ⊂ Kr0,h′ and (4.7), it follows that intE(Kr0,h′) = ∅ and then intE(−zˆ0 −
Kr0,h′) = ∅. By the convex sets separation theorem, there exist f ∈ E∗ and a ∈ R such
that ||f || = 1 and that
f (p) a  f (q), ∀p ∈ (C − y − v) and ∀q ∈ (−zˆ0 −Kr0,h′). (4.18)
Claim 4.12. 0 a   2.
Proof. From ||zˆ0|| = r0h′, it follows that −zˆ0 ∈ Kˆr0,h′ and then 0 ∈−zˆ0 − Kˆr0,h′ ⊂ −zˆ0 −
Kr0,h′ . By (4.18), we have a  0. From u′′ ∈ (C − y) (by Claim 4.10), it follows that
u′′ − v ∈ (C − y − v). By (4.18), we have f (u′′ − v)  a. Therefore  2 = ||u′′ − v|| 
f (u′′ − v) a. ✷
From Kˆr0,h′ + Kˆr0 ⊂ Kˆr0,h′ and −zˆ0 ∈ Kˆr0,h′ , it follows that −zˆ0 + Kˆr0 ⊂ Kˆr0,h′ or
Kˆr0 ⊂ zˆ0 + Kˆr ,h′ and then Kr0 ⊂ zˆ0 + Kr ,h′ . So (4.18) implies f (p)  −a, ∀p ∈ Kr0 .0 0
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holds.
Claim 4.13. f (|h0|T u0 − |h0|u0 − T zˆ0 + zˆ0) |h0|α− 12αt .
Proof. If ||zˆ0||   2, then ||T zˆ0||  ||T |E2 || ||zˆ0||  (λ′ +  0) 2. Therefore, by (4.8), we
have
f
(|h0|T u0 − |h0|u0 − T zˆ0 + zˆ0) |h0|f (T u0 − u0)− ||f ||(||T zˆ0|| + ||zˆ0||)
 α|h0| − (λ′ +  0 + 1) 2  α|h0| − 12αt.
Next, we suppose that ||zˆ0||>  2. Since E = E1 ⊕ E2 and then E∗ = E∗1 ⊕ E∗2 , there
exist unique f1 ∈ E∗1 and f2 ∈ E∗2 such that f = f1 + f2. From BE2(r0h′) ⊂ −Kˆr0,h′ ⊂−Kr0,h′ , it follows that −zˆ0 + BE2(r0h′)⊂−zˆ0 −Kr0,h′ Then, by (4.18) and Claim 4.12,
we have
sup
p∈−zˆ0+BE2 (r0h′)
f2(p)= sup
p∈−zˆ0+BE2 (r0h′)
f (p)  2.
Therefore Lemma 2.6(i) implies that f (−zˆ0)= f2(−zˆ0) < 0. (Note that ||−zˆ0|| = r0h′ >
 2.) Then by Lemma 2.6(ii), we have
dis
(
zˆ0,ker(f )
)= dis(−zˆ0,ker(f ))= dis(−zˆ0,ker(f2)) r0h′ −  2.
(Note the equivalent norm that we use onE and ker(f2)⊂E2.) From Lemma 2.5, it follows
that f (zˆ0) r0h′ −  2. Therefore
(λ′ +  0)f (zˆ0)+ (λ′ +  0) 2  (λ′ +  0)r0h′  ||T |E2 || ||zˆ0|| ||T zˆ0||

∣∣f (T zˆ0)∣∣. (4.19)
Since u′ ∈ (C − y), we have |h0|u0 − zˆ0 = u′ − v ∈ (C − y − v) and then from (4.18)
it follows that f (|h0|u0 − zˆ0)  0. Therefore there exists l¯ ∈ [0, |h0|] such that f (−zˆ0 +
l¯u0)= 0. That is, f (zˆ0)= f (l¯u0). By (4.19), we have
(λ′ +  0)f (l¯u0)+ 12αt 
∣∣f (T zˆ0)∣∣. (4.20)
From (4.8) and (4.20), it follows that
f
(|h0|T u0 − |h0|u0 − T zˆ0 + zˆ0)= (|h0| − l¯ )f (T u0 − u0)
+ l¯f (T u0 − (λ′ +  0)u0)+ ((λ′ +  0)f (l¯u0)− f (T zˆ0))+ f (zˆ0 − l¯u0)
 |h0|α− 12αt.
The proof is complete. ✷
Since u= (u− u′)+ (u′ − v)+ (v− u′′)+ u′′, u− u′ = lu0, u′ − v =−h0u0 − zˆ0 and
v − u′′ = γ , from (4.11) and Taylor’s formula, it follows that
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(
γ + |h0|u0 − zˆ0 + lu0
)+ tu0
+ o(||γ + |h0|u0 − zˆ0 + lu0||)
or
0 = Aˆ(u′′)− u′′ − γ + (|h0| + l)(T u0 − u0)+ (−T zˆ0 + zˆ0)+ tu0 + T γ
+ (Aˆ′(u′′)− T )(γ + |h0|u0 − zˆ0 + lu0)+ o(||γ + |h0|u0 − zˆ0 + lu0||)
= Aˆ(u′′)− v + l(T u0 − u0)+
(|h0|T u0 − |h0|u0 − T zˆ0 + zˆ0)+ tu0 + T γ
+ (Aˆ′(u′′)− T )(γ + |h0|u0 − zˆ0 + lu0)+ o(||γ + |h0|u0 − zˆ0 + lu0||),
(4.21)
where o(||γ + |h0|u0 − zˆ0 + lu0||) = o(||u − u′′||) = Aˆ(u) − Aˆ(u′′) − Aˆ′(u′′)(u − u′′).
From (4.9), it follows that∣∣∣∣o(||γ + |h0|u0 − zˆ0 + lu0||)∣∣∣∣<  1(||γ || + |h0| + ||zˆ0|| + l)
< ||γ || + α
8(r0 + 1)
(|h0| + ||zˆ0||)+ 18αl
<  2 + 18α|h0| +
1
8
αl (since |h0| + ||zˆ0|| = |h0| + r0h′  (1 + r0)|h0|)
<
1
4
(|h0| + l)α (since ||T || λ > 1). (4.22)
By (4.10) and (4.22), we have∣∣∣∣(Aˆ′(u′′)− T )(γ + |h0|u0 − zˆ0 + lu0)∣∣∣∣
<  1
(||γ || + |h0| + ||zˆ0|| + l)< 14
(|h0| + l)α. (4.23)
From Aˆ(u′′) ∈ (C − y), it follows that Aˆ(u′′)− v ∈ (C − y − v). By (4.18), we have
f
(
Aˆ(u′′)− v) 0. (4.24)
It is clear that∣∣f (T γ )∣∣ ||T || ||γ ||<  2||T ||< 18
(|h0| + l)α. (4.25)
Combining (4.8), Claims 4.13 and (4.21)–(4.25), we have
0 = f (Aˆ(u′′)− v)+ lf (T u0 − u0)+ f (|h0|T u0 − |h0|u0 − T zˆ0 + zˆ0)+ tf (u0)
+ f (T γ )+ f ((Aˆ′(u′′)− T )(γ + |h0|u0 − zˆ0 + lu0))
+ f (o(||γ + |h0|u0 − zˆ0 + lu0||))
 0 + lα + |h0|α − 12 tα + tα −
1
8
(|h0| + l)α − 14
(|h0| + l)α − 14
(|h0| + l)α
= 3
8
(|h0| + l)α + 12 tα > 0.
This is a contradiction and the proof for Case I is complete.
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Case II: y /∈E2
We first prove the following lemma and then establish the counterpart of (4.2).
Lemma 4.14. ∀x ∈ intE1(Cy,1), ∃t0  0 such that ∀t  t0, x + txy ∈ intE1(C1).
Proof. Let m be the dimension of E1 and then ∀x ∈ intE1(Cy,1), there exist {x ′i}mi=0 ⊂
Cy,1 such that G= con(x ′0, . . . , x ′m) is an m-simplex of E1 and x ∈ intE1(G)⊂ Cy,1. For
i = 0–m, by Lemma 4.1(ii), there exist t ′i  0 such that x ′i + t ′i xy ∈ C1 and then xy ∈ C1
implies ∀t  t ′i , x ′i + txy ∈ C1. Let t0 = max{t ′0, . . . , t ′m} and then ∀t  t0, x ′i + txy ∈ C1
for i = 0–m. It follows that ∀t  t0, G+ txy ⊂ C1. Therefore x + txy ∈ intE1(G+ txy)⊂
intE1(C1). ✷
Let x1 = T x0 − x0 and x2 = T x0 − (λ′ +  0)x0, where x0 satisfies (4.1). From Lem-
ma 4.14 there exists t0 > 0 such that
x0 + t0xy, x1 + t0xy and x2 + t0xy ∈ intE1(C1). (4.2′)
We also divide the proof for Case II into five steps which match those for Case I.
Step 1: Equivalent norms
Since x0 + t0xy ∈ intE1(C1), there exists z′0 ∈ E2 such that u′0 := x0 + t0xy + z′0 ∈ C.
Let z0 = z′0 − t0zy and u0 = x0 + z0. (Note that u′0 ∈ C, but u0 may not ∈ C.) From
x0 ∈ intE1(Cy,1) and Lemma 2.5, it follows that there exists fCy,1 ∈ Cy,1∗ such that
fCy,1(x0)= 1. Let E0 = ker(fCy,1) and then, as in Case I, E = span{u0}⊕E0⊕E2. There-
fore ∀u ∈ E, there exist unique t ∈ R, x ∈ E0 and z ∈ E2 such that u= tu0 + x + z and
then ||u||∗∗ = |t| + ||x|| + ||z||∗ is an equivalent norm on E, where ||z||∗ is the norm on
E2 such that ||T |E2 ||∗ < λ′ +  0. From now on, in Case II, we assume that E is equipped
with this equivalent norm, and that E∗ and L(E) are equipped with the norms induced by
|| · ||∗∗. For simplicity, we denote all these norms by || · ||.
Step 2: Convex sets with nonempty interior
For r > 0 and h 0, define Kˆr , Kˆr,h, Kr and Kr,h the same as in Case I. Since Propo-
sition 4.2 and Lemma 4.4 do not need u0 ∈ C, it is easy to check that they hold. (In the
proof of Lemma 4.4, we should replace fC1 by fCy,1 and note that C1 ⊂ Cy,1 by C ⊂ Cy .)
Let u1 = T u0 − u0 and u2 = T u0 − (λ′ +  0)u0. Now we state the counterpart of Proposi-
tion 4.3.
Proposition 4.3′. ∃r0 > 0 such that u′0 (= u0 + t0y), u1 + t0y and u2 + t0y ∈ intE(Kr0).
Proof. It is clear that
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u2 + t0y = x2 + t0xy + z′2,
where z′1 = T z0 − z0 + t0zy and z′2 = T z0 − (λ′ +  0)z0 + t0zy . It is clear that z′0, z′1
and z′2 ∈ E2. By (4.2′) and Lemma 4.4, there exists r0 > 0 such that u′0, u1 + t0y and
u2 + t0y ∈ intE(Kr0). ✷
Step 3: Homotopy
We first establish the counterpart of Lemma 4.6.
Lemma 4.6′. (i) ∀u ∈ E, let u= tu0 + x + z, where t ∈ R, x ∈ E0 and z ∈ E2. If u ∈ C,
then t  0.
(ii) Assume that u and v ∈E. If u ∈ (C−v), then there exists t0  0 such that u− t0u0 ∈
(C − v) and ∀t > t0, u− tu0 /∈ (C − v).
Proof. The proof is identical with that of Lemma 4.6 if in the latter C1 is replaced by Cy,1
and fC1 is replaced by fCy,1 . (Observe that C1 ⊂ Cy,1.) ✷
By Proposition 4.3′, there exists r0 > 0 and α > 0 such that
u′0 +BE(α), u1 + t0y +BE(α) and u2 + t0y +BE(α)⊂Kr0 . (4.7′)
And then Lemma 2.5 implies ∀f ∈Kr0∗
f (u′0), f (u1 + t0y) and f (u2 + t0y) α||f ||. (4.8′)
Let Oδ and Aˆ be defined as same as in Case I and also chose δ1 and δ2 > 0 such that Aˆ
has only one fixed point, 0, in Oδ1 and (4.9) and (4.10) hold for all u and v ∈Oδ2 with the
same  1. Let δ0 = min{δ1, δ2, α/16t0}.
Define H(t,u) = Aˆ(u) + tu′0 for u ∈ (C − y) and t ∈ [0,1]. Since u′0 ∈ C, we have
H(t, (C − y))⊂ (C − y), ∀t ∈ [0,1]. Then, as in Case I, if we can show that u=H(t,u)
has no solutions for u ∈Oδ0 and t ∈ (0,1], then the conjecture is proved for Case II.
Suppose by the contradiction that there exist u ∈Oδ0 and t ∈ (0,1] such that
u=H(t,u)= Aˆ(u)+ tu′0. (4.11′)
From (4.11′) and u′0 = u0 + t0y , it follows that u − tu0 = Aˆ(u) + t t0y ∈ (C − y). By
Lemma 4.6′(ii), there exists l  t > 0 such that u′ = u− lu0 ∈ (C − y) and ∀s > l, u−
su0 /∈ (C − y).
As in Case I, there are two cases,
(C − y − u′)∩ int
Eˆ0
(−Kˆr0)= ∅ and (C − y − u′)∩ intEˆ0(−Kˆr0) = ∅,
that we should consider and the following steps 4 and 5, corresponding to the two cases
respectively, will show that (4.11′) implies contradictions.
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Eˆ0
(−Kˆr0)= ∅
Claim 4.7′. u′ ∈Oδ0 .
Proof. Since ±y ∈ Cy , we have ±xy ∈ Cy,1 and then fCy,1(xy) = 0. That is, xy ∈ E0.
Define s, s′, x ′ and z′ as in the proof of Claim 4.7. From u′ ∈ (C − y), it follows that
u′ +y ∈C. That is, s′u0+xy+x ′ +z′ +zy ∈C. By Lemma 4.6′(i), we have s′ = s− l  0.
And the left of the proof is the same as of Claim 4.7. ✷
From (4.11′) and Taylor’s formula, it follows that
u′ + lu0 = Aˆ(u′)+ Aˆ′(u′)(lu0)+ tu′0 + o(l)
or
0 = Aˆ(u′)− u′ + l(Aˆ′(u′)u0 − u0)+ tu′0 + o(l)
= Aˆ(u′)− u′ + l(T u0 − u0)+ tu′0 + l
(
Aˆ′(u′)− T )u0 + o(l)
= Aˆ(u′)− u′ + l(T u0 − u0 + t0y)+ tu′0 − lt0y + l
(
Aˆ′(u′)− T )u0
+ o(l), (4.12′)
where o(l)= Aˆ(u)− Aˆ(u′)− Aˆ′(u′)(lu0). It is easy to see that (4.13) and (4.14), hold and
by the same arguments as in Case I, step 4, there exists f ∈E∗, ||f || = 1 satisfying (4.15)
and (4.16).
Claim 4.15. |f (y)| α/16t0.
Proof. Since u′ ∈ (C − y), we have y + u′ ∈ C and then 2(y + u′) ∈ C. Hence (y +
u′) ∈ (C − y − u′). It is clear that −(y + u′) ∈ (C − y − u′) (in fact, by 0 ∈ C, we have
−p ∈ (C − p), ∀p ∈E). Therefore, from (4.15), it follows that f (y + u′)= 0. Then∣∣f (y)∣∣= ∣∣f (y + u′)− f (u′)∣∣= ∣∣f (u′)∣∣ ||u′||. (4.26)
Since u′ = s′u0 + x ′ + z′, where s′ ∈R, x ′ ∈E0 and z′ ∈E2, and u′ ∈Oδ0 , we have
||u′|| = |t| + ||x ′|| + ||z′|| κ |t| + ||x ′|| + ||z′|| δ0  α16t0 . (4.27)
This combined with (4.26) completes the proof. ✷
By (4.15), we have f ∈ Kr0∗ and then (4.8′) holds. From (4.8′), (4.12′), (4.13)–(4.16)
and Claim 4.15, it follows that
0 = f (Aˆ(u′)− u′)+ lf (T u0 − u0 + t0y)+ tf (u′0)− lt0f (y)
+ lf ((Aˆ′(u′)− T )u0)+ f (o(l))
> 0 + αl + αt − α
16
l − 1
8
αl − 1
8
αl > 0.
This is a contradiction.
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Eˆ0
(−Kˆr0) = ∅
Let
 2 = min
{ |h0|
κ + 1 ,
αt
2(λ′ +  0 + 1) ,
(l + |h0|)α
8||T || ,
α
16t0
}
and Gˆ, h0, H , w, zˆ0, u′′, v and γ be defined as same as in Case I. Then Claims 4.8–4.11
can be shown easily by suitable slight changes when necessary. (In fact, only the proof
of Claim 4.8 needs the following changes: decomposing y into xy + zy and replacing
Lemma 4.6(i) by Lemma 4.6′(i).) Following the same way as in Case I, step 5, we have
there exists f ∈ E∗, ||f || = 1 such that (4.18) holds. Then we find Claim 4.12 holds and
f ∈Kr0∗. Therefore (4.8′) holds.
Claim 4.13′. f (|h0|T u0 − |h0|u0 + |h0|t0y − T zˆ0 + zˆ0) |h0|α− 12αt .
Proof. The proof is almost the same as of Claim 4.13. If ||zˆ0||   2, then by (4.8′), we
have
f
(|h0|T u0 − |h0|u0 + |h0|t0y − T zˆ0 + zˆ0)
 |h0|f (T u0 − u0 + t0y)− ||f ||
(||T zˆ0|| + ||zˆ0||) α|h0| − (λ′ +  0 + 1) 2
 α|h0| − 12αt.
If ||zˆ0||>  2, by the same arguments as in the proof of Claim 4.13, ∃l¯ ∈ [0, |h0|] such
that f (−zˆ0 + l¯u0)= 0 and that (4.20) holds. From (4.8′) and (4.20), it follows that
f
(|h0|T u0 − |h0|u0 + |h0|t0y − T zˆ0 + zˆ0)= (|h0| − l¯ )f (T u0 − u0 + t0y)
+ l¯f (T u0 − (λ′ +  0)u0 + t0y)+ ((λ′ +  0)f (l¯u0)− f (T zˆ0))+ f (zˆ0 − l¯u0)
 |h0|α− 12αt.
The proof is complete. ✷
Claim 4.16. |f (y)| α/8t0.
Proof. By u′′ ∈ (C − y) and the same arguments as in the proof of Claim 4.15, we have
±(y + u′′) ∈ (C − y − u′′). It follows that
±(y + u′′)− γ ∈ (C − y − u′′ − γ )= (C − y − v).
By (4.18), we have f ((y + u′′)− γ ) and f (−(y + u′′)− γ ) 0. Therefore∣∣f (y + u′′)∣∣ ∣∣f (γ )∣∣ ||γ ||<  2  α16t0 . (4.28)
By the same method to prove (4.27), we obtain ||u′′|| δ0  α/16t0. This combined with
(4.28) gives
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8t0
.
The proof is complete. ✷
From (4.11′) and the Taylor’s formula, it follows that
u′′ + γ + |h0|u0 − zˆ0 + lu0 = Aˆ(u′′)+ Aˆ′(u′′)
(
γ + |h0|u0 − zˆ0 + lu0
)+ tu′0
+ o(||γ + |h0|u0 − zˆ0 + lu0||)
or
0 = Aˆ(u′′)− u′′ − γ + (|h0| + l)(T u0 − u0)+ (−T zˆ0 + zˆ0)+ tu′0 + T γ
+ (Aˆ′(u′′)− T )(γ + |h0|u0 − zˆ0 + lu0)+ o(||γ + |h0|u0 − zˆ0 + lu0||)
= Aˆ(u′′)− v + l(T u0 − u0)+
(|h0|T u0 − |h0|u0 − T zˆ0 + zˆ0)+ tu′0 + T γ
+ (Aˆ′(u′′)− T )(γ + |h0|u0 − zˆ0 + lu0)+ o(||γ + |h0|u0 − zˆ0 + lu0||),
(4.21′)
where o(||γ + |h0|u0 − zˆ0 + lu0||) = Aˆ(u) − Aˆ(u′′) − Aˆ′(u′′)(u − u′′). It is clear that
(4.22)–(4.25) hold. By (4.8′), Claims 4.13′ and 4.16, we have
f
(
l(T u0 − u0)+
(|h0|T u0 − |h0|u0 − T zˆ0 + zˆ0))= lf (T u0 − u0 + t0y)
+ f (|h0|T u0 − |h0|u0 + |h0|t0y − T zˆ0 + zˆ0)− (l + |h0|)f (y)
 lα + |h0|α− 12αt −
1
8
(
l + |h0|
)
α = 7
8
(|h0| + l)α − 12αt. (4.29)
Combining (4.8′), (4.21′), (4.22)–(4.25) and (4.29), we have
0 = f (Aˆ(u′′)− v)+ f (l(T u0 − u0)+ (|h0|T u0 − |h0|u0 − T zˆ0 + zˆ0))+ tf (u′0)
+ f (T γ )+ f ((Aˆ′(u′′)− T )(γ + |h0|u0 − zˆ0 + lu0))
+ f (o(||γ + |h0|u0 − zˆ0 + lu0||))
 0 + 7
8
(|h0| + l)α − 12αt + αt − 18
(|h0| + l)α− 14
(|h0| + l)α − 14
(|h0| + l)α
> 0.
This is a contradiction and the proof of the conjecture is complete.
Remark 4.17. By the methods used to prove the conjecture, there is no difficult to extend
the result to arbitrary convex sets. Precisely, the following statement can be proved.
Assume that D ⊂E is a closed convex set, A :D→D is compact and C1 continuous and y
is an isolated fixed point of A in D. Let Dy = {u ∈E: y+ tu ∈D for some t > 0} and Sy =
{u: ±u ∈Dy}. For λ ∈ R, let Eλ denote the generalized eigenspace ofA′(y) corresponding
to the eigenvalue λ. If Dy −Dy = E and there exists λ > 1 such that Eλ ∩ (Dy\Sy) = ∅,
then indexD(A,y)= 0.
590 D. Li / J. Math. Anal. Appl. 290 (2004) 563–590As in [3], we can show that Dy is a wedge in E and A′(y)(Dy)⊂Dy . If we define A˜
as in Section 1, it is easy to see that the existence of λ > 1 such that Eλ ∩ (Dy\Sy) = ∅ is
equivalent to r(A˜) > 1.
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