We purpose the range directional model (RDM), a particular case of the directional distance function, is used for computing efficiency in the presence of negative data. We use RDM efficiency measures to arrive at a Malmquist-type index which can reflect productivity change.
Introduction
The computation of productivity change by means of efficiency measures was introduced by Caves et al. (1982) at the first time and developed by Nishimizu and Page (1982) and by Fare et al. (1994) , in the context of parametric and non-parametric efficiency measurement, respectively. The Fare et al. (1994) approach has become known as the measurement of productivity change through Malmquist indices. Though several applications of Malmquist indices exist in the literature, to the authors' knowledge there is none where efficiency measures were computed for situations where some data were negative. Negative data may arise due to the use of input-output variables like changes in clients or accounts from one period to the next in the case of our bank branches, or due to the use of variables like profit that may take both positive and negative values. The use of profit measures is very common in the banking literature in particular for measuring profit efficiency. To measure efficiency under negative data we use the approach developed by Portela et al. (2004) named range directional model (RDM). To calculate Malmquist indices using the RDM we adapt the Global Malmquist index of Pastor and Lovell (2005) , analyzed and extended in Portela and Thanassoulis (2008) . The index uses a single reference frontier drawn on a pooled panel of data. We refer to our productivity index as the biennial Malmquist index since the frontier of a pooled panel is often referred to as a biennial frontier. We use the biennial Malmquist index not only to assess the change in the productivity of a unit over time but to also compare the productivities of two units operating at the same or different points in time.
The biennial Malmquist productivity index that has three attractive features: it avoids linear programming infeasibilities under variable returns to scale, it allows for technical regress, and it does not need to be recomputed when a new time period is added to the data set. 
DEA Malmquist productivity index
, that is, they assume the technology for firm k is efficient, and their distance function does not reveal inefficiency. By allowing for inefficiency and modeling the technology frontier as piecewise linear, Fare et al. (1992) decompose their Malmquist productivity index into two components, one measuring the change in efficiency and the other measuring the change in the frontier technology. The frontier technology determined by the efficient frontier is estimated using DEA for a set of DMUs. However, the frontier technology for a particular DMU under evaluation is only represented by a section of the DEA frontier or a facet. Suppose we have a production function in time period t as well as period t+1. Malmquist index calculation requires two single period and two mixed period measures. The two single period measures can be obtained by using the CCR DEA model. 
measures the technology frontier shift between time period t and t+1. Fare et al. (1992 Fare et al. ( , 1994a 
The RDM for computing efficiency measures when some data are negative
The Range Directional Model (RDM) developed in Portela et al. (2004) was inspired by the well known directional distance model of Chambers et al. (1996 Chambers et al. ( , 1998 . The RDM provides efficiency scores similar in meaning to radial efficiency scores, which can be directly used to compare production units when some inputs and/or outputs are negative. Consider for DMU j (j=1,..,n) a vector ) , ..  as the directional vector, results in the directional distance function being generally defined for a DMU k as:
The directional distance function can be used with any directional vector. Often the observed input and output levels of the DMU concerned are used as the directional vector so as to link with Farrell measures of efficiency. However, using such directional vectors poses a problem when some of its components are negative. This is because the negative components in the directional vector lead to worse rather than better values for the input or output concerned when a positive step length is taken in the direction of the vector. One way to overcome this problem would be to use a fixed directional vector, like the unit direction vector used in or the average input and output vector used in Park and Weber (2006) . However, the choice of a fixed direction would be arbitrary, while our approach selects a direction that has an intuitive appeal, because we can control whether improvements are sought which lead to attainment targets that are either least or alternatively most challenging to attain.
In the RDM the directional vector reflects ranges of possible improvement defined for DMU k, and for a given time period t, as
, r=1… s and
These ranges assume implicitly the existence of an ideal point with maximum outputs and minimum inputs observed in period t. Note that this idea has also been used in a different context by Fare et al. (2004) , where a hypothetical DMU with maximum outputs and minimum inputs was used as a base against which all others were compared in a cross section of countries in one year. The RDM for DMUk, observed in time period t, is as in
In this paper we are particularly interested in the output oriented RDM model (that is used in the empirical application). This is a particular case of the general model in (2) , where R t k x is set to the zero vector. For the case of a technology exhibiting variable returns to scale (VRS) the output oriented RDM can be solved through linear programming using the model in (3), for each DMUk where (k =1,... , n) observed in a general time period t. Note, however, that there is qualitative difference between measuring efficiency relative to observed benchmark units, as in traditional DEA, and the use of an ideal point to simply define a direction of improvement. For example, the direction of improvement may not necessarily take us towards benchmark units that have a similar mix of inputs and outputs to the unit being assessed. It is shown in Portela et al. (2004) that the RDM model is translation and units invariant when defined for a variable returns to scale (VRS) technology. A constant returns to scale (CRS) assumption for the technology is not consistent with the existence of negative data, because a CRS technology assumes that any activity can be ''radially expanded or contracted to form other feasible activities". However, the radial scaling loses its meaning when we have a mix of positive and negative data, since a radial expansion of the absolute value of a negative factor would make its level worse (i.e. less desirable). Hence the CRS assumption that efficiency is maintained under the same radial expansion or contraction of all inputs and outputs cannot be guaranteed. In addition, when some data are negative one may not be able to define an efficient frontier passing through the origin, as is assumed under CRS, and therefore an assumption of global CRS breaks down for negative data. The ability of the RDM to yield radial-like measures of efficiency in the presence of negative data makes this model suitable for computing Malmquist indices when some data are negative.
Biennial Malmquist indices
As noted earlier, for computing our index and indicator of productivity change we shall use a biennial frontier, which envelops the pooled data of a panel covering a number of time periods, to which we refer collectively as the meta-period. In the present context, one advantage of using biennial frontiers that we can handle well VRS technologies which become necessary in the presence of negative data. Using biennial meta-frontiers under VRS makes it possible to compute the index for all units. It is recalled that some approaches to decomposing Malmquist indices of productivity change under VRS can encounter infeasible models for some units.
In the following we consider output-oriented distance functions and Malmquist indices and a balanced panel of j=1,.,n producers in each of t=1,.,u time periods. Denote by the corresponding vector for a specific producer j in time period t. For each t consider two benchmark technologies, the period t technology defined as
And the technology associated with the subsequent period, T also satisfies CRS.
The biennial technology corresponds to a DEA window analysis with a window width of two. In the case of panel data consisting of two time periods, i.e. u =2, the biennial technology is identical to a pooled or meta-frontier technology also used to construct a global Malmquist index. But in the general case of more than two time periods (u > 2), a series of u-1 overlapping biennial technologies exists for each pairwise comparison of adjacent time periods. The biennial Malmquist index is defined specifically for the adjacent time periods t and t+1 since two adjacent time periods are sufficient to establish the desirable properties of avoiding infeasibility, allowing technical regress, and maintaining previous productivity calculations. Sufficiency of two time periods for these desirable properties does not preclude the construction of a triennial Malmquist index. However the biennial Malmquist index is not transitive because it is constructed from a series of overlapping two period technologies, and these technologies can differ. This drawback, however, is not uncommon; it is shared by all Malmquist indices except the global index, which is transitive because it contains a single technology. Based on the classic CRS output distance function for (x, y) defined on the period t technology, And the adjacent period t+1 Malmquist index is defined similarly, using the output distance function defined on the technology for period t+1, Since we are using the biennial CRS technology, which includes both the period t and period t+1 technologies, we do not need to resort to any geometric mean when defining (6) .
The CRS benchmark technologies should be distinguished from the best practice technologies allowing for variable returns to scale (VRS). This convention enables it [the Malmquist index] to incorporate the influence of scale economies as a departure of the best practice technology from the benchmark technology. To define VRS counterparts of the CRS constructs above, consider first the period t VRS technology defined as
There is only difference between v c t c T and T that the latter includes the convexity constraint on the lambdas. Similarly the remaining VRS technologies are easily defined and denoted by the subscript "v" rather than "c". Hence the adjacent VRS Malmquist index is given by
And the biennial VRS Malmquist index is defined by In Fig.1 consider two period specific frontiers (t and t+1) and a biennial-frontier (lying above the period t and t+1 frontiers for ease of illustration).
Branch F observed in period t has a RDM efficiency of IF/IF when it is assessed in relation to the period t frontier. We can also assess the efficiency of branch F in relation to the biennial meta-frontier, which we refer to as biennial efficiency. The biennial efficiency of branch F is given by IF ). That is,
The within-period-efficiency measures how distant the production unit is from the frontier of the period in which it was observed. The technological gap (TG) measures the distance between the period t frontier and the biennial frontier, at the input/output mix of the unit concerned. be the RDM 'within-period-efficiency' of unit j observed in period t and computed using model (3) with technology of period t and with reference to the global ideal point defined above (Note that the within-period-efficiency is computed with reference to a global ideal point rather than to a within period ideal point, and in that respect it cannot be considered as a 'pure' within period measure.
Retaining the same ideal point for within-period efficiencies and for biennial efficiencies makes the vector that departs from the observed point to the global ideal point collinear with the vector that departs from the target (on the within-period frontier) to the ideal point. This collinearity allows the meaningful computation of ratios between the various RDM efficiency measures as is now explained. Thus, we have:
The first term in (12) captures the pure technical efficiency change of unit j from year t to year t+1. 
Empirical application to bank branches
We consider input and output five bank branches in period t and period t+1 and to use biennial Malmquist in the model RDM to arrive at efficiency measure input and output in period t and period t+1.  boundaries and the biennial-frontier to compare units on productivity, and decompose the resulting measure into a number of components capturing the position of a unit within its own unit-specific frontier and the differences in unit-specific frontiers relative to the biennial-frontier.
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