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Abstract
Let us consider the time-dependent Schrödinger equation,
iϕt = −ϕ + V (x, t)ϕ,
on the Hilbert space L2(Rn), where V (x, t) is a repulsive periodic time-dependent potential, with period T .
We denote by (U(t, s))(t,s)∈R×R its associated propagator. First, using a multiplier method, we rule out the
existence of regular eigenvectors of the Floquet operator U(T ,0). Secondly, strengthening the hypotheses
on the potential V , we prove that the spectrum of U(T ,0) does not contain any eigenvalues, by means of
positive commutator methods.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let us consider the time-dependent Schrödinger equation,
i
∂
∂t
ϕ = −ϕ + V (t)ϕ, (1)
where − denotes the Laplace operator and the potential V (t) is given by multiplication by a
real-valued function V (·, t) defined on Rn. Assuming that V (t) is − bounded and smooth in t ,
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example, [1], [2] or [3] and references therein).
In the autonomous case, the asymptotic behavior of the solutions of Eq. (1) is partly encoded
in the spectrum of the self-adjoint operator H = − + V , as expressed by the RAGE theorems
(see e.g. [4] and references therein). If the potential V (·) is periodic in time with period T , the
asymptotics of the solutions can be analyzed through the spectral properties of either the Floquet
operator U(T ,0) as in [5], or the Floquet Hamiltonian as in [3,6].
When the potential V (·) is repulsive, i.e., x · ∇xV (x, t)  0 at any instant t , we expect that
for any initial state, the solution of Eq. (1) will “escape” to infinity. When the dimension n 3,
results in this direction were obtained in the autonomous case [7,8] and in the time-periodic
case [9]. Let us summarize them in a form as follows:
Theorem 1.1. Let n 3. Assume that in Eq. (1), the potential V (t) is a multiplication function
defined on Rn, such that:
(i) For any t ∈R, V (t) is − bounded with relative bound zero.
(ii) V (x, t) is repulsive, that is, x · ∇xV (x, t) 0, for all t in R.
Then the following holds:
First, when the potential is time independent, the Hamiltonian H = − + V does not have
any eigenvalues.
Secondly, when the potential V (x, t) is periodic in time, with period T , then the Floquet
operator U(T ,0) does not have any eigenvalues, provided it is strongly C1 in the time variable,
and that there exists a positive constant c such that
∣∣∣∣∂V∂t (x, t)
∣∣∣∣ c(1 + |x|2)3/2+ ,
for some  > 0, for all x ∈Rn, t ∈R.
Actually, under the hypotheses of above theorem, one can prove that H (respectively U(T ,0))
is purely absolutely continuous.
In this paper, we extend these results to lower dimensions and to a more general class of
potentials. Actually, we will develop a method, based on positive commutators, to treat the case
of repulsive potentials, which works in any space dimension and in a rather general abstract setup.
This method complements the study of spectral properties for unitary operators, as developed
in [10].
In Section 2, we rule out the existence of eigenvectors in H 1(Rn) using partial differential
equations techniques (multiplier methods). These methods require a priori regularity conditions
and they do not detect possible irregular eigenvectors.
Regularity properties are not trivial in the non-autonomous case. Actually, vectors in the do-
main of the Floquet Hamiltonian K associated to H(·) may not be regular, as shown in the
example provided in Section 3.
In Section 4, we set up the general framework for the technique of conjugate operators. We
apply this technique in Section 5, to study the question concerning the absence of eigenvalues
of the Floquet operator U(T ,0). We improve the results obtained in Section 2, but for a slightly
restricted class of repulsive potentials.
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In this paragraph, we show that under some relatively mild assumptions on the potential, the
Floquet operator U(T ,0) does not have any regular eigenvectors. The proof uses some multiplier
methods. However, this technique intrinsically does not give any information about the possible
irregular eigenvectors.
We consider the time-dependent family of Schrödinger operators H(t) = − + V (t), where
for any t in R, the potential V (t) is given by multiplication by a real-valued function V (·, t)
defined on Rn. As we mention in the introduction, we assume that the unitary propagator
(U(t, s))(t,s)∈R×R exists. Moreover, we suppose that the potential V (·,·) satisfies
‖V ‖L∞(Rn×[0,T ]) < ∞, ‖∇xV ‖L∞(Rn×[0,T ]) < ∞, (2)
for all T > 0.
Lemma 2.1. Assume that ϕ0 ∈ H 1(Rn) and xϕ0 ∈ L2(Rn). Let ϕ(·, t) = U(t,0)ϕ0(·) be the
solution of the Schrödinger equation
i
∂ϕ
∂t
(x, t) = −ϕ(x, t)+ V (x, t)ϕ(x, t), (3)
with the initial condition ϕ(x,0) = ϕ0(x).
Then, for any t ∈R, ϕ(·, t) ∈ H 1(Rn) and xϕ(·, t) ∈ L2(Rn).
Proof. It follows by standard arguments (see, for example, [12]). Indeed, by using the equa-
tion and assuming that the initial condition ϕ0 is, for example, in the Schwartz class, we obtain
immediately the a priori identity,
d
dt
∫
Rn
∣∣∇xϕ(x, t)∣∣2 dx = 2 Im
∫
Rn
∇xV (x, t) · ∇xϕ(x, t)ϕ(x, t) dx,
which gives the Gronwall’s inequality,
d
dt
∫
Rn
|∇xϕ|2 dx  C
( ∫
Rn
|∇xϕ|2 dx
)1/2
,
where C = sup0tT ‖V (·, t)‖∞‖ϕ0‖2. Hence,
∫
Rn
∣∣∇xϕ(x, t)∣∣2 dx 
(( ∫
Rn
∣∣∇xϕ0(x)∣∣2 dx
)1/2
+Ct
)2
, (4)
where the constant C depends only on T .
By usual approximation techniques, it follows that given ϕ0 ∈ H 1(Rn), the estimate (4) ap-
plies and therefore ϕ(·, t) ∈ H 1(Rn), for each time t . Also, for each t ∈ [0, T ],
d
dt
( ∫
Rn
x2
∣∣ϕ(x, t)∣∣2 dx
)
= 4 Im
∫
Rn
ϕ(x, t)x · ∇xϕ(x, t) dx,
and a similar argument shows that xϕ(·, t) ∈ L2(Rn). 
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fined by
F(ϕ0, t) = Im
∫
Rn
ϕ(x, t)x · ∇xϕ(x, t) dx. (5)
Then
dF(ϕ0, t)
dt
= 2
∫
Rn
|∇xϕ|2 dx −
∫
Rn
x · ∇xV (x, t)|ϕ|2 dx.
Proof. The functional F(ϕ0, t) is well defined, due to Lemma 2.1. We start from the following
identities:
2 Rex · ∇xϕ(−ϕ) = ∇x ·
(−2 Rex · ∇xϕ∇xϕ + x|∇xϕ|2)− (n− 2)|∇xϕ|2,
2 Rex · ∇xϕV (x, t)ϕ = ∇x ·
(
xV (x, t)|ϕ|2)− (nV (x, t) + x · ∇xV (x, t))|ϕ|2.
Applying them to the solution ϕ(·, t) = U(t,0)ϕ0 we obtain at once that
2 Im
∫
Rn
x · ∇xϕ ∂ϕ
∂t
dx
= −(n− 2)
∫
Rn
|∇xϕ|2 dx −
∫
Rn
(nV + x · ∇xV )|ϕ|2 dx. (6)
On the other hand,
dF(ϕ0, t)
dt
= Im
[ ∫
Rn
∂ϕ
∂t
x · ∇xϕ dx +
∫
Rn
ϕx · ∇x ∂ϕ
∂t
dx
]
= Im
[
2i, Im
∫
Rn
∂ϕ
∂t
x · ∇xϕ dx − n
∫
Rn
ϕ
∂ϕ
∂t
dx
]
= 2 Im
∫
Rn
∂ϕ
∂t
x · ∇xϕ dx − n Im
∫
Rn
ϕ
(
i(− + v)ϕ)dx
= −2 Im
∫
Rn
∂ϕ
∂t
x · ∇xϕ dx + n
∫
Rn
(∇xϕ)2 dx + n
∫
Rn
V |ϕ|2 dx,
which, combined with (6) proves the lemma. 
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Lemma 2.3. Assume the potential V (·,·) satisfies conditions (2) and is time-periodic with pe-
riod T , i.e., V (x, t +T ) = V (x, t), for all x ∈Rn and t ∈R. Let ϕ0 be as in Lemma 2.1. Suppose
furthermore that U(T ,0)ϕ0 = e−iλT ϕ0. Then, the function F(ϕ0, ·) defined by (5) is periodic
with period T .
Proof. Clearly, since U(t,0)ϕ0 belongs to the domain of the operator A = ix · ∇x , the time-
dependent quadratic form 〈U(t,0)ϕ0,AU(t,0)ϕ0〉 is periodic, of period T . 
Theorem 2.1. Assume that the potential V (·,·) satisfies the conditions given in Lemma 2.3 and
in addition, that it is repulsive, that is, x · ∇xV (x, t)  0, for all x ∈ Rn, t ∈ [0, T ]. Then, the
Floquet operator U(T ,0) has no eigenvectors in H 1(Rn)∩ {ψ ∈ L2(Rn): xψ ∈ L2(Rn)}.
Proof. Suppose that ϕ0 is an eigenvector. By Lemma 2.3, the functional F(ϕ0, ·) is periodic in
time. This contradicts the fact that this function is also nondecreasing (Lemma 2.2). 
Remark. Actually, the hypothesis of repulsivity on the potential V (·,·) can be relaxed. For ex-
ample, for n = 1, by using the inequality (see [9])
∫
R
(
f ′(x)− f 2(x))∣∣ϕ(x)∣∣2 dx 
∫
R
∣∣∣∣∂ϕ∂x (x)
∣∣∣∣
2
dx,
valid for ϕ ∈ H 1(R), the conclusion of Theorem 2.1 remains true if the potential V (x, t) satisfies
2(f ′(x)− f 2(x)) − x ∂V
∂x
(x, t) 0, for some piecewise C1 auxiliary function f .
In dimension n 3, by using Hardy’s inequality,
(n− 2)2
4
∫
Rn
1
|x|2 |ϕ|
2 dx 
∫
Rn
|∇xϕ|2 dx,
we obtain that the conclusion of Theorem 2.1 remains true under the condition
(n − 2)2
4
1
|x|2 − x · ∇xV (x, t) 0.
3. A regularity problem
The results of the previous section require a priori regularity properties of the possible eigen-
vectors. We refer to [11] for another approach of this problem in the periodic case. In that paper,
some conditions are necessary to ensure that the eigenvectors of the Floquet Hamiltonian K
associated to H(·) (or quasi-eigenvectors), are smooth.
Here, we give an example that shows that a vector f in the domain of K , D(K), may not be
regular, in the space variable.
We consider the Laplace operator − on the complex Hilbert space L2(Rn), denoted H for
short. The one-dimensional torus is written T. The Hilbert space L2(T;H), denoted also K and
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the corresponding norm ‖ · ‖K) defined by
〈f,g〉K =
∫
T
〈
f (t), g(t)
〉
H dt,
for all vectors f and g in K. The Floquet Hamiltonian K , associated to the operator −, is the
self-adjoint operator defined on K by
K = I ⊗ (−i∂t )+ (−)⊗ I.
General features about Floquet Hamiltonians can be found in [13]. The periodic case is devel-
oped in [3,6]. The reader is also referred to [4].
For simplicity, we assume that n = 1 and that the period is T = 2π . The Fourier transform F
is a unitary operator on L2(R). The image by F of a function f in L2(R) is denoted fˆ . Let us
denote by (en)n∈Z the orthonormal basis of L2(T):
en(t) = (2π)−1/2eint ,
and let (cn)n∈{−1,−2,...} be a sequence of positive numbers such that
−∞∑
n=−1
cn < +∞ and
−∞∑
n=−1
|n|cn = +∞.
Let (fn)n∈{−1,−2,...} be a sequence of smooth functions in L2(R) such that for each inte-
ger n in {−1,−2, . . .}, fˆn is supported on the interval (
√
|n| − 12 ,
√
|n| + 12 ), with ‖fn‖2L2(R) =
‖fˆn‖2L2(R) = cn. Note that the family of functions (fn ⊗ en)n∈{−1,−2,...} is orthogonal in
L2(R)⊗L2(T). It follows from the hypotheses, that the function F defined for all t in T and all
x in R by
F(x, t) =
−∞∑
n=−1
fn(x) ⊗ en(t),
belongs to L2(R)⊗L2(T). Moreover, since
‖KF‖2K =
∥∥∥∥∥
−∞∑
n=−1
(nfn −fn)⊗ en
∥∥∥∥∥
2
K
=
−∞∑
n=−1
‖nfn − fn‖2L2(R) =
−∞∑
n=−1
∥∥nfˆn + k2fˆn∥∥2L2(R)
 1
4
−∞∑
‖fˆn‖2L2(R) < +∞,n=−1
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F(·, t) do not belong to H 1(R). Indeed, for each N in {1,2, . . .},
∥∥−i∂xF (·, t)∥∥2L2(R) =
−∞∑
n=−1
‖−i∂xfn‖2L2(R) =
−∞∑
n=−1
‖kfˆn‖2L2(R)

−N∑
n=−1
(
|n| − 1
2
)
‖fˆn‖2L2(R).
The conclusion follows by taking the limit when N tends to +∞.
4. Absence of point spectrum: Abstract setting
In order to go further in our analysis of the eigenvectors of the Floquet operator U(T ,0), we
now develop a functional analytic approach.
In this section we assume that {H(t): t ∈ R} is a family of self-adjoint operators acting on a
complex Hilbert space H and satisfying the following hypotheses:
(H1) The family of operators H(·) have a common domain,
D
(
H(t)
)=D0.
(H2) The operator-valued function t → H(t) is strongly continuous on H and strongly C1
on D0.
These conditions ensure that the propagator (U(t, s))(t,s)∈R×R, associated to the non-autonomous
Schrödinger equation
iϕt = H(t)ϕ, (7)
exists and is a strongly continuous family of unitary operators. So, ϕ(t) = U(t, s)ψ is the unique
solution of (7) such that ϕ(s) = ψ (see e.g. Theorem X.70 in [2]).
Fix T positive and let A be a self-adjoint operator on H such that the commutator
i[H(t),A] = i(H(t)A − AH(t)) is a bounded operator, for each t ∈ [0, T ]. This means that
the operators i[H(t),A] have a common domain, which is independent of t , and that they can be
extended, as bounded operators, to the whole space H.
Assume that there exists a positive constant C, depending on T , such that ‖[H(t),A]‖ < C
for all t ∈ [0, T ]. Clearly, for each ψ ∈H and t ∈ [0, T ],
F(ψ, t) =
t∫
0
〈
U(s,0)ψ, i
[
H(s),A
]
U(s,0)ψ
〉
ds (8)
is a family of bounded quadratic forms satisfying |F(ψ, t)| Ct‖ψ‖2.
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i[H(t),A] is bounded for each t ∈ [0, T ] and
sup
t∈[0,T ]
∥∥[H(t),A]∥∥< ∞.
Then, the quadratic form F given by (8) can be written as
F(ψ, t) = 〈U(t,0)ψ,AU(t,0)ψ 〉− 〈ψ,Aψ〉, for all ψ ∈H. (9)
Moreover, if ψ is an eigenvector of U(T ,0), then F(ψ,0) = F(ψ,T ) = 0.
Proof. Let us first consider ψ ∈D0. The existence of the propagator (U(t, s)) for (7) allows us
to compute the derivative of h(s) = 〈U(s,0)ψ,AU(s,0)ψ〉. Indeed,
dh
ds
(s) = i(〈H(s)U(s,0)ψ,AU(s,0)ψ 〉− 〈U(s,0)ψ,AH(s)U(s,0)ψ 〉).
It follows from the hypothesis on ‖[H(t),A]‖ that h′ is uniformly bounded in the interval [0, T ]
and we obtain that for any t ∈ [0, T ],
F(ψ, t) =
t∫
0
〈
U(s,0)ψ, i
[
H(s),A
]
U(s,0)ψ
〉
ds
=
t∫
0
d
ds
〈
U(s,0)ψ,AU(s,0)ψ
〉
ds
= 〈U(t,0)ψ,AU(t,0)ψ 〉− 〈ψ,Aψ〉.
Since A is bounded, 〈U(t,0)ψ,AU(t,0)ψ〉 − 〈ψ,Aψ〉 can be extended to the whole space H.
On the other hand, using the fact that sup[0,T ] ‖[H(t),A]‖ < ∞, the integrand makes sense for
any ψ ∈H. Since both expressions agree in the dense set D0 we obtain the identity (9) for all
ψ ∈H.
The second assertion follows from the fact that the eigenvalues of U(T ,0) are complex num-
bers of modulus one. 
In the applications, A is usually self-adjoint and unbounded. For this reason we introduce
the family of bounded (not self-adjoint) operators, (Aλ)λ>0 defined by: Aλ = λA(λ + iA)−1.
Clearly, Aλ converges to A strongly, on the domain of A as λ goes to infinity (see [4]). Also,
A∗λ → A in the strong sense.
Lemma 4.2. Let A be a self-adjoint operator, defined on H, with domain D(A) such that
D0 ∩D(A) is dense inH. Suppose that the commutator i[H(t),A] is bounded for each t ∈ [0, T ]
and
sup
∥∥[H(t),A]∥∥< ∞.t∈[0,T ]
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(a) ‖i[H(t),Aλ]‖ ‖i[H(t),A]‖ for all λ > 0, and
(b) for each t in [0, T ], the operator i[H(t),Aλ] is weakly convergent to i[H(t),A], as λ goes
to infinity.
Proof. For each t in [0, T ] and λ positive, we have that
i
[
H(t),Aλ
]= i[H(t), λA(λ + iA)−1]
= [H(t), λ(λ + iA − λ)(λ + iA)−1]
= −λ2(λ + iA)−1(λ + iA)[H(t), (λ + iA)−1](λ+ iA)(λ + iA)−1
= λ2(λ + iA)−1i[H(t),A](λ + iA)−1,
which proves the first assertion, since ‖λ(λ+ iA)−1‖ 1. In order to prove item (b), we consider
ϕ,ψ ∈ D =D0 ∩D(A). Then,
〈
ψ,
(
i
[
H(t),Aλ
]− i[H(t),A])ϕ〉= i〈H(t)ψ, (Aλ −A)ϕ〉− i〈(A∗λ − A)ψ,H(t)ϕ〉.
Hence,
lim
λ→∞
〈
ψ, i
[
H(t),Aλ
]
ϕ
〉= 〈ψ, i[H(t),A]ϕ〉.
Since the set D is dense and supλ>0 ‖i[H(t),Aλ]‖ < ∞, it follows that the convergence holds
for any ϕ,ψ ∈H, hence the result. 
The consequence for the periodic case, is the following:
Theorem 4.1. Assume the hypotheses of Lemma 4.2 hold. If ψ is an eigenvector of the Floquet
operator U(T ,0), then F(ψ,T ) = F(ψ,0) = 0.
Proof. By using Lemma 4.2 and the Dominated Convergence Theorem, we obtain that for any
ψ ∈H,
lim
λ→∞
t∫
0
〈
U(s,0)ψ, i
[
H(s),Aλ
]
U(s,0)ψ
〉
ds
=
t∫
0
〈
U(s,0)ψ, i
[
H(s),A
]
U(s,0)ψ
〉
ds.
This means that
Fλ(ψ, t) =
t∫
0
〈
U(s,0)ψ, i
[
H(s),Aλ
]
U(s,0)ψ
〉
ds
is pointwise convergent to F(ψ, t), for any vector ψ .
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bounded, we use Lemma 4.1 to conclude that for any positive λ, Fλ(ψ,T ) = Fλ(ψ,0) = 0.
Therefore, the same is true for F(ψ,T ). 
Theorem 4.2. Assume that the hypotheses of Lemma 4.2 hold. In addition, suppose that the
commutator i[H(t),A] is positive for all t . Then, the operator U(T ,0) has no eigenvectors.
Proof. Let ψ be an eigenvector for the operator U(T ,0). By Theorem 4.1, F(ψ,T ) = 0 and
F(ψ,T ) = limλ→∞ Fλ(ψ,T ). So,
T∫
0
〈
U(s,0)ψ, i
[
H(s),A
]
U(s,0)ψ
〉
ds = 0.
Since i[H(s),A] is positive for all s, we get a contradiction. 
5. Absence of point spectrum: Repulsive potentials
The commutator techniques developed in the previous section, are now applied to our model.
Assuming stronger hypotheses on the potential than in Section 2, we prove that the Floquet
operator U(T ,0) does not have any eigenvectors.
In this section the Hamiltonian {H(t); t ∈ R} is given by H(t) = − + V (t) on L2(Rn),
t ∈ R, where the potential V (t) is the multiplication by the real-valued function V (·, t) defined
on Rn.
In order to verify the abstract context of the last section, we explicitly state the conditions on
the potential V , namely, we suppose that for each t , V (·, t) is relatively bounded with respect
to −. More precisely, there exist two positive constants a, b, 0 a < 1, such that
∥∥V (t)ϕ∥∥ a‖−ϕ‖ + b‖ϕ‖, (10)
for all ϕ ∈ D(−) = H 2(Rn) = {f ∈ L2(Rn): f ′, f ′′ ∈ L2(Rn)}. Condition (10) ensures that
each operator H(t) is self-adjoint on D(−) and essentially self-adjoint on any core of −. For
details we refer to [2,14,15].
We also assume that the mapping t → V (t) is strongly C1 on L2(Rn). Therefore, the unitary
propagator (U(t, s))(t,s)∈R×R associated to the time-dependent Hamiltonians H(·) exists.
We choose the operator Am as a modified version of the operator used in [16]. Explicitly,
Am = 12 (x · Lm + Lm · x),
where Lm = −i∇xRm and Rm = m(− + m)−1 and m is a fixed positive integer. A direct
computation shows that
i[−,Am] = 2(−)Rm. (11)
This choice of the operator Am allows us to obtain a bounded commutator i[V (t),Am]. Notice
that Rm is a positive bounded operator which converges strongly to I , as m tends to infinity.
In the next lemma, we give conditions to ensure the boundedness of i[V (t),Am]:
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that
∥∥(xV )∥∥
L∞(Rn×[0,T ]) < ∞,
∥∥∇x(xV )∥∥L∞(Rn×[0,T ]) < ∞. (12)
Then, the commutators i[V (t),Am] are bounded for all m > 0 and t ∈ R. Moreover, for any
m> 0, there exists a positive constant Cm such that supt∈R ‖i[V (t),Am]‖ Cm.
Proof. Let us write as ∇ the gradient operator on the space variable x , G = ∇Rm and V (t) = V .
By a direct computation, we obtain that
i
[
V (t),Am
]= 1
2
(V x · G+ VG · x − x · GV −G · xV ),
for all t ∈R. Also, we have that
VG · x = V∇ · [Rm,x] + nVRm + V x · G,
x · GV = −[Rm,x] · ∇V − nRmV + G · xV. (13)
On the other hand, the commutator [Rm,x] is given by
[Rm,x] = 2 1
m
RmG. (14)
Thus, by using (13) and (14),
i
[
V (t),Am
]= V x · G− G · xV + 1
m
V∇ ·RmG+ 1
m
RmG · ∇V + n2 (V Rm +RmV ). (15)
Moreover, it is easy to see that
1
m
V (∇ ·RmG) = −VRm + VR2m,
1
m
RmG · ∇V = −RmV +R2mV. (16)
Using the above identities in (15) we arrive to
i
[
V (t),Am
]= V x ·G −G · xV +
(
n
2
− 1
)
(V Rm +RmV )+
(
VR2m +R2mV
)
. (17)
Also we have that
V x · G = ∇ · xVRm − nVRm − x · (∇V )Rm,
G · xV = ∇ · RmxV.
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i
[
V (t),Am
]= −x · (∇V )Rm +Lm +Dm, (18)
where
Lm = ∇ · [xV,Rm],
Dm = n2 [V,Rm] + VRm(Rm − I ) + (Rm − I )RmV.
For any C2-function f , we know that the commutator [Rm,f ] is given by [Rm,f ] =
1
m
Rm(fRm + 2∇(f ) · G). So, by taking f = xV , we have that
Lm = 1
m
G
(−(xV )Rm − 2∇(xV ) · ∇Rm).
Since ‖∇Rm‖
√
m
2 , we conclude that
‖Lm‖ 12√m
∥∥(xV )∥∥∞ + 12
∥∥∇(xV )∥∥∞. (19)
The proof then follows from the fact that ‖Dm‖ (n+ 4)‖V ‖∞. 
The hypothesis (i) below includes the case of repulsive potentials, as defined in Section 2.
Theorem 5.1. Let the potential V (·,·) be as Lemma 5.1 and suppose that
(i) for each t , the operator −2− x · ∇xV (·, t) is positive, and
(ii) it is time-periodic with period T > 0.
Then, the Floquet operator U(T ,0) has no eigenvectors.
Proof. Let ϕ0 ∈ L2(Rn) be such that U(T ,0)ϕ0 = eiλT ϕ0. By Lemma 5.1, i[V (t),Am] is uni-
formly bounded for t ∈ [0, T ]. By Theorem 4.1, we have that the quadratic form
Fm(ϕ0, t) =
t∫
0
〈
U(s,0)ϕ0, i
[
H(s),Am
]
U(s,0)ϕ0
〉
ds
satisfies Fm(ϕ0, T ) = Fm(ϕ0,0) = 0. Thus, using identity (11), we have that
0 = Fm(ϕ0, T )
=
T∫
0
〈
U(s,0)ϕ0, i
[
H(s),Am
]
U(s,0)ϕ0
〉
ds
=
T∫ 〈
U(s,0)ϕ0,
(−2Rm + i[V (t),Am])U(s,0)ϕ0〉ds.
0
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the uniform estimates for the norms of the operator Lm and Dm given in (19) allow us to take the
limit, as m tends to infinity, under the integral sign. So, by (18) we conclude that
0 =
T∫
0
〈
U(s,0)ϕ0,
(−2− x · (∇xV ))U(s,0)ϕ0〉ds,
which contradicts the positivity hypothesis. 
Corollary 5.2. Let the potential V (·,·) be as Theorem 5.1. Then the Floquet operator U(T ,0)
has no eigenvectors.
Remark. The conclusion of the last result does not depend on the space dimension.
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