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THE CHORD INDEX, ITS DEFINITIONS, APPLICATIONS AND GENERALIZATIONS
ZHIYUN CHENG
ABSTRACT. In this paper we study the chord index of virtual knots, which can be thought of as an extension
of the chord parity. We show how to use the chord index to define finite type invariants of virtual knots.
The notions of indexed Jones polynomial and indexed quandle are introduced, which generalize the classical
Jones polynomial and knot quandle respectively. Some applications of these new invariants are discussed.
We also study how to define a generalized chord index via a fixed finite biquandle. Finally the chord index
and its applications in twisted knot theory are discussed.
1. INTRODUCTION
This paper concerns with the chord index and it applications in virtual knot theory and twisted knot
theory. Virtual knot theory, which was introduced by L. Kauffman in [29], studies the embeddings of S1
in Σg × [0, 1] up to isotopy and stabilizations. Here Σg denotes a closed orientable surface with genus g.
When g = 0, virtual knot theory reduces to the classical knot theory. It was first observed by Kauffman
[30] that each real crossing point of a virtual knot can be assigned with a parity, and a kind of self-
linking number, the odd writhe, was proved to be a virtual knot invariant. Later this idea was extended
by Mantutov in [37]. In [7] we introduced the notion of chord index, which assigns an integer to each
real crossing point such that the parity of it exactly equals the parity that introduced by Kauffman. The
main aim of this paper is to provide some applications of the chord index in virtual knot theory and its
extension, the twisted knot theory.
First, we would like to discuss how to construct finite type invariants of virtual knots by using chord
index. A well-known result in finite type invariant theory is, for classical knots there is no finite type
invariant of degree one. However for virtual knots this is not the case. In [46] Sawollek used a degree
one finite type invariant to distinguish between a virtual knot and its inverse. Later in [18] Henrich
defined three degree one finite type invariants for virtual knots, and the strongest one is a “universal”
degree one finite type invariant for virtual knots (do not confuse this “universal” invariant with the
Kontsevich integral [35], we refer the reader to [18] for the precise definition of this “universal” finite
type invariant). The first application of the chord index is investigating how to construct finite type
invariants of virtual knots in general cases.
As the second application of the chord index, we introduce a sequence of Jones polynomials, say
the indexed Jones polynomial. By ignoring all virtual crossing points, the classical Jones polynomial
can be naturally defined for virtual knots with the help of Kauffman bracket. We remark that if K is a
classical knot, then Jones polynomial VK(t) takes value inZ[t
±1]. However for a virtual knot K, the Jones
polynomial of K takes value in Z[t±
1
2 ]. Therefore if VK(t) contains nonzero coefficient for some term t
n
2
(n 6= 0), then we conclude that K is not classical. On the other hand when K is a proper alternating
virtual knot diagram, N. Kamada proved that the span of VK(t) = c(K)− g(K) [25], here c(K) and g(K)
denote the crossing number and supporting genus of K respectively. Later in [37] the classical Jones
polynomial was generalized by Manturov to the parity skein relation polynomial invariant. Similar
idea was used to define the parity arrow polynomial and its categorification [22]. In this paper, by
using the chord index, the set of real crossing points is divided into several subsets. For each subset we
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introduce an indexed Jones polynomial associated to it. Analogous to the classical case, we show that
each indexed Jones polynomial provides a lower bound for the cardinality of the corresponding subset.
Thirdly, we introduce the notion of indexed quandle. Roughly speaking, an indexed quandle is a set
with a sequence of binary operations (indexed by Z) which satisfies certain axioms. When all operations
coincide the indexed quandle reduces to the classical quandle structure, which was first introduced in
[21, 39]. Therefore the indexed quandle can be thought of as an extension of the classical quandle. For
each virtual knot K we define the indexed knot quandle of it, denoted by IndQ(K). This invariant
is equivalent to the fundamental quandle of K when K is a classical knot. But for virtual knots, we
give some examples to show that it contains much more information than the fundamental quandle.
In particular, with a given finite indexed quandle Q one can define the coloring invariant ColQ(K) by
counting the homomorphisms from IndQ(K) to Q. As an analogue of the quandle cocycle invariants [4],
we define the indexed quandle cocycle invariants. Some examples are given to reveal that this cocycle
invariant is more powerful than the coloring invariant.
In Section 6 the definition of the chord index is revisited. We want to understand what is a chord in-
dex essentially. As we understand it, the chord index can be regarded as a particular biquandle cocycle.
In this way we discuss how to generalize the definition of the chord index for virtual links.
The last section is devoted to investigate the chord index and its applications in twisted knot theory.
2. VIRTUAL KNOT THEORY AND CHORD INDEX
2.1. A brief review of virtual knots. Let Σg be a closed orientable surface with genus g and K an em-
bedded circle in Σg × [0, 1]. Assume we have another embedded circle K′ ⊂ Σg′ × [0, 1], we say K and
K′ are stably equivalent if one can be obtained from the other one by isotopy in the thickened surfaces,
homeomorphisms of the surfaces and addition or subtraction of empty handles. We define the virtual
knots to be the stable equivalence classes of circles embedded in thickened surfaces. For a virtual knot K
the minimal genus of the surface Σg is called the supporting genus of K. By using some classical technique
in 3-manifold topology, Kuperberg [36] proved that the embedding of a virtual knot in the minimal sup-
porting genus thickened surface is unique. It follows that if two classical knots are stably equivalent
as virtual knots, then they are also equivalent as classical knots. This implies the virtual knot theory is
indeed an extension of the classical knot theory.
From the diagrammatic viewpoint a virtual knot can be interpreted by virtual knot diagrams. A
virtual knot diagram is an immersed circle in the plane with finitely many double points. By replacing
each double point with an overcrossing, or an undercrossing, or a virtual crossing (denoted by a small
cricle) we obtain a virtual knot diagram. Obviously if there exists no virtual crossing the virtual knot
diagram represents a classical knot. We say a pair of virtual knot diagrams are equivalent if they can be
connected by a sequence of generalized Reidemeister moves, see Figure 1. Now we can define virtual
knots as the equivalence classes of virtual knot diagrams up to generalized Reidemeister moves.
The two definitions above are closely related. Assume we have a embedded circle in a thickened
surface, now consider a projection of the circle to the plane in general position. If the preimage of a dou-
ble point is an overcrossing (undercrossing) in the thickened surface, then we still use an overcrossing
(undercrossing) to denote it. If the two strands of the preimage of a double point locate in two different
levels, then we use a virtual crossing to denote it. In other words, the virtual crossings can be regarded
as artifacts of the projection of the surface to the plane. The readers are referred to [29] for more details.
Conversely, suppose we have a virtual knot diagram K on the plane. By taking one-point compacti-
fication we obtain a virtual knot diagram on S2. For each virtual crossing we add a 2-handle locally
to eliminate the crossing. Finally we obtain an embedded circle in Σcv(K) × [0, 1], where cv(K) denotes
the number of virtual crossings in K. The following theorem shows that the two definitions above are
equivalent.
Theorem 2.1 ([29, 3]). Two virtual knot diagrams are equivalent if and only if their corresponding surface em-
beddings are stably equivalent.
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FIGURE 1. Generalized Reidemeister moves
Another way to understand virtual knots is to regard them as Gauss diagrams. Let K be a virtual
knot diagram, which can be seen as an immersed circle in the plane. Consider the preimage of this im-
mersed circle with an anticlockwise orientation. For each real crossing point, we draw a chord directed
from the preimage of the overcrossing to the preimage of the undercrossing. Finally we assign a sign
to each chord according to the sign(writhe) of the corresponding crossing point. We call this chord dia-
gram the Gauss diagram of K and use G(K) to denote it, see Figure 2 for a simple example. We note that
all virtual crossing points are ignored on the Gauss diagram.
+
+
FIGURE 2. Virtual trefoil knot and its Gauss diagram
It is well known that each classical knot diagram has a corresponding Gauss diagram, but the con-
verse is not true in general. If we use virtual knot diagrams instead of the classical knot diagrams, then
for each Gauss diagram we can always find a corresponding virtual knot diagram that represents it.
Although there may exist infinitely many different virtual knot diagrams which correspond to the same
Gauss diagram, we have the following correspondence between them.
Theorem 2.2 ([17]). A Gauss diagram uniquely defines a virtual knot isotopy class.
Since the time when virtual knot theory was introduced, many virtual knot invariants have been
introduced. Several classical knot invariants can be directly extended to the virtual world. For example,
the knot group, the knot quandle and the Jones polynomial can be similarly defined for virtual knots
[29]. Some generalizations of the Alexander polynomial for virtual knots can be found in [45] and [47],
and some generalizations of the Jones polynomial can be found in [40, 41] and [12]. Readers should refer
to [15] for some recent progress and open problems in virtual knot theory.
2.2. Chord index. In the present paper we will focus on the virtual knot invariants induced from the
chord index. Roughly speaking, a chord index is an integer assigned to each chord in a Gauss diagram,
or equivalently to each real crossing point of the virtual knot diagram. We are going to give two defini-
tions of the chord index, one comes from Gauss diagrams and the other one comes from knot diagrams.
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Let K be a virtual knot diagram and G(K) the corresponding Gauss diagram. According to the one
to one correspondence between the real crossing points in K and chords in G(K), we will use the same
notation to denote a real crossing in K and its corresponding chord in G(K). Choose a chord c in G(K),
we associate four integers to c as follows:
(1) r+(c) = the number of positive chords crossing c from left to right;
(2) r−(c) = the number of negative chords crossing c from left to right;
(3) l+(c) = the number of positive chords crossing c from right to left;
(4) l−(c) = the number of negative chords crossing c from right to left.
+
-
+
-
c
r+
r−
l+
l−
FIGURE 3. The definition of the chord index
Now we define the index of c as
Ind(c) = r+(c)− r−(c)− l+(c) + l−(c).
Roughly speaking, the index of a chord c counts the signed sum of the chords which have nonempty
intersections with c. In other words, each chord that has nonempty intersection with c contributes ±1 to
Ind(c).
Now we follow [16] to give another definition of the chord index from the viewpoint of knot dia-
grams. Before proceeding to give the definition, we need to take a quick review of the linking number in
virtual knot theory. Let L = K1 ∪K2 be a 2-component virtual link diagram. We use Over(C) (Under(C))
to denote the set of crossings between K1 and K2 that we encounter as overcrossings (undercrossings)
when we travel along K1. Now we define the over linking number lkO(L) = ∑
c∈Over(C)
w(c) and the under
linking number lkU(L) = ∑
c∈Under(C)
w(c), where w(c) is the writhe of c. Note that if L is classical, we
always have lkO(L) = lkU(L). But when L has some virtual crossings, this is not true in general.
We turn to the definition of chord index using over linking number and under linking number. Let
K be a virtual knot diagram and c a real crossing point of it. By smoothing c along the orientation of K
we obtain a 2-component link L = K1 ∪ K2, where the order of K1 and K2 is indicated in Figure 4. The
index of the crossing point c can be defined as below
Ind(c) = lkO(L)− lkU(L).
c c
K1 K2 K2 K1
FIGURE 4. Smooth the crossing point c
We end this section with some useful properties of the chord index. The details of the proof can be
found in, for example [7, 16] and [32].
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Proposition 2.3. Let K be a virtual knot diagram and c a real crossing point of it, then we have the following
results:
(1) The two definitions of the chord index mentioned above are equivalent.
(2) If c is isolated, i.e. no other chord has nonempty intersection with c, then Ind(c) = 0.
(3) The two crossings involved in Ω2 have the same index.
(4) The indices of the three crossings involved in Ω3 are invariant under Ω3.
(5) Ωi (i = 1, 2, 3) preserves the indices of chords that do not appear in Ωi (i = 1, 2, 3).
(6) If K contains no virtual crossings, then every crossing of K has index zero.
(7) Ind(c) is invariant under switching some other real crossings.
3. FINITE TYPE INVARIANTS OF VIRTUAL KNOTS
3.1. Finite type invariants. A finite type invariant (Vassiliev invariant) is a knot invariant which takes
values in an abelian group, and it vanishes on all singular knots with n singularities if n is greater than
some fixed integer. Finite type invariant was first introduced by Vassiliev in [48] and later reformulated
by Birman and Lin in a combinatorial way [1]. As Kauffman did in [29], the definition of the finite
type invariant can be directly extended to virtual knots. When there is no virtual crossing point, this
definition coincides with the combinatorial definition given in [1].
Before defining the finite type invariants we need to take a quick review of the singular virtual
knot theory. By a singular virtual link diagram, we mean a 4-valent planar graph with some vertices
replaced by real crossings and some vertices replaced by virtual crossings. For the remaining crossings,
we call them singular crossings. Two singular virtual link diagrams are equivalent if and only if one can be
obtained from the other one by a sequence of generalized Reidemeister moves (Figure 1) and singular
Reidemeister moves (Figure 5).
b
b
b b b b
Ωs2 Ω
s
3 Ω
sv
3
FIGURE 5. Singular Reidemeister moves
Let f be a virtual knot invariant which take values in an abelian group. We extend f to an invariant
of singular virtual knots with n singularities via the following recursive relation
f (n)(K) = f (n−1)(K+)− f (n−1)(K−),
here K+ is obtained from K by resolving a singular crossing point into a positive crossing and K− is
obtained from K by resolving the same singular crossing point into a negative crossing. For the initial
condition we set f (0) = f . We say a virtual knot invariant f is a finite type invariant of degree n if f (n+1)
vanishes on all singular virtual knots with n+ 1 singularities, but there exists a singular virtual knot K
with n singularities such that f (n)(K) 6= 0. In other words, if f is a finite type invariant of degree n, then
for any singular virtual knot diagram K with n+ 1 singular crossings we have
∑
σ∈{0,1}n+1
(−1)|σ| f (Kσ) = 0.
Here σ runs over all (n + 1)-tuples of zeros and ones, |σ| denotes the number of ones in σ and Kσ is
obtained from K by replacing the i-th singular crossing with a positive (negative) crossing if the i-th
position of σ is zero (one).
For example, for classical knots, a finite type invariant of degree 0 means it is preserved under
crossing change, hence it takes the same value for all knots. It is easy to observe that there is no finite
type invariant of degree 1 for classical knots. Later we will find that this is not the case for virtual knots.
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3.2. Writhe polynomial. As before we use K to denote a virtual knot diagram and c to denote a real
crossing of K. Proposition 2.3 enlightens us to consider the following integers
an(K) =


∑
Ind(c)=n
w(c) if n 6= 0;
∑
Ind(c)=n
w(c)−w(K) if n = 0,
wherew(c) andw(K) denote thewrithe of c and K respectively. We note that a0 in fact can be determined
by other an (n 6= 0). More precisely,
a0(K) = ∑
Ind(c)=0
w(c)−w(K) = ∑
Ind(c)=0
w(c)− ∑
c
w(c) = − ∑
Ind(c) 6=0
w(c) = − ∑
n 6=0
an(K).
The following theorem can be easily derived from Proposition 2.3.
Theorem 3.1 ([7, 13, 20, 32, 44]). For each n ∈ Z, an(K) is a virtual knot invariant.
For convenience, we rewrite these invariants {an(K)} in the form of a polynomial. We define the
writhe polynomial, which was introduced in [7], as
WK(t) = ∑
n 6=0
an(K)tn.
Obviously WK(t) is also a virtual knot invariant. If we want to include the contributions from the real
crossings with index zero, following [32] we define the affine index polynomial PK(t) to be
∑
n
an(K)tn = WK(t) + a0(K) = WK(t)−WK(1).
The writhe polynomial WK(t) has many applications in virtual knot theory. First, WK(t) = 0 if K
is classical, since all crossing points have index zero in this case. Hence whenever WK(t) 6= 0, then K
must be non-classical. On the other hand, the writhe polynomial is quite sensitive to some symmetries of
virtual knots. For example, consider the virtual trefoil knot in Figure 2. Direct calculation shows that the
writhe polynomial of it is t+ t−1, however the mirror image of it has writhe polynomial −t− t−1. Some
examples in [7] show that writhe polynomial also can be used to distinguish some virtual knots from
their inverses. According to the definition of the chord index, it is evident that |an(K)| (n 6= 0) gives a
lower bound for the number of crossings with index n. However, if a crossing point has index zero, then
it has no contribution to the writhe polynomial. Therefore in general we can not obtain any information
about the number of crossing points with index zero from the writhe polynomial. For example, the
index of any crossing in a classical knot diagram is zero but the writhe polynomial is also zero. One
approach to overcome this problem was given in [9] recently. In Section 4 we will give an alternative
solution to this problem.
3.3. Finite type invariants of degree 0. In order to discuss finite type invariants of degree 0, it is conve-
nient to consider the flat virtual knot theory. A flat virtual knot diagram is an immersed S1 in the plane,
where each crossing is either a virtual crossing point or a flat crossing point. Two flat virtual knot dia-
grams are equivalent if they are related by finitely many flat Reidemeister moves indicated in Figure 1,
where all real crossings should be replaced by flat crossings. Roughly speaking, flat virtual knots are
equivalence classes of virtual knots up to crossing changes. Therefore, if a flat virtual knot diagram has
no virtual crossing point, then it must be trivial. Given a virtual knot diagram K, one can define the
corresponding flat virtual knot F(K) by replace all real crossings in K with flat crossings. Notice that if
K and K′ can be connected by a sequence of generalized Reidemeister moves, then F(K) and F(K′) can
be connected by a sequence of corresponding flat Reidemeister moves. This makes a guarantee that the
definition of F(K) is well defined.
Remark 3.2. We remark that each flat virtual knot diagram obviously has a corresponding Gauss di-
agram, where each chord in the Gauss diagram has no direction or sign. However for a given Gauss
diagram, in general it corresponds to infinitely many different flat virtual knot diagrams. All these flat
virtual knots are equivalent if we add one more move in the equivalence relations. This leads to the
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free knot theory introduced by Manturov. The readers are referred to [37] and references therein for more
details.
Recall that a finite type invariant of degree 0 is a nonzero virtual knot invariant which vanishes on all
singular virtual knots with one singularity. According to the recursive relation, it follows that a nonzero
virtual knot invariant is a finite type invariant of degree 0 if and only if it is invariant with respect to
crossing changes. Therefore if we have a nonzero flat virtual knot invariant g (for example, the counting
invariant derived from semiquandle introduced in [19]), then by defining f (K) = g(F(K)) we obtain a
finite type invariant of degree 0. Conversely, each finite type invariant of degree 0 also provides us a flat
virtual knot invariant.
Now we define a flat virtual knot invariant (hence a finite type invariant of degree 0) based on the
writhe polynomialWK(t). Let K be a virtual knot diagram and F(K) the corresponding flat virtual knot.
We define a polynomial of F(K) as below
FF(K)(t) = WK(t)−WK(t
−1).
Proposition 3.3. FF(K)(t) is a well defined flat virtual knot invariant.
Proof. It suffices to prove that if another virtual knot K′ can be obtained from K by some generalized
Reidemeister moves and crossing changes, then FF(K)(t) = FF(K′)(t). Since WK(t) is invariant under
generalized Reidemeister moves, it is sufficient to consider the case that K′ can be obtained from K by
taking crossing change on a crossing point c. Without loss of generality, we assume the index of c in K
equals to k and the writhe of it is positive. Then after switching c this crossing has index−k and negative
sign in K′. Note that the indices and writhes of all other crossings are preserved. Now we have
FF(K)(t) = f (t) + t
k − f (t−1)− t−k = f (t)− t−k − f (t−1) + tk = FF(K′)(t).
The proof is finished. 
Example 3.4. Consider the virtual knot K and its corresponding flat virtual knot F(K) in Figure 6. Direct
calculation shows thatWK(t) = t
2 + 2t−1. Hence FF(K)(t) = t
2 − 2t+ 2t−1 − t−2, which means F(K) is
a nontrivial flat virtual knot.
K F (K)
FIGURE 6. Virtual knot K and its corresponding flat virtual knot F(K)
Corollary 3.5. Let K be a virtual knot, if WK(t) 6= WK(t
−1), then the corresponding flat virtual knot F(K) is
nontrivial.
3.4. Finite type invariants of degree 1. As we mentioned in the introduction, several finite type invari-
ants of degree 1 have been discussed in [46] and [18]. For the coefficients of the affine index polynomial
we have the following result.
Proposition 3.6 ([13]). For each virtual knot K and any n ∈ Z, an(K) is a finite type invariant of degree 1.
Proof. First we prove that a
(2)
n (K) vanishes on each singular virtual knot with 2 singularities. Let K be
a virtual knot diagram and c1, c2 two real crossing points of K. Without loss of generality we assume
w(c1) = w(c2) = +1, Ind(c1) = a and Ind(c2) = b. Denote the diagram obtained from K by switching
c1 as K−+. Similarly we can define K++,K+− and K−−. Note that K++ = K. Then we have
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PK++(t) = f (t) + t
a + tb,
PK−+(t) = f (t)− t
−a + tb + 2,
PK+−(t) = f (t) + t
a − t−b + 2,
PK−−(t) = f (t)− t
−a − t−b + 4.
It follows that PK++(t)− PK−+(t)− PK+−(t) + PK−−(t) = 0.
Now for each n ∈ Z it suffices to find a singular virtual knot with one singularity such that a
(1)
n is
nonzero. Consider a Gauss diagram which consists of n ≥ 1 parallel positive chords (with the same
direction) and one other positive chord c crossing all of them, such that Ind(c) = n. Replace the real
crossing c with a singular crossing we obtain a singular virtual knot K. According to the definition we
have
P
(1)
K (t) = (t
n + nt−1 − n− 1)− (−t−n + nt−1 − n+ 1) = tn − t−n − 2,
which implies a
(1)
n (K), a
(1)
−n(K) and a
(1)
0 (K) are nonzero. 
There are several different kinds of generalization of the writhe polynomial. For example, Henrich
in [18] defined three virtual knot invariants. The first one is special case of the writhe polynomial. The
other two invariants, called the smoothing invariant and the gluing invariant, are polynomials of flat vir-
tual knots and singular flat virtual knots respectively. Henrich proved they are all finite type invariant of
degree one. One can simply generalize the writhe polynomial using the idea of smoothing invariant (see
also [13]) and gluing invariant. In [9] we gave a completely different extension of the writhe polynomial
by replacing the chord index with an index function. It was proved that this generalized invariant is
also a finite type invariant of degree one. We refer the readers to [9] for more details.
3.5. Finite type invariants of higher degrees. In [42], Michael Polyak and Oleg Viro gave a description
of finite type invariants of degree two and three by means of Gauss diagram representations. By using
virtual knots, Mikhail Goussarov [17] proved that any finite type invariant of classical knots can be
described by a Gauss diagram formula. In other words, any finite type invariant of classical knots can
be calculated by counting the subdiagrams of the Gauss diagram with weights, where the weight of a
subdiagram is the product of the writhes of all the chords in the subdiagram. For virtual knots, this
weight can be strengthened by including the information of chord indices. From this point of view,
Proposition 3.6 can be reinterpreted as the signed sum of all subdiagrams which consists of only one
chord with a fixed nonzero index is a finite type invariant of degree 1.
It turns out that this idea can be naturally generalized to finite type invariants of higher degrees.
Let G(K) be a Gauss diagram. For any (x1, · · · , xn) ∈ (Z− {0})
n which satisfies x1 > · · · > xn, we
define C(x1,··· ,xn) to be the set of all n-chords {c1, · · · , cn} in G(K) such that Ind(ci) = xi.
Theorem 3.7. For each virtual knot K, the integer a(x1,··· ,xn)(K) = ∑
(c1,··· ,cn)∈C(x1,··· ,xn)
n
∏
i=1
w(ci) is a finite type
invariant of degree n.
Note that Proposition 3.6 can be recovered from this theorem by taking n = 1.
Proof. First we show that a(x1,··· ,xn)(K) is a virtual knot invariant. For Ω1, since each chord in {c1, · · · , cn}
has nonzero index, therefore each n-chords in C(x1,··· ,xn) does not contain the chord appears in Ω1. For
Ω2, let us use a, b to denote the two chords involved in Ω2. Since xi 6= xj if i 6= j, hence each n-chords
in C(x1,··· ,xn) does not contain both a and b. If some n-chords {c1, · · · , cn} contains a, for example ci = a.
Then the contribution of {c1, · · · , ci−1, a, ci+1, · · · , cn} will be cancelled out by the contribution from
{c1, · · · , ci−1, b, ci+1, · · · , cn}. For Ω3, since the index and writhe of each chord are both preserved, it
follows directly that a(x1,··· ,xn) is invariant under Ω3.
Now we show that the degree of a(x1,··· ,xn) is less than n + 1. It is sufficient to show that for any
singular virtual knot diagram K with n+ 1 singular crossings {c1, · · · , cn+1}, we have
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∑
σ∈{0,1}n+1
(−1)|σ|a(x1,··· ,xn)(Kσ) = 0.
As before here σ runs through all (n+ 1)-tuples of zeros and ones, |σ| denotes the number of ones in
σ and Kσ is obtained from K by replacing ci with a positive (negative) crossing if the i-th position of σ
is zero (one). Fix a σ ∈ {0, 1}n+1, choose a n-chords {c′1, · · · , c
′
n} of C(x1,··· ,xn) in G(Kσ). It is possible
that some chords may appear both in {c1, · · · , cn+1} and {c
′
1, · · · , c
′
n}. Without loss of generality we
assume that c′1 = c1, · · · , c
′
i = ci but {c
′
i+1, · · · , c
′
n} ∩ {ci+1, · · · , cn+1} = ∅. Notice that the index of c
′
i
(1 ≤ i ≤ n) is invariant under switching cj (i+ 1 ≤ j ≤ n+ 1). Now fix the first i positions of σ and let
the last n+ 1− i positions of σ run over {0, 1}n+1−i, then the contributions of {c′1, · · · , c
′
n} from these
2n+1−i virtual knots will cancel out, because half of them have the positive sign and the other half have
the negative sign. Repeat this process until the contributions from all n-chords have been cancelled out,
the desired result follows directly.
To complete the proof we need to show that the degree of a(x1,··· ,xn) is exactly n. Let us consider the
Gauss diagram in Figure 7, which contains
n
∑
i=1
|xi|+ n positive chords (Figure 7 supposes that x1 > 0
and xn < 0). Notice that Ind(ci) = xi and the index of any other chord equals ±1. After replacing the
crossings c1, · · · , cn with singular crossings, we obtain a singular virtual knot K which has n singular
crossing points. In other words, the virtual knot corresponding to the Gauss diagramdescribed in Figure
7 is K(0,··· ,0). We claim that for this singular virtual knot K we have ∑
σ∈{0,1}n
(−1)|σ|a(x1,··· ,xn)(Kσ) 6= 0.
b b b b b b
b b b
c1 cn
{
x1
{−xn
+ + + + + +
FIGURE 7. K(0,··· ,0)
• Case 1: for any 1 ≤ i ≤ n, xi 6= ±1. If for any 1 ≤ i < j ≤ n we have xi + xj 6= 0, then among
all Kσ there exists only one n-chords (c1, · · · , cn) which satisfies Ind(ci) = xi and it appears
in K(0,··· ,0). In this case we have ∑
σ∈{0,1}n
(−1)|σ|a(x1,··· ,xn)(Kσ) = 1. In general, if there exists a
pair of opposite integers xi and xj. Then another eligible n-chords (c1, · · · , cn) also appears in
K(0,··· ,0,1,0,··· ,0,1,0,··· ,0), where the i-th and j-th positions are 1’s. However the contribution from
this n-chords equals (−1)4 = 1. We still have ∑
σ∈{0,1}n
(−1)|σ|a(x1,··· ,xn)(Kσ) 6= 0. When there
are more pairs of opposite integers in (x1, · · · , xn) one can similarly show that each n-chords
(c1, · · · , cn) with Ind(ci) = xi contributes +1 to ∑
σ∈{0,1}n
(−1)|σ|a(x1,··· ,xn)(Kσ), the result follows.
• Case 2: for some 1 ≤ i ≤ n, xi = 1 but xi+1 6= −1. Since we assume that x1 > · · · > xn, it
means that no element of {x1, · · · , xn} equals −1. In this case, we divide all virtual knots Kσ
into two subsets K(ǫ1,··· ,ǫi−1,0,ǫi+1,··· ,ǫn) and K(ǫ1,··· ,ǫi−1,1,ǫi+1,··· ,ǫn), where ǫj ∈ {0, 1} (j 6= i). A key
observation is, when one chooses an eligible n-chords from K(ǫ1,··· ,ǫi−1,0,ǫi+1,··· ,ǫn), if the chord
with index 1 is not the chord ci in Figure 7, then one can find a corresponding eligible n-chords
in K(ǫ1,··· ,ǫi−1,1,ǫi+1,··· ,ǫn). Notice that these two n-chords have opposite signs, consequently their
contributions kill each other. For this reason we only need to consider the eligible n-chords in
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K(ǫ1,··· ,ǫi−1,0,ǫi+1,··· ,ǫn) where the chord with index 1 is exactly the chord ci in Figure 7. Similar to
Case 1, one can show that each eligible n-chords contributes +1 to ∑
σ∈{0,1}n
(−1)|σ|a(x1,··· ,xn)(Kσ),
which implies ∑
σ∈{0,1}n
(−1)|σ|a(x1,··· ,xn)(Kσ) 6= 0.
• Case 3: for some 1 ≤ i ≤ n, xi+1 = −1 but xi 6= 1. The proof is analogous to the proof of Case 2.
• Case 4: for some 1 ≤ i ≤ n, xi = 1 and xi+1 = −1. Nowwe divide all virtual knots Kσ into 4 sub-
sets: K(ǫ1,··· ,ǫi−1,0,0,ǫi+2,··· ,ǫn),K(ǫ1,··· ,ǫi−1,1,0,ǫi+2,··· ,ǫn),K(ǫ1,··· ,ǫi−1,0,1,ǫi+2,··· ,ǫn),K(ǫ1,··· ,ǫi−1,1,1,ǫi+2,··· ,ǫn).
We write
∑
σ∈{0,1}n−2
(−1)|σ|a(x1,··· ,xn)(Kσ=(ǫ1,··· ,ǫi−1,0,0,ǫi+2,··· ,ǫn)) = A1 + A2 + A3 + A4,
where
(1) A1 denotes the contributions from those n-chords which contain both ci and ci+1;
(2) A2 denotes the contributions from those n-chords which contain ci but do not contain ci+1;
(3) A3 denotes the contributions from those n-chords which contain ci+1 but do not contain ci;
(4) A4 denotes the contributions from those n-chords which contain neither ci nor ci+1.
Analogous to Case 1, one can show that A1 > 0. It is not difficult to observe that
∑
σ∈{0,1}n−2
(−1)|σ|a(x1,··· ,xn)(Kσ=(ǫ1,··· ,ǫi−1,1,0,ǫi+2,··· ,ǫn)) = 0+ A3 + A3 + A4,
∑
σ∈{0,1}n−2
(−1)|σ|a(x1,··· ,xn)(Kσ=(ǫ1,··· ,ǫi−1,0,1,ǫi+2,··· ,ǫn)) = 0+ A2 + A2 + A4,
∑
σ∈{0,1}n−2
(−1)|σ|a(x1,··· ,xn)(Kσ=(ǫ1,··· ,ǫi−1,1,1,ǫi+2,··· ,ǫn)) = A1 + A3 + A2 + A4.
It follows that
∑
σ∈{0,1}n
(−1)|σ|a(x1,··· ,xn)(Kσ) = 2A1 6= 0.

Unfortunately, we would like to remark that this degree n finite type invariant a(x1,··· ,xn)(K) is not a
new invariant. It is completely determined by the writhe polynomial. Explicitly, a(x1,··· ,xn)(K) =
n
∏
i=1
axi
where axi is the coefficient of t
xi in the writhe polynomial. In other words, this finite type invariant of
degree n is determined by the writhe polynomial, a finite type invariant of degree 1.
In order to obtain some new finite type invariant one needs to “refine” the chord indices in a subdi-
agram with more than one chords. For finite type invariants of degree 2, recently the three loop isotopy
invariant was introduced by Micah Chrisman and Heather Dye in [10]. Roughly speaking, the three
loop isotopy invariant counts the contributions from the pairs of nonintersecting chords with the same
“triple-index”. We end this section with a quick review of this interesting invariant.
Let G(K) be a Gauss diagram and c a pair of nonintersecting chords in G(K). We use T to denote the
set of all other chords which have nonempty intersection with c. According to the three possibilities of
the orientations of the two chords in c, the set T can be divided into three subsets T1, T2, T3, , see Figure
8. Analogous to the definition of the chord index, for each set Ti we can define an index ti of c which
takes values in integers. By taking the absolute value, now |ti| does not depend on the directions of the
chords in c, hence it is well defined. We call this triple (|t1|, |t2|, |t3|) the triple-index of c.
For a fixed triple (i, j, k) (i, j, k ≥ 0 and i 6= j 6= k 6= i), we define a set Fi,j,k which contains all the
pairs of nonintersecting chords such that the triple-index of each pair agrees with one of the three cases
depicted in Figure 8. Now the three loop isotopy invariant of a virtual knot K can be described as
φ(K) = ∑
c∈Fi,j,k
w(c)xiyjzk,
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(i, k, j) (i, j, k) (k, i, j)
T1
T2
T3
T1
T2
T3
T1
T2
T3
FIGURE 8. The set Fi,j,k
where w(c) denotes the product of the writhes of the two chords in c. We remark that in the original
definition of the three loop isotopy invariant, the three loop isotopy invariant φi,j,k(K) was defined as
the coefficient of xiyjzk. Here we rewrite them in the form of a multivariate polynomial.
Theorem 3.8 ([10]). φ(K) is a finite type virtual knot invariant of degree 2.
It is an interesting question to find some finite type invariants of higher degrees with the help of
refined chord indices.
4. INDEXED JONES POLYNOMIAL
4.1. A generalization of the Jones polynomial using chord index. We know that the Jones polynomial
can be naturally extended to virtual knots by taking the approach of Kauffmanbracket. In this sectionwe
discuss how to use the chord index to define a sequence of Jones polynomials indexed by nonnegative
integers.
Let K be a virtual knot diagram and C(K) the set of all real crossings of K. We define a sequence of
subsets of C(K) as below
Cn(K) = {c ∈ C(K)|Ind(c) = kn for some k ∈ Z}.
Note that every Cn(K) (n ∈ Z) contains all crossing points with index zero. Since Cn(K) = C−n(K),
it suffices to consider n ∈ {0, 1, 2, · · · }. For a fixed n, we use the standard Kauffman bracket rules to
smooth all crossing points in Cn(K), see Figure 9.
= A + A−1 ,K ∪© = (−A2 −A−2)K
FIGURE 9. Smoothing rules
After smoothing all the crossings in Cn(K), we obtain a bracket polynomial < K >n (here we choose
the normalization that the bracket polynomial of the unknot equals one). We define the Jones polynomial
with index n as
VnK (t) = (−A
3)−w(K) < K >n |
A=t−
1
4
= (−A3)−w(K) ∑
S
A#0−#1(−A2 − A−2)|S|−1|
A=t−
1
4
,
where S denotes a state after the smoothing, which is a virtual link diagram, and |S| denotes the number
of components of S. #0 and #1 denote the number of 0-smoothing (the first resolution in Figure 9) and
1-smoothing (the second resolution in Figure 9) taken during the process of smoothing respectively. We
remark that for each virtual knot K, only finitely many VnK (t) are nontrivial. On the other hand, since
C1(K) = C(K), it follows that V
1
K(t) is exactly the classical Jones polynomial of virtual knots.
Theorem 4.1. For each n ∈ {0} ∪N, VnK (t) is a virtual knot invariant.
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Proof. It is sufficient to show thatVnK (t) is invariant under each generalized Reidemeister move in Figure
1. Since no real crossing point is involved in Ω′1,Ω
′
2,Ω
′
3, we only need to consider the rest four moves.
• Ω1 : the only crossing point involved in Ω1 has index zero, hence for each n this crossing point
must be smoothed. Similar to the classical case, (−A3)−w(K) is designed to nullify this change.
• Ω2 : the two crossings involved in Ω2 have the same index. If this index is not a multiple of n,
then of course VnK (t) is preserved. If the index of these two crossing points is a multiple of n,
then both of them will be smoothed. The rule that adding a circle disjoint from the rest diagram
multiplies the bracket by −A2 − A−2 will nullify this change.
• Ω3 : we know that the indices of the three crossing points are preserved respectively under Ω3.
A key fact is, on both sides of Ω3 the index of one crossing equals the sum of the indices of
other two crossings [9]. If none index of these three crossing points is a multiple of n, then the
result follows obviously. Otherwise either only one of themwill be smoothed, or all of them will
be smoothed. It is easy to observe that in both cases the number of components of the state is
invariant.
• Ωv3 : there is nothing need to prove in this case.

Recall that the span of a polynomial is the difference between the highest degree and the lowest
degree. It is well known that the span of the Jones polynomial provides a lower bound for the crossing
number of classical knots. The following result is a generalization of this fact.
Proposition 4.2. Let K be a virtual knot diagram, then |Cn(K)| ≥ spanVnK (t), here |Cn(K)| denotes the cardi-
nality of Cn(K).
Proof. Assume |Cn(K)| = m. Let S0(K)(S1(K)) be the state obtained from K by taking 0(1)-smoothing
on all the crossing points in Cn(K). According to the definition of VnK (t), the potential highest degree
and lowest degree of VnK (t) are equal to the highest degree and the lowest degree provided by S0(K) and
S1(K) respectively. It is easy to conclude that spanV
n
K (t) ≤
1
4 (2m+ 2|S0(K)|+ 2|S1(K)| − 4). We claim
that |S0(K)|+ |S1(K)| ≤ m+ 2, then result follows directly.
First notice that we can assume |C(K)| = |Cn(K)|, i.e. all real crossing points of K belong to the
set Cn(K). If not, we can replace all other real crossing points with virtual crossing points. Although
VnK (t) is not preserved (since the writhe of the diagrammay be changed), the span of V
n
K (t) is invariant.
Therefore from now on we assume that |C(K)| = |Cn(K)| = m, i.e. every real crossing point will
be smoothed. The following proof is similar to the proof of the Dual State Lemma in [28]. For the
completeness, we still sketch it here.
If the number of the real crossing points in K equals 0 or 1, it is easy to get the desired result. Suppose
that for all virtual knot diagrams with m − 1 real crossing points the result is true, it suffices to prove
that the result is also true for any virtual knot diagram K which contains m real crossing points. Choose
a real crossing point of K, say c, without loss of generality we assume that taking 0-smoothing at c yields
a new virtual knot diagram K′. Due to the hypothesis, now we have |S0(K
′)|+ |S1(K
′)| ≤ m+ 1. Note
that |S0(K)| = |S0(K
′)| and ||S1(K)| − |S1(K
′)|| ≤ 1, it follows that |S0(K)|+ |S1(K)| ≤ m+ 2. 
In virtual knot theory, the real crossing number cr(K) is the minimal number of the real crossing points
among all virtual knot diagrams of K. When K is a classical knot, this coincides with the crossing number
of K [38]. A natural refinement of cr(K) is the minimal number of crossing points with index n among
all knot diagrams. We use cnr (K) to denote it. As we mentioned in Section 3, if n 6= 0 the absolute value
of the coefficient of tn in the writhe polynomial provides a lower bound for cnr (K). However the writhe
polynomial can not tell us anything about c0r (K). Now Proposition 4.2 tells us it is possible to use V
0
K(t)
to give a lower bound for c0r (K). Here is an example.
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Example 4.3. Let us consider the virtual knot K described in Figure 10. The four real crossing points
a, b, c, d have indices 0, 1, 0,−1 respectively. The writhe polynomial of it equals t1 + t−1, which im-
plies c1r (K) = c
−1
r (K) = 1. On the other hand, one computes V
0
K(t) = −t
4 + t3 + t
5
2 , hence we have
spanV0K(t) =
3
2 . Therefore we conclude that c
0
r (K) = 2.
a
b
c
d
FIGURE 10. A virtual knot with c0r = 2, c
1
r = c
−1
r = 1
4.2. Some generalizations of the indexed Jones polynomial. Recall our definition of the indexed Jones
polynomial, for each state we only extract the information of the number of components. In classical
case, each state is a disjoint union of circles. The only useful information is the number of these circles.
But in our case, each state is a virtual link diagram. A natural idea is to extract more information from
this virtual link diagram rather than just counting the number of components.
Recall that given a virtual knot diagram K, the corresponding flat virtual knot F(K) is obtained from
K by replacing all real crossing points with flat crossing points. Now we define a graphical modification
of the indexed Jones polynomial as follows
VnK(t) = (−A
3)−w(K) ∑
S
A#0−#1F(S)|
A=t−
1
4
.
Let FVL be the free abelian group generated by all flat virtual links. Then VnK(t) takes values in
FVL[t
1
2 , t−
1
2 ], i.e. each VnK(t) is a Laurent polynomial with coefficients in FVL. Note that F(K ∪O) =
(−A2 − A−2)F(K), whereO denotes a circle which is disjoint from K.
Theorem 4.4. VnK(t) is a virtual knot invariant.
Proof. The proof is almost the same with that of Theorem 4.1. We only mention that the map F will be
used in the case when only one crossing point in Ω3 is smoothed. 
Remark 4.5. This graphical modification of the indexed Jones polynomial is motivated by the parity
bracket polynomial proposed by Manturov in [37]. Actually,V2K(t) is exactly Manturov’s parity bracket
polynomial. The parity arrow polynomial was defined by Kaestner and Kauffman in [22], which com-
bines the idea of parity and arrow polynomial. We remark that with the help of the chord index, one
can similarly define the indexed Miyazawa/arrow polynomial, which also provides a generalization of
the indexed Jones polynomial.
5. INDEXED QUANDLE AND ITS APPLICATIONS
5.1. A quick review of the quandle structure. To set the stage, we recall some basic notions of quandle
and its generalizations.
Definition 5.1. A quandle Q is a set with a binary operation ∗ : Q×Q → Q, which satisfy
(1) ∀a ∈ Q, a ∗ a = a;
(2) ∀b, c ∈ Q, there exists a unique a ∈ Q such that a ∗ b = c;
(3) ∀a, b, c ∈ Q, (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c).
Here we list some examples of quandles.
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• For any nonempty set Q one can define the trivial quandle by setting a ∗ a = a for any a ∈ Q;
• A conjugacy class of a groupwith quandle operation a ∗ b = b−1ab is called a conjugation quandle;
• Consider the unit sphere Sn in Rn+1, the operation a ∗ b = 2(a · b)b − a provides a quandle
structure on Sn. Here · denotes the inner product of Rn+1.
The notion of quandle was defined by Joyce in [21] (and independently by Matveev in [39] with the
name distributive groupoid). Given a classical knot diagram K, the knot quandle (also called fundamental
quandle) Q(K) is generated by the arcs of K and subject to the relations indicated in Figure 11. It is well
known that the knot quandle distinguishes knots up to mirrors and reverses. However similar to the
knot group, in general the knot quandle is difficult to deal with. In practise, a more easily computable
invariant is the number of quandle homomorphisms fromQ(K) to a fixed finite quandleQ. We call it the
coloring invariant and use ColQ(K) to denote it. From the viewpoint of knot diagram, a coloring assigns
to each arc of the knot diagram an element of Q such that at each crossing the coloring rule indicated in
Figure 11 is satisfied.
b
a c = a ∗ b
FIGURE 11. The coloring rule at each crossing
The knot quandle can be similarly defined for virtual knots, which is also an invariant. However
the knot quandle is not good at distinguishing virtual knots. For example, the knot quandle of the
virtual trefoil described in Figure 2 is trivial. For this reason, R. Fenn, M. Jordan-Santana and Louis H.
Kauffman [14] introduced amore general algebraic structure, say the biquandle. Note that the definition
used here was suggested in [24], which is a bit different from the original definition introduced in [14].
But it is easy to see that they are essentially the same.
Definition 5.2. A biquandle BQ is a set with two binary operations ∗, ◦ : BQ× BQ → BQ such that the
following axioms are satisfied
(1) ∀x ∈ BQ, x ∗ x = x ◦ x;
(2) ∀x, y ∈ BQ, there are unique z,w ∈ BQ such that z ∗ x = y and w ◦ x = y, and the map
S : (x, y) → (y ◦ x, x ∗ y) is invertible;
(3) ∀x, y, z ∈ BQ, we have
(z ◦ y) ◦ (x ∗ y) = (z ◦ x) ◦ (y ◦ x),
(y ◦ x) ∗ (z ◦ x) = (y ∗ z) ◦ (x ∗ z),
(x ∗ y) ∗ (z ◦ y) = (x ∗ z) ∗ (y ∗ z).
The following is a simple observation.
Lemma 5.3. Let (BQ, ∗, ◦) be a biquandle and x, y are two elements of BQ, if x ∗ y = y ◦ x then x = y.
Proof. Taking z = y, now the first condition in the third axiom of biquandle becomes
(y ◦ y) ◦ (x ∗ y) = (y ◦ x) ◦ (y ◦ x).
Since x ∗ y = y ◦ x, it follows that
(y ◦ y) ◦ (y ◦ x) = (y ◦ x) ◦ (y ◦ x).
Recall that − ◦ (y ◦ x) is invertible, hence we obtain y ◦ y = y ◦ x = x ∗ y. Together with the first axiom
y ◦ y = y ∗ y, we have y ∗ y = x ∗ y. The desired result follows directly because − ∗ y is invertible. 
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Later the biquandle structure was extended by Kauffman and Manturov to the virtual biquandle
[31] by adding a relation at each virtual crossing point. The readers are referred to [6] for more details
of quandle ideas. We will come back to the biquandle structure in Section 6.
5.2. Indexed quandle. In this subsection we plan to give a generalized quandle structure by using the
chord index. The main idea is similar to the parity biquandle introduced in [23] and studied in [24],
where the parity was used to generalize the quandle structure. What we want to do is replacing the
parity with chord index. We note that although we only discuss the indexed quandle in this paper, the
technique used here can be similarly used to define an indexed biquandle.
Definition 5.4. An indexed quandle is a set IndQ with a sequence of binary operations ∗i : IndQ ×
IndQ → IndQ (i ∈ Z) which satisfy the following axioms:
(1) ∀a ∈ IndQ, a ∗0 a = a;
(2) ∀b, c ∈ IndQ and i ∈ Z, there is a unique a ∈ IndQ such that a ∗i b = c;
(3) ∀a, b, c ∈ IndQ and i, j ∈ Z, (a ∗i b) ∗j c = (a ∗j c) ∗i (b ∗j−i c).
We remark that each indexed quandle (IndQ, ∗i) includes a quandle (IndQ, ∗0). The followings are
some examples of the indexed quandles.
• Let (Q, ∗) be a quandle, then Q can be thought of as an indexed quandle if we define ∗i = ∗ for
any i ∈ Z.
• Let (Q, ∗) be a quandle, another way to regard Q as an indexed quandle is introducing ∗0 = ∗
and a ∗i( 6=0) b = a for any a, b ∈ Q.
• Let X = Z[t, t−1], one defines a ∗i b = ta+ (1− t)b+ i for any a, b ∈ Z[t, t
−1].
• Let G be a group, for any φ ∈ Aut(G) and z ∈ Z(G) (the center of G), G can be regarded as an
indexed quandle with operations a ∗i b = φ(ab
−1)bzi.
For a given virtual knot diagram K, we define the indexed knot quandle IndQK to be the indexed
quandle generated by the arcs of K, and each real crossing point gives a relation which depends on the
index, see Figure 12.
b
a x c = a ∗i b if Ind(x) = i
FIGURE 12. The indexed coloring rule at each crossing
Notice that when K is a classical knot diagram, then the index of each crossing is zero, therefore in
this case the indexed knot quandle reduces to the classical knot quandle.
Theorem 5.5. The indexed knot quandle is preserved under the generalized Reidemeister moves, hence it is a
virtual knot invariant.
Proof. According to the definition of the indexed knot quandle, it is sufficient to verify its invariance
under Ω1,Ω2,Ω3. Recall that the crossing involved in Ω1 has index zero and the two crossing points
involved in Ω2 have the same index, it is easy to conclude the invariance of IndQK under Ω1,Ω2 from
the first and second axiom respectively.
For the third Reidemeister move Ω3, note that the corresponding crossing points on the two sides of
Ω3 have the same index. We assume Ind(x)=Ind(x
′) = i, Ind(y)=Ind(y′) = j and Ind(z)=Ind(z′) = k.
Similar to the proof of Lemma 4.1 in [9], it is not difficult to show that i = j+ k. Together with the third
axiom, the invariance of IndQK can be obtained from Figure 13 directly. 
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Ω3
a b a b
c ca ∗i c
b ∗j c (a ∗i c) ∗k (b ∗j c)
a ∗k b
b ∗j c (a ∗k b) ∗i c
x y
z
x′y
′
z′
FIGURE 13. The invariance of IndQK under Ω3
Corollary 5.6. Given a finite indexed quandle (Q, ∗i), Col(Q,∗i)(K) = |Hom(IndQK, (Q, ∗i))| is a virtual knot
invariant.
Notice that if K is a classical knot, then for any indexed quandle (Q, ∗i) we have
Col(Q,∗i)(K) = |Hom(IndQK, (Q, ∗i))| = |Hom(QK, (Q, ∗0))| = Col(Q,∗0)(K).
Therefore for classical knots, there always exist some trivial colorings. However this is not the case for
virtual knots.
Example 5.7. Consider the virtualization of the classical trefoil knot in Figure 14. There are three real
crossing points {a, b, c} with Ind(a) = −2, Ind(b) = 2 and Ind(c) = 0. If we use the dihedral quandle
D3 = {0, 1, 2} with operation i ∗ j = 2j − i (mod 3), then this virtualized trefoil knot has the same
coloring invariant with the classical trefoil knot. If we use the indexed quandle IndD3 = {0, 1, 2} with
operations i ∗k j = 2j− i+ k (mod 3), as we discussed above the classical trefoil knot still has 9 different
colorings. However by solving the following equations in Z3

2y− x+ 2 = z
2z− x+ 0 = y
2x− z− 2 = y
one finds that there is no solution, it means that the coloring invariant of the virtualized trefoil knot is 0.
a b
cx
y
z
FIGURE 14. The virtualization of the trefoil knot
5.3. An enhancement of the coloring invariant via indexedquandle 2-cocycles. The coloring invariant
ColQ(K) has many applications in knot theory. For example, ColQ(K) can be used to provide lower
bounds for braid index, tunnel number and unknotting number [11]. However, there also exists some
disadvantages to ColQ(K). For instance, for any finite quandle Q, ColQ(K) can not distinguish the left-
hand trefoil from the right-hand trefoil, since the trefoil knot is invertible. In [4], J. S. Carter, D. Jelsovsky,
S. Kamada, L. Langford and M. Saito introduced the quandle (co)homology theory. In particular, with a
given quandle 2(3)-cocycle one can define an enhancement of the (shadow) coloring invariant, say the
quandle cocycle invariant. There are many examples which show that these cocycle invariants are more
powerful than the original coloring invariants. As an example, for some suitably chosen quandle and
quandle 3-cocycle the cocycle invariant takes different values on the left-hand trefoil and the right-hand
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trefoil [43]. Following the main idea of the quandle cocycle invariant we want to define the notion of
indexed quandle 2-cocycle in this subsection. Analogous to the quandle 2-cocycle, each indexed quandle
2-cocycle also can be used to define a generalized invariant of Col(Q,∗i)(K).
Definition 5.8. Let (Q, ∗i) be an indexed quandle and A an abelian group, we call a map φ : Q×Q → A
an indexed quandle 2-cocycle if for any a, b, c ∈ Q and i, j ∈ Z it satisfies
φ(a, c)−1φ(a ∗i−j b, c)φ(a, b)φ(a ∗i c, b ∗j c)
−1 = 1 and φ(a, a) = 1.
For a given virtual knot diagram K and a finite indexed quandle (Q, ∗i), we choose a coloring f :
IndQK → (Q, ∗i). For a crossing x with index i, if the three arcs around x have colors a, b and a ∗i b (see
Figure 12) then we associate a weight B(x, f ) = φ(a, b)w(x) to the crossing point x. As before here w(x)
denotes the writhe of x. Now we define the indexed quandle 2-cocycle invariant (associated with φ) to be
Φφ(K) = ∑
f
∏
x
B(x, f ),
where f runs over all homomorphisms from IndQK to (Q, ∗i), and x runs over all real crossing points
of K. Obviously if φ sends each element of Q × Q to the identity element, then Φφ(K) reduces to the
coloring invariant Col(Q,∗i)(K).
Theorem 5.9. Φφ(K) is a virtual knot invariant.
Proof. Since the crossing point involved in Ω1 has index zero, together with φ(a, a) = 1 for any a ∈ Q,
it follows that Φφ(K) is invariant under Ω1. For Ω2, notice that the two crossing points in Ω2 have
opposite signs, hence the contributions from these two crossing points cancel out. The invariance of
Φφ(K) under Ω3 can be read directly from Figure 13. 
We give an example to illustrate that Φφ(K) is strictly stronger that the coloring invariant Col(Q,∗i)(K).
Example 5.10. In this example we use K and K′ to denote the virtual trefoil knot depicted in Figure 2
and the virtualization of the classical trefoil knot depicted in Figure 14. Consider a set Q = {0, 1} with
operations a ∗i b = a+ i (mod 2). One easily finds that (Q, ∗i) is an indexed quandle. For the coloring
invariant, we have
|Col(Q,∗i)(K)| = |Col(Q,∗i)(K
′)| = 2.
In order to define an indexed quandle 2-cocycle invariant we choose A = Z2 and introduce an indexed
quandle 2-cocycle φ, which is defined by φ(0, 0) = φ(1, 1) = 0 and φ(0, 1) = φ(1, 0) = 1. Now we have
Φφ(K) = 1+ 1 but Φφ(K′) = 0+ 0.,
which means that K and K′ have the same coloring invariants but different cocycle invariants.
We remark that the indexed quandle 2-cocycle invariant can be extended by replacing φ with a
sequence of homomorphisms φi (i ∈ Z). More precisely, we use ψ to denote a sequence of {φi}i∈Z
where each φi represents a map from Q×Q to A. We say ψ is a generalized indexed quandle 2-cocycle if for
any a, b, c ∈ Q and i, j ∈ Z we have
φi(a, c)
−1φi(a ∗i−j b, c)φi−j(a, b)φi−j(a ∗i c, b ∗j c)
−1 = 1 and φ0(a, a) = 1.
With a fixed generalized indexed quandle 2-cocycle ψ = {φi}i∈Z and a coloring f , we associate a weight
B(x, f ) = φi(a, b)
w(x) to the crossing point x in Figure 12. Now we define the generalized indexed quandle
2-cocycle invariant as follows
Ψψ(K) = ∑
f
∏
x
B(x, f ),
where the product takes over all crossing points and the sum takes over all colorings. In the same way,
one can prove that Ψψ(K) is a virtual knot invariant.
We end this section with a simple example of the generalized indexed quandle 2-cocycle invari-
ant. Consider the indexed quandle which consists of one element a and choose the abelian group
A = Z[t, t−1]. We define a generalized indexed quandle 2-cocycle ψ = {φi} by letting φi(a, a) = t
i
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(i 6= 0) and φ0(a, a) = 0. Note that these is only one coloring. Now the generalized indexed quandle
2-cocycle invariant can be read as
Ψψ(K) = ∑
Ind(x) 6=0
w(x)tInd(x) = WK(t),
which is exactly the writhe polynomial we discussed in Section 3. It means that the writhe polynomial
can be understood as a special case of the generalized indexed quandle cocycle invariant.
5.4. Abelian extensions of indexed quandle by 2-cocycles. In group theory, it is well known that there
is a one to one correspondence between the set of isomorphism classes of central extensions of G by A
and the cohomology group H2(G, A). The analogous relation between quandle extensions and quandle
2-cocycles was given by J. S. Carter et al in [5]. In this subsection wewant to explore the relation between
the extensions of indexed quandles and the generalized indexed quandle 2-cocycles.
For an indexed quandle (Q, ∗i), an abelian group A and a sequence of maps ψ = {φi : Q × Q →
A, i ∈ Z}, we define a set E(Q, A,ψ) = A× Q equipped with a sequence of binary operations
(a1, x1) ∗i (a2, x2) = (a1φi(x1, x2), x1 ∗i x2).
The following proposition says E(Q, A,ψ) is an indexed quandle if and only if ψ is a generalized indexed
quandle 2-cocycle. In this case, we say the set E(Q, A,ψ) is an abelian extension of (Q, ∗i).
Proposition 5.11. E(Q, A,ψ) is an indexed quandle if and only if ψ is a generalized indexed quandle 2-cocycle.
Proof. We assume ψ is a generalized indexed quandle 2-cocycle. Recall that this means that for any
x1, x2, x3 of Q we have
φi(x1, x3)
−1φi(x1 ∗i−j x2, x3)φi−j(x1, x2)φi−j(x1 ∗i x3, x2 ∗j x3)
−1 = 1 and φ0(x1, x1) = 1.
First note that
(a1, x1) ∗0 (a1, x1) = (a1φ0(x1, x1), x1 ∗0 x1) = (a1, x1),
and
(a3, x3) ∗
−1
i (a2, x2) = (a3(φi(x3 ∗
−1
i x2, x2))
−1, x3 ∗
−1
i x2).
Next it suffices to prove
((a1, x1) ∗i (a2, x2)) ∗j (a3, x3) = ((a1, x1) ∗j (a3, x3)) ∗i ((a2, x2) ∗j−i (a3, x3)).
One computes
((a1, x1) ∗i (a2, x2)) ∗j (a3, x3)
=(a1φi(x1, x2), x1 ∗i x2)) ∗j (a3, x3)
=(a1φi(x1, x2)φj(x1 ∗i x2, x3), (x1 ∗i x2) ∗j x3)
=(a1φj(x1, x3)φi(x1 ∗j x3, x2 ∗j−i x3), (x1 ∗j x3) ∗i (x2 ∗j−i x3))
=(a1φj(x1, x3), x1 ∗j x3) ∗i (a2φj−i(x2, x3), x2 ∗j−i x3)
=((a1, x1) ∗j (a3, x3)) ∗i ((a2, x2) ∗j−i (a3, x3)).
Conversely, if E(Q, A,ψ) is an indexed quandle one can similarly prove that ψ satisfies the 2-cocycle
conditions. 
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6. WHAT IS A CHORD INDEX?
In previous sections we have listed several applications of the chord index in virtual knot theory. A
natural question is, is it possible to define the chord index in a more general manner? Or more generally,
what is a chord index indeed? Motivated by the parity axioms proposed by Manturov in [37], here we
introduce the chord index axioms in virtual knot theory.
Definition 6.1. Assume we have a rule which assigns an index (e.g. an integer, a polynomial, a group,
etc.) to each real crossing point in a virtual link diagram. We say this rule satisfies the chord index axioms
if it satisfies the following conditions:
(1) The real crossing point involved in Ω1 has a fixed index.
(2) The two real crossing points involved in Ω2 have the same index.
(3) There is a natural 1-1 correspondence between the real crossing points involved in Ω3. The
corresponding real crossing points have the same index.
(4) The index of the real crossing point involved in Ωv3 is preserved under Ω
v
3 .
(5) The indices of all real crossing points which are not involved in a generalized Reidemeister move
are preserved under this generalized Reidemeister move.
It is easy to observe that our chord index defined in Section 2 satisfies all chord index axioms for
virtual knot diagrams. As a generalization of the chord index, in [9] we introduced the index function,
which also satisfies all chord index axioms above. In this section we would like to provide a general
construction of chord index which satisfies all chord index axioms above. Note that the chord index and
the index function only can be defined for the real crossing points in a virtual knot diagram. However
the following manner also can be used to define the chord index for real crossing points in a virtual link
diagram.
In our original idea of the chord index [8], the chord index is deduced from a Z-coloring on the
semiarcs of a knot diagram. Later in [32], Kauffman introduced the notion of flat biquandle, which
provides a more general algorithm for the colorings. In particular, Kauffman proved that essentially the
coloring used in [8] is the unique affine linear flat biquandle. The main result of this section is to define
a general chord index via biquandles.
Recall that a biquandle is a set equipped with two binary operations ∗ and ◦ (see Definition 5.2).
Similar to the knot quandle, one can define the knot biquandle BQK, which is generated by all the semiarcs
(a segment of the diagram from a real crossing to the next real crossing) of a virtual knot diagram but
now each real crossing point offers two relations, see Figure 15. The axioms of the biquandle guarantees
the invariance of BQK under the generalized Reidemeister moves. More precisely, the first axiom and
Lemma 5.3 can be used to prove the invariance under Ω1. The seconde Reidemeister move Ω2 follows
from the second axiom. See Figure 16 for the invariance of BQK under Ω3. Similar to the knot quandle,
for any finite biquandle BQ, one can define the coloring invariant ColBQ(K) to be |Hom(BQK, BQ)|.
x
y
y ◦ x
x ∗ y
y
x
x ∗ y
y ◦ x
FIGURE 15. The coloring rule of biquandle
Fix a finite biquandle BQ and an abelian group A, a map φ : BQ × BQ → A is called a (reduced)
biquandle 2-cocycle if for any x, y, z ∈ BQ we have
φ(x, x) = 1 and φ(x, y)φ(y, z)φ(x ∗ y, z ◦ y) = φ(x ∗ z, y ∗ z)φ(y ◦ x, z ◦ x)φ(x, z).
For the sake of convenience, we introduce the universal 2-cocycle group of BQ, which can be defined as
the abelianization of
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x y ◦ x (z ◦ y) ◦ (x ∗ y) x y ◦ x (z ◦ x) ◦ (y ◦ x)
y
x ∗ y
z ◦ y
(y ◦ x) ∗ (z ◦ x) = (y ∗ z) ◦ (x ∗ z)
z ◦ x
x ∗ z
z y ∗ z (x ∗ y) ∗ (z ◦ y) z y ∗ z (x ∗ z) ∗ (y ∗ z)
Ω3
FIGURE 16. Biquandle coloring under Ω3
GBQ = 〈(x, y) ∈ BQ× BQ|(x, x) = 1, (x, y)(y, z)(x ∗ y, z ◦ y) = (x ∗ z, y ∗ z)(y ◦ x, z ◦ x)(x, z)〉.
We name it in this way since each homomorphism ρ : GBQ/[GBQ,GBQ] → A provides a biquan-
dle 2-cocycle. More precisely, for any biquandle 2-cocycle φ : BQ × BQ → A there is a map ρ :
GBQ/[GBQ,GBQ] → A such that the following diagram commutes
BQ× BQ
φ
((◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
i
// GBQ/[GBQ,GBQ]
ρ

A
here i denotes the quotient map from BQ× BQ to GBQ/[GBQ,GBQ].
Let us consider another group
GBQ = 〈(x, y) ∈ BQ× BQ|(x, x) = 1, (x, y) = (x ∗ z, y ∗ z), (y, z) = (y ◦ x, z ◦ x), (x, z) = (x ∗ y, z ◦ y)〉.
In general GBQ is not an abelian group. Let K be a virtual knot diagram and f a coloring, we associate
a weight W f = (x, y) ∈ GBQ to the two crossing points in Figure 15. The main difference between GBQ
and GBQ is, GBQ requires that the sum of the contributions coming from the three crossing points on
the left side of Ω3 equals the sum of the contributions provided by the three crossing points on the right
side. However forGBQ, we require the contribution from each crossing point involved in Ω3 is preserved
under Ω3, see Figure 16. Now we define the index (associated to BQ) of a crossing point to be ∑
f
W f ∈
ZGBQ. Notice that the index does not depend on the choice of f . If there exists a homomorphism ρ from
GBQ to some other group A, then we obtain an induced chord index ρ(∑
f
W f ) ∈ ZA.
Example 6.2 ([32]). Let X = (Z, ∗, ◦) be a biquandle, where x ∗ y = x ◦ y = x + 1. For each virtual
knot diagram there exist infinitely many colorings. In particular, if one chooses a coloring f , then any
other coloring can be obtained from f by adding an integer to the assigned number on each semiarc of
K. Consider a map ρ : Z× Z → Z defined by ρ(x, y) = y− x. One can naturally extend this map to a
homomorphism from GX to Z[Z]. We still use ρ to denote it. Now the induced chord indices of the two
crossing points depicted in Figure 15 are both equal to ∑
Z
ρ(x, y) = ∑
Z
(y− x). It is easy to observe that
essentially this is nothing but the index we defined in Section 2.
Analogous to the definition of the writhe polynomial, for any g 6= ∑ 1 we use ag(K) to denote the
sum of the writhes of all crossings which have index g ∈ ZGBQ. For ∑ 1 we define a∑ 1(K) to be the
sum of the writhes of all crossings which have index ∑ 1 minus w(K). The next theorem follows directly
from our constructions above, which can be regarded as an extension of Theorem 3.1.
Theorem 6.3. Let L be a virtual link diagram, then for any finite biquandle BQ and any g ∈ ZGBQ, ag(L) is a
virtual link invariant.
Example 6.4. As wementioned in the beginning of this section, now we can define the chord indices for
the real crossing points in a virtual link diagram. Let us consider the virtual link L in Figure 17. Choose
a biquandle X = {1, 2}, and the binary operations are defined as 1 ∗ i = 1 ◦ i = 2 and 2 ∗ i = 2 ◦ i = 1
(i = 1, 2). It is easy to observe that in GX we have 1 = (1, 1) = (2, 2), (1, 2) = (2, 1). Therefore GX ∼= Z,
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which is generated by t = (1, 2). Note that there exist four colorings and the indices of crossing points
a, b, c are 1+ 1+ t+ t, t+ t+ t+ t, 1+ 1+ t+ t respectively. As a result we have a1+1+t+t(L) = 2 and
at+t+t+t(L) = 1. As a corollary, we conclude that the real crossing number of this virtual link is 3.
a
b
c
FIGURE 17. Chord indices of a virtual link
Since in general the biquandle structure is more complicated than the quandle structure, a natural
thought is to replace the biquandles in our construction with quandles. Obviously, because a quandle
is also a biquandle, we can still define the chord index in this case. However the following proposition
tells us it provides no new information except the coloring invariant.
Proposition 6.5. Let Q be a finite quandle and K a virtual knot diagram, then all the crossing points of K have
the same index ∑
ColQ(K)
1.
Proof. Fix a coloring f , if Q is not connected, then let us focus on the component Q′ which includes
f (QK) (recall that QK is connected). We claim that the group GQ′ is trivial. In fact, according to the
definition of GQ′ we have relation (x, z) = (x ∗ y, z). Since Q
′ is connected, there exist a sequence of
elements in Q′, say {a1, · · · , an}, such that (· · · (x ∗
ǫ1 a1) · · · ) ∗
ǫn an = z (ǫi = ±1). Now we have
(x, z) = (x ∗ǫ1 a1, z) = · · · = ((· · · (x ∗
ǫ1 a1) · · · ) ∗
ǫn an, z) = (z, z) = 1,
which means GQ′ contains only one element. The result follows. 
In the end of this section we would like to remark that the chord index in Example 6.2 and Example
6.4 are both trivial for any crossing point in a classical knot diagram. It is natural to ask whether it is
possible to define a nontrivial chord index for the crossing points in a classical knot diagram.
7. CHORD INDEX IN TWISTED KNOT THEORY
7.1. Twisted knot theory and twisted biquandle. In the end of this paper we concern the chord in-
dex in twisted knot theory. Recall that virtual knot theory studies the embeddings of S1 in thickened
closed orientable surfaces, if we do not require that the surface must be orientable, then we encounter
the twisted knot theory. Twisted knot theory was first proposed by Bourgoin in [2]. A twisted knot is
a stable equivalence class of S1 in oriented 3-manifolds that are I-bundles over closed but not neces-
sarily orientable surfaces. One main result in [2] generalizes Kuperberg’s result [36] from orientable
surfaces to nonorientable surfaces. More precisely, Bourgoin mimicked Kuperberg’s approach to prove
that the irreducible representative of a twisted knot is unique. Therefore twisted knot theory is a proper
extension of virtual knot theory.
One can also use twisted knot diagrams to illustrate twisted knots. A twisted knot diagram is a virtual
knot diagram with some bars on edges. We say two twisted knot diagrams are equivalent if they are
related by a sequence of generalized Reidemeister moves (see Figure 1) and twisted Reidemeister moves
(see Figure 18). Similar to virtual knots, from each twisted knot diagram one can obtain an embedding
of S1 in a thickened surface, where each bar corresponds to a half-twist. It was proved in [2] that these
two definitions of twisted knots are equivalent.
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Ωt
1
Ωt
2
Ωt
3
FIGURE 18. Twisted Reidemeister moves
The twisted knot group and the twisted Jones polynomial was defined in [2]. Later Naoko Kamada
generalized the arrow/Miyazawa polynomial to twisted knots [26]. Using the similar idea of last section
we want to introduce the chord index of twisted knots with a twisted biquandle. Note that the twisted
quandle has been introduced by Naoko Kamada in [26], which was motivated by the twisted group
defined by Bourgoin. Here the twisted biquandle discussed below can not be thought of as a biquandle
version of the twisted quandle simply, although they reduce to biquandle and quandle respectively
when the knot diagram contains no bar.
Definition 7.1. A twisted biquandle is a biquandle (BQ, ∗, ◦)with an additional map f : BQ → BQwhich
satisfies the following axioms
(1) f (y ◦ x) ∗ f (x ∗ y) = f (y),
(2) f (x ∗ y) ◦ f (y ◦ x) = f (x),
(3) f 2(x) = x.
With a given finite twisted biquandle (BQ, ∗, ◦, f ) we can define a coloring invariant ColBQ(K) for
each twisted knot K as follows. Choose a twisted knot diagram of K, for simplicity we still use K to
denote it. Assume there are cr(K) real crossing points and b bars in K, now these crossings and bars split
K into 2cr(K) + b segments. For each segment we label an element of BQ to it such that the coloring
rules described in Figure 15 are satisfied. In additional, if two segments are adjacent to the same bar
then the elements on them differ by f .
Proposition 7.2. ColBQ(K) is a twisted knot invariant.
Proof. The invariances of ColBQ(K) under generalized Reidemeister moves are guaranteed by the ax-
ioms of biquandle (see Definition 5.2). Hence it is sufficient to check the twisted Reidemeister moves in
Figure 18. For Ωt1, there is nothing need to prove. For Ω
t
2, the invariance of ColBQ(K) follows from the
fact that f is an involution. Figure 19 explains why ColBQ(K) is invariant under Ω
t
3. 
Ωt
3
Ωt
3
y ◦ x x
x ∗ y y
y ◦ x x
x ∗ y y
f(y ◦ x)
f(x)
f(y)
f(x ∗ y)
x ∗ y y
y ◦ x x
x ∗ y y
y ◦ x x
f(x ∗ y)
f(y)
f(x)
f(y ◦ x)
FIGURE 19. The invariance of ColBQ(K) under Ω
t
3
In next subsection we will focus on a special twisted biquandle (Z, a ∗ b = a ◦ b = a+ 1, f (a) = −a).
We will show how to associate an index for each real crossing point via this twisted biquandle.
7.2. A concrete example of chord index for twisted knots. We consider the colorings of twisted knots
using twisted biquandle (Z, a ∗ b = a ◦ b = a+ 1, f (a) = −a). A naive observation is the parity of the
number of bars is preserved under twisted Reidemeister moves. For example if a twisted knot diagram
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contains an odd number of bars then it can not represent a virtual knot. We continue our discussion in
two cases.
First let we consider a twisted knot K which has an odd number of bars. In this case, we have the
following result.
Lemma 7.3. Let K be a twisted knot diagram, if there are an odd number of bars in K, then the coloring is unique.
Proof. Assume K has 2n− 1 bars, denoted by b1, · · · , b2n−1. We use e1, · · · , e2n−1 to denote the edges of
K − {b1, · · · , b2n−1}, where the order of e1, · · · , e2n−1 is consistent with the orientation of K. Consider
an edge ei, we use o+(ei), o−(ei), u+(ei), u−(ei) to denote the number of positive overcrossings, negative
overcrossings, positive undercrossings and negative undercrossings on ei respectively. Then we assign
an integer s(ei) = u+(ei) + o−(ei)− u−(ei)− o+(ei) to ei.
Recall that by a coloring wemean an assignment of integers to the segments which are obtained from
K by deleting all real crossing points and bars. Along the direction of K, denote the segment adjoint to
b1 by a. Notice that according to the coloring rules, when we assign an integer k to a then the coloring of
any other segment can be derived from the coloring on a. If a coloring is well-defined, then the derived
coloring on a must equal k. This can be described by the following equation
n−1
∑
i=1
s(e2i)−
n
∑
i=1
s(e2i−1)− k = k.
Since
n−1
∑
i=1
s(e2i) +
n
∑
i=1
s(e2i−1) =
2n−1
∑
i=1
s(ei) = 0.
It follows that
n−1
∑
i=1
s(e2i)−
n
∑
i=1
s(e2i−1) is even, which means that k has a unique solution. 
Nowwe know that for any twisted knot K there is a unique coloring by using the twisted biquandle
(Z, a ∗ b = a ◦ b = a+ 1, f (a) = −a). If the colors on the four segments around a crossing c are depicted
as that in Figure 15, then we define the index of c to be Ind(c) = y− x. As before we define
an(K) =


∑
Ind(c)=n
w(c) if n 6= 0;
∑
Ind(c)=n
w(c)−w(K) if n = 0.
The following theorem is an analogue of Theorem 3.1 for twisted knots with an odd number of bars.
Theorem 7.4. Let K be a twisted knot with an odd number of bars, then each an(K) is a twisted knot invariant.
Or equivalently, the polynomial To(K) = ∑
n∈Z
an(K)tn is a twisted knot invariant.
Proof. The invariance of an(K) under the generalized Reidemeister moves follows directly from Propo-
sition 2.3. For Ωt1 and Ω
t
2 there is nothing need to prove. For Ω
t
3, the proof can be read from Figure 19
by taking a ∗ b = a ◦ b = a+ 1 and f (a) = −a. 
Nowwe turn to the twisted knots with an even number of bars. Note that this set contains all virtual
knots, and hence all classical knots. Let K be a twisted knot with 2n bars, denoted by b1, · · · , b2n. These
bars divides the knot diagram K into 2n edges, say e1, · · · , e2n, where the order of e1, · · · , e2n agrees with
the direction of K. For each edge ei the assigned integer s(ei) can be defined as above.
Lemma 7.5. S(K) = |
n
∑
i=1
s(e2i−1) −
n
∑
i=1
s(e2i)| is invariant under the generalized Reidemeister moves and
twisted Reidemeister moves.
Proof. First note that S(K) does not depend on the choice of the first edge e1, hence it is well-defined.
Let us consider the generalized Reidemeister moves and twisted Reidemeister moves individually.
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• Ω1: assume Ω1 is taken on ei, then ei adds a new overcrossing and a new undercrossing which
have the same writhe. Therefore s(ei) is preserved.
• Ω2: in this case, there are two edges, say ei, ej, where ei adds a pair of new overcrossings with
opposite signs and ej adds a pair of new undercrossings with opposite signs. Hence both s(ei)
and s(ej) are invariant.
• Ω3: it is easy to observe that for each edge involved in Ω3 only the positions of two crossing
points are switched.
• Ω′1,Ω
′
2,Ω
′
3,Ω
v
3,Ω
t
1: nothing need to prove in these cases.
• Ωt2: we use e
l
i (1 ≤ i ≤ 2n+ 2) and e
r
j (1 ≤ j ≤ 2n) to denote the edges on the left side and
right side of Ωt2 respectively (see Figure 18). Without loss of generality, assume the edge on the
right side of Ωt2 is e
r
2n. Then the three edges on the left side of Ω
t
2 are e
l
2n, e
l
2n+1, e
l
2n+2. Note that
s(el2n) + s(e
l
2n+2) = s(e
r
2n) and s(e
l
2n+1) = 0. The result follows.
• Ωt3: let us consider the two local diagrams on the left side of Figure 19, say K and K
′. We
use ei and e
′
i to denote the edges of K and K
′ respectively. Let e′i be the edge that contains the
curve that begins with y ◦ x and ends with y. It corresponds to three edges in K, say ei, ei+1, ei+2
(since S is well-defined, the first edge e1 can be chosen away from the local diagram depicted in
Figure 19). It is easy to observe that s(ei) + s(ei+2) = s(e
′
i) + 1 and s(ei+1) = 1, hence we have
s(ei)− s(ei+1) + s(ei+2) = s(e
′
i). The other cases in Figure 19 can be checked in the same way.

According to the definition of S(K), it is evident that S(K) = 0 if K is a virtual knot. On the other
hand since
n
∑
i=1
s(e2i−1) +
n
∑
i=1
s(e2i) = 0, we conclude that S(K) is always an even integer. The relation
between the existence of colorings of K and S(K) is given in the following lemma.
Lemma 7.6. Consider the twisted biquandle (Z, a ∗ b = a ◦ b = a+ 1, f (a) = −a), there exists a coloring of K
if and only if S(K) = 0.
Proof. The proof is similar to the proof of Lemma 7.3. If an segment is assigned with an integer k, then
the labels on other segments are determined according to the coloring rules. It is easy to find that there
exists a coloring if and only if the following equations
n
∑
i=1
s(e2i−1)−
n
∑
i=1
s(e2i) + k = k and
n
∑
i=1
s(e2i)−
n
∑
i=1
s(e2i−1) + k = k
hold. Consequently, there exists a coloring of K if and only if S(K) = 0. 
According to the proof above, we know that if S(K) = 0 then there are infinitely many different
colorings, which can be obtained by coloring a fixed segment with all integers. In order to color twisted
knots with nonzero S(K), we replace the twisted biquandle (Z, a ∗ b = a ◦ b = a+ 1, f (a) = −a) with
(ZS(K), a ∗ b = a ◦ b = a + 1, f (a) = −a). In particular, if S(K) = 0 then we have ZS(K) = Z. For a
twisted knot K, if we use the twisted biquandle (ZS(K), a ∗ b = a ◦ b = a+ 1, f (a) = −a) then there are
exactly S(K) different colorings. Fix a coloring f , for the crossing point c depicted in Figure 15 we define
the index of it associated to f as Ind f (c) = y− x(mod S(K)) ∈ ZS(K). Obviously this definition depends
on the choice of f , but what we need is an index which does not depend on the choice of colorings.
Hence it is necessary to study the indices of all colorings. Fortunately, there are only S(K) different
colorings totally.
Let K be a twisted knot with an even number of bars, the Gauss diagram of K can be similarly defined
as the virtual knots. We still use G(K) to denote it. For any chord c in G(K), it splits the circle into two
semi-circles. Since there are totally an even number of bars in K, then either both semi-circles have an
even number of bars, or both semi-circles have an odd number of bars. We use Ce(K) to denote all the
chords of the first case and Co(K) to denote all the chords of the second case.
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Lemma 7.7. Choose c1 ∈ Ce(K) and c2 ∈ Co(K), then Ind f (c1) does not depend on the choice of f , and Ind f (c2)
take values on all odd or all even numbers of ZS(K).
Proof. Recall that all colorings of K can be obtained by coloring a fixed segment a with all integers in
ZS(K). Assume that whenwe assign 0 to a, the index of c1 equals y1− x1 and the index of c2 equals y2− x2
(see Figure 15). Then if a is colored by some integer k, the index of c1 turns into (y1 ± k) − (x1 ± k) =
y1 − x1. However, the index of c2 becomes (y2 ± k)− (x2 ∓ k) = y2 − x2 ± 2k. The proof is finished. 
Due to the lemma above the set Co(K) can be divided into two pieces, say C0o(K) and C
1
o(K), where
C0o (K) contains all the crossing points with even indices and C
1
o (K) contains all the crossing points with
odd indices. Since Ind f (c) does not depend on the choice of f if c ∈ Ce(K), we can simply use Ind(c) to
denote it. The results of the discussion above can be summarized in the form of a polynomial
Te(K) = ∑
c∈C0o(K)
w(c)s0 + ∑
c∈C1o (K)
w(c)s1 + ∑
c∈Ce(K)
w(c)tInd(c) − w(K).
Theorem 7.8. Let K be a twisted knot with an even number of bars, then Te(K) is a twisted knot invariant.
It is routine to check that ∑
c∈C0o(K)
w(c), ∑
c∈C1o(K)
w(c) and ∑
c∈Ce(K)
w(c)tInd(c)−w(K) are invariant under the
generalized Reidemeister moves and the twisted Reidemeister moves. Thereforewe omit the proof here.
The first index type invariant of twisted knots was introduced by Naoko Kamada in [27]. In [27],
Naoko Kamada defined two polynomials of twisted knots, denoted by QK and Q˜K, where Q˜K is a re-
finement of QK. We remak that some of our results, for instance ∑
c∈C0o (K)
w(c)s0 and ∑
c∈C1o (K)
w(c)s1 also
can be found in the definition of QK. We end this paper with an example which explains the difference
between our polynomial invariants and that introduced by Naoko Kamada.
Example 7.9. Consider the twisted knot K described in Figure 20. It has three bars hence there is a
unique coloring. Direct calculation shows that To(K) = 2t2 + t−4 − 3. However we remark that the
chord index used in QK and Q˜K [27] was defined in a similar manner as the linking number definition
we mentioned in Section 2. For the twisted knot in Figure 20, notice that smoothing any crossing point
will give us a 2-component split link. It follows that QK and Q˜K are both trivial in this example.
K
FIGURE 20. A twisted knot with an odd number of bars
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