We give mild conditions for the existence of optimal solutions for a Markov decision problem with average cost, under m constraints of the same kind, in Borel actions and states spaces. Moreover, there is an optimal policy that is a convex combination of at most m + 1 deterministic policies.
Introduction
This paper is concerned with the expected average cost optimization of a Markov decision problem with constraints. We study the case in which the state and action spaces are Borel spaces. The cost function may be unbounded, and it is subjected to m expected average cost constraints. We give general conditions for the existence of solutions of the Markov decision problem and for the existence of an optimal stable policy, which is a convex combination of m + 1 stable deterministic polices.
It is already known that for Markov decision constraint problems, there exist optimal randomized policies (Beutler and Ross 1985; Borkar 1994; Frid 1972; González-Hernández and Hernández-Lerma 2005; Haviv 1996; Sennott 1991 Sennott , 1993 . The case of finite, denumerable, and compact state spaces has been widely dealed (Beutler and Ross 1985; Sennott 1993; Borkar 1994; Kurano et al. 2000a; Piunovskiy 1993 Piunovskiy , 1997 Piunovskiy and Khametov 1991; Tanaka 1991; Hu and Yue 2008) . The discounted performance criteria has also already been dealed (Feimberg and Shwartz 1996; González-Hernández and Hernández-Lerma 2005; Hernández-Lerma and González-Hernández 2000; and Sennott 1991) . We can see other related aspects (Collins and McNamara 1998; Kurano et al. 2000b; and Yushkevich 1997) .
To give a characterization of some optimal solutions of the control problem (Theorems 1 and 2 bellow), we follow the procedure used by González-Hernández and Hernández-Lerma (2005, Theorem 2.6), which is a generalization of a theorem given by Winkler (1988, Theorem 2.1 ) and which in turn is an extension of a theorem given by Karr (1983, Theorem 2.1) .
In the next section we give a brief background of the Markov decision processes, including the model with constraints and the construction of the process. In Sect. 3 we raise the control problem we are interested in, provide the hypothesis to assure the existence of solutions, and set some lemmas in order to prove the main theorem (Theorem 2), which shows the existence of optimal randomized policies in Borel spaces for average criterium. Finally, Sect. 4 shows three examples with optimal policy: the first is related to an inventory problem with optimal stable policy, the second one is an example with stable policies but without optimal stable policies, and the third is an example without stable policies.
Preliminaries
We shall use the following concepts and definitions throughout the article.
We suppose that a metric space S is always endowed with its Borel σ -algebra, which is denoted by B(S). A Polish space is a complete and separable metric space, and a Borel space is a subspace of a Polish space. The symbol M(S) stands for the linear space of finite signed measures on S, and P(S) is the subset of probability measures.
Given two Borel spaces S and S , a stochastic kernel on S given S is a real-valued
is a measurable function on S for each fixed B ∈ B(S) and K(·|x) is a probability measure on B(S) for each x ∈ S .
We shall give a brief review of the main concepts of Markov decision processes. A deeper study of these concepts can be seen in several books (Altman 1999; Borkar 1994; Hernández-Lerma and Lasserre 1996; Hu and Yue 2008; and Piunovskiy 1997 
is called a measurable selector. Since K contains the graph of a measurable map (see Definition 1(c) above), the set of measurable selectors is nonempty.
Definition 2 Randomized, deterministic, and m-randomized control.
(a) A randomized control is a stochastic kernel ϕ on A given X, such that ϕ(A(x)|x) = 1 for each x ∈ X. (b) If ϕ is a randomized control and there is a measurable selector f such that ϕ({f (x)}|x) = 1 for all x ∈ X, then we say that ϕ is a deterministic control, that is, 
We need to define H n , "the set of possible histories up to time n." Let H 0 := X and H n := K n × X for n = 1, 2, . . . . An arbitrary element h n ∈ H n is represented by
Definition 3 Policies.
(a) A policy is a sequence π = (π n ) of stochastic kernels on A given H n , satisfying π n A(x n )|h n = 1 for each history h n = (x 0 , a 0 , . . . , x n−1 , a n−1 , x n ) in H n . We denote by Π the set of all policies. (b) We say that a policy π = (π n ) is stationary if there is a randomized control ϕ such that, for every history h n = (x 0 , a 0 , . . . , x n ), we have
We specify this dependence by writing π ϕ . Also, we denote by Φ the set of randomized controls, and by Φ the set of stationary policies. (c) A stationary policy π ϕ = (π n ) is called deterministic if the corresponding randomized control ϕ given in (b) is deterministic, that is, there is a measurable selector f such that, for every history h n = (x 0 , a 0 , . . . , x n ), we have
Let us denote by Φ 1 the set of deterministic controls, and by Φ 1 the set of deterministic stationary policies. (d) Let m be a positive integer. A stationary policy is said to be m-randomized policy if it is a convex combination of m deterministic policies. The corresponding randomized control is called m-randomized control. We denote by Φ m the set of m-randomized controls, and by Φ m the set of m-randomized policies.
These definitions establish bijections between the set Φ of randomized controls and the set Φ of stationary policies; the set Φ 1 of deterministic controls and the set Φ 1 of deterministic policies; the set Φ m of m-randomized controls and the set Φ m of m-randomized policies. We have the following inclusions diagram:
Construction of the process Suppose that S 1 , S 2 , and S 3 are metric spaces, μ ∈ P(S 1 ), ϕ 1 is a stochastic kernel on S 2 given S 1 , and ϕ 2 is a stochastic kernel on S 3 given S 2 . The product measure μ ⊗ ϕ 1 on S 1 × S 2 is defined as the measure generated by the formula
for B ∈ B(S 1 ) and C ∈ B(S 2 ). Also, the kernel product ϕ 1 ⊗ ϕ 2 on S 2 × S 3 given S 1 is defined as the kernel generated by the formula
for C ∈ B(S 2 ) and D ∈ B(S 3 ). Let us construct a discrete-time stochastic process on X×A. Given an initial distribution ν ∈ P(X) (the distribution of x 0 ) and a policy π = (π n ), by the Ionescu-Tulcea Theorem (Ash 1972, Theorem 2.7.2; Hinderer 1970, Sect. 11; Loève 1977, pp. 137-139) , we have a stochastic process on X×A such that the initial distribution μ 0 (of the process) is ν ⊗ π 0 , and the joint distribution μ n+1 of (x 0 , a 0 , x 1 , a 1 , . . . , x n+1 , a n+1 ) is (μ n ⊗ π n ) ⊗ Q, where μ n is the distribution of (x 0 , a 0 , x 1 , a 1 , . . . , x n , a n ) for n ∈ {0, 1, 2, . . . }. We consider the measurable space of trajectories of the process
If π ϕ is a stationary policy and ϕ its corresponding randomized control, we put P ϕ ν in place of P π ϕ ν . Also, if π is a deterministic policy and f its corresponding measurable selector, we put P f ν in place of P π ν . For a random variable Y on Ω, we denote the
Furthermore, in the case ν = δ x , we denote P π ν and E π ν by P π x and E π x , respectively, instead.
Solution of a control problem
The control problem (CP) consists in finding a policy π and an initial distribution ν that minimize the objective function (or performance index function) J :
subject to
for i ∈ {1, . . . , m} and k 1 , . . . , k m ≥ 0. We could interpret the functions J i (π, ν) as long-run average costs that needed to keep bounded. Let Δ be the set of feasible pairs for the CP, that is,
When π * is a policy and ν * is an initial distribution such that (π * , ν * ) ∈ Δ and
we say that the pair (π * , ν * ) is an optimal solution of the CP.
Hypothesis 1
(a) CP is consistent. That is, the set of feasible pairs Δ is non empty. If μ ∈ M(X × A), there are a randomized control ϕ and a signed measureμ ∈ M(X) such that
for B ∈ B(X) and C ∈ B(A). The measureμ in (7) is called the marginal measure of μ on X, and it is defined asμ := μ(· × A). Moreover, for each C ∈ B(A), the function ϕ(C|·) is the Radon-Nikodým derivative of μ(· × C) with respect toμ. Conversely, if ϕ is a randomized control andμ ∈ M(X), there is a signed measure μ ∈ M(X × A) such that (1) is satisfied. If g : K −→ R is measurable, ϕ is a randomized control, and f is a measurable selector, for simplicity, we denote
Also, a randomized control ϕ is called stable control if there existsμ ∈ M(X) such that the signed measureμ ⊗ ϕ is stable. We denote the set of probability measures stables concentrated on K by P s (K).
Remark 1 For a policy π = (π n ) ∈ Π and initial distribution ν, let us consider the occupation measure in the n-step μ n (B) := E π ν (δ (x n ,a n ) (B)), and let us disintegrate this measure as μ n =μ n ⊗ ϕ n ; then the Markovian policy π = (ϕ n ) is equivalent to the former policy in the sense that J (π, ν) = J (π , ν) and J i (π, ν) = J i (π , ν) for i ∈ {1, 2, . . . , m}. Hence, Markovian policies are sufficient for CP. Even more, Lemma 1 below shows that the search of optimal policies can be reduced to stationary and stable policies.
Letμ be an initial distribution, and ϕ a stable control. The Individual Ergodic Theorem (Yoshida 1978, p. 338; Hernández-Lerma and Lasserre 1996, Theorem E11) implies that ifμ ⊗ ϕ is stable, then the long-run average value J (ϕ,μ) of c(x t , a t ) in (3) is given just by the limit rather than the upper limit, i.e.,
c(x t , a t ) = μ, c , and analogously J i (π ϕ ,μ) = μ, d i for i ∈ {1, 2, . . . , m}. In brief, we have
The key of the CP is that we can reduce the search of optimum policies to the search of optimal stable controls. If this is the case, the CP can be reformulated as minimize: μ, c ,
We shall denote the problem (9) by CP .
As we can see, CP is a linear programming problem with m constraints whose dimension is not necessarily finite. The following lemma (Hernández-Lerma et al. 2003, Lemma 3.5) gives us a guide to do such a reformulation.
Lemma 1 (Reduction of CP to the set of stable controls) Under Hypothesis 1, for each feasible pair (π, ν) ∈ Δ of the CP, there is a stable measure μ =μ ⊗ ϕ, such that
Remark 2 If we consider the sequence (μ n ) of empirical measures on X × A given by
then we need Hypothesis 1(b) to apply Prokhorov's Theorem. In last section we provide two examples showing that without this hypothesis we cannot assure the reduction of CP to stable policies. Even more, if we can apply Prokhorov's Theorem to the sequence (μ n ), then there is a convergent subsequence (μ k n ) of (μ n ). So, if μ is the limit of (μ k n ), then we need Hypothesis 1(c) and (d) to show that the limit measure μ satisfies Lemma 1(a) and (b).
Lemma 1 and Theorem 1 yield the existence of an optimal solution (π ϕ * , ν * ) ∈ Φ × P(X) for the CP, with μ * = ν * ⊗ ϕ * stable.
With the next hypothesis we can characterize some optimal policies. Let us define some concepts that will be used in Hypothesis 2.
Let μ be a finite (nonnegative) measure on B(Y ). The measure μ is said to be regular if, for every B ∈ B(Y ), μ(B) = sup{μ(F ) : F ⊂ B and F is closed}. The measure μ is said to be τ -smooth if, for each decreasing net (F α ) of closed subsets of Y , we have μ( α F α ) = inf α μ(F α ). A probability P or a probability space (Ω, F , P ) is nonatomic if P (A) > 0 implies that there is B ∈ F such that B ⊂ A and 0 < P (B) < P (A) (Billingsley 1995, p. 35) . In our particular case in which F is the Borel σ -algebra of some Borel space, the fact that P is nonatomic is reduced to P ({x}) = 0 for all x ∈ Ω.
Hypothesis 2
(a) A is a topological space such that every probability measure in B(A) is τ -smooth and regular.
(b) The stochastic kernel Q is nonatomic, that is, for every couple (x, a) ∈ K, the probability measure Q(·|x, a) is nonatomic.
Theorem 2 Under Hypotheses 1 and 2, there is an optimal solution (π ϕ
We can see that, for a Borel space, each probability measure is regular and τ -smooth (Munkres 1975, Theorems 1.2 and 1.3, and Exercise 7 of Sect. 4.1). To prove Theorem 2, we shall use several lemmas. In the sequel of this section we fix ν * ∈ P(X) such that, for some ϕ * ∈ Φ, we have an optimal solution (π ϕ * , ν * ) for CP, with ν * ⊗ ϕ * stable. By Lemma 1 and Theorem 1, we get that the minimum value ρ * of CP can be written as
where
Lemma 2 Let Φ := {ϕ ∈ Φ : ν * ⊗ ϕ ∈ P s (K) and (π ϕ , ν * ) ∈ Δ} and Φ m+1 := {ϕ ∈ Φ m+1 : ν * ⊗ ϕ ∈ P s (K) and (π ϕ , ν * ) ∈ Δ}. We have the following lemma, which is an analogous result to that given for Markov decision processes with discounted cost in González-Hernández and Hernández-Lerma (2005, Theorem 2.6).
Lemma 3 The set Φ is convex, and Φ m+1 is the set of its extreme points.
Proof The proof of a theorem given by González-Hernández and Hernández-Lerma (2005, Theorem 2.6) works in the present case if we use Lemma 2, taking stable policies, initial distribution ν * , and posing Φ s , Φ 1,s , Φ and Φ m+1 in place of Φ, F, Δ and R 0 m+1 in the cited article, respectively.
Let ν * ⊗ Φ := {ν * ⊗ ϕ : ϕ ∈ Φ } and ν * ⊗ Φ m+1 := {ν * ⊗ ϕ : ϕ ∈ Φ m+1 }. Note that by Lemma 3, the set of extreme points of ν * ⊗ Φ is ν * ⊗ Φ m+1 . Moreover, we can deduce the next lemma.
Lemma 4
The set of extreme points of ν * ⊗ Φ is ν * ⊗ Φ m+1 . Moreover, ν * ⊗ Φ is convex, (weakly) closed, and sequentially compact.
Proof By Lemma 3, the set ν * ⊗ Φ is convex, and ν * ⊗ Φ m+1 is the set of its extreme points.
Let μ k = ν * ⊗ ϕ k with ϕ k ∈ Φ such that (μ k ) converges weakly to a measure (X × A) ). Hence, we get μ = ν * ⊗ ϕ for some ϕ ∈ Φ. We need to prove that ϕ ∈ Φ .
Let u ∈ C b (X). By Hypothesis 1(d) together with weak convergence and Definition 4,
which means ϕ ∈ Φ . Finally, by Hypothesis 1(b) and Prokhorov's Theorem (Bourbaki 1969, No. 5 .5), ν * ⊗ Φ is sequentially compact. Piunovskiy (1997 
End of the proof of Theorem 2
Then, by Lemma 3, ϕ is an extreme point of Φ . We have that ν * ⊗ Φ is a subset of a metric linear space with the Prokhorov metric (Billingsley 1999, p. 72) . Since ν * ⊗ Φ is closed and sequentially compact, it is compact.
By the Krein-Milman Theorem (Phelps 1966, p. 59) , the minimum of the CP is attained in an extreme point ν * ⊗ ϕ * of ν * ⊗ Φ .
Examples
An example with optimal stable policy Let us consider the following inventory problem. Assume that we have a store with finite capacity M and n different cereals. Let x i t be the observed stock volume of the ith kind of cereal at the beginning of the stage t when it is not negative and minus the nonsatisfied demand to spurt in the following period, which will be given to the client directly if it is negative. The manager then orders a quantity a i t of the ith kind of cereal. The state and control variables are x t = (x 1 t , . . . , x n t ) and a t = (a 1 t , . . . , a n t ), respectively, and are such that x i t + a i t ≥ 0 and
t be the demand of the ith kind of cereal through the period t. We assume that (D i t ) ∞ t=0 is a sequence of continuous identically distributed random variables and 0 ≤ D i t ≤ R for each i ∈ {1, . . . , n} and some constant R > M. The dynamics of the process is given by
In this example, the state space is
The objective of the control problem is to maximize
where for each i, P i is the price, C i is the cost, S is the storage cost, and k 1 is a given positive number. Note that the expression
t + a i t )) depends of the three variables x t , a t , and x t+1 . Under the same constraint, the problem is equivalent to minimize 
is equivalent to minimize lim sup
and since
Now, R n i=1 P i is constant with respect to N and (π, ν), therefore to maximize a t ) ). We have that the new equivalent problem fulfills Hypotheses 1 and 2. To illustrate Theorem 2 in this example, assume that we have only a kind of cereal, , then ν γ ⊗ ϕ γ is a stable measure, so the deterministic control ϕ γ is stable. Moreover,
thus, π γ fulfills the constraint if and only if An example without optimal stable policies Let X = Q ∩ (−1, 1) be the state space, and let A = {−1, 1} be the action space. The dynamics of the system is given by the conditional probability Q({αx + (1 − α)a}|x, a) = 1 for every x ∈ X, where α is a fixed number in (0, If we take two points with the same image x = αx 0 + (1 − α)a 0 = αx 1 + (1 − α)a 1 , then the only solution in X fulfills a 0 = a 1 and x 0 = x 1 . Note that applying the former definition (b) in the case that B is a singleton {x}, the first sum of this definition has at most a nonzero term. Hence, the stable policies are deterministic policies. Let π ϕ f any of these policies, where ϕ f is the control corresponding to the measurable selector f . We have, for any singleton {x 1 } with positive measureμ({x 1 }), that (b) becomesμ {x 1 } = Q αx 0 + (1 − α)f (x 0 ) |x 0 , f (x 0 ) μ {x 0 } =μ {x 0 } . Now we apply the same argue to x 1 to obtain x 2 , and so on. In this way we obtain a sequence (x i ) ∞ i=0 such thatμ({x 0 }) =μ({x 1 }) =μ({x 2 }) = · · · . We can not have an infinite number of equiprobable points; therefore, there are two natural numbers n, m with m < n such that x m = x n . We can suppose that x 0 = x m . In this way we have a 0 α n−1 (1 − α) + a 1 α n−2 (1 − α) + · · · + a n−1 (1 − α) = x 0 1 − α n ,
where a i ∈ {−1, 1} for i ∈ {0, 1, . . . , n − 1}. For any stable measure, the points in the support of this measure satisfies (10). Then the points x i in a "cycle" satisfy 
where a i ∈ {−1, 1} for i ∈ {0, 1, . . . , n − 1}. The average expected cost for one cycle of (11) is J (π ϕ f , ν) = 1 n n + x 0 1 − α n 1 − α + a 0 (1 − α) n−1 + · · · + a n−2 (1 − α) , where the initial distribution is given byμ(x i ) = 1 n for the points x i satisfying (11). Note that J (π ϕ f , ν) is positive because c is strictly positive.
On the other hand, let f * be the function given by f * (x) := −1, let x 0 be any element in X, and let us define x i again as in (11) but now not in a cycle. By a straightforward calculation we get J (π ϕ f * , ν) = 0. Hence, the optimal policy is not a stable policy. for a i ∈ {−1, 1} and i ∈ {0, 1, 2, . . . } , where x 0 is any fixed irrational number in (−1, 1). Then the same formula (10) holds for the stable policies, but its solution are rational numbers. Hence, there are no solutions in Y. Therefore, there are no stable policies. On the other hand, the deterministic stationary policy π ϕ f * given by f * (x) = −1 still is an optimal policy.
An example without stable policies

