Abstract-This paper presents a new algorithm for correcting incorrect line drawings-incorrect projections of a polyhedral scene. Such incorrect drawings arise, e.g., when an image of a polyhedral world is taken, the edges and vertices are extracted, and a drawing is synthesized. Along the way, the true positions of the vertices in the 2D projection are perturbed due to digitization errors and the preprocessing. As most available algorithms for interpreting line drawings are "superstrict", they judge these noisy inputs as incorrect and fail to reconstruct a 3-dimensional scene from them.
I. INTRODUCTION
Consider the pictures of the plane-faced alarm devices in ( fig. 1a ) and the line drawings extracted from them in fig. 1d . How can we tell whether these drawings represent correct projections of the spatial objects they come from? Even more, how can we reconstruct the 3D objects they represent? Answering these questions and producing an algorithm able to reconstruct a plane-faced object from its line drawing, with similar results as a human gets, has been one of the goals of Computer Vision and Artificial Intelligence since the early seventies.
Along the years, several methods have been proposed to test the correctness of line drawings and give their possible reconstructions [2] , [3] , [4] , [5] , [6] , [7] . These tests succeed in judging as incorrect such impossible figures as those in fig. 2 . However, even when the drawings come from a picture of a real scene, the tests usually judge them as incorrect, failing to derive a spatial reconstruction. To see why, consider the examples in fig. 1d , showing the projections of two truncated pyramids. These drawings can only be correct when the three edge lines , ¡ and ¢ meet at a common point, as this holds in any spatial reconstruction of the drawing ( fig. 1e ), and such conditions are preserved after projection. This is a general characteristic of all line drawings: they are only correct for very specific positions of the vertices, satisfying a number of concurrence conditions on triplets of lines [6] , [8] . Hence, as many geometric relationships between the vertices are lost due to digitization errors and L. Ros and F. Thomas are with the Institut de Robòtica i Informàtica Industrial (CSIC-UPC), Llorens Artigas 4-6, 2 planta, 08028 Barcelona, Catalonia (Spain). E-mails: llros@iri.upc.es and fthomas@iri.upc.es . This paper is an extended and updated version of [1] , presented at the ICRA'2001 conference.
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PSfrag replacements (a) PSfrag replacements PSfrag replacements (b) PSfrag replacements PSfrag replacements the image processing, most existing tests will judge a drawing as incorrect when it just deviates slightly from a correct and reconstructable configuration. This is why these tests are called superstrict [5, chapter 7] .
is judged as incorrect, otherwise we accept it as "practically correct" and we can start the reconstruction process from ¦ . The next section shortly reviews three classic correctness tests and shows, through an example, why they are superstrict. Then, in section III, we compare our approach to two previous methods for overcoming the superstrictness issue. The key point of our correction method is a rational parameterization of the class of correct drawings for a given polyhedron (sections V and VI), which allows to write down the correction problem as an unconstrained minimization of a rational function (section IV). This minimization can be tackled using a conjugate gradient method and the results of an implementation, together with several experimental results are shown in section VII. To prevent the minimization from falling into local minima, a good starting point for the search is needed and section VIII provides one. Finally, section IX shows how we can deal with more complicated scenes of opaque polyhedra and the paper concludes in section X summarizing points for further attention.
II. SUPERSTRICT CLASSIC METHODS
We begin with a few definitions and assumptions used along the paper. To simplify, we will deal with drawings produced by orthogonally projecting a single spherical polyhedron, onto the plane, showing all edges (even the hidden ones). By spherical, we mean here that it is homeomorphic to a sphere. This is not too restrictive, and section X explains how to extend the results to drawings of more complicated scenes, without hidden edges, several objects and possible occlusions between them. So, we say that a drawing is correct, or reconstructable, if there exists a spherical polyhedron that projects onto it, with distinct planes for adjacent faces. Such a polyhedron is called an interpretation or a reconstruction of the drawing. The vertices, edges and faces of a line drawing are the projections of their spatial counterparts on the reconstruction.
We will also assume that the drawing is given along with its incidence structure. The incidence structure tells the combinatorial structure of the spatial interpretation-basically, which vertices will be incident to which faces. More formally, it is a triple
, where % is the set of vertices of the drawing and ) is the set of its faces. We put a face in ) for every subset of vertices that must be kept coplanar in the spatial reconstruction.
is the incidence set: there is Fig. 2 . Some impossible figures: (a) is adapted from Penrose and Penrose [9] , (b) from Draper [10] , (c) from Huffman [11] and (d) from Ernst [12] .
an incidence pair
A must lie on face D in space. The incidence structure can be computed by applying the method in [5, pag. 45] , after a consistent labeling of its edges has been obtained. Although finding a consistent labeling is an NP-complete problem [13] , several efficient techniques exist to this end. See for example, the works by Huffman [11] , Waltz [14] , Hancock et al. [15] , [16] or Parodi and Torre [17] , [18] .
In his book [5] , Sugihara gives an algebraic test for correctness that, roughly speaking, consists of telling whether a system of linear equalities and inequalities has a solution, which is solvable via linear programming. This system contains an equation of the form
for every incidence pair
, to express the constraint that, in any interpretation, vertex A must lie on the plane of face
To have a set of necessary and sufficient conditons for correctness, Sugihara also adds other depth relations, but, for simplicity, these are omitted here.
One can easily see that, after collecting all the equations (1) for the drawing in fig. 3a , this linear system has a solution space of dimension four, corresponding to the heights of four vertices that one must fix to get a spatial interpretation. However, the reader can easily check the superstrictness of this test: after moving slightly A G the dimension of the solution space drops to three, meaning that the only spatial interpretation is a flat object, with all vertices coplanar, and the drawing is judged as incorrect.
In Whiteley's cross-section test [6] , a drawing of a spherical polyhedron is correct if, and only if, it is possible to draw a compatible cross-section of it. The cross-section is a diagram showing the lines of intersection of all faces with one selected face of the polyhedron. This is also a superstrict test. For example, after slightly moving A ( fig. 3e) in the drawing, and there is a dual edge joining two dual vertices if their corresponding faces share an edge in the drawing. The dual diagram is compatible if every edge in the drawing is perpendicular to its dual edge in the diagram. Hence, it is possible to generate a dual diagram for a correct truncated tetrahedron, but not for an incorrect one (figs. 3c and f), and "almost correct" drawings are judged as incorrect. 
III. RELATED WORK
Up to the authors' knowledge, the literature offers two approaches to overcome the superstrictness issue: a drawing correction strategy due to Sugihara [5, chapter 7] and an explicit handling of uncertainty, due to Ponce and Shimshoni [21] , [22] .
Roughly speaking, Sugihara's correction method works as follows. Think about the truncated tetrahedron in Figure 4a . We see that fixing the heights of
is enough to determine the heights of the others, as we can use the coplanarity constraint of each face to derive them. However, the height of A G is overconstrained, as it can be deduced from both the coplanarity of D u and
Dv
. Only when the projection is correct, this height will be identical when computed from both faces. As Figure 4a is incorrect, a possibility is to drop out the constraint that
, compute the resulting planes for the faces, intersect -plane. 5) Output the incidence structure of the original drawing, but replace the original vertex coordinates by the corrected ones. For step 1, Sugihara provides a remarkable combinatorial criterion to detect when a line drawing does not have overconstrained heights. Such a line drawing is said to be generically realizable to emphasize that it will be correctly reconstructable as long as the vertices occupy generic positions in the plane. Namely, he found this happens if and only if the incidence structure
for any subset 5 1
are, respectively, the set of all faces and vertices involved in the incidence pairs of incidence structures of trihedral or convex polyhedra [3] , and in 1984 Whiteley extended its validity to arbitrary incidence structures [23] .
Although from this result it seems that deciding whether a drawing is generically realizable takes time, Sugihara gave an efficient graph-flow procedure that checks the conditions in # y 1 y v 3
time (see [5, Chapter 8] ), which also permits a fast algorithm for step 1, that removes the least possible number of incidence pairs.
However, as already noted by himself, this correction process is only possible when the removed vertices lie on at most three non-triangular faces, because if a vertex lies on more than three non-triangular faces, the intersection of their planes is not a single point in general, and step 4 above cannot be performed. Unfortunately, as Whiteley notes in [24] , one can find drawings where this does not happen. For example, the drawing in fig. 5a is not generically realizable ( Also, another drawback of Sugihara's technique is that the corrected drawing may deviate substantiously from some original vertices, when, moving all of them just a bit, one can find drawings that fall in a smaller neighborhood (compare figs. 4c and d). The correction scheme presented in this paper overcomes these two inconveniencies: all drawings of opaque objects will be correctable, and we will allow the movement of all vertices to get correct drawings closer to the input incorrect one.
On a different approach, Ponce and Shimshoni explicitly consider that a vertex true position
is unknown in the drawing, but that must fall in a square of side around the measured position
. Then, they take Sugihara's system of linear equations (1) . This leads to a system of nonlinear equalities and inequalities that, after a clever addition of gradient-space constraints, and some algebraic manipulation, they are able to linearize again. The linearization, however, is gained at the cost of the sufficiency of the test and, as they note, the resulting constraints are only necessary for a drawing to be correct. The approach we present does not suffer from this problem: as we avoid adapting to a specific correctness test, any one offering necessary and sufficient conditions can be applied to the corrected version of the drawing.
IV. THE OVERALL ALGORITHM Given an incorrect drawing ¦ § p © R , our goal is to obtain a correct one ¦ , with the same incidence structure as
subject to the constraint that the vertices A § define a correct drawing ¦ ¡ with the same incidence structure as ¦ § p © R . However, we will show that it is possible to parameterize the 2D coordinates of the vertices of all correct drawings with a given incidence structure. More precisely, given an incidence structure
, it is possible to write the coordinates
in such a way that any tuple of parameters
V. RESOLVABLE SEQUENCES
Is there a set of independent choices that can be made to construct a polyhedron in a consistent manner? To illustrate this question, let us focus on the simple example of fig. 6a , a pyramid with a quadrilateral base. The shape of this polyhedron can be fixed by, for example, giving the coordinates of all its vertices or the face plane coefficients of all its faces. But care must be taken in any of the two ways. If 
in such a way that (C1) when a vertex occurs in µ , it is incident to at most three previous faces; (C2) when a face occurs in µ is called a resolvable sequence for the polyhedron. Note that if such a sequence exists, then we can construct the polyhedron in a consistent way. We just need to fix its vertices and faces, one by one, following the order in µ . Along the way, when an element is underconstrained by previous choices, additional choices can be taken arbitrarily.
In 1934, Steinitz proved that all polyhedra whose graph of vertices and edges is planar and vertex 3-connected are resolvable [25] . Actually, for these polyhedra it suffices to find a sequence satisfying conditions (C1) and (C2) above as their 3-connectedness ensures they have no face sharing more than two vertices, nor any pair of vertices sharing more than two faces. It is well known that a graph G is the graph of a spherical polyhedron if and only if G is a vertex 2-connected and edge 3-connected planar graph [26, proposition 2.8] . Hence, Steinitz's result only applies to a subclass of spherical polyhedra. However, very recently, Sugihara has extended Steinitz's results, finding that actually all spherical polyhedra are resolvable [25] , a result which has definitely permitted the correction method we present, valid for drawings with the incidence structure of a spherical polyhedron, and other topologies described in section IX. Moreover, [25] shows that the resolvable sequence is not unique in general, and that it only depends on the combinatorial structure of the polyhedron at hand.
VI. PARAMETERIZING CORRECT PROJECTIONS
The resolvable sequence induces a parameterization of all polyhedra with a given incidence structure. For example, a trivial resolvable sequence for the truncated tetrahedron in fig. 3a is to first list all faces, and then all vertices:
. (This is clearly valid for any trihedral polyhedron, one where every vertex has three incident faces.) Thus, here, the coordinates
of every vertex A § can be written as functions of the coefficients of its three incident planes by, e.g., solving for w § ' § and §
, and varying these coefficients we get different realizations of the truncated tetrahedron.
Note that the resolvable sequence also induces a parameterization of all correct drawings with the given incidence structure, as we only need to project the (parameterized) spatial polyhedron onto the plane, keeping the parameterization for the and coordinates of every vertex. In the general case, we can construct a parameterization of all polyhedra with a given incidence structure 
¼
If it is incident to three previous vertices, the parameters of the plane are totally fixed and no new parameter is introduced.
and the three coordinates of a third point , we can write two equations: 's plane. Note that this parameterization is rational, as at each step of its construction we can write a vertex or face coordinate as a quotient of polynomials in the parameters. Although for certain choices of the parameters it may fail to provide a polyhedron (e. g., there is an indetermination when a vertex is incident to three previous faces, and the chosen planes for them are not all distinct), this only happens for a zero-measure subset of the parameter space, posing no problem to the minimization, as the next section explains.
VII. IMPLEMENTATION AND RESULTS
The correction algorithm has been implemented in C for drawings of trihedral polyhedra, as these have the advantage that every vertex position is easy parameterized by the twelve coefficients of its three incident planes.
For the minimization, we use TNPACK, a freely available package specially suited for large-scale problems with possibly thousands of variables [27] . To minimize a function ) f # 3
, TNPACK implements the iterative truncated Newton method, based on minimizing a local quadratic approximation to ) at every step. For efficiency, an approximated (truncated) solution of this local minimization is allowed, which is computed through a preconditioned conjugate gradient algorithm.
The user must essentially supply three routines, returning
. For the gradient we directly provide the symbolic expressions, as they are easy to derive. For the Hessian matrix, we rely on an (optional) internal TNPACK routine that uses finite differences of the gradient to compute it. To prevent the minimization from falling in a point of parameter space yielding indetermination (see section VI) the routine computing
is implemented to return a very high value for these configurations.
We have tested the correction process on several drawings of spherical polyhedra: a truncated tetrahedron, a dodecahedron, a truncated icosahedron, a rhombitruncated-cubeoctahedron, and a rhombitruncated-icosidodecahedron ( fig. 7) . The number of optimization variables involved in these examples is 20, 48, 104, 128 and 248, respectively-that is, four times the number of faces. . The sequence to the left shows the path followed by the gradient method. Notice how the vertices follow crossing trajectories, from their origin to the destination, to undo this S T È R p R É rotation. As we see, the final correction is a local minimum compared to that of fig. 8 
, and a # r Ì § 3 denotes the height of vertex Ì § as computed on the plane of its alreadyfixed face, over its position in the drawing, then a reasonable way to achieve this is to fix 
IX. CORRECTION OF OTHER TOPOLOGIES
Real scenes of polyhedra differ substantially from the model assumed in section II. Hidden edges are not visible when the objects are opaque, and if several objects are present, they may occlude one another ( fig. 10 left) . When this happens, the incidence structure of the line drawing is not that of a spherical polyhedron. This can be seen with the help of fig 10: although the drawing in the middle is a projection of the scene to the left, all we can reconstruct is a collection of objects as those to the right, since only the topmost portions will be visible. The topology of these objects is clearly not spherical. Each of them is actually homeomorphic to a disk possibly containing any number of holes in it. Thus, in practice, the required tool is an algorithm able to correct drawings whose incidence structure is that of a polyhedral disk, maybe with polygonal holes in it. Hereafter, this plane faced object will be called polydisk for short, and its vertices and edges will be referred to as boundary or interior according to whether they correspond or not to the boundaries of the spatial objects, as seen from the center of projection. Fortunately, the drawings of these objects are also correctable, as the results in [28] imply that any surface composed of polygons that is homeomorphic to a disk with possible holes is resolvable.
Moreover, note that when several polydisks are present in the drawing, we can treat each one separately in the same way. For this, we only need to have each one of them identified, which can be done by collecting all regions delimited by boundary edges after an edge-labeling algorithm has been applied. However, an issue may arise here. If we correct each polydisk separately, the final boundaries of neighboring polydisks may not coincide as they originally did. Depending on the application this disparity might be irrelevant. For example, if all we want is an approximate reconstruction of the objects in the scene, these small errors may be acceptable. On the contrary, if they are not, we propose the following strategy to make the boundaries coincident again. It will only be valid for trihedral scenes, but we note that this is the case that arises when all faces lie on planes in general position.
First, observe that, if the objects are trihedral, only one of the following three situations occurs (figs. 11a, b and c, respectively): a boundary vertex either has 1) no incident interior edge, or 2) only one interior edge on one side, or 3) one interior edge on both sides. The correction algorithm will separate the boundaries as depicted in fig. 11 This strategy has been implemented and fig. 12 shows the results on a synthetic polyhedral scene. In this example, the scenes to the left have been projected to yield the drawings in the center, whose vertices have been randomly perturbed to yield the shown incorrect configurations. Boundary edges delimiting each polydisk are marked in thick black lines while interior edges are marked in grey. The resulting correct polydisks are shown in fig. 12 , right.
Unfortunately, there are topological structures that cannot be corrected. Namely, polyhedra with a genus equal or greater than one do not have a resolvable sequence in general. A simple counterexample is given by the torus in fig. 13 . Since all vertices are incident to exactly four faces, condition (C1) in section V will be necessarily violated at some vertex in any sequence. Although we note that this type of incidence structures will never arise if the projected objects are opaque, we find this is an interesting open problem for future consideration.
X. CONCLUSIONS AND FUTURE WORK
This paper has presented a new approach to correct incorrect projections of polyhedra and has discussed its contributions with respect to the previous method by Sugihara. Surprisingly, our improvements have only been possible thanks to Sugihara's latest finding of the resolvable sequence, offering an unexpected new application of this result. To conclude, it is worth to mention two points deserving further attention.
Although the initial drawing we propose to start the gradient search Ï seems a fairly good approximation of the result, the minimization is still not guaranteed to converge to the global minimum. To mend this up, one can always start the search at several different initial estimations, each derived from a different resolvable sequence of the same incidence structure, and select the best corrected drawing.
Another possibility could be to derive a polynomial (rather than rational) parameterization, by working in projective instead of affine coordinates, and attempt to find the global minimum through interval arithmetic [29] or Bézier-clipping techniques [30] .
