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Abstract
We provide a generalization of Theorem 1 in Bartkiewicz et al. [6] in the sense that
we give sufficient conditions for weak convergence of finite dimensional distributions of
the partial sum processes of a strongly stationary sequence to a non-Gaussian stable
process instead of weak convergence of the partial sums themselves to a non-Gaussian
stable distribution. As an application, we describe the asymptotic behaviour of joint
temporal and contemporaneous aggregation of independent copies of a strongly stationary
subcritical Galton–Watson branching process with regularly varying immigration having
index in (0, 1) ∪ (1, 2) when first taking the limit as the time scale and then the number
of copies tends to infinity.
1 Introduction
Branching processes, especially Galton–Watson branching processes with immigration, have
attracted a lot of attention due to the fact that such processes are widely used in mathematical
biology for modelling the growth of a population in time, so studying their asymptotic properties
is of high importance. Our aim is to describe the asymptotic behaviour of joint temporal and
contemporaneous aggregation of independent copies of a strongly stationary subcritical Galton–
Watson branching process (Xk)k∈{0,1,...} with regularly varying immigration first taking the
limit as the time scale and then the number of copies tends to infinity. For a review of the
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literature on aggregation of time series and branching processes, see the Introduction of Barczy
et al. [5]. Here we mention only our paper Barczy et al. [4], where we investigated the
limit behaviour of the same aggregation scheme for a stationary multitype Galton–Watson
branching process with immigration under third order moment conditions on the offspring and
immigration distributions in the iterated and simultaneous cases as well.
First, we examine the asymptotic behaviour of the finite dimensional distributions of the
temporal aggregates
(∑⌊nt⌋
k=1 Xk
)
t∈[0,∞)
as n→∞. Under the assumptions that the index α
of the regularly varying immigration is in (0, 2), and in case of α ∈ [1, 2) additionally the off-
spring distribution admits a finite second moment, the strongly stationary process (Xk)k∈{0,1,...}
is jointly regularly varying, see Basrak et al. [8, Theorem 2.1.1] (also Theorem E.1) and Basrak
and Segers [9, Theorem 2.1]. In the literature one can find several results, mainly based on point
processes and characteristic functions, for deriving convergence of appropriately centered and
scaled partial sum processes
(∑⌊nt⌋
k=1 Yk
)
t∈[0,∞)
, n = 1, 2, . . ., of a strongly stationary sequence
(Yk)k∈{0,1,...} to a non-Gaussian stable process. These results have been successfully applied
for time series, especially for autoregressive moving average sequences, see, e.g., Resnick [25]
and Beran et al. [10]. Much less is known about application for branching processes. Basrak
et al. [8, Section 3.2] described the limit behaviour of appropriately normalized partial sums
of (Xk)k∈{0,1,...} in case of α ∈ (0, 1) ∪ (1, 2). In their work, they identified the limit distri-
bution as an α-stable distribution, however they did not present the characteristic function of
this limit law. Furthermore, in case of α ∈ (1, 2), they wrote that they need an additional
technical condition what is not formulated in their paper, they refer to the vanishing small
value condition (3.2) in Davis and Hsing [15]. We remove this additional technical condition,
see Theorem 3.1.
Roitershtein and Zhong [26, Theorems 2.11 and 2.12] described the asymptotic behaviour
of partial sums of a strongly stationary first order random coefficient interger-valued autore-
gressive process (abbreviated as RCINAR(1)) with regularly varying immigration having index
α ∈ (0, 2]. Note that a first order interger-valued autoregressive process is a Galton–Watson
branching process with immigration admitting Bernoulli offspring distribution. Roitershtein
and Zhong [26] showed that approriately scaled and centered partial sums of the RCINAR(1)
process in question converge in distribution to an α-stable law. Surprisingly, they can also
handle the case α = 1 which is usually excluded in papers on similar studies for time series
(see, e.g., Bartkiewicz et al. [6, Propositions 3 and 4]). We note that in case of α ∈ [1, 2],
Roitershtein and Zhong [26] do not provide any proof, they refer to a ”standard technique” due
to Kesten et al. [18].
To describe the asymptotic behaviour of finite dimensional distributions of
(∑⌊nt⌋
k=1 Xk
)
t∈[0,∞)
as n→∞, in principle, we could use the results of Tyran-Kamin´ska [28, Theorem 1.1], Basrak
et al. [7, Theorem 3.4] or Cattiaux and Manou-Abi [13, Theorem 3.1], but we were not able
to check some of their vanishing small value type conditions in case of α ∈ [1, 2). We
overcome this difficulty by deriving a generalization of Theorem 1 in Bartkiewicz et al. [6]
on weak convergence of partial sums of strongly stationary jointly regularly varying sequences
with index in (0, 2) in the sense that we give some sufficient conditions under which the
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finite dimensional distributions of the corresponding partial sum processes converge weakly to
a non-Gaussian stable law, see Theorem 2.2. Our sufficient conditions are the same as those
of Theorem 1 in Bartkiewicz et al. [6] except their (MX) mixing-type condition, which we
adjusted for handling finite dimensional distributions. The condition (MX) is formulated in
terms of characteristic functions of appropriately normalized partial sums, and, in general, it is
not easy to check. However, Lemma 3 in Bartkiewicz et al. [6] contains a sufficient condition
under which a strongly mixing strongly stationary sequence satisfies condition (MX), further, on
page 360 in Bartkiewicz et al. [6] it is stated that a strongly mixing strongly stationary sequence
with geometric rate automatically satisfies condition (MX). In our opinion, the proof of Lemma
1 in Bartkiewicz et al. [6] contains some errors, namely, we suspect that the definition of Uji
is incorrect, and their estimation of |ϕq(x)−ϕnmδ(x)| is questionable as well. We also remark
that Bartkiewicz et al. [6] wrote that their Lemma 3 yields that a strongly mixing, strongly
stationary sequence with geometric rate automatically satisfies condition (MX) without giving
any proof. Because of these reasons, we decided to formulate a corresponding lemma in an
extended form with a detailed proof, see Lemma 2.4.
Based on Theorem 1 in Bartkiewicz et al. [6], Mikosch and Wintenberger [22, Theorem
4.1] gave sufficient conditions for weak convergence of partial sums of a strongly stationary
jointly regularly varying sequence which is a function of an irreducible aperiodic Markov chain.
Studying the proof of Theorem 4.1 in Mikosch and Wintenberger [22], we realized that in order
to derive sufficient conditions for weak convergence of finite dimensional distributions in their
setup, one needs our above mentioned generalization of Theorem 1 in Bartkiewicz et al. [6].
Since this generalization of Theorem 1 in Bartkiewicz et al. [6] turned out to be enough for us,
we have not worked out the generalization of Theorem 4.1 in Mikosch and Wintenberger [22].
As an application of Theorem 2.2 and Lemma 2.4, we derive weak convergence of fi-
nite dimensional distributions of appropriately centered and scaled partial sum processes(∑⌊nt⌋
k=1Xk
)
t∈[0,∞)
as n → ∞ in case of α ∈ (0, 1) ∪ (1, 2), see Theorem 3.1. We present
limit theorems with three kinds of centralizing constants, namely with the truncated mean, the
mean itself or zero centralizing constant. We point out the fact that in case of α ∈ (1, 2) we
managed to get rid of the additional vanishing small value condition mentioned in Basrak et al.
[8, Section 3.2]. Note that Theorem 2.2 can not be applied for (Xn)n∈{0,1,...} in case of α = 1,
see Remark 3.2. As a consequence of Theorem 3.1, we describe asymptotic behaviour of the
aggregated stochastic process
(∑N
j=1
∑⌊nt⌋
k=1 X
(j)
k
)
t∈[0,∞)
considering different centerings as first
n and then N converges to infinity, where (X
(j)
k )k∈{0,1,...}, j = 1, 2, . . ., are independent
copies of (Xk)k∈{0,1,...}, see Theorem 3.5.
The present paper is organized as follows. Sections 2 and 3 contain our above detailed
results. Section 4 is devoted to the proofs. We close the paper with six appendices. Here we
mention only that in Appendix F we present an auxiliary lemma stating that our branching
process (Xk)k∈{0,1,...} is strongly mixing with geometric rate, see also Basrak et al. [8, Remark
3.1].
Finally, we summarize the novelties of the paper. We give a generalization of Theorem 1 in
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Bartkiewicz et al. [6] considering weak convergence of finite dimensional distributions instead
of the one dimensional ones detailed above. As an application, we successfully utilize this
generalization for describing the asymptotic behaviour of the above mentioned aggregation
scheme for our branching process (Xk)k∈{0,1,...}. Aggregation of branching processes with
low moment conditions is a relatively new topic in the field of aggregation of (randomized)
stochastic processes, so our before mentioned application can be considered as one of the first
steps. In case of α ∈ (1, 2) we managed to get rid of the vanishing small value condition
assumed in Basrak et al. [8, Section 3.2] for the description of the asymptotic behaviour of∑n
k=1Xk as n→∞.
In a companion paper Barczy et al. [5] we studied the other iterated, idiosyncratic aggrega-
tion scheme, namely, when first taking the limit as the number of copies and then as the time
scale tends to infinity.
2 Convergence of partial sum processes to stable pro-
cesses
Let Z+, N, Q, R, R+, R++ and C denote the set of non-negative integers, positive
integers, rational numbers, real numbers, non-negative real numbers, positive real numbers and
complex numbers, respectively. For x, y ∈ R, let x∧ y := min(x, y) and x∨ y := max(x, y).
Convergence in distribution and equality in distribution of random variables will be denoted
by
D
−→ and by
D
=, respectively. We will use
Df−→ or Df-lim for weak convergence of finite
dimensional distributions.
If Y is a regularly varying random variable with index α ∈ R++, then there exists a
sequence (an)n∈N in R++ with nP(|Y | > an) → 1 as n → ∞, see, e.g., Lemma B.5. In
fact, an = n
1/αL(n), n ∈ N, for some slowly varying continuous function L : R++ → R++,
see, e.g., Araujo and Gine´ [1, Exercise 6 on page 90].
2.1 Definition. A stochastic process (Yk)k∈N is called jointly regularly varying with index
α ∈ R++ if its finite dimensional distributions are regularly varying with index α.
We derive a generalization of Theorem 1 in Bartkiewicz et al. [6] on weak convergence of
partial sums of strongly stationary jointly regularly varying sequences with index in (0, 2).
2.2 Theorem. Assume that (Yk)k∈N is a strongly stationary sequence satisfying the following
conditions:
(i) (Yk)k∈N is jointly regularly varying with some index α ∈ (0, 2), and (an)n∈N is a
sequence in R++ with nP(|Y1| > an)→ 1 as n→∞,
(ii) there exists a sequence (mn)n∈N in N with mn → ∞ and ⌊n/mn⌋ → ∞ as
n → ∞ such that for each d ∈ N, ϑ1, . . . , ϑd ∈ R and t1, . . . , td ∈ R+ with
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0 =: t0 < t1 < . . . < td,∣∣∣∣ϕn,⌊nt1⌋,...,⌊ntd⌋(ϑ1, . . . , ϑd)− d∏
ℓ=1
(
ϕn,mn(ϑℓ)
)⌊(⌊ntℓ⌋−⌊ntℓ−1⌋)/mn⌋∣∣∣∣→ 0 as n→∞,
where, for any d ∈ N and j1, . . . , jd ∈ Z+ with j1 6 . . . 6 jd, we use the notation
ϕn,j1,...,jd(ϑ1, . . . , ϑd) := E
(
exp
{
i
an
d∑
ℓ=1
ϑℓ(Sjℓ − Sjℓ−1)
})
, ϑ1, . . . , ϑd ∈ R,
where j0 := 0, S0 := 0, and for any n ∈ N, we use the notation Sn := Y1 + · · ·+ Yn,
(iii) for all ϑ ∈ R, we have
lim
d→∞
lim sup
n→∞
n
mn
mn∑
j=d+1
E
(∣∣ϑa−1n (Sj − Sd)ϑa−1n Y1∣∣) = 0,
where, for any random variable Z, we use the notation Z := (Z ∧ 2) ∨ (−2),
(iv) there exist the limits
lim
d→∞
(b+(d)− b+(d− 1)) =: c+, lim
d→∞
(b−(d)− b−(d− 1)) =: c−,
where
b+(d) := lim
n→∞
nP(Sd > an), b−(d) := lim
n→∞
nP(Sd 6 −an), d ∈ N,
(v) for α ∈ (1, 2) assume E(Y1) = 0, and for α = 1,
lim
d→∞
lim sup
n→∞
n|E(sin(a−1n Sd))| = 0.
Then c+, c− ∈ R+ and (
a−1n S⌊nt⌋
)
t∈R+
Df−→ (St)t∈R+ as n→∞,
where (St)t∈R+ is an α-stable process such that the characteristic function of S1 has the
form
E(eiϑS1) =
{
exp
{
−Cα|ϑ|
α
(
(c+ + c−)− i(c+ − c−) tan
(
πα
2
)
sign(ϑ)
)}
if α 6= 1,
exp
{
−C1|ϑ|
(
(c+ + c−) + i(c+ − c−)
2
π
sign(ϑ) log(|ϑ|)
)}
if α = 1,
for ϑ ∈ R, where
(2.1) Cα :=
{
Γ(2−α)
1−α
cos
(
πα
2
)
, if α 6= 1,
π
2
, if α = 1.
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Note that a strongly stationary sequence (Yk)k∈N is called strongly mixing with a rate
function (αh)h∈N if its strongly stationary extensions (Yk)k∈Z admit this property, namely,
αh := sup
A∈FY
−∞,0, B∈F
Y
h,∞
|P(A ∩B)− P(A)P(B)| → 0 as h→∞,
where FY−∞,0 := σ(. . . , Y−1, Y0), F
X
h,∞ := σ(Yh, Yh+1, . . .), h ∈ N. We mention that condition
(iii) of Theorem 2.2 implicitly contains a vanishing small value condition (see also Bartkiewicz
et al. [6, page 344]) that can be hard to check in general. We recall a part of Lemma 2 in
Bartkiewicz et al. [6], which gives sufficient conditions under which condition (iii) of Theorem
2.2 holds.
2.3 Lemma. Assume that (Yk)k∈N is a strongly mixing, strongly stationary sequence with
rate function (αh)h∈N such that Y1 is regularly varying with index α ∈ (0, 2), and that there
exists a sequence (rn)n∈N in N with rn → ∞, rn/mn → 0 and nαrn → 0 as n → ∞,
such that
(2.2) lim
d→∞
lim sup
n→∞
nP(|Srn − Sd| > an, |Y1| > an) = 0,
where (an)n∈N and (mn)n∈N are the same as in condition (i) and (ii) of Theorem 2.2,
respectively. Then condition (iii) of Theorem 2.2 holds.
Next, we formulate a result similar to Lemma 3 in Bartkiewicz et al. [6], which gives sufficient
conditions under which condition (ii) of Theorem 2.2 holds. Recall that a strongly stationary
sequence (Yk)k∈N is strongly mixing with geometric rate if there exists a constant q ∈ (0, 1)
such that αh = O(q
h) as h → ∞, i.e., suph∈N q
−hαh < ∞. A strongly stationary strongly
mixing sequence (Yk)k∈N with a rate function (αh)h∈N is called M0-dependend with some
M0 ∈ Z+, if αh = 0 for all h > M0.
2.4 Lemma. Assume that (Yk)k∈N is a strongly mixing, strongly stationary sequence with a
rate function (αh)h∈N such that Y1 is regularly varying with index α ∈ (0, 2), and that
(an)n∈N is a sequence in R++ with nP(|Y1| > an)→ 1 as n→∞.
(i) If (Yk)k∈N is M0-dependent with some M0 ∈ Z+, or there exists a sequence (εn)n∈N
in R++ such that εn → 0 as n→∞ and
(2.3) nα⌊εna2βn /n⌋ → 0 as n→∞
with some β ∈
(
α
2
, α ∧ 1
)
, then condition (ii) of Theorem 2.2 holds with some sequence
(mn)n∈N in N, and there exists a sequence (rn)n∈N in N with rn → ∞ and
rn/mn → 0 as n→∞, such that
(2.4) nαrn → 0 as n→∞.
(ii) If (Yk)k∈N is strongly mixing with geometric rate, then condition (ii) of Theorem 2.2,
rn →∞ and rn/mn → 0 as n→∞, and convergence (2.4) hold for mn = ⌊n
γ2⌋ and
rn = ⌊n
γ1⌋, n ∈ N, with arbitrary γ1, γ2 ∈ (0, 1) satisfying γ1 < γ2 and γ2 ∈
(
1
2
, 1
α
∧1
)
.
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2.5 Remark. (i). Note that condition (2.3) is equivalent to nα
⌊εn(
a
2β
n
n
∧n)⌋
→ 0 as n → ∞,
since β ∈
(
α
2
, α ∧ 1
)
yields that
(2.5)
a2βn
n2
=
(n
1
αL(n))2β
n2
= n
2β
α
−2(L(n))2β → 0 as n→∞,
where L : R++ → R++ is some slowly varying continuous function, and hence
a2βn
n
∧ n = a
2β
n
n
for large enough n ∈ N.
(ii). If (Yk)k∈N is strongly mixing with geometric rate, then (2.3) holds for εn = n
−c,
n ∈ N, with arbitrary c ∈
(
0,
(
2
α
− 1
)
∧ 1
)
. ✷
3 An application on aggregation of branching processes
Let (Xk)k∈Z+ be a Galton–Watson branching process with immigration. For each k, j ∈ Z+,
the number of individuals in the kth generation will be denoted by Xk, the number of
offsprings produced by the jth individual belonging to the (k − 1)th generation will be
denoted by ξk,j, and the number of immigrants in the k
th generation will be denoted by εk.
Then we have
Xk =
Xk−1∑
j=1
ξk,j + εk, k ∈ N,
where we define
∑0
j=1 := 0. Here
{
X0, ξk,j, εk : k, j ∈ N
}
are supposed to be independent
non-negative integer-valued random variables. Moreover, {ξk,j : k, j ∈ N} and {εk : k ∈ N}
are supposed to consist of identically distributed random variables, respectively. For notational
convenience, let ξ and ε be random variables such that ξ
D
= ξ1,1 and ε
D
= ε1.
If mξ := E(ξ) ∈ [0, 1) and
∑∞
ℓ=1 log(ℓ)P(ε = ℓ) < ∞, then the Markov chain (Xk)k∈Z+
admits a unique stationary distribution π, see, e.g., Quine [23] (for more details, see the proof
of Lemma F.1). Note that if mξ ∈ [0, 1) and P(ε = 0) = 1, then
∑∞
ℓ=1 log(ℓ)P(ε = ℓ) = 0
and π is the Dirac measure δ0 concentrated at the point 0. In fact, π = δ0 if and only if
P(ε = 0) = 1. Moreover, if mξ = 0 (which is equivalent to P(ξ = 0) = 1), then π is the
distribution of ε.
In what follows, we formulate our assumptions valid for the whole section. We assume that
mξ ∈ [0, 1) (so-called subcritical case) and ε is regularly varying with index α ∈ (0, 2), i.e.,
lim
x→∞
P(ε > qx)
P(ε > x)
= q−α for all q ∈ R++.
Then P(ε = 0) < 1 and
∑∞
ℓ=1 log(ℓ)P(ε = ℓ) < ∞, see, e.g., Barczy et al. [3, Lemma E.5],
hence the Markov process (Xk)k∈Z+ admits a unique stationary distribution π. We suppose
that X0
D
= π, yielding that the Markov chain (Xk)k∈Z+ is strongly stationary. In case of
α ∈ [1, 2), we suppose additionally that E(ξ2) < ∞. By Basrak et al. [8, Theorem 2.1.1]
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(see also Theorem E.1), X0 is regularly varying with index α, yielding the existence of a
sequence (an)n∈N in R++ with nP(X0 > an)→ 1 as n→∞, see, e.g., Lemma B.5. Let us
fix an arbitrary sequence (an)n∈N in R++ with this property. Let X
(j) = (X
(j)
k )k∈Z+ , j ∈ N,
be a sequence of independent copies of (Xk)k∈Z+ . We mention that we consider so-called
idiosyncratic immigrations, i.e., the immigrations (ε
(j)
k )k∈Z+ , j ∈ N, belonging to (X
(j)
k )k∈Z+ ,
j ∈ N, are independent. One could study the case of common immigrations as well, i.e., when
(ε
(j)
k )k∈Z+ = (ε
(1)
k )k∈Z+, j ∈ N.
For a temporal aggregation, we have the following theorem considering different centerings.
3.1 Theorem. (i) For each α ∈ (0, 1) ∪ (1, 2),(
1
an
⌊nt⌋∑
k=1
(
Xk − E
(
Xk1{Xk6an}
)))
t∈R+
=
(
1
an
⌊nt⌋∑
k=1
Xk −
⌊nt⌋
an
E
(
X01{X06an}
))
t∈R+
Df−→
(
Z
(α)
t
)
t∈R+
as n→∞,
(ii) in case of α ∈ (0, 1),(
1
an
⌊nt⌋∑
k=1
Xk
)
t∈R+
Df−→
(
Z
(α)
t +
α
1− α
t
)
t∈R+
as n→∞,
(iii) in case of α ∈ (1, 2),(
1
an
⌊nt⌋∑
k=1
(Xk − E(Xk))
)
t∈R+
=
(
1
an
⌊nt⌋∑
k=1
Xk −
⌊nt⌋
an
E(X0)
)
t∈R+
Df−→
(
Z
(α)
t +
α
1− α
t
)
t∈R+
as n→∞,
where
(
Z
(α)
t
)
t∈R+
is an α-stable process such that the characteristic function of the distribution
of Z
(α)
1 has the form
E
(
eiϑZ
(α)
1
)
= exp
{
ibαϑ+
1−mαξ
(1−mξ)α
∫ ∞
0
(eiϑu − 1− iϑu1(0,1](u))αu
−1−α du
}
, ϑ ∈ R,
where
bα :=
(
1−mαξ
(1−mξ)α
− 1
)
α
1− α
, α ∈ (0, 1) ∪ (1, 2),
and
(
Z
(α)
t +
α
1−α
t
)
t∈R+
is an α-stable process such that the characteristic function of the
distribution of Z
(α)
1 +
α
1−α
has the form
E
(
exp
{
iϑ
(
Z
(α)
1 +
α
1− α
)})
=

exp
{
1−mαξ
(1−mξ)α
∫∞
0
(eiϑu − 1)αu−1−α du
}
, if α ∈ (0, 1),
exp
{
1−mαξ
(1−mξ)α
∫∞
0
(eiϑu − 1− iϑu)αu−1−α du
}
, if α ∈ (1, 2),
= exp
{
−Cα
1−mαξ
(1−mξ)α
|ϑ|α
(
1− i tan
(πα
2
)
sign(ϑ)
)}
if α ∈ (0, 1) ∪ (1, 2),
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for ϑ ∈ R.
3.2 Remark. Theorem 2.2 can not be applied in case of α = 1 for (Xn)n∈Z+ . Indeed, even
if all the conditions of Theorem 2.2 were satisfied, the limit 1-stable process (St)t∈R+ would
be nonnegative. Clearly, c− = 0, thus, by (14.20) in Sato [27], the Le´vy measure of S1 has
the form c+u
−2
1R++(u) du, hence, by Sato [27, Definition 11.9 and part (i) of Theorem 24.10],
the support of S1 is R, leading to a contradiction. ✷
3.3 Remark. Note that, in accordance with Basrak and Segers [9, Remark 4.8] and Mikosch
and Wintenberger [22, page 171], in case of α ∈ (0, 1), we have
E
(
exp
{
iϑ
(
Z
(α)
1 +
α
1− α
)})
= exp
{
−
∫ ∞
0
E
[
exp
(
iuϑ
∞∑
ℓ=1
Θℓ
)
− exp
(
iuϑ
∞∑
ℓ=0
Θℓ
)]
αu−α−1 du
}(3.1)
for ϑ ∈ R, where (Θℓ)ℓ∈Z+ is the (forward) spectral tail process of (Xℓ)ℓ∈Z+ , see Barczy et
al. [5, Remark 2.8]. We also remark that, using (14.19) in Sato [27], one can check that (3.1)
does not hold in case of α ∈ (1, 2), which is somewhat unexpected in view of page 171 in
Mikosch and Wintenberger [22]. ✷
3.4 Remark. If α ∈ (0, 1), then the drift of the distribution of Z
(α)
1 +
α
1−α
is 0, hence
the process
(
Z
(α)
t +
α
1−α
t
)
t∈R+
is strictly α-stable, see, e.g., Sato [27, Theorem 14.7 (iv) and
Definition 13.2].
If α ∈ (1, 2), then the center, i.e., the expectation of Z
(α)
1 +
α
1−α
is 0, hence the process(
Z
(α)
t +
α
1−α
t
)
t∈R+
is strictly α-stable see, e.g., Sato [27, Theorem 14.7 (vi) and Definition
13.2].
All in all, the process
(
Z
(α)
t +
α
1−α
t
)
t∈R+
is strictly α-stable for any α 6= 1. ✷
In the end, limit theorems will be presented for the aggregated stochastic process(∑N
j=1
∑⌊nt⌋
k=1 X
(j)
k
)
t∈R+
considering different centerings as first n and then N converges
to infinity. The other iterated case of taking the limit first as N and then as n converges to
infinity has been studied in Barczy et al. [5, Theorem 2.7].
3.5 Theorem. In case of α ∈ (0, 1), we have
(3.2)
Df- lim
N→∞
Df- lim
n→∞
(
1
anN
1
α
⌊nt⌋∑
k=1
N∑
j=1
(
X
(j)
k − E
(
X
(j)
k 1{X
(j)
k 6an}
)))
t∈R+
= Df- lim
N→∞
Df- lim
n→∞
(
1
anN
1
α
⌊nt⌋∑
k=1
N∑
j=1
X
(j)
k −
⌊nt⌋N
anN
1
α
E
(
X01{X06an}
))
t∈R+
=
(
Z
(α)
t +
α
1− α
t
)
t∈R+
,
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and
(3.3) Df- lim
N→∞
Df- lim
n→∞
(
1
anN
1
α
⌊nt⌋∑
k=1
N∑
j=1
X
(j)
k
))
t∈R+
=
(
Z
(α)
t +
α
1− α
t
)
t∈R+
,
and in case of α ∈ (1, 2), we have
(3.4)
Df- lim
N→∞
Df- lim
n→∞
(
1
anN
1
α
⌊nt⌋∑
k=1
N∑
j=1
(X
(j)
k − E(X
(j)
k ))
))
t∈R+
= Df- lim
N→∞
Df- lim
n→∞
(
1
anN
1
α
⌊nt⌋∑
k=1
N∑
j=1
X
(j)
k −
⌊nt⌋N
anN
1
α
E(X0)
)
t∈R+
=
(
Z
(α)
t +
α
1− α
t
)
t∈R+
.
4 Proofs
Proof of Theorem 2.2. By the continuous mapping theorem, it is enough to check that for
each d ∈ N and t1, . . . , td ∈ R++ with t1 < . . . < td, we have
a−1n
(
S⌊nt1⌋, S⌊nt2⌋ − S⌊nt1⌋, . . . , S⌊ntd⌋ − S⌊ntd−1⌋
) D
−→ (St1 ,St2 − St1 , . . . ,Std − Std−1)
as n→∞. In view of condition (ii), taking also into account that the process (St)t∈R+ has
independent and stationary increment (being a Le´vy process), this is proved if we can show
that for each ℓ ∈ {1, . . . d}, we have
(4.1) a−1n
⌊(⌊ntℓ⌋−⌊ntℓ−1⌋)/mn⌋∑
j=1
S(j)mn
D
−→ Stℓ − Stℓ−1
D
= Stℓ−tℓ−1 as n→∞,
where (S
(j)
n )n∈N, j ∈ N, are independent copies of (Sn)n∈N. Since (Yk)k∈N is strongly
stationary, by the condition (ii) with d = 1 and t1 =
⌊ntℓ⌋−⌊ntℓ−1⌋
n
, (4.1) is proved if we can
show that for each ℓ ∈ {1, . . . d},
a−1n
(
S⌊ntℓ⌋ − S⌊ntℓ−1⌋
) D
= a−1n S⌊ntℓ⌋−⌊ntℓ−1⌋
D
−→ Stℓ−tℓ−1 as n→∞.
Condition (ii) with d = 1 and t1 = 1 implies the mixing condition (2.8) of Theorem 1 in
Bartkiewicz et al. [6], hence we may apply Theorem 1 in Bartkiewicz et al. [6], thus we obtain
a−1n Sn
D
−→ S1 as n→∞, and we get
(4.2) a−1⌊ntℓ⌋−⌊ntℓ−1⌋S⌊ntℓ⌋−⌊ntℓ−1⌋
D
−→ S1 as n→∞,
since (⌊ntℓ⌋ − ⌊ntℓ−1⌋)/n → tℓ − tℓ−1 ∈ R++ as n → ∞ yields ⌊ntℓ⌋ − ⌊ntℓ−1⌋ → ∞
as n → ∞. There exists a slowly varying continuous function L : R++ → R++ such that
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an = n
1/αL(n), n ∈ N, thus, by the uniform convergence theorem for slowly varying functions
(see, e.g., Bingham et al. [11, Theorem 1.5.2]),
(4.3)
a⌊ntℓ⌋−⌊ntℓ−1⌋
an
=
(⌊ntℓ⌋ − ⌊ntℓ−1⌋)
1/α
n1/α
L(⌊ntℓ⌋ − ⌊ntℓ−1⌋)
L(n)
→ (tℓ − tℓ−1)
1/α
as n→∞ for every ℓ ∈ {1, . . . d}, since (⌊ntℓ⌋−⌊ntℓ−1⌋)/n ∈ [(tℓ−tℓ−1)/2, tℓ] for sufficiently
large n ∈ N. By (4.2), (4.3) and Slutsky’s lemma, we obtain
a−1n S⌊ntℓ⌋−⌊ntℓ−1⌋
D
−→ (tℓ − tℓ−1)
1/αS1
D
= Stℓ−tℓ−1 as n→∞,
hence we showed (4.1), as desired. ✷
Proof of Lemma 2.4. (i). We start by showing that condition (ii) of Theorem 2.2 holds for a
suitable sequence (mn)n∈N. First, we derive sufficient conditions on a sequence (mn)n∈N under
which condition (ii) of Theorem 2.2 holds, and then we show that these sufficient conditions can
be fulfilled. Let us fix d ∈ N, ϑ1, . . . , ϑd ∈ R and t1, . . . , td ∈ R+ with 0 =: t0 < t1 < . . . < td.
Let us introduce the notations kn,ℓ := ⌊(⌊ntℓ⌋ − ⌊ntℓ−1⌋)/mn⌋ for n ∈ N, ℓ ∈ {1, . . . , d}. By
the inequalities ∣∣∣∣ d∏
ℓ=1
zℓ −
d∏
ℓ=1
z′ℓ
∣∣∣∣ 6 d∑
ℓ=1
|zℓ − z
′
ℓ|
for z1, z
′
1, . . . , zd, z
′
d ∈ D1 := {z ∈ C : |z| 6 1}, |e
iu−1| 6 |u|∧2 for u ∈ R, |u+v|γ 6 |u|γ+|v|γ
for u, v ∈ R and γ ∈ (0, 1], and y 6 yγ for y ∈ [0, 1] and γ ∈ (0, 1], and using the strong
stationarity of (Yk)k∈N, we have∣∣∣∣ϕn,⌊nt1⌋,...,⌊ntd⌋(ϑ1, . . . , ϑd)− E(exp{ ian
d∑
ℓ=1
ϑℓ
(
S⌊ntℓ−1⌋+kn,ℓmn − S⌊ntℓ−1⌋
)})∣∣∣∣
=
∣∣∣∣E(exp{ ian
d∑
ℓ=1
ϑℓ
(
S⌊ntℓ−1⌋+kn,ℓmn − S⌊ntℓ−1⌋
)}
×
(
exp
{
i
an
d∑
ℓ=1
ϑℓ
(
S⌊ntℓ⌋ − S⌊ntℓ−1⌋+kn,ℓmn
)}
− 1
))∣∣∣∣
6 E
(∣∣∣∣exp{ ian
d∑
ℓ=1
ϑℓ
(
S⌊ntℓ⌋ − S⌊ntℓ−1⌋+kn,ℓmn
)}
− 1
∣∣∣∣)
= E
(∣∣∣∣ d∏
ℓ=1
exp
{
iϑℓ
an
(
S⌊ntℓ⌋ − S⌊ntℓ−1⌋+kn,ℓmn
)}
− 1
∣∣∣∣)
6 E
( d∑
ℓ=1
∣∣∣∣exp{ iϑℓan (S⌊ntℓ⌋ − S⌊ntℓ−1⌋+kn,ℓmn)
}
− 1
∣∣∣∣)
=
d∑
ℓ=1
E
(∣∣∣∣exp{ iϑℓan S⌊ntℓ⌋−⌊ntℓ−1⌋−kn,ℓmn
}
− 1
∣∣∣∣)
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6d∑
ℓ=1
E
(∣∣∣∣ϑℓanS⌊ntℓ⌋−⌊ntℓ−1⌋−kn,ℓmn
∣∣∣∣ ∧ 2) 6 2 d∑
ℓ=1
E
((
|ϑℓ|
2an
⌊ntℓ⌋−⌊ntℓ−1⌋−kn,ℓmn∑
i=1
|Yi|
)
∧ 1
)
6 2
d∑
ℓ=1
E
((
|ϑℓ|
2an
⌊ntℓ⌋−⌊ntℓ−1⌋−kn,ℓmn∑
i=1
|Yi|
)β
∧ 1
)
6 2
d∑
ℓ=1
E
(
|ϑℓ|
β
(2an)β
⌊ntℓ⌋−⌊ntℓ−1⌋−kn,ℓmn∑
i=1
|Yi|
β
)
=
2
(2an)β
d∑
ℓ=1
|ϑℓ|
β
(
⌊ntℓ⌋ − ⌊ntℓ−1⌋ − kn,ℓmn
)
E
(
|Y1|
β
)
6
21−βmn
aβn
E
(
|Y1|
β
) d∑
ℓ=1
|ϑℓ|
β,
since ⌊ntℓ⌋−⌊ntℓ−1⌋−kn,ℓmn 6 ⌊ntℓ⌋−⌊ntℓ−1⌋−
(
⌊ntℓ⌋−⌊ntℓ−1⌋
mn
−1
)
mn = mn. The right-hand
side of the above inequality approaches zero if mn/a
β
n → 0 as n→∞, since E(|Y1|
β) < ∞
due to the facts that Y1 is regularly varying with index α and β < α.
In a similar way, for an arbitrary sequence (δn)n∈N in N satisfying δn < mn for sufficently
large n ∈ N, we obtain∣∣∣∣E(exp{ ian
d∑
ℓ=1
ϑℓ
(
S⌊ntℓ−1⌋+kn,ℓmn − S⌊ntℓ−1⌋
)})
− E
(
exp
{
i
an
d∑
ℓ=1
ϑℓ
kn,ℓ∑
j=1
(
S⌊ntℓ−1⌋+jmn−δn − S⌊ntℓ−1⌋+(j−1)mn
)})∣∣∣∣
=
∣∣∣∣E(exp{ ian
d∑
ℓ=1
ϑℓ
kn,ℓ∑
j=1
(
S⌊ntℓ−1⌋+jmn−δn − S⌊ntℓ−1⌋+(j−1)mn
)}
×
(
exp
{
i
an
d∑
ℓ=1
ϑℓ
kn,ℓ∑
j=1
(
S⌊ntℓ−1⌋+jmn − S⌊ntℓ−1⌋+jmn−δn
)}
− 1
))∣∣∣∣
6 E
(∣∣∣∣exp{ ian
d∑
ℓ=1
ϑℓ
kn,ℓ∑
j=1
(
S⌊ntℓ−1⌋+jmn − S⌊ntℓ−1⌋+jmn−δn
)}
− 1
∣∣∣∣)
= E
(∣∣∣∣ d∏
ℓ=1
kn,ℓ∏
j=1
exp
{
iϑℓ
an
(
S⌊ntℓ−1⌋+jmn − S⌊ntℓ−1⌋+jmn−δn
)}
− 1
∣∣∣∣)
6 E
( d∑
ℓ=1
kn,ℓ∑
j=1
∣∣∣∣exp{ iϑℓan (S⌊ntℓ−1⌋+jmn − S⌊ntℓ−1⌋+jmn−δn)
}
− 1
∣∣∣∣)
=
d∑
ℓ=1
kn,ℓ E
(∣∣∣∣exp{ iϑℓan Sδn
}
− 1
∣∣∣∣) 6 d∑
ℓ=1
kn,ℓ E
(∣∣∣∣ϑℓanSδn
∣∣∣∣ ∧ 2)
6 2
d∑
ℓ=1
kn,ℓ E
((
|ϑℓ|
2an
δn∑
i=1
|Yi|
)
∧ 1
)
6 2
d∑
ℓ=1
kn,ℓ E
((
|ϑℓ|
2an
δn∑
i=1
|Yi|
)β
∧ 1
)
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6 2
d∑
ℓ=1
kn,ℓ E
(
|ϑℓ|
β
(2an)β
δn∑
i=1
|Yi|
β
)
=
2
(2an)β
d∑
ℓ=1
kn,ℓ|ϑℓ|
βδn E
(
|Y1|
β
)
6
21−βδn
aβnmn
E
(
|Y1|
β
) d∑
ℓ=1
(
(tℓ − tℓ−1)n+ 1
)
|ϑℓ|
β.
The right-hand side of the above inequality approaches zero if δnn/(a
β
nmn)→ 0 as n→∞.
In a similar way, we get∣∣∣∣ d∏
ℓ=1
(
ϕn,mn(ϑℓ)
)kn,ℓ − d∏
ℓ=1
(
ϕn,mn−δn(ϑℓ)
)kn,ℓ∣∣∣∣ 6 d∑
ℓ=1
kn,ℓ|ϕn,mn(ϑℓ)− ϕn,mn−δn(ϑℓ)|
=
d∑
ℓ=1
kn,ℓ
∣∣∣∣E(exp{ iϑℓan Smn
})
− E
(
exp
{
iϑℓ
an
Smn−δn
})∣∣∣∣
=
d∑
ℓ=1
kn,ℓ
∣∣∣∣E(exp{ iϑℓan Smn−δn
}(
exp
{
iϑℓ
an
(
Smn − Smn−δn
)}
− 1
))∣∣∣∣
6
d∑
ℓ=1
kn,ℓ E
(∣∣∣∣exp{ iϑℓan (Smn − Smn−δn)
}
− 1
∣∣∣∣)
=
d∑
ℓ=1
kn,ℓE
(∣∣∣∣exp{ iϑℓan Sδn
}
− 1
∣∣∣∣) 6 21−βδnaβnmn E(|Y1|β)
d∑
ℓ=1
(
(tℓ − tℓ−1)n+ 1
)
|ϑℓ|
β.
The right-hand side of the above inequality approaches zero if δnn/(a
β
nmn)→ 0 as n→∞.
Further, we can write
E
(
exp
{
i
an
d∑
ℓ=1
ϑℓ
kn,ℓ∑
j=1
(
S⌊ntℓ−1⌋+jmn−δn − S⌊ntℓ−1⌋+(j−1)mn
)})
= E
(
d∏
ℓ=1
kn,ℓ∏
j=1
Uℓ,j
)
,
d∏
ℓ=1
(
ϕn,mn−δn(ϑℓ)
)kn,ℓ = d∏
ℓ=1
kn,ℓ∏
j=1
E(Uℓ,j)
with
Uℓ,j := exp
{
iϑℓ
an
(
S⌊ntℓ−1⌋+jmn−δn − S⌊ntℓ−1⌋+(j−1)mn
)}
.
We have ∣∣∣∣∣E
(
d∏
ℓ=1
kn,ℓ∏
j=1
Uℓ,j
)
−
d∏
ℓ=1
kn,ℓ∏
j=1
E(Uℓ,j)
∣∣∣∣∣
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6∣∣∣∣∣E
(
d∏
ℓ=1
kn,ℓ∏
j=1
Uℓ,j
)
− E(U1,1)E
(
kn,1∏
j=2
U1,j
d∏
ℓ=2
kn,ℓ∏
j=1
Uℓ,j
)∣∣∣∣∣
+ |E(U1,1)|
∣∣∣∣∣E
(
kn,1∏
j=2
U1,j
d∏
ℓ=2
kn,ℓ∏
j=1
Uℓ,j
)
−
(
kn,1∏
j=2
E(U1,j)
)(
d∏
ℓ=2
kn,ℓ∏
j=1
E(Uℓ,j)
)∣∣∣∣∣,
where we check that the first term on the right-hand side is bounded by 16αδn . Namely, the
strong stationarity of (Yk)k∈N implies that
|E(V1V2)− E(V1)E(V2)| 6 4C1C2αh
for any FY1,j-measurable (real-valued) random variable V1 and any F
Y
j+h,∞-measurable (real-
valued) random variable V2 with j, h ∈ N, |V1| 6 C1 and |V1| 6 C2 (see, e.g., Lemma 1.2.1
in Lin and Lu [19]). Hence, for any FY1,j-measurable complex-valued random variable V1 and
any FYj+h,∞-measurable complex-valued random variable V2 with j, h ∈ N, |V1| 6 C1 and
|V2| 6 C2, we get
|E(V1V2)− E(V1)E(V2)|
6 |E(Re(V1) Re(V2))− E(Re(V1))E(Re(V2))|+ |E(Im(V1) Im(V2))− E(Im(V1))E(Im(V2))|
+ |E(Re(V1) Im(V2))− E(Re(V1))E(Im(V2))|+ |E(Im(V1) Re(V2))− E(Im(V1))E(Re(V2))|
6 16C1C2αh.
Then one can apply this inequality with the choices V1 = U1,1, V2 =
∏kn,1
j=2 U1,j
∏d
ℓ=2
∏kn,ℓ
j=1 Uℓ,j
and C1 = C2 = 1.
Iterative use of the previous argument, recursively on distinct blocks, shows that∣∣∣∣E(exp{ ian
d∑
ℓ=1
ϑℓ
kn,ℓ∑
j=1
(
S⌊ntℓ−1⌋+jmn−δn − S⌊ntℓ−1⌋+(j−1)mn
)})
−
d∏
ℓ=1
(
ϕn,mn−δn(ϑℓ)
)kn,ℓ∣∣∣∣
6 16αδn
d∑
ℓ=1
kn,ℓ 6 16αδn
d∑
ℓ=1
⌊ntℓ⌋ − ⌊ntℓ−1⌋
mn
6
16αδn
mn
d∑
ℓ=1
(ntℓ − ntℓ−1 + 1),
hence the right-hand side of the above inequality approaches zero if αδnn/mn → 0 as n→∞.
Thus we proved that condition (ii) of Theorem 2.2 is satisfied if
(4.4) mn →∞,
n
mn
→∞,
nαδn
mn
→ 0,
nδn
aβnmn
→ 0 and
mn
aβn
→ 0
as n→∞.
If (Yk)k∈N is M0-dependent with some M0 ∈ Z+, then αh = 0 for all h > M0. Choose
β ∈
(
α
2
, α ∧ 1
)
and γ ∈
(
1
2
, β
α
)
and put mn := ⌊n
γ⌋, δn := ⌊m
2
n/n⌋ and rn := ⌊m
2
n/a
β
n⌋ for
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all n ∈ N. Then (4.4), δn < mn for sufficently large n ∈ N, rn →∞ and rn/mn →∞ as
n→∞, and (2.4) hold. Indeed, using the inequality x− 1 < ⌊x⌋ 6 x for x ∈ R, we have
n
mn
>
n
nγ
= n1−γ →∞ as n→∞,
since γ < β
α
< 1, and
(4.5)
nδn
aβnmn
6
n(m2n/n)
aβn(nγ − 1)
6
n2γ
aβn(nγ − 1)
=
nγ
aβn(1− n−γ)
=
nγ
(n1/αL(n))β(1− n−γ)
=
nγ−
β
αL(n)−β
1− n−γ
→ 0 as n→∞,
since 0 < γ < β
α
and L is slowly varying, and
δn >
m2n
n
− 1 >
(nγ − 1)2
n
− 1 =
(
nγ−
1
2 − n−
1
2
)2
− 1→∞ as n→∞,
since γ > 1
2
, yielding
nαδn
mn
=
n · 0
mn
= 0 if δn > M0 (which holds for large enough n ∈ N),
and, by (4.5),
mn
aβn
6
nγ
aβn
→ 0 as n→∞.
Further,
δn
mn
6
m2n/n
mn
=
mn
n
→ 0 as n→∞,
hence δn < mn for sufficently large n ∈ N, and
rn >
m2n
aβn
− 1 >
(nγ − 1)2
aβn
− 1 =
(nγ − 1)2
(n1/αL(n))β
− 1
= (1− n−γ)2n2(γ−
β
2α
)L(n)−β − 1→∞ as n→∞,
since γ − β
2α
> 1
2
− β
2α
> 0 and L is slowly varying, and
rn
mn
6
m2n/a
β
n
mn
=
mn
aβn
→ 0 as n→∞,
and
nαrn = n · 0 = 0 if rn > M0 (which holds for large enough n ∈ N).
If (Yk)k∈N is not M0-dependent for any M0 ∈ Z+, then choose mn := ⌊ε
1/2
n aβn⌋ and put
δn := ⌊εna
2β
n /n⌋ and rn := ⌊εna
β
n⌋ for all n ∈ N. Then condition (2.3) implies that (4.4),
δn < mn for sufficently large n ∈ N, rn → ∞ and rn/mn → ∞ as n → ∞, and (2.4)
hold. Condition (2.3) implies α⌊εna2βn /n⌋ = n
−1(nα⌊εna2βn /n⌋) → 0 as n → ∞. We show that
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δn = ⌊εna
2β
n /n⌋ → ∞ as n→ ∞. If, on the contrary, we suppose that ⌊εna
2β
n /n⌋ does not
converge to ∞ as n→∞, then there exists a K ∈ R++ such that for all N ∈ N we have
⌊εna
2β
n /n⌋ < K with some n > N , i.e., there exists a sequence (nk)k∈N such that nk →∞
as k → ∞ and ⌊εnka
2β
nk
/nk⌋ < K, k ∈ N. Since the function α is non-increasing and
strictly positive (due to the fact that (Yk)k∈N is not M0-dependent for any M0 ∈ Z+), we
have α⌊εnka
2β
nk
/nk⌋
> αK > 0, k ∈ N, which leads us to a contradiction, since α⌊εnka
2β
nk
/nk⌋
→ 0
as k →∞. Clearly, we also obtain εna
2β
n /n→∞ as n→∞. Consequently,
mn > ε
1/2
n a
β
n − 1 =
(
εna
2β
n
n
)1/2
n1/2 − 1→∞ as n→∞,
and, by (2.5),
mn
n
6
ε
1/2
n aβn
n
→ 0 as n→∞,
and, by (2.3) and mn →∞ as n→∞,
nαδn
mn
=
nα⌊εna2βn /n⌋
mn
→ 0 as n→∞,
and
nδn
aβnmn
6
n(εna
2β
n /n)
aβn(ε
1/2
n a
β
n − 1)
=
ε
1/2
n
1− ε
−1/2
n a
−β
n
→ 0 as n→∞
since ε
−1/2
n a−βn 6 m
−1
n → 0 as n→∞, and
mn
aβn
6
ε
1/2
n aβn
aβn
= ε1/2n → 0 as n→∞.
Further, by (2.5),
δn
mn
=
nδn
aβnmn
aβn
n
→ 0 as n→∞,
hence δn < mn for sufficently large n ∈ N, and, by εna
2β
n /n→∞ as n→∞ and (2.5),
rn > εna
β
n − 1 =
εna
2β
n
n
n
aβn
− 1→∞ as n→∞,
and
rn
mn
6
εna
β
n
ε1/2aβn − 1
=
ε
1/2
n
1− ε
−1/2
n a
−β
n
→ 0 as n→∞,
and
nαrn = nα⌊εnaβn⌋ 6 nα⌊εna2βn /n⌋ → 0 as n→∞,
since the function α is non-increasing, aβn > a
2β
n /n for sufficiently large n ∈ N (see (2.5)),
and one can use (2.3).
(ii). Let us suppose that (Yk)k∈N is strongly mixing with geometric rate. Recall that
αh 6 Cmixq
h for all h ∈ N. Next, let us choose γ1, γ2 ∈ (0, 1) satisfying γ1 < γ2 and
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γ2 ∈
(
1
2
, 1
α
∧ 1
)
, choose β ∈
(
γ2α, α ∧ 1
)
, and put δn := ⌊n
2γ2−1⌋, n ∈ N. Then (4.4),
δn < mn for sufficently large n ∈ N, rn →∞ and rn/mn →∞ as n→∞, and (2.4) hold.
Indeed,
n
mn
6
n
nγ2 − 1
=
n1−γ2
1− n−γ2
→∞ as n→∞,
since 0 < γ2 < 1, and
nαδn
mn
6
Cmixnq
δn
nγ2 − 1
6
Cmixn
1−γ2qn
2γ2−1−1
1− n−γ2
→ 0 as n→∞,
since 1
2
< γ2 < 1, and limn→∞ n
κ1qn
κ2
= 0 for any κ1, κ2 ∈ R++, and
nδn
aβnmn
6
n · n2γ2−1
(n1/αL(n))β(nγ2 − 1)
=
nγ2−
β
α
L(n)β(1− n−γ2)
→ 0 as n→∞,
since 0 < γ2 <
β
α
and L is slowly varying, and
mn
aβn
6
nγ2
(n1/αL(n))β
=
nγ2−
β
α
L(n)β
→ 0 as n→∞,
and
δn
mn
6
n2γ2−1
nγ2 − 1
=
nγ2−1
1− n−γ2
→ 0 as n→∞,
since 0 < γ2 < 1, hence δn < mn for sufficently large n ∈ N, and
rn
mn
6
nγ1
nγ2 − 1
=
nγ1−γ2
1− n−γ2
→ 0 as n→∞,
since 0 < γ1 < γ2, and
nαrn 6 Cmixnq
rn 6 Cmixnq
nγ1−1 → 0 as n→∞,
since γ1 > 0. ✷
Proof of part (ii) of Remark 2.5. Indeed, there exists a constant q ∈ (0, 1) such that
αh = O(q
h) as h → ∞, i.e., Cmix := suph∈N q
−hαh < ∞, yielding αh 6 Cmixq
h for all
h ∈ N. Let us choose β ∈
( (c+1)α
2
, α ∧ 1
)
, hence c ∈
(
0, 2β
α
− 1
)
. Then, for each n ∈ N, we
have
nα⌊εna2βn /n⌋ = nα⌊n−1−ca2βn ⌋ 6 Cmixnq
⌊n−1−ca2βn ⌋.
For sufficiently large n ∈ N, we have
⌊n−1−ca2βn ⌋ > n
−1−ca2βn − 1 = n
−1−c(n1/αL(n))2β − 1 = n
2β
α
−1−cL(n)2β − 1 > n(
2β
α
−1−c)/2 − 1,
since 2β
α
− 1− c > 0 and L is slowly varying, hence
nα⌊εna2βn /n⌋ 6 Cmixnq
n(
2β
α −1−c)/2−1 → 0 as n→∞,
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since limn→∞ nq
nκ = 0 for any κ ∈ R++, yielding (2.3). ✷
Proof of Theorem 3.1. First, we are going to apply Theorem 2.2 for (Xn)n∈N if α ∈ (0, 1),
and for (Xn − E(Xn))n∈N if α ∈ (1, 2).
Condition (i) of Theorem 2.2 holds, since (Xn)n∈N is strongly stationary and jointly
regularly varying with index α ∈ (0, 2), see Basrak et al. [8] (or Theorem E.2), and, by
parts (i) and (ii) of Lemma C.2, (Xn − E(Xn))n∈N is also strongly stationary and jointly
regularly varying with index α ∈ (0, 2). Lemma B.6 shows that the sequence (an)n∈N
appearing in condition (i) of Theorem 2.2 satisfies both nP(X1 > an) → 1 as n → ∞ and
nP(|X1 − E(X1)| > an)→ 1 as n→∞.
By Lemma F.1 and part (iii) of Lemma C.2, (Xn)n∈N and (Xn−E(Xn))n∈N are strongly
stationary and strongly mixing processes with the same geometric rate function. Hence, by
Lemma 2.4, condition (ii) of Theorem 2.2 holds for (Xn)n∈N if α ∈ (0, 1), and for (Xn −
E(Xn))n∈N if α ∈ (1, 2).
Next we check that the anti-cluster type condition (iii) of Theorem 2.2 holds for (Xn)n∈N
if α ∈ (0, 1) and for (Xn −E(Xn))n∈N if α ∈ (1, 2). Since (Xn)n∈N and (Xn −E(Xn))n∈N
are strongly stationary and strongly mixing processes with geometric rate function (αh)h∈N,
using again Lemma 2.4, there exists a sequence (rn)n∈N in N with rn →∞ and rn/mn → 0
as n → ∞, such that nαrn → 0 as n → ∞, where (mn)n∈N is the same as in condition
(ii) of Theorem 2.2. So, by Lemma 2.3, to check condition (iii) of Theorem 2.2, it is enough to
check (2.2). Namely, it is enough to check that if α ∈ (0, 1), then
lim
d→∞
lim sup
n→∞
nP
(
rn∑
i=d+1
Xi > an, X1 > an
)
= 0,(4.6)
and if α ∈ (1, 2), then
lim
d→∞
lim sup
n→∞
nP
(∣∣∣∣∣
rn∑
i=d+1
(Xi − E(Xi))
∣∣∣∣∣ > an, |X1 − E(X1)| > an
)
= 0.(4.7)
Since (Xn)n∈Z is strongly mixing with geometric rate, by Lemma 2.4, condition (ii) of Theorem
2.2, rn →∞ and rn/mn → 0 as n→∞, and convergence (2.4) hold for mn = ⌊n
γ2⌋ and
rn = ⌊n
γ1⌋, n ∈ N with arbitrary γ1, γ2 ∈ (0, 1) satisfying γ1 < γ2 and γ2 ∈
(
1
2
, 1
α
∧ 1
)
.
Later on γ1 will be chosen appropriately small. We have
an
rn
→ ∞ as n → ∞, since
an
rn
= n
1
α
−γ1L(n), n ∈ N, with some slowly varying function L and γ1 ∈ (0,
1
α
).
In case of α ∈ (1, 2), it turns out that (4.7) follows from (4.6), so it is enough to check
(4.6) for α ∈ (0, 2) with a sequence (an)n∈N such that nP(X1 > an) → 1 as n → ∞.
Indeed, since an
rn
→ ∞ as n → ∞, for all d ∈ N, we have an/(2(rn − d)) > E(X1) and
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an/2 > E(X1) for all sufficiently large n ∈ N, yielding that
nP
(∣∣∣∣∣
rn∑
i=d+1
(Xi − E(Xi))
∣∣∣∣∣ > an, |X1 − E(X1)| > an
)
6 nP
(({
rn∑
i=d+1
Xi >
an
2
}
∪ {(rn − d)E(X1) > an/2}
)
∩ ({X1 > an/2} ∪ {E(X1) > an/2})
)
= nP
(
rn∑
i=d+1
Xi > an/2, X1 > an/2
)
.
Using that limn→∞ nP(X1 > an) = 1, we have
lim
d→∞
lim sup
n→∞
nP
(
rn∑
i=d+1
Xi > an, X1 > an
)
= lim
d→∞
lim sup
n→∞
nP(X1 > an)P
(
rn∑
i=d+1
Xi > an
∣∣∣∣∣X1 > an
)
= lim
d→∞
lim sup
n→∞
P
(
rn∑
i=d+1
Xi > an
∣∣∣∣∣X1 > an
)
.
So it is enough to check (4.6) for all α ∈ (0, 2). Introducing the notation Π
(0)
n := θ
(0)
n ◦· · ·◦θ
(0)
1 ,
n ∈ N, by Lemma D.2, we have
(X0, X1, . . . , Xn)
D
= (X0, κ1 +Π
(0)
1 ◦X0, . . . , κn +Π
(0)
n ◦X0), n ∈ N,
where κn, Π
(0)
n ◦ j and X0 are independent for each n ∈ N and j ∈ N. Consequently,
using the strong stationarity of (Xn)n∈Z+ as well,
P
(
rn∑
i=d+1
Xi > an
∣∣∣∣∣X1 > an
)
= P
(
rn−1∑
i=d
Xi > an
∣∣∣∣∣X0 > an
)
6 P
(
rn−1∑
i=d
Π
(0)
i ◦X0 > an/2
∣∣∣∣∣X0 > an
)
+ P
(
rn−1∑
i=d
κi > an/2
∣∣∣∣∣X0 > an
)
=
P
(∑rn−1
i=d Π
(0)
i ◦X0 > an/2, X0 > an
)
P(X0 > an)
+ P
(
rn−1∑
i=d
κi > an/2
)
=: In,d + IIn,d.
Here, for any β ∈ (0, α ∧ 1), using again the independence of Π
(0)
i ◦ j and X0 for
each i ∈ N and j ∈ N, by Markov’s and conditional Jensen’s inequalities, the inequality
|x+ y|γ 6 |x|γ+ |y|γ, x, y ∈ R, γ ∈ (0, 1], and the equality E(Π
(0)
i ◦ j) = m
i
ξj, i ∈ N, j ∈ Z+,
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we have
In,d =
P
(∑rn−1
i=d (Π
(0)
i ◦X0)1{X0>an} > an/2
)
P(X0 > an)
=
P
((∑rn−1
i=d (Π
(0)
i ◦X0)1{X0>an}
)β
> (an/2)
β
)
P(X0 > an)
6
P
(∑rn−1
i=d (Π
(0)
i ◦X0)
β
1{X0>an} > (an/2)
β
)
P(X0 > an)
6
∑rn−1
i=d E
(
(Π
(0)
i ◦X0)
β
1{X0>an}
)
(an/2)β P(X0 > an)
=
∑rn−1
i=d E
(
E
(
(Π
(0)
i ◦X0)
β
1{X0>an}
∣∣X0))
(an/2)β P(X0 > an)
6
∑rn−1
i=d E
((
E
(
(Π
(0)
i ◦X0)1{X0>an}
∣∣X0))β)
(an/2)β P(X0 > an)
=
∑rn−1
i=d E
(
(miξX0)
β
1{X0>an}
)
(an/2)β P(X0 > an)
6
∑∞
i=d E
(
(miξX0)
β
1{X0>an}
)
(an/2)β P(X0 > an)
=
1
(an/2)β P(X0 > an)
mdβξ
1−mβξ
E(Xβ0 1{X0>an}) = 2
β
mdβξ
1−mβξ
E(Xβ0 1{X0>an})
aβn P(X0 > an)
.
By Karamata’s theorem (see Theorem B.7), we have
0 6 lim sup
n→∞
In,d 6 2
β
mdβξ
1−mβξ
α
α− β
, d ∈ N,
yielding that lim supd→∞ lim supn→∞ In,d = 0 by the squeeze theorem.
Further, for any β ∈ (0, α ∧ 1), by Markov’s inequality and the inequality |x + y|γ 6
|x|γ + |y|γ, x, y ∈ R, γ ∈ (0, 1], we have
IIn,d 6
1
(an/2)β
E
((
rn−1∑
i=d
κi
)β)
6
1
(an/2)β
E
(
rn−1∑
i=d
κβi
)
6
1
(an/2)β
rn−1∑
i=d
E(κβi,∞),
with κi,∞ := εi+ θ
(i−1)
i ◦ εi−1+ · · ·+ θ
(1)
i ◦ · · · ◦ θ
(1)
2 ◦ ε1+ · · · , i ∈ N, where, by Lemma D.1, the
series is convergent almost surely, and we have P(κi 6 κi,∞) = 1, i ∈ N. Using that (κi,∞)i∈N
is strongly stationary and κi,∞
D
= Xi, i ∈ N (see Lemma D.1), we have
IIn,d 6
(rn − d)E(X
β
0 )
(an/2)β
6 2β E(Xβ0 )
rn
aβn
= 2β E(Xβ0 )
⌊nγ1⌋
(n1/αL(n))β
6 2β E(Xβ0 )
nγ1−β/α
(L(n))β
→ 0
as n → ∞, provided that γ1 is chosen such that γ1 ∈ (0,
β
α
), since E(Xβ0 ) < ∞ and
L is slowly varying. Such a choice of γ1 is possible as it was explained earlier. Hence for
each d ∈ N, we have limn→∞ IIn,d = 0, yielding that lim supd→∞ lim supn→∞ IIn,d = 0.
Consequently,
0 6 lim sup
d→∞
lim sup
n→∞
P
(
rn∑
i=d+1
Xi > an |X1 > an
)
6 lim sup
d→∞
lim sup
n→∞
In,d + lim sup
d→∞
lim sup
n→∞
IIn,d = 0,
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as desired.
Next, we check that condition (v) of Theorem 2.2 holds and we determine the constants c+
and c− explicitly as well. First, note that for each d ∈ N we have b−(d) = limn→∞ nP(Sd 6
−an) = 0, since Sd is non-negative and an ∈ R++, n ∈ N, yielding that c− = 0. We show
that
c+ =
1−mαξ
(1−mξ)α
.
For each d ∈ Z+, by part (ii) of Proposition E.3 in Barczy et al. [5], we obtain
b+(d+ 1) = lim
n→∞
nP(X0 + · · ·+Xd > an) = lim
n→∞
nP(X0 > an)
P(X0 + · · ·+Xd > an)
P(X0 > an)
=
1−mαξ
(1−mξ)α
(
(1−md+1ξ )
α
1−mαξ
+
d∑
j=1
(1−md−j+1ξ )
α
)
.
Hence for each d ∈ N,
b+(d+ 1)− b+(d) =
1−mαξ
(1−mξ)α
(
(1−md+1ξ )
α − (1−mdξ)
α
1−mαξ
+ (1−mdξ)
α
)
,(4.8)
which tends to (1 − mαξ )/(1 − mξ)
α as d → ∞, as desired. Note also that, in accordance
with Lemma 3.1 in Mikosch and Wintenberger [22], we have
b+(d+ 1)− b+(d) = E
((
d∑
ℓ=0
Θℓ
)α
+
−
(
d∑
ℓ=1
Θℓ
)α
+
)
, d ∈ Z+,
where (Θℓ)ℓ∈Z+ is the (forward) spectral tail process of (Xℓ)ℓ∈Z+ given by Θℓ = m
ℓ
ξ, ℓ ∈ Z+
(see, e.g., Theorem E.2), and x+ := x ∨ 0, x ∈ R. Indeed, for each d ∈ Z+,
E
((
d∑
ℓ=0
Θℓ
)α
+
−
(
d∑
ℓ=1
Θℓ
)α
+
)
= E
((
d∑
ℓ=0
mℓξ
)α
+
−
(
d∑
ℓ=1
mℓξ
)α
+
)
=
(
1−md+1ξ
1−mξ
)α
−
(
mξ
1−mdξ
1 −mξ
)α
,
yielding (4.8).
Condition (v) of Theorem 2.2 holds trivially, since E(X1−E(X1)) = 0 in case of α ∈ (1, 2).
All in all, by Theorem 2.2, in case of α ∈ (0, 1), we have(
1
an
⌊nt⌋∑
k=1
Xk
)
t∈R+
Df−→ (St)t∈R+ as n→∞,(4.9)
and, in case of α ∈ (1, 2), we have(
1
an
⌊nt⌋∑
k=1
(Xk − E(Xk))
)
t∈R+
Df−→ (St)t∈R+ as n→∞,(4.10)
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where (St)t∈R+ is an α-stable process such that the characteristic function of S1 has the
form
E(eiϑS1) = exp
{
−Cα|ϑ|
α
(
(c+ + c−)− i(c+ − c−) tan
(πα
2
)
sign(ϑ)
)}
= exp
{
−Cα
1−mαξ
(1−mξ)α
|ϑ|α
(
1− i tan
(πα
2
)
sign(ϑ)
)}
for θ ∈ R, where Cα, α ∈ (0, 2), is given in (2.1).
Further, for each α ∈ (0, 1) and t ∈ R++, by Karamata’s theorem (see, e.g., Lemma B.7),
(4.11)
⌊nt⌋
an
E(X01{X06an}) =
⌊nt⌋
n
E(X01{X06an})
an P(X0 > an)
nP(X0 > an)→
α
1− α
t as n→∞.
Consequently, the decomposition
1
an
⌊nt⌋∑
k=1
(Xk − E(Xk1{Xk6an})) =
1
an
⌊nt⌋∑
k=1
Xk −
⌊nt⌋
an
E(X01{X06an}), n ∈ N, t ∈ R+,
(4.9) and Slutsky’s lemma yield that(
1
an
⌊nt⌋∑
k=1
(Xk − E(Xk1{Xk6an}))
)
t∈R+
Df−→
(
St −
α
1− α
t
)
t∈R+
as n→∞.
For each α ∈ (1, 2) and t ∈ R++, by Karamata’s theorem (see, e.g., Lemma B.7),
⌊nt⌋
an
E(X01{X0>an})→
α
α− 1
t as n→∞.
Consequently, the decomposition
1
an
⌊nt⌋∑
k=1
(Xk−E(Xk1{Xk6an})) =
1
an
⌊nt⌋∑
k=1
(Xk−E(Xk))+
⌊nt⌋
an
E(X01{X0>an}), n ∈ N, t ∈ R+,
(4.10), and Slutsky’s lemma yield that(
1
an
⌊nt⌋∑
k=1
(Xk − E(Xk1{Xk6an}))
)
t∈R+
Df−→
(
St −
α
1− α
t
)
t∈R+
as n→∞.
Note also that (St)t∈R+ and
(
Z
(α)
t +
α
1−α
t
)
t∈R+
coincide in law for each α ∈ (0, 2), and the
second expression for E
(
exp
{
iϑ
(
Z
(α)
1 +
α
1−α
)})
, ϑ ∈ R, readily follows for each α ∈ (0, 2).
For the first expression for E
(
exp
{
iϑ
(
Z
(α)
1 +
α
1−α
)})
, ϑ ∈ R, see (14.18) and (14.19) in Sato
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[27]. Consequently, in case of α ∈ (0, 1),
E(eiϑZ
(α)
1 ) = exp
{
−iϑ
α
1 − α
+
1−mαξ
(1−mξ)α
∫ ∞
0
(eiϑu − 1)αu−1−α du
}
= exp
{
1−mαξ
(1−mξ)α
∫ ∞
0
(eiϑu − 1− iϑu1(0,1](u))αu
−1−α du
+ iϑ
1−mαξ
(1 −mξ)α
∫ 1
0
αu−α du− iϑ
α
1− α
}
, ϑ ∈ R,
yielding the expression for E
(
eiϑZ
(α)
1
)
, ϑ ∈ R, in case of α ∈ (0, 1). Similarly, in case of
α ∈ (1, 2), we have
E(eiϑZ
(α)
1 ) = exp
{
−iϑ
α
1 − α
+
1−mαξ
(1−mξ)α
∫ ∞
0
(eiϑu − 1− iϑu)αu−1−α du
}
= exp
{
1−mαξ
(1−mξ)α
∫ ∞
0
(eiϑu − 1− iϑu1(0,1](u))αu
−1−α du
− iϑ
1−mαξ
(1−mξ)α
∫ ∞
1
αu−α du− iϑ
α
1− α
}
, ϑ ∈ R,
yielding the expression for E
(
eiϑZ
(α)
1
)
, ϑ ∈ R, in case of α ∈ (1, 2), as well. ✷
Proof of Theorem 3.5. In case of α ∈ (0, 1), by (4.11), we have
lim
n→∞
⌊nt⌋N
anN
1
α
E(X01{X06an}) = t
α
1− α
N1−
1
α → 0 as N →∞,
hence, by Slutsky’s lemma, (3.2) will be a consequence of (3.3).
For each N ∈ N, by Theorem 3.1 and by the continuity theorem, we obtain(
1
anN
1
α
⌊nt⌋∑
k=1
N∑
j=1
X
(j)
k
)
t∈R+
Df−→
(
1
N
1
α
N∑
j=1
(
Z
(j,α)
t +
α
1− α
t
))
t∈R+
as n→∞
in case of α ∈ (0, 1), and(
1
anN
1
α
⌊nt⌋∑
k=1
N∑
j=1
(
X
(j)
k − E(X
(j)
k )
))
t∈R+
Df−→
(
1
N
1
α
N∑
j=1
(
Z
(j,α)
t +
α
1− α
t
))
t∈R+
as n→∞
in case of α ∈ (1, 2), where (Z
(j,α)
t )t∈R+ , j ∈ N, are independent copies of (Z
(α)
t )t∈R+ given
in Theorem 3.1. Consequently, in order to prove (3.3) and (3.4), we need to show that for each
α ∈ (0, 1) ∪ (1, 2), we have
(4.12)
(
1
N
1
α
N∑
j=1
(
Z
(j,α)
t +
α
1− α
t
))
t∈R+
Df−→
(
Z
(α)
t +
α
1− α
t
)
t∈R+
as N →∞.
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Since the process (Z
(α)
t +
α
1−α
t)t∈R+ has independent and stationary increments (being a Le´vy
process) and (Z
(j,α)
t )t∈R+ , j ∈ N, are independent, in order to check (4.12), it is enough to
show that for each t ∈ R+, we have
(4.13)
1
N
1
α
N∑
j=1
(
Z
(j,α)
t +
α
1− α
t
)
D
−→ Z
(α)
t +
α
1− α
t as N →∞.
In fact, for each N ∈ N and t ∈ R+, we have
1
N
1
α
N∑
j=1
(
Z
(j,α)
t +
α
1− α
t
)
D
= Z
(α)
t +
α
1− α
t,
since, by Remark 3.4, in case of α ∈ (0, 1)∪ (1, 2), the distribution of Z
(α)
t +
α
1−α
t is strictly
α-stable, hence we obtain (4.13), and hence (4.12), thus we completed the proofs of (3.2), (3.3)
and (3.4). ✷
Appendices
A The underlying space and vague convergence
For each d ∈ N, put Rd0 := R
d \ {0}, and denote by B(Rd0) the Borel σ-algebra of R
d
0
induced by the metric ̺ : Rd0 × R
d
0 → R+, given by
̺(x,y) := min{‖x− y‖, 1}+
∣∣∣∣ 1‖x‖ − 1‖y‖
∣∣∣∣, x,y ∈ Rd0.(A.1)
The proof of the following lemma can be found in Barczy et al. [5, Lemma B.1].
A.1 Lemma. The set Rd0 furnished with the metric ̺ given in (A.1) is a complete separable
metric space, and B ⊂ Rd0 is bounded with respect to the metric ̺ if and only if B is
separated from the origin 0 ∈ Rd, i.e., there exists ε ∈ R++ such that B ⊂ {x ∈ R
d
0 : ‖x‖ >
ε}. Moreover, the topology and the Borel σ-algebra B(Rd0) on R
d
0 induced by the metric
̺ coincides with the topology and the Borel σ-algebra on Rd0 induced by the usual metric
d(x,y) := ‖x− y‖, x,y ∈ Rd0, respectively.
Since Rd0 is locally compact, second countable and Hausdorff, one could choose a metric
such that the relatively compact sets are precisely the bounded ones, see Kallenberg [17, page
18]. The metric ̺ does not have this property, but we do not need it.
A measure ν on (Rd0,B(R
d
0)) is said to be locally finite if ν(B) <∞ for every bounded
Borel set B with respect to the metric ̺ given in (A.1), and write M(Rd0) for the class of
locally finite measures on (Rd0,B(R
d
0)).
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The vague topology on M(Rd0) is constructed as in Chapter 4 in Kallenberg [17]. The
associated notion of vague convergence of a sequence (νn)n∈N in M(R
d
0) towards ν ∈M(R
d
0),
denoted by νn
v
−→ ν as n → ∞, is defined by the condition νn(f) → ν(f) as n → ∞
for every bounded, continuous function f : Rd0 → R+ with bounded support, where κ(f) :=∫
Rd0
f(x) κ(dx) for each κ ∈ M(Rd0).
B Regularly varying distributions
First, we recall the notions of slowly varying and regularly varying functions, respectively.
B.1 Definition. A measurable function U : R++ → R++ is called regularly varying at infinity
with index ρ ∈ R if for all c ∈ R++,
lim
x→∞
U(cx)
U(x)
= cρ.
In case of ρ = 0, we call U slowly varying at infinity.
B.2 Definition. A random variable Y is called regularly varying with index α ∈ R++ if
P(|Y | > x) ∈ R++ for all x ∈ R++, the function R++ ∋ x 7→ P(|Y | > x) ∈ R++ is regularly
varying at infinity with index −α, and a tail-balance condition holds:
(B.1) lim
x→∞
P(Y > x)
P(|Y | > x)
= p, lim
x→∞
P(Y 6 −x)
P(|Y | > x)
= q,
where p+ q = 1.
B.3 Remark. In the tail-balance condition (B.1), the second convergence can be replaced by
(B.2) lim
x→∞
P(Y < −x)
P(|Y | > x)
= q,
see, e.g., Barczy et al. [5, Remark C.3]. ✷
B.4 Lemma. (i) A non-negative random variable Y is regularly varying with index α ∈
R++ if and only if P(Y > x) ∈ R++ for all x ∈ R++, and the function R++ ∋ x 7→
P(Y > x) ∈ R++ is regularly varying at infinity with index −α.
(ii) If Y is a regularly varying random variable with index α ∈ R++, then for each β ∈ R++,
|Y |β is regularly varying with index α/β.
The proof of the following lemma can be found, e.g., in Barczy et al. [5, Lemma C.5].
B.5 Lemma. If Y is a regularly varying random variable with index α ∈ R++, then there
exists a sequence (an)n∈N in R++ such that nP(|Y | > an)→ 1 as n→∞. If (an)n∈N is
such a sequence, then an →∞ as n→∞.
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B.6 Lemma. If Y is a regularly varying random variable with index α ∈ R++ and (an)n∈N
is a sequence in R++ such that nP(|Y | > an) → 1 as n→ ∞, then for each c ∈ R, the
random variable Y − c is regularly varying with index α, and nP(|Y − c| > an) → 1 as
n→∞.
Proof. Let c ∈ R. Then Y − c is regularly varying with index α, see, e.g., part (i) in
Lemma C.3.1 in Buraczewski et al. [12]. By Lemma B.5, an → ∞ as n → ∞, hence for
sufficiently large n ∈ N, we have
nP(|Y − c| > an) = nP(|Y | > an)
P(Y − c > an) + P(Y − c < −an)
P(|Y | > an)
= nP(|Y | > an)
(
P(Y > c+ an)
P(|Y | > c+ an)
P(|Y | > an(1 + c/an))
P(|Y | > an)
+
P(Y < c− an)
P(|Y | > an − c)
P(|Y | > an(1− c/an))
P(|Y | > an)
)
.
By the uniform convergence theorem for regularly varying functions (see, e.g., Bingham et al.
[11, Theorem 1.5.2]) together with the fact that 1 + c/an ∈ [1/2, 2] and 1 − c/an ∈ [1/2, 2]
for sufficiently large n ∈ N, we obtain
lim
n→∞
P(|Y | > an(1 + c/an))
P(|Y | > an)
= 1, lim
n→∞
P(|Y | > an(1− c/an))
P(|Y | > an)
= 1.
Hence, by the tail-balance condition (B.1) and Remark B.3, we conclude
lim
n→∞
nP(|Y − c| > an) = lim
n→∞
P(Y > c+ an)
P(|Y | > c+ an)
+ lim
n→∞
P(Y < c− an)
P(|Y | > an − c)
= 1,
as desired. ✷
B.7 Lemma. (Karamata’s theorem for truncated moments) Consider a non-negative
regularly varying random variable Y with index α ∈ R++. Then
lim
x→∞
xβ P(Y > x)
E(Y β1{Y 6x})
=
β − α
α
for β ∈ [α,∞),
lim
x→∞
xβ P(Y > x)
E(Y β1{Y >x})
=
α− β
α
for β ∈ (−∞, α).
For Lemma B.7, see, e.g., Bingham et al. [11, pages 26-27] or Buraczewski et al. [12, Ap-
pendix B.4].
Next, based on Buraczewski et al. [12, Appendix C], we recall the definition and some
properties of regularly varying random vectors.
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B.8 Definition. A d-dimensional random vector Y and its distribution are called regularly
varying with index α ∈ R++ if there exists a probability measure ψ on S
d−1 := {x ∈ Rd :
‖x‖ = 1} such that for all c ∈ R++,
P
(
‖Y ‖ > cx, Y
‖Y ‖
∈ ·
)
P(‖Y ‖ > x)
w
−→ c−αψ(·) as x→∞,
where
w
−→ denotes the weak convergence of finite measures on Sd−1. The probability measure
ψ is called the spectral measure of Y .
The following equivalent characterization of multivariate regular variation can be derived,
e.g., from Resnick [24, page 69], see Barczy et al. [5, Proposition C.8].
B.9 Proposition. A d-dimensional random vector Y is regularly varying with some index
α ∈ R++ if and only if there exists a non-null locally finite measure µ on R
d
0 satisfying the
limit relation
(B.3) µx(·) :=
P(x−1Y ∈ ·)
P(‖Y ‖ > x)
v
−→ µ(·) as x→∞,
where
v
−→ denotes vague convergence of locally finite measures on Rd0 (see Appendix A for
the notion
v
−→). Further, µ satisfies the property µ(cB) = c−αµ(B) for any c ∈ R++ and
B ∈ B(Rd0) (see, e.g., Theorem 1.14 and 1.15 and Remark 1.16 in Lindskog [20]).
The measure µ in Proposition B.9 is called the limit measure of Y .
The next statement follows, e.g., from part (i) in Lemma C.3.1 in Buraczewski et al. [12].
B.10 Lemma. If Y is a regularly varying d-dimensional random vector with index α ∈ R++,
then for each c ∈ Rd, the random vector Y − c is regularly varying with index α.
Recall that if Y is a regularly varying d-dimensional random vector with index α ∈ R++
and with limit measure µ given in (B.3), and f : Rd → R is a continuous function with
f−1({0}) = {0} and it is positively homogeneous of degree β ∈ R++ (i.e., f(cv) = c
βf(v)
for every c ∈ R++ and v ∈ R
d), then f(Y ) is regularly varying with index α
β
and with
limit measure µ(f−1(·)), see, e.g., Buraczewski et al. [12, page 282]. Next we describe the tail
behaviour of f(Y ) for appropriate positively homogeneous functions f : Rd → R, see Barczy
et al. [5, Proposition C.10].
B.11 Proposition. Let Y be a regularly varying d-dimensional random vector with index
α ∈ R++ and let f : R
d → R be a measurable function which is positively homogeneous of
degree β ∈ R++, continuous at 0 and µ(Df) = 0, where µ is the limit measure of Y given
in (B.3) and Df denotes the set of discontinuities of f . Then µ(∂Rd0(f
−1((1,∞)))) = 0,
where ∂Rd0(f
−1((1,∞))) denotes the boundary of f−1((1,∞)) in Rd0. Consequently,
lim
x→∞
P(f(Y ) > x)
P(‖Y ‖β > x)
= µ(f−1((1,∞))),
and f(Y ) is regularly varying with tail index α
β
.
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C Strongly stationary sequences
C.1 Remark. If (Yk)k∈N is a strongly stationary sequence and (Yk)k∈Z is its strongly
stationary extension, then for each h ∈ N, we have αh = α˜h, where
α˜h := sup
k∈N
sup
A∈FY1,k , B∈F
Y
k+h,∞
|P(A ∩B)− P(A)P(B)|
with FYi,j := σ(Yi, . . . , Yj) for i, j ∈ Z with i 6 j. Indeed, for each k, h ∈ N, by the strong
stationarity, we have
sup
A∈FY1,k , B∈F
Y
k+h,∞
|P(A ∩ B)− P(A)P(B)| = sup
A∈FY1−k,0, B∈F
Y
h,∞
|P(A ∩ B)− P(A)P(B)| 6 αh,
hence α˜h 6 αh. Moreover, for each h ∈ N, we have
αh = sup
ℓ∈Z+
sup
A∈FY
−ℓ,0, B∈F
Y
h,∞
|P(A ∩ B)− P(A)P(B)|,
where, for each ℓ ∈ Z+ and h ∈ N, again by the strong stationarity, we have
sup
A∈FY
−ℓ,0, B∈F
Y
h,∞
|P(A ∩ B)− P(A)P(B)| = sup
A∈FY1,ℓ+1, B∈F
Y
h+ℓ+1,∞
|P(A ∩ B)− P(A)P(B)| 6 α˜h,
hence αh 6 α˜h, and we conclude αh = α˜h, as claimed. ✷
C.2 Lemma. Let (Yk)k∈Z+ be a stochastic process, and let c ∈ R.
(i) If (Yk)k∈Z+ is strongly stationary, then (Yk − c)k∈Z+ is strongly stationary.
(ii) If (Yk)k∈Z+ is jointly regularly varying with index α ∈ R++, then (Yk − c)k∈Z+ is
jointly regularly varying with index α.
(iii) If (Yk)k∈Z+ is strongly stationary and strongly mixing with geometric rate function, then
(Yk − c)k∈Z+ is strongly stationary and strongly mixing with the same geometric rate
function.
Proof. (i). For each k ∈ N, let gk(x1, . . . , xk) := (x1−c, . . . , xk−c)
⊤ for (x1, . . . , xk)
⊤ ∈ Rk.
For each k,m ∈ N, using the strong stationarity of (Yk)k∈Z+, we have
(Ym+1 − c, . . . , Ym+k − c)
⊤ = gk(Ym+1, . . . , Ym+k)
D
= gk(Y1, . . . , Yk) = (Y1 − c, . . . , Yk − c)
⊤,
hence (Yk − c)k∈Z+ is strongly stationary.
(ii). This is a consequence of Lemma B.10.
(iii). For each k ∈ N, we have σ(Y1 − c, . . . , Yk − c) = σ(gk(Y1, . . . , Yk)) ⊂ σ(Y1, . . . , Yk),
and, in a similar way, σ(Y1, . . . , Yk) ⊂ σ(Y1− c, . . . , Yk− c), and hence σ(Y1− c, . . . , Yk− c) =
σ(Y1, . . . , Yk). By the same reason, σ(Yj − c : j > k) = σ(Yj : j > k) for each k ∈ N. Using
Remark C.1, the strong mixing property of (Yk−c)k∈Z+ readily follows from the strong mixing
property of (Yk)k∈Z+ , and the rate functions of (Yk)k∈Z+ and (Yk − c)k∈Z+ coincide. ✷
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D A representation of (Xk)k∈Z
Let (Xk)k∈Z be a strongly stationary extension of (Xj)j∈Z+ given in Section 3. The following
representation of (Xk)k∈Z can be found in Barczy et al. [2, Lemma D.2].
D.1 Lemma. We have
(D.1) (Xk)k∈Z
D
=
(
εk +
∞∑
i=1
θ
(k−i)
k ◦ · · · ◦ θ
(k−i)
k−i+1 ◦ εk−i
)
k∈Z
,
where {εk : k ∈ Z} are independent random variables with the same distribution as ε, and
θ
(ℓ)
k , k, ℓ ∈ Z, are given by
θ
(ℓ)
k ◦ i :=
{∑i
j=1 ξ
(ℓ)
k,j, for i ∈ N,
0, for i = 0,
where ξ
(ℓ)
k,j, j ∈ N, k, ℓ ∈ Z, have the same distribution as ξ, and {εk : k ∈ Z} and θ
(ℓ)
k ,
k, ℓ ∈ Z, are independent in the sense that the families {εk : k ∈ Z} and {ξ
(ℓ)
k,j : j ∈ N},
k, ℓ ∈ Z, occurring in θ
(ℓ)
k , k, ℓ ∈ Z, are independent families of independent random
variables, and the series in the representation (D.1) converge with probability one.
Next, we recall a useful representation of the random vectors (X0, X1, . . . , Xn), n ∈ N,
from the proof of Theorem D.3 in Barczy et al. [2, Lemma D.2].
D.2 Lemma. For each n ∈ N, we have
(X0, X1, . . . , Xn)
D
= (X0, κ1 + θ
(0)
1 ◦X0, . . . , κn + θ
(0)
n ◦ · · · ◦ θ
(0)
1 ◦X0),
where
κk := εk +
k−1∑
i=1
θ
(k−i)
k ◦ · · · ◦ θ
(k−i)
k−i+1 ◦ εk−i, k ∈ N.
Moreover, κk, θ
(0)
k ◦ · · · ◦ θ
(0)
1 ◦ j and X0 are independent for any k ∈ N and j ∈ Z+.
E Tail behaviour of (Xk)k∈Z+
Due to Basrak et al. [8, Theorem 2.1.1], we have the following tail behaviour of (Xk)k∈Z+ given
in Section 3.
E.1 Theorem. We have
lim
x→∞
π((x,∞))
P(ε > x)
=
∞∑
i=0
miαξ =
1
1−mαξ
,
where π denotes the unique stationary distribution of the Markov chain (Xk)k∈Z+, and
consequently, π is also regularly varying with index α.
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Note that in case of α = 1 and mε = ∞ Basrak et al. [8, Theorem 2.1.1] assume
additionally that ε is consistently varying (or in other words intermediate varying), but,
eventually, it follows from the fact that ε is regularly varying.
Let (Xk)k∈Z be a strongly stationary extension of (Xk)k∈Z+. Basrak et al. [8, Lemma 3.1]
described the so-called forward tail process of the strongly stationary process (Xk)k∈Z, and
hence, due to Basrak and Segers [9, Theorem 2.1], the strongly stationary process (Xk)k∈Z is
jointly regularly varying.
E.2 Theorem. The finite dimensional conditional distributions of (x−1Xk)k∈Z+ with respect
to the condition X0 > x converge weakly to the corresponding finite dimensional distributions
of (mkξY )k∈Z+ as x→ ∞, where Y is a random variable with Pareto distribution P(Y 6
y) = (1 − y−α)1[1,∞)(y), y ∈ R. Consequently, the strongly stationary process (Xk)k∈Z is
jointly regularly varying with index α, i.e., all its finite dimensional distributions are regularly
varying with index α. The processes (mkξY )k∈Z+ and (m
k
ξ )k∈Z+ are the so-called forward
tail process and forward spectral tail process of (Xk)k∈Z, respectively.
F Mixing property of (Xk)k∈Z+
First, we present an auxiliary lemma stating that (Xk)k∈Z+ given in Section 3 is strongly
mixing with geometric rate, see also Basrak et al. [8, Remark 3.1].
F.1 Lemma. The strongly stationary Markov chain (Xk)k∈Z+ is strongly mixing with geo-
metric rate, i.e., there exists a constant q ∈ (0, 1) such that αh = O(q
h) as h→∞.
Proof. We will apply part 1 of Theorem 2 in Jones [16] in order to prove that (Xk)k∈Z+ is
strongly mixing. For this, we need to check that (Xk)k∈Z+ is aperiodic, ψ-irreducible and
positive Harris recurrent, for the definitions, see Meyn and Tweedie [21, pages 114, 84, 199 and
231]. Since mξ ∈ [0, 1), P(ε = 0) < 1 and
∑∞
ℓ=1 log(ℓ)P(ε = ℓ) < ∞, there exists a unique
stationary distribution π of (Xk)k∈Z+ . Indeed, one can apply Quine [23, page 414], since
the 1 × 1-matrix mξ is irreducible and aperiodic (in the sense that there does not exist a
positive integer k ∈ N such that mk+1ξ = mξ). Since the state space I ⊂ Z+ of (Xk)k∈Z+ is
denumerable, the existence of a unique stationary distribution of (Xk)k∈Z+ yields that there
is exactly one positive (ergodic) communication class D in I which is the support of the
unique stationary distribution π, see, e.g., Chung [14, §7, Theorem 2]. Since the distribution
of X0 is π, then, by the definition of a communication class, I = D, hence (Xk)k∈Z+ is
irreducible and positive recurrent. Since I is denumerable, (Xk)k∈Z+ is ψ-irreducible in the
sense of Meyn and Tweedie [21, page 84] with ψ being the counting measure, and it is Harris
recurrent in the sense of Meyn and Tweedie [21, page 199]. Next we check that (Xk)k∈Z+ is
aperiodic. Let imin := inf{ℓ ∈ Z+ : P(ε = ℓ) > 0}. Then P(X1 = imin |X0 = j) > 0 for all
j ∈ I, since mξ < 1 yields P(ξ = 0) > 0. Since I consists of a single communication class,
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imin ∈ I. Since P(X1 = imin |X0 = imin) > 0, the state imin, and hence the Markov chain
(Xi)i∈Z+ is aperiodic.
We will apply part 2 of Theorem 2 in Jones [16] in order to prove that (Xk)k∈Z+ is strongly
mixing with geometric rate. For this, we need to check that
• (Xk)k∈Z+ is geometrically ergodic, i.e., there exists a function M : I → R+ and a
constant q ∈ (0, 1) such that
‖Pn(i, ·)− PX0(·)‖ 6 M(i)q
n, i ∈ I, n ∈ N,
where Pn(i, A) := P(Xn ∈ A |X0 = i), n ∈ N, i ∈ I, A ⊂ I, and ‖ · ‖ denotes the
total variation norm of probability measures (i.e., ‖Q1−Q2‖ := supA⊂I |Q1(A)−Q2(A)|
for two probability measures Q1 and Q2),
• E(M(X0)) <∞.
For geometric ergodicity, it is enough to check a so-called drift condition, namely, there exists
a function V : I → [1,∞), constants d ∈ R++, b ∈ R, and a subset C ⊂ I such that
E(V (X1) |X0 = i)− V (i) 6 −dV (i) + b1C(i), i ∈ I,(F.1)
where C is a so-called small set, see, e.g., Jones [16, page 301, equation (5)]. We check
that (F.1) holds with V : I → [1,∞), V (x) := 1 + xp, x ∈ I, with any p ∈ (0, α ∧ 1)
and C := {0, 1, . . . , K} ∩ I with some sufficiently large K ∈ N. First, we verify that
E(V (X1) |X0 = i) 6 (1 − d)V (i) holds for all i > K, i ∈ I, with some K ∈ N. Since
p ∈ (0, 1), we have (x+ y)p 6 xp + yp for all x, y ∈ R+ and the function R+ ∋ x 7→ x
p is
concave, hence by Jensen’s inequality,
E(Xp1 |X0 = i) = E
((
i∑
j=1
ξ1,j + ε1
)p)
6 E
((
i∑
j=1
ξ1,j
)p
+ εp1
)
6
(
E
(
i∑
j=1
ξ1,j
))p
+ E(εp1) = i
pmpξ + E(ε
p), i ∈ I.
Hence E(V (X1) |X0 = i) 6 1 + m
p
ξi
p + E(εp), i ∈ I. Consider an arbitrary constant
d ∈ (0, 1−mpξ). Then 1 +m
p
ξi
p + E(εp) 6 (1− d)V (i) = (1− d)(1 + ip) holds if and only if
E(εp) + d 6 (1− d−mpξ)i
p ⇐⇒
E(εp) + d
1− d−mpξ
6 ip,
which holds for sufficiently large i ∈ I, e.g., one can choose K to be
⌊(
E(εp)+d
1−d−mpξ
)1/p⌋
+ 1.
Finally, the constant b can be chosen as supi∈C |Ei(V (X1)) + (1 − d)V (i)|, which is finite
due to the facts that E(V (X1) |X0 = i) <∞, i ∈ I, and V (i) <∞, i ∈ I. Due to Remark
1 in Jones [16], E(M(X0)) < ∞ holds, as well. So we conclude that (Xk)k∈Z+ is strongly
mixing with geometric rate. ✷
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