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This thesis discusses the use of lens arrays for both capture and display of 3D visual
scenes while utilizing the ray optics formalism for modeling the propagation of light.
In 3D capture, the use of lens arrays brings the concepts of focused and defocused
plenoptic cameras, and in 3D display, the same optical technology brings the integral
imaging (InI) and super multiview (SMV) visualization techniques.
Plenoptic cameras combine a lens array with a single sensor in order to capture the
light ﬁeld (LF) emanated by a scene compactly and in a single shot. In the thesis,
comparative analysis of focused and defocused plenoptic cameras is carried out in
terms of LF sampling and spatio-angular resolution trade-oﬀs. An algorithm for
simulating ground-truth plenoptic image data for the case of defocused plenoptic
camera is developed and implemented. It models the process of plenoptic capture
and makes use of the notion of densely sampled light ﬁeld (DSLF) for the sake of
eﬃcient and reliable data processing.
3D displays aim at visualising 3D scenes as accurate as possible, thus providing
natural viewing experience. They are characterised and compared by their ability
to correctly reproduce 3D visual cues, such as vergence, binocular disparity, accom-
modation and motion parallax. Design-wise, lens array based 3D display techniques
provide simple yet eﬀective way to correctly deliver all these cues, which makes
them attractive in several 3D display applications. The thesis studies SMV and InI
techniques in terms of depth perception and resolution trade-oﬀs. Based on the the-
oretical analysis, a prototype SMV head-up display (HUD) system is developed. It
demonstrates a compact and aﬀordable solution for the virtual image presentation
HUD problem. The experiments and analyses carried out on the prototype verify
the SMV display capabilities for the targeted HUD application.
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21. INTRODUCTION
From the ancient Greek till today, the philosophical discussion about reality has
been always active in one or another form. People have been trying to understand
the surrounding world and simulate (visually) the nature. Due to the technological
developments over the last centuries, we are much closer than ever to the ability to
recreate the reality by visual means. An important milestone in this respect, is the
conventional photography, invented in the mid-1820s. While it brought memories
into visual artefacts, it was still far from realistic, as it represented the scenes only
in 2D. Interestingly enough, the inventions of the ﬁrst 3D displays came around the
same time. Studies on binocular vision, i.e. the visual perception by two eyes, can
be traced back to works by Euclid and Leonardo Da Vinci [64], however, it was Sir
Charles Wheatstone who coined the term stereopsis and designed the ﬁrst stereo-
scope in 1838 [66]. Later on, in 1856, Sir David Brewster introduced the lens based
two-view display, which he deﬁned as lenticular stereoscope [9]. Gabriel Lippmann
carried the stereo vision one step further by suggesting integral photography in 1908
[42]. Instead of only left and right views, he proposed to captured the scene by
many small cameras from various points of views. Since then, 3D photography and
3D displays have been active research areas.
Answering the question about how humans perceive and understand the surrounding
world goes through answering the question how the human visual system perceives
light. Light is the medium carrying information about the world around us and as
such it is of key importance in deﬁning the elements of vision. Adelson and Bergen
[1] discussed the elements of early vision and structured the visual information by
deﬁning single function, which they called plenoptic function. The plenoptic function
describes the intensity of all rays propagating through all points in all directions.
Thus, it deﬁnes a ray using 7 variables: location in 3D space, direction in 2D (spatial)
angles, time and wavelength. Under certain assumptions, discussed in Chapter 2,
the 7D plenoptic function can be reduced to 4D light ﬁeld (LF) representation
[21, 39]. It should be noted that this description models light as a collection of rays
adopting the ray optics formalism. For more accurate representation of the nature
of light, physical (wave) optics or electromagnetism should be applied. However, ray
(geometrical) optics solutions provide suﬃcient accuracy for most of today's capture
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and visualization techniques. In this thesis, we also utilize ray optics principles to
model the behavior of light.
The plenoptic function is continuous due to the continuous nature of the light.
However, it is impractical to describe the scene from every possible point [1]. Instead,
by utilizing various capture systems, the plenoptic function is sampled and then
the LF analysis is carried out based on these samples. Such capture systems are
classiﬁed in [38] as integral photography [42], moving single camera [39], camera
arrays [67], plenoptic cameras [2, 51, 44], light ﬁeld microscopy [40], etc. In order
to comprehend the LF data captured by each system, sampling process should be
investigated elaborately. Therefore, as a preliminary study, fundamentals of the
plenoptic sampling based on the geometrical analysis are discussed in Chap. 2 of the
thesis.
It is essential to enlighten the discretization concept of the most simple LF capture
setup to understand how LF data is relevant to the 3D information and how to
process it further. However, the sampling procedure of each capture technique men-
tioned above should be analyzed individually as well, since each of them samples the
plenoptic data in a diﬀerent way. In this thesis, the objects of interest amongst the
capture techniques are limited to the plenoptic cameras. Such devices are beneﬁcial,
since a plenoptic camera is capable of capturing the LF information in single shot,
after which various post-processing algorithms can be applied, such as novel view
synthesis, refocusing, noise reduction, depth estimation, etc. In the presented work,
we are particularly interested in simulating the defocused plenoptic camera, in order
to obtain ground-truth LF data for further processing. As a result, two diﬀerent
types of the plenoptic cameras are reviewed brieﬂy under the discussions of the cap-
ture methods in Chap. 3, and a simulation algorithm implemented for the defocused
plenoptic camera design is introduced along with the experimental results.
Plenoptic reconstruction and 3D scene display is as popular problem as the LF cap-
ture techniques. The conventional (2D) displays provide the texture information of
a scene to the viewer; however, they are incapable of bringing the depth information
into visualization, which is essential for more realistic experience. To address this
issue, various approaches have been suggested for decades. In-depth review of such
techniques are available in the literature [26, 17, 25]. In [25], the parallax charac-
teristics of the displays are chosen to be the main component of the classiﬁcation.
The taxonomy of such techniques in their paper consists of the two-view, horizontal
parallax and full parallax displays. Two-views include the eyeglasses based dis-
plays, stereoscopes and autostereoscopy. Horizontal parallax imaging systems are
also named as the autostereoscopic displays, which can be multiview (MV) [16], or
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super multiview (SMV) [33, 61]. Full parallax devices are given in three categories,
namely integral imaging (InI) [69, 55], holographic displays [37], and volumetric
displays [6]. In [17], on the other hand, two categories are considered as the main
division: eyeglass-based binocular stereo displays and autostereoscopic 3D imaging
techniques that do not require any special gear. Autostereoscopic displays are then
divided into the multiview, volumetric and digital holographic displays. InI displays
are reviewed under the refraction based multiview displays. Among all the display
techniques mentioned above, we examine the refraction based multiview displays.
We particularly discuss SMV and InI systems that utilize lens arrays to achieve 3D
display capability. Since both methods are capable of providing the necessary depth
cues in ray optics formalism [23, 47], they provide attractive solutions in various
3D display applications, e.g. virtual or augmented reality. Moreover, as it will be
discussed later in Chap. 4, there exists a correspondence between the sampling struc-
ture of the plenoptic cameras and optical reconstruction of the reviewed displays,
which constructs a link between Chap. 3 and Chap. 4.
As a summary, the construction of this thesis is as follows: In Chap. 2, the details of
the plenoptic sampling and the discussions related to the minimum sampling rate are
presented. Chap. 3 is devoted to the capture systems, where the plenoptic cameras
are reviewed and the defocused plenoptic camera simulation algorithm is evaluated.
After that, Chap. 4 presents the analysis of the SMV and the InI displays, as well
as the examination of the developed prototype SMV display. Finally, the conclusion
and the future work are presented in Chap. 5.
52. PLENOPTIC SAMPLING
The 7D plenoptic function L(x; y; z; ; ; ; t) models the intensity distribution of
light in 3D space using collection of light rays, where at a given time t, each ray
of wavelength  is parametrized by a starting point (x; y; z) and direction (; )
of propagation [1]. Under the assumptions of a static scene and ﬁxed wavelength,
plenoptic function can be reduced to 5D LF function. Restricting the set of rays to
the ones that are propagating to e.g. +z direction, it can be further reduced to the
4D LF, which is described by either the two-plane parametrization or space-angle
representation [39]. Throughout the thesis, the two-plane parametrization is used.
The two plane LF parametrization, also deﬁned as light slab by [39], is illustrated
in Fig. 2.1. By deﬁning the intersection points of the light ray with both planes,
both spatial and angular information of the LF are coded.
Figure 2.1 Two plane parametrization of the light ﬁeld.
The continuous nature of the light brings continuous LF function as parametrized
above into consideration. However, the explicit geometric information of a given
scene can be reconstructed from discretely sampled LF data in practice. In order to
further analyze the required sampling rate for accurate reconstruction, it is beneﬁcial
to introduce the discrete LF capture process ﬁrst.
The most simple LF capture setup, in which an array of pinhole cameras is used, is
illustrated in Fig. 2.2, where f is the focal length of the pinhole cameras, t is the
camera plane, y is the sensor plane, and z is the distance to a plane in the scene.
For the sake of simplicity, the 2D slice (y; t) of the 4D light slab (x; y; s; t) will be
used throughout the thesis. Generalization to 4D is straightforward. It is also worth
to note at this point that although the two-plane parametrization is employed in
this thesis, the terms angular and spatial resolution are utilized as well to describe
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Figure 2.2 Typical light ﬁeld capture setup with an array of cameras.
the capture or display processes. Therefore, before proceeding any further, the link
between the space-angle and the two-plane parametrization should be constructed.
Consider the object point in Fig. 2.2, from which the rays of diﬀerent directions
are captured by each camera. Since the rays are propagating from the same spatial
location on the scene with varying angles to the cameras, the sampling rate of the
camera array on t   axis deﬁnes the angular sampling rate of the captured scene.
Furthermore, the sampling rate on y   axis for each camera corresponds to the
texture information of the scene, which can be expressed as the spatial sampling of
the scene (e.g. rays of diﬀerent colors in the central camera capture discrete locations
on the scene). Please note that each camera image (i.e. spatial information from
a ﬁxed angle) is referred as to perspective view, or parallax image, interchangeably
throughout the thesis.
Figure 2.3 Two-plane parametrization of the continuous LF of a constant depth plane.
In Fig. 2.2, the centers of projections of cameras are placed on t   axis and the
sensor planes are represented by y   axis. Let us deﬁne the sensor coordinates on
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y   axis with respect to the camera coordinates on t   axis, i.e. each pixel inside
the sensor of the camera at ti has the y   coordinate relative to ti. Assume that
we have continuous set of cameras, i.e. continuous LF is captured. If we stack
the corresponding pixels of each camera that captures the same object point at the
constant depth plane, we will obtain a line, as illustrated in Fig. 2.3. Please note
that we assume a Lambertian scene for simplicity, in which case the resulting line
is monochromatic. Each such line is called as epipolar line, where collection of all
such lines for diﬀerent scene points at diﬀerent locations form the so-called epipolar
image (EPI) [7]. The equation of the line can be deﬁned noting the similar triangles
in Fig. 2.2, such that
y   y1 = (t  t1)f
z
: (2.1)
If we deﬁne D = y2   y1 as disparity and B = t2   t1 as the baseline between
adjacent cameras, then we can conclude that D = Bf=z. We can see that the
disparity D is inversely proportional with the object distance. Thus, in a sense,
the depth information is coded in correspondences between diﬀerent camera images
through disparity values.
The spectral support of the continuous LF of a scene at constant depth is given as in
Fig. 2.4(a) [12]. The equation of the constant-depth line in the ﬁgure, f=z
y +
t =
0, indicates that the slope of the line is dependent on the depth of the plane. In
other words, diﬀerent planes at diﬀerent depths correspond diﬀerent lines. The
Fourier domain representation of a scene with multiple depth planes, therefore, is
shown in Fig. 2.4(b). Then, it can be concluded that for a given scene with ﬁnite
depth boundaries, the continuous LF is bandlimited in the spectral domain. The
boundaries of the spectral support are the lines that correspond to the maximum
and minimum depths. However, please note that this condition is valid for occlusion-
free scenes. In the case of occlusion, the same object point can not be seen from
all views, which creates discontinuity in the epipolar line. The eﬀect of occlusion
in LF sampling is addressed in several studies [41, 71]. Here in this discussion,
it is assumed that there is no occlusion in the scene. Fig. 2.4(c) illustrates LF
discretization in the Fourier domain for a discrete set of cameras and sensor pixels,
where the spatial and angular sampling rates are dependent on the sensor pixel pitch
Xy and the baseline B, respectively. The rectangular box shows the band of the
ﬁlter that enable reconstruction of the continuous LF via conventional bandlimited
reconstruction, where Xy and B correspond to sampling at Nyquist rate.
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(a) (b)
(c)
Figure 2.4 Fourier domain analysis of the LF with constant depth (a), multiple depth
planes (b), and discrete LF with multiple depth planes (c).
2.1 Recentered Camera Array
The capture process illustrated in Fig. 2.2 consists of the cameras of which the cen-
ter of projections and the center of the sensors are aligned. It should be noted that
in this case, the ﬁeld of views (FOVs) of cameras intersect in a limited area, which
wastes notable amount of pixels especially for the closer scenes (e.g. macropho-
tography). Several techniques might be applied to increase the FOV intersection,
amongst which is recentering the camera sensors onto a plane within the scene
boundaries. Fig. 2.5 illustrates the LF capture using cameras with the recentered
sensors. Let us consider the camera placed at tn in the ﬁgure. If the sensor is shifted
by YN = tnf=z0, the center of the captured image then corresponds to the center
of the recentered plane v. It is illustrated that the same index pixel of each camera
captures exact same locations on v plane, which means there is no disparity between
the cameras on that plane. The disparity is positive for the planes closer and nega-
tive for the planes further to the cameras compared to v. Please note that with the
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recentering camera array conﬁguration, redundant disparity values are omitted. For
a scene with the disparity range of [50, 55] pixels, for instance, if the cameras are
recentered with respect to the plane exhibiting 52 pixels disparity, the new range
then becomes [-2, 3] pixels, decreasing the waste of the pixels signiﬁcantly. Please
note that recentering the cameras actually corresponds to shearing the sampling
band in the angular axis of the Fourier domain as shown in Fig. 2.6(a). As a result,
as illustrated in Fig. 2.6(b) and Fig. 2.6(c), one can relive the sampling requirement.
In particular, the angular sampling rate determined by the baseline can be reduced,
i.e. the same LF content can be captured by a sparser set of cameras with baseline
B0 > B.
Figure 2.5 Recentering the camera sensors on a plane in the scene in order to eliminate
the redundant disparity.
We conceptually demonstrated the LF sampling in the case of conventional and
recentering cameras. In the following section, a more structured analysis related to
the minimum (angular) sampling rate is presented.
2.2 Densely Sampled Light Field
There has been several studies investigating the minimum camera spacing utilizing
scene geometry [41], or ray-space signal analysis [12, 28, 71] in details. In the
following, the condition satisfying the densely sampled light ﬁeld (DSLF), which is
explained in these studies, is given under the assumptions of Lambertian, occlusion-
free scene with ﬁnite depth boundaries.
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(a) (b)
(c)
Figure 2.6 Fourier domain analysis of the LF captured by the recentered camera array.
The continuous LF (a) is captured with the baseline values of B (b) and B'>B (c).
Assume a given scene with ﬁxed depth boundary values [zmin; zmax], where z = 0
represents the camera plane (t), and each camera is recentered with respect to the
plane at z = z0. The DSLF capture of such scene is guaranteed if the disparity value
between the adjacent cameras are bounded to [-1,1] pixels [12], after which the con-
tinuous LF can be reconstructed from discrete samples using bilinear interpolation.
In order to provide the DSLF capture, i.e. to ensure that the maximum disparity
value is one pixel within the scene boundaries given the camera parameters, the
maximum baseline value between adjacent cameras, B, should be [12]
B = min

z0Xyzmax
f(zmax   z0) ;
z0Xyzmin
f(z0   zmin)

; (2.2)
where f is the focal length and Xy is the pixel size of the pinhole cameras. Choosing
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z0 outside of the depth range [zmin; zmax] results in negative value in one of the
arguments in Eq. 2.2, in which case the baseline B should be equal to the other
(positive) argument. In order to keep B as large as possible, i.e. to capture the
scene with the sparsest set of cameras, the recentering depth z0 should be chosen as
z0 =
2zminzmax
zmin + zmax
; (2.3)
which is also called as the optimal constant depth [41]. Please note that such choice
of z0 equalizes the disparity between the depths zmin  z0 and z0  zmax. Using Eq.
2.3 to replace z0 in Eq. 2.2, then, it can be observed that both arguments are equal
to each other, which is
B =
2Xyzminzmax
f(zmax   zmin) : (2.4)
The signiﬁcance of the DSLF is that it provides a structural framework to analyze
the characteristics of the given scene. After reconstructing the continuous LF from
regularly sampled rays, any desired ray can be resampled using linear interpolation,
which then eases the implementation of various algorithms such as view synthesis,
refocusing, super-resolution, etc. In the presented work, the sampling and the re-
construction framework based on the DSLF is utilized as well. In particular, during
the implementation of the defocused plenoptic camera simulation algorithm, we rely
on the captured DSLF in order to simulate the ray integration within the sensor
pixels.
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3. LENS ARRAY BASED 3D CAPTURE
In this chapter we focus on lens array based capture systems. In particular, two dif-
ferent (defocused and focused) plenoptic camera conﬁgurations are reviewed. The
sampling process and the spatio-angular resolution trade-oﬀs are evaluated and pos-
sible application areas are discussed for both designs. Furthermore, a simulation
algorithm is developed for the defocused plenoptic camera and the corresponding
experimental results are given in details.
3.1 Plenoptic Cameras
3.1.1 Defocused Plenoptic Camera
Figure 3.1 Defocused plenoptic camera design. Main lens focuses the scene on the
microlens plane and microlenses are focused on the main lens (adapted from [3]).
Traditional plenoptic camera design, the so-called defocused plenoptic camera, was
ﬁrst introduced by Adelson and Wang in 1992 [2]. After that, Ng et al. improved
this design to produce a portable plenoptic camera [51]. Such camera has one main
lens and one microlens array on the image plane of the main lens, as illustrated in
Fig. 3.1. In conventional 2D cameras, the sensor plane is placed on the image
plane; however, in (defocused) plenoptic camera design, the sensor plane is placed
behind the microlens array such that each microlens focuses on the main lens plane,
or practically inﬁnity. This design is biologically described in [51] as if an insect eye
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is placed on the retinal plane of human eye. By this way, the angular LF information
is obtained as well, which is lost in conventional 2D photography.
Traditional 2D cameras provide high spatial resolution; however, single 2D image has
a ﬁxed focused plane and limited depth of ﬁeld (DoF). The aperture size is inversely
proportional to the image DoF, meaning that it can be extended by choosing smaller
aperture. With small aperture, though, the exposure time should be increased in
order to get enough amount of light, in which case the motion blur should be taken
into account. These problems constitute example motivations for the plenoptic
cameras [50]. As it is brieﬂy explained in the following, with the LF data captured
by single shot of the plenoptic camera it is possible to extend the image DoF or
refocus the image on another plane, as well as to synthesize novel views within the
main lens aperture. In this section, the sampling procedure is investigated and the
resolution trade-oﬀ is also discussed.
The defocused plenoptic camera layout is shown in Fig. 3.1. The dashed lines in the
ﬁgure indicate that the elemental images, i.e. small images behind each microlens,
consist of the pixels which carry the angular information propagating from the same
spatial location on the object plane of the main lens, while the microlenses obtain
the information of the spatial distribution. It should also be noted that the spread
of each elemental image depends upon the aperture size of the main lens [51]. If the
main lens aperture is large, the elemental images covers wider area in the sensor,
while smaller aperture results in smaller elemental images, from the similar triangles
in the ﬁgure. Since there is no physical barrier between the microlenses, if the main
lens aperture is large so that the elemental image size is larger than the microlens
aperture, the adjacent images overlap, which results in cross-talk between them. If
the main lens aperture is too small, on the other hand, the pixels on the border will
not capture the LF information. Thus, LF camera will not be utilized eﬃciently.
As a result, in order to employ the pixels under the microlenses most eﬀectively, the
(image-side) f number of the main lens should be matched with the (image-side)
f number of the microlenses, such that [51]
Tm=l1 = TM=l2; (3.1)
where l1 is the distance between the sensor and the microlens array plane (image
distance of microlenses), l2 is the distance between the microlens array plane and
the main lens (main lens image distance), Tm is the microlens pitch, and TM is the
main lens pitch.
The signiﬁcance of subperture image analysis is discussed in [2, 51]. As they demon-
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Figure 3.2 Image formation and perspective images in defocused plenoptic camera. Each
pixel in elemental image captures the corresponding pixel of one perspective image.
strated, subaperture images are formed by taking the corresponding pixels under
each microlens. Fig. 3.2 shows two adjacent images with diﬀerent colors. We can
conclude from the ﬁgure that each subaperture image corresponds to a perspective
projection of which the center of projection is located at the main lens plane. Since
in the ideal case the microlenses are focused on the principal plane of the main lens
[51], each pixel maps the area X 0y = Xyl2=l1 within the main lens. Therefore, the
aperture size of one perspective image, which is also the smallest subaperture size,
is equal to X 0y. The number of the perspective images are equal to the number of
pixels inside one elemental image, each capturing the scene from diﬀerent angle.
This conﬁguration in a way ﬁxes the resolution constraint; the spatial resolution of
each perspective image is as much as the number of microlenses.
Figure 3.3 Sampling in defocused plenoptic camera, where v is the main lens plane and
t is the microlens array plane.
Having the parametrization in Fig. 3.2, the defocused plenoptic camera samples
the LF as illustrated in Fig. 3.3. The v and t axes represent the spatial locations on
the main lens plane and the microlens array plane, respectively. Please note that the
sampling grid does not represent the integration fully. Since each pixel integrates all
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the rays along the microlens aperture in reality, the width of each sample in t axis
is Tm, leaving no gap between the samples. Fig. 3.3 is drawn with gaps for clarity.
Each color represents one perspective image, which has its center of projection on
the main lens plane, while the sensor is on the microlens array plane. In order
to construct a 2D image with a speciﬁed subaperture size and position, the corre-
sponding samples along the v axis (i.e. corresponding colors) should be integrated.
Since the samples are aligned on each axis, it is straightforward to observe that the
resolution of the integrated subaperture image is equal to the resolution of one per-
spective image, which is the number of microlenses. Though the subaperture image
resolution is restricted by the microlenses, it can be improved by super resolution
techniques. In fact, this problem can be considered as high resolution image ren-
dering from a set of low resolution (sub aperture) images. Several approaches have
been proposed for this problem in the literature [5, 58, 62].
Fig. 3.3 gives the sampling on v  t coordinates. There, reconstructed 2D image by
integrating the perspective images along v  axis is equivalent to a conventional 2D
image of which the lens is positioned at v plane and the sensor is positioned at t plane.
The corresponding focused plane can then be found with the lens equation. It is also
important to note that, by simply recalculating the rays with v0  t0 parametrization
on diﬀerent synthetic lens and sensor planes, LF can be post-processed and synthetic
images can be generated [51]. For instance, changing t0 results in digital refocusing.
Shifting t0 in fact corresponds to shifting and adding the subaperture images. The
examples to such applications will be further discussed in Section 3.2. More detailed
information and formulation of the synthetic aperture photography can be found in
[51].
3.1.2 Focused Plenoptic Camera
Although the defocused plenoptic cameras are attractive due to their solution to
the imaging problems of the conventional 2D cameras by capturing the LF, as a
trade-oﬀ they suﬀer from low spatial resolution. Focused plenoptic camera has been
mainly proposed to address this spatial resolution issue and aimed to capture denser
spatial information at the cost of resolution in angular information [44, 20]. As it
can be seen in Fig. 3.4, in the focused plenoptic camera design, instead of being
focused on the main lens (i.e. optical inﬁnity), microlenses are focused on the image
plane of the main lens. Two diﬀerent focusing is achievable either by placing the
image plane in front of the microlens array as in Fig. 3.4(a), which is similar to
the Keplerian telescope design, or creating virtual elemental images by placing the
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(a) Keplerian design.
(b) Galilean design.
Figure 3.4 Two diﬀerent focused plenoptic camera designs. Microlenses are focused on
the image plane of the main lens, which can be in front of (a) or behind (b) the microlens
array plane (adapted from [3]).
image plane behind the microlens array as in Fig. 3.4(b), which is similar to the
Galilean telescope conﬁguration.
Considering the illustrations of the focused plenoptic cameras in Fig. 3.4, it can be
concluded that the LF sampling process of such devices is diﬀerent than that of the
defocused plenoptic camera. In the defocused plenoptic camera, the LF data can be
deﬁned as the collection of the perspective images of the scene seen from the main
lens plane. Any 2D image with a speciﬁed aperture size can then be constructed by
integrating these perspective images, as discussed in details in Section 3.1.1. In the
focused plenoptic camera, however, the object is mapped by the main lens in front
of (Keplerian, real image), or behind (Galilean, virtual image) the microlenses, from
where the 2D perspective micro-images are stored by each microlens [44]. Therefore,
the spatial information along the object plane in Fig. 3.4 is ﬁrst transferred to the
image plane, then obtained by the pixels inside each elemental image. On the
other hand, the angular information is captured by the perspective images along
the microlens array plane. This diﬀerence in sampling changes the ﬁnal spatial
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resolution of the 2D image rendered from the captured LF. In order to render a
high resolution 2D image of the scene by the main lens of the focused plenoptic
camera, the low resolution elemental (perspective) images are blended [44, 20]. In
the following, the high resolution 2D image formation is discussed.
Figure 3.5 LF capture setup in the focused plenoptic camera. Each elemental image
captures the scene (transformed by the main lens) at diﬀerent angle.
The parameters and the LF sampling structure of the Keplerian-design focused
plenoptic camera is illustrated in Fig. 3.5. The distance between the microlenses
and the sensor planes is denoted by b. The microlenses are focused at y0 at distance a
from the microlens plane, which can be calculated from the lens equation 1=b+1=a =
1=fm, where fm is the focal length of microlenses. Let us choose t and y
0 planes for
the two-plane LF parametrization. Each pixel inside an elemental image captures
the ray bundle propagating from the area represented by X 0y at y
0, which is the
magniﬁcation of the pixel size, X 0y = Xyb=a, through the microlens aperture Tm at
t, as illustrated with the shaded regions. The distance between the central rays of
adjacent elemental images is Tm as well. Therefore, assigning diﬀerent colors to each
pixel inside one elemental image, the resulting sampling grid in t y0 representation
is given in Fig. 3.6. Please note that the ﬁgure is again drawn with the gaps
between the samples for clarity.
As it was mentioned earlier and can be seen in Fig. 3.4, the spatial coordinates of the
light rays propagating from the object plane are mapped to the the image plane y0
to be captured by the microlenses. Thus, integrating the samples along the t axis,
which represents the angular distribution of rays, creates the 2D image of the scene
focused at the object plane. The width of each sample is X 0y on y
0   axis, which
deﬁnes the pixel size of the rendered 2D image. As it was given earlier, X 0y = Xya=b;
therefore, the ﬁnal spatial resolution is achieved to be b=a times the sensor resolution
[44]. Please note that this resolution is obtained with basic rendering algorithm
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Figure 3.6 Sampling in focused plenoptic camera, where t is the microlens array plane
and y is the image plane of the main lens (also the object plane of the microlenses).
based on the magniﬁcation of the elemental image resolution. As it can be clearly
seen from Fig. 3.6, the samples are not aligned vertically. Therefore, a denser
spatial resolution can be achieved by using the subpixel disparity between adjacent
views and deﬁning a ﬁner grid on y0 [18]. The reader is referred to [44, 20, 18, 19]
for more detailed analysis on image rendering and the super resolution algorithms
in focused plenoptic cameras.
Due to the presented diﬀerences in the designs, the defocused and the focused plenop-
tic cameras have diﬀerent pros and cons, which should be considered before using
them for the intended application. In few of the post-processing applications, such
as refocusing or viewpoint change, denser angular sampling provides better results,
in which case the defocused plenoptic camera is more suitable. In some other im-
plementations, e.g. depth estimation, the algorithm can be enhanced with better
spatial resolution, for which the focused plenoptic camera can be considered.
3.2 Defocused Plenoptic Camera Simulation Utilizing DSLF
In order to utilize the raw LF data for further applications such as refocusing, pre-
calibration of the physical camera is needed. The calibration algorithms already
exist in the literature [14, 31]. However, the accurate calibration is usually a hard
task, which requires extra eﬀort. Thus, it complicates the utilization of the camera.
In order to examine post-processing applications in a reliable way, a simulation
algorithm that provides the ground-truth plenoptic data for an animated scene is
valuable.
In the literature, various plenoptic camera simulation algorithms exist [57, 72, 43].
Since each pixel on the sensor integrates the ray bundle propagating through the
microlens aperture to the pixels, the accurate implementation requires simulation of
these integrations on both planes. The existing algorithms mainly aim to simulate
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these integrations by forming randomly oversampled grids within the microlens and
the pixel boundaries. Then, by superposing the intensities of rays deﬁned between
sample points, the integration is approximated. In [57], backward ray tracing, i.e.
tracing a ray from sensor plane to the object points in the scene, is used to calculate
the intensity of each ray. The process includes the camera lens system simulation
and the path tracing algorithm, from camera to the scene. Apart from their imple-
mentation, there exists simulation algorithms utilizing the forward ray tracing, i.e.
from scene to the sensor plane, such as in [72, 43]. In [43], Liu et. al. simulate the
plenoptic camera based on ray splitting utilizing Monte Carlo method, where the
plenoptic imaging is simulated successfully and consequences of the design error can
be analyzed by comparison of the physical camera to their algorithm. Here in this
thesis we rather aim to simulate the defocused plenoptic camera by utilizing the 2D
pinhole renderings of a simulated scene in a computer graphics rendering software,
e.g. Blender, based on our work in [3]. As discussed in Chapter 2, the DSLF can
reconstruct the continuous LF of a given Lambertian and occlusion-free scene by
linear interpolation of the discrete samples. Since each sensor pixel integrates the
rays within its boundaries, if linearly interpolated continuous LF is reconstructed,
the explicit integration for each pixel can then be derived. The integration gives
more exact solution compared to the superposition of the samples in an overly sam-
pled sensor pixel. In the following, implementation details are presented, as well as
the experimental results and the future work.
3.2.1 DSLF Capture Setup
Figure 3.7 Dense light ﬁeld capture process for defocused plenoptic camera simulation
(from [3]).
The conﬁguration related to the ﬁrst part of the algorithm, namely DSLF capture
inside the main lens aperture, is explained in Fig. 3.7. The center of projection of
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the pinhole cameras are placed on the main lens plane of the defocused plenoptic
camera, while the sensors are placed on the microlens array plane. The pinhole
cameras are then recentered with respect to the object plane of the main lens z0,
which can be calculated by the lens equation using the main lens focal length fM ,
and the distance between microlenses and main lens l2 (i.e. image distance), such
that z0 = (1=fM   1=l2) 1. The sensor of each pinhole image should then be shifted
according to recentering equation, i.e. for a pinhole camera of which the center of
projection is at vN , the sensor shift should be TN = vN l2=z0. Finally, by setting
the pixel size as the microlens pitch Tm, DSLF capture setup is established. Please
note that the microlenses are assumed to be square in this setup. For a simulation
with the microlenses of diﬀerent shape, the pixel conﬁguration in the DSLF capture
setup should be changed accordingly. As it is illustrated in Fig. 3.7, the dark
red ray bundle coming from the scene and illuminating the third microlens after
getting refracted from the main lens is captured by third pixel of the pinhole camera
placed at vN as the shaded red. If the DSLF captured by the pinhole cameras are
integrated along the main lens aperture, the setup correctly simulates a conventional
2D camera, of which the lens is the main lens of the defocused plenoptic camera and
pixels are the microlenses. Since each perspective image in the LF representation of
the plenoptic data is the subaperture image within the main lens, it is straightforfard
to observe that the plenoptic data of the given scene can be implemented by the
integration of the DSLF within the deﬁned boundaries. In the following, the explicit
integration is discussed in more details.
3.2.2 Ray Integration
The intensity value of one sampling point on the sensor grid of the defocused plenop-
tic camera is the integration of the ray bundle propagating from the corresponding
point on the main lens plane to the parent microlens, as illustrated in Fig. 3.8.
For a pixel covering the area Xy, the total intensity is the collection of all the ray
bundles within the area X 0y on the main lens plane. Since DSLF capture provides a
structured framework for the LF capture, it is possible to derive this integration ex-
plicitly. In this section, derivation of the integral upon the interpolated continuous
LF is discussed.
Fig. 3.8 illustrates two ray bundles propagating through the microlens ti and
captured by the boundary points of the pixel yj. Each bundle corresponds to the
ith pixel of a pinhole camera located at the main lens plane. Since we capture the
DSLF as explained in Section 3.2.1, we can then reconstruct the continuous LF for
ti via the linear interpolation of the ith pixels of each (captured) pinhole image.
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Figure 3.8 Capture process for a pixel in the defocused plenoptic camera (from [3]).
Such a continuous function is drawn in Fig. 3.9.
Figure 3.9 Integration process for sensor grid; samples from pinhole images reconstructs
the original signal, from which rays can be integrated within the pixel boundaries (from [3]).
Assuming that the area X 0y in Fig. 3.8 is bounded by points v0 and vN+1 on the
main lens plane, the integration of the piecewise linear continuous LF gives the total
intensity of the ray bundle propagating from ti to yj, I(yj; ti) as [3]
I(yj; ti) =
Z vN+1
v0
L(ti; v)dv =
1
2
NX
n=0
(vn+1   vn)[L(ti; vn) + L(ti; vn+1)]; (3.2)
where the continuous LF function L(ti; v) is interpolated by the corresponding pixels
of the adjacent pinhole cameras v1; :::; vN . The maximum number of pinhole camera
samples within X 0y can be derived as [3]
N =
lXyl2
Bl1
m
: (3.3)
If there is no physical barrier between the microlenses, the total intensity recorded
by yj, I(yj), is then the summation of I(yj; ti) over k microlenses, such that
I(yj) =
X
k
I(yj; ti): (3.4)
The maximum number of microlenses that can illuminate yj, k, can be calculated
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as
k =
l TM
Tml2=l1
m
: (3.5)
Please note that the denominator in Eq. 3.5 refers to the f number match con-
dition in Eq. 3.1. If the f number match is ensured, yj captures the light rays
propagating from only one microlens. However, if the main lens aperture is larger
than the matched value, more than one microlens should be taken into account for
each pixel in order to simulate the cross-talk accurately.
Although the formulations here are derived in 1D for the sake of simplicity, the 2D
integral should be computed in order to ﬁnd the total intensity value of a sensor
pixel. Due to the separability of the 2D continuous LF, such integration can be
performed separately on each axis.
The eﬃciency of the integration is that it eliminates the oversampling on the sensor
plane. The existing algorithms mostly (randomly) oversamples both the sensor and
microlens array grids to form the desired rays. While doing this, the deﬁnition of the
oversampling factor is usually left ambiguous. Thus, in this sense, the integration
utilizing DSLF provides more structured solution to the problem.
3.2.3 Experimental Results
During the implementation of the proposed algorithm, the process is divided into
two main parts. In the ﬁrst part, which is the DSLF capture, pre-designed scene
in Blender, an open source rendering tool, is rendered by dense set of recentered
pinhole cameras. In the second part, namely the integration process, the ﬁnal pixel
intensities are calculated. In order to compare the close-up photography to the
conventional range, two scene designs with diﬀerent minimum and maximum depths
are examined. For the camera parameters, the design speciﬁcation in [51, 3] are used
for both scene. The sensor with 41444144 pixels resolution is placed l1 = 502:9m
behind 296296 microlens array, with the focal length fm = 500m. The resolution
of each elemental image is then 14  14 pixels. The pixel pitch of the sensor is
Xy = 9m, and the aperture size of one microlens is Tm = 126m. The focal length
of the main lens is fM = 80mm.
For large-scale scene, which has the depth range of zmin = 1m; zmax = 3m [3], the
main lens of the camera is focused at z0 = 1:5m. Therefore, the distance between the
main lens plane and the microlens array plane is chosen to be l2 = (1=fM 1=z0) 1 =
84:5mm. The f number match is ensured in the ﬁrst scene. The resulting aperture
of the main lens is TM = Tml2=l1 = 21; 2mm. In order to capture the DSLF, 1515
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pinhole cameras of 296296 pixels resolution are recentered to z0. The cameras are
placed within the main lens aperture, making the baseline B = 4:5mm. It can be
concluded by Eq. 2.2 that the capture setup provides the DSLF condition.
Figure 3.10 Sensor image of the defocused plenoptic camera, where the scene depth range
is 2-3m [3].
The ﬁnal sensor image as well as the zoomed in elemental images capturing three
diﬀerent depths are illustrated in Fig. 3.10. The circular shape of the main lens
can be observed in the elemental images. Since the main lens is circular, the corner
views are outside the main lens boundaries and the corner pixels of the elemental
images are black, as illustrated in the ﬁgure. The total number of views captured
within the main lens, which can also be deﬁned as the angular resolution of the LF,
is 10 10.
Figure 3.11 Elemental image formation in the defocused plenoptic camera. The charac-
teristics of the images are the opposite to each other when the closer and further objects
are compared with respect to the recentering plane.
The elemental image characteristics is observed to be varying with the depth of the
objects, as consistent with the analysis in [2]. The intensity values of the pixels
3.2. Defocused Plenoptic Camera Simulation Utilizing DSLF 24
capturing the beige dice, which is placed near the object plane of the main lens z0
(recentering plane of the pinhole images as well), changing simultaneously. As the
scene is Lambertian, the rays propagating from the same spatial point on the object
plane with diﬀerent angles are expected to have the same intensity values, which
explains the condition of these elemental images. On the other hand, for the blue
dice, which is closer to the plenoptic camera, the change in the adjacent elemental
images are in the same direction with the gradient of the object. For the further
object, green dice, the images are upside down, which results in opposite change
with respect to the blue dice. In Fig. 3.11, this phenomenon can be seen clearly.
Since the further object is focused in front of the microlenses by the main lens, the
rays are crossed and propagate to the microlenses on the opposite side. For the
closer objects, however, the image plane of the main lens is behind the microlens,
therefore the rays are directly mapped. The depth map of the scene can be extracted
by examining the amount of the pixel shift between the viewpoints.
(a) (b)
Figure 3.12 Perspective images of the ﬁrst scene captured from the two ends of the main
lens. The parallax is observed.
After the formation of the sensor image, the 5D LF matrix in standard format is
created, where ﬁrst two are the angular dimensions (pixels behind each elemental
image for the defocused plenoptic camera), third and fourth are the spatial dimen-
sions (as much as the number of elemental images), and ﬁfth dimension is the color
information. The ﬁrst two dimensions can also be deﬁned as the positions of the
perspective images on the main lens; any desired image can easily be obtained by ex-
tracting the correspondent columns and rows of the LF. Two such view images from
the opposite sides of the main lens are shown as example in Fig. 3.12. The largest
DoF achievable is the DoF of one perspective image. If the views are summed to-
gether, the 2D image of the scene within the main lens aperture is constructed, which
has narrower DoF. Such image is sharp on the reconstruction plane and blurred in
out-of-focus planes. Therefore, there is no parallax between view images the recon-
struction plane, meaning that the perspective images are recentered there. Besides,
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the parallax of the objects closer to the camera is opposite compared to the objects
further than the reconstruction plane.
(a) (b) (c)
Figure 3.13 Refocused images at zmin (a), z0 (b), and zmax (c).
The post-processing algorithms are also applied to the plenoptic image analyzed
above, utilizing the light ﬁeld toolbox [14]. The results of the digital refocusing
algorithm are shown in Fig. 3.13. In particular, the planes where the dice are
located are refocused, in which case the refocusing planes are around zmin; z0; and
zmax, respectively. The refocused images demonstrates the accuracy of the provided
algorithm, as well as the validity of the simulated plenoptic image.
Figure 3.14 Sensor image of the defocused plenoptic camera, where the scene depth
range is 0.4-0.6m (Slava Z. c2014 www.sketchfab.com, used under the Creative Commons
Attribution license).
In order to evaluate the simulation further, a second scene is designed with the depth
range of zmin = 0:4m; zmax = 0:6m [3]. The resulting sensor data and the zoomed
in images are given in Fig. 3.14. The magniﬁed elemental images capture the LF
around zmin, z0 and zmax, where z0 is chosen to be 0:48m in accordance with Eq.
2.3. From the lens equation using fM and z0, l2 is set as 96mm. Please note that
changing l2 results in changing l1 as well, since the microlenses are aimed to focus
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on the main lens plane. Therefore, l1 = 502:6m in the second conﬁguration. The
resulting (matched) aperture of the main lens is TM = 24; 1mm.
Since the scene is closer to the camera in the second design, denser array of pinhole
cameras are needed for DSLF capture, according to Eq. 2.4. The baseline between
the adjacent pinhole cameras are then B = 3:2mm, in which case an array of
21  21 pinhole cameras are needed within the main lens. The resolution of the
pinhole images are again equal to the number of microlenses, which is 296 296.
In the discussions of DSLF, the scene is assumed to be Lambertian and occlusion-
free. Although the ﬁrst scene with dice satisﬁes these conditions, occlusion occurs
in the second scene (e.g. around the mirror of the car), in which case the scene
is not bandlimited, as discussed in Chapter 2. In theory, reconstruction of such
scenes presents artifacts. However, as [41] discuss, with the minimum sampling rate
for the occlusion-free scene, the artifacts that occur in the occluded scene are not
noticeable in practice. Thus, they suggest that the sampling rate for a given scene
can be decided in accordance with the depth range, regardless of the occlusions.
(a) (b)
Figure 3.15 Perspective images of the second scene captured from the two ends of the
main lens.
The view images for the second scene are also shown in Fig. 3.15. The discussion
of the perspective images for the ﬁrst scene is valid for the second scene as well.
The results of the above-mentioned refocusing algorithm with the second scene de-
sign is seen in Fig. 3.16, with the refocusing distances are again zmin; z0; and zmax.
Please note that in the second scene, which is closer to the camera, the depth range
is narrower (20cm) compared to the distant scene with the range of 2m. It can then
be concluded that for a closer scene, the post processing algorithms related to the
motion parallax, such as refocusing, can be applied in a shallower depth range. In
other words, the further the scene is, the larger depth range it should have in order
to obtain the same digital refocusing results.
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(a) (b) (c)
Figure 3.16 Refocused images at zmin (a), z0 (b), and zmax (c).
Figure 3.17 Sensor image with plenoptic camera of which the main lens aperture is larger
than the matched aperture value. The cross-talk between the elemental images are visible.
We demonstrated the plenoptic images and the refocusing algorithms for two scenes
with diﬀerent depths. It was mentioned that for both of these demonstrations,
the f number match between the main lens and the microlenses is ensured. In
order to further examine the simulation algorithm, the closer scene with the depth
range of zmin = 0:4m; zmax = 0:6m is captured with diﬀerent camera parameters.
In particular, the f number of the main lens is chosen to be smaller than the
f number of the microlenses (i.e. the main lens aperture is larger). The resulting
sensor image of the scene is shown in Fig. 3.17. The main lens aperture size is
chosen as TM = 61:2mm. In this case, the size of the elemental images are too
large that they overlap, which creates cross-talk, as consistent with the discussions
of Sec 3.1.1. The overlapping regions can be seen clearly in the zoomed in images.
The view images obtained from the plenoptic camera with large aperture are shown
in Fig. 3.18. The ghost-image like artifacts can clearly be seen in the ﬁgure,
decreasing the image quality. Please note that such artifacts are more clear at
the scene boundaries. This phenomenon can be explained with the elemental image
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(a) (b)
Figure 3.18 Perspective images of the plenoptic data with cross-talk. Please note the
aliasing eﬀects.
characteristics discussed earlier. Since the variety of information inside an elemental
image increases when the object gets closer to boundaries, cross-talk is expected to
create more artifacts in these regions.
(a) (b) (c)
Figure 3.19 Refocused images at zmin (a), z0 (b), and zmax (c) obtained using the LF
data with cross-talk. The ghost images can be seen on the focused planes.
The refocusing algorithm is applied to the LF data aﬀected by cross-talk as well,
and the results are illustrated in Fig. 3.19. The ghost images are obvious when the
camera is focused on the front and the back sides of the car. These artifacts vanish
when the object is out of focus, due to blurring.
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4. LENS ARRAY BASED 3D DISPLAYS
In this chapter, InI and SMV displays are discussed in details as examples of au-
tostereoscopic display techniques that utilize lens arrays. In addition to theoret-
ical discussion, we present a prototype SMV head-up display system as practical
demonstration of SMV display technique. InI and SMV provide attractive 3D dis-
play solutions with the ability of creating all physiological depth cues correctly, thus
delivering realistic viewing experience. Such depth cues can be divided into four
main categories, namely vergence, binocular disparity, accommodation and motion
parallax [54]. Vergence is the movement of left and right eyes to each other to ﬁx-
ate on the object. Diﬀerence between the sensed images in both eyes, binocular
disparity, then maintains the binocular vision. Accommodation, on the other hand,
is a monocular cue, speciﬁcally eﬀective for short distances (1  3m). It can be
deﬁned as the change in the optical power of the eye lens in order to change the
focus distance. The last depth cue, motion parallax is created by relative motion of
the objects at diﬀerent depths, when the head is moved. It is eﬀective in both short
and long distance perception. Please note that the ability to provide smooth motion
parallax and correct accommodation (focus) cues constitute the two critical aspects
of 3D perception that are not able to be addressed by all 3D display techniques, e.g.
stereoscopic displays or conventional multiview displays.
4.1 Integral Imaging
First suggested by Gabriel Lippmann as integral photography in 1908 [42], InI con-
stitutes one of the oldest 3D display techniques. InI technique actually provide a
solution for both 3D imaging and display problems by utilizing two dimensional
microlens array in front of the sensor and a 2D display, respectively. The capture
and display setup of InI is illustrated in Fig. 4.1.
In the capture stage, each microlens spatially samples the LF incident on the mi-
crolens array plane and corresponding elemental image behind the microlens stores
the angular information from its perspective. From other point of view, considering
the LF on the scene space, e.g. on the object plane of microlenses at dc as shown
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(a)
(b)
Figure 4.1 LF (a) capture and (b) reconstruction of the given scene using array of
cameras and InI display, respectively.
in Fig. 4.1(a), each microlens samples angular information of the scene and the
elemental images stores the spatial information.
In the display stage, the captured elemental images can be directly used to recon-
struct the scene with the help of the microlens array in front of a 2D display as
seen in Fig. 4.1(b). If the capture and the reconstruction parameters (i.e. pixel
size, lens pitch, the gap between the lens and display planes) are not the same, the
scaling should be handled correspondingly. To eliminate the cross-talk between the
elemental images in both capture and reconstruction, physical barriers can be used
in between each elemental image.
One of the main advantages of InI is that it is convenient to design a real-time
capture-display system. However, for a real image projection, where the scene is
formed in front of the lens array, the scene is reconstructed with reversed depth
(pseudoscopic) as seen in Fig. 4.1(b). Various studies have addressed this problem.
Okano et al. proposed a solution for a direct pickup system in [52], in which the
display uses the virtual reconstruction method, as illustrated in Fig. 4.2. In this
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Figure 4.2 Virtual scene reconstruction in InI display. The reconstructed scene is ortho-
scopic,
technique, the elemental images are obtained by rotating the captured elemental
images around their centers by 180. Using the notations in Fig. 4.1(a), the distance
between the microlens array and the display plane is set as lr = lc   2f 2(dc   f),
where f is the focal length of the microlenses. The virtual image is then obtained at
dr = dc   f . A more generic algorithm is also presented in [49] to relate the pickup
parameters to real or virtual display parameters. The technique proposed in [52] is,
in fact, a special case of the algorithm formulated in [49].
InI reconstructs the LF of the scene by integrating the elemental images on the
object position. As illustrated in Fig. 4.1(b), it actually integrates several beams
focused by diﬀerent microlenses and reconstructs focused points in space. From such
points the light distributed continuously in diﬀerent angles. By this way, the viewer
is able to experience smooth motion parallax, when the head is moved. Moreover,
due to providing such integrated set of narrow beams, accommodation cue can be
also delivered. Thus, the viewer is able to focus at the scene points separated from
the display surface, at which the eyes converge. Creation of correct accommodation
cue is critical in the context of 3D displays. Because, otherwise, the viewer may
experience visual fatigue due to mismatch between incorrect accommodation and
vergence cues. This problem is known as accommodation-vergence conﬂict [24].
Various studies have demonstrated that InI is able deliver correct accommodation
cue and thus avoid/reduce the accommodation-vergence conﬂict [23, 36, 32, 15].
The microlenses create blurred images at (out of focus) depths away from the re-
construction plane of the display. One way to eliminate the diﬀerence between the
reconstruction quality, i.e. resolution, at the reconstruction plane and out of focus
regions is to place the 2D display at the focal length of the microlenses, i.e. lr = f
in Fig. 4.1(b) and Fig. 4.2, so as to obtain beams that propagate with (almost)
same spatial extend (i.e. like in a cylindrical tube). In this way, the same resolu-
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tion is achieved in a much larger depth range. However, as a trade-oﬀ, the overall
spatial resolution is sacriﬁced [29, 45]. The detailed analysis of the viewing charac-
teristics (spatial resolution, DoF, viewing angle etc.) of InI displays are presented
in [11, 53, 46], and analyzed for both virtual and real projection type InI in [56].
Besides, in [27] the perceived resolution depending on the viewing plane is discussed
and optimum display parameters are derived.
As discussed in Section 3.1.2, in the LF acquisition process of the focused plenoptic
cameras the main lens maps the scene to be captured by the microlenses as per-
spective images. In that sense, the focused plenoptic camera can be considered as
an InI capture setup with a main lens in front of the microlens array. As we will
discuss later, similar correspondence exists between the defocused plenoptic cam-
era and the SMV display. Such links between the capture and display techniques
analyzed in this thesis are of critical importance in consideration of end-to-end 3D
imaging/display systems.
More detailed information on InI, e.g. depth perception and resolution analysis, can
be found in [69, 55].
4.2 Super Multiview Display
Multiview displays [59, 16, 25] are usually constructed by employing a lenticular
array (cylindirical lens array) or a parallax barrier in front of a 2D conventional
display e.g. LCD. Thus, unlike InI where 2D microlens array is used and full parallax
imaging/display is achieved, MV displays usually provide horizontal parallax only
(HPO) images. Please note, however, that generalization to full parallax case is
possible, although not desired from practical considerations. Furthermore, instead
of actually reconstructing the scene by focusing beams at the intended scene point
as in InI, the MV displays direct slightly shifted (viewpoint) images of the scene to
the viewer, who is assumed to be at the intended viewing plane. In the simplest
case, two views can be generated for each eye of the viewer. However, usually the
number views are higher e.g. 9. When the eyes are correctly positioned at the
indented view location, they perceive slight shifted perspective images, where the
shift amount (disparity) depends on the depth of the scene. By this way, binocular
and vergence cues are delivered to the viewer.
One main drawback of the MV display is that since the views are constructed at
quantized viewpoints, the viewer can observe jumps between adjacent views, which
makes the parallax discontinuous, as opposed to the continuous parallax in InI.
Besides, MV displays can not deliver accommodation cue. Therefore, the eyes of the
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viewer focus on the display surface regardless of the position of the scene with respect
to display, which results in suﬀering from accommodation-vergence conﬂict. SMV
displays address both these issues by providing very dense set of views. In particular,
the distance between adjacent viewpoints is kept smaller than the (average) eye pupil
size so that each eye gets images from at least two adjacent views. This condition is
called as the SMV condition [33]. By satisfying this condition the SMV displays are
able to provide continuous (smooth) motion parallax as well as the accommodation-
vergence conﬂict is avoided/reduced [61, 47]. Below, we analyze of the SMV display
in terms of depth perception and resolution limitations.
Figure 4.3 Overall representation of an SMV display. At least two views are aimed within
the eye pupil.
The conceptual design of SMV display is given in Fig. 4.3. The generation of
parallax images is such that the pitch between the neighborhood images, view pitch,
is set to be smaller than the average eye pupil size ( 5mm). As illustrated in the
ﬁgure, the eye receives at least two rays from a given scene point, which is necessary
to create the correct accommodation cue. The eyes then focus on the scene point.
Figure 4.4 SMV display design speciﬁcation.
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Let us analyze the performance metrics of a SMV display for given display speciﬁca-
tions. Device parametrization is illustrated in Fig. 4.4. The LCD and the lenticular
planes are represented by y and t axes, respectively. The system is parametrized by
the pixel pitch Xy of the LCD, lens pitch Xt and lens thickness zl, all of which play
roles in deriving the perceived resolution; the display DoF, the eyebox Wv (where
the head can be moved freely), and the view pitch Xv that aﬀects the depth per-
ception. In the following, the related quality aspects of SMV display are discussed
in details.
The SMV displays are periodic due to the periodicity in the lenticular lens, i.e. after
the last view is seen, the viewer sees the ﬁrst view again. This periodicity results
in jumps on the border of each period. The eyebox of the display, Wv, is deﬁned as
one period of views. In this region the head can be moved freely. From the similar
triangles the eyebox can be found as
Wv =
X 0tdv
zl
= Xt
(dv + zl)
zl
; (4.1)
where X 0t, the multiplexing period, is slightly larger than Xt, i.e. X
0
t = Xtdv=zl.
It can then be concluded that for a ﬁxed viewing distance dv, the eyebox hinges
upon the lens pitch. Within the eyeboxed derived, the number of views required for
correct depth delivery and resulting perceived resolution is to be discussed in the
following section.
4.2.1 Depth Perception in SMV Displays
Although they stimulate the vergence and binocular cues correctly, the MV displays
suﬀer from the accommodation-vergence conﬂict and motion parallax issues, as de-
scribed in the beginning of the section. In order to provide better visual experience,
these issues should be properly addressed. For a SMV display, the view pitch Xv
plays the key role in correct depth perception. Using the illustrations in Fig. 4.3
and Fig. 4.4, it can be concluded that the condition
Xv =
Xydv
zl
 We; (4.2)
has to be satisﬁed in order to utilize all depth cues, where We is the eye pupil size
[61, 33].
Although Xv is the crucial parameter to evaluate the SMV display, in practice it is
typical to express the device speciﬁcation by the number of views within the eyebox.
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By using Eq. 4.1 and Eq. 4.2, the number of views, Nv, can be derived as
Nv =
Wv
Xv
=
X 0t
Xy
: (4.3)
Please note that Eq. 4.3 indicates the resemblance between the SMV displays and
the defocused plenoptic cameras, in which the number of perspective images (i.e.
number of views) is equal to the number of pixels inside an elemental image.
Figure 4.5 The region where the smooth motion parallax is preserved when the full
perceived resolution is utilized.
The condition given by Eq. 4.2 ensures smoothness of the motion parallax for
those objects that exhibit at most one pixel disparity between the adjacent view
images [70]. Fig. 4.5 describes an object point seen from two adjacent views, of
which the disparity is one perceived pixel. Beyond this object point the continuity
of the motion parallax is not guaranteed. Indeed, it becomes dependent to the
scene content. Therefore, the distance between the point and the display, zs, can be
described as the maximum distance that the smoothness of the parallax is ensured.
Then, from similarity of triangles
zs =  Xt dv
Xv  Xt ; (4.4)
where minus sign indicates behind the display.
Although theoretical limit for smooth motion parallax can be derived by geometric
analysis as given by Eq. 4.4, there are other factors in practice that also need
to be taken into account. For instance, cross-talk between the view images makes
the transition between the view images more smooth, thus works in the favor of
smooth motion parallax. In fact, due to cross-talk the smooth motion parallax can
be experienced even when the view pitch is larger than the eye pupil. This issue
will be further investigated in Section 4.3 on a prototype SMV display.
4.2. Super Multiview Display 36
4.2.2 Resolution Constraint
The above-mentioned advantages of the SMV displays require sacriﬁce from the
perceived resolution, due to inherent spatio-angular trade-oﬀ. In particular, the
increase in the spatial (texture) resolution results in the decrease of the angular
resolution (number of views), and vice versa. The SMV displays achieve an accurate
depth perception compared to MV by decreasing the view pitch (i.e. increasing the
number of views in a ﬁxed eyebox), but as a trade-oﬀ the perceived image resolution
decreases. Therefore, the resolution limitation of SMV displays should be analyzed.
In the conventional SMV displays, where the center of projections of lenticular
lenses are placed vertically, the perceived vertical resolution, Npx, is as much as the
vertical resolution of the LCD, Nx. Perceived single view resolution in the horizontal
direction, on the other hand, is equal to the LCD horizontal resolution, Ny, divided
by the number of views Nv, Npy = Ny=Nv. Using Eq. 4.3, it can be concluded that
Npy =
NyXy
X 0t
: (4.5)
For the SMV display where Nv is large, this drastic decrease in the horizontal resolu-
tion creates signiﬁcantly uneven resolutions in horizontal and vertical directions. To
overcome this problem, an elegant solution was proposed almost two decades ago in
[63], by utilizing a subpixel level imaging technique. It suggests that instead of ver-
tical placement, if the lenticular is placed with a speciﬁed slant angle, the subpixels
belonging to diﬀerent pixels merges at the viewing plane to construct one perceived
(color) pixel of the same view. By this way the horizontal parallax image resolution
is then increased at the cost of decrease in the vertical resolution. To illustrate the
idea for better understanding, Fig. 4.6 is given, where two diﬀerent subpixel com-
binations are drawn with the slant angle of the lenticular lens of  = arctan(1=6).
Please note that with the slanted array placement, Xt is not simply equal to the
lens pitch Tl, instead Xt = Tl=cos().
The subpixel arrangement in Fig. 4.6(a) illustrates that the view pixels are con-
structed by combining the subpixels from neighbor lenses and therefore the adjacent
perceived pixels are located at every second lens. It can be concluded that the num-
ber of views are doubled in this conﬁguration. Therefore, a non-slanted equivalent
of the system can be constructed by deﬁning Xy = y=2, i.e. the eﬀective pixel pitch
Xy is half of the subpixel pitch of the LCD y. Doubling the number of views by
decreasing the pixel pitch has a trad-oﬀ of decreasing the horizontal resolution to
its half, according to Eq. 4.5. The perceived resolution in horizontal and vertical
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(a) (b)
Figure 4.6 Slanted lens arrangement in HPO SMV displays. By combining subpixels in
diﬀerent ways, the resolution loss in vertical direction can be by factor of (a) 3 and (b) 6.
directions with the subpixel arrangement in Fig. 4.6(a) can then be calculated as
N 0py = 3
Nyy
2X 0t
; (4.6)
N 0px =
Nx
3
; (4.7)
and using Fig. 4.6(b)
N 0py = 6
Nyy
2X 0t
; (4.8)
N 0px =
Nx
6
; (4.9)
respectively. Fig. 4.6(b) is preferable when horizontal resolution drops drastically
due to large number of views.
4.2.3 Display Depth of Field
The theoretical analysis of the display resolution is consistent as long as the max-
imum extent of the scene is within a certain limit, which is deﬁned as the display
DoF. Behind the DoF, the resolution of the content should be limited accordingly,
in order to prevent aliasing [73]. Below, the spatio-angular sampling in SMV dis-
play, display bandwidth and DoF are analyzed in order to better understand the
resolution constraints for a given scene.
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Figure 4.7 Sampling analysis of a SMV display.
The propagation of rays from diﬀerent views are given with the display parame-
ters in Fig. 4.7. The sampling grid of the system can then be represented as in
Fig. 4.8(a). Please note that the coordinates of the rays in y   axis is relative to
the t   coordinates of the lenses, i.e. each view coordinate in y   axis is deﬁned
around its corresponding lens coordinate in t. Due to the slight diﬀerence between
X 0t and Xt, the shear eﬀect occurs in the sampling grid, as seen in Fig. 4.8(a). The
slope of shear is s = zl=dv.
(a) (b)
Figure 4.8 Sampling analysis of SMV display, (a) ray-space sampling grid, (b) display
bandwidth in Fourier domain.
Deﬁning the Fourier transform of f(t; y) as F (
t;
y), the frequency analysis of the
vertically sheared function f(t; y + st) gives
Fff(t; y + st)g = F (
t   s
y;
y); (4.10)
meaning that the vertical shear in spatial domain introduces horizontal shear in the
frequency domain [8]. Therefore, the frequency response of the display with given
sampling rate results in the parallelogram bandwidth as in Fig 4.8(b).
The continuous light ﬁeld of a scene with constant depth z0 is represented by the
line 
yzl=z0 + 
t = 0; furthermore, the bandwidth of the continuous light ﬁeld of a
4.3. SMV-HUD Prototype System 39
scene in depth range [z1; z2] is described to be in between the lines 
yzl=z1 + 
t = 0
and 
yzl=z2 + 
t = 0 [12]. The reconstruction at full spatial resolution without
aliasing is then possible, if the boundaries of the scene lies within the dark gray
region in Fig. 4.8(b). The diagonal lines bounding this region correspond the DoF
boundaries of the display, where the solid line represents in front of and the dashed
one represents behind the display. The boundary behind the display can be found
as
zm =  zl Xt
Xy   sXt : (4.11)
Replacing s with zl=dv, the equation can be rearranged as
zm =   dvXt
Xy
dv
zl
 Xt
: (4.12)
Eq. 4.12 and Eq. 4.4 reveal that the DoF limit of the display is equal to the
maximum distance that guarantee the smooth motion parallax, i.e. zs = zm. As
discussed in [73] and also seen in Fig. 4.8(b), for a scene at jzj> jzmj behind the
display, the content resolution should be decreased by the factor of zm=z with respect
to the maximum available (perceived) resolution in order to prevent aliasing in
reconstruction.
Similar to the relation between the focused plenoptic camera and the InI device
explained in Section 4.1, a correspondence between the defocused plenoptic camera
and the SMV display can be constructed as well, assuming the full parallax exten-
sion of the (HPO) design. The capture setup of the defocused plenoptic camera is
designed to obtain the view images at the main lens plane, while in the SMV display
these view images are constructed at the viewing plane, as discussed in details.
4.3 SMV-HUD Prototype System
In this section we present a head up display (HUD) system prototype that we develop
based on the SMV display technique. HUD can be deﬁned as a semi-transparent
display that enables driver viewing the necessary information via its simulated im-
age superposed on top of the real world scene. By this way, unlike in the case of
conventional instrument clusters, the driver is always able to keep his/her eyes on
the road and thus a safer driving condition is satisﬁed [35, 34]. First HUD designs
were mainly designed to be used in military aircrafts [30]. However, for more than
three decades, the commercial applications of HUD have been available as well. The
General Motors developed the ﬁrst HUD for automotive industry in 1988, which
consists of the vacuum ﬂuorescent tube, reﬂective optics and the windshield [65].
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The automotive HUD applications can be categorized into two as the direct and vir-
tual projection HUDs. In a conventional direct projection HUD [22], the information
is presented on top of the semi-transparent reﬂector, such as windshield. Although
this technique provides a feasible HUD solution, it does not properly address the
reaccommodation problem, i.e. the driver needs to continuously refocus between
the real world and the displayed image. Virtual projection HUDs solve this problem
by projecting the images behind the windshield within a reasonable accommodation
distance (2 3m), utilizing several display techniques [4, 48, 10, 13]. Most of the ex-
isting virtual-HUDs, however, require extra installation space to achieve the desired
virtual depth ranges, or able to provide limited size images [4, 10, 13]. The SMV
display technique provides a compact, scalable and cheap alternative solution for
virtual projection HUD systems, since it basically consist of lens array and a LCD,
which together at most few centimeters thick and the scale of the presented image
is simply dependent on the LCD (and the lens array) size. Please note that a SMV
based windshield display has been previously introduced in [60]. In their implemen-
tation, however, relatively large distances has been targeted and thus a Fresnel lens
has to be employed over the display, which results in at least few tens of centimeters
thick form-factor. Below, the detailed theoretical analysis of the proposed solution
is presented together with corresponding experimental veriﬁcation.
Figure 4.9 The overall representation of the SMV-HUD system.
The overall representation of the proposed SMV-HUD system is illustrated in Fig.
4.9. A typical HUD system has an image preparation unit to generate the infor-
mation for the driver, and a combiner (e.g. windshield) to augment the generated
image to the real world outside. For the proposed SMV-HUD prototype, the virtual
display plane, i.e. the plane at which the display is reﬂected by the combiner, and
the viewing plane constitute the SMV display parametrization discussed in Fig. 4.4.
The viewing distance dv in the simpliﬁed system is equal to the distance between
the viewer and the combiner, dm, plus the distance between the combiner and the
display, dd.
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Figure 4.10 The prototype of SMV-HUD.
The developed SMV-HUD prototype is given in Fig. 4.10. The device speciﬁcation
of the SMV display are the following: the lens pitch is Tl = 1:57mm, the slant angle
is  = arctan(1=6), which makes the equivalent system lens pitch Xt = 1:59mm, the
LCD size is 16:9cm  25:4cm with subpixel pitch y = 39m in the horizontal and
x = 117m in the vertical directions. The equivalent (eﬀective) horizontal pixel
pitch Xy is the half of y, therefore Xy = 19:5m. The vertical equivalent pixel pitch
Xx is the same as x, i.e. Xx = 117m. The lens thickness is zl = 4:25mm and
the viewing distance is dv = 90cm. With the proposed system parameters, resulting
eyebox is Wv = 33:80cm, and there are 82 views within the eyebox in which the
interview distance is Xv = 4:14mm.
The derived system capabilities are typical for the SMV display, regardless of the
application. For HUD system qualiﬁcation, ﬁeld of view (FOV) for a ﬁxed dv is also
an eﬀective parameter to evaluate. The FOV of the SMV-HUD can be calculated
using the display width and height. In particular, the FOV is
FOVy = 2 arctan
Wy
2dv

; FOVx = 2 arctan
Wx
2dv

; (4.13)
in the horizontal and vertical directions, respectively. Wx is the height (16:9cm) and
Wy is the width (25:4cm) of the display. Therefore, FOVy = 16:04
 and FOVx =
10:73.
With the subpixel mapping in Fig. 4.6(b), the full (maximum available) perceived
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resolution is 240160 pixels. As discussed in Section 4.2.3, this resolution is available
for the scenes inside the display DoF and for those beyond the DoF, the resolution
should be reduced accordingly. Using Eq. 4.12 with given parameters, the maximum
extent of the DoF is calculated as zm =  55:95cm. If the virtual image is aimed
e.g. at 2:5m from the driver, which is typical for existing virtual-HUDs, the scene
should be reconstructed at 1:6m behind the display (z =  1:6m), for dv = 90cm.
Therefore, the horizontal perceived resolution decreases by factor of zm=z  1=3
with respect to maximum available resolution.
Below, the quality factors of the implemented prototype are analyzed and the system
capacity is examined. The depth and resolution perception are experimented with
the help of a precise rig system on which 1920  1200 pixels resolution camera is
mounted. The distance between the camera and the virtual display plane is assured
to be dv = 90cm.
4.3.1 Perceived Resolution
The theoretical resolution constraints are tested at diﬀerent depth values utilizing
sinusoidal signals with diﬀerent frequencies. The boundary of the display DoF,
1:45m from the viewer, and beyond that value, 3m, are chosen as the test depths.
(a) (b)
Figure 4.11 Resolution experiment for the image distance of 1:45m away from the viewer.
(a) Maximum resolution, (b) half of maximum resolution.
In the ﬁrst phase of the resolution experiments, two diﬀerent sinusoidal images
(rotated by the slant angle) are to be reconstructed by the display. Since the images
are placed at 1:45m from the camera, they are 55cm behind the display, which is
within the display bandwidth. Therefore, the display is expected to reconstruct
the pattern with the full perceived resolution. Fig. 4.11(a) illustrates the sinusoidal
pattern with the maximum frequency, where the period is two perceived pixel, so
that each line corresponds to one lens. In Fig. 4.11(b), the reconstructed pattern
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has half of the maximum frequency. It can be observed that the display reconstructs
both patterns correctly.
(a)
(b)
(c)
Figure 4.12 Resolution experiment for the image distance of 3m away from the viewer.
(a) Maximum perceived resolution within DoF, (b) reduced resolution for 3m, (c) half of
the reduced resolution.
The second examination of the resolution limits are done outside the display DoF.
The reconstruction of three sinusoidal contents at 3m are observed, as illustrated
in Fig. 4.12. The pattern with the frequency corresponding to the maximum
resolution, shown in Fig. 4.12(a), is aliased, while the signal carrying the frequency
decreased by the factor of z=zm (2:1m=0:56m) in Fig. 4.12(b) and the one with half
of this reduced resolution in Fig. 4.12(c) are reconstructed as expected. Therefore,
the theoretical analysis of the resolution presented in Section 4.2.2 is veriﬁed in
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practice.
4.3.2 Perceived Depth
The importance of delivering correct depth cues have been discussed in Section 4.2.1.
The depth perception evaluation constitutes the second phase of the experiments
with the SMV-HUD prototype. Mainly the binocular cues and the smoothness of
the motion parallax are tested. The cross-talk between the views and its eﬀect to
motion parallax are discussed.
(a) (b)
(c)
Figure 4.13 Binocular disparity experiment utilizing the views at (a) 10cm left, (b) 0,
and (c) 10cm right with respect to the middle view. The test chart is placed at 3m from
the camera.
The correctness of the binocular disparity is evaluated by utilizing a test chart
placed at the intended virtual image depth, 3m away from the camera. The motion
of the virtual image is then observed with respect to the test chart. The results are
presented in Fig. 4.13, where three diﬀerent views are captured from middle view
and from views 10cm left and right to the middle view. The images shows that the
position of the virtual image with respect to the test chart does not change, i.e. they
deliver the same parallax with changing horizontal position of the camera. It can
then be concluded that the virtual image exhibit the same disparity value with the
test chart and the view images satisfy the binocular cue at the target image depth.
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Please note that because of various manufacturing issues, e.g. the lenticular is not
exactly ﬂat, or the lens pitch is not exactly same for each lens, the virtual image
size and position is distorted in negligible amount.
Motion parallax is a critical cue for depth perception for the intended depth range.
In order to promote the advantages of HUD, e.g. more comfortable and safer driv-
ing, the smoothness of the motion parallax should be provided. The implemented
prototype has the view pitch Xv smaller than the eye pupil size, in which case it is
expected that the smooth motion parallax is ensured inside the DoF of the display.
On the other hand, for the virtual images beyond the DoF, in theory the image jumps
are possible during view transition depending on the image content. As discussed
in Section 4.2.1, however, cross-talk may extend the theoretical limit by enlarging
the visible area of each view. Thus, before the motion parallax experiments, it is
beneﬁcial to evaluate the cross-talk.
Figure 4.14 Cross-talk, the interaction between the views.
The cross-talk values are obtained by measuring the average intensity of all views
at each view locations. For each measurement then, all the subpixels belonging to
the corresponding view have the maximum intensity value (i.e. a white image is
constructed) while all other views are black. The camera captures the images from
the center of each view and the average intensities are stored. The interactions
between the views [30; 50] are illustrated in Fig. 4.14. The cross-talk can be
deﬁned as the proportion of the leakage luminance to the intended luminance at the
corresponding viewpoint, c = leakage=signal  100% [68]. Using this deﬁnition, the
average cross-talk is calculated to be 207:7%. Thus, there is a signiﬁcant amount of
cross-talk between the views that plays role in smoothing the view transitions.
In order to test the motion parallax, three circles at varying depth values are intro-
duced to the display, the innermost circle is at 1:5m, the middle one is at 2m, and
the outermost circle is placed at 3m. For visualization of the view transition, the
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(a) (b)
(c)
Figure 4.15 Smooth motion parallax test for a 3D scene consisting of diﬀerent depth
planes at 1:5m, 2m, and 3m. (a) Captured image from the middle view, (b)-(c) two
example epipolar plane images corresponding to depth planes at 2m and 3m, respectively.
camera is moved horizontally in the eyebox to capture the view images, from which
the same vertical positions (i.e. rows of the images) are extracted and the epipolar
plane images (EPI) are constructed by stacking these rows in the vertical direction.
The EPIs belong to the middle circle (2m) in Fig. 4.15(b) and the furthest circle
(3m) in Fig. 4.15(c). From the continuity of the epipolar lines of the circles, it can
be concluded that the view transition is perceived as continuous. The signiﬁcant
amount of cross-talk calculated above has also a role in the continuity of the motion
parallax.
Although the experimental results are coherent with the theoretical analysis and give
better understanding of the subject, please note that the presented implementation
does not utilize the best parameters possible. Instead, by utilizing the commercially
available products, a proof of the concept is aimed. Thus, the display can be devel-
oped further with the existing technology, e.g. by using QLED with denser subpixel
resolution as the 2D display, or by using a custom design lenticular lens with the
parameters optimized for the HUD application.
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5. CONCLUSIONS
Lens array based 3D capture and display devices construct the conceptual framework
of this thesis. Defocused and focused plenoptic cameras are investigated in the
scope of the capture systems, while the InI and SMV displays are studied as lens
array based 3D display techniques. Besides the theoretical analysis, the defocused
plenoptic camera is simulated utilizing a computer graphics rendering algorithm.
Such a tool enables, for instance, to obtain ground-truth plenoptic data for an
animated scene. Moreover, a HUD prototype has been presented as an attractive
application of the SMV display technique.
As addressed in the theoretical analysis, there is actually a link between the defo-
cused plenoptic camera and the SMV display (in its full parallax extension), and
between the focused plenoptic camera and the InI setup. Such conceptual similarity
can be useful, for instance, in a real-time broadcasting system where the 3D content
can be captured e.g. by the defocused plenoptic camera and delivered to the viewer
by an SMV display.
The spatio-angular trade-oﬀ inherent to plenoptic cameras indicate that the spatial
(texture) resolution can be enhanced at the expense of decrease in the angular
resolution. In the theoretical analysis of the plenoptic cameras in Chapter 3, we
have demonstrated that the focused plenoptic camera favors spatial information,
whereas the angular resolution is desired to be kept suﬃciently high in the defocused
plenoptic camera. Therefore, both cameras can be superior to each other depending
on the post-processing application to be implemented. For the applications where
denser depth planes increase the performance, e.g. refocusing, angular information
is of more importance, therefore the defocused plenoptic camera can be utilized.
Similarly, for the applications that requires higher spatial resolution, e.g. depth
estimation, focused plenoptic camera can provide better results.
The simulation algorithm implemented for the defocused plenoptic camera utilizes
the densely sampled light ﬁeld framework, which enables deﬁning the pixel intensities
in terms of explicit accurate integrals rather than approximations based on ray
oversampling. Having the ground-truth plenoptic image, one can reliably test the
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performance of a desired post-processing algorithm, e.g. refocusing. In the current
implementation the microlenses are assumed to be of square shape. As a future work,
diﬀerent microlens arrangements such as circular or hexagonal are also considered
to be implemented.
The discussion of InI and the SMV displays have also revealed the spatio-angular
trade-oﬀs in such displays. The angular resolution in the InI can be enhanced
by increasing the number of microlenses as a trade-oﬀ of decrease in the spatial
resolution, as in the focused plenoptic camera. On the other hand, the increase
in the number of lenses in the SMV display results in enhancement of the spatial
resolution as a trade-oﬀ of decrease in the angular resolution (i.e. number of views),
as in the defocused plenoptic camera.
Regarding the practical implementation of lens array based 3D displays, the SMV
display technique has been utilized to develop a SMV-HUD prototype. The pro-
totype has demonstrated an attractive solution for the virtual image presentation
HUD application. In particular, the image can be presented at the intended virtual
depths 2   3m with correct depth cues. In doing this, unlike most of the existing
virtual-HUDs, the SMV-HUD does not require an extra installation space. Further-
more it is almost arbitrarily scalable depending on the size of the display.
As also addressed in the theoretical analysis, the development process of the pro-
totype SMV display presented in Section 4.2 has demonstrated that the parameter
selection is an optimization problem and the device speciﬁcations should be decided
in accordance with the requirements of the application. In the HUD prototype where
the virtual image distance is aimed as much as 2 3m, for instance, the display DoF
is kept to be rather large, which then results in sacriﬁce from the resolution. For
another application where the scene is around the display plane, the DoF can be
kept narrow, and resolution can be increased. Similarly, for applications requiring
smaller eyebox, the resolution can be enhanced more. Such trade-oﬀs should be
carefully considered in order to provide better user experience. Please also note
that the SMV-HUD system has been developed as a proof of concept. Thus, mod-
erate resolution LCD is used with a lenticular sheet available in the market. Thus,
the presented system can be signiﬁcantly enhanced by utilizing custom high-quality
lens arrays and higher resolution displays.
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