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We consider impulsive problems for a fractional differential equation with boundary value
conditions. Natural formulae of a solution for our problem are introduced, which can be
regarded as a novelty item. Some related new existence results are established by applying
fixed point methods via a generalized singular Gronwall inequality. Examples are given to
illustrate the results.
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1. Introduction
In order to describe dynamics of populations subject to abrupt changes as well as other phenomena such as harvesting,
diseases, and so forth, some authors have used impulsive differential systems to describe the model since the last century.
For the basic theory on impulsive differential equations, the reader can refer to themonographs of Bainov and Simeonov [1],
Lakshmikantham et al. [2] and Benchohra et al. [3].
Recently, fractional differential equations have been proved to be valuable tools in the modeling of many phenomena in
various fields of engineering, physics and economics. They find useful application in nonlinear oscillations of earthquakes,
many physical phenomena such as seepage flow in porous media and in a fluid dynamic traffic model. Actually, fractional
differential equations are considered as an alternative model to integer differential equations. For more details on fractional
calculus theory, one can see the monographs of Diethelm [4], Kilbas et al. [5], Lakshmikantham et al. [6], Miller and Ross [7],
Michalski [8], Podlubny [9] and Tarasov [10]. Fractional differential equations involving the Riemann–Liouville fractional
derivative or the Caputo fractional derivative have been paid more and more attention to (see for example [11–21]). In
particular, Cauchy problems, boundary value problems and nonlocal problems for impulsive fractional differential equations
have been attractive to many researchers, one can see [22–26] and references therein.
In this paper we continue to combine these two areas and the previous works to extend the study to the impulsive
problems for fractional differential equations with boundary value conditions
cDq0,tu(t) := cDqt u(t) = f (t, u(t)), t ∈ J ′ := J \ {t1, . . . , tm} , J := [0, T ],
∆u(tk) := u(t+k )− u(t−k ) = Ik(u(t−k )), k = 1, 2, . . . ,m,
au(0)+ bu(T ) = c,
(1)
where cDqt is the Caputo fractional derivative of order q ∈ (0, 1)with the lower limit zero, f : J×R → R is jointly continuous
and tk satisfy 0 = t0 < t1 < · · · < tm < tm+1 = T , u(t+k ) = limϵ→0+ u(tk+ ϵ) and u(t−k ) = limϵ→0− u(tk+ ϵ) represent the
right and left limits of u(t) at t = tk. Ik ∈ C(R, R), and a, b, c are real constants with a+ b ≠ 0.
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The main novelty of this paper is a formula on a solution of the problem (1). We obtain the formula of solutions for the
problem (1) as follows
u(t) =

1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ [0, t1],
I1(u(t−1 ))+
1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ (t1, t2],
I1(u(t−1 ))+ I2(u(t−2 ))+
1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ (t2, t3],
...
m
k=1
Ik(u(t−k ))+
1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ (tm, T ].
The rest of this paper is organized as follows. In Section 2, we give some notations, recall some concepts and preparation
results, and introduce a concept of a piecewise continuous solution for our problem. In Section 3, we give threemain results,
the first result based on the Banach contraction principle, the second result based on Schaefer’s fixed point theorem via a
generalized singular Gronwall inequality, the third result based on a nonlinear alternative of Leray–Schauder type. Some
examples are given in Section 4 to demonstrate the application of our main results.
2. Preliminaries
In this section, we introduce notations, definitions, and preliminary facts. Throughout this paper, let C(J, R) be the Banach
space of all continuous functions from J into R with the norm ∥u∥C := sup{∥u(t)∥ : t ∈ J} for u ∈ C(J, R). We also
introduce the Banach space PC(J, R) = {u : J → R | u ∈ C((tk, tk+1], R), k = 0, . . . ,m and there exist u(t−k ) and
u(t+k ), k = 1, . . . ,m, with u(t−k ) = u(tk)}with the norm ∥u∥PC := sup{∥u(t)∥ : t ∈ J}.
Let us recall the following known definitions. For more details see [5].
Definition 2.1. The fractional integral of order γ with the lower limit zero for a function f : [0,∞)→ R is defined as
Iγt f (t) = 1
Γ (γ )
 t
0
f (s)
(t − s)1−γ ds, t > 0, γ > 0,
provided the right side is point-wise defined on [0,∞), where Γ (·) is the gamma function.
Definition 2.2. The Riemann–Liouville derivative of order γ with the lower limit zero for a function f : [0,∞)→ R can be
written as
LDγt f (t) = 1
Γ (n− γ )
dn
dtn
 t
0
f (s)
(t − s)γ+1−n ds, t > 0, n− 1 < γ < n.
Definition 2.3. The Caputo derivative of order γ for a function f : [0,∞)→ R can be written as
cDγt f (t) = LDγt

f (t)−
n−1
k=0
tk
k! f
(k)(0)

, t > 0, n− 1 < γ < n.
Remark 2.4. (i) If f (t) ∈ Cn[0,∞), then
cDγt f (t) = 1
Γ (n− γ )
 t
0
f (n)(s)
(t − s)γ+1−n ds = I
n−γ
t f
(n)(t), t > 0, n− 1 < γ < n.
(ii) The Caputo derivative of a constant is equal to zero.
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Definition 2.5. A function u ∈ PC(J, R) is said to be a solution of the problem (1) if u(t) = uk(t) for t ∈ (tk, tk+1) and
uk ∈ C([0, tk+1], R), k = 0, 1, 2, . . . ,m satisfies the equation cDqt uk(t) = f (t, uk(t)) a.e. on (0, tk+1) with the restriction of
uk(t) on [0, tk) is just uk−1(t), and the conditions∆u(tk) = Ik(u(t−k )), k = 1, 2, . . . ,m, and au(0)+ bu(T ) = c.
Lemma 2.6. Let q ∈ (0, 1) and h : J → R be continuous. A function u ∈ C(J, R) is a solution of the fractional integral equation
u(t) = u0 − 1
Γ (q)
 aˆ
0
(aˆ− s)q−1h(s)ds+ 1
Γ (q)
 t
0
(t − s)q−1h(s)ds,
if and only if u is a solution of the following fractional Cauchy problemscDqt u(t) = h(t), t ∈ J,
u(aˆ) = u0, aˆ > 0. (2)
Lemma 2.7. Let h : J → R be continuous. A function u is a solution of the fractional integral equation
u(t) =

1
Γ (q)
 t
0
(t − s)q−1h(s)ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1h(s)ds− c

, for t ∈ [0, t1],
I1(u(t−1 ))+
1
Γ (q)
 t
0
(t − s)q−1h(s)ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1h(s)ds− c

, for t ∈ (t1, t2],
I1(u(t−1 ))+ I2(u(t−2 ))+
1
Γ (q)
 t
0
(t − s)q−1h(s)ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1h(s)ds− c

, for t ∈ (t2, t3],
...
m
k=1
Ik(u(t−k ))+
1
Γ (q)
 t
0
(t − s)q−1h(s)ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1h(s)ds− c

, for t ∈ (tm, T ].
(3)
if and only if u is a solution of the following impulsive problem
cDqt u(t) = h(t), t ∈ J ′,
∆u(tk) = Ik(u(t−k )), k = 1, 2, . . . ,m,
au(0)+ bu(T ) = c.
(4)
Proof. Assume u satisfies impulsive problem (4). If t ∈ [0, t1] then
cDqt u(t) = h(t), t ∈ [0, t1]. (5)
Integrating the expression (5) from 0 to t by virtue of Definition 2.1, one can obtain
u(t) = u(0)+ 1
Γ (q)
 t
0
(t − s)q−1h(s)ds.
If t ∈ (t1, t2] then
cDqt u(t) = h(t), t ∈ (t1, t2]with∆u(t1) = I1(u(t−1 )). (6)
By Lemma 2.6, one obtains
u(t) = u(t+1 )−
1
Γ (q)
 t1
0
(t1 − s)q−1h(s)ds+ 1
Γ (q)
 t
0
(t − s)q−1h(s)ds
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= u(t−1 )+ I1(u(t−1 ))−
1
Γ (q)
 t1
0
(t1 − s)q−1h(s)ds+ 1
Γ (q)
 t
0
(t − s)q−1h(s)ds
= u(0)+ I1(u(t−1 ))+
1
Γ (q)
 t
0
(t − s)q−1h(s)ds.
If t ∈ (t2, t3] then again using Lemma 2.6, we get
u(t) = u(t+2 )−
1
Γ (q)
 t2
0
(t2 − s)q−1h(s)ds+ 1
Γ (q)
 t
0
(t − s)q−1h(s)ds
= u(t−2 )+ I2(u(t−2 ))−
1
Γ (q)
 t2
0
(t2 − s)q−1h(s)ds+ 1
Γ (q)
 t
0
(t − s)q−1h(s)ds
= u(0)+ I1(u(t−1 ))+ I2(u(t−2 ))+
1
Γ (q)
 t
0
(t − s)q−1h(s)ds.
If t ∈ (tm, T ] then again from Lemma 2.6 and note that the boundary value condition au(0)+ bu(T ) = c , we get
u(t) = u(0)+
m
k=1
Ik(u(t−k ))+
1
Γ (q)
 t
0
(t − s)q−1h(s)ds
=
m
k=1
Ik(u(t−k ))+
1
Γ (q)
 t
0
(t − s)q−1h(s)ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1h(s)ds− c

.
Conversely, assume that u satisfies (3). If t ∈ [0, t1] then using the fact that cDqt is the left inverse of Iqt we get (5). If
t ∈ (tk, tk+1], k = 1, 2, . . . ,m then using the fact that the Caputo derivative of a constant is equal to zero, we obtain
cDqt u(t) = h(t), t ∈ (tk, tk+1] and∆u(tk) = Ik(u(t−k )). 
In order to apply the Schaefer fixed point theorem to show the existence of solutions, we need a new generalized singular
type Gronwall inequality with mixed type singular integral operator. It will play an essential role in the study of boundary
value problems for nonlinear fractional differential equations.
Lemma 2.8 ([27, Lemma 3.1]). Let y ∈ C(J, R) satisfy the following inequality:
|y(t)| ≤ a¯+ b¯
 t
0
(t − s)q−1|y(s)|λds+ c¯
 T
0
(T − s)q−1|y(s)|λds,
where q ∈ (0, 1), λ ∈

0, 1− 1p

for some 1 < p < 11−q , a¯, b¯, c¯ ≥ 0 are constants. Then there exists a constant M∗ > 0 such
that
|y(t)| ≤ M∗.
For measurable functionsm : J → R, define the norm
∥m∥Lp(J) =


J
|m(t)|pdt
 1
p
, 1 ≤ p <∞,
inf
µ(J¯)=0

sup
t∈J−J¯
|m(t)|

, p = ∞,
where µ(J¯) is the Lebesgue measure on J¯ . Let Lp(J, R) be the Banach space of all Lebesgue measurable functions m : J → R
with ∥m∥Lp(J) <∞.
Theorem 2.9 (Hölder’s Inequality). Assume that σ , p ≥ 1, and 1
σ
+ 1p = 1. If l ∈ Lσ (J), m ∈ Lp(J), then for 1 ≤ p ≤ ∞,
lm ∈ L1(J) and ∥lm∥L1(J) ≤ ∥l∥Lσ (J)∥m∥Lp(J).
Theorem 2.10 ([1, Lemma 2.4]). Let X be a Banach space and W ⊂ PC(J, X). If the following conditions are satisfied:
(i) W is uniformly bounded subset of PC(J, X);
(ii) W is equicontinuous in (tk, tk+1), k = 0, 1, 2, . . . ,m, where t0 = 0, tm+1 = T ;
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(iii) W (t) = {u(t) | u ∈ W , t ∈ J \ {t1, . . . , tm}}, W (t+k ) = {u(t+k ) | u ∈ W } and W (t−k ) = {u(t−k ) | u ∈ W } are relatively
compact subsets of X.
Then W is a relatively compact subset of PC(J, X).
Theorem 2.11 (Schaefer’s Fixed Point Theorem). Let X be a Banach space and F : X → X be a completely continuous operator.
If the set
E(F) = {y ∈ X : y = λFy for some λ ∈ [0, 1]}
is bounded, then F has at least a fixed point.
Theorem 2.12 (Nonlinear Alternative of Leray–Schauder Type). Let C be a nonempty convex subset of X. Let U be a nonempty
open subset of C with 0 ∈ U and F : U → C be a compact and continuous operators. Then either
(i) F has fixed points, or
(ii) there exist y ∈ ∂U and λ∗ ∈ [0, 1] with y = λ∗F(y).
3. Main results
This section deals with the existence and uniqueness of solutions for the problem (1). Before stating and proving the
main results, we introduce the following hypotheses.
[H1]: f : J × R → R is jointly continuous.
[H2]: There exists q1 ∈ (0, q) and a real functionm(·) ∈ L
1
q1 (J, R+) such that |f (t, u)| ≤ m(t), for all u ∈ R.
[H3]: There exists q2 ∈ (0, q) and a real function h(·) ∈ L
1
q2 (J, R+) such that |f (t, u1)− f (t, u2)| ≤ h(t)|u1 − u2|, for all
u1, u2 ∈ R.
[H4]: Ik : R → R and there exists a constantMIk ∈ [0, 1m ) such that
|Ik(u)− Ik(v)| ≤ MIk |u− v|, for all u, v ∈ R, and k = 1, 2, . . . ,m.
For brevity, let
β = q− 1
1− q1 , α =
q− 1
1− q2 , Mab = max
 aa+ b
 ,  ba+ b
 .
Theorem 3.1. Assume that [H1]–[H4] hold. If
Mab +

1+
 ba+ b
 ∥h∥L 1q2 (J)T
(1+α)(1−q2)
Γ (q)(1+ α)1−q2 < 1, (7)
then Eq. (1) has a unique solution on J.
Proof. Transform the problem (1) into a fixed point problem. Consider the operator F : PC(J, R)→ PC(J, R) defined by
(Fu)(t) =

1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ [0, t1],
I1(u(t−1 ))+
1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ (t1, t2],
I1(u(t−1 ))+ I2(u(t−2 ))+
1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ (t2, t3],
...
m
k=1
Ik(u(t−k ))+
1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ (tm, T ].
(8)
It is obvious that F is well defined due to [H1].
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Step 1. Fu ∈ PC(J, R) for every u ∈ PC(J, R).
If t ∈ [0, t1], then for every u ∈ C([0, t1], R) and any δ > 0, by using Hölder inequality, we get
|(Fu)(t + δ)− (Fu)(t)| ≤ 1
Γ (q)
 t
0
((t + δ − s)q−1 − (t − s)q−1)f (s, u(s))ds

+ 1
Γ (q)
 t+δ
t
(t + δ − s)q−1f (s, u(s))ds

≤ 1
Γ (q)
 t
0
((t − s)q−1 − (t + δ − s)q−1) 11−q1 ds
1−q1  t
0
(m(s))
1
q1 ds
q1
+ 1
Γ (q)
 t+δ
t
[(t + δ − s)q−1] 11−q1 ds
1−q1  t+δ
t
(m(s))
1
q1 ds
q1
,
which implies that
|Fu(t + δ)− Fu(t)| ≤
2δ(1+β)(1−q1)∥m∥
L
1
q1 ([0,t1])
Γ (q)(1+ β)1−q1 .
It is easy to see that the right-hand side of the above inequality tends to zero as δ → 0. Thus, Fu ∈ C([0, t1], R).
If t ∈ (tk, tk+1], k = 1, 2, . . . ,m, then for every u ∈ C((tk, tk+1], R) and any δ > 0, repeating the same process again, one
can obtain
|Fu(t + δ)− Fu(t)| ≤
2δ(1+β)(1−q1)∥m∥
L
1
q1 ((tk,tk+1])
Γ (q)(1+ β)1−q1 ,
which implies that Fu ∈ C((tk, tk+1], R).
From the above discussion, we can have Fu ∈ PC(J, R) for every u ∈ PC(J, R).
Step 2. F is a contraction operator on PC(J, R).
In fact, for arbitrary u, v ∈ PC(J, R), without loss of generality, for the time interval (ti, ti+1],
|(Fu)(t)− (Fv)(t)| ≤
 i
k=1
(Ik(u(t−k ))− Ik(v(t−k )))+
1
Γ (q)
 t
0
(t − s)q−1(f (s, u(s))− f (s, v(s)))ds
− b
a+ b
m
k=1
(Ik(u(t−k ))− Ik(v(t−k ))) −
b
a+ b
1
Γ (q)
 T
0
(T − s)q−1(f (s, u(s))− f (s, v(s)))ds

≤
 aa+ b
 i
k=1
(Ik(u(t−k ))− Ik(v(t−k )))+ 1Γ (q)
 t
0
(t − s)q−1|f (s, u(s))− f (s, v(s))|ds
+
 ba+ b
 m
k=i+1
(Ik(u(t−k ))− Ik(v(t−k )))
+
 ba+ b
 1Γ (q)
 T
0
(T − s)q−1|f (s, u(s))− f (s, v(s))|ds
≤ Mab
m
k=1
|Ik(u(t−k ))− Ik(v(t−k ))| +
1
Γ (q)
 t
0
(t − s)q−1h(s)|u(s)− v(s)|ds
+
 ba+ b
 1Γ (q)
 T
0
(T − s)q−1h(s)|u(s)− v(s)|ds
≤ Mab

m
k=1
MIk

∥u− v∥PC +
∥h∥
L
1
q2 (J)
Γ (q)
 t
0
[(t − s)q−1] 11−q2 ds
1−q2
∥u− v∥PC
+
 ba+ b
 ∥h∥L 1q2 (J)Γ (q)
 T
0
[(T − s)q−1] 11−q2 ds
1−q2
∥u− v∥PC
≤
Mab + 1+  ba+ b
 ∥h∥L 1q2 (J)T
(1+α)(1−q2)
Γ (q)(1+ α)1−q2
 ∥ u− v ∥PC .
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Thus, F is a contraction mapping on PC(J, R) due to the condition (7). By applying the well-known Banach’s contraction
mapping principle we know that the operator F has a unique fixed point on PC(J, R). Therefore, the problem (1) has a unique
solution
u(t) =

1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ [0, t1],
I1(u(t−1 ))+
1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ (t1, t2],
I1(u(t−1 ))+ I2(u(t−2 ))+
1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ (t2, t3],
...
m
k=1
Ik(u(t−k ))+
1
Γ (q)
 t
0
(t − s)q−1f (s, u(s))ds
− 1
a+ b

b
m
k=1
Ik(u(t−k ))+
b
Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds− c

, for t ∈ (tm, T ].
This completes the proof. 
The second result is based on Schaefer’s fixed point theorem.
Now, we replace [H2] into the following linear growth condition:
[H2′ ] There exist constants λ ∈

0, 1− 1p

for some 1 < p < 11−q and L > 0 such that
|f (t, u)| ≤ L(1+ |u|λ) for each t ∈ J and all u ∈ R.
Theorem 3.2. Assume that [H1] and [H2′ ] hold. Then the problem (1) has at least one solution.
Proof. Transform the problem (1) into a fixed point problem. Consider the operator F : PC(J, R)→ PC(J, R) defined as (8).
For the sake of convenience, we subdivide the proof into several steps.
Step 1. F is continuous.
Let {un} be a sequence such that un → u in PC(J, R). Then for each t ∈ J , we have
|(Fun)(t)− (Fu)(t)| ≤ Mab
m
k=1
(Ik(un(t−k ))− Ik(u(t−k )))+ 1Γ (q)
 t
0
(t − s)q−1|f (s, un(s))− f (s, u(s))|ds
+
 ba+ b
 1Γ (q)
 T
0
(T − s)q−1| f (s, un(s))− f (s, u(s))|ds.
Note that Ik ∈ C(R, R), and due to [H1], f is jointly continuous, then we have
∥Fun − Fu∥PC → 0 as n →∞.
Step 2. F maps bounded sets into bounded sets in PC( J, R).
Indeed, it is enough to show that for any η∗ > 0, there exists a µ > 0 such that for each u ∈ Bη∗ = {y ∈ PC(J, R) :
∥y∥PC ≤ η∗}, we have ∥Fu∥PC ≤ µ.
For each t ∈ J , we get
|(Fu)(t)| ≤ Mab
m
k=1
|Ik(u(t−k ))| +
1
Γ (q)
 t
0
(t − s)q−1| f (s, u(s))|ds
+
 ba+ b
 1Γ (q)
 T
0
(T − s)q−1|f (s, u(s))|ds+
 ca+ b

≤ Mab
m
k=1
|Ik(u(t−k ))| +
 ca+ b
+ 1+  ba+ b
 LT q(1+ (η∗)λ)Γ (q+ 1) ,
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which implies that
∥Fu∥PC ≤ Mab
m
k=1
|Ik(u(t−k ))| +
 ca+ b
+ 1+  ba+ b
 LT q(1+ (η∗)λ)Γ (q+ 1) := µ.
Step 3. F maps bounded sets into equicontinuous sets of PC( J, R).
For interval [0, t1], 0 < s1 < s2 < t1, u ∈ Bη∗ . Using [H2′ ], we have
|(Fu)(s2)− (Fu)(s1)| ≤ 1
Γ (q)
 s1
0
[(s1 − s)q−1 − (s2 − s)q−1]|f (s, u(s))|ds+ 1
Γ (q)
 s2
s1
(s2 − s)q−1|f (s, u(s))|ds
≤ L
Γ (q)
 s1
0
[(s1 − s)q−1 − (s2 − s)q−1](1+ |u(s)|λ)ds
+ L
Γ (q)
 s2
s1
(s2 − s)q−1(1+ |u(s)|λ)ds
≤ L(1+ (η
∗)λ)
Γ (q)
 s1
0
[(s1 − s)q−1 − (s2 − s)q−1]ds+ L(1+ (η
∗)λ)
Γ (q)
 s2
s1
(s2 − s)q−1ds
≤ L(1+ (η
∗)λ)
Γ (q+ 1) (|s
q
1 − sq2| + 2(s2 − s1)q).
As s2 → s1, the the right-hand side of the above inequality tends to zero, therefore F is equicontinuous on interval [0, t1].
In general, for the time interval (tk, tk+1], we similarly obtain the following inequality
|(Fu)(s2)− (Fu)(s1)| ≤ L(1+ (η
∗)λ)
Γ (q+ 1) (|s
q
1 − sq2| + 2(s2 − s1)q)→ 0, as s2 → s1.
This yields that F is equicontinuous on interval (tk, tk+1].
As a consequence of Step 1–3 together with the PC-type Arzela–Ascoli theorem (Theorem 2.10 in the case of X = R), we
can conclude that F : Bη∗ → Bµ is continuous and completely continuous.
Step 4. A priori bounds.
Now it remains to show that the set E(F) = {u ∈ PC(J, R) : u = λFu, for some λ ∈ (0, 1]} is bounded.
Let u ∈ E(F), then u = λFu for some λ ∈ (0, 1]. For each t ∈ J ,
|u(t)| ≤ Mab
m
k=1
|Ik(u(t−k ))| +
 ca+ b
+ 1+  ba+ b
 LT qΓ (q+ 1)
+ L
Γ (q)
 t
0
(t − s)q−1|u(s)|λds+
 ba+ b
 LΓ (q)
 T
0
(T − s)q−1|u(s)|λds.
By Lemma 2.8, there exists aM∗ > 0 such that
|u(t)| ≤ M∗, t ∈ J.
Thus for every t ∈ J , we have ∥u∥PC ≤ M∗. This shows that the set E(F) is bounded.
As a consequence of Schaefer’s fixed point theorem, we deduce that F has a fixed point which is a solution of the
problem (1). 
In the following theorem we apply the nonlinear alternative of Leray–Schauder type in which the condition [H2′ ] is
weakened.
[H2′′ ]: There exists a constant q3 ∈ (0, q) such that real valued function φf (·) ∈ L
1
q3 (J, R) and there exists a L1-integrable
and nondecreasing ψ : [0,+∞)→ (0,+∞] such that
|f (t, u)| ≤ φf (t)ψ(|u|)
for each t ∈ J and all u ∈ PC(J, R).
[H5]: The following inequality
Q (r) = r
χ + ψ(r)Tq−q3 (1−q3)1−q3ϑ
Γ (q)(q−q3)1−q3
> 1
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has at least a positive solution, where
χ = Mab
m
k=1
Ik(u(t−k ))+  b(a+ b)Γ (q)
 T
0
(T − s)q−1f (s, u(s))ds
+  ca+ b
 ,
and ϑ = ∥φf ∥
L
1
q3 (J)
.
Theorem 3.3. Assume that [H1], [H2′′ ] and [H5] hold. Then the problem (1) has at least one solution.
Proof. Consider the operator F defined in Theorem 3.2. It can be easily shown that F is continuous and completely
continuous. Repeating the same process in Step 4 in Theorem 3.2, using [H2′′ ] and Hölder’s inequality again, for each t ∈ J ,
we have
|u(t)| ≤ |(Fu)(t)|
≤ χ + ψ(∥u∥PC )
Γ (q)
 t
0
(t − s)q−1φf (s)ds
≤ χ + ψ(∥u∥PC )
Γ (q)
 t
0
(t − s) q−11−q3 ds
1−q3  t
0
(φf (s)
1
q3 )ds
q3
≤ χ + ψ(∥u∥PC )T
q−q3(1− q3)1−q3ϑ
Γ (q)(q− q3)1−q3 .
Thus
∥u∥PC
χ + ψ(∥u∥PC )Tq−q3 (1−q3)1−q3ϑ
Γ (q)(q−q3)1−q3
≤ 1.
By [H5], there exists a N∗ > 0 such that ∥u∥PC ≠ N∗.
Let U = {u ∈ PC( J, R) : ∥u∥PC < N∗}. The operator F : U → PC( J, R) is continuous and completely continuous. From
the choice of U , there is no u ∈ ∂U such that u = λ∗F(u), λ∗ ∈ [0, 1]. As a consequence of the nonlinear alternative of
Leray–Schauder type, we deduce that F has a fixed point u ∈ U , which implies that the problem (1) has at least one solution
u ∈ PC(J, R). 
4. Examples
In this section we give some examples to illustrate the usefulness of our main results.
Example 1. Let us consider the first fractional impulsive problem
cDqt u(t) = e
−t |u(t)|
(9+ et)(1+ |u(t)|) , q ∈ (0, 1), t ∈ [0, 1] \ {t1},
u(0)+ u(1) = 0,
u(t+1 ) = u(t−1 )+ 1.
(9)
Set
f (t, u) = e
−tu
(9+ et)(1+ u) , (t, u) ∈ [0, 1] × [0,∞).
Let u1, u2 ∈ [0,∞) and t ∈ [0, 1]. Then we have
|f (t, u1)− f (t, u2)| = e
−t
(9+ et)
 u11+ u1 − u21+ u2
 ≤ 110 |u1 − u2|.
Obviously, for all u ∈ [0,∞) and each t ∈ [0, 1],
|f (t, u)| = e
−t
9+ et
 u1+ u
 ≤ e−t9+ et ≤ 110 .
And for all u, v ∈ PC(J, R),
I1(u(t−1 ))− I1(v(t−1 )) ≡ 1− 1 = 0.
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For t ∈ [0, 1] and some q2 ∈ (0, q), let a = b = 1,m(t) = h(t) := 110 ∈ L
1
q2 ([0, 1], R), T = 1. Choosing suitable q and
q2 ∈ (0, q), one can arrive at the following inequality
1
2
+ 3
2
1
10
Γ (q)

q−q2
1−q2
1−q2 < 1⇔ 1
Γ (q)

q−q2
1−q2
1−q2 < 103 .
Thus all the assumptions in Theorem 3.1 are satisfied, our results can be applied to the problem (9). 
Example 2. Let us consider the second fractional impulsive problem
cDqt u(t) = |u(t)|
(1+ et)(1+ |u(t)|) , q ∈ (0, 1), t ∈ [0, T ] \ {t1},
u(0)+ u(T ) = 0,
u(t+1 ) = u(t−1 )+ Ik(u(t−1 )).
(10)
Set
f1(t, u) = u
(1+ et)(1+ u) , (t, u) ∈ [0, T ] × [0,∞).
Obviously, for all u ∈ [0,∞) and each t ∈ [0, T ],
|f1(t, u)| = 1
(1+ et)
 u1+ u
 ≤ 12 .
Thus, all the assumptions in Theorem 3.2 are satisfied, our results can be applied to the problem (10). 
Example 3. Let us consider another fractional impulsive problem
cDqt u(t) = ψ(|u(t)|)
(1+ et)(1+ |u(t)|) , q ∈ (0, 1), t ∈ [0, T ] \ {t1},
u(0)+ u(T ) = 0,
u(t+1 ) = u(t−1 )+ Ik(u(t−1 )),
(11)
where ψ : [0,+∞)→ (0,+∞) is continuous and nondecreasing function and y1 > 0.
Set q3 ∈ (0, q), f2(t, u) = ψ(u)(1+et )(1+u) , for (t, u) ∈ [0, T ] × [0,∞) and φf2(t) = 11+et ∈ L
1
q3 (J, R). By choosing the suitable
y1 and T , the function ψ and a suitable q ∈ (0, 1) and q3 ∈ (0, q) such that the following inequality
r
χ +
ψ(r)Tq−q3 (1−q3)1−q3
 11+et 
L
1
q3 ([0,T ])
Γ (q)(q−q3)1−q3
> 1
has at least a positive solution. Thus, all the assumptions in Theorem 3.3 are satisfied, our results can be applied to the
problem (11). 
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