For every \computation" there corresponds the physical task of manipulating a starting state into an output state with a desired property. As the classical theory of physics has been replaced by quantum physics, it is interesting to consider the capabilities of a computer that can exploit the distinctively quantum features of nature. The extra capabilities seem enormous. For example, with only an expected O( p N ) evaluations of a function f : f0; 1; : : : ; N ? 1g ! f0; 1g, we can nd a solution to f (x) = 1 provided one exists. Another example is the ability to nd e ciently the order of an element g in a group by using a quantum computer to estimate a random eigenvalue of the unitary operator that multiplies by g in the group. By using this eigenvalue estimation algorithm to estimate an eigenvalue of the unitary operator used in quantum searching we can approximately count the number of solutions to f (x) = 1. This paper describes this eigenvector approach to quantum counting and related algorithms.
Introduction
In 14], Feynman notes that it is unlikely that a classical computer can e ciently simulate the evolution of a quantum system. He thus speculates that a \quantum" computer built to exploit these quantum properties would be much more powerful than a classical computer. Deutsch 12 ] went on to de ne the quantum Turing machine and quantum circuits. Evidence that quantum computers are more powerful than classical computers appears in 12], 13], 4], and 24]. Building upon the idea of Simon 24] , Shor 23] showed how we can use a quantum computer to nd the order of an element g from the multiplicative group of integers modulo N for some composite integer N with polylog(N) elementary operations. Shor combines this quantum algorithm with the classical di erence of squares factoring technique (see Section 3.2.5 of 19]) to produce a quantum factoring algorithm. Consequently the power of quantum computers became much more tangible. No classical algorithm is known for solving this problem in polynomial time and many public key cryptosystems in use today rely on the computational intractability of factoring (see Chapter 8 of 19] ). This order-nding algorithm can be viewed as an estimation of a random eigenvalue of the unitary operator that multiplies by g. This view uni es the approaches of Shor and Kitaev 18] as demonstrated in 10]. The order-nding algorithm is one example in a larger class of algorithms known as Abelian hidden subgroup algorithms (see 21] for a survey). They can all be viewed as an estimation of an eigenvalue or a set of eigenvalues of some unitary operator or operators. Implementations can focus on the task of estimating these eigenvalues e ciently. The other major family of quantum algorithms known are based on Grover's 15] algorithm for quantum searching. These algorithms can be summarised as quantum amplitude ampli cation 6, 7, 16, 9] , quantum amplitude estimation 9, 20] , and special cases thereof. The main contributions of this 1 paper are derived by considering the quantum searching iterate in its eigenvector basis. Section 2 describes the eigenvectors and eigenvalues of the searching iterate. This analysis immediately shows that Grover's algorithm is not very useful when the input state is random, as shown by di erent methods in 3]. The eigenvalues contain information useful for counting and so in Section 3 we review the techniques for eigenvalue estimation detailed in 10]. Section 4 describes a quantum counting algorithm based on estimating the eigenvalues described in Section 2 with the techniques given in Section 3. The core of this algorithm is in fact equivalent to the algorithm in 9], except the analysis is done in a di erent basis. The analysis in the eigenvector basis is simpler and additional facts become apparent.
For example, we can count anywhere from 0 to N solutions and do not need to assume the number of solutions is at most N=2 as done in 9] . Analysing the eigenvectors and eigenvalues also provides an alternative analysis of the searching and amplitude ampli cation algorithms as detailed in 8] and summarised in Section 5. Section 5 also shows how to combine the quantum counting algorithm of Section 4 with exact searching methods to produce an alternative searching algorithm. This algorithm is useful when the number of solutions is not known. For the rest of the introduction, I will describe a quantum computer and de ne quantum searching, counting, amplitude ampli cation, and amplitude estimation in more detail.
Quantum computers
Consider a register of n-bits and a sequence of logic gates to transform an input to a desired output.
Any irreversible gate can be made reversible by adding some xed number of extra input and output bits, so let us just consider reversible gates (see 2] for information on the history of reversible computation). Since we only observe these n-bits in precisely one of 2 n con gurations, we have for centuries assumed this meant the bits were always in one of these 2 n con gurations. This century we learned that classical physics, which makes such an assumption, is wrong, and we replaced this theory with what is known as quantum physics. Such a collection of 2-state systems can actually exist in any complex linear combination (or superposition) of the 2 n possible observable con gurations, provided the coe cients satisfy a certain property. Let us use Dirac's notation and refer to an n-bit string x = x 1 x 2 : : :x n as jxi. The linear combination P x2f0;1g n x jxi satis es P x2f0;1g n j x j 2 = 1. This restriction occurs for a very good reason: j x j 2 corresponds to the probability of observing the string jxi if we observe the register. Since we always want to observe something, these probabilities better add to 1! The linear combination P x2f0;1g n x j xi can also be described in vector notation as ( 0 ; 1 ; : : :; 2 n ?1 ). We use the convention that j corresponds to the amplitude of jji, where j is represented in binary. Every gate acts linearly on this superposition, so we only need to know the behaviour on a basis of dimension 2 n . We usually use the standard computational basis fjxi : x 2 f0; 1g n g, which corresponds to the elementary vectors in the vector space of dimension 2 n generated by the jxi vectors. Further, the restriction that the amplitudes must correspond to probabilities adding up to 1 implies that all the gates are unitary. Consequently, any operator we implement with such gates is unitary.
Quantum searching and counting
Grover's original quantum searching algorithm 15] takes a function f : f0; 1; : : :; N ?1g ! f0; 1g that has only one solution to f(x) = 1 and nds that unique solution using only O( p N) evaluations of f. If f is treated as a black box, then ( p N) evaluations are in fact necessary 5]. Tighter bounds on the number of evaluations necessary were soon found, the restriction that f has a unique solution was subsequently removed 6], and other algorithms followed that approximately count the number of solutions to f(x) = 1 6, 9, 20]. Let us de ne the searching and counting problems more explicitly. Consider a function f that maps each element of a set X to either 0 or 1. For example, let X represent the set of the 3 n possible 3-colourings of an n-vertex graph G, and let f(x) = 1 if and only if the colouring x is a proper colouring of G (that is, no adjacent vertices are coloured with the same colour). De ne X 1 to be the subset of X for which f evaluates to 1 (that is, the set of proper 3-colourings of G) and X 0 to be the elements for which f evaluates to 0. Let us de ne t to be jX 1 j, the number of elements in X 1 . The decision problem associated with f is to decide if there is a proper colouring x, that is, to decide if jX 1 j > 0. The generation or search problem is to nd a proper colouring x, that is, an element of X 1 . The uniform generation problem is to generate such an element uniformly at random from the set X 1 . A more general problem is to count either exactly or approximately the number of solutions to f(x) = 1. To approximately count X 1 with accuracy means to output a numbert such that (1 ? )t t (1 + )t:
(1)
A randomised approximation scheme (RAS) for t is a randomised algorithm that for any real parameter > 0 outputs a numbert satisfying equation (1) with probability 1 2/3. A quantum RAS is an RAS which uses a quantum computer algorithm. Grover presented an algorithm for quantum searching 15], which was subsequently generalised 6, 7, 16]. These algorithms do not run in time polynomial in log N, where jXj = N, but they do run in time roughly the square root of the running time for the best classical algorithm. By running time we are referring to the number of calls to the oracle or black box U f for the function f. This black box for evaluating f reversibly computes f(x) given input jxi, usually by mapping jxi jbi to j xi jb f(x)i, but in this paper we will assume the value of f(x) is simply encoded in the phase by mapping jxi to ( ?1) f (x) jxi. Note that this modi ed U f can be realised with a black box which maps j xi jbi to jxi jb f(x)i, by setting jbi to (j 0i ? j1i)= p 2. In 9] and 20], the iterate in Grover's algorithm, let us call it G, is used to approximately count. The randomised approximation schemes suggested in 6, 9, 20] and herein can be made to run with an expected running time of O((1= ) p N=t) (see Lemma 7) . We just count the number of calls to U f since the lower bounds associated with these algorithms are in terms of these calls. It turns out that for all the algorithms discussed here the number of other operations is usually proportional to the number of calls to U f . The operators A and A ?1 we discuss later are typically Hadamard transforms or some other transformations which can be e ciently implemented, and the operator U 0 can also be implemented e ciently. Since the algorithms in this paper use only one application of A, A ?1 , and U 0 for every application of U f , this measure of running time is indeed representative of the running time of these algorithms in terms of all the elementary operations necessary. Each G makes one call to U f , so the number of repetitions of G corresponds to the number of calls to U f . In the next section we take a closer look at the operator G and its properties.
The Grover iterate and its properties
The quantum searching algorithm 15, 6] 
The number 2/3 can be replaced by any value, say 1 ? , that exceeds 1/2 by a constant. Given a particular RAS, we can apply a bootstrapping scheme that applies the given RAS a number of times linear in log(1= ) and outputs the median to produce an -approximation with probability 1 ? . the distribution of ! t depending on the number of solutions t. The important point is that the ! t values get much closer together and harder to di erentiate as t gets close to N=2. Distinguishing a function f with t solutions requires a more precise estimate of ! t as t gets closer to N=2.
It is worth remembering that there are of course many other eigenvectors. If 0 < t < N, then in addition to the eigenvectors j + i and j ? i there are N ? 2 other eigenvectors. Exactly N ? t ? 1 of them, spanned only by elements of X 0 , have eigenvalue ?1 and t ? 1 of them, spanned only by elements of X 1 , have eigenvalue 1. It is easy to nd a spanning set of these eigenvectors. One interesting use of this fact is to study the e ect of applying the quantum searching algorithms with arbitrary input states. The optimal number of applications of G before observing was studied in 3] (by di erent methods). Applying G has no e ect on the eigenvectors with eigenvalue 1, and ips the sign in front of the eigenvectors with eigenvalue ?1. Consequently, on states with zero amplitude for the eigenvectors j +i and j ? i, G is equivalent to a simple ?U f ! So unless the amplitudes of j + i and j ? i in the initial state are signi cant, which is unlikely if we start in a`random' state, Grover's algorithm will be of no help in searching. In the next section we describe algorithms for estimating phases corresponding to eigenvalues of unitary operators.
Quantum Phase Estimation
Here we will review the relationship, as pointed out (10) If t = 0 or N, the same operations would produce j f ! t i A j0i. Recall the de nition of j f ! t i from Section 3. It is a superposition whose amplitudes are concentrated near values of y such that y=M is a close estimate of ! t . Observing the rst register will output (each with probability 1=2) either an estimate of ! t , or of 1 ?! t (if t = 0 or N, we just estimate ! t , which is equivalent to 1 ? ! t modulo 1). When we observe an integer y between 0 and M=2, we will estimate ! t with the number f ! t = y=M. If we observe an integer y between M=2 and M we will estimate ! t with the number 1 ? y=M. It is easy to see that this protocol will produce an estimate of ! t that is no worse than if we only observed j f ! t i j + i (that is, the probability of getting an error greater than does not increase for any > 0).
So let us assume that f ! t = y=M is our estimate of ! t . De ne = ! t ? f ! t . We know that cos(2 y=M) = cos(2 ! t ) cos(?2 ) ? sin(2 ! t ) sin(?2 ):
With O(M) applications of G we can obtain an estimate such that with probability at least 2=3 we have j2 j 1=M (see Section 3), and so j cos (2 ) ? 1j 1=2M
