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mediate between truth-table and Turing. Improving on a stream of previously
published results, we prove that PL and PP are closed under NC1 reductions.
This answers an open problem of Ogihara (1996, ‘‘Proc. 37th Ann. IEEE
Symp. Found. Computer Sci.’’). More generally, we show that NCPPk+1=
ACPPk and NC
PL
k+1=AC
PL
k for all k0. On the other hand, we construct an
oracle A such that NCPP
A
k {NC
PPA
k+1 for all integers k1. Slightly weaker
than NC1 reductions are Boolean formula reductions. We ask whether PL
and PP are closed under Boolean formula reductions. This is a nontrivial
question despite NC1=BF, because that equality is easily seen not to
relativize. We prove that PPPlog 2 nlog log n&T BF
PPPrTIME(nO(log n)).
Because PPPlog 2 nlog log n&T 3 PP relative to an oracle, we think it is unlikely
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1. INTRODUCTION
Probabilistic computational classes have received a lot of attention in recent
years. The class PP was introduced by Gill [14] and independently by Simon [22].
There have been many papers about closure properties of PP. Russo [20] proved
that PP is closed under symmetric difference. Beigel et al. [5] proved that PP is
closed under polynomial-time parity reductions. Beigel et al. [6] proved that PP
is closed under Plog n&T -reductions. Fortnow and Reingold [13] proved that PP
is closed under Ptt-reductions and even under bounded-rounds truth-table reduc-
tions. PP plays a very important role in complexity theory. It is closely related to
the polynomial-time hierarchy. Toda [24] showed that PHPPP.
PL was introduced by Gill [14] as the logarithmic analogue of PP. PL was
studied in [1, 7, 16, 19, 21]. Allender and Ogihara [1] proved that PL is closed
under logspace conjunctive reductions and under logspace disjunctive reductions.
Ogihara [19] then proved that PL is closed under probabilistic logspaceTuring
reductions and even under AC0 reductions.
In this paper we prove even stronger closure properties for PP and PL; namely,
both classes are closed under NC1 reductions as defined by Wilson [25]. Boolean-
formula (BF) reductions are next in strength after NC1 reductions and it is known,
for example, that NCNP1 =BF
NP [15], so we ask whether PP and PL are closed
under Boolean-formula reductions.
However, it appears that BFPP is too large to be equal to PP, because of the
following lower bound which we prove:
PPPlog 2 nlog log n&T BF
PP.
Therefore, Beigel’s oracle A from [3], which makes PNPAlog n log log n&T 3 PP
A, also
makes
BFPP
A
3 PPA.
Thus, the answer to whether PP is closed under Boolean-formula reductions will
require nonrelativizing techniques.
While we are unable to determine whether BFPPPP, we do prove a slightly
weaker upper bound on BFPP:
BFPPPrTIME(nO(log n)).
Finally, we construct an oracle A relative to which our lower bound on BFPP is
nearly optimal:
PPP
A
(log 2 n)(log log n)&T 3 BF
PPA.
We derive similar results for BFPL.
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2. DEFINITIONS
Wilson [25] defined oracle circuits as follows.
Definition 1 [Circuits with oracle gates]. Let A be a language.
v An A-gate is an unbounded fan-in gate which on input x1 , ..., xn outputs
/A(x1 } } } xn), the characteristic function of A at x1 } } } xn . We will often find it
convenient to treat an A-gate as though it takes a single string x1 } } } xn as input.
v For a language A, an A-circuit ( formula) is a circuit (formula) with AND,
OR, NOT, and A-gates. It also has two special input bits that are fixed to be 0
and 1.
v The size of an A-circuit is the number of edges in the circuit.
v fan-in(g, C) denotes the fan-in of the gate g in the circuit C.
v children(g, C) is a sequence of all gates whose outputs are inputs to g in the
circuit C.
v child(g, i, C) is the i th element of the sequence children(g, C).
v When it is understood that C is fixed, we will write fan-in(g), children(g),
and child(g, i) for simplicity.
v If g is a gate in C, Cg denotes the subcircuit of C whose output gate is g.
v Cg(x) is the output of gate g when the input to C is x.
Definition 2. Let C be an A-circuit and g be a gate in C.
v A path in C is a sequence of gates g1 , ..., gm in C such that gi+1 is an input
to gi and gm is an input to C.
v P(g) is the set of all paths from inputs to g in C.
v Let s be a function from N to N, and IN(n)=n. Define
_(s, p)= :
gi is a gate in path p
s(fan-in(gi))
?(s, p)= ‘
gi is a gate in path p
s(fan-in(gi))
B(s, g)=max[_(s, p): p # P(g)]
C(g, s)=max[?(s, p): p # P(g)]
B
*
(g)=B(IN , g)
C
*
(g)=C(IN , g).
v The W-depth of C is defined as follows:
W-depth(C)=max[log C
*
(g): g is a output gate].
v The depth of a gate g in A-circuit (formula resp.) C is the number of gates
in the longest path in C from an input to g.
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Definition 3. Let C be a class of languages. A C-circuit (resp., C-formula) is
an A-circuit (resp., A-formula) with A in C. A C-formula is also called a C-tree.
Definition 4. Let [Cn]n=1 be a series of circuits such that Cn has n bits of
inputs. It is called (s(n), t(n))-uniform if there is a Turing transducer M such that
M has space and time bound s(n) and t(n), respectively, and Cn=M(0n). Note:
There are many reasonable ways to encode a circuit. In this paper, if Cn has k gates,
including inputs, then it is the k concatenated tuples (g, t, g1 , ..., gm), where gate
number g is of type t and inputs from g1 , ..., gm .
Definition 5. Let A be a language.
v NCAk is the class of languages computed by logspace-uniform A-circuits of
size nO(1) and W-depth O(logk n).
v ACAk is the class of languages computed by logspace-uniform A-circuits size
nO(1) and depth O(logk n).
v BFA is the class of languages that is computed by logspace-uniform A-for-
mulas of size nO(1).
Definition 6. Let C be a class of languages.
v NC1
C=A # C NCA1 .
v BFC=A # C BFA.
Definition 7. v DTM and NTM denote a deterministic Turing machine and
a nondeterministic Turing machine, respectively.
v Let s and t be functions from N to N. M is an (s, t)-NTM (DTM resp.) if
M runs in s(n)-space and t(n)-time on inputs of length n.
v 7 represents the set [0, 1].
v A function f is (s, t)-computable if there exists an (s, t)-DTM that computes f.
Definition 8. v A PT -reduction from A and B is a polynomial-time oracle
DTM M such that for each x # 7*, x # A  MB accepts x.
v Let C be a class of languages and f (n) be a function from N to N. PCf (n)&T is
the class of languages A such that for some B in C, A PT B via M and M makes
no more than f (n) queries on any input of length n.
The GAP notation was introduced by Fenner et al. [12].
Definition 9. v Let M be an NTM. accM(x) is the number of accepting paths
of M on input x. rejM(x) is the number of rejecting paths of M on input x.
GAP(M, x)=accM(x)&recM(x).
v A language L is in PP (resp., PL) if there exists a polynomial time (resp.,
logspace) NTM M such that
x # L  GAP(M, x)1,
x  L  GAP(M, x)&1.
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v PrTIME(t(n)) (PrSPACE(s(n)), Pr(s(n), t(n)) resp.) is the class of languages L
for which there exists a t(n)-time (s(n)-space, s(n)-space and t(n)-time resp.) NTM M
satisfying
x # L  GAP(M, x)1,
x  L  GAP(M, x)&1.
Definition 10. Assume s, t are integers.
v A function p(x1 , ..., xn): 7n  N is (s, t)-generatable by M if M is an (s, t)-
NTM such that p(x1 , ..., xn)=GAP(M, x1 } } } xn) for every x1 } } } xn # 7n.
v p(x)q(x) is (s, t)-generatable if both p(x) and q(x) are (s, t)-generatable.
s-space generatability and t-time generatability are defined similarly.
Definition 11.
xa ={x1&x
if a=1
if a=0
Definition 12. Assume s, t are integers.
v A single variable polynomial p(n) is (s, t)-implementable by NTM M if
 M is an (s, t)-NTM without input;
 each path of M generates a monomial of coefficient &1, 0, or 1;
 p is equal to the sum of all the monomials at all paths; and
 degree of p is no more than t;
v A rational function p(n)q(n) is (s, t)-implementable if both p and q are
(s, t)-implementable.
Definition 13. Let s be t be integers. A multivariable polynomial p(x1 , ..., xk)
is (s, t)-tractable by M if
v M is an (s, t)-DTM;
v \y # 7qk \a1 } } } ak # [0, 1]k M( y, a1 } } } ak) # [&1, 0, 1];
v p(x1 , ..., xk)=
:
y # 7qk, a1 } } } ak # 7 k
(xa1
1
} } } xak
k
) M( y, a1 } } } ak);
v qkt and kt.
Definition 14. Assume S, T, k are functions from N to N and IN.
v [ri (x1 , ..., xk(i))]i # I is a uniform family of (S, T )-generatable rational func-
tions if there is an NTM M( } , } ) (with two inputs) such that ri is (S(i), T(i))-
generatable by M(0i, } ) for each i # I.
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v [ pi (n)] i # I is a uniform family of (S, T )-implementable polynomials if there
is an NTM M( } , } ) such that pi (n) is (S(i), T(i))-implementable by M(0i, } ) for
each i # I.
v [ pi (x1 , ..., xk(i))] i # I is a uniform family of (S, T )-tractable polynomials if
there is a DTM M( } , } ) such that pi (x1 , ..., xk(i)) is (S(i), T(i))-tractable by M(0i, } )
for each i # I.
Definition 15. For function f: 7n  R and rational function r of n variables,
v f is =-approximated by r if for every x1 } } } xn in 7n,
| f (x1 } } } xn)&r(x1 , ..., xn)|=.
v f is =-sign approximated by r if for every x1 } } } xn in 7n,
f (x1 } } } xn)0 O |r(x1 , ..., xn)&1|=,
f (x1 } } } xn)<0 O |r(x1 , ..., xn)|=.
Definition 16. For a polynomial
p(x1 , ..., xk)= :
a1 , ..., ak
ca1 , ..., ak x
a1
1 } } } x
ak
k ,
define
v deg ( p)=max[a1+ } } } +ak : ca1 , ..., ak{0]
v norm( p)=a1 , ..., ak |ca1 , ..., ak |.
3. PP AND PL ARE CLOSED UNDER NC1 -REDUCTIONS
In this section we show that PL and PP are closed under NC1 -reductions. We
use the rational function method of [6]. That is, we show how to construct a
low-degree rational approximation to any function in NCPP1 or NC
PL
1 . We assume
all polynomials in this section are integer coefficients’ polynomials.
3.1. Rational Functions
The following three lemmas are easy to verify.
Lemma 17. Let r, r1 , r2 , ..., rk be rational functions. We have
deg (r1+r2)deg (r1)+deg (r2)
deg (r1 r2)deg (r1)+deg (r2)
deg (r(r1 , ..., rk))deg (r) :
k
i=1
deg (ri).
427CIRCUITS OVER PP AND PL
Lemma 18. Let r, r1 , r2 , ..., rk be rational functions. We have
norm(r1+r2)2norm(r1) norm(r2)
norm(r1r2)norm(r1) norm(r2)
norm(r(r1 , ..., rk))norm(r)( max
1ik
norm(ri))deg (r).
Lemma 19. Assume |zi&xi |=1 and xi # [0, 1] for ik. Let r be a polyno-
mial. |r(z1 , ..., zk)&r(x1 , ..., xk)|= deg (r) 2deg (r)norm(r).
The following two lemmas can be verified by straightforwardly simulating the
method in [12.]
Lemma 20. Let f1 be (s1 , t1)-generatable, f2 be (s2 , t2)-generatable, and c1 be a
constant. There exists a constant c>0 such that
v f1+ f2 and f1& f2 are (max(s1 , s2)+c, max(t1 , t2)+c)-generatable;
v f1 } f2 is (max(s1 , s2)+c, t1+t2+c)-generatable; and
v c1 is (c log c1 , (log c1)c)-generatable.
Lemma 21. If [ fi (x)] ik is a uniform family of (s, t)-generatable functions, then
there exists a constant c>0 such that
v ki=1 fi (x) is (s+c log k, t+k
c)-generatable; and
v >ki=1 fi (x) is (s+c log k, k
ct)-generatable;
Lemma 22. If [ f(i, a)(x)](i, a) # [1, ..., k]_7 is a uniform family of (s1 , t1)-generat-
able functions and C( y, a1 } } } ak) is a function from 7m_[0, 1]k to [&1, 0, 1] and
(s2 , t2)-computable, then there exists a constant c>0 such that the function
g(x)= :
y # 7 m, a1 , ..., ak # [0, 1]
\‘
k
i=1
f(i, ai )(x)+ C( y, a1 } } } ak)
is (s1+s2+c log(km), (km)c t1+t2)-generatable.
Proof. We will construct an NTM to generate g(x). The method is from [12, 19].
Let M1 be an (s1 , t1)-NTM to generate f(i, ai)(x). Let M2 be an (s2 , t2)-DTM to
compute C( y, a1 } } } ak).
M sets one-bit memory s to have initial value 1. M simulates M1 on inputs
(0(1, a1), x), ..., (0(k, ak), x) sequentially, where a1 , ..., ak are random bits. At the
same time M also simulates M2 on ( y, a1 } } } ak), where y is a random string of
length m and M2 cannot get ai until M1 gets ai on input (0(i, ai), x).
v If M1 rejects (0(i, ai), x), then M sets the value of s into &s.
v If M1 finishes the computation for each input (0(i, ai), x) (i=1, ..., k) and
M2 finishes evaluating C( y, a1 } } } ak), then
 set s to &s when C( y, a1 } } } ak)=&1, or
 set s to 0 when C( y, a1 } } } ak)=0.
428 BEIGEL AND FU
 M accepts if s has final value 1.
 M rejects if s has final value &1.
 M produces an accepting path and a rejecting path if s has final value 0.
We use s1 space and t1 time for computing each f(i, ai) and s2 -space and t2 -time
for computing C( y, a1 } } } ak). As the space is reusable, it is easy to verify the space
and time bound for M. Since f(i, ai)(x)=accM1(0
(i, ai), x)&rejM1(0
(i, ai), x), it is easy
to see that g(x) is (s1+s2+c log k, kct1+t2)-generatable by M (for more details,
see [12, 19]). K
Lemma 23. Let M be an (s, t)-NTM. Then there is a uniform family of
(O(s(n)), t(n)O(1))-tractable polynomials [ pn]n=1 such that
GAP(M, x1 } } } xn)= pn(x1 , ..., xn)
for every n and x1 , ..., xn .
Proof. Without loss of generality, we assume every nondeterministic step of M
has two choices. Every computation path of M is considered as a string y in 7t(n)
(Note: y is not a path if a path is strictly an initial segment of y). A string y # 7t(n)
is a left extension of y$ if y= y$0m for some m0. For y # 7t(n), a1 } } } an # 7n, DTM
M*(0n, ( y, a1 } } } an) ) simulates M on input a1 } } } an along a path that is an initial
segment of y.
v If y is a left extension of an accepting path of M on a1 } } } an , then M*
outputs 1.
v If y is a left extension of a rejecting path of M on a1 } } } an , then M*
outputs &1.
v If y is not a left extension of any path of M on a1 } } } an , then M* outputs 0.
Let pn(x1 , ..., xn)=
:
y # 7t(n), a1 } } } an # [0, 1]n
(xa1
1
} } } xan
n
) M*(0n, ( y, a1 } } } an) ).
It is easy to see that
pn(x1 , ..., xn)=GAP(M, x1 } } } xn)
for all x1 } } } xn # 7n and pn is (O(s(n)), t(n)O(1))-tractable by M*(0n, .). K
Lemma 24. Let polynomial p(n) be (s, t)-implementable and r(z) be an (s0 , t0)-
generatable rational function. Then p(r(z)) is (s+s0+c log t, tct0)-generatable for
some constant c.
Proof. By Definition 12 and the second part of Lemma 21. K
The following lemma follows from Lemma 22.
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Lemma 25. Let polynomial p(x1 , ..., xk) be (s, t)-tractable and [ri (z)] ik be a
uniform family of (s0 , t0)-generatable rational functions. Then p(r1(z), ..., rk(z)) is
(s+s0+c log t, tct0)-generatable for some constant c.
The following lemma follows from Definition 13.
Lemma 26. If p(x1 , ..., xk) is an (s, t)-tractable polynomial, then deg( p)k and
norm( p)22k+t.
The following lemma follows from the works in [4, 6, 13, 19].
Lemma 27 (Amplification). There exists a family of rational functions [Qm]m=1
and a constant c>0 such that
v deg(Qm)cm.
v norm(Qm)2m
c
.
v [Qm]m=1 is uniformly (c log m, m
c)-implementable.
v for any real number z,
|1&z|<18 O |1&Qm(z)|<12m
|z|<18 O |Qm(z)|<12m.
Lemma 28 (Sign approximation). There exists a family of rational functions
[Hm]m=1 and a constant c>0 such that
v deg(Hm)cm.
v norm(Hm)2m
c
.
v [Hm]m=1 is uniformly (c log m, m
c)-implementable.
v If 1|z|2m, then,
z>1 O |Hm(z)&1|<18
z<&1 O |Hm(z)|<18.
Combining Lemmas 19, 27, and 28, we have the following.
Lemma 29. There are two uniform families of (c log m, mc)-implementable rational
functions
[Hm(x)]m=1 and [Qm(x)]

m=1
such that if p(x1 , ..., xk) is a polynomial with deg( p)n and norm( p)2n, and f i (z)
is 18-approximated by rational function ri (z) for 1ik, then p( f1(z), ..., fk(z)) is
18-sign approximated by
Hm( p(Qm(r1(z)), ..., Qm(rk(z)))),
where m=nc* for some constant c
*
.
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3.2. NCk reductions to PP and PL
The following lemma indicates that we can only consider the A-circuit without
AND, OR, and NOT gates.
Lemma 30. For every A-circuit C, there is another set A$ and an A$-circuit C$
such that
v C(x)=C$(x) for every input x,
v For a finite set B, A$=AB=[0x: x # A] _ [1x: x # B], and
v there is a 1-1 map f from the gates in C to the gates in C$ such that |fan-in( f (g))
&fan-in(g)|5.
Proof. Let B=[0011, 0110, 0101, 100].
v Replace each A-gate with input y1 } } } ym by an A$-gate with input 0y1 } } } ym .
v Replace each AND-gate with inputs y1 y2 by an A$-gate with input 100y1 y2 .
v Replace each OR-gate with input y1 y2 by an A$-gate with input 101y1 y2 .
v Replace each NOT-gate with input y1 by an A$-gate with input 110y1 . K
Lemma 31. If [Cn]i=1 is an (s(n), t(n))-uniform circuit, then for every gate g
in Cn , fan-in(g, Cn), children(g, Cn), and child(g, i, Cn) are computable in space
O(s(n)) and time t(n)O(1).
Proof. By Definition 4, if Cn has k gates, including inputs, then it is the k
concatenated tuples (g, t0 , g1 , ..., gm), where gate number g is of type t0 and inputs
from g1 , ..., gm . It is easy to see that fan-in(g, Cn), children(g, Cn), and
child(g, i, Cn) are computable in space O(r(n)) and time t(n)O(1). K
Lemma 32. Let A # Pr(S(n), T(n)) and [Cn]n=1 be an (s1(n), T1(n))-uniform
family of circuits. There is a uniform family of (S*, T*)-generatable rational
functions
[r(g, n)(x)]g is a gate in Cn and 1n
such that Cg(x) is 18-approximated by r(g, n)(x), where for some constant c1
S*((g, n) )=c1 } (B(S, g)+B*(g)+log C(T, g)+S1(n))
T*((g, n) )=(C(T, g) } C
*
(g) } T1(n))c1.
Proof. Let A # Pr(S(n), T(n)) be witnessed by an (s(n), T(n)) NTM M. For
NTM M, let [ pm(x1 , ..., xm)]m=1 be the uniform family of (c0(S(m)), T(m)
c0)-
tractable polynomials in Lemma 23, where c0 is a constant.
If g is a depth-0 gate xi (input bit) in Cn , let r(g, n)(x)=x i . Assume g is a depth-d
gate in Cn whose inputs are Cg1(x), ..., Cgk(x), where each gi has depth no more
than d&1. Suppose each rational function r(gi , n)(x) is (S*((gi , n) ), T*((gi , n) ))-
generatable and Cgi (x) is 18-approximated by r(gi , n)(x).
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Let
m=(k+T(k)c0)c*
vi (x)=Qm(r(gi , n)(x)) for 1ik
u(x)=pk(v1(x), ..., vk(x))
r(g, n)(x)=Hm(u(x)).
By Lemmas 26 and 29, Cg(x) is 18-approximated by r(g, n)(x).
By Lemmas 22, 24, and 25, there is a constant c such that the following holds.
v vi (x) is (S$vi , T $vi)-generatable, where
S$vi =S*((g i , n) )+c log m,
T $vi =m
c } T*((gi , n) ).
v u(x) is (S$y , T $u)-generatable, where
S$u =max[S$vi : 1ik]+cS1(k)+c log T(k),
T $u=T(k)c max[T $vi : 1ik]+ckT1(n).
(Note: computing the children of g takes cS1(n)-space and cT1(n)-time. cS1(n)-
space can be shared by all g. We just add ckT1(n)-time to T $u .)
v r(g, n)(x) is (S$g , T $g)-generatable, where
S$g =S$u+c log m,
T $g=mcT $u .
By the inductive assumption, we have S$gS*((g, n) ) and T $gT*((g, n) ) if c1
is set large enough.
It is easy to check the uniformity of
[r(g, n)(x)]g is a gate in Cn and 1n
from the uniformity of [Hm]m=1 , [Qm]

m=1 , [Cn]

n=1 , and [ pm]

m=1 . K
Theorem 33. NC PPk PrTIME(2
O(log k n)).
Proof. Let B # NCAk for some language A # PP witnessed by a polynomial-time
NTM M. Let [Cn]n=1 be a log-space uniform family of A-circuits witnessing that
B # NCAk . Without losing generality, we assume Cn does not contain AND, OR, or
NOT gates (otherwise, we can replace B and Cn by B$ and C$n , respectively, via
Lemma 30). Let gn be the output gate of the circuit Cn . By Lemma 32, we have a
uniform family of 2O(log
k n)-time generatable rational functions
[r(g, n)(x)]g is a gate in Cn and 1n
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such that gn(x) is 18-approximated by r(gn, n)(x). This implies that B #
PrTIME(2O(log
k n)) as in [6]. K
Corollary 34. PP is closed under NC1 -reductions.
Note: If PC, then PCNCC1 (because we can use one gate to evaluate the
truth table).
Proposition 35. Every language bounded-rounds reducible to C in the sense of
Fortnow and Reingold [13] belongs to AC C0 .
Thus, Theorem 33 generalizes their results that PP is closed under P reductions
and under bounded-rounds reductions.
Theorem 36. NCPLk PrSPACE(O(log
k n)).
Proof. This is the same as the preceding proof, except that r(gn, n) is (O(log
k n))-
space generatable. K
Corollary 37. PL is closed under NC1 -reductions.
Theorem 38. Let C be a class of languages. If NCC1 =AC
C
0 , then NC
C
k+1=AC
C
k
for all k0.
Proof. Divide the NCk+1 circuits into (log n)k slices of depth log n. Convert
each slice to a collection of AC0 circuit. K
Corollary 39. NCPPk+1=AC
PP
k .
Corollary 40. NCPLk+1=AC
PL
k .
By Gottlob’s work [15], we know that BFNP=ACNP0 . This implies NC
NP
1 =AC
NP
0 .
Corollary 41 (Ogihara [18]). NCNPk+1=AC
NP
k .
4. BOOLEAN FORMULA REDUCTIONS TO PP
In this section we will show that relativizable methods cannot determine whether
PP is closed under BF-reductions. It is still open whether PL is closed under
BF-reductions relative to all oracles.
Definition 42. The depth of A-formula is the number of gates on the longest
path from an input to the output gate. BFA(d ) is the set of languages computed by
depth-d A-formulas.
4.1. Lower Bound for BFPP and NC PPk
Theorem 43. If f (n)=O(log nlog log n), then
PPPf (n) log n&T BF
PP( f (n)).
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Proof. Let L # PKf (n) log n&T via a polynomial time DTM M, where K is in PP.
For each input length n, we construct a PP-tree that simulates the computation of
Mk on inputs of length n. Fix n.
Let q1 , ..., qf (n) log n be M’s queries. For each qi , we will construct a PP-tree that
outputs the answer of qi .
Let x1 } } } xn be an input of length n. Let A be the set of all (x1 } } } xn , b1 , ...,
br , j) such that r+1 jr+log n and qj gets answer 1 assuming qi gets answer
bi for 1ir.
Since PP is closed under Plog n&T reductions, we have A is in PP. Partition
q1 , ..., qf (n) log n into f (n) parts of size log n each: Q1 , ..., Qf (n) , where Qh=
[q(h&1) log n+1 , ..., qh log n].
For each qi in Q1 , we construct an A-tree of depth 1 for it. Suppose we have to
construct an A-tree Ti for each qi in Q1 _ } } } _ Qh&1 .
Let qj # Qh . The tree Tj for qj is built as follows: The top gate of tree Tj is an
A-gate and its input is (x1 ..., xn , T1(x), ..., T(h&1) log n(x), j). We can make Tj
output the answer of qj .
Let us evaluate the size of the tree. Let vt=max[ |Ti |: qi # Qt], where |Ti | is the
size of Ti .
vt (log n) v1+ } } } +(log n) vt&1
=(log n)(v1+ } } } +vt&1)
(log n)(t&1) vt&1
(log n)t&1 (t&1)!
((log n)(t&1))t&1.
Since t f (n)=O(log nlog log n), we have vt=nO(1). K
Corollary 44. PPPlog2 nlog log n&T BF
PP.
Theorem 45 [3]. If f (n){O(log n), there is an oracle A such that PNPAf (n)&T 3 PP
A.
Corollary 46. There exists an oracle A such that
BFPP
A
{PPA.
By Theorem 45 and Corollary 46, it is impossible to prove that PP is closed
under BF-reductions by relativizable methods. Although it is well known that
NC1=BF, by combining Theorems 43 and 45, we see now that this does not
relativize.
Corollary 47. There exists an oracle A such that BFA{NCA1 .
Theorem 48. PPPO(logk n)&T NC
PP
k .
Proof. The proof is similar to that of Theorem 43. A circuit has the advantage
that the output of a gate can be as the inputs of many other gates (a formula does
not have this property). Let f (n)=O(logk n). Qi and A are defined the same as
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in the proof of Theorem 43. We construct an A-circuit such that each gate of it
outputs the answer of one of its queries. Suppose we have constructed a circuit
Cj&1 for Q1 , ..., Qj&1 . We add log n A-gates to Cj&1 to get Cj . Each new gate
corresponds to a query in Qj . The inputs of each new gate is from x and the gates
in Cj&1 . So, Cj has depth one more than Cj&1 . It is easy to verify the size and
depth of the final circuit. K
We can use decision trees to generalize Theorems 43 and 48.
Definition 49. v An A-decision tree is a binary tree such that each node is a
query to oracle A. The computation of a decision tree starts from the root. Go to
the left child from the current node if the answer is yes. Otherwise, go to the right
child. Each leaf is either accepting or rejecting. A computation is accepting if it ends
at an accepting leaf. Otherwise, it is rejecting.
v A decision tree T is generated by a DTM M of x if M(x, *) is the root of
T and M(x, p) is the node corresponding to a path p (each node uniquely
corresponds to a path from the root to it).
v Define P-DTA(d(n)) (resp. L-DTA(d(n))) to be the class of languages L such
that x # L iff x is accepted by the A-decision tree of depth no more than d(n)
generated by M on x, where M is a polynomial time (resp. log n-space) DTM.
It is easy to see that P-DTA(d(n))=PAd(n)&T .
The following theorems can be proven by methods similar to those in Theorems
43 and 48.
Theorem 50. If f (n)=O(log nlog log n), then
L-DT( f (n) log n)PLBFPL( f (n)).
Theorem 51. L-DTPL(O(logkn))NCPLk .
4.2. Upper Bounds for BFPP and BFPL
By modifying a standard ‘‘balancing act’’, we prove that, in fact, BFA=BFA(O(log n)).
From this we conclude that
BFPPPrTIME(nO(log n)).
Definition 52. v If T is a tree, |T | denotes the number of nodes in T.
v If T is an A-tree, Tg denotes the subtree of T rooted at g.
v If T is an A-tree, T(x) denotes the output of T on input x.
v If T $ is a subtree of a tree T, T&T $ is the tree obtained from T by deleting T $.
Definition 53. A node g in a tree T is called a pivot if |T&Tg |< 12 |T | and
|Tg1|
1
2 |T |, ..., |Tgk |
1
2 |T |, where g1 , ..., gk are the children of g. Let pivot(T)
denote the unique pivot in T.
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Lewis et al. [17] proved that every nontrivial binary tree contains a pivot. In
order to balance formulas with oracle gates, we will prove that every nontrivial tree
contains a pivot and also give an efficient algorithm for finding a pivot. We will also
prove that the pivot is unique, justifying the definition above.
Lemma 54. Every tree T contains a pivot. Furthermore, if [Tn]n=1 is (r(n), t(n))-
uniform then [pivot(Tn)]n=1 is (O(r(n)), t(n)
O(1))-uniform.
Proof. If |T |2, the root is a pivot. Assume |T |>2. The following algorithm
finds a pivot in T.
Let g be the root of T.
(We have |T&Tg |=0< 12 |T |.)
L: Let g1 , ..., gk be the children of g, renumbered so
that |Tg1||Tg2 | } } } |Tgk |.
If |Tg1|
1
2 |T | , then g is a pivot.
(Otherwise, we have
|Tg1|>
1
2 |T | and |T&Tg1|<
1
2 |T |.)
Let g= g1 and go to L:
It is easy to verify that this algorithm satisfies the space- and time-uniformity
requirements of the lemma.
Finally, assume that g and h are distinct pivots in T. Since |Tg |> 12 |T | and
|Th |> 12 |T |, g must be an ancestor of h or vice versa. Without loss of generality,
assume that g is an ancestor of h. Since g{h, some child gi of g must be an
ancestor of h, so |Tgi |>
1
2 |T |. But then g is not a pivot. This is a contradiction, so
T cannot have two distinct pivots. K
Lemma 55. Assume
v c>1,
v n0+ } } } +nks,
v 0nis2 for 0ik.
Then,
nc0+ } } } +n
c
k2(s2)
c.
Proof. This follows immediately from the fact that xc is a convex function of x.
We include a proof for the sake of completeness. Fix s. The set of points (n0 , ..., nk)
such that 0nis2 for each i and n0+ } } } +nks is compact. Therefore the func-
tion nc0+ } } } +n
c
k takes a maximum somewhere in that set. Let (n0 , ..., nk) be the
point that maximizes nc0+ } } } +n
c
k . We claim that each ni is either 0 or s2, which
implies the desired inequality. Clearly, maximality implies that n0+ } } } +nk=s,
so there cannot be exactly one i such that 0<ni<s2. Assume for the sake of
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contradiction that 0<nanb<s2 for some a and b. Then let $=min(na , s2&nb),
and we have nca+n
c
b<(na&$)
c+(nb+$)c, contradicting the maximality of
nc0+ } } } +n
c
k . K
Lemma 56. (i) Every A-tree T has an equivalent A-circuit b(T ) with size 6 |T | log 3
and depth 3 log |T |. (All logarithms are base 2.)
(ii) If [Tn]n=1 is (r(n), t(n))-uniform, then [b(Tn)]

n=1 is (O(r(n)), t(n)
O(1))-
uniform.
Proof. Let c=log 3, c1=3, and c2=6. Assume the lemma is true for all A-trees
of size less than t. Let T be an A-tree. If |T |2, let b(T )=T. If |T |>2, then T has
a pivot g with children g1 , ..., gk .
v For b=0, 1, let T bg be the tree obtained from T by replacing Tg by the
constant b.
v Obtain b(Tg) from Tg by replacing each subtree Tgi by the circuit b(Tgi)
given by the inductive hypothesis.
v Let b(T )=(b(T 0g) AND (cb(Tg))) OR (b(T 1g) AND b(Tg)).
By induction, it is easy to see that b(T )(x)=T(x) for all inputs x. Let
v s=|T |,
v u=|T 0g |=|T
1
g |,
v vi=|Tgi | for i=1, ..., k.
Then u<s2, vis2 for each i, and u+v1+ } } } +vk=s&1. We have
depth(b(T ))3+max(depth(b(Tg1)), ...,
depth(b(Tgk)), depth(b(T
0
g)), depth(b(T
1
g)))
3+c1 log( |T |2)
=3+c1 log(12)+c1 log |T |
=c1 log |T |,
and
|b(T )|4+|b(T 0g)|+|b(T
1
b)|+|b(Tg1)|+ } } } +|b(Tgk)|
4+c2( |T 0g |
c+|T 1g |
c+|Tg1|
c+ } } } +|Tgk |
c)
4+c2(uc+uc+vc1+ } } } +v
c
k)
=4+c2(uc+(uc+vc1+ } } } +v
c
k))
4+c2(uc+2(s2)c) by Lemma 55
4+c2(((s&1)2)c+2(s2)c)
c2(3(s2)c) (compare values at s=2
and derivatives at s2)
=c2 |T | c.
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It is easy to verify that our construction satisfies the space- and time-uniformity
requirements of the lemma. K
Theorem 57. Let [ fn]n=1 be a (r(n), t(n))-uniform family of A-formulas such
that fn has size s(n). Then there is a (O(r(n)), t(n)O(1))-uniform family [ f $n]n=1
A-formulas such that f $n is equivalent to fn and has size s(n)O(1) and depth O(log s(n)).
Proof. By Lemma 56. K
Corollary 58. BFA=BFA(O(log n)).
Corollary 59. BFAACA1 NC
A
2 .
Theorem 60. BFPP( f (n))PrTIME(nO( f (n))).
Proof. By Lemma 32 and Theorem 33. K
Theorem 61. BFPPPrTIME(nO(log n)).
Proof. By Theorem 59 and Corollary 58. K
Theorem 62. BFPLNCPL2 PrSPACE(O(log
2 n)).
Proof. By Corollary 59 and Theorem 36. K
5. BFPP AND NCPPK IN RELATIVIZATION
Definition 63. A perceptron is a depth-2 circuit with a threshold gate at the
rood and AND-gates at the remaining level. The order of a perceptron is the maxi-
mum fan-in of its AND-gates.
Definition 64. v Define the function
parityn(x1 , ..., xn)={01
if x1+ } } } +xn is even
otherwise.
v Define the language
ParityAf (n)=[0
n: parityf (n)(A( y1), ..., A( yf (n)))=1],
where A(x) is the characteristic function of A and y1 , ..., yf (n) are the first f (n)
elements in 7n in lexicographic order.
Theorem 65. Assume function f: N  N satisfies f (n)=nO(1) and f (n){
O(log T(n)), there exists an oracle A such that ParityA2 f (n) 3 PrTIME(T(n))
A.
Proof. The following lemmas are from [2] and [3], respectively.
Lemma 66. Every perceptron computing parityn must have order at least cn, here
c is a positive constant.
Lemma 67. If for every oracle A, ParityA2 f (n) is included in PrTIME
A(g(n)), then
parity2 f (n) can be computed by a perceptron having order g(n).
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Suppose ParityA2 f (n) PrTIME(T(n))
A for all oracles A. Then parity2 f (n) can be
decided by a perceptron of order T(n) for sufficiently large n. This contradicts
Lemma 66. K
By Theorem 65 and Theorem 60, we know our lower bound of Theorem 43 is
almost optimal.
Corollary 68. For every f (n){O(g(n) log n), there exists an oracle A such
that
PPP
A
f (n)&T 3 BF
PP A(g(n)).
Proof. By Theorem 60, we have BFPP(g(n))PrTIME(nO(g(n))) relative to any
oracle since our proof techniques relativize. It is easy to see that ParityA2 f (n) 
PPP
A
O( f (n))&T for any oracle A. By Theorem 65, there exists an oracle A such that
PPPf (n)&T 3 PrTIME(n
O(g(n)))A. K
Corollary 69. For every f (n){O(log2 n), there exists an oracle A such that
PPP
A
f (n)&T 3 BF
PP A.
Proof. By Theorem 61, we have BFPPPrTIME(nO(log n)) relative to any oracle
since our proof techniques relativize. By Theorem 65, there exists an oracle A such
that PPP
A
f (n)&T 3 PrTIME(n
O(log n))A. K
Corollary 70. For every f (n){O(g(n) log n), there exists an oracle A such
that
L-DT( f (n))PLA 3 BFPL
A
(g(n)).
Corollary 71. For every f (n){O(log2 n), there exists an oracle A such that
L-DT( f (n))PLA 3 BFPL
A
.
Theorem 72. For every real number a>0, there exists an oracle A such that
NCPP
A
k {NC
PP A
k+a
for every integer k0.
Proof. By Theorem 33, we have
NCPPk PrTIME(2
O(log k n)).
By Theorem 48, we have
PPPlogk+a n&T NC
PP
k+a .
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In order to separate NCPPk from NC
PP
k+a by an oracle, we will construct A such that
PPP
A
logk+a n&T 3 PrTIME(2
O(logk n))A
for all integer k.
Define a sequence [an]n=1 by the recurrence a1=1 and an+1=2
2an. Define
f (n)={log
k+a n
0
if n=a(k, i) for some k, i
otherwise.
Define
fk(n)={f (n)0
if n=a(k, i) for some i
otherwise.
For each k, [a(k, i)]i=1 is used to construct the oracle part with length in this
subseries to guarantee that
PPPlogk+a n&T 3 PrTIME(2
O(logk n)).
For every oracle A, there exists k such that PPPAlogk+a n&T PrTIME(2
O(log k n))A.
Therefore, parity2 f k (n) can be computed by a perceptron of order T(n), where
T(n)=2O(log k n). This contradicts Lemma 66. K
We have a similar result for PL.
Theorem 73. For every real number a>0, there exists an oracle A such that
NCPL
A
k {NC
PLA
k+a for every integer k0.
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