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ON THE DEFINING EQUATIONS OF THE TANGENT CONE OF
A NUMERICAL SEMIGROUP RING
JU¨RGEN HERZOG, DUMITRU I. STAMATE
Dedicated to Professor Ernst Kunz on the occasion of his eightieth birthday
Abstract. Let a = a1 < · · · < ar be a sequence of positive integers, and let Ha
denote the semigroup generated by a1, . . . , ar. For an integer k ≥ 0 we denote by
a+ k the shifted sequence a1 + k, . . . , ar + k. Fix a field K. We show that for all
k ≫ 0 the tangent cone of the semigroup ring K[Ha+k] is Cohen–Macaulay and
that it has the same Betti numbers as K[Ha+k] itself.
As a consequence, we show that the number of defining equations of the tangent
cone of a numerical semigroup ring is bounded by a value depending only on the
width of the semigroup, where the width of a numerical semigroup is defined to
be the difference of the largest and the smallest element in the minimal generating
set of the semigroup. We also provide a conjectured upper bound of the above
number of equations and we verify it in some cases.
Introduction
Let a = a1 < · · · < ar be a sequence of positive integers. We denote by 〈a1, . . . , ar〉
(or simply by 〈a〉) the subsemigroup of N generated by a1, . . . , ar. In other words,
〈a〉 consists of all linear combinations of a1, . . . , ar with non-negative integers. If
H = 〈a1, . . . , ar〉 we call a1, . . . , ar a system of generators of H . Throughout this
paper any subsemigroup H ⊂ N with 0 ∈ H is called a numerical semigroup. Such
a semigroup is finitely generated and admits a unique minimal system of generators
whose cardinality we denote by µ(H). In the literature it is often required as part
of the definition of a numerical semigroup that the greatest common divisor of
its generators is one. In the context of this paper it is convenient to drop this
requirement.
For any nonnegative integer k, we let a+k be the shifted sequence a1+k, . . . , ar+k.
If H is minimally generated by a = a1, . . . , ar, we let Hk = 〈a + k〉. We refer to
{Hk}k∈N as the shifted family attached to H . Note that even if the ai’s generate H
minimally, it may happen that for some shift k the sequence a+ k is not a minimal
generating set of Hk. Hence in particular, (Hk)ℓ may be different from Hk+ℓ. For
example, for H = 〈3, 5, 7〉 we have H1 = 〈4, 6, 8〉 = 〈4, 6〉 and (H1)1 = 〈5, 7〉.
However, H2 = 〈5, 7, 9〉. On the other hand, if H = 〈a〉 is minimally generated by
a = a1 < · · · < ar, then for all k > ar − 2a1, Hk is minimally generated by the
sequence a+ k.
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Let K be a field and S = K[x1, . . . , xr] be the polynomial ring over K in the
variables x1, . . . , xr. Let a = a1 < · · · < ar be a sequence of positive integers,
and ϕ : S → K[t] is the K-algebra homomorphism with ϕ(xi) = t
ai for i = 1, . . . , r,
where K[t] is the polynomial ring over K in the variable t. If we let H = 〈a1, . . . , ar〉,
then the image of ϕ is the semigroup ring K[H ], namely the K-subalgebra of K[t]
generated by ta1 , . . . , tar over K. We denote the kernel of ϕ by I(a). In the case
when a is a minimal system of generators of H , the ideal I(a) only depends on H
and we set IH = I(a).
It is known from [10] that the minimal number of generators µ(IH) of IH is at
most 3 if r ≤ 3. On the other hand, even for r = 4, the number µ(IH) may be
arbitrarily large, see [2]. The more it is surprising that for any numerical semigroup
H there exists an upper bound for the numbers µ(IHk) independent of k, see [18].
This statement was conjectured by H. Srinivasan and the first author of this paper.
It was first proved by P. Gimenez, I. Sengupta and H. Srinivasan in [8] for numerical
semigroups generated by an arithmetic sequence. This conjecture and some stronger
versions of it have recently been proved in full generality by T. Vu in [18]:
Theorem 0.1. (Vu, [18, Theorem 1.1]) Let a = a1 < · · · < ar be a sequence of
positive integers. Then the Betti numbers of I(a + k) are eventually periodic in k
with period ar − a1.
In this paper we consider the coordinate ring of the tangent cone of K[H ], which
is nothing but the associated graded ring gr
m
K[H ] of K[H ] with respect to the
maximal ideal m = (ta1 , . . . , tar). Note that gr
m
K[H ] ∼= S/I∗H , where I
∗
H is the ideal
of initial forms of polynomials in IH . In other words, I
∗
H = (f
∗|f ∈ IH), where for
each nonzero f , we let f ∗ denote the first nonzero homogeneous component of f .
Even though for r = 3, as remarked above, µ(IH) ≤ 3, the number of generators of
I∗H may be arbitrarily large. A family of such examples was first found by T. Shibuta,
see [9]. In Shibuta’s family of semigroups the width is unbounded, where by the
width of a numerical semigroup H , denoted wd(H), we mean the difference between
the largest and the smallest element in the minimal generating set of H . One of the
results of this paper (see Corollary 1.6) is that there is a global upper bound for
µ(I∗H) for all numerical semigroups with a given width. It turns out that this result
is a simple consequence of Vu’s Theorem 0.1 and our following theorem.
Theorem 1.4. Let H be a numerical semigroup. Then there exists k0 ∈ N such
that for all k ≥ k0, the ideal IHk is minimally generated by a standard basis and such
that βi(IHk) = βi(I
∗
Hk
) for all i. In particular, gr
m
K[Hk] is Cohen–Macaulay for all
k ≥ k0.
The methods used to prove that there is a uniform upper bound for µ(I∗H) for all
numerical semigroups with given width do not provide any explicit bound. However,
there is some computational evidence that
(
wd(H)+1
2
)
serves as an upper bound, and
indeed this may be a sharp upper bound since it is reached by numerical semigroups
generated by integers of suitable intervals. In Section 2 we show that this conjec-
tured upper bound is valid for any numerical semigroup H satisfying the inequality
µ(I∗H) ≤ µ(I
∗
H˜
), where H˜ denotes the semigroup generated by all integers in the
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interval spanned by the smallest and the largest generator of H . In support of our
conjecture we show in Proposition 2.10 that for a numerical semigroup H generated
by an arithmetic sequence one even has βi(I
∗
H) ≤ βi(I
∗
H˜
), for all i. In fact such
inequalities may be true for any numerical semigroup. Our results on semigroups
generated by an arithmetic sequence depend essentially on the description of the
relations and of the Betti numbers of their semigroup ring as they are given by
Gimenez, Sengupta and Srinivasan [8].
In the final Section 3 we consider several examples of families of semigroups in
support of our conjectures and describe for each member H of these classes the ideal
I∗H . The first family is based on a well-known result of J. Sally in [15], where she
describes the defining ideal of the tangent cone of a local Gorenstein ring satisfying
r = e + d − 3. Here r is the embedding dimension, e is the multiplicity and d the
dimension of the ring. We call a numerical semigroup a Sally semigroup if the data
of its semigroup ring satisfy this equation. We show that Sally semigroups exist
for any given multiplicity e ≥ 4. Another family that we consider is that due to
H. Bresinsky [2]. It is the first known family of 4-generated numerical semigroups
with the property that µ(IH) may be arbitrarily large for members H belonging
to this family. We show that the tangent cone of each Bresinsky semigroup ring is
Cohen-Macaulay (see also F. Arslan [1]) and that the given minimal set of generators
of its defining ideal forms a standard basis.
The other two families considered in this section are families of 3-generated nu-
merical semigroups whose members attain arbitrarily large width, yet their behavior
with respect to µ(I∗H) is very different. For any a > 3, the ideal I
∗
H attached to the
semigroup H = 〈a, a+1, 2a+3〉 is generated by ⌊a−1
3
⌋+3 monomials. For this family
the number of generators of I∗H is a quasi-linear function of the width of H , which
tends to infinity as wd(H) tends to infinity. For a = 3b we recover the example of
T. Shibuta, treated with different methods in [9, Example 5.5].
On the other hand, for any coprime integers a, b > 3, we have µ(I∗H) = 4 for all
H = 〈a, b, ab − a − b〉, though the width of the semigroups in this family may also
be arbitrarily large.
1. Numerical semigroups of bounded width
For any nonzero polynomial f ∈ S = K[x1, . . . , xr] we define its initial form f
∗
as the homogenous component of f with the least degree and we let ν(f) = deg f ∗,
called the initial degree of f . For an ideal I ⊂ S the ideal I∗ = (f ∗|f ∈ I, f 6= 0) is
called the initial ideal of I. Note that I∗ is a graded ideal of S.
We denote by Ŝ the formal power series ring K[[x1, . . . , xr]]. For a nonzero power
series f , the homogeneous form f ∗ and ν(f) are defined similarly as for polynomials,
and for an ideal I ⊂ Ŝ, we let, as before, I∗ ⊂ S be the graded ideal generated by
all f ∗ with f ∈ I.
Let I be an ideal in S or in Ŝ. A set f1, . . . , fm of elements of I is called a standard
basis for I if I∗ = (f ∗1 , . . . , f
∗
m)S.
Before giving the proof of Theorem 1.4 we need a criterion for checking whether
a system of generators of an ideal is a standard basis.
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First we make the following observation:
Lemma 1.1. Let I ⊂ S be an ideal. The polynomials f1, . . . , fm ∈ I form a standard
basis of I if and only if they form a standard basis of IŜ.
Proof. Assume f1, . . . , fm ∈ I form a standard basis of I. Let 0 6= f ∈ IŜ and set
d = ν(f). We may write f =
∑m
i=1 gifi with gi ∈ Ŝ, for i = 1, . . . , m. Since for the
initial part of f only the terms of small degree matter, we have that
f ∗ = (
m∑
i=1
hifi)
∗,
where hi is the polynomial in S obtained as the sum of the components of gi of
degree at most d. As the polynomials f1, . . . , fm ∈ I form a standard basis of I, we
get that f ∗ ∈ (f ∗1 , . . . , f
∗
m).
The other implication is straightforward. 
Lemma 1.2. Let I be an ideal of S = K[x1, . . . , xr] with I ⊂ n = (x1, . . . , xr).
Suppose that x1 is a nonzero divisor on Ŝ/IŜ. Let pi : S → S¯ = K[x2, . . . , xr] be
the K-algebra homomorphism with pi(x1) = 0 and pi(xi) = xi for i > 1, and set
I¯ = pi(I).
Let g1, . . . , gm be a standard basis of I¯ such that there exist polynomials f1, . . . , fm ∈
I with pi(fi) = gi and ν(fi) = ν(gi), for i = 1, . . . , m. Then
(a) f1, . . . , fm is a standard basis of I;
(b) x1 is regular on grn(S/I);
(c) there is an isomorphism
gr
n
(S/I)/x1 grn(S/I)
∼= gr
n¯
(S¯/I¯),(1)
of graded K-algebras, where n¯ = pi(n).
Proof. After passing from S/I to the n-adic completion Ŝ/IŜ we may apply [11,
Theorem 1] and Lemma 1.1. This proves (a) and (b). Statement (c) follows from
(b) and [11, Lemma, p. 185]. 
Let H = 〈a1, . . . , ar〉 be a numerical semigroup minimally generated by a1, . . . , ar.
The proof of Theorem 1.4 depends heavily on the following result.
Theorem 1.3. (Vu, [18, Corollary 3.7]) There exists an integer k0 such that for all
k ≥ k0, any minimal binomial inhomogeneous generator of IHk is of the form
xα1u− vx
β
r ,(2)
where α, β > 0, and where u and v are monomials in the variables x2, . . . , xr−1 with
deg xα1u > deg vx
β
r .
The main result we wish to prove is the following.
Theorem 1.4. Let H be a numerical semigroup. Then there exists k0 ∈ N such that
for all k ≥ k0, the ideal IHk is minimally generated by a standard basis and such
that βi(IHk) = βi(I
∗
Hk
) for all i. In particular, gr
m
K[Hk] is Cohen–Macaulay for all
k ≥ k0.
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Proof. Let H be minimally generated by a1, . . . , ar. We choose k0 as in Theorem 1.3
and larger than ar − 2a1, so that Hk is minimally generated by a+ k for all k ≥ k0,
and claim that the minimal set of generators of IHk as described in Theorem 1.3
forms a standard basis.
Assume that IHk is minimally generated by the homogeneous polynomials f1, . . . , ft
and the polynomials g1, . . . , gs where each gi is of the form (2). With the notation
as in Lemma 1.2, we have that I¯Hk = (f¯1, . . . , f¯t, g¯1, . . . , g¯s) and all f¯i and g¯j are
homogeneous polynomials, hence they form a standard basis of I¯Hk .
Since ν(fi) = ν(f¯i) and ν(gj) = ν(g¯j) for all i, j, and since x1 is a regular element
onK[[Hk]] = Ŝ/IHk Ŝ, we may apply Lemma 1.2 and conclude that f1, . . . , ft, g1, . . . , gs
is a standard basis of IHk .
From Lemma 1.2 we also have that x1 is a form of degree 1 which is a regular
element on gr
n
(S/IHk) = S/I
∗
Hk
.
We have the following chain of equalities
βi(S/IHk) = βi(S¯/I¯Hk) = βi(grn¯(S¯/I¯Hk)) = βi(grn(S/IHk)/x1 grn(S/IHk))
= βi(grn(S/IHk)) = βi(S/I
∗
Hk
).
The first equality holds because x1 is a nonzero divisor on K[Hk], the second
equality holds because I¯Hk is a homogeneous ideal, the third because of Lemma 1.2.
Next, equation four holds because x1 is a nonzero divisor on grn(S/IHk) (again, by
Lemma 1.2), and finally the last equation is valid by the definition of I∗Hk . This
completes the proof of the theorem. 
As a nice application of Theorem 1.4 one obtains the result that in the shifted
family of a numerical semigroup certain homological properties occur for all large
shifts simultaneously for the semigroup ring and its tangent cone.
Corollary 1.5. Let H be a numerical semigroup. There exists a positive integer
k0 such that for any k ≥ k0 the ring K[Hk] is complete intersection, respectively
Gorenstein, if and only if gr
m
K[Hk] has this property.
Moreover, in the shifted family {Hk}k≥0, the property of the tangent cone grmK[Hk]
to be a complete intersection, respectively Gorenstein, occurs eventually periodically.
Proof. Pick k0 as given by Theorem 1.4 applied to the semigroup H .
The first part of the corollary follows from the fact that K[Hk] and grmK[Hk]
have the same codimension and the same Betti numbers.
The fact about periodicity arises from the eventual periodicity of the Betti num-
bers for K[Hk], see Theorem 0.1. 
We define the width of a numerical semigroup H as the difference between the
largest and the smallest generator in a minimal set of generators of H , and denote
this number by wd(H). Notice that any semigroup Hk in the shifted family of H
has wd(Hk) ≤ wd(H), with equality for k ≫ 0.
As an immediate consequence of our Theorem 1.4 and of Theorem 0.1 we obtain
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Corollary 1.6. Let w ≥ 2 and let Hw be the set of all numerical semigroups H with
wd(H) ≤ w. Then for any integer i ≥ 0 there exists an integer b such that
βi(I
∗
H) ≤ b for all H ∈ Hw.
Proof. Let A be the set of all strictly increasing sequences of integers a with first
term 0 and last term at most w. Given a numerical semigroup H with wd(H) ≤ w,
there exists a unique a ∈ A and a unique integer k such that H = 〈a+ k〉.
Therefore, given i, it suffices to show that there exists b such that
βi(I(a+ k)
∗) ≤ b for all a ∈ A and all k ≥ 0.(3)
Since A is finite, we only need to show (3) for any fixed a ∈ A and all k.
Now fix a ∈ A. By Theorem 1.4, there exists an integer k0 such that for all
k ≥ k0, βi(I(a + k)
∗) = βi(I(a + k)). To conclude the proof, we use Theorem 0.1
from which it follows that there exists an integer k1 ≥ k0 and an integer b1 such that
βi(I(a+ k)) ≤ b1 for all k ≥ k1.
Let
b0 = max{βi(I(a+ k)
∗ : k ≤ k1},
and set b = max{b0, b1}. Then βi(I(a+ k)
∗) ≤ b for all k, as desired. 
2. Expected bounds for µ(I∗H)
It would be nice to have an explicit value for the bound b in Corollary 1.6 in
terms of the width of the semigroup. Computer calculations with CoCoA [3] and
SINGULAR [6] suggest us to formulate the following conjecture.
Conjecture 2.1. If H is a numerical semigroup, then µ(I∗H) ≤
(
wd(H)+1
2
)
. If µ(H) ≥
2, then equality holds if and only if there exist integers w, k ≥ 1 such that
H = 〈kw + 1, kw + 2, . . . , (k + 1)w + 1〉.
Observe that this conjecture implies in particular that µ(IH) ≤
(
wd(H)+1
2
)
. We
verified Conjecture 2.1 for all numerical semigroups whose width is at most 5. We
did this as follows: for a fixed width w ≤ 5 we considered all sequences of strictly
increasing integers a = a1 < · · · < ar with a1 = 0 and ar = w. For such a
sequence we computed the values of µ(I(a+ k)∗) when we let k vary. According to
Vu’s Theorem 0.1 and our Theorem 1.4, there exists an integer ka such that for all
k ≥ ka the values of µ(I(a + k)
∗) become periodic with period w. For each of our
sequences a we have identified the value of ka and by inspection of µ(I(a+ k)
∗) for
k < ka + w we verified Conjecture 2.1.
Numerical experiments allow us to formulate an even stronger claim. Before we
state it, let us give a couple of definitions.
Let H be a numerical semigroup minimally generated by a1 < · · · < ar. We let
H˜ = 〈a1, a1 + 1, a1 + 2, . . . , ar〉 be the semigroup generated by all integers in the
interval [a1, ar]. We call H˜ the interval completion of H .
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If a numerical semigroup H is generated by all the integers of an interval, we
call it an interval semigroup. Clearly, if H is any numerical semigroup, its interval
completion H˜ is an interval semigroup.
With notation as above, the integers in the interval [a1, ar] may not always be
a minimal generating set for H˜. For example, if H = 〈3, 7〉 then we have H˜ =
〈3, 4, 5, 6, 7〉 = 〈3, 4, 5〉.
Let i ≤ wd(H) be a positive integer. Then a1 + i is not a minimal generator for
H˜ if i ≥ a1. Hence we get
Lemma 2.2. For any numerical semigroup H one has H˜ = 〈a1, . . . , a1 + wd(H˜)〉,
where
wd(H˜) = µ(H˜)− 1 = min{a1 − 1,wd(H)}.
As a consequence we obtain
Lemma 2.3. If H is a numerical semigroup, then µ(H) ≤ µ(H˜).
Proof. With notation as above, if a1 < wd(H) + 1, then a1 = µ(H˜). Suppose that
µ(H) > a1. Then there exist two distinct minimal generators for H , say b, c, such
that b ≡ cmod a1, a contradiction.
If a1 ≥ wd(H) + 1, then µ(H˜) = wd(H) + 1 and by Lemma 2.2 we have that
H˜ is minimally generated by the whole interval [a1, ar], which clearly includes the
minimal generating set of H . Hence µ(H) ≤ µ(H˜) in this case, too. 
Observe that H and H˜ may have the same number of generators, although they
are different. For instance, if H = 〈3, 5, 7〉, then H˜ = 〈3, 4, 5〉. With notation as
above, if wd(H) ≤ a1 − 1, then µ(H) = µ(H˜) if and only if µ(H) = ar − a1 + 1,
equivalently H = H˜.
If wd(H) > a1 − 1, we have µ(H) = µ(H˜) if and only if r = a1, equivalently
H˜ = 〈r, . . . , 2r− 1〉. For any fixed r there are usually several numerical semigroups
H minimally generated by a1 = r < a2 < · · · < ar and such that H˜ = 〈r, . . . , 2r−1〉.
A necessary condition for that to happen is that ai 6≡ aj mod r for all 1 ≤ i < j ≤ r.
We can now state
Conjecture 2.4. Let H be a numerical semigroup. Then µ(I∗H) ≤ µ(I
∗
H˜
).
In the following we explain why a positive answer to Conjecture 2.4 will give a
positive answer to the first part of Conjecture 2.1. Indeed, if Conjecture 2.4 holds,
we may apply Proposition 2.8 together with Lemma 2.2, and consequently we obtain
µ(I∗H) ≤ µ(I
∗
H˜
) ≤
(
wd(H˜) + 1
2
)
≤
(
wd(H) + 1
2
)
.
Hence the inequality in Conjecture 2.1 is valid, too.
Next we will show that Conjecture 2.4 holds true for a numerical semigroup which
is generated by an arithmetic sequence. Actually, we will show in Proposition 2.10
that in this case one even has βi(I
∗
H) ≤ βi(I
∗
H˜
) for all i.
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Recall that a sequence of integers a1, a2, . . . , ar with r ≥ 2 is called an arithmetic
sequence if there exists a positive integer d such that ai−ai−1 = d for all i = 2, . . . , r.
The class of numerical semigroups H generated by arithmetic sequences has received
much attention due to the extra structure. A minimal system of generators for the
ideal IH was presented by D.P. Patil in [13]. Recently, L. Sharifan and R. Zaare-
Nahandi have obtained explicit formulas for the graded Betti numbers of gr
m
K[H ],
see [16, Theorem 4.1]. Independently, P. Gimenez, I. Sengupta and H. Srinivasan
found the minimal free resolution and a formula for the Betti numbers of K[H ], see
[8]. By inspecting the two sets of formulas, it was noted in [17] that βi(K[H ]) =
βi(grmK[H ]) for all i. By using Lemma 1.2, we give a more conceptual proof of this
result in Proposition 2.5.
The sequence of integers a1, a2, . . . , ar with r ≥ 2 is called a generalized arithmetic
sequence if there exist integers h and d such that ai = ha1+(i−1)d for i = 2, . . . , r.
By the work of L. Sharifan and R. Zaare-Nahandi in [17], one can show with minor
changes to our proofs that all the results from the rest of this section are also valid
for semigroups H generated by generalized arithmetic sequences. For simplicity, in
what follows we only consider arithmetic sequences.
We first present our alternative proof of the following proposition due to L. Shar-
ifan and R. Zaare-Nahandi.
Proposition 2.5. Let H be a numerical semigroup minimally generated by the arith-
metic sequence a = a1 < a2 < · · · < ar. Then βi(I
∗
H) = βi(IH) for all i.
Proof. If r < 3, the statement is immediate.
Assume r ≥ 3. Let ai = a1 + (i − 1)d for i = 1, . . . , r and d a positive integer.
Without loss of generality, we may assume that gcd(a1, d) = 1. Otherwise, we divide
the sequence a by gcd(a1, d) and we obtain an arithmetic sequence b with the desired
property. The semigroups 〈a〉 and 〈b〉 are isomorphic and so are their associated
semigroup rings.
We describe the minimal system of generators of the ideal IH following the pre-
sentation in [8].
Let a and b be the unique positive integers such that a1 = a(r − 1) + b with
1 ≤ b ≤ r − 1. Consider the following matrices of variables:
A =
(
x1 · · · xr−1
x2 · · · xr
)
, B =
(
xar x1 . . . xr−b
xa+d1 xb+1 . . . xr
)
.
Let ∆i be the maximal minor of B involving the first and the (i+1)st column for
i = 1, . . . , r − b,
∆i =
∣∣∣∣ xar xixa+d1 xb+i
∣∣∣∣ = xarxb+i − xa+d1 xi for i = 1, . . . , r − b.
Let ξij =
∣∣∣∣ xi xjxi+1 xj+1
∣∣∣∣ = xixj+1 − xi+1xj for 1 ≤ i < j ≤ r − 1 be the maximal
minors of A. It is known from [13] and [7, Theorem 1.1] that IH is minimally
generated by the ξij’s and the ∆i’s:
IH = (ξij : 1 ≤ i < j ≤ r − 1) + (∆1, . . . ,∆r−b).(4)
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We claim that these generators also form a standard basis of IH .
Let S = K[x1, . . . , xr] and consider the substitution homomorphism pi defined on
S by pi(x1) = 0 and pi(xi) = xi for i > 1, as in Lemma 1.2. Note that the ideal
pi(IH) is homogeneous and its generators coming from (4) can be lifted via pi to
polynomials in IH with the same initial degree. Therefore, applying Lemma 1.2 we
conclude that the generators of IH given in (4) form a standard basis.
We also have that x1 is a regular element on grmK[H ] and arguing as in the proof
of Theorem 1.4 we conclude that βi(I
∗
H) = βi(IH) for all i. 
We recall here the formula given in [8] for the Betti numbers of K[H ].
Theorem 2.6. (Gimenez, Sengupta and Srinivasan [8, Theorem 4.1])
Let H be a numerical semigroup generated minimally by the arithmetic sequence
a1 < · · · < ar with gcd(a1, a2) = 1. Let b the unique integer such that a1 ≡ bmod(r−
1) and 1 ≤ b ≤ r − 1. Then
βi(K[H ]) = i
(
r − 1
i+ 1
)
+
{
(r − b− i+ 1)
(
r−1
i−1
)
if 1 ≤ i ≤ r − b,
(i− r + b)
(
r−1
i
)
if r − b < i ≤ r − 1.
(5)
Note that from the Auslander-Buchsbaum Theorem it follows that proj dimK[H ] =
r − 1, therefore (5) displays all non-zero Betti numbers βi(K[H ]) for i > 0.
It is surprising that according to (5), the Betti numbers of a semigroup ring K[H ]
associated to an arithmetic sequence a1 < · · · < ar do not depend on d = a2−a1, but
only on the number of minimal generators r = µ(H) and the residue a1mod(r− 1).
By using Theorem 2.6 we obtain the following result which will be crucial for our
further consideration.
Proposition 2.7. Let H be a numerical semigroup minimally generated by the arith-
metic sequence a1 < · · · < ar. Then
i
(
r − 1
i+ 1
)
< βi(K[H ]) ≤ i
(
r
i+ 1
)
for all 1 ≤ i ≤ r − 1.(6)
Moreover, if we let e = gcd(a1, a2), the following statements are equivalent:
(i) βi(K[H ]) = i
(
r
i+1
)
for some i with 1 ≤ i ≤ r − 1,
(ii) βi(K[H ]) = i
(
r
i+1
)
for all i with 1 ≤ i ≤ r − 1,
(iii) a1 ≡ emod e(r − 1).
Proof. We first consider the case e = 1. Let b the unique integer such that a1 ≡
b mod(r − 1) and 1 ≤ b ≤ r − 1. The first inequality in (6) is trivial, as the second
summand in the Betti-formula (5) is in either case positive. By using Pascal’s
formula (
r
i+ i
)
=
(
r − 1
i+ 1
)
+
(
r − 1
i
)
and the identity (r − i)
(
r−1
i−1
)
= i
(
r−1
i
)
, we may rewrite (5) as follows:
βi(K[H ]) = i
(
r
i+ 1
)
−
{
(b− 1)
(
r−1
i−1
)
if 1 ≤ i ≤ r − b,
(r − b)
(
r−1
i
)
if r − b < i ≤ r − 1.
(7)
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By our choice of b we have that b− 1 ≥ 0 and r − b > 0. This leads immediately
to the inequality
βi(K[H ]) ≤ i
(
r
i+ 1
)
.
If for some i with 1 ≤ i ≤ r − 1 one has that βi(K[H ]) = i
(
r
i+1
)
, then b = 1.
Therefore, the second case in the Betti-formula (7) does not apply and βi(K[H ]) =
i
(
r
i+1
)
for all i > 0.
If e > 1, then we let H ′ be the semigroup obtained from H by dividing all
generators of H by e. Since βi(K[H
′]) = βi(K[H ]) for all i, the inequalities (6)
follow from the case e = 1. Moreover, the desired equivalences follow from the
first part of this proof and the observation that a1 ≡ emod e(r − 1) if and only if
b1 ≡ 1mod(r − 1), where we let b1 = a1/e. 
Our next result shows that a more general form of Conjecture 2.1 is true for
semigroups generated by an arithmetic sequence.
Proposition 2.8. Let H be a numerical semigroup generated by an arithmetic se-
quence. Then
βi(grmK[H ]) ≤ i
(
wd(H) + 1
i+ 1
)
for all i > 0.(8)
Equality holds for some i with 1 ≤ i < µ(H) if and only if there exist integers
w, k ≥ 1 such that
H = 〈kw + 1, kw + 2, . . . , (k + 1)w + 1〉 with w, k ≥ 1.
In this case (8) becomes an equality for all i with 1 ≤ i < µ(H).
Proof. Let a = a1 < a2 < · · · < ar be the arithmetic sequence that minimally
generates H . By using Proposition 2.5 and Proposition 2.7 it follows that
βi(grmK[H ]) ≤ i
(
r
i+ 1
)
≤ i
(
wd(H) + 1
i+ 1
)
.
The second inequality becomes equality (independently of i) if and only if a2−a1 = 1.
Thus, by using Proposition 2.7 it follows that βi(grmK[H ]) = i
(
wd(H)+1
i+1
)
if and only
if a1 ≡ 1mod(r − 1).
If we let w = wd(H), then there exists a positive integer k with a1 = kw + 1.
Hence ar = a1 + (r − 1)d = kw + 1 + w. This completes the proof. 
The following statement shows that the Betti numbers of semigroup rings associ-
ated to arithmetic sequences increase with the number of terms in the sequence.
Proposition 2.9. Let H and H ′ be numerical semigroups generated by arithmetic
sequences such that µ(H) < µ(H ′). Then βi(K[H ]) < βi(K[H
′]) for all i such that
0 < i < µ(H ′).
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Proof. By using Proposition 2.7 we have that
βi(K[H ]) ≤ i
(
µ(H)
i+ 1
)
≤ i
(
µ(H ′)− 1
i+ 1
)
< βi(K[H
′]).
This implies the desired conclusion. 
The final result in this section shows that a stronger version of Conjecture 2.4
is valid for semigroups generated by an arithmetic sequence. This stronger version
may be even true for any numerical semigroup.
Proposition 2.10. Let H be a numerical semigroup generated by an arithmetic
sequence. Then βi(I
∗
H) ≤ βi(I
∗
H˜
) for all i. The equality is achieved for all i if and only
if H is generated by consecutive positive integers, or if H = 〈r, r+d, . . . , r+(r−1)d〉
for some positive integers r and d with gcd(r, d) = 1 and r > 2.
Proof. By Proposition 2.5 it suffices to show that
βi(IH) ≤ βi(IH˜) for all i.
These inequalities are an immediate consequence of Lemma 2.3 and Proposition 2.9.
Any of these inequalities turn into an equality if and only if µ(H) = µ(H˜). This is
obviously true when H is (minimally) generated by some consecutive numbers, i.e.
H = H˜. If that is not the case, by the discussion before Conjecture 2.4 it follows
that
H = 〈r, r + d, . . . , r + (r − 1)d〉
with µ(H) = r and such that its r minimal generators give different remainders
mod r, equivalently that gcd(r, d) = 1.
We claim that for any r > 2 and d > 1 such that gcd(r, d) = 1 the numbers
r, r + d, . . . , r + (r − 1)d are a minimal generating set for the semigroup they span.
Indeed, suppose there exists an integer i with 0 < i ≤ r−1 and integers aj ≥ 0 such
that
r + id =
i−1∑
j=0
aj(r + jd).
It follows that
(
i−1∑
j=0
aj − 1)r = (i−
i−1∑
j=0
jaj)d.
Since at least one aj > 0, it follows that
∑i−1
j=0 aj − 1 ≥ 0. This implies that
r > i ≥ i−
∑i−1
j=0 jaj ≥ 0.
On the other hand, since gcd(r, d) = 1, it follows that r divides i −
∑i−1
j=0 jaj.
This is only possible if i −
∑i−1
j=0 jaj = 0, in which case
∑i−1
j=0 aj − 1 = 0. This
implies that precisely only one of the aj = 1 while the others are zero. Thus
i− j = i−
∑i−1
j=0 jaj = 0, a contradiction.
11
3. Examples
In this section we study the defining ideals of the tangent cone of semigroup rings
for several families of numerical semigroups and compare their number of generators
with our conjectured upper bound in Conjecture 2.1. The first two families are due
to J. Sally [15] and H. Bresinsky [2]. The last two families are families of three
generated semigroups, one of which has been considered by T. Shibuta in [9].
3.1. Sally semigroups. In [15] Judith Sally considered Gorenstein local rings
whose multiplicity is small compared to the embedding dimension of the ring and
gave explicitly a minimal set of generators of the defining ideal of the tangent cone.
To be precise, let (R,m) be a Gorenstein local ring of dimension d, embedding
dimension r and multiplicity e > 4 such that r = e + d − 3. Her Theorem 3 says
the following: assume further that R/m is infinite and that R has a presentation,
R = S/I, where S is a regular local ring of dimension e + d− 3. Then
gr
m
R ∼= R/m[x1, . . . , xd, y, z1, . . . , ze−4]/I
∗,
where I∗ is minimally generated by the
(
e−2
2
)
monomials
yz1, . . . , yze−4, zizj , 1 ≤ i ≤ j ≤ e− 4, and y
4.
There are plenty of numerical semigroups whose complete semigroup ring is a
Gorenstein ring with r = e + d − 3 = e − 2. A numerical semigroup with this
property will be called a Sally semigroup.
It would be interesting to find all Sally semigroups. For any given e ≥ 4 we give
an example of a Sally semigroup Se of multiplicity e. Let
Se = 〈i : e ≤ i ≤ 2e− 1, i 6= e+ 2, e+ 3〉.
Obviously, µ(Se) = e− 2. Moreover, Se is symmetric because its Frobenius number
is equal to 2e+ 3 and
Se = {0, e, e+ 1, e+ 4, . . . , 2e+ 2, 2e+ 4, 2e+ 5, . . .}.
Hence, by a theorem of Kunz [12], it follows that K[[Se]] is Gorenstein.
By the above mentioned theorem of Sally we have µ(I∗Se) =
(
e−2
2
)
. Our conjectured
upper bound in this particular case is
(
e
2
)
.
More generally, if H is any Sally semigroup of multiplicity e, then it verifies
Conjecture 2.1:
µ(I∗H) =
(
e− 2
2
)
=
(
r
2
)
≤
(
wd(H) + 1
2
)
.
3.2. Bresinsky semigroups. In 1975 H. Bresinsky [2] introduced the following
family of 4-generated numerical semigroups. Given an integer h ≥ 2 we let
Bh = 〈(2h− 1)2h, (2h− 1)(2h+ 1), 2h(2h+ 1), 2h(2h+ 1) + 2h− 1〉.
We claim that µ(I∗Bh) = µ(IBh) = 4h and that grmK[Bh] is Cohen-Macaulay.
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Fix h ≥ 2 and let I = IBh ⊂ K[x, y, z, t] be the relation ideal of K[Bh]. We will
give a minimal standard basis of I with 4h elements. It is proved in [2, Lemma 3]
that I = (A1 ∪ {g1 = z
2h−1 − y2h, g2 = xt− yz} ∪ A2), where
A1 = {fi = z
i−1t2h−i − y2h−ixi+1 : 1 ≤ i ≤ 2h}
and
A2 = {f = x
ν1zν3 − yµ2tµ4 : ν3, µ4 < 2h− 1, f ∈ I}.
The set A2 is infinite, so we consider a finite subset, namely
A3 = {f = x
ν1zν3 − yµ2tµ4 : f ∈ A2, µ2 ≤ 2h}.
We claim that A2 and A3 generate the same ideal in K[x, y, z, t]. Pick f = x
ν1zν3 −
yµ2tµ4 in A2 with µ2 > 2h. We show that f ∈ (A3). Indeed, write µ2 = 2h · α + β,
with α, β integers and 0 ≤ β < 2h. We may rewrite
f = xν1zν3 − yµ2tµ4 = xν1zν3 − y2h·α+βtµ4
= xν1zν3 − yβtµ4((y2h)α − (x2h+1)α)− x(2h+1)αyβtµ4 .
Since (y2h)α − (x2h+1)α ∈ (A3), it suffices to show that g = x
ν1zν3 − x(2h+1)αyβtµ4 ∈
(A3). We may assume g 6= 0. If ν1 ≤ (2h + 1)α, since I is a prime binomial ideal,
we should also have 0 6= zν3 − xα
′
yβtµ4 ∈ I for some nonnegative integer α′. This is
not possible because ν3 < 2h− 1 and by [2, Lemma 1], we must have ν3 ≥ 2h− 1.
Therefore ν1 > (2h + 1)α and we may write g = x
(2h+1)α(xγzν3 − yβtµ4) with γ a
nonnegative integer. It follows that g ∈ (A3), as desired.
As a consequence of the above I = (A1, g1, g2,A3). Next we will find explicitly
the polynomials in A3. Let f = x
ν1zν3 − yµ2tµ4 ∈ A3. Then
ν12h(2h− 1) + ν32h(2h+ 1) = µ2(2h− 1)(2h+ 1) + µ4(2h(2h+ 1) + 2h− 1).
Reducing this equation modulo 2h, we see that 2h divides µ2+µ4. Since µ4 < 2h−1
and µ2 ≤ 2h, we obtain that µ2 + µ4 = 2h. By using this fact and dividing both
sides of the above equation by 2h we get
ν1(2h− 1) + ν3(2h+ 1) = µ2 · 2h+ µ4(2h+ 2)− 1 = 4h
2 − 1 + 2µ4.
It follows that ν3 ≡ µ4mod(2h− 1). Since ν3, µ4 < 2h− 1, we obtain that ν3 = µ4.
This implies that ν1 + ν3 = 2h+ 1. Thus,
A3 = {uj = x
2h+1−jzj − y2h−jtj : 0 ≤ j ≤ 2h− 2}.
Note that f2h+u0 = z
2h−1−y2h = g1. We claim that the following set of 4h elements
B = {fi : 1 ≤ i ≤ 2h} ∪ {g2} ∪ {uj : 0 ≤ j ≤ 2h− 2}
is a minimal generating set and a minimal standard basis of I.
Indeed, with notation as in Lemma 1.2, we observe that
I¯ = (t2h−1, zt2h−2, . . . , z2h−1) + (yz) + (y2h, y2h−1t, . . . , y3t2h−3, y2t2h−2),
which happens to be a monomial ideal. Since x is regular on K[Bh] we have that
µ(I) = µ(I¯) = 4h. The monomial generators of I¯, which form a standard basis,
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admit the lifting property required in Lemma 1.2. Therefore B is a standard basis
of I and
I∗ = (t2h−1, zt2h−2, . . . , z2h−1) + (xt− yz) + (y2h, y2h−1t, . . . , y3t2h−3, y2t2h−2).
As a consequence of Lemma 1.2 we have that the tangent cone gr
m
K[Bh] is
Cohen-Macaulay. This was also announced by F. Arslan in [1, Remark 3.8 (b)].
Before considering families of 3-generated semigroups, we first recall how one
determines the relation ideal of such semigroups. Let H = 〈n1, n2, n3〉, where n1 <
n2 < n3 are the minimal generators. According to the original paper [10], the
defining ideal IH of the semigroup algebra K[H ] ∼= K[x, y, z]/IH is generated by 2
or 3 elements which can be easily found from n1, n2, n3. For each ni, i = 1, . . . , 3
one takes the least positive multiple cini that lies in the semigroup generated by the
other two generators, and obtainsc1n1 = r12n2 + r13n3,c2n2 = r21n1 + r23n3,
c3n3 = r31n1 + r32n2.
(9)
Given this data, the ideal I is generated by
f1 = x
c1 − yr12zr13 , f2 = y
c2 − xr21zr23 , f3 = z
c3 − xr31yr32.(10)
Note that some rij may be zero. In this situation two of the above polynomials
are the same up to a sign and the other coefficients rst are not necessarily unique.
If all rij > 0, then all coefficients are unique and
c1 = r21 + r31, c2 = r12 + r32, c3 = r13 + r23.(11)
3.3. Variations on Shibuta semigroups. Let a > 3 be an integer and let Ha =
〈a, a+1, 2a+3〉. (For a = 3k with k = 2, 3 . . ., this is the Shibuta family.) We claim
that µ(I∗Ha) = ⌊
a−1
3
⌋+ 3.
In this family µ(I∗Ha) is a quasi-linear function of a while our conjectured upper
bound is a polynomial of degree 2 in a.
We indicate a proof of this claim. To simplify notation, we set H = Ha. We
will describe a minimal standard basis of IH . The result and the proof depend on
amod3.
Let a = 3k + 1, with k > 1. Then H = 〈3k + 1, 3k + 2, 6k + 5〉. Any two of its
generators are coprime, hence by [10], K[H ] is not a complete intersection, and so
all rij’s in (9) are positive and unique. First we prove that IH = (f0, g, p), where
f0 = yz
k − x2k+2, g = xz − y3, p = zk+1 − x2k+1y2.
Clearly f0, g, p ∈ IH . Therefore c2 ≤ 3. With notation as in (9), if c2 = 2, then the
equation 2(3k + 2) = α(3k + 1) + β(6k + 5) must have a solution with positive α
and β, which is impossible. Therefore, c2 = 3 and r21 = r23 = 1. We reduce modulo
3k + 1 the equation
c3 · (6k + 5) = r31 · (3k + 1) + r32 · (3k + 2)
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and we obtain
3c3 ≡ r32 mod(3k + 1), where c3 ≤ k + 1.
From (11) we derive that 0 < r32 < 3. Hence the only possibility is to have c3 = k+1
and r32 = 2, r31 = 2k + 1. It follows by (11) and (10) that IH = (f0, g, p).
Next we build a minimal standard basis of IH . We recursively define a family of
polynomials in IH by the rule:
fi = xfi−1 − y
3i−1zk−ig, for i = 1, . . . , k.
One checks by induction on i that fi = y
3i+1zk−i − x2k+i+2 with f ∗i = y
3i+1zk−i for
i = 0, . . . , k .
We show that B = {g, p, f0, f1, . . . , fk} is a standard basis of IH . In order to prove
this, we will use the homogenization technique described in [4, §15.10.3]. Namely,
starting with the generating set B for IH we consider the ideal J in K[s, x, y, z]
generated by the homogenizations qh of the elements q ∈ B. Next we find a Gro¨bner
basis G of J with respect to the lexicographic order induced by s > x > y > z.
Then we dehomogenize the elements in G and their initial forms will generate (not
necessarily in a minimal way) the ideal I∗H .
Let fk+1 = xzf
h
k − y
3k+1gh = y3k+4 − x3k+3z ∈ J . We claim that
G = {gh, ph, fh0 , f
h
1 , . . . , f
h
k , fk+1}
is a Gro¨bner basis for J with respect to the lexicographical order induced by s >
x > y > z. It is routine to check that all S-polynomials of pairs of elements in G
reduce to 0 with respect to G. Hence by Buchberger’s Criterion (see for example [5,
Theorem 2.14] or [4, Theorem 15.8]) we conclude that G is a Gro¨bner basis of J .
We apply the algorithm described before and after we dehomogenize the elements
in G we see that
I∗H = (xz, z
k+1, yzk, y4zk−1, . . . , y3k+1)
and µ(I∗H) = k+3. (Note that f
∗
k+1 = y
3k+4−x3k+3z is already in the ideal generated
by the other initial forms.)
For the other two cases a ≡ 0, 2mod3 there is a similar discussion. If a = 3k + 2
with k > 1, then H = 〈3k + 2, 3k + 3, 6k + 7〉, and IH = (f0, g, p), where
f0 = y
2zk − x3k+3, g = xz − y3, p = zk+1 − x2k+1y2.
We introduce recursively fi = xfi−1 − y
2+3(i−1)zk−ig, for i = 1, . . . , k. Then by
induction on i one shows that fi = y
3i+2zk−i − x2k+i+3 ∈ IH and f
∗
i = y
3i+2zk−i for
i = 0, . . . , k. Then C = {g, p, f0, . . . , fk} is a minimal standard basis of IH and
I∗H = (xz, z
k+1, y2zk, y5zk−1, . . . , y3k−1z, y3k+2).
To see this, we homogenize the polynomials in C, and check that together with
fk+1 = xzfk − y
3k+2g they form a Gro¨bner basis with respect to the lexicographic
order induced by s > x > y > z for the ideal they generate.
The last case to consider is when a = 3k, with k ≥ 2. ThenH = 〈3k, 3k+1, 3k+3〉.
This case is Shibuta’s case in [9, Example 5.5], where it was treated with tools
different from the ones presented here. For completeness we state here the relevant
details. The semigroup ring K[H ] is a complete intersection and IH = (f0, g), where
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we let f0 = z
k − x2k+1 and g = xz − y3. For i = 1, . . . , k we set fi = xfi−1 −
y3(i−1)zk−ig. Then fi = y
3izk−i − x2k+i+1 ∈ IH and f
∗
i = y
3izk−i for i = 0, . . . , k.
Finally one shows that D = {g, f0, f1, . . . , fk} is a minimal standard basis of IH , so
that
I∗H = (xz, z
k, y3zk−1, . . . , y3k).
To show this, the same technique as before works here. We homogenize the elements
in D, and together with the polynomial fk+1 = xzfk− y
3kg, these k+3 polynomials
form a Gro¨bner basis for the ideal they generate. After dehomogenization we may
discard fk+1 from the standard basis since it has no contribution to I
∗
H . In all cases
µ(I∗Ha) = ⌊
a−1
3
⌋+ 3. This completes the proof.
3.4. Frobenius semigroups. Let a, b > 3 be coprime integers, and consider the
semigroup Ha,b = 〈a, b, ab − a − b〉. We call it a Frobenius semigroup because it
is obtained from the symmetric semigroup 〈a, b〉 by adding the last gap number of
〈a, b〉, called the Frobenius number, as an additional generator to 〈a, b〉 to obtain
Ha,b. We claim that µ(I
∗
Ha,b
) = 4.
This result is in so far remarkable and untypical compared with the previous
examples as the width of Ha,b may be as large as we wish, while µ(I
∗
Ha,b
) is always
equal to 4.
In order to prove the claim we may assume without loss of generality a < b. To
simplify notation, we let H = Ha,b. It is well known that ab− a− b is the Frobenius
number of the semigroup 〈a, b〉. This means that ab− a− b /∈ 〈a, b〉 and that if s is
an integer such that s > ab−a−b, then s ∈ H , see [14]. Therefore a < b < ab−a−b
minimally generate H .
Let IH ⊂ S = K[x, y, z] be the relation ideal of the semigroup ring K[H ]. Let
f1 = x
b−1 − yz, f2 = y
a−1 − xz, f3 = z
2 − xb−2ya−2.
Clearly f1, f2, f3 ∈ IH . We claim that these fi’s correspond to the minimal gener-
ators described in (10). Indeed, as any two minimal generators of H are coprime,
it follows that K[H ] is not a complete intersection (see [10]). Hence all the rij’s in
(9) are positive and unique. We have c3 = 2, r31 = b− 2 and r32 = a− 2. It follows
from (11) that c1 > b− 2 and c2 > a− 2. Hence f1, f2, f3 minimally generate IH .
Let f4 = xf1 − yf2 = x
b − ya ∈ IH . We claim that {f1, f2, f3, f4} is a standard
basis of IH . Let J = (f
∗
1 , f
∗
2 , f
∗
3 , f
∗
4 ) = (yz, xz, z
2, ya) ⊂ I∗H . By comparing their
Hilbert series we show that J = I∗H . This will then prove the claim.
For a finitely generated graded S-module M =
⊕
i≥0Mi we consider its Hilbert
series HilbM(t) =
∑
i≥0 dimK Mi t
i.
Since J : z = (x, y, z), we obtain the exact sequence
0→ ((x, y, z)/J)(−1)→ S/J(−1)
z
→ S/J → K[x, y]/(ya)→ 0.
By using the additivity of the Hilbert series on exact sequences we get that
HilbS/J(t) = t+HilbK[x,y]/(ya)(t).
Let m = (ta, tb, tab−a−b) ⊂ K[H ] and m1 = (t
a, tb) ⊂ K[〈a, b〉].
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Let i ≥ 2. We show that for any positive integer s,
ts ∈ mi ⇐⇒ ts ∈ mi1.(12)
The implication “⇐” is always satisfied.
For the converse, pick ts ∈ mi. Then s 6= ab− a− b, since i ≥ 2. If s < ab− a− b,
then the generator tab−a−b does not appear in any presentation of ts as a product of
the monomial generators of m. Therefore, ts ∈ mi1.
Finally suppose that s > ab − a − b. Then the desired implication follows from
the fact that for any decomposition
s = αa+ βb+ γ(ab− a− b) with α, β, γ ∈ Z+, α + β + γ ≥ 2 and γ ≥ 1,
there exist α′, β ′ ∈ Z+ such that
s = αa+ βb+ γ(ab− a− b) = α′a+ β ′b and α + β + γ < α′ + β ′.
Indeed, this can be deduced from the following identities:
a+ (ab− a− b) = (a− 1)b,
b+ (ab− a− b) = (b− 1)a,
2(ab− a− b) = (b− 1)a+ (a− 2) · b.
A consequence of (12) is that the Hilbert series of the tangent cones of K[H ],
respectively of K[〈a, b〉] are the same except in degree i = 1, hence
Hilbgr
m
K[H](t) = t+Hilbgr
m1
K[〈a,b〉](t) = t +HilbK[x,y]/(xb−ya)∗(t)
= t+HilbK[x,y]/(ya)(t) = HilbS/J(t).
Therefore I∗H = J and µ(I
∗
H) = 4.
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