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Abstract 
In high and medium production lines, conveyor belts are usually employed to speed up the 
manufacturing process. Therefore, placing a Printed Circuit Board (PCB) on a conveyor belt in high 
precision for visual inspection is very tedious and costly with aid of hardware. As a consequence, a 
robust image registration technique is crucial in order to register images of inspected PCBs with high 
quality but in low computational time. 
This thesis investigates the ability of Genetic Algorithm (GA) in optimising the image registration 
of whole PCBs to offer linearity in positioning whole board of PCBs on a conveyor belt during 
acquisition stage of an inspection process. A novel GA based image registration is developed and 
tailored for accuracy, speed and reliability. 
The performance of the GA based image registration determines the success of a special defect 
detection procedure which employs a combination of image processing functions. The procedure 
produces excellent results in detecting absence component defect and open solder joints on the whole 
inspected PCBs in any shape and size. The performance of this procedure is presented in this thesis 
implies the potential of this system integration between GA based image registration and the defect 
detection procedure. 
The system proves that it is able to register images in high accuracy and consequently manage to 
produce high quality of defect detection results in low computing time which is I minute. Further 
experiments on a number of PCB types indicate the system flexibility to inspect different types of 
board especially the high-density layout. 
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The inspection of manufactured products is an important industrial activity and most expensive stage. 
To fulfil the demand of productivity and quality in industries, vision-based inspection offers low-cost, 
high-speed, and high-quality detection of defects. Automated Optical Inspection (AOl) is one of the 
most explored application fields of computer vision for its importance in the automation of industrial 
production lines. Many researchers have proposed different algorithms to reduce the cost and space 
restrictions, while improve the throughput and range of defects that can be detected. 
There are many commercially available automatic optical inspection systems that have been produced 
for different types of inspection but they are very costly for low and medium industries. The ongoing 
research focused on giving more options to the manufacturers in solving more problems in inspection 
with reduction in cost. There are numerous algorithms, techniques and approaches in the area of 
automated visual PCB inspection. Recently, many research works are carried out to produce low-cost 
inspection system such as image analysis with the assistance of structured lighting [1], artificial neural 
network with back propagation [2], Haar wavelet and coarse resolution for defect localisation [3]. 
Each work focused on different scope of problem including inspection of solder joints [4-9], lead 
displacement, PCB pattern's defects [2, 3, 10-131 or all type of cosmetic defects [14, 15]. 
The remainder of this chapter is structured as follows: in Section 1.2, the motivation of this work is 
presented; the main contributions of this work is presented in Section 1.3; Section 1.4 describes the 




Due to higher expectation of productivity in today's manufacturing environment, the PCB 
manufacturers particularly high-volume production employ conveyor belts in most of the 
manufacturing process. A correct alignment of the completed PCBs on a conveyor belt is very crucial 
in order to capture PCB images for inspection purposes especially in reference-based method [16]. 
Therefore, a common solution is to place the inspected PCBs in high precision on a conveyor belt 
by utilising high cost hardware such as mechanical jigs and X-Y tables. In most cases, industrial 
automation systems are designed to inspect only known objects at fixed positions [17]. Due to these 
practises, automatic image registration offers enormous advantage in reducing the cost of inspection 
that also will benefit the end users. 
In reference-based visual inspection technique, every image of inspected PCB (test image) is 
compared with a reference image to find the differences between both images which may become the 
possible defects. The technique is accurate only when the condition that both images are aligned. 
Image registration attempts to find the relative transforms in the test image with respect to the 
reference image by searching a correct combination of transformation parameters in large search 
space. 
For small spaces, classical exhaustive methods usually suffice; for larger spaces special artificial 
intelligence techniques such as Genetic Algorithm (GA) must be employed [18]. GA are stochastic 
algorithms whose search methods model some natural phenomena such as genetic inheritance and 
Darwinian strife for survival. GA are a class of general purpose (domain independent) search methods 
which strike a remarkable balance between exploration and exploitation of the search space. 
While most of the registration techniques employ linear search over the sampling of search scope, 
some researchers have attempted to apply GA to assist searching over the complex search scope [19]. 
A hardware parallel GA has been studied for vision systems which require processing techniques 
which are robust, fast and capable of dealing with large quantities of data in [20]. In contrast, relatively 
little work has been done to implement the GA in industrial inspection, and in particular the PCB 
inspection due to high computation time which is a major drawback for real-time application. This 
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thesis addresses the question of whether GAs can be used to register PCB images robustly to facilitate 
defect detection procedure in real-time inspection environment with low cost implementation. 
1.3 Contributions 
The main objective of this thesis can be summarised by the following statement: 
To develop a specially-tailored GA based image registration for whole completed PCBs that are 
placed arbitrarily on conveyor belt to facilitate a novel defect detection procedure in order to 
produce high accuracy, reliable and fast inspection system. 
This can be split into four key areas: 
To demonstrate the use of GA for the image registration of whole PCBs placed arbitrarily on a 
conveyor belt. 
To improve the performance and capabilities of GA for this application by implementing several 
significant enhancements. 
To investigate the robustness of the novel defect detection procedure that employed a number 
of image processing operations. 
To demonstrate the performance of the complete automatic system that integrate GA based 
image registration and defect detection procedure in real-time perspective for detecting missing 
component defects including open solder joints. 
Introduction 
1.4 System prototype 
CCD camera 
PCB 	 PCB 
L) 
Conveyor belt 
Figure 1.1: System diagram 
This research aims to produce a low-cost automatic visual inspection system for PCBs using a 
specially-tailored GA and a novel defect detection procedure. It consists of a PC without the assistance 
of CAD data (CAD data specifies which components are on the board and their positions) and a CCD 
camera as shown in Figure 1.1. 
PCB production lines require a whole inspected board positioned correctly on a conveyor belt under 
the camera during the image of the board is captured. Referential method requires particularly 
accurate alignment to analyse the captured image of inspected PCB [21]. For that, this system offer 
a linearity on board's positioning which can reduce production time and can cut the labour cost. The 
flow of this system is described in detail in Figure 1.2. The GA is used to find most optimum rotation 
and displacement values for every inspected board to aid the defects recognition process. 
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Figure 1.2: Flow of the system 
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Extended study of GA operations are required to ensure that the selected value of parameters will give 
the most optimum and reliable results for this application. The enhancement work are essential in 
order to speed up the GA operations and to improve the level of accuracy in finding the transformation 
values. This process will determine the success of the defect detection procedure to locate the 
existence of possible physical defects. 
The defect detection procedure is designed as robust as possible using low complexity image 
processing operations such as thresholding, edge-detection, image subtraction and noise elimination. 
The procedure is able to detect the missing component defects in varying shape and size including 
open solder joints. The flexibility of the procedure is very important to be implemented for any types 
of PCB and any inspection environments. 
With regard to the above features, the system can be used for many types of PCB with the same 
settings without hardware assistance in registration. This will prove the concept of flexibility and 
least complicated visual inspection system using PC but robust enough to detect the possible defects 
of missing components and open solder joints. 
1.5 Structure 
This thesis is structured as follows. 
Chapter 2 contains description of literature reviews related to this work including the existing PCB 
visual inspection systems, concept of GA, image processing operations which are widely used in 
inspection methods and types of PCB defects that are normally investigated. 
Discussion on the original framework of GA based PCB inspection system is described in Chapter 3. 
The framework is using a specially-tailored GA with careful selection of GA parameter values based 
on independent experiments. The chapter also presents the preliminary results on the performance of 
GA in registering the inspected PCBs. 
Chapter 4 investigates several significant enhancement work to improve the performance of the 
specially-tailored GA in previous chapter. The enhancement includes a new image rotation function 
Introduction 
which contributes to the level of maximum fitness found by the GA. The implementation of block 
matching algorithm also improves the speed of the whole image registration process. The studies on 
GA parameters tuning, elitist selection schemes and hybrid methods are also presented in the chapter. 
The enhancement work produced more accurate and reliable results in big reduction of computational 
time. 
Chapter 5 presents 4 different approaches of defect detection procedure which consist of novel 
combinations of several image processing operations. The approaches are evaluated on a test sample 
in terms of detection accuracy and level of noise. The test sample with addition of different artificial 
defects of missing components and open solder joints is transformed from wrong geometric position 
to the same alignment of the reference image for these experiments. 
Chapter 6 investigates the performance of the system integration which combines the image 
registration framework with defect detection procedure. Various types of PCBs with different types 
of missing defect and misalignment are used in the system testing. The analysis focuses on the ability 
of the system to produce high accuracy detection with low processing time. The chapter also presents 
a quantitative study which gives good overview of the developed system in order to be implemented 
in real-time inspection environments. 





This chapter introduces the background literature relevant to the work in this thesis. The chapter 
commences with the machine vision methods in existing PCB inspection systems. There are 
three types of inspection which are referential-based, non referential-based and hybrid-based. The 
advantages and disadvantages of each method are discussed in details. 
In this chapter, the image processing techniques such as block matching algorithm, image 
segmentation, image subtraction and noise filtering used in this work are discussed in details. 
Examples on these image processing implementation on PCB inspection by other researchers are 
also given. 
The types of PCB physical defects are described in this chapter. This description will give good 
knowledge on types of defects that are studied in this work. 
The concept of image registration is explained and research works on image registration using GA are 
described in this chapter. Other optimisation techniques for image registration are also given including 
cross-correlation and heuristic search. 
The conceptual overview of GA is given next by explaining every important genetic operations used 
such as crossover, selection and mutation. 
The organisation of this chapter is as follows: Section 2.2 describes the methods used in existing PCB 
inspection systems, Section 2.3 gives overview on block matching algorithm, Section 2.4 discussed the 
techniques on image segmentation which focused on thresholding and Sobel edge-detection, defect 
localisation using image subtraction is introduced in Section 2.5, methods on image noise filtering 
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are described in Section 2.6, Section 2.7 detailed on types of physical PCB defects that are mainly 
investigated, in Section 2.8 concept of image registration is given, Section 2.9 gives the concise 
description of the principles of GA and Section 2.10 concludes the chapter. 
22 AOl methods for existing PCB inspection 
Machine vision plays an important role in automatic inspection for PCBs which demands flexibility, 
accuracy, speed, stability and cost [22]. The researcher in [22] also suggested that the primary goals 
in many studies of PCB inspection is to minimise the inspection time and inspection errors. 
Nowadays, there exist numerous algorithms, techniques and approaches in order to fulfil the 
demands. A survey of the state-of-the-art of PCB inspection can be found in [23]. Each operation 
in the inspection task needs different information such as setup instructions, tool and equipment 
lists, inspection procedures, measurement locations and sequence, quality standards, and disposition 
instructions [24]. 
Flexibility and stability are rarely used to evaluate the performance of an inspection system because 
they deal with the qualitative aspects of the system. However, they are also important criteria in 
determining the effectiveness of an inspection system. An inspection function should be flexible in 
detecting multiple defect types, since there might be more than a single non conforming condition and 
the defect types of current interest can be changed. Finally, the inspection system should be stable and 
reliable. The inspection device should not require frequent recalibration and system operators should 
not be subjected to stress. These criteria are useful to assess the effectiveness of alternative inspection 
systems [24]. 
The idea to apply GA in optimisation of image reistration and implemented for PCB inspection has 
been presented in [25]. The research is focus on registering individual ICs placed om completed 
PCBs and able to to check the positions of the inspected ICs are in the fault tolerance. The proposed 
work is implemented on Soc which is expensive and complicated to be implemented. An automatic 
inspection of assembled PCB using three unique methodologies is proposed in [14], which are normal 
vector equalisation, dual-channel processing and proximity measure-based. The proposed solution 
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is able to detect the most frequently arising defects on components such as missing, tilted and not 
properly-seated components on average PCBs. However, this system needs a fine mechanical jig to 
control the locations of PCBs. 
Surface-spectral reflectance property of an object has been exploited in [26] to inspect raw circuit 
board using multi-spectral imaging and material classification has been implemented using a special 
algorithm to classify the objects into circuit elements pixel-by-pixel. The classification algorithm 
uses the shape features of spectral reflectance based on typical spectral curves of the estimated 
reflectance for five element materials. The system requires accurate information of spectral reflectance 
characteristics of each element and the location of detected defects are not provided. 
The challenge in solder joint inspection due to the variability in the appearance of acceptable solder 
joints has raised many interest among researchers [4, 5, 7, 27, 28]. They have applied many 
techniques to locate and classify the solder joint defects such as Hough curve detection, 3-D pattern 
recognition supported by Gray-level operations, connectivity preserving shrinking and minimum 
distance classification for purposes of optimising the inspection process. Most of the systems are 
using high complexity techniques which will increase the computational time. They also need more 
hardware such as more than one camera in order to produce 3D images. 
The system presented in [10] introduces the application of neural networks and fuzzy logic in printed 
circuit board inspection. The proposed method is highly parallel and works at the subpattern level. It 
gives an advantage of not affected by inaccurate alignment of the inspected board but needs rich data 
information in learning stage. Combination of three types of imaging sensors which are range camera, 
colour camera and high-resolution camera for development of a multi-sensor system for recognition 
of electronic components on PCBs with an exemplary approach towards the estimation of uncertain 
probabilistic information is presented in [29]. The system offers better fault detection quality due to 
the employment of these multi-sensor but it gives a drawback of high cost implementation. Figure 2.1 
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Figure 2.1: Visual inspection algorithm classification 
2.2.1 Referential inspection 
The conventional referential comparison method is very effective in detection of small defects, but it 
is difficult to detect large defects and missing patterns due to precision of image alignment. It is very 
difficult to judge whether the model is completely matched with the inspected image or not [11]. 
However, this method can achieve high throughput when it is implemented on simple hardware [12], 
even though it may require large memory size to store the image of the reference board or model 
descriptions. It is also difficult to match templates in the presence of tolerances in specifications. Few 
examples of work done using this method is presented in [3, 12, 16, 21, 31, 32]. 
2.2.2 Non-referential inspection 
The non referential method requires rich information environment to perform an inspection. It relies 
on learning process or samples of defected PCBs that the system has found in order to recognise the 
existence of defects. 
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Obviously it does not need any reference materials to evaluate the inspected PCBs. In this method, 
missing patterns are never detected [11]. Furthermore, a special pattern of particular shape is difficult 
to judge its abnormality. On the other hand, this method is free from precise alignment requirement 
which simplify the acquisition stage. Response time is generally a major concern about non referential 
based systems compared to referential method [12]. 
Few examples of inspection system that used design-rules are Bayesian framework [13], low level 
morphology [12, 331, content based retrieval [15] and connectivity comparison [9, 34]. 
The system in [6] utilises a tiered-colour illumination arrangement consisting of coloured ring lights 
which aid the detection and classification using image processing operations such as windowing, 
threshold selection, run length code generation and connectivity analysis. An automated 3-D image 
detection using confocal microscope and several sensors to detect reflected light at different focusing 
positions simultaneously is developed in [8].  An artificial neural network based PCB inspection 
system which is trained to distinguish between correct and faulty PCB assembly boards has been 
proposed in [2]. The system has many beneficial characteristics including fault tolerance, speed of 
response and more important ability to learn. These systems have many advantages in capability of 
detecting faults with less error but the complexity of the techniques requires high-cost hardware and 
complicated process. 
2.2.3 Hybrid inspection method 
The hybrid method combines both above-mentioned methods to solve the drawbacks and gain benefit 
from the advantages. Therefore, a PCB inspection system using hybrid method by employing 
topological comparison which gives flexible conditions with tolerance is proposed in [11]. 
2.3 Image matching algorithm 
Comparison of two images can be performed in many ways depending on the preference of speed, 
accuracy and complexity. The comparison aims to detect any difference between these images which 
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will give many information such as the geometric transformation of the studied image referring to the 
reference image. 
Full image matching is the simplest way to match two compared images by comparing every pixel in 
the images. The main drawback of this approach is the computational time that it requires to perform 
the whole match. However, this approach gives very high accuracy since there is no modifications are 
done on the original pixels intensities. 
Much faster option is using block matching algorithm that divides an image into a fixed number of 
usually square blocks. For each block, a comparison is made in the reference image over an area of 
the studied image. This technique normally employed in motion estimation works such as [35-37]. 
Block matching algorithm will perform more successfully if the features in the matched block have 
enough information to compare with and the right size of block is chosen. 
2.4 Image segmentation 
Image segmentation is the process when an image is segmented into a group of homogeneous regions 
according to characteristics such as colour and texture [38]. Segmentation of nontrivial images is one 
of the most difficult tasks in image processing [39]. The existing automatic image segmentation 
methods can be classified into four approaches, namely, 1) thresholding, 2) boundary-based, 3) 
region-based, and 4) hybrid [40]. In this literature, thresholding and boundary-based approaches 
are highlighted since they will be used in this work. 
Thresholding is still one of the most commonly used methods of image segmentation. From review by 
[41], apart from its use as a stand-alone segmentation method, thresholding may yield a good initial 
estimate from which more advanced methods can proceed and a correct selection of the threshold 
is the key issue. Generally, the methods may be broadly categorised in techniques employing the 
histogram, moment preserving, entropy coding, and locally adaptive methods [42]. 
Edge-detection or also known as boundary based segmentation involves locating and highlighting 
local discontinuities in an image. This is usually achieved by convolving the image with an operator 
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to produce an edge-detected image. There are many types of edge-detectors including Sobel, Prewitt, 
Roberts and Susan. Sobel operator has been widely used in research such as [43, 44]. 
In [29], the algorithm developed by Tsai [45] is used in multi-level automatic thresholding to segment 
the electronic components from the background. A machine-vision based on Gray relational theory 
has also been developed in [46], which is applied for Integrated Circuit (IC) marking inspection. In 
this inspection procedure, few image processing operations are also implemented before the Gray 
relational analysis such as segmentation, thresholding and thinning algorithm. 
In addition, when the image is interrupted by noise and other artifacts the performance of these 
thresholding techniques will be poor or even fail. To compensate this drawback, the output of 
thresholding is combined with the output image from edge-detection operation. A segmentation 
method that utilises histogram-based edge-detection and thresholding in segmenting Surface Mount 
technology Devices (SMD) on PCB during inspection process has been proposed in [47]. 
An effective and computationally efficient colour indexing technique for segmentation and 
edge-detection of objects with background whose colour appears to be very close to the objects has 
been studied in [48]. A robust colour image segmentation has been studied in [49], which can can 
be used extensively on PCB inspection. The proposed segmentation technique employed vectoral 
imaging approach with low computational effort. It is also a non-parametric solution that is invariant 
to changes of light and colour of the inspected components. 
2.5 Defect localisation using image subtraction 
The difference between two images j(x,y) and h(x,y) expressed as 
g(x,y) = f(x,y) - h(x,y) 	 (2.1) 
is obtained by computing the difference between all pairs of corresponding pixels forf and h [39]. 
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Many applications can benefit from this straight-forward operation including PCB inspection in order 
to locate the existence of defects, with condition of the alignment of the images are similar. For 
PCB inspection, the extracted differences indicate that the inspected PCB has possible defects. This 
detection gives an information on location and size of the defect. The quality of defect recognition 
depends on the kind and quality of features extracted from the image subtraction operation. Examples 
of work on PCB inspection that utilise image subtraction are presented in [21, 50]. 
26 Noise filtering 
Noise filtering is the process of removing unwanted noise from an image and is often a preprocessing 
stage in image analysis and a filter is required to preserve any image structure such as edges and 
texture [51]. Sources of noise are explained in [52] and for most typical applications, image noise can 
be modelled with either a Gaussian, uniform or impulsive distribution. In this work, the impulsive 
noise is generated with the existence of pixels with gray level values not consistent with their local 
neighbourhood. Therefore, an optimal impulsive noise filter must smooth dissimilarities of pixels in 
homogeneous regions, preserve edge information and not alter natural information. 
The median filter produced sharp outputs because it tends to alter rather than blur image structure. The 
weighted median filter has better structure preserving properties, but at the expense of not being able to 
clean smoother areas as effectively [51]. An improved median filter to eliminate recognised noise has 
been applied in [8]. The median filter is highly efficient when considering a small neighbourhood and 
has proved to be very effective in removing noise of an impulsive nature despite its simple definition 
[52]. 
It is difficult to develop a system that has the ability to inspect all types of defects on inspected PCBs. 
A report from PCB manufacturers has been reviewed in [31], which reported that the PCB component 
defects can be classified into the following four categories: 1) component misplacement, which is 
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Defect Name Brief Description of Defect 
No Solder No solder at all on joint 
Cold Solder Solder not sufficiently heated to form joint 
Disturbed Solder Solder joint disturbed during solidification 
Grainy Solder Contaminants in solder cause graininess 
Excess Solder Too much solder for joint inspectability 
Insufficient Solder Not enough solder for good joint structure 
Dewetted Pad Solder retracts from solder pad surface 
Dewetted Lead Solder retracts from component lead surface 
Non-wet Pad Solder wets lead but not pad 
Non-wet Lead Solder wets pad but not lead 
Icicling Solder forms sharp peaks on joints 
Webbing Solder strands sticks to surrounding insulation 
Pinholes Small holes form in joint fillet surface 
Blowholes Large holes form in joint fillet surface 
Solder Pits Hole or depression in solder where bottom is visible 
Oil Entrapment Oil droplets trapped with solder joint 
Solder Bridging Solder makes unwanted connections with other leads 
Rosin Joint Rosin flux surrounds lead rather than solder 
Solder Balls Solder adheres to balls (not at joints) 
Spatter Spattered solder adheres to board (not at joints) 
Internal Voids Open pocket within joint with no external signs 
Bubbles Open pocket within joint causing bulge in fillet 
Outgassed Joint Severe explosion disrupts joint surface 
Grit and Dirt Surface of joint dirty limiting inspectability 
Flux Residue Residual flux remains on PCB causing problems 
Bad Leads Component leads are too short, to long, bent over 
Table 2.1: Solder joint defects 
about 10%; 2) component with wrong polarity, which is about 25%; 3) component absent, which is 
about 20%; 4) solder joint defect, which is about 55%. Considering that solder joint defect represents 
the largest percentage of PCB defects, Table 2.1 describes the types of solder joint defects based on 
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Figure 2.2: Magnified image of PCB pattern and defects 
2.8 Image Registration 
Image registration is the process of determining the transformation which best matches, according to 
some similarity measure, two images of the same scene taken at different times or from different view 
points or from different sensors [54, 55]. Image registration is one of the most important tasks in 
image processing and classified into two categories: the feature-based matching and intensity-based 
matching [56].  Each of them has its strength and weakness and hybrid implementation of both 
approaches has been investigated in [561. 
The feature-based matching approach [54, 57] requires reliable feature extraction as well as robust 
feature correspondence to overcome missing feature and outlier problem due to partial occlusion and 
multiple motion. Its main advantage is the relative robustness against illumination change. It is also 
easy to adapt to handle non-rigid scene. However, its accuracy is up to certain amount of precision, 
and more importantly, the algorithm is more sensitive to the error of feature extraction and matching, 
for only a small portion of available image intensity information is used. 
On the other hand, the intensity based matching approach [58] makes direct and complete use of 
all available image intensity information, thereby increasing accuracy and robustness of estimation. 
However, this approach suffers from a number of limitations. First of all, it is more sensitive to 
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illumination changes than the feature-based approach. Secondly, it tends to converge to the local 
minima, in particular when the initial value of the model are inaccurate. 
Other optimisation methods for image registration include heuristic search [59], cross-correlation 
[60, 61], circular fiducial [62] and Levenberg-Marquardt [581. 
2.9 Concept of Genetic Algorithm 
GAs are search algorithms based on the mechanics of natural selection and natural genetics [63]. 
This search technique is for finding solutions to complex problems. In this work, the problem is to 
estimate the correct transformation parameters of the whole inspected PCBs. Solving the problem 
with incremental change is more likely to lead to better solution than trying a completely new random 
guess. The GA also combines approximate solutions to find better solutions. The recombination is 
profoundly important because the result of simultaneous searches can be used to accelerate the search 
for best results. 
Figure 2.3 shows the flow of important operations in GA to optimise a problem. To formulate the 
conventional GA, all parameters are represented with binary strings or so called artificial genes. A 
chromosome is formed by concatenating genes representing different parameters of the evaluation 
function. An evaluation function that plays the role of the environment is required to rate the solutions 
in terms of their "fitness". The collection of the possible solutions (chromosomes) forms a population, 
which produce another generation through search process. A population is formed by a set of 
chromosomes representing the same parameter set. In the search, most of the fittest chromosomes will 
be selected to exchange the information (crossover) and alter the information (mutation) randomly in 
the existing generation to produce new generation. The fittest chromosomes can be computed as the 
chromosomes which give most accurate solutions. These chromosomes are randomised according to 
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Figure 2.3: Flow of Genetic Algorithm 
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A new population evolves in each generation encouraging incorporation of new information and 
exchange in all direction of the multidimensional problem space. In every generation, GA tries to 
get rid of inferior members and encourages reproduction and exchange between superior members. 
Genetic operations direct evolution of the population in an optimal way towards the optimum solution. 
Since in most interesting problems there is not sufficient time to search through all possible solutions, 
the best way is vary often a variation on an existing partial solution. The genetic operators which are 
responsible for achieving the optimum result based on [63] are described below. 
Selection is the process of selecting chromosomes from the current population to create a new 
population. The selection is performed depending on the fitness value of chromosomes, which 
indicate the closeness of chromosomes to the optimal solution. This procedure makes chromosomes 
with higher fitness values to have a better chance and more copies to appear in the next generation. 
Selection methods include tournament, Roulette-wheel, and ranking mechanism. Tournament 
selection method selects some number of individuals and selects the best one from this set of 
individuals for the next generation. Roulette-wheel selection method chooses the individuals for the 
next generation with respect to the probability distribution based on fitness values. Higher fitness 
value gives higher probability to an individual to be selected. In ranking selection, the individuals are 
selected based on the rank of their fitness values. 
Crossover occurs in chromosomes selected with a probability of Pc  from the current population. Pairs 
of chromosomes are randomly or based on selection method selected from the selected group and 
the bit patterns beyond a randomly selected bit position of the two chromosomes are interchanged as 
shown in Figure 2.4. 
Mutation introduces new information to the current population at bit level. Every bit in the population 
is selected with a probability Pm  for mutation and if selected, reverses its value as shown in Figure 
2.5 
There are an infinite number of variations on the GA that can be used for optimisation. Each variation 
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Algorithm 1 Genetic Algorithm. 
Begin 
Generate an initial population of binary coded solutions 
Derive a fitness measure for each solution 
Loop until convergence 
Loop for new population 
Select two parents according to their fitness 
Mate parents in order to create two offsprings (Crossover) 
Mutation 
Use offspring to create a new population 
Derive a fitness measure for each solution 
End 
an enormous variety of more specialised technique, but no variation of the algorithm is best for all 
situations. Reducing or removing recombination, for example, leads to an algorithm like simulated 
annealing which accepts or rejects random changes based on how much they improve the current 
solution. Increasing mutation leads to a Monte Carlo search which attempts new random solutions 
and tends to disregard older solutions under the assumption that they are not helpful. For any problem, 
the more that is known about potential solutions the more the search technique can be specialised. This 
gives us a robust technique which adapts itself to use those search operators which are best suited for 
the problem. 
The main advantage of the GA approach for an image registration is that pre-alignment between 
views is not necessary to guarantee a good result. However, GA is a stochastic method and generally 
time-consuming. Besides their intrinsic parallelism, GAs are simple and efficient techniques for 
optimisation and search. The details of GA operations are described in Algorithm 1 to give a better 
idea of GA in a program. 
2.9.1 Image Registration using Genetic Algorithm 
GA has been used in many applications in image registration such as matching of two numerical 
surfaces through an elastic 3-D transformation [64], functional Magnetic Resonant Imaging (MRI) 
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[65], fingerprint registration [66], multi-resolution image registration [19] and medical image 
registration [67, 68]. In [69], GA is used to optimise automatic registration of successive images in a 
sequence of Digital Subtraction Angiographies (DSA). An image registration program which used a 
GA as the function optimiser was designed in [70] and the settings of the program were automatically 
tuned with a second GA. 
Most of the applications are meant to detect changes from previous or reference image, for example 
image registration in medical which GA is used to diagnose cancer cell. However, there are 
applications to compute the transformation of image according to misalignment during image 
caption, this include implementation of GA in fingerprint registration. The reference image of 
fingerprint is transformed randomly and the transformed reference image is compared with the 
captured image. Then, the results of comparison are used in GA search in order to figure out the 
transformation mechanism that match the captured image. This process is repeated until the exact 
match is found. More examples of image registration using GA are presented in [69-74]. 
The advantages and disadvantages of the existing AOl systems have been studied in detail in this 
chapter. The comparisons of these reviewed systems and this work are presented in the table below. 
The literature reviews on common image processing operations are discussed and the systems that 
employed these operations are also given. The types of normal physical PCB defects are described in 
this chapter for better idea of problems in PCB inspection. 
Then, the concept of GA is given in detail for better understanding of this work. Finally, the proposed 
work of applying GA to optimise image registration in different fields are described and these work 
have proven the potential of GA in optimising image registration process. 
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System Inspection method Advantages Disadvantages 
Park et al [14] Highlight separation and - Detail information are - Manual registration. 
dual channel processing provided. - Fixed thresholding. 
- Able to detect - Complicated 
component missing, processing. 
tilted, not properly 
seated components. 
- No CAD data is 
required.  
S. Tominaga et al Based on spectral - Free from precise - Expensive hardware. 
[26] reflectance alignment. - Locations of defects 
characteristics of 5 - All elements are are not provided. 
elements. detected. 
M. R. Driels et al Hough curve detection - Detect most types of - High complexity 
P. J. BesI et al and minimum distance solder joint defects. algorithms. 
P. Mengel [27], classification, - Free from precise - Expensive hardware. 
S. L. Bartlett et al Characteristics of alignment. - Require updated CAD 
Q. Z. Ye et al intensity surfaces, data assistance. 
[28], E. R. V. Dop Supplementary 
et al [29] processing of 3D and 
gray level images, 
Statistical pattern 





M. Moganti et al Neural network and - Able to detect many - Require rich 
[10], C. Han et al fuzzy logic, Artificial types of defects. information environment 
[2] neural network. - Free from precise in learning stage. 
alignment. - Longer preprocessing 
time. 
D. W. Capson net al A tiered-color - Provide better - Expensive hardware. 
Y. Matsuyama illumination, Optical 3D information of inspected - Complicated process. 
[8] image detection. board by employing 
better lighting condition 
and several sensors. 
J. R. Evans [25] Using GA to detect - Embedded on SOC. - Only detect 
misalignment of - Require the image of misalignment of large 
individual ICs. reference board. ICs. 
- Complicated setup. 
- Require large memory 
which is expensive. 
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This work Using GA to register - Detect and locate - Variant lighting 
whole PCBs missing components in condition may affect the 
automatically. any shape and size. system performance. 
- Software based and run - The defect detection 
on PC. results are dependent on 
precise alignment. 
- No classification 




Genetic Algorithm based Image 
Registration 
3.1 Introduction 
In general, there are four main groups of image registration applications; different viewpoints 
(multiview analysis), different times (multitemporal analysis), different sensors (multimodal analysis) 
and scene to model registration [55, 751. Image registration of a PCB placed arbitrarily on a conveyor 
belt during inspection is one of the examples of scene to model registration category. 
Performing efficient registration of two images is a complicated task due to the large dimension of 
the search space and as previously mentioned, a GA is an ideal optimisation technique for a large 
search space. Therefore, this chapter presents an image registration of a PCB placed arbitrarily on a 
conveyor belt during inspection using a specially-tailored GA. For automating the inspection process, 
other techniques for accurately positioning the PCB under inspection include mechanical jig [14], 
automatic X-Y table [16, 76-781 and manual registration [5]. In industrial environment, the success 
of a system to produce high-quality inspection may be degraded due to jitters and irregular alignments 
of the conveyor belt. 
Accurate placement of a whole completed PCB on a conveyor belt under the camera is a delicate 
task during physical defect inspection. Any misorientation of boards placement may lead to wrong 
analysis especially for reference-based method [21]. For this reason, [79] employed a GA to optimise 
the search of the rotation angle and displacement values of the whole inspected board based on the 
image captured, while detecting any physical defects. 
Previously, [80] has used GA to find misorientation parameter values of individual IC on board to 
determine the ICs are positioned correctly on PCBs and the researcher has implemented the technique 
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on a System-On-Chip (SOC) platform. [811 also used a GA to estimate surface displacements and 
strains for autonomous inspection of structures. GA and distance transform has been combined in 
object recognition in a complex noisy environment in [82]. This research shows that the combination 
has produced fast and accurate matching and has scaling and rotation consistency. 
Ideal parameter tuning of GA and good adaptation of GA operations plays an important role in 
boosting the capability of this technique in order to perform effectively in a specific application. 
Therefore, GA parameters are chosen carefully and GA operations are performed in a way that is most 
applicable to this work. Appropriate coding and operators and appropriate parameter settings are two 
important topics before applying a GA in an application to gain maximum power of GA as a search 
technique [83]. However, [84] suggested that good values in parameter tuning is an inappropriate way 
to increase the potential of GA compared to efficient parameter tuning. 
This chapter is presented as follows: in Section 3.2, specially tailored GA operations such as 
individual representation, fitness function, crossover and mutation are presented, Section 3.3 presents 
an ideal settings of GA parameters and PCB images that are used in this work, Section 3.4 yields 
the findings on best solution found and convergence in generation run from the GA search technique 
applied on the test images and finally, Section 3.5 draws some conclusions from this work. 
3.2 Algorithm implementation 
The whole procedure in GA based image registration is described in Figure 3.1. The proposed 
technique uses a perfect (golden) board to act as a reference image and an inspected board as the 
test image. In this procedure, a specially-tailored GA is used to derive the transformation between test 
and reference images based on the simple GA as presented in [63] in order to provide high quality 
registered images for physical defect inspection process. 
Fixed multi -thresholding operation is applied to a stored reference image and a test image to enhance 
27 
Genetic Algorithm based Image Registration 





I Reference 	 Fixed 
Image 
l ) I Thresholdingi 
4,  Thresholded images 
I — — — — — — — — — — — I 
(ouIette-whe 	







I 	 I 










Figure 3.1: Program flow-chart. 
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the images and to highlight the details before performing image registration. The thresholding 
operation is also essential to deal with variations in intensity of components on PCB images. The 
thresholded images will be delivered to GA module for further GA operations in order to obtain the 
most accurate transformation parameters of test image. 
In order for a GA to work, the important properties which are responsible for achieving the optimum 
result need to be defined as discussed in details as follows: 
3.2.1 Fitness function 
The fitness function is defined to evaluate an individual. The fitness function in this work is calculated 
from total similarities values in each pixels between test image and reference image, divided by total 
pixels in reference image assuming that both images are the same size. The fitness value is defined as 
follows: 
if f( a , Ya) == g(xb, Yb), counter ++ 
fitness = counter/(W x H) 
where f(xa, Ya) is the pixel intensity of reference image, g(xb, Yb)  is the pixel intensity of test image, 
in condition of Xa = Xb, Ya = Yb where x and y are pixel location at x-axis and y-axis. W is width of 
the reference image and H is height of the reference image. The fitness may range from 0 to 1, which 
is when the ideal transformation parameters are found. 
3.2.2 Coding for genes 
It is essential to determine the type of encoding which will affect the performance of GA to optimise 
the search of transformation parameters in this application. Many encoding schemes have been 
proposed, for example, integer coding and gray coding. There is no standard way to choose these 
schemes and the choice really depends on the nature expression of the problems. In this prototype, 
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Figure 3.2: The allocation of parameter in bit string for every individual. 
binary coding has been chosen as in conventional GA [63]. Figure 3.2 illustrates the coding for genes 
used in this work. 19 bits are allocated for a single individual which is 9 bits for rotation for value 
from 0 to ±180 degrees, 5 bits for displacement of x-axis for value between -10 to 10 pixels and 
another 5 for displacement of y-axis for value between -10 to 10 pixels. 
3.2.3 Selection operators 
In this implementation, Roulette-wheel selection has been selected to choose individuals for mutation 
and crossover operations. This selection mechanism works on a probability directly dependent on 
the individual fitness. The GA operations on finely selected individuals are aimed to produce fitter 
individuals for better image registration. 
Generational replacement produced very slow convergence. The elitist concept yields improved 
convergence times without loss of population diversity. Considering this advantage, elitism is also 
implemented in this specially-tailored GA to preserve high potential individuals in every generation. 
This strategy will always include the best search point from the last iteration to the current iteration to 
prevent early convergence. In this work, 100% elitism has been implemented where fittest individuals 
from the previous and current generation are selected based on rank to generate a new population for 
next generation. 
3.2.4 A method for crossover and mutation 
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Crossover 
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Figure 3.3: The crossover operation. 
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Figure 3.4: The mutation operation. 
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Crossover and mutation operations are some of the main advantages of GA and they are usually 
tuned to different values for different problems. Our purpose is to see the effectiveness of GA-guided 
parameter optimisation. Therefore, the crossover and mutation operations are modified to suit this 
application where only one type of transformation parameters will be affected when these operations 
happen (as shown in Figure 3.3 and Figure 3.4 respectively). Both operations are performed at a single 
point when the probability value is satisfied. 
Crossover proceeds in two steps: First chosen individuals are mated based on Roulette-wheel 
selection, and then crossover between the two individuals occurs at an integer position along the 
string of randomly selected transformation parameter, known as crossover point. This position is also 
selected at random. For example if we have two individuals A and B as shown in Figure 3.3. After 
crossover occurs, both individuals will have new partial of information resulting from the exchange 
at a selected transformation parameter. The new information gives new value to the parameter and 
may improve fitness value of the individual. 
The crossover probability, Pc  controls the rate at which solutions are subjected to crossover. The 
higher the value of pc  more frequent crossover will happen and the new solutions are introduced into 
the population quicker. Solutions can be disrupted faster than selection can exploit them when Pc 
increases. In many applications, typical values of p c are between 0.5 and 1.0 [85]. 
Mutation is the occasional (with very small probability) random alteration of the value of a string 
position at randomly chosen transformation parameter in an individual. For example, the state of 
individual A before and after mutation as shown in Figure 3.4. New value of transformation parameter 
is introduced when a mutation happen to a chosen individual. This alteration will diversify the 
population even more every time the mutation happen. 
Mutation is only a secondary operator to restore genetic material. Nevertheless the choice of Pm  is 
critical to GA performance for better individual reproduction. Large values of p m  transform the GA 
into a purely random search, while some mutations required to prevent the premature convergence of 
GA to suboptimal solutions. Typically, Pm  is chosen in the range of 0.005 to 0.05 [85]. 
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3.2.5 Population of individuals 
For this application, every individual represents the combination of transformation parameters and the 
agreement between the transformed reference image and the test image is measured as a fitness value. 
Initial population of GA is constructed by transforming the reference image with random rotation and 
displacement values. The transformation function is defined as: 
= t, + xcosO - ysinO 
= ty + xsinO + ycosO 
where 0 is the rotation angle while tx and ty are the displacement at x-axis and y-axis respectively 
while x' and y' represent the new locations of the processed pixel in the image. 
Iteratively, the whole population for the next generation is formed by wisely selected individuals 
from the current and previous generations. These individuals are ranked based on their fitness 
performance and the top fittest are selected. A new population evolves in each generation encouraging 
incorporation of new information and exchange in all directions of the geometric values considered. In 
every generation, GA tries to get rid of inferior members and encourages reproduction and exchange 
between superior members. Genetic operations direct evolution of the population in an optimal way 
towards the optimum solution. 
3.2.6 Termination criterion 
The population will perform GA activities such as selection, mutation and crossover in every 
generation with expected improved solution until the termination criterion are fulfilled. This criterion 
determine how far the GA should evolve the population considering time to consume and an 
acceptable solution. The GA termination criterion defined for this work is when an individual with 
an ideal solution which is fitness of 1 is found or maximum generation is reached. If the maximum 
generation is reached, the global fittest solution found throughout the GA search will be the near 
optimum estimation for this image registration. 
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33 Environment and parameters 
Performance study of GA-based PCB inspection is conducted on a Linux-based PC and the images of 
PCB are captured by a black and white CCD camera. The basic image processing functions such as 
single global thresholding [39] and transformation are built using Vision Group's image library [86]. 
For this work, few assumptions have been made: 1) Both test and reference images are the same size 
and 2) Camera position and focus of the camera is constant across the samples. 
Image segmentation is one of the most important tasks in image processing, having a wide range of 
applications in image visualisation, image coding, image synthesis, pattern recognition, rendering, 
displacement estimation etc [87]. Hence, the thresholding is applied on every pixel by setting the 
value of object point, T equals to 100 based on visual observation. A thresholded image defined as: 
0 f(x,y)T 
255 f(x,y)>T 
where ftx,y) is the gray level of point (x,y) in the image and g(x,y) is the pixel intensity for the 
corresponding location in target image. 
The effectiveness of thresholding operation on PCB images before GA search is studied on a few 
samples of PCB images. Figure 3.5 shows samples of reference image and test image of a real PCB 
while the output images after thresholding performed on both images as shown in Figure 3.6. The 
fitness function of GA is evaluated between the transformed reference image and test image with and 
without thresholding operation. As predicted, GA search on thresholded images outperformed the GA 
on non-thresholded images significantly. The highest fitness obtained in fitness evaluation without 
thresholding is average of 0.17 while average fitness value of 0.49 is successfully found in fitness 
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(a) Reference image 
(b) Test image 
Figure 3.5: Samples of original image 
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(a) Thresholded reference image 
(b) Thresholded test image 
Figure 3.6: Samples of thresholded image with T= 100 
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Figure 3.7: Image of the reference board (804 x 804 pixels) 
evaluation with thresholding. Better fitness values gives higher accuracy in values of transformation 
parameters. From these fitness findings, it is crucial to perform the thresholding operation before GA 
search in order to increase the efficiency of GA for high precision image registration. 
In this simulation, full image matching is performed in order to compute fitness value of each 
individual. The fitness value is derived by comparing every pixel's value in both images (transformed 
reference and test) and divided by total pixel. The reference image is displayed in Figure 3.7 and the 
misorientated test images with known values are shown in Figure 3.8 and Figure 3.9. Both test images 
are artificially transformed from the reference image, however an artificial defect of one IC missing is 
added to the test image in Figure 3.9 to create a faulty board. 
To maximise the performance of GA, parameters are tuned using various typical values found in the 
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Figure 3.8: Image of the test board (fault-free board). 
Figure 3.9: Image of test board (faulty board). 
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literature. Every parameter are evaluated in sequence of importance based on maximum fitness obtain 
and number of generations for a search to converge. The parameters which are analysed with various 
parameter settings are maximum generation, probability of crossover (Pc),  probability of mutation 
(pm) and size of population. Every experiment of parameter tuning is performed on test images as 
shown in Figure 3.8 which are transformed to 30 different images with known values. 
First of all, the performance of variant maximum generation ranges from 50 to 300 are studied, with 
value of Pc  equals to 0.6, Pm  equals to 0.005 and population size is 48. In Figure 3.10(a) and 3.10(b), 
maximum generation of 200 yields the highest average fitness value in a reasonable generation time 
compared to other values. This indicates that 200 generations provide enough time for GA to search 
in high dimension search space of geometric transformations and able to produce high fitness value 
for higher accuracy results. Shorter period of generation may stop the evolution prematurely while 
more generations consume too much time which is a critical issue in current PCB manufacturing with 
a comparable results. 
Tuning the PC  is a crucial task since exchanging information involved in this operation and it gives a 
big influence on overall performance of GA. Figure 3.11 shows the results of experiment on Pc  ranging 
from 0.1 to 0.9. The probability of 0.5 and 0.8 give the highest average fitness but the probability of 
0.5 converges much faster. This proves that GA is performed well in this application using a moderate 
Pc of 0.5. As expected, higher probability requires longer time but does not necessarily produces 
individual with highest strength. 
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(b) Pm values vs average generations 
Figure 3.12: Probability of mutation, Pm  parameter tuning 
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As discussed before, mutation is a rare process and tuning it ideally is important to prevent GA from 
transforming to a random search. Therefore, various pm  are performed in this experiment ranges 
from 0.001 to 0.01. Figure 3.12 depicts the performance of these probability values in terms of 
average fitness value and average generation evaluation. The probability of 0.01 gives significantly 
high fitness value but requires the longest generation time to converge. This convergence time is still 
reasonable considering this process is very seldom to occur. 
Previous experiments have discovered the ideal settings for maximum generation, probabilities of 
crossover and mutation for this application. Population size ranging between 16 to 104 are evaluated 
using values obtained from the previous GA experiments as the results are shown in Figure 3.13. 
Population of 72 individuals yields the highest strength of individual found in adequate number of 
generations. This size of population provides enough individuals to diversify the population for the 
GA search to produce high degree of accuracy in registering transformed PCB images. 
Parameters Setting Values 
Generation 200 
Population size 72 
Probability of crossover, Pc 0.5 
Probability of mutation Pm 0.01 
Best fitness found 0.8 
Table 3.1: Values of parameters in GA 
The GA parameters used throughout this work is shown in Table 3.1 based on parameter tuning test 
that has been carried out in the previous section. Different value setting gives different results in terms 
of maximum fitness and generation time of convergence. To produce high accuracy and efficient 
image registration, this work prefers value setting that gives maximum fitness in short generation and 
low computational time which is suitable for implementation in a real-time image registration. 
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(b) Population size vs average generations 
Figure 3.13: Population size parameter tuning 
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34 Performance analysis 
We implemented this framework on a Linux-based Personal Computer (PC) and perform the analysis 
on two misonentated test images. One of them is a fault-free board and another one is a faulty board 
(has one IC missing). The analysis is repeated six times to evaluate the consistency of the results. 
As GAs are stochastic methods, conclusions based on a few trials could be misleading. This analysis 
was also used for measuring the randomness of the random function that is used to initialise the first 
population and in the GA operations of crossover and mutation. 
In this simulation, average performance of GA, best fitness values obtained and number of generation 
required for the search to converge are studied. The maximum fitness value measures the accuracy of 
transformation parameters of the test image and therefore will determine the precision of registration. 
Convergence time determine the efficiency of GA and may vary among the trials due to dependent on 
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Figure 3.14: Average fitness values vs generation number for fault-free board for six trials 
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Figure 3.15: Best fitness values vs generation number for fault-free board for six trials 
From Figures 3.14 and 3.15, the GA performance on the fault-free board are consistent and the fitness 
values increases in every generation for all trials. The average of best fitness values obtained from the 
trials are high which is 0.86 and the runs converged after generation of 120 in general. The average 
values are computed in each generation caused statistical increase and decrease of the average fitness. 
Sometimes the decrease in average fitness occurs when the chosen pairs are not fit enough to produce 
fitter offsprings as expected. Individuals with low fitness also give a lower average. The best individual 
found so far is appointed as the global fittest individual until better individual is found. 
Low fitness values in all trials are related to the loss of pixels information due to pixel interpolation 
during rotation operation. The loss of pixels information leads to less matching pixels and directly 
decrease the fitness values. This problem caused the rotation values produced inaccuracy of ±2 
degrees and displacement values in both axis have inaccuracy of ±4 pixels. These results implies that 
the quality of image has a big impact on the accuracy of the results since this work is a reference-based 
method. 
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Figure 3.16: Average fitness values vs generation number for faulty board for six trials 
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Figure 3.17: Best fitness values vs generation number for faulty board for six trials 
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The consistency of the results in six runs continues during testing the faulty board as shown in the 
plotted results in Figure 3.16 and Figure 3.17. The maximum fitness value that can be found is about 
0.6 and the search converged around generation number of 150. As explained before, inaccuracy 
happens prior to rotational operation. Therefore, the inaccuracy of transformation parameters 
produced in this experiment is about ±2 degrees in rotation and ±5 pixels in displacement at both 
axis. The values are obtained at the end of the simulation resulting to the best fitness value found 
when the GA is completed. 
As shown in both figures on results of faulty board, trial 5 has converged prematurely compared to 
other trials may be due to lack of diversity in the population and caused the GA lost ability to evolve. 
Dependency on random functions without study of relation distance among the parameters may also 
be one of the reason for this irregular finding. 
The convergence of GA failed to yield nearly ideal fitness value in all trials prior to the production of 
identical individuals in later generations. These identical individuals are recognised as high potential 
individuals in early stage and they are preserved throughout the generations by elitism process. The 
superior of their fitness leads the GA to evolve slowly and only able to end the search with theirs 
fitness value. This phenomenon will contribute to inefficiency in GA search which then may affect 
the whole inspection process. To achieve better performance, elitism must be performed in a better 
way which preserves potential individual that has the quality to evolve while maintaining the diversity 
of population. 
The best fitness values gained in both test boards show the vast difference in value which is about 
0.26 with regard to the existence of defect. This work that is based on full image matching performed 
unsatisfactorily caused by the existence of physical defect, though GA converges in a reasonable 
period of generation. In this implementation, defect detection process may be effected by misleading 
transformation estimation given by these fitness values. 
New mechanism to perform rotation operation is also needed to minimise the loss of pixels 
information. Original value of pixels intensity is not only important for GA operation but also 
important for future defect detection algorithm which is operating in pixel domain. Based on these 
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findings, more strategies are required to optimise this GA-based framework in order to produce high 
degree of accuracy in the registration stage and at the end producing high quality of inspection output 
in shorter time. 
35 Conclusions 
This chapter introduced an image registration of PCB placed on a conveyor belt using a 
specially-modified conventional GA. The coding representation of possible solutions of geometric 
transformations using binary code and a special fitness function based on full reference image 
matching have been described in detail in this chapter. Elite individuals are selected based on their 
rankings for the next generations and Roulette-wheel selection is implemented in this GA framework. 
Few independent experiments are performed in order to find optimum setting for every parameter 
of GA such as maximum generation, probability of crossover, probability of mutation and size 
of population. Modifications on GA operators and efficient parameter settings presented here are 
essential in order to prove the robustness of GA in this application. The efficiency of thresholding 
implementation before GA search starts is also studied to produce better findings. 
The results show the performance by GA on misorientated fault-free and faulty PCB images are 
consistent where the solutions are found in 120 to 150 generations. However, maximum fitness found 
in the faulty PCB image is low compared to the fault-free one due to the existence of defect. This 
gives motivation in using other method other than full image search to improve the performance of this 
image registration. An early convergence in GA search that happened in simulation presented in this 
chapter is an important issue that has to be tackled using local search technique such as hill-climbing. 
Simulation results also have shown the potential of GA in finding near-correct values of transformation 
parameters. However, there are more improvement to be done on the GA to provide the highest 
accuracy registration in a low computational time and good quality registered image for defect 
detection procedure as will presented in the next chapters. 
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Chapter 4 
Tailoring the GA and Image Registration 
Algorithm 
4.1 Introduction 
Accuracy, speed and reliability are the main considerations in producing a robust image registration 
system. Therefore more improvements are required for the previous framework of image registration 
in order to achieve the objectives of the developed inspection system. 
Despite their effectiveness, GAs are generally expensive to compute and have many parameters to 
adjust [88]. GAs can reach a solution close to the global optimum in a reasonable time. However, a 
great deal of time is required to improve the solution significantly beyond this point and this means a 
cooperation with a local search agent such as hill-climbing is needed in order to mitigate this problem. 
Local search methods are designed to climb from a given starting point in the search space and locate 
the local optimum of the corresponding attraction basin [89]. 
Elitism (E) is also a good solution to be implemented in the GA to ensure that at least one copy of 
the best individual in the population is always passed onto the next generation. The main advantage 
is that convergence is guaranteed (i.e., if the global maximum is discovered, the GA converges to that 
maximum). However, there is a risk of the search is being trapped in a local maximum. The concept of 
selection intensity to be a quantitative measure that can be used for elitist and steady-state mechanisms 
in order to guide the selection to better direction has been proposed by [90]. It is important to explore 
the solution space very carefully before becoming too committed to any subset of solutions that 
appears to be promising by not focus too much energy on only the most fit individuals [91]. Hence, 
the less fit individuals must be kept in the population in case new directions of exploration need to be 
initialised when the search is stuck in a local optimum. 
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Appropriate coding and operations and appropriate parameter settings are two categories of decisions 
that a user must make before applying a GA [83]. Computational time is also a big issue that has to be 
solved with regard to the performance in the previous chapter. Using a centre block of image in fitness 
evaluation is one way to reduce the computational time of GA search. Further accuracy improvement 
can be achieved by implementing a more efficient rotational operation. 
When the complexity or the size of the problem grows, it becomes important to tune the GA 
parameters in order to obtain an acceptable performance . A GA with advanced features, such as 
sharing and hybrid operators can be a powerful optimisation tool, but there is a need for careful tuning 
of its parameters to behave effectively [92]. For each enhancement in this chapter, some preliminary 
experiments are conducted to establish reasonable settings for these variables. 
The rest of this chapter is organised as follows: Section 4.2 describes the performance between binary 
and Gray coded mutation, fitness evaluation using centre block matching is presented in Section 4.3, 
Section 4.4 presents the study of elitist selection schemes, rotation by shear is more effective rotational 
operation as discussed in Section 4.5, Section 4.6 describes the conversion from binary to real integer 
coding, study on hybrid methods is explained in Section 4.7 and Section 4.8 concludes the chapter. 
42 Binary vs Gray coded mutation 
A drawback of encoding variables in a binary string is the presence of Hamming cliffs which large 
Hamming distances between the binary codes of the adjacent integers [93]. Gray codes alleviate this 
problem by ensuring that the codes for adjacent integers always have a Hamming distance of 1. As 
mentioned previously, 19 bits (nine for the rotation and five each for the displacements) are used in a 
binary string to represent each combination of transformation function. 
The results in [94] indicate that while there is little difference between the two for all possible 
functions. Gray coding does not necessarily improve performance for functions which have fewer 
local optima in the Gray representation than in binary. Gray coding is also used in [92]. For that, a 
set of experiments are performed to evaluate if there is any improvement in performance using Gray 
coded mutation. Mutation operation is done as presented in previous chapter by randomly selecting 
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any individual with a prespecified probability. For Gray coded mutation, the binary string will be 
converted to Gray value before mutation occurs. Then, the mutated string is converted back to binary 
coding as a new individual. 
4.2.1 Experiments 
Four test images, as shown in Figure 4.1, are used in comparison experiments between binary and 
Gray coded mutation. The experiments are performed using GA parameters decided in previous 
chapter (as shown in Table 3.1) and the reference image used as shown in Figure 3.7. The simulation 
on each test image is repeated twice and the results are shown in Figure 4.2. 
Both techniques typically converged after 20 generations with best fitness values ranged between 0.67 
to 0.98 in all test images except in Test image 4. Early convergence occurred in simulations using 
Test image 4, which are terminated before 10th generation. As shown in Figure 4.2(b), Gray coded 
technique is stucked at local optima with fitness about 0.67 for both trials in simulations on Test image 
2. 
From these findings, there is no significant difference in performance for this application between 
these two mutation techniques. In Test image 1 and 4, these techniques give almost similar 
performances in finding the maximum fitness and converged approximately at the same time. The 
binary coded mutation performs better in Test image 2 but Gray coded mutation outperformed the 
binary in Test image 3. This implies that any of these techniques are suitable for this application. 
Therefore, Gray coded mutation is chosen to be used in the next experiments. 
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(a) Test image I 
	
(b) Test image 2 
(c) Test image 3 (d) Test image 4 
Figure 4.1: Test images for binary and Gray-coded mutation experiments 
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Figure 4.3: Bidirectional lighting based on [23] 
43 Fitness evaluation using centre block matching 
Previously, the whole image matching has been used to evaluate the fitness value for estimating the 
transformation of a test image. The results are accurate but the time consumption is not suitable for 
a real-time application as each GA search requires 10 minutes to converge and found the solutions. 
Therefore, a block matching method is investigated and applied on the algorithm to speed up the 
processing time. However, the accuracy of this technique has to be studied before it is fully 
implemented. The selection of block in an image plays an important role to ensure that the block 
matching gives enough information to the GA for finding the correct transformation function. 
Each pixels intensity in the image is very important when reference-based method is used. However, 
the shading will affect the quality of image captured and may give wrong analysis. Poor quality of 
image will give less information in every individual of the population in GA operations. Therefore, 
a solution for the shading problem is highly required. A shading correction algorithm is needed or 
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better lighting condition has to be created during image capture to enhance the performance of the 
system. Both of these solutions have been implemented in many inspection system work and produce 
good results [1, 61. 
Due to the above-mentioned issues, a centre block of image is chosen to be implemented in the 
fitness evaluation in GA. The centre block is the safest spot from shading since the system utilises 
bidirectional lighting and the camera is normally focussed to the centre of PCB, as shown in Figure 
4.3. 40 x40 pixels of centre block size is used to reduce computational time in pixel processing which 
has significant computation time reduction especially on large size images. The next experiments will 
employ this setting in order to speed up the GA processing time and also to improve the findings of 
transformation functions. 
44 Study of elitist selection schemes 
Elitist selection scheme is a technique to choose the offsprings that have to compete with their parents 
to gain admission for the next generation of the GA. The outstanding advantage of this environment is 
it always preserve the best solutions in every generation. Discussions on exploitation and exploration 
trade-off by [90] has initiated the idea to investigate tournament and Roulette-wheel schemes other 
than deterministic in E environment. The researcher has used tournament in this discussion and [25] 
used Roulette-wheel successfully in his evolvable hardware system for AOl. 
This study investigates the GA performance by implementing elitist selection scheme for a 
low-cost PCB inspection system. This strategy aims to explore the possibilities of tournament and 
Roulette-wheel in improving the existing system which has used deterministic selection method. 
Deterministic, tournament and Roulette-wheel selection scheme have been compared in terms of 
maximum fitness, rate of accuracy and computation time. 
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4.4.1 Implementation 
In E environment of this work, deterministic, tournament and Roulette-wheel selection methods are 
implemented. Additionally, centre block matching of size 40 x 40 pixels is used in this work to 
reduce the number of pixels compared and directly decrease computational time requirement. Four 
artificially transformed and defected images have been tested using these selection methods to evaluate 
the performance in terms of maximum fitness, accuracy and computation time. These investigations 
aim to develop a better understanding of their capabilities to improve the strength of existing GA 
framework in finding optimum solutions. 
In this simulation, all individuals from previous and current generation are considered for these 
survival selections. Deterministic selection depends on the rank of the individuals, which is based 
on their fitness values. Only the top ranked individuals will survive for the next generation. For 
tournament selection, two individuals are selected randomly and they will compete with each other 
in terms of fitness value. The winner will be included as one of the next generations population. 
A tournament size of 2 is commonly used in practice as this often provides sufficient selection 
intensity on the most fit individuals [91]. 'The Roulette-wheel selection depends on the weight of 
each individual, defined as their fitness value over the total fitness of all individuals. Higher weight 
gives larger opportunity to be selected in a random pick for the next generation. 
These three selection schemes will be compared under three different categories: 
o Maximum fitness: this is the maximum value of fitness found at the end of the search; the ideal 
value is 1. 
• Accuracy: this is calculated using this formula, error = V 	n 	where x1 is the ideal 
value of transformation parameter, xm is the transformation value gained from the maximum 
fitness and n is the total experiments for each sample. 
• Computation time: this is assessed by the number of generation evaluations to reach the 
maximum fitness. 
The following assumptions have been made in this simulation as listed below: 
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Both test and reference image have the same size. 
Camera position and focus of the camera is constant across the samples. 
4.4.2 Experiments 
Performance study is performed using previous configurations as described in Section 3.3. The 
thresholding is applied for every pixel by setting the value of object point, T equals to 100 as 
implemented in the existing framework. 
Figure 4.4: Image of reference board 
Fitness value is derived by comparing every pixel value in 40 x 40 pixels centre block of both images 
(reference and test) and divided by the total pixel of block, in this case is 1600 pixels. The reference 
image is displayed in Figure 4.4 and the test images are shown in Figure 4.5. Parameters for all 
methods are configured according to the previous GA framework [791 where maximum generation 
is 200, selection is based on Roulette-wheel method, crossover probability is 0.5 and mutation 
probability is 0.01 while population size is 18. 
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(b) Test image 2 (T2) 
(d) Test image 4 (T4) 
Figure 4.5: Test images transformed using different rotation and displacement values 
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Gray-coded mutation is also added in this implementation to produce more variant individuals. The 
variance leads to better estimation of transformation values. Another modification is a smaller 
population size compared to [79]. The main reason is the previous population size has redundant 
individuals which only increases the computational time. The new population size has reduced time 
consumption with the same performance as the previous setting and is proved to be viable for this 
'soft' real-time system. 
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Figure 4.6: The schemes are compared in terms of maximum fitness 
The random nature of GAs makes it difficult to predict their performance on a given problem for each 
run. As a result, performance measurements are generally taken as averages over sets of runs [95]. 
For each scheme and sample, 10 experiments are performed with initial transformation values taken 
at random. The values given in the results are average values, computed over these 10 experiments. 
Deterministic selection has the ability to reach the highest maximum fitness, followed by 
Roulette-wheel and tournament for all test images as shown in Figure 4.6. Preserving strong 
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individuals in deterministic method has effectively increases the maximum fitness values, resulting in 
nearly accurate transformation values of inspected images. Roulette-wheel and tournament concept 
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Figure 4.8: The schemes are compared in terms of accuracy of displacement-x value 
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Figure 4.9: The schemes are compared in terms of accuracy of displacement-y value 
Deterministic scheme also produced least errors in estimating rotation, x-axis displacement and 
y-axis displacement parameters as shown in Figure 4.7 to Figure 4.9. Roulette-wheel outperformed 
tournament in most cases and is slightly favourable as deterministic in this category. Although 
Roulette-wheel permit selection of weak individuals for the next generation, probability of strong 
individuals are still dominant. 
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Figure 4.10: The schemes are compared in terms of generation evaluation 
Deterministic scheme converges fast to reach maximum fitness compared to other two methods as 
illustrated in Figure 4.10. This inspection system indirectly benefited from the early convergence 
characteristic of deterministic scheme and low computational time will be produced. The 
small population size and block matching algorithm improvement also contribute to the overall 
computational time. Tournament scheme has the worst overall performance while Roulette-wheel 
is only a fraction slower than deterministic method considering generation evaluations. It is worth 
noting that all the schemes produced best maximum fitness and high accuracy of transformation 
parameters considering only rotated test image (Ti). However deterministic scheme still prove to be 
an excellent option if computational time is an essential requirement. 
Symbol 	 Description 
represents significant exists, significant level, p<=0.05 
represents slightly significant exists 
= 	represents no significant exists 
Table 4.1: Description of symbols in Wilcoxon test analysis 
Wl 
Tailoring the GA and Image Registration Algorithm 
Deterministic vs Deterministic vs Tournament vs 
Test images Tournament Roulette-wheel Roulette-wheel 
Image = = = 
Image   = = 
Image = 
Image  = = = 
Table 4.2: Wilcoxon test analysis on maximum fitness 
Deterministic vs Deterministic vs Tournament vs 
Test images 
Tournament Roulette-wheel Roulette-wheel 
Image = = 
Image = 
Image = = = 
Image   e 
Table 4.3: Wilcoxon test analysis on generation evaluation 
Deterministic vs Deterministic vs Tournament vs 
Test images 
Tournament Roulette-wheel Roulette-wheel 
Image  
Image  a a a 
Image  a e 
Image a - a a 
Table 4.4: Wilcoxon test analysis on rotation accuracy 
Deterministic vs 	Deterministic vs 	Tournament vs 
Test images Tournament Roulette-wheel Roulette-wheel 
Image 	 = 	 = 
Image a 	 o o 
Image 	 = = 
Image o 	 o 	 o 
Table 4.5: Wilcoxon test analysis on displacement-x accuracy 
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Deterministic vs 	Deterministic vs 	tournament vs 
Test images 	Tournament Roulette-wheel Roulette-wheel 
Image 	 = 	 = 
Image e 
Image 	 = 	 = 	 = 
Imane4 e 	 0 	 0 
Table 4.6: Wilcoxon test analysis on displacement-y accuracy 
Table 4.2 to 4.6 shows the results of Wilcoxon test on the performance of these three elitist 
selection schemes in terms of maximum fitness found, generation evaluation and accuracy of every 
transformation parameter. Table 4.1 describes the symbols used in the analysis. Wilcoxon test is 
used in this analysis due to the distribution of every performance by the schemes are not normally 
distributed. The test is performed using R-language which is a language and environment for 
statistical computing and graphics [96]. Based on the test results, the schemes give nearly identical 
performance especially in generation evaluation and accuracy of all transformation parameters. In 
Table 4.2, only one test image produces significant difference between deterministic and tournament 
scheme. Based on both statistical analysis as presented in this section, deterministic scheme slightly 
outperformed tournament and Roulette-wheel schemes in term of maximum fitness, accuracy and 
computational time. Consequently, it has been established as an ideal selection method in E fOr this 
work. 
T1TIT tTi 
Previously, rotation function in University of Edinburgh Vision's group library [86] is used in image 
transformation in GA search. It is discovered that the GA is not able to find high maximum fitness 
due to loss of pixel information during rotational operation and this may give big implication on the 
performance of image registration. Due to this limitation, rotation by shear is studied and cause almost 
no pixel information loss. 
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(a) Reference image 
Figure 4.11: PCB images 
Rotation by shear or Paeth rotation [97] involves rotating an image by using 3 independent shear 
transformations. Each shear operates on a single image axis allows for anti-aliasing to be implemented 
very simply. The end result is very high quality image rotation. The C-Language implementation is 
based on 1981 and has been experimentally evaluated. The test image in Figure 4.11(b) is aligned 
to correct position as the reference board shown in Figure 4.11(a) using both techniques. From the 
experiments, the rotation by shear successfully preserved nearly all original information of the image 
pixels by producing maximum fitness of 0.99 compared to Vision library rotation technique which 
only able to give maximum fitness of 0.86. However, both of the techniques execute the operation 
in very short time which are less than 1 second. As a result, the rotation by shear is selected as 
rotation function in the optimised version of GA based image registration since less loss of image 
transformation is produced. 
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Figure 4.12: Real number coding 
46 Binary to real integer coding 
Choosing a good encoding of a chromosome is vital for solving any GA search problem [99]. In 
[100], a discussion on used coding schemes such as binary, gray and floating-point is presented and 
compared with the proposed method using fuzzy coding. In [101], a real-coded GA is proposed 
capable of simultaneously optimising the structure of a system and tuning the parameters that define 
the fuzzy system. 
The standard GA codes the genes as binary strings similar to how DNA codes information in living 
organisms and it works fine in searching parameters that are really binary. Complications happen 
when the parameters are real numbers and the original distances are destroyed in the transformation. 
As a consequence, the standard GA does not search the parameter space as efficiently as it might and 
it has more potential to get stuck in local optima. 
Previously, binary coding is implemented in GA based image registration framework and it has few 
drawbacks when range of solution is set according to the scope of consideration. It generates bigger 
search space than the space needed for range of consideration which contributes to poor performance 
of GA. It also must adapt the parameter values in the considered ranges since it is likely the parameters 
are over or below valued due to the GA operations. 
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Figure 4.13: Crossover operation on real number coded individuals 
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Figure 4.14: Mutation operation on real number coded individuals 
Hence, the improved GA is coded in real numbers shown in Figure 4.12 and new ways to perform 
crossover and mutation operations are developed, as depicted by Figure 4.13 and Figure 4.14 
respectively. As is normal practise, the probability values of these operations are set initially. If 
random generated numbers fall below the probability values, the crossover and mutation will happen. 
Then, a type of transformation parameter that will experience the GA operations is selected randomly. 
For crossover operation, two selected individuals will exchange the value of chosen parameter while 
the selected parameter for mutation is randomly altered within the considered range, where in this 
application the rotation value ranges from 0 to 359 degrees and displacement value at both axis are 
considered from -10 to 10 pixels. 
Hybridisation of GA and HC has been done on range image registration in [88] by exploring 3 novel 
approaches: a hybrid algorithm that combines a GA with hillclimbing heuristics (GH), a parallel 
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migration GA (MGA), and a MGA using hillclimbing (NIGH). They have proved that HC provides 
fast convergence and good performance in finding correct registrations compared to GA alone. Two 
strategies of hybridising GA with HC and E methods for global optimisation has been presented in 
[102] 
It is very unlikely that GA alone will outperform a specialised scheme tailored to a problem. Most 
successful applications of GAs have been hybrids [1031. Combination of HC and E usually performs 
better than either one alone. This happens because there is a possibility of incorporating domain 
knowledge, which gives it an advantage over a pure blind searcher (i.e a standard GA). 
In this section, hybridisation of HC and E with a specially tailored GA for image registration of whole 
PCBs placed arbitrarily on a conveyor belt during inspection is proposed to maximise the robustness 
of the existing framework. These hybrid methods are investigated individually and in combination for 
accuracy, reliability and performance. 
Based on the performance of the first prototype with GA alone [79] and motivated by previous reviews, 
the hybrid method cooperating GA with HC and E is studied to maximise the robustness of the search 
technique in order to provide better quality and more reliable performance in registration of whole 
inspected PCBs during inspection process. 
4.7.1 Implementation 
The proposed technique uses a perfect board as the reference image and the inspected board as the 
test image. In this work, GA is used to derive the transformation between test and reference images 
based on a simple GA strategy as presented in [63] during registration stage. 
For this work, real number coding has been implemented for this problem considering the range of 
transformation value that we are going to find. The rotation value ranged from 0 to 359 degrees while 
the displacement of x-axis and y-axis value is considered between -10 to 10 pixels. The domain of 
search for these parameters is large (360x21 x21=158760) which is suitable for GA to explore. 
Fixed global multi-thresholding operation is applied to both images to enhance the images and 
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highlight the details before performing GA search. It is also essential to deal with variations in 
intensity of components on PCB images. For this application, the threshold value for the thresholding 
operation is chosen based on visual observations. The reference image will be transformed using 
random rotation and displacement values to create the initial population for GA. Every transformed 
reference image is compared with the test image to evaluate the fitness value and individuals with 
solution of rotation and x-y translations information are created. 
Iteratively, the whole population for the next generation is formed by selected individuals from the 
parents and offsprings in current generation. These individuals are ranked based on their fitness 
performance and the top fittest only are selected for a new population. The population will perform 
GA activities such as selection, mutation and crossover in every generation until the termination 
requirements are fulfilled. The GA search will be terminated if an individual with an acceptable 
approximate solution is found or maximum generation is reached. 
At each iteration, the best 5% individuals of the previous generation are preserved. The remaining 
95% are from the top ranked individuals after all the GA operations are performed. The preservation of 
the best 5% individuals are required in case there is no better individual found in the next generation. 
The concept of hill climbing algorithms is individual parameter values are modified in such a way that 
the overall fitness will be maximised. Hill climbing algorithms are typically very efficient at locating 
local maxima although this leads to their major deficiency; they tend to get stuck at local maxima 
rather than continuing to the proper global maxima. 
In this implementation, a limit for the generation, 1 is set for every set of GA search. This limit is the 
number of times the same individual is recognised as the fittest individual. HC will be performed if the 
limit is reached. The fittest individual of the current generation will be selected for this process where 
every transformation values (rotation, x and y displacement) will be incremented and decremented 
by a single unit sequentially. The modifications will be evaluated to examine the fitness value which 
may replace the current solution. The GA search will be terminated with the current solution unless a 
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Algorithm 2 The implementation of HC. 
If generation less than maximum generation 
If limit of generation, I is reached 
current-fitness equals to old-fitness 
current-fitness equals to highest-fitness 
Loop for current-rot- 1 to currenLrot+ 1 
Loop for current_disx-1 to current_disx+1 
Loop for current_disy- 1 to current_disy+ 1 
Calculate fitness with current transformation values 
If current-fitness more than highest-fitness 
Then highest-fitness equals to current-fitness 
If old-fitness more than highest-fitness 
GA search is terminated with old-fitness 
Else 
GA search is continued with highesLfitness_____________________________________________ 
better individual is found during HC. If the search is continued, the HC process will be repeated when 
the limit is reached again. The HC implementation is described by Algorithm 2. 
4.7.2 Experiments 
Performance study is performed using previous configurations as described in Section 3.3 but the 
basic image processing functions such as global multi thresholding [39] and transformation including 
rotation by shear function are written in C-language using NetPBM image library [104]. 
First, the hybrid methods are investigated individually by combining GA with E (GA+E) and 
combining GA with HC (GA+HC). Finally, GA is combined with HC and E (GA+HC+E) and few 
adjustments have been done on few parameters in GA+HC+E known as hybrid GA (HGA). 
Parameters for all methods are configured according to the previous GA framework [105] where 
maximum generation is 200, selection is using Roulette-wheel method, crossover probability is 0.5 
and mutation probability is 0.01. The first three methods (GA+E, GA+HC and GA+HC+E) have a 
population size of 18 while hybrid GA (HGA) has a population size of 50. The limit of generation, 
I is set to 20 for GA+HC and GA+HC+E cases while HGA has a limit of generation of 10. These 
settings and adjustments are made on observation of all methods performance which aims to improve 
the robustness of the HGA. 
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(a) 	 (b) 
Figure 4.15: (a) - (b) Reference images 
Two reference images shown in Figure 4.15(a) - 4.15(b) and four test images shown in Figure 4.16(a) 
- 4.16(d) are used in the experiment. Test image! (T1)and 2(T2) are artificially transformed images 
of the reference image shown in Figure 4.15(a) while test image 3 (T3) and 4 (T4) are artificially 
transformed images of reference image shown in Figure 4.15(b). Estimation of transformation 
parameters using each search method is repeated 20 times for every test image. 
4.7.3 Experimental results and discussion 
4.7.3.1 Fitness and generation evaluation 
Three types of hybrid methods have been simulated and the performance of each method has been 
compared with a standard GA search. The comparison is made based on the percentage of simulation 
that successfully gain a maximum fitness of more than 0.85 and the number of generations to converge. 
Higher maximum fitness gives better accuracy in estimating the transformation value. It is worth 
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Figure 4.17: Generations vs optimum fitness for GA and GA+E for all test images. 
noting that all scatter plots are purposely represented by two symbols to highlight the performance of 
each method, rather than considering the results from different test images. 
Figure 4.17 shows that GA+E has outperformed GA considering only best fitness. About 93% of the 
total number of runs using GA+E has produced best fitness of more than 0.85, while GA was able 
to produce the same best fitness range in only 50% of the total simulation. However, GA+E requires 
more generations than GA to converge for these solutions. GA requires between 20 to 45 generations 
to converge while GA+E requires between 20 to 78 generations to yield a near correct estimation. 
This "elitist" concept yielded improved convergence times without loss of population diversity. 
Preservation of 5% of already known potential individuals for the next population with new creations, 
provides new variants of individuals for next GA operations such as selection, mutation and crossover. 
These characteristics complement each other and make the GA search more robust. The variations 
of population have activated exploration activity for fitter individual which may become the final 
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Figure 4.18: Generations vs optimum fitness for GA and GA+HC for all test images. 
solution. However, there are few evaluations that require more generations to converge and this may 
be caused by the small size of population which is not enough to contribute for population diversity 
in the GA search. 
The results from implementation of HC on GA (GA+HC) are slightly improved compared to GA as 
shown in Figure 4.18 when 63% of the total number of runs achieved maximum fitness of more than 
0.85. The spread of termination for GA+HC is also longer compared to GA ranging from 20 to 200 
generations. 
By hybridising with HC, the GA search has the advantage of exploiting the local maxima to extract 
more information at local level. This exploitation may lead to the fittest individual that possibly 
has the near exact transformation values. However, the possibilities of the search getting stuck in 
local maxima is still high when considering another 37% of the evaluations failed to yield maximum 
fitness of more than 0.85. With regard to the number of generations, the method lacks in generation 
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Figure 4.19: Generations vs optimum fitness for GA and GA+HC+E for all test images. 
efficiency due to generation limit, / of 20 and small population size of 18. The expected reward of 
the GA will be greater at the beginning of the simulation and at some point when the population has 
almost converged, the expected reward of the HC will be greater. 
GA+HC+E enhanced the GA's robustness when this method outperformed GA significantly as shown 
in Figure 4.19 because the method benefited from both specialities of HC and E when it successfully 
achieved excellent results. GA+HC+E needs 22 to 120 generations to estimate the most accurate 
transformation values of all test images. 
GA+HC+E has produced best fitness of more than 0.85 in 96% of the total number of runs. However 
about 4% of the simulation failed to reach more than 0.85 of maximum fitness that raise an issue with 
regard to reliability. This issue has been investigated and small population size is identified as one 
of the reasons. The population size is set to 18 based on the experiments in the previous chapter. 
If the population size is too small, the GA search may not explore enough of the solution space to 
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Figure 4.20: Generations vs optimum fitness for GA+HC+E and HGA for all test images. 
consistently find good solutions. Longer period of generation is caused by longer generation limit, I 
of 20. To overcome these issues, the parameters of GA+HC+E are tuned optimally to obtain more 
reliable results. 
The enhanced GA+HC+E with population size of 50, known as HGA, is more reliable than 
GA+HC+E. HGA is able to find individual with fitness of more than 0.85 in all 20 trials of each 
test image (as shown in Figure 4.20). It managed to converge with these excellent results efficiently 
in 10 to 38 generations. Based on this plot, it is obvious that the increment of population size and 
decrement of generation limit, ito 10 have boosted the robustness of HGA. 
The best fitness found by these methods are not normally distributed. Hence, a Wilcoxon test has 
been performed on the methods pair by pair and all p-values from the test are less than 0.01 except 
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Figure 4.21: Average best fitness obtained from median value while error-bar shows the standard 
deviation of each method. 
pair of GA and GA+HC. The p-values smaller than 0.01 indicate there are significant differences in 
performance among the methods but GA and GA+HC produced nearly similar performance. 
Figure 4.21 depicts the average best fitness found by every method using the median value and 
the standard deviations of best fitness found are shown by the error-bars. As discussed before, 
1-IGA outperformed other methods with highest average best fitness and smallest standard deviation, 
followed by GA+HC+E, GA+E, GA+HC and GA. These statistical findings support that the HGA is 
the most robust method to register PCB images in this inspection framework. 
From the presented findings, it is almost impossible to obtain a maximum fitness of 1.0 due to loss of 
pixel's information during image rotational operation. This deficiency may affect the accuracy of the 
results since this work is a reference-based method. 
4.7.3.2 Computational efficiency 
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Figure 4.22: Mean of computing time for every test image and standard deviation of computing time 
for every test image (sub-figure). 
Each investigated hybrid methods has outperformed GA in maximum fitness findings, however these 
methods generally require more generation to find those results. Figure 4.22 shows that GA computes 
the maximum fitness in the least mean time followed by GA+HC and GA+E. As predicted, GA+HC+E 
and HGA require the most computing time to find the finest estimations. However, HGA needs slightly 
more time than GA+HC+E in all test images due to the use of larger population size. It also shows 
that implementation of E costs more computational time due to individual sorting based on fitness 
value and selection of the fittest individuals that will be preserved. 
As we can see in Figure 4.22, on average, each method needs more time to compute the first and 
second test image (TI and T2) and reduced drastically in third and forth test image (T3 and T4). This 
is caused by the different size of TI and T2 compared to T3 and T4. 
Referring to the inset of Figure 4.22, the standard deviation of computing time for GA and GA+HC 
is negligible compared to GA+E, GA+HC+E and HGA. In general, the performance of GA+E, 
GA+HC+E and HGA depend on the complexity of the image transformation and the size of the 
images. Image TI has the worst standard deviation of computing time compared to T2, T3 and T4 for 
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Image Known [degree] Mean [degree] RMS [degree] 
Ti 329 329.0 0.00 
T2 329 329.2 0.41 
T3 354 356.1 2.79 
T4 180 182.0 1.12 
Table 4.7: Rotation accuracy of HGA on all test images. 
Image Known [pixel] Mean [pixel] RMS [pixel] 
TI 0 2.0 0.00 
T2 -6 -5.2 0.41 
T3 5 3.0 0.00 
T4 0 0.2 1.86 
Table 4.8: Displacement at x-axis accuracy of HGA on all test images. 
GA+E, GA+I-IC+E and HGA cases. 
4.7.3.3 Registration accuracy 
For the inspection system to be reliable, it must reduce 'escape rates' (i.e. non-accepted cases reported 
as accepted) and 'false alarms' (i.e. accepted cases reported as non-accepted) as much as possible 
[17]. For that reason, HGA has been selected as the best hybrid method considering its consistency in 
finding the target maximum fitness. 
Based on Table 4.7 - 4.9, the accuracy of each transformation parameters for all test images are 
Image Known [pixel] Mean [pixel] RMS [pixel] 
TI 0 3.0 0.00 
T2 4 2.8 0.41 
T3 5 2.0 0.00 
T4 0 0.0 0.00 
Table 4.9: Displacement at y-axis accuracy of HGA on all test images. 
Tailoring the GA and Image Registration Algorithm 
presented. The first column denotes the known value of corresponding parameter, second column is 
the mean value estimated by the HGA for 20 evaluations and the last column is the root mean squared 
(RMS) error between truth and every estimation value from the simulation. 
The inaccuracy of transformation parameters are about +2 degrees in rotation and ±2 pixels in 
displacement at x-axis while displacement at y-axis may varies up to ±3 pixels. 
Generally, RMS error values are reasonable, ranging from 0 to 2.79. As we can see, the rotational 
parameter has slightly high errors especially in T3 when compared to other images. This may be 
caused by loss of pixels information from rotation operation compared to displacement operation. 
Experimental results highlight the potential of the hybrid GA (HGA) that consists of all methods in 
combination because of the most accurate findings and significantly more reliable than GA alone. 
However, there is a compensation on performance, though it converges efficiently in terms of number 
of generations. A specially-tailored GA combined with all methods, HGA also has outperformed 
individual hybrid methods (GA+E and GA+HC) in terms of reliability and accuracy. 
4.7.4 Quantitative analysis on Hybrid GA 
In this experiment, three types of PCB image as shown in Figure 4.23 are used and they are randomly 
transformed to 1000 different orientation images. The developed HGA from previous section is 
executed once for every image to search for the correct transformation function that has been applied 
to each image. This experiment aims to evaluate the reliability and robustness of the HGA based image 
registration in more number of trials using more types of PCB. The results are shown in histograms 
and the values of mean and median in each case are calculated. Mean and median are needed to 
describe the overall distribution of the results which are not normally distributed. 
Figure 4.24 depicts the distribution of HGA performance in term of maximum fitness found. The mean 
value is about 0.93 and median is about 0.94. Approximately 5% of the results fail to find fitness more 
than 0.85 and the lowest fitness the HGA found is 0.66. The highest peak of the histogram is at fitness 
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(a) Type I 
	
(b) Type 2 
(c) Type 3 
Figure 4.23: Images of different types of PCB 
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Figure 4.24: HGA fitness performance on 1000 trials 
value of 0.985 which is a very good value of maximum fitness and 1% of the results obtained the ideal 
value of fitness which is 1.0. This implies that most of the transformation functions found are high in 
accuracy. 
The distribution of results on HGA generation is shown in Figure 4.25 which gives mean and median 
value of 19 and 18 respectively. The HGA found the maximum solution as fast as in fifth generation 
and the slowest is in 46th generation. The maximum fitness found by HGA is most frequently happen 
at 14th generation. 
The computing time performance is plotted as shown in Figure 4.26 and about 30% of the results are 
computed less than one minute. The mean computing time is around 80 seconds and the median falls 
in 75 seconds. The quickest time is 15 seconds and the longest time is about 240 seconds. Most of the 
fitness found in 55 seconds. 
an 
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Figure 4.26: HGA computing time performance on 1000 trials 
84 
Tailoring the GA and Image Registration Algorithm 
In this last case, the compensation mechanism allows a better balance between the exploitation and 
exploration capabilities of the search procedure, and the global optimum is approached much closer. 
The basic idea underlying the introduction of the hybridisation in the GA has improved the reliability 
and time computation characteristics of the evolutionary optimisation process. 
4.8 Conclusions 
In this chapter, enhancement works are done on the existing framework of GA based image 
registration especially in GA optimisation to improve the performance in terms of quality of 
registration and computing time. 
From the experiments on the two types of mutation techniques, there is no significant difference in 
performance for this application between these techniques and proves that any of them is suitable 
for this application. Computing time is mainly improved by using centre block matching in fitness 
evaluation. Rotation by shear solves the problem of pixel information loss due to rotational operation. 
The implementation of E is very effective and deterministic selection in E scheme is the most suitable 
for this work. The compensation mechanism between GA and E allows a better balance between 
the exploitation and exploration capabilities of the search procedure, and the global optimum is 
approached much closer. 
Conversion from binary to real integer coding also improves the efficiency of the GA in searching 
for the correct transformation function by providing the accurate size of specified search space. The 
last enhancement is the hybridisation of GA with E and HC and the most ideal setting of GA for this 
application is produced. The improved version of the developed image registration has been tested 
and it successfully yields the expected performance. 
Chapter 5 
Defect Detection Procedures for the GA 
Sd Introduction 
Industrial applications of 2D object recognition such as quality control often demand robustness, 
highest accuracy and real-time computation from the object recognition approach. Some approaches 
do not simultaneously meet the high industrial demands such as robustness to occlusions, clutter, 
arbitrary illumination changes and sensor noise, as well as high recognition accuracy and real-time 
computation. Hence, many ongoing works on visual inspection employ various techniques of object 
recognition to detect defects on products and sometimes the techniques are incorporated in order to 
attain an optimal performance of the inspection. 
Research on defect detection of PCB inspection has been previously done using Wavelet Transforms 
in [106, 1071. Morphological image processing has also been implemented in automatic PCB 
inspection which enable the detection of pin defects while binarisation and twist angle estimation 
are used to recognise component twist [108]. Hough transform and Susan edge-detection are used to 
recognise individual IC on completed PCBs during inspection as presented in [43] which performed 
successfully. [109] employed model-based vision that capable of rapidly locating the modelled 
structures in noisy, cluttered images even if they are partially occluded using a training set which 
is based on Active Shape Models (ASM5). This research has been implemented on PCB images as an 
example to demonstrate the robustness of the technique. 
Many researchers try to avoid processing the image pixel by pixel regarding misinterpretations due 
to misaligned image. It also may suffer from the increase of inspection time and too many false 
alarms such as discussed in[1 10].  In [111], a research has been carried out on auto-alignment for 
image registration. The researchers have developed a searching algorithm that combines a modified 
tree search and a dynamical search together. The work also implemented a stereo matching technique 
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which is very effective when the images are well aligned (rotated and translated) and applied on 
inspection on Circuit Card Assemblies / Printed Circuit Boards (CCA / PCB). 
The procedure presented in this chapter is a pixel-based processing techniques which has low 
complexity and requires low computational time with satisfactory results which is suitable for this 
specific system. The main disadvantages of pixel-based processing are many possibilities of false 
alarms due to variation on PCBs and correct alignment by precise board positioning mechanism 
is essential for this method to work successfully [16]. Good segmentation technique and effective 
noise filter may solve the problem of false alarms. In previous chapters, a specially-tailored GA 
has promise to register image in high accuracy which enable this procedure to work successively in 
detecting the existence of possible physical defects. 
In PCB inspection process, common requirements of an inspection system include checking to see 
if components are present, measuring the positions of components and determining whether surfaces 
are finished properly [112]. Typical component defects on PCBs are missing components which 
comprises 20 percent of faults and 55 percent are solder joint defects compared to other types of 
defects [31]. Therefore, this procedure focuses on detection of missing components and open solder 
joint in any shape and size. 
This chapter describes an image processing module for defect detection of an existing GA based 
PCB inspection system. The first stage of the defect detection procedure is segmentation operation 
and the whole operation of few segmentation methods applied in this inspection are explained in 
Section 5.2. Section 5.3 explains the defect localisation operation using image subtraction technique. 
Image difference is computed between segmented image of defect-free board (reference image) and 
segmented image of inspected board (test image). Image noise filtering techniques have been used to 
eliminate noise resulting from invariance of image intensity which has been extracted during defect 
localisation operation. The objective of this operation is to avoid the occurrence of false alarms 
and the details of this operation is described in Section 5.4 while the simulation environment is 
described in Section 5.5. There are four types of approaches have been tried which are adaptive 
bi-level thresholding approach, edge-detection approach, hybrid method of bi-level thresholding 
and edge-detection and composition approach with multi-thresholding and edge-detection. The 
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Algorithm 3 Multi-thresholding program 
For x from zero and less than input image width 
For y from zero and less than input image height 
If intensity of image, i(x, y) less than threshold 1 
set intensity image, t(x, y) to 0 
Elseif intensity of image, i(x, y) more than threshold 1 and less than threshold 2 
set intensity image, t(x, y) to 128 
Elseif intensity of image, i(x, y) more than threshold 2 
set intensity image, t(x, y) to 255 
performance of every approach is featured and discussed in Section 5.6. Conclusion from all schemes 
are concluded in Section 5.7. 
5,2 Segmentation of PCB image 
PCBs are constructed from different materials and colours of components. Therefore, segmentation 
to multi-regions is necessary to separate these elements within the captured image of a PCB in order 
to detect the existence of physical defects. The existing automatic image segmentation methods can 
be classified into four approaches, namely, 1) thresholding, 2) boundary-based, 3) region-based, and 
4) hybrid [40]. In this work, thresholding and boundary-based segmentation approach have been 
implemented using fixed global multi-thresholding, adaptive bi-level thresholding and Sobel edge 
detection method. 
5.2.1 Fixed global multi-thresholding 
Thresholding approach using multi-thresholding [113] of three gray-level regions is implemented 
using threshold values selected from grayscale value range from 0 to 255. These threshold values 
have been carefully selected to obtain the best outcomes in term of clear separation among objects 
and between objects and background. It is also important that all information printed on the inspected 
PCBs are retained for future reference. 
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In this operation, the captured image act as the input image, named as image i, while the resulting 
thresholded image from the operation is named as image t. Algorithm 3 shows multi-.thresholding 
operation implementation. 
During this segmentation operation, every pixel intensity of an input image is compared to the 
threshold values. A new image t, created as the result that has same size with image i. The operation 
is described in Equation (5.1). 
0 	i(x, y) <thresholdl 
t(x,y) = 	128 thresholdl <i(x,y) <threshold2 	 (5.1) 
255 	i(x, y) > threshold2 
where i(x, y) is the input image intensity and t(x, y) is the pixel intensity of image t while x and y are 
pixel location in x-axis and y-axis. 
Figure 5.1(a) depicts an original image of PCB captured using a black and white CCD camera. Images 
shown in Figure 5.1(b) - Figure 5.1(d) are obtained from multi-thresholding operation using three 
different sets of threshold values. Threshold values of 60/120 segmented the input image clearly 
as shown in Figure 5.1(b) while in Figure 5.1(c) and Figure 5.1(d), some component regions are 
computed as a background region after multi-thresholding process using threshold values of 80/120 
and threshold values of 80/100 respectively. Based on visual observations, grayscale values of 60 
and 120 are the best candidates for threshold values to produce best segmented image for further 
processing. Therefore, threshold] and threshold2 values are 60 and 120 for this experiment. 
5.2.2 Adaptive bi- level thresholding 
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(a) Original PCB image 	 (b) PCB image with threshold 60 and 120 
(C) PCB image with threshold 80 and 120 	 (d) PCB image with threshold 80 and 100 
Figure 5.1: Original PCB image and outcomes from multi-thresholding operation using different 
threshold values 
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Algorithm 4 Adaptive bi- level thresholding program 
For x from zero and less than input image width 
For y from zero and less than input image height 
Calculate mean value in N x N window 
If intensity of image, i(x + ((N-i) / 2), y + ((N-i) I 2)) more than 0 and less than (mean-C) 
set intensity image, t(x + (( N-i) / 2), y + ((N-i) / 2)) to 0 
Elseif intensity of image, i(x + ((N- 1)/ 2), y + ((N- 1)/ 2)) more than (mean-C) and less 255 
set intensity image, t(x + ((N-i) / 2), y + ((N-i) / 2)) to 128 
Previous thresholding method has a disadvantage of using fixed threshold values which may not be 
practical in real inspection environment where the colour on PCBs varies and lighting conditions 
are different. Therefore, an adaptive bi-level thresholding based on local mean is implemented as in 
Algorithm 4 in order to adapt with uneven illumination and various types of inspected PCB. A mean 
value in N x N window is calculated to determine the threshold value for the window. The centre pixel 
of the window will be thresholded based on threshold value that has been determined considering the 
local neighbourhood of the centre pixel. On the margin, however, the mean of the local area is not 
suitable as a threshold, because the range of intensity values within a local neighbourhood is very 
small and their mean is close to value of the centre pixel . The situation can be improved if the 
threshold employed is not the mean, but (mean-C), where C is a constant. Therefore, a constant of C 
is set to -40 for this thresholding operation in creating a safe margin between the neighbouring pixels. 
Figure 5.2 depicts the segmented images by adaptive bi-level thresholding without the constant, C. 
The image as shown in Figure 5.2(d) using neighbourhood size, N of 9 produced the most clear 
segmentation of the PCB compared to other N values. However, the separation of regions in crowded 
area are very hard to identify and details of components on the PCB are poorly highlighted. Opposite 
to that, the usage of constant (C = -40) yields much better segmentation outcomes as shown in 
Figure 5.3 where every component on the board are clearly recognised. As before, 9 x 9 pixels 
neighbourhood is the most effective value to segment the PCB image as depicted by Figure5.3(d) and 
this makes a reasonable setting for adaptive bi-level thresholding for defect detection implementation. 
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(a) N = 3 
(c) N = 7 
(b) A' = 5 
(d) N =9 
Figure 5.3: PCB images after adaptive bi-level thresholding with constant, C= -40 using different 
size of neighbourhood, N 
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Figure 5.4: (a) A 3x3 region of an image (the z 's are grey-level values), (b) and (c) Sobel edge detector 
masks 
5.2.3 Sobel edge-detection 
Boundary based segmentation method using gradient operator is used frequently in industrial 
inspection, either to aid humans in the detection of defects or as a preprocessing step in automated 
inspection [39]. The choice of an edge -detection algorithm depends mainly on signal to noise ratio 
(robustness), the localisation and the quality of the detection and the implementation efficiency [114]. 
The edge representation of an image drastically reduces the amount of data to be processed, yet it 
retains important information about the shapes of objects in the scene [115]. The ability to enhance 
small discontinuities in an otherwise flat gray fields is one of the important feature of gradient. 
Sobel edge-detection is one of the popular gradient operators because of its ability to detect edges 
accurately to create boundaries. The Sobel operator performs a 2-D spatial gradient measurement on 
an image and so emphasises regions of high spatial gradient that correspond to edges. Typically it is 
used to find the approximate absolute gradient magnitude at each point in an input grayscale image. 
The horizontal and vertical masks are shown in Figure 5.4 and using this mask the approximate 
magnitude at point z5 is given by Equation (5.4). 
GH = (z7 + 2z8 + Z9) - (zi + 2z2 + z3) 	 (5.2) 
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Algorithm 5 Image subtraction program 
For x from zero and less than reference image width 
For y from zero and less than reference image height 
If intensity of test image,f(x, y) subtract intensity of reference image, g(x, y) not equal to zero 
set intensity image, d(x, y) to 255 
Else set intensity image, d(x, y) to 0 
Cv = (z3 + 2Z6 + zg) - (zi + 2z4 + Z7) 	 (5.3) 
vfRx(IGHI+IGvI) 	 (5.4) 
During this segmentation operation, a factor, R of 0.3 is implemented in Sobel edge-detection to 
reduce the blobs or noise. The effect of different values of factor in Sobel edge-detection is shown in 
Figure 5.5 where factor of 0.3 produced the most clear edges with very low noise. 
53 Defect localisation 
Defect localisation procedure is necessary to extract the difference between the reference image and 
the test image using image subtraction operation. The advantage of this method is that it is easy 
to implement with hardware, and therefore high processing rates are possible. Another advantage 
of this method is that large defects (i.e missing conductor wires etc.) can be detected whereas 
the non-reference method will not detect these [16]. The concept has been demonstrated by many 
researchers such as [3, 23, 50, 116] and prove this technique is very effective and accurate as long as 
the images are correctly aligned. 
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(a) R = 0.8 
(C) R = 0.3 
(b)R=0.5 
(d) R=0.1 
Figure 5.5: Results of Sobel operation with different factors, R. Each sub-image is a zoomed image 
on highlighted PCB area. 
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Algorithm 6 Window-filtering operation  
For x from zero and less than input image width 
For y from zero and less than input image height 
Forj from x to x + (M-1) and less than input image width 
For k from y toy + (N-i) and less than input image height 
count pixel with value of 0 in the window 
If count more than window-threshold 
set intensity image, ne(j + ((M-1) I 2), k + ((N-i) / 2)) to 255 
Else 
set intensity image, ne(j + ((M-i) I 2), k + ((N-i) / 2)) to 0 
The image subtraction is performed between reference image and test image represented as image g 
and image f respectively. The differences of these images, referred to as image d, inherit the size of 
the input image. Image subtraction operation is described in Algorithm 5 and Equation (5.5). 
d(x,y){ 0 f(x,y)—g(x,y)=O 	
(55) 
= 255 f (x, y) — g(x, y) 0 
where g(x,y) is the pixel intensity of image g, f(x, y) is the pixel intensity of imagef and d(x, y) is the 
pixel intensity of image d. The pixel location is represented as x for x-axis and y for y-axis. 
54 Image noise elimination 
Noise elimination is a main concern in computer vision and image processing because any noise in 
the image can provide misleading information and cause serious errors. Noise can appear in images 
from a variety of sources: during the acquisition process, due to camera's quality and resolution, and 
also due to the acquisition conditions, such as the illumination level, calibration and positioning [52]. 
In this case, the occurrence of noise are mainly contributed by invariance of pixel intensity during 
image repositioning due to rotational operation. Loss of information from the inspected image may 
happen and also contribute to false alarm in inspection process. 
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To overcome this issue, noise elimination technique using window-filtering [106] has been used in this 
procedure. The window-filtering technique is also capable of highlighting identification information 
of component (eg: IC identification number). The output image from this operation is referred to as 
image ne while M and N are 3. The window-filtering process is implemented in the procedure as 
described in Algorithm 6. 
This operation is done by moving a small window within an input image row by row. For every 
pixel that is covered by the window, the pixels with intensity value of 255 are counted. The counter 
value will be compared with value of window-threshold which is a threshold value of each size of 
window. In this work, threshold value of 6 is set for window size of 30 pixels. These threshold 
values for window-filtering determine the sensitivity in noise elimination within window. The higher 
the threshold values, less noise can be filtered. If the counter exceeds the window-threshold values, 
the pixel in image ne at same location of centre pixel of window in input image will be set to value of 
255. Otherwise, value of 0 will be set for that corresponding pixel in image ne. This process will be 
repeated until all pixels in input image are filtered by the window. 
Figure 5.6 shows the images obtained from window-filtering operation using three different window 
sizes and when the window-filtering is not used in defect detection procedure. Based on these figures, 
more noise components can be eliminated using bigger window size, in this case 7x7 pixels, as shown 
in Figure 5.6(d). However, component identification information cannot be extracted as shown in the 
inset of the figures. The output image without window-filtering shows much clearer recognition of 
component information, however noise is not filtered. In this case, complications may arise if PCBs 
are inspected in noisy environment. Smaller window size can highlight the component identification 
information clearly with acceptable noise as shown in Figure 5.6(b). For this reason, 3x3 pixels size 
window is an ideal selection for this work. 
After window-filtering stage, the median filter which is best-known filter in nonlinear category is 
used to eliminate remaining noise and preserve the spatial details contained within the image. For 
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(a) With no window-filtering (b) Window-filtering with 30 window 
t 
I 
(c) Window-filtering with 5x5 window (d) Window-filtering with 70 window 
Figure 5.6: Noise eliminated images without and with different window sizes. The zoom view for the 
component ID is shown in the inset of the figures with window-threshold value of 6 
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the median filter, the filter kernel size was set to 3 x 3 since its computational burden is less and in 
accordance with the researchers recommendation, where they considered a 3 x 3 kernel size to be 
convenient and sometimes optimum [117]. The filter will replace the value of a pixel by the median 
of the gray levels in the neighbourhood of that pixel (the original value of the pixel is included in the 
computation of the median) [39]. It is quite popular because of it is excellent in noise-reduction 
capabilities with less blurring in acceptable computation time compared to spatial filter such as 
Gaussian filter [118]. 
5.5 Simulation approach 
The PCB defect detection image processing module has been implemented using four approaches 
that are based on image operations discussed previously. A sample of PCB with defects of various 
missing components are tested using these approaches. Each detection approach is performed on 
an artificial defected image with size of 804 x 804 pixels. The simulation has been simulated on a 
Linux-operating system based PC and the defect detection approaches are written in C-language using 
NetPBM image library [104]. 
Every approach is simulated using the same reference and test image. Figure 5.7(a) depicts the image 
of defect-free PCB captured using a black and white CCD camera which acts as a reference image. 
A test image from the same type of PCB with the reference image is in wrong alignment and has 
artificial missing components as shown in Figure 5.7(b). For further defect detection process, it is 
assumed the GA has found an ideal transformation estimations of the test image. Therefore, the test 
image is transformed to the correct position as the reference image before a defect detection approach 
starts. 
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Figure 5.7: (a) Sample of reference image and (b) sample of test image with artificial defects are 
highlighted with white border 
5.6 Results and discussions 
Every approach is evaluated based on the outcome of each operation used. An effective approach is 
the one that produces high accuracy of defect detected at the end of the approach with low noise and 
in short computational time. Absence of components and open solder joints on completed PCBs are 
the types of defects that are common in industrial production line. Therefore, the defect detection 
approaches studied in this research are focused on these types of defects. Based on the test image 
as shown before, there are three ICs with different sizes are missing and represent rectangular shape 
defects. A missing transistor and absence of a hole (known as a via) will represent defects in circular 
shape while two open solder joints are categorised as very small size of defects. These various types 
of defect are used as evaluation of the robustness of each approach in detecting missing components 
and open solder joints of varying shape and size. 
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Figure 5.8: Flow diagram of adaptive bi-level thresholding approach 
Adaptive bi-level approach is performed as in Figure 5.8 where both reference and test image are 
thresholded using previously mentioned adaptive bi-level thresholding operation. The thresholding 
operation is performed using 9 x 9 pixels window and a constant, C at -40. Both segmented images 
are passed to image subtraction module for defect localisation and the noise resulting from movement 
of pixel during rotational operation is eliminated by window-filtering and median filter. 
A thresholded reference image is shown in Figure 5.9 while Figure 5.10(a) depicts thresholded test 
image. Clear segmentation between background and objects are successfully created by this adaptive 
thresholding operator. Therefore, image subtraction between these images managed to recognise 
the differences as depicts by Figure 5.10(b). However, there are other small objects that appear as 
unwanted noise. Based on Figure 5.10(c), more than half of noise components has been eliminated 
and the defects are much clearer at this stage. The identification information on the components also 
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Figure 5.9: Thresholded reference image using adaptive bi-level thresholding 
clearly recognised at this stage. However, the noise level is still not acceptable which may cause 
future complications and this make the approach requires median filter to reduce the noise as low as 
possible. Figure 5.10(d) shows high improvement in terms of noise reduction after median filtering is 
applied while more details of components are preserved. The approach is performed efficiently with 
acceptable results using less than 5 seconds processing time. 




























(a) After alignment correction and adaptive 
bi-level thresholding 
(b) After image subtraction 
(C) After window-filtering 
	
(d) After median filtering 
Figure 5.10: Images obtained from adaptive bi-level thresholding approach 
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Figure 5.12: Edge-detected reference image 
Figure 5.11 depicts the detail flow of the edge-detection approach where the Sobel edge-detection is 
applied with factor of 0.3 on the reference and the test image. Then, the edge-detected images will be 
subtracted between each other to locate the differences. The window-filtering eliminates the noise on 
image from subtraction while median filter is needed to remove the remaining noise. 
The segmented reference image and segmented test image resulting from Sobel edge-detection 
operation are shown in Figure 5.12 and Figure 5.13(a) respectively. All important edges are visually 
detected and boundaries are accurately emphasised as can be seen in these images. After image 
subtraction, the pixel differences of these two images are coloured in white as shown in Figure 
5.13(b). Some of the missing components are already recognisable although there are many more 
objects which can be mistakenly identified as defects. With respect to that output, the approach needs 
more processing to eliminate the noise and other unwanted objects. Both filters successfully reduce 
the small size of noise as shown in Figure 5.13(c) and 5.13(d). But the filters are not as conducive 
as in previous approach since the existence of unwanted objects are unavoidable. Based on these 
results, it is obvious that the approach is only able to locate few of the missing components but hard 
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(a) After alignment correction and edge-detected 	 (b) After image subtraction 
(c) After window filtering (d) After median filtering 
Figure 5.13: Images obtained from edge-detection approach 
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Advantages 
	
Approach 	 Disadvantages 
o Noise in final output is less and 
smaller. 
Adaptive bi-level • Details on component nearly able to be 
identified. 	
• Edges of few defects are lost in final 
 thresholding 
• Adaptive threshold value solves the output. 
changes in lighting conditions and 
shading problem 
• The robustness of edge-detection is • Noise may detected as 
defect
considering the size. Edge-detection 	well-known in inspection process. 	
Details on component cannot be 
o The defects highlighted much clearer, 	
identified in final output. 
Table 5.1: Advantages and disadvantages of individual approaches 
to recognise due to the appearance of other objects. The approach computes the whole operation in 
less than 5 seconds which is an acceptable duration for real-time inspection. 
5.6.3 Hybrid approach 
Nowadays, considering the state-of-the-art inspection system, the combined inspection methods are 
used. This hybrid type merged the advantages of the thresholding method and the edge-detection 
method to overcome the weakness of each methods. In this approach, defect detection has been 
performed with two different methods consisting of adaptive bi-level thresholding approach and 
edge-detection approach as discussed before. 
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Figure 5.14: Flow of hybrid approach 
The major shortcoming of previous two individual approaches is related to the noise problem where it 
is important for the inspection process to avoid anything that leads to major errors. Both approaches 
have advantages and disadvantages as listed in Table 5.1. To complement both approaches abilities, 
the end results of these two approaches are logically AND-ed together as illustrated in Figure 5.16. It 
is worth mentioning that the composition stage must be implemented after both approaches have been 
completed in order to achieve the most significant result. The operation was performed as follows: 
{ 255 (A(i,j) 54 255) • (B(i,j) 	0) 
= 	
(5.6) 
0 	 otherwise  
where f(i, j) is the pixel intensity of output image of integration, while A(i, j) and B(i, j) are 
pixel intensity of output of adaptive hi-level thresholding approach and edge-detection approach 
respectively. The I and  are the x-axis and y-axis position on the images. 
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Figure 5.15: image obtained fro,n hybrid approach 
The hybrid approach successfully locates and recognises the missing components and open solder 
joints although there are still few speckles of noise as depicted by Figure 5.15. A good classification 
of type of defects based on recognised objects may easily omit these small sizes of noise. The detected 
open solder joints are very impressive performance by this approach although they have possibilities 
to be neglected as noise regarding the size. The approach has more advantages by employing two 
previous approaches especially in noise reduction and detecting small sizes of defects with very low 
computational time, which is less than 7 seconds. Since the segmentation operations are adaptive 
but reliable, this approach is suitable for any type of PCBs and any changes of lighting in inspection 
environment. 
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Figure 5.16: Flow diagram of composition approach 
In this work, further defect detection operations are performed on output images from 
multi-thresholding and Sobel edge-detection operations. The reference image will experience 
multi-thresholding operation while Sobel edge-detection is performed on the test image. From 
here onwards, the thresholded reference image is known as the reference image and edge-detected 
test image is referred as the test image. This composition approach aims to compensate each 
other advantages and disadvantages in producing highly accurate segmented output to locate the 
differences to achieve efficient object detection with fault-free results. 
In Figure 5.17, the reference image after multi-thresholding process is shown while the test image 
is segmented using Sobel edge-detection with factor of 0.3 depicted by Figure 5.18(a). Subtracted 
image shows the missing components clearly with very low level of noise in Figure 5.18(b). The 
window-filtering and median filter successfully remove all the remaining noise and produce a very 
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Figure 5.17: Thresholded reference image using multi -thresholding 
clean image with all missing components detected. However, the approach fails to locate the open 
solder joints which are not found during image subtraction. This gives a deficiency to this approach 
although it performs very well in detecting other missing components with negligible noise. In this 
approach, the false alarms are not present and the level of noise is very low. Although the approach can 
capture detailed shape of absence defects, the approach lacks generality since the multi-thresholding 
operation relies on fixed values of threshold. The whole operation only takes less than 5 seconds to 
produce acceptable accuracy and nearly noise-free defect detection results. 
5.7 Conclusions 
In this chapter, a number of image processing operations which perform efficiently in detecting 
possible defects on completed PCBs for visual inspection process is discussed in detail. 
Segmentation methods using fixed global multi-thresholding, adaptive bi-level thresholding and 
Sobel edge-detection are presented with different parameter values to obtain the most powerful 
settings for this system. Effective segmentation techniques are very crucial to locate the differences 
in the reference and test PCB images in the image subtraction operation. Any differences detected 
have potentials to be recognised as defects while preventing false alarms by reducing the noise as 
low as possible. The occurrence of noise due to pixels movement during rotational operation and 
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(a) Alter alignment correction and edge-detected 	 (b) After image subtraction 
(c) After window filtering (d) After median filtering 
Figure 5.18: Images obtained from composition approach 
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inaccurate segmentation caused by variance pixels intensity are eliminated using image noise filters. 
The window-filtering and median filter are employed as noise filters in this application. 
The previously discussed image processing methods are incorporated in novel ways producing four 
main approaches which have their own specialities and also deficiencies. Both adaptive bi-level 
thresholding and edge-detection approaches are able to locate the defects in reasonable accuracy but 
are affected by the level of noise. They are also unsuccessful in detecting small size defects such as 
open solder joints although they operate with least computational cost. 
The hybrid approach is the most efficient approach when it is able to detect all the artificial defects 
on the test image accurately with low level of noise. The adaptability in segmentation operators gives 
a big advantage to this approach to be implemented in a real inspection environment. However, it 
requires slightly more time than other approaches with regards to the complexity of the approach. 
The last approach in this chapter combines the fixed global multi-thresholding and edge-detection 
and produces nearly identical performance with hybrid approach in detecting all defects except open 
solder joints. This approach is also very effective in reducing the noise level to the most minimum 
among all. However, this approach is not an adaptive operator since multi -thresholding approach 
uses a fixed values of threshold. This approach can be implemented in real inspection environments 
but it may require a manual setting of threshold level depending on the types of PCBs and lighting 
conditions. 
The hybrid and composition approaches are both very effective and comparable, but the priority on 
noise reduction means that for this work the composition approach is implemented as the defect 
detection module in the complete framework, which will be presented in the next chapter. The defect 
detection module is integrated with the GA module in building a complete visual inspection system 
for completed PCBs. The completed system will be tested on more test samples from different types 
of board and varieties of artificial defects. 
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Integration of Defect Detection within the 
GA 
6.1 Introduction 
Major constraints from typical PCB manufacturing lines today are variability in defects, variability 
in defect samples and pattern complexity in producing more complex but smaller size boards [119]. 
In the past, practical inspection systems have typically relied on embedding knowledge of the target 
inspection task in the algorithms especially for reference-based inspection [112]. CAD data is one 
of the prior knowledge that is usually required by the reference-based inspection. However, to-date, 
CAD-based vision techniques have not been very successful for the inspection of other than relatively 
simple parts because CAD models are not always available. Even if they do exist, too frequently the 
models are obsolete [120]. Due to the embedded knowledge, this creates limitation on reusability 
aspect of the system and is mostly operated by a vision expert. 
An industrial vision system should be able to adapt itself automatically and achieve consistent 
high performance despite irregularities in illumination, marking or background conditions, and 
accommodate uncertainties in angles, positions etc [17]. A good example of an adaptive system is the 
artificial neural network embedded with automated inspection quality management system that has 
been developed by [121]. The system employs digital image processing and artificial neural network 
to identify the size and the location of the finished components on the manufactured products. It is also 
capable of detecting flaws and scratches on the surfaces of the products during manufacturing. The 
implementation of the content-based image retrieval has demonstrated that a powerful image query 
technique applied to the manufacturing environment is feasible including PCB manufacturing [122]. 
The system requires large storage media to store the vast databases of images and it needs consistent 
updates on the databases in order to inspect various defects. 
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The adaptation of the system is expected to be desirable for PCB inspection application due to 
the variability of types and sizes of PCB. Building a new setting for a new design of PCB is 
time-consuming and requires more allocation in total manufacturing cost. Our work focuses on image 
registration of inspected PCBs placed arbitrarily on a conveyor belt using GA and developing an 
efficient defect detection procedure using a special combination of image processing operations. This 
system will be flexible, accurate and will reduce the cost of visual inspection system. 
This chapter presents a novel integrated system in which a number of image processing algorithms 
are embedded within a Genetic Algorithm (GA) based framework in order to provide a better 
quality analysis with less computational complexity while maintains flexibility to a broad range of 
defects. A specially tailored hybrid GA (HGA) previously discussed is used to estimate geometric 
transformation of arbitrarily placed Printed Circuit Boards (PCBs) on a conveyor belt without any 
prior information such as CAD data. An imaging procedure has been developed that consists of 
several image processing operations such as fixed multi-thresholding, Sobel edge-detection, image 
subtraction and noise filters. A novel approach under taken by compositing the edge-detection and the 
thresholding to complement each other's abilities has increased defect detection accuracy with low 
computational time. 
This system is capable of performing real-time image processing tasks and identifies the possible 
defects on completed PCBs during inspection process. The advantages of the system are no 
calibration, no learning process is required and its ability to adapt to any type of PCB. The system 
will operate based on an image of reference (perfect) board that has been stored once and without the 
aid of CAD data. 
The chapter is organised as follows: Section 6.2 will discuss the integration between HGA module 
and defect detection module, Section 6.3 explains the details on simulation environment while Section 
6.4 will discuss the performance of the system. To sum it up, Section 6.5 will conclude the work based 
on performance. 
115 





/ image 	Thresholding 
I 





Elitism 	 single-pain 
I operation mutation 















Figure 6.1: Flow of system integration 
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The system is made up of two parts. The first part is an image registration module designed to 
find the correct transformation parameters of the inspected board in order to aid the defect detection 
process. The second part consists of a defect detection module supported by image processing 
elements, as outlined in Figure 6.1. The image registration module employed hybrid GA (HGA) 
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which contains conventional GA with elitism and hill-climbing operation as local optimisation agent. 
The defect detection procedure utilises a combination of image processing operations such as fixed 
multi-thresholding, Sobel edge detection, image subtraction and noise filtering. Every inspected board 
will undergo the full process of the system in order to produce defect-free completed PCB. 
63 System testing 
The geometric transformations considered in this work vary from 0 to 359 degrees while the 
displacement values are between -10 and 10 pixels at both axis. The reference images used in the 
simulation are shown in Figure 6.2. Twenty samples of test images are created from these reference 
images. A few samples of the test images are shown in Figure 6.3. All the test images are transformed 
with known values and some of them have artificial defects such as missing components and open 
solder joints. The simulation is repeated for 20 times for every test image. Test images of type 1 
(Ti), type 2 (T2) and type 3 (T3) are created from the reference images shown in Figure 6.2(a), 
6.2(b) and 6.2(c) respectively. In the following experiment, the HGA parameters are: maximum 
generation is 200, population size is 50, crossover probability is 0.5, mutation probability is 0.01, 5 
percent of elitism and hill-climbing's limit of generation, I is 10. The following result on mean value 
is determined by calculating the average value of 20 independent runs. 
64 Performance analysis for real-time system 
Based on Figure 6.4, the HGA successfully finds a mean of maximum fitness between 0.89 to 0.99 
in all runs. Based on this finding, it is obvious that this specially-tailored HGA is well-suited to 
register high density PCBs accurately as produced by simulations on test images of type 1 and type 2. 
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(a) Type I 
	
(b) Type 2 
(c) type 3 
Figure 6.2: Reference images of different types of PCB 
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Figure 6.3: Samples of test images where each one is transformed using known values and some have 
artificial defect(s) 
119 













TiaTib Tic Tid T2a T2b T2c T2d T2e TO T2g T2h T3aT3b T3c T3d T3e T3f T3g T3h 
Test Images 
Figure 6.4: Performance on mean, 1L ,naxiinuin fitness in each test image simulation 
(a) Type 1 image 	 (b) Type 2 image 	 (C) Type 3 image 
Figure 6.5: Centre block image of every PCB type (40 x 40 pixels) 
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Test Images 
Figure 6.6: Performance on mean, i generation evaluations in each test image simulation 
Simulations on type 3 test images converge with slightly low fitness compared to other types of test 
images. This has been investigated and it has been discovered that the centre block of type 3 image 
that is used for fitness evaluations is lacking in features. The centre block image of every type of 
test images are shown in Figure 6.5. The image as shown in Figure 6.5(c) shows that the objects are 
too uniform compared to images in Figure 6.5(a) and Figure 6.5(b). It is known that a high-accuracy 
image registration will produce an image of overlapping area when the test image is subtracted from 
the reference image in defect detection procedure. 
Figure 6.6 shows mean generation of the search convergence in every test image. This ranges between 
13 to 23 generations. This implies a significant speed up when considering the amount of computation 
performed. Simulations on type 3 test images converges earlier compared to other test images and this 
may be one of the reasons for low maximum fitness found as presented earlier. 
[p4 










Figure 6.7: Samples of defect detected images after the whole operation respective to Figure 6.3. 
The overlapped area represented by the black area shows the accuracy of the image 
registration while the white objects detected are possible defects 
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Figure 6.8: Performance on mean, p computational time in each test image simulation 
Figure 6.7 shows samples of defect detected images obtained from the simulation. The white objects 
are the possible defects of missing components and open solder joints. Possible defects in any shapes 
and sizes detected are very clear to recognise and free from noise as long as the image is registered with 
high precision. This shows that the system is robust enough to locate the possible defects accurately 
but it needs to refer the reference image in order to classify the type of defects that has been located. 
The image registration using HGA is successful when the reference image overlaps correctly on the 
test image after image subtraction operation as represented by the black area in samples of defect 
detected images. The above example shows good qualitative registration results. Later, quantitative 
analysis of the overall accuracy of the defect detection over these samples will be discussed. 
Figure 6.8 depicts the mean computational time from 20 sets of simulations on every test image. 
Generally, every simulation consumes an acceptable computational time, which is suitable to be 
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Results (in percentage) PCB Type 1 PCB Type 2 PCB Type 3 
Correct defect detection 90 32 9 
Correct defect detection with low false alarm 1 39 0 
Correct defect detection with high false alarm 2 20 6 
Wrong defect detection 6 9 85 
Table 6.1: Results of defect detection 
implemented in a real-time visual inspection system. The computational time ranges from 40 to 450 
seconds. Type 1 test images take the longest time to register and to detect possible defects compared 
to type 2 and 3 due to the size of the image. Bigger images have more pixels to interpolate during 
image processing operations and this leads to longer processing time. 
The percentage of the defect detection results on total runs of every type of PCBs are shown in Table 
6.1. The results are categorised to four types of classifications based on visual interpretations on 
final output of every run. Correct defect detection category is the best and the most accurate results 
produced by the system, which makes it very easy to classify the types of defects. The rate of false 
alarm (i.e, accepted cases reported as non-accepted) is determined by the level of noise appear in the 
defect detected images. Low false alarm means the size of the noise is small and may be neglected 
during defect classification stage. More numbers and large sizes of noise are considered as high 
false alarm but will not affect the judgement in defect classification process. Wrong defect detection 
happens when the defect detected is inaccurate or the existing defects failed to be detected at all. 
The analysis shows that the results from PCB type 1 yield the highest correct defect detection results 
and lowest failure percentage in locating the defects. PCB type 2 gives nearly similar percentage on 
correct defect detection with low false alarm. Another 20 percent of the runs successfully detect the 
defects in high false alarm. It failed to recognise the defects in small number of runs. It is obvious that 
the PCB type 3 produced the worst results by giving 85 percent of wrong defect detection outcomes. 
This poor performance has been caused by low accuracy of image registration by HGA which has 
been explained earlier. 
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These findings proved that this HGA-based inspection system with novel combination of image 
processing operations is powerful enough to produce high accuracy image registration and 
subsequently robust enough to locate the existence of possible defects on inspected PCBs with low 
computational time. The HGA converges in short generation time but is capable in obtaining very 
high maximum fitness, which gives an accurate transformation parameters. The defect detection 
procedure produces excellent results in locating the defects with low noise due to the successful 
search by HGA. However, system testing on PCB type 3 shows poor performance in quantitative 
analysis due to the low density of the PCB layout. Nevertheless this may be avoidable since the 
majority of the manufactured PCBs today are very complex yet small in size. 
6.5 Conclusions 
The combination of all of the above-mentioned disciplines result in the implementation of a PCB 
inspection system using HGA to register inspected images, which facilitates the defect detection 
procedure in real time. The system has been tested on various types of PCB with various missing 
components and open solder joints defects, giving satisfactory results with few exceptional conditions. 
System testing in three types of PCB yield good overview of the developed system in terms of 
maximum fitness found by HGA, average generation time for HGA to converge, accuracy on defect 
detection and computational time required for the whole process to complete. Generally, HGA 
finds high maximum fitness in reasonable period of generation which gives high accuracy in image 
registration. HGA performed satisfactorily in image registration of PCB especially for high density 
PCB layout, which is placed arbitrarily on a conveyor belt during inspection. The registration process 
is crucial for the defect detection procedure that is based on pixel interpolation operations. Therefore, 
accurate image registration determine the success in defect detection procedure. The system operates 
in acceptable computing time which proves it can be implemented on real-time environment. 
This adaptive system is suitable for any type of PCB, without aid of CAD data and learning process. 
However, the system needs classification process to recognise the type of defect for decision making 
by the system itself or human operator. Currently, the system is able to detect missing components and 
125 
Integration of Defect Detection within the GA 
open solder joints in any shapes and any sizes. The observation shows that the current block matching 
used in HGA is not very successful in low density PCB, which causes high number of failure in 
detecting the defects. Our main objective is to demonstrate that the feasibility and the functionality of 
this inspection system has been achieved by producing these results. 
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7.1 Introduction 
This thesis has considered the use of GA for image registration to inspect PCB placed arbitrarily on 
a conveyor belt during inspection process. A specially-tailored GA for this application has been 
developed and evaluated against accuracy, computational time and reliability constraints. Novel 
defect detection procedure has been produced by combining a number of image processing functions 
including thresholding, Sobel edge-detection, image subtraction and noise elimination operations. 
The integration between GA-based image registration module and defect detection module has proven 
that the integration system has potential to be applied on real-time inspection in PCB manufacturing 
industries. 
The remainder of this chapter is organised as follows: Section 7.2 summarises the content of the thesis 
and identifies the contributions; in Section 7.3, the main achievements of this work is summarised; 
Section 7.4 draws conclusions from the work presented in this thesis, final remarks are described in 
Section 7.5 and limitations of this developed system is discussed in Section 7.6. 
72 Summary of thesis 
This thesis investigates the potential of a system integration of GA-based image registration and defect 
detection procedure that includes novel combination of image processing functions to be developed 
as a accurate, fast, reliable and flexible PCB inspection system. 
Chapter 2 gives an overview and discussion in details on the main topics considered in this work 
such as existing techniques in PCB AOl, image registration, GA, image processing operations and 
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types of PCB defects that usually investigated. The literature reviews highlight the importance of a 
PCB inspection system to be flexible, reliable, fast, accurate and low cost. Therefore, these essential 
requirements give beneficial guidance in selecting every operation and parameter settings involved in 
GA and defect detection procedure. Discussion on several types of PCB defects gives an overview of 
the popular defects that need to be solved. 
In Chapter 3, a basic framework of a specially-tailored GA-based image registration is presented. 
The structure and parameter settings of the GA is explained in detail with concise preliminary results 
are obtained using real PCB images. The experiments on this framework proves that GA has high 
potential in optimising image registration of whole PCBs placed arbitrarily on a conveyor belt during 
quality inspection in term of accuracy. However, the computational time is high which is impossible to 
be implemented in real time environment with regard to full image matching during fitness evaluation. 
The GA also needs an agent in local search space to speed up the search while improving the end 
solution. Hence, more enhancement work on the framework are needed in order to fulfil the main 
requirements of the expected PCB inspection system. 
Chapter 4 emphasised the enhancement work on the GA framework to improve the performance of 
the image registration framework. Gray-coded mutation, integer encoding, elitist selection schemes 
and GA hybridisation are the major studies in improving the GA performance in the chapter. Block 
matching algorithm and conversion to rotate-by shear operation also contributed to the improved 
results in the experiments by speeding up the registration process and decrease the loss of pixel's 
original information during rotation operation. By implementing all these enhancement work, the 
framework has produced significant improvement in accuracy, consistency of the findings which 
caused the level of reliability and reduction of computational time. This statement is supported by 
performing experiments on 1000 test images from three different types of real PCB images. 
Chapter 5 described the defect detection procedure based on a novel combination of image processing 
functions that developed specifically for this system. Four approaches have been tested with various 
segmentation techniques and different settings of image processing operations. Segmentation methods 
using fixed global multi-thresholding, adaptive bi-level thresholding and Sobel edge-detection are 
presented with different parameter values to obtain the most powerful settings for this application. 
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These four approaches are evaluated in terms of accuracy of defect detected with least image noise 
produced. Numerous types of component missing defects and open solder joint defects are tested 
using these four approaches. Experimental results demonstrate the ability of this novel defect 
detection procedure in detecting the tested types of defects correctly and in acceptable level of noise. 
Chapter 6 discussed the system integration structure which consists of the improved framework of 
GA-based image registration and the defect detection procedure that employed the best approach. 
More experiments are performed on the system using more samples from three types of PCB images 
with artificial defects. The findings indicate that the system is accurate, flexible and fast enough to 
inspect absence component defect and open solder joint defect in any size and shape on any type of 
PCB. The system performs more successfully in high density layout PCB due to the block matching 
operation at the centre of an image. Additional advantages offered by this system are no requirement 
for learning process and prior information except the image of reference board. 
73 Summary of achievements 
The main achievement of this work is the development of a specially-tailored GA-based image 
registratipn for whole PCBs placed arbitrarily on a conveyor belt during inspection process. A special 
defect detection procedure is produced to aid the image registration framework, which successfully 
detects absence component defects including open solder joints in any size and shape with good 
accuracy and in reasonable computational time. This indicates that the system integration has good 
potential to be implemented in real-time environment. System flexibility also has been met when the 
system is able to register the images of whole PCB and locate the physical defects on any type of PCB 
that has been tested. 
704 Conclusions 
This thesis proposed a system integration using a specially tailored GA- based image registration and 
a novel defect detection procedure which is able to recognise the existence of missing component 
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defect and open solder joint defect. 
From the work in Chapter 3, this thesis concludes that the GA has big potential in optimising the image 
registration of whole PCBs placed arbitrarily on a conveyor belt. The accuracy of transformation 
parameter estimation is high but the computational time gives a drawback to the framework to operate 
in real-time basis. The framework is developed based on a conventional GA which is suited for 
exploration capability but lacks in exploitation characteristics. Fitness evaluation using full image 
matching is also time consuming. Maximum fitness value is nearly impossible to be obtained 
corresponding to the high loss in pixels information of the studied images. 
From the studies and experiments in Chapter 4, this thesis concludes that the enhancement work done 
on the image registration framework is successful in producing accurate, reliable and fast performance. 
Major reduction of time is achieved by employing block matching algorithm and by hybridising GA 
and E with local search technique such as HC. The hybridisation also contributes to the consistency of 
the system to deliver the accurate results in every experiment. This thesis therefore concludes that the 
enhanced image registration framework is suitable enough to be integrated with the defect detection 
procedure for producing high quality inspection results in real-time. 
Based on the work presented in Chapter 5, this thesis concludes that a special combination of a number 
of image processing functions has good ability to detect missing component and open solder joint 
defect. It produces accurate location of the defect but not able to recognise the type of defect. 
From Chapter 6, this thesis concludes that a system integration between GA-based image registration 
and this novel defect detection has a big potential to be developed in real-time inspection system and 
delivered results as expected. 
75 Final remarks 
This work represents a step forward in the area of quality control in manufacturing inspection process 
in general and of PCB inspection in particular. The system testing has demonstrated the functionality 
and big potential of the developed GA-based image registration on inspection system with aid of 
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image processing functions. Better system evaluation may be produced by testing the system on 
broader range of PCB samples. 
76 Limitations 
This work is limited by a number of issues that can be resolved in the future. With consistent precise 
alignment by the GA, this system will always find the accurate defect detection results and the defect 
detection procedure can be improved by employing adaptive image processing operations. Studies 
on more types of defects will give more highlights to this developed system in order to compete with 
other existing systems. This system also need a good classification algorithm in order to verify the 
detected defects without any error. Better illumination environment is also essential for this system 
in delivering expected results. For improved view on potential of this system, experiments on more 
types of PCB has to be investigated in order to evaluate the flexibility offered by the system. 
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