Abstract. Linearized and nonlinear techniques are presented for determining estimates of parameter uncertainty within a two-dimensional iterative Born scheme. The scheme employs low frequency (<100 kHz) magnetic dipole sources in one well, and uses measurements of the vertical magnetic field in a second well to invert for the electrical conductivity distribution between the two boreholes. For computational efficiency a localized nonlinear approximation is employed to compute the sensitivity matrix. Parameter variance estimates are determined using an iterative Monte Carlo technique that assumes the data contain measurement noise, and that constraint assumptions imposed on the model are in error. The a posteriori model covariance matrix is determined statistically for the linearized technique by rerunning the last iteration of the nonlinear inversion N times, each time adding random errors to the data and constraints. The nonlinear approach involves rerunning the full inversion N times. Two oil field examples from California indicate that the linearized approach produces the same general pattern in the uncertainty estimates as the nonlinear estimation process. However, the linearized estimates are smaller in magnitude and show less spatial variation compared to the full nonlinear estimates, and the deviation between the two techniques increases as the contrast between the maximum and minimum conductivities within the inversion domain becomes greater.
Introduction
Great advances have been made over the last two decades in low-frequency (<100 kHz) electromagnetic (EM) inversion to image the subsurface electrical conductivity structure of the Earth. For the one-dimensional (1D) Earth-inversion problem, there have been many different methods proposed for estimating uncertainty in parameter estimates a posteriori (e.g., Parker 1980 , Oldenburg 1983 , Dosso and Oldenburg 1989 , 1991 , Sen et al 1993 . However, due to the increased computational nature of the two-and three-dimensional (2D and 3D) EM inverse problems, methods to appraise uncertainty of the resulting parameter estimates are just now becoming implemented. Oldenburg and Li (1999) estimate image uniqueness for DC resistivity arrays located on the surface of the Earth through a depth of exploration study. Their scheme requires running two successive inversions starting with different a priori conductivity models. Regions that show large changes between the two inversions have high uncertainty associated with them, while those that show little change are of lesser uncertainty. Alumbaugh and Newman (2000) take a more traditional approach of determining estimates of parameter standard deviations through the determination of the model covariance matrix (C M ) outlined by D L Alumbaugh Menke (1984) and Tarantola (1987) . In addition to using the standard analytical form for C M , they implement an iterative Monte Carlo approach as suggested by Materese (1993) . However they stress that their estimates are linearized about the final model of a nonlinear inversion problem, and thus may not take the full nonlinear inversion process into account. This paper builds on the work of Alumbaugh and Newman (2000) to analyse the differences between the linearized approach that they present for estimating non-uniqueness in conductivity images of the Earth's subsurface and that of the full nonlinear estimation problem as presented by Tarantola (1987) .
Monte Carlo covariance estimation for Maximum Likelihood inversion
The a posteriori model covariance matrix is an appraisal tool that estimates how data noise, and errors in the a priori assumptions about the model, are mapped into uncertainty in the parameter estimates (Menke 1984 , Tarantola 1987 , Meju 1994 . The traditional analytic form for C M evolved out of linear inverse theory such as that presented by Menke (1984) and Tarantola (1987) . For nonlinear problems it is often assumed that the same linear form can be employed (see, e.g., Meju 1994) . This is equivalent to linearizing about the final model in the nonlinear scheme, and determining the range of models that exist about this final result with the requirement that they fit the data to the desired error level. Thus, although a closed form solution exists for C M , it will exist only as a linear approximation. Tarantola (1987) also presents a Monte Carlo method for estimating the full nonlinear C M when employing the Maximum Likelihood formulation to solve the nonlinear inverse problem. To illustrate how this technique can be applied to the constrained inversion method presented here, let us first examine the expression given by Tarantola (1987) that is minimized when employing the Maximum Likelihood method. For easy comparison and reference, the notation employed here is the same as that used by Alumbaugh and Newman (2000) .
The function that is minimized by Tarantola (1987) to determine an appropriate model is given as
Here d is a vector containing the data, A (i) is the sensitivity matrix at the ith iteration which relates small perturbations of the model to perturbations in the predicted data and is determined through forward modelling, m (i) is the model vector at that same iteration and m 0 is the a priori or starting model.
The statistical nature of the Maximum Likelihood algorithm enters through the introduction of the C d and C m 0 matrices. C d is the data covariance matrix which describes how data noise is correlated between individual data points. If the noise is uncorrelated, then C d is diagonal with entries that are equal to the estimated data variances. If, however, the noise is correlated from one datum to another, C d is no longer diagonal as the off-diagonal components contain estimated data covariances. Similarly, C m 0 is the a priori model covariance matrix, which contains information about the correlation of the model parameters to one another. Tarantola and Valette (1982) suggest computing C m 0 by multiplying a spatially varying function such as an exponential or Gaussian by the uncertainty or variance in the a priori model estimates. That is,
where σ 2 m is the model variance and F is the correlation function. Examples of applying this approach to the low frequency EM inversion problem can be found in the work of Zhang et al (1995) and Yang and LaBrecque (1998) for 3D DC resistivity inversion, and in the work of Christensen (1997) for 2D inversion of time domain EM data collected on the Earth's surface. Note that the more diagonally dominant C m 0 becomes, the less adjacent parameters within the inversion domain will be correlated to one another.
To employ Tarantola's (1987) Monte Carlo method for nonlinear covariance estimation, equation (1) is altered slightly by adding two random number vectors that have zero mean:
Here ε n is a random number vector of a variance equal to that of the estimated data noise, and h n is a similar vector with a variance equal to σ 2 m , i.e. the uncertainty associated with the reference model m 0 . This expression is minimized with respect to m (i) to yield the expression for the updated model
The nonlinear inversion is then run N times, with each run employing a different ε n and h n . The mean of the resulting N model vectors yields the final model of the inversion process (m M ), and the nonlinear a posteriori covariance matrix can be calculated using the expression
where the 'nl' superscript designates 'nonlinear', and the m n are the N final models. Unfortunately this method for estimating covariance can be extremely time consuming as extensive forward modelling may be required during each iteration of each of the N nonlinear inversions. To circumvent this problem, Materese (1993) proposed linearizing about the final model (m f ) of a nonlinear inversion, and then rerunning the last iteration N times, each time employing new different ε n and h n . The covariance matrix is then determined as
where the lin superscript now designates 'linearized', and the m n represent the results from the N final iterations. The advantage of this method is that the forward modelling has to be performed only once before the Monte Carlo estimation routine begins, and thus it is much quicker. This is the technique employed by Alumbaugh and Newman (2000) to estimate uncertainty in 2D and 3D EM inversion. The purpose of this paper is then to analyse both of these approaches for 2D EM inversion and determine the validity of the linearized approach for the analysis of cross well EM data.
2D constrained inversion scheme
The inversion scheme employed in this analysis is the 2D scheme outlined by Alumbaugh and Morrison (1995a) that assumes a cylindrical symmetry about a borehole containing a vertical magnetic dipole (VMD) source. This scheme has been implemented rather than the two-and-a-half-dimensional (2.5D) scheme employed by Alumbaugh and Newman (2000) due to computational time constraints. As highlighted above, the nonlinear covariance estimation technique described by equation (5) requires running the full nonlinear inversion problem N times, where N can be several hundred iterations to ensure accurate results (this is discussed in more detail below). For the smaller of the two data sets presented in this paper, the 2.5D routine employed by Alumbaugh and Newman (2000) took approximately one day to run on a high end workstation. This corresponds to several hundred days of computing power to complete the nonlinear estimation process. On the other hand, the method presented by Alumbaugh and Morrison (1995a) takes approximately one hour to run on a Pentium PC. The efficiency arises from the forward modelling, and is due to (1) the cylindrical geometry imposed upon the model and (2) the 'localized nonlinear approximation' forward modelling scheme presented by Habashy et al (1993) and Torres-Verdín and Habashy (1994) that is employed. This efficiency provides a realistic time frame for computing all N nonlinear inversions, especially if multiple computers can be employed simultaneously.
One important limitation needs to be highlighted regarding the cylindrical symmetry that is employed within the inversion scheme. Although it provides for a computationally efficient computer algorithm, the well containing the source must be assumed to be vertical. If it is not vertical, then the entire inversion domain must be rotated such that the axis of the sourceborehole corresponds with the edge of the inversion mesh. The orientation of the receiver well is not as limited as the measured fields can be numerically computed as an appropriately weighted sum of horizontal and vertical magnetic field components. However, in the two cases presented below both the source and receiver wells were vertical thus minimizing any problems associated with orientation.
For most of the theoretical development of the constrained least-squares inversion scheme, the reader is referred to Alumbaugh and Morrison (1995a) . However, for completeness and ease in understanding the methods employed here, the minimization functional is rewritten in a form that is consistent with that above. This function, including the random number vectors that are required in the Monte Carlo estimation technique, can be written as
Note that m (i) is a vector containing the normalized model or object function, which is given as
and m 0 is the electrical conductivity of the background model which is assumed to be a homogeneous whole space. This background conductivity is estimated here by determining the mean value of apparent conductivity from induction logs that were collected in the two boreholes employed in the cross-well survey †. In equation (7), D represents the data weighting matrix, which is diagonal and consists of the inverse of the estimated data standard deviations. By quick comparison we see that D T D is equivalent to the inverse of the data covariance (1). For a thorough explanation of how the sensitivity matrix A (i) is computed, the reader is referred to equations (1)- (10) of Alumbaugh and Morrison (1995a) .
The main difference between this expression and that given in equation (1) is in the minimum structure constraints that are imposed through the second and third terms on the right-hand side of expression (7). Here the 'v' subscripts indicate those constraints that are being imposed on the model in the vertical direction, and the 'h' subscripts indicate constraints imposed on the model horizontally. The λ are tradeoff parameters which weight the constraint portions of the functional against the data portion, and the W are matrices of first-derivative operators that are applied to adjacent parameters in the model domain. As † The induction logs collected in the two wells (wells 1 and 2) consist of apparent conductivity values measured at different depths. The mean of these logs is given as
. Here N 1 and N 2 are the number of induction log data collected in wells 1 and 2, respectively, z 1i and z 2j are the depths at which each datum was taken and the σ a are the corresponding apparent conductivity values.
outlined by Alumbaugh and Newman (2000) , h is normally a zero vector in which case the constraints force the model to be 'flat', that is the slope between adjacent parameter values is forced to zero. However, when applying the Monte Carlo technique for uncertainty analysis, the h vectors are random with zero mean and a variance equal to 1/λ. Thus by adding these vectors to the function we not only assume that the data have errors present in them, but also that the assumption of the slope between adjacent model parameters being zero is in error, and the variance of that error is 1/λ.
Minimization of equation (7) with respect to the model yields the following expression:
To solve this expression at each iteration, the quadratic programming method of Fletcher and Jackson (1974) was employed to find the m (i) that satisfies equation (9) subject to upper and lower bounding constraints. The nonlinear and linearized uncertainty estimates are then computed using the method described by equations (5) and (6) above. As demonstrated by Alumbaugh and Morrison (1995b) , an appropriate choice of the upper and lower bounding constraints can dramatically improve the resolution of the 2D inversion results. However, using bounds that are either too high in the case of lower bounding constraints, or too low in the case of the upper bounding constraints, can cause artifacts to appear in the images. Here the upper and lower bounds were determined from the induction logs that were collected in the two wells employed in the cross-well survey. The lower bounds were chosen to be at least 50% lower than the lowest conductivity as measured by the well logs, and the upper bound at least 50% greater than the largest log conductivity.
For the linearized estimates, a standard desk-top PC provided the necessary computational power. However, for the nonlinear estimates, the University of Wisconsin's Condor system was employed. This system consists of a network of linked PCs and software that keeps track of idle versus busy processors (for more information the reader can download the manual at www.cs.wisc.edu/condor/downloads). The net result is that one is able to obtain access to a large number of machines simultaneously, which is ideal for Monte Carlo simulations.
A major factor that must be considered when completing these simulations is how many realizations (N ) are required to provide an accurate solution. Too few realizations will provide results that are not accurate, while applying too many will be computationally prohibitive. Tarantola (1987) provides an analytical method to determine the bounds on the accuracy and confidence levels of the solution given the number of realizations. Materese (1993) uses this technique to estimate that for N = 100 we can be 95% confident that the estimate of the covariance is within 25% of the actual value, and given N = 1000 the 95% confidence level is increased to 10%. However, this method for deriving the confidence levels does not take into account the ill posed nature of this particular inverse problem including the use of lowfrequency diffusive fields, the limited aperture single-component nature of the data and the fact that the data are collected only at a single frequency. Thus Alumbaugh and Newman (2000) take an empirical approach by running the solution for a few different N values and plotting the standard deviation estimates in the same format as the inversion images (this format is described in the next section). The standard deviation 'images' are then visually compared to each other as a function of N . It was found through this examination process that for N equal to a few hundred iterations (in that case 400) the estimates did not significantly change with an increasing number of realizations. This is the approach that is employed here, and the values of N that are employed were derived from a trial-and-error approach to minimize computational time while ensuring that further iterations did not cause significant changes in the results.
The last thing to consider about the estimation process is how the λ values were chosen. Rather than gradually reducing λ in some manner which is often done to yield the 'smoothest' model that fits the data (see, e.g., Constable et al 1987 , Oldenburg 1990 , Torres-Verdín and Habashy 1994 , Newman and Alumbaugh 1997 ), here we have chosen to employ constant values for the λ throughout the inversion procedure. λ v was determined by first computing the variance of the aforementioned induction log apparent conductivities against the mean value (m 0 ); λ v was then set equal to the inverse of this variance. Notice by comparison of this constrained inverse technique to the Maximum Likelihood method that λ v in equation (9) corresponds directly to the inverse of σ 2 m in equation (2). Thus using the variance in well log apparent conductivity in this manner to determine λ v appears to be directly correlated to the statistical inverse approach.
The λ h was chosen to be four times greater than λ v in order to provide for greater correlation in the horizontal direction. This particular λ h /λ v ratio was chosen through a trial and error process of rerunning the inversion for different ratios, and using the value that provided horizontal continuity of the conductivity structure between the wells that was expected given the known geology. Choosing λ h greater than λ v can also be correlated to the Maximum Likelihood formulation in that one could choose an F in equation (2) that has a horizontal correlation length that is greater than that of the vertical. Thus although these methods for choosing the tradeoff parameters are subjective, they are directly related to methods that could be employed to determine the corresponding parameters within the Maximum Likelihood method. More importantly, these methods were found to work well for both of the data sets examined here as they appear to provide an appropriate amount of both stability and resolution in the resulting images.
Examples
To demonstrate the similarities and differences between the linearized and nonlinear covariance estimation techniques, the procedures outlined above have been applied to two different crosswell EM data sets that were provided by ElectroMagnetic Instruments Inc. (EMI). The first data set was collected in the Lost Hills oil field in the Central Valley of California, and is a low-contrast example. The 'low-contrast' refers to the fact that induction logs collected in the interval of interest show relatively small conductivity variations about the mean value. Thus this is a situation where the linearized approximation should work fairly well. The second case is for a data set collected in a second, undisclosed Central Valley oil field. In this example the relative perturbations about the mean are larger than in the Lost Hills example, indicating larger conductivity contrasts, and a greater possibility of the linearized approach deviating from the full nonlinear solution.
The most common method of analysing C M is to plot the square root of the diagonal component, or variance, which yields an estimate of the standard deviation of each parameter. One can also analyse the off-diagonal entries of the matrix, which describe how different parameters within the image region correlate with one another. In the following examples, the uncertainty estimates are examined using both approaches. First the images themselves are plotted along with the estimated standard deviations in the same form for both the linearized and nonlinear estimation techniques. To analyse uncertainty throughout the entire inversion domain, the entire image region as well as an enlargement of that section immediately between the wells has been included. Next, the information that is present in the off-diagonal components of C M is briefly examined by plotting the 'cross-correlation' function for four individual points that have randomly been chosen. Each entry of the cross-correlation matrix is computed by normalizing the associated covariance estimate by its corresponding diagonal entries, i.e.,
Note that this will have a maximum value of unity along the diagonal. The correlation structure between a given parameter and the rest of the image domain can then be analysed by extracting the corresponding column (or row) from this matrix and plotting it in the same format as the image.
Lower-contrast example
The first case is from the Lost Hills oilfield (Patzek et al 2000) . The data were collected in 1997 for Bakersfield Energy Resources by EMI. The purpose of the survey was to provide a baseline conductivity image before water flood began such that the position of the flood could be monitored over time. A VMD source operating at 1 kHz was employed in one well and the vertical magnetic fields measured in a second well located approximately 86 m away from the first. Note that both wells were cased with fibreglass rather than steel, and thus any casing effects can be neglected. The geology across the interwell region consists of gently dipping (7 • ) interbedded oil sands and shales. The inversions were run using the following parameters. The data noise used to calculate D was estimated from repeatability measurements to be 1% of the maximum amplitude. A cell size of 5 m was employed, and a background conductivity of 0.7 S m −1 was determined as the mean value of apparent conductivity from the induction logs collected in the two wells. Note that the cell size is approximately 1 4 of the skin depth computed for the background conductivity. The variance about the mean was approximately 0.01 S m −1 , and thus λ v in equation (1) was set to 100. Note that the variance corresponds to a standard deviation of 0.1 S m −1 . This leads to the previous statement about this representing a 'low-contrast' example as the average perturbation (standard deviation) about the mean is much smaller than the mean itself. The lowest and largest apparent conductivity measurements obtained from the well logs were 0.30 and 1.3 S m −1 , respectively. Thus lower and upper bounds on conductivity were set at 0.1 and 10 S m −1 , respectively. Finally, for the covariance estimation, an N value of 800 iterations was employed, which again was determined from the trial-and-error process.
The image and covariance estimates that result from the linearized approach are given in figure 3 along with a spatially averaged version of the induction logs that were collected in each of the two wells. The averaged logs were determined by calculating the mean apparent conductivity value over 5 m 'windows' that correspond to the vertical location of cells within the inversion grid. Convergence in this case was achieved in five iterations after reducing an initial normalized error value from 21 to 1. Note in figure 3(a) that a fairly good match is achieved with the well logs. The low-conductivity oil zone towards the top is shown to dip gently to the right, and is underlain by higher-conductivity materials. Also notice that the scheme is trying to image additional resistive layers below 780 m depth that are apparent in the well logs; this is especially evident near the transmitter well. Artifacts also appear in this image, especially near the bottom of the receiver well. The artifacts are probably due to the geology not obeying the cylindrical assumptions employed in the inversion scheme.
The linearized parameter error estimates shown in figure 3(b) indicate that the region immediately between the sensors is well resolved, i.e. has lower error estimates than the regions above, below and outside the sensors. Notice that if these standard deviations are normalized by the conductivities within the model figure 3(a) , the error estimates fall between 3 and 5% of the parameter values. This agrees with the magnitude of the estimates produced by the 2.5D inversion scheme as reported by Alumbaugh and Newman (2000) . This is because the percentage error is so low that Alumbaugh and Newman (2000) speculated the linearization process might cause the values to be underestimated.
There are two additional topics to be noted about the results presented in figure 3(b) . First notice that immediately adjacent to the transmitter well the error estimates are greater than near the centre of the borehole region and/or near the receiver well. One would expect this region to have lower uncertainty estimates as the sensitivity of the data to the model for the cross-well configuration has been shown by Spies and Habashy (1995) to be greatest in the regions near the sources and receivers. This seemingly erroneous behaviour has been determined to be caused by the fact that we are coupling the cylindrical geometry with the minimization of the first-derivative constraint. Because there are no parameters to the 'left' of the transmitter borehole, the first column of cells within the image domain are not constrained horizontally in that direction. Thus during the Monte Carlo estimation these cells attain much larger variances to satisfy the conditions set by the random number vector, h h . One method for eliminating this artifact would be to constrain the model in cells immediately adjacent to the transmitter borehole to known conductivities derived from the well logs by employing very 'tight' bounds within the upper and lower bounding constraints.
A second interesting behaviour exists near the receiver well in figure 3 (b). Notice that there appears to be a periodic behaviour in the vertical direction where the standard deviations alternate between low and high values in a relative sense. The exact period of this variation is difficult to discern, although it appears to be approximately equal to either two receiver separations (12 m) or two cell dimensions (10 m). Thus this may be yielding information about the spatial Nyquist sampling frequency within the image shown in figure 3(a) .
The results produced by the nonlinear estimation technique are given in figure 4 . By comparing figure 4(a) with figure 3(a) it is apparent that at least from an imaging perspective, the linearized process provides as good an image as the nonlinear technique in this case. Also the main difference between the nonlinear covariance estimates in figure 4(b) and the linearized values in figure 3(b) is the scale; the nonlinear estimates are roughly twice the magnitude of the linearized values. However, the general pattern is much the same. This supports the hypothesis of Alumbaugh and Newman (2000) who stated that although the linearized estimates are low, the spatial variability will likely be similar to that of the nonlinear estimates.
The cross-correlation functions corresponding to four randomly chosen points are given in figure 1 for the linearized estimation technique, while figure 2 shows the nonlinear estimates. Notice that as was the case for the standard deviation estimates the linearized method tends to produce the same general characteristics as the nonlinear method. There is, however, one major difference as the nonlinear estimates (figures 2(c) and (d)) tend to exhibit greater correlation with regions relatively far away from the point of interest than do their linearized counterparts (figures 1(c) and (d)). However, these are broad regions of fairly low amplitude (amplitudes between 0.1 and 0.2, or 10 to 20% of the maximum) and therefore do not imply significant correlation structure. Also notice that the correlation length is greater in the horizontal direction than in the vertical. This is to be expected as the constraints were imposed such that λ h is four times greater than λ v .
Higher-contrast example
EMI measured a series of cross-well EM profiles at an undisclosed Central Valley oil field in autumn and winter of 1998. The survey was made as part of a pilot study where a series of technologies were applied to map residual oil saturation and determine factors that control steam and oil flow. The upper 600 m of the geologic section predominantly consists of sand with minor amounts of silt. At reservoir depths (120-420 m) the silts tend to separate reservoir sands into horizontally continuous compartments. Due to their young age and their depositional environment the sands and silts vary in thickness and orientation throughout the field.
The borehole induction conductivity logs for the site (see figure 5) are bipolar, reflecting lower-conductivity sands, (0.02-0.125 S m −1 ), and higher-conductivity intervening silts (0.125-0.5 S m −1 ). The main reservoir intervals are from 180 to 260 m and 280 to 335 m. Due to the low salinity of the native groundwater, the pore fluids in the sand layers (air, water, or oil) are not readily distinguishable from each other using the resistivity logs alone. Thus the higher- conductivity regions are produced either by the aforementioned silt, or higher temperatures that are the result of steam flooding.
The data were collected at a frequency of 760 Hz, and the inversions were run using the following parameters. The data noise was estimated from successive inversion runs to be 1.5% of the maximum data value, and again a cell size of 5 m was employed. A wholespace background conductivity of 0.21 S m −1 was determined from the mean of the two deep induction logs, and the variance about this mean was approximately 0.03 S m −1 . Therefore λ v in equation (1) was set to 30, and again λ h was set to be four times this value to provide horizontal correlation. Note that the variance corresponds to a standard deviation of 0.18 S m −1 . Thus the average perturbation is almost as large as the mean itself, and therefore this is considered to be a higher-contrast example. The lowest and highest apparent conductivity measurements obtained from the well logs were 0.016 and 1.2 S m −1 , respectively. Thus lower and upper bounds on conductivity were set at 0.01 and 10 S m −1 , respectively. The number of iterations employed in the Monte Carlo estimation techniques was N = 500.
The image and covariance estimates that result from using the linearized approach are shown in figure 5 . Convergence in this case was achieved in six iterations after reducing an initial normalized error value from eight to just over one. Note that the initial value of eight is lower than we would expect considering that this is a higher-contrast case, while for the lowercontrast case presented above the initial normalized error value was 25. This phenomenon can be explained by a close examination of what this initial error represents along with how the two data sets were normalized, i.e. how D in equation (9) was computed in each case. First of all, for the Lost Hills example the data noise were estimated to be 1% of the maximum amplitude found in the data, where here the noise estimate is 1.5%. Because D is composed of the inverse of these estimates, the Lost Hills data will inherently have a larger initial value than this second data set. Secondly, it is well known that the magnitude of the scattered magnetic fields that are measured in a low-frequency induction measurement like this increases as σf l 2 increases, where σ is the average or background conductivity, f is the frequency and l is the source-receiver, or well separation. A quick calculation using the values given above show that this product for the Lost Hills case is twice that of this second example. Thus, because the initial error is essentially computing the norm of the scattered fields, we would expect the Lost Hills example to start out with a larger value. Finally, as shown by Alumbaugh and Morrison (1995a) , data collected at large apertures are much smaller in magnitude compared to those values collected at zero aperture; here aperture is defined as the ratio between the vertical offset between a particular source and receiver, and the horizontal distance between the wells. Because this data set had many more large-aperture measurements (aperture >1.5) than the Lost Hills data, there will be many more data points that are small in relation to the maximum data magnitude. Thus when the norm or average error is computed, these numerous small values will cause it to be lower than in the Lost Hills case where smaller apertures were employed. When all of these effects are included simultaneously, it is easy to see how the initial error value for this data set is smaller than that computed for the Lost Hills data.
Note the excellent correspondence in figure 5 (a) between the averaged well logs and the image. The linearized parameter error estimates shown in figure 5(b) again indicate that the region immediately between the sensors is well resolved. However, notice in this case that the estimated errors are lower within the two main resistive zones than outside them. Thus in this case the error estimates are reflecting the geologic structure more than in the previous case. However, the lower uncertainty within these regions may also be due to the fact that the imaged conductivities are approaching the lower bounding constraints. This limits the full range of values that these parameters can achieve during the Monte Carlo exercise. Finally, note that, as was the case in the Lost Hills example, the region near the source well shows higher uncertainty than in the centre and near the receiver well, and that there exists a periodic behaviour vertically along the receiver well.
The results produced by the nonlinear estimation technique are given in figure 6 . By comparing figure 6(a) with figure 5(a) it is apparent that for this higher-contrast case slight differences appear in the images depending on which method is employed. This is especially true for the conductivity values that are recovered within the two resistive zones. The nonlinear technique does not underestimate the conductivity as much as the linearized method. Also notice that, in addition to producing higher standard deviation values, the nonlinear covariance estimates in figure 6(b) appear to show more structure. Both observations indicate that as the contrast between the model parameters grows, the linearized technique appears to fail in picking up the full nonlinear nature of the problem.
The cross-correlation function is plotted for four random points in figure 7 for the linearized method, and in figure 8 for the nonlinear estimation technique. In this case there appears to be a distinct difference between the two estimation techniques in that the nonlinear estimates exhibit smaller correlation lengths about the point of interest. That is, the number of cells to which a given parameter is strongly correlated appears to be less in the nonlinear estimates. This is especially true in the vertical direction. However, also notice that there does not seem to be the same long correlation scale present in the nonlinear estimates shown in figure 8 compared with the corresponding plots given in the Lost Hills example (figure 2). Thus by using just these two case studies alone it is difficult to draw any firm conclusions on how the cross-correlation estimates vary for the two different estimation techniques, and for different contrasts in the recovered parameters. Therefore this is left as a topic for future research.
Discussion and conclusions
In this paper linearized and nonlinear covariance estimation techniques have been examined for determining parameter uncertainty in iterative nonlinear EM inversion. Applying the techniques to two cross-well EM data sets shows that the main discrepancy between the two approaches is that the linearized method tends to underestimate the magnitude of the uncertainty. In addition, although the spatial pattern produced by the two different estimation techniques is much the same, as the contrast between the maximum parameter and mean parameter values within the image domain increases, slight differences begin to appear in these patterns. Unfortunately, for the limited cases presented here, it was difficult to determine any substantial differences in the correlation structure between adjacent parameters, and therefore this will be examined in more detail in the future.
Thus the question remains of how good the linearized estimation technique is compared with the nonlinear method, and whether full nonlinear estimation is worth the extra computational effort. For the results presented here the nonlinear method took approximately 40 times more computational power when compared with the linearized technique. Given the fact that the basic spatial patterns that are produced when both the standard deviations and the cross-correlation functions are plotted are approximately the same for the two techniques, it appears the linearized technique can be used to adequately estimate parameter uncertainty with much less computational effort than the nonlinear method. However, if the resulting uncertainty estimates are to be used in a quantitative manner, it must be recognized that the magnitude of the linearized uncertainty values will be too small by a factor of two to three, and that this disparity will increase with increasing contrast between parameter values in the inverse problem.
