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FRACTIONAL LAPLACIAN ON THE TORUS
LUZ RONCAL AND PABLO RAU´L STINGA
Abstract. We study the fractional Laplacian (−∆)σ/2 on the n-dimensional torus Tn, n ≥ 1. First,
we present a general extension problem that describes any fractional power Lγ , γ > 0, where L is
a general nonnegative selfadjoint operator defined in an L2-space. This generalizes to all γ > 0 and
to a large class of operators the previous known results by Caffarelli and Silvestre. In particular it
applies to the fractional Laplacian on the torus. The extension problem is used to prove interior and
boundary Harnack’s inequalities for (−∆)σ/2, when 0 < σ < 2. We deduce regularity estimates on
Ho¨lder, Lipschitz and Zygmund spaces. Finally, we obtain the pointwise integro-differential formula
for the operator. Our method is based on the semigroup language approach.
1. Introduction and statement of results
Very recently there has been an increasing interest in the study of nonlinear partial differential
equations involving fractional operators. Such problems arise naturally in applications like Fluid
Dynamics [3, 5, 9], Strange Kinetics and Anomalous Transport [12], Financial Mathematics [1, 13],
among many others. There are some issues in these nonlinear nonlocal fractional problems, not
covered by the general theory, in which tools like pointwise formulas, Ho¨lder estimates and Harnack’s
inequalities are needed [1, 3, 5, 13, 16, 18].
We develop a systematic study of the fractional powers of the Laplacian on the n-dimensional torus
Tn, n ≥ 1:
(−∆)σ/2 ≡ (−∆Tn)σ/2.
This operator arises in models with periodic boundary conditions, see for example [5, 9]. Our aim is
to prove Harnack’s inequalities, regularity estimates and pointwise formulas by using the semigroup
language approach.
For an integrable function f on Tn we write its multiple Fourier series expansion as
f(x) =
∑
ν∈Zn
cν(f)e
iν·x,
where the Fourier coefficient is defined as
cν(f) =
1
(2pi)n
∫
Tn
f(x)e−iν·x dx,
and x · ν = x1ν1 + · · ·+ xnνn, x ∈ Tn. The fractional Laplacian on the torus is given by
(1.1) (−∆)σ/2f(x) =
∑
ν∈Zn
|ν|σcν(f)eiν·x, x ∈ Tn, σ > 0.
This is a nonlocal operator when σ/2 is not an integer. Recall that in [2] L. Caffarelli and L. Silvestre
showed that the fractional Laplacian on Rn can be determined as an operator that maps a Dirichlet
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boundary condition to a Neumann-type condition via an extension problem. Namely, let u be the
solution to the boundary value problem{
∆Rnu+
1−σ
τ uτ + uττ = 0, in R
n × (0,∞),
u(x, 0) = f(x), on Rn.
Then there exists a constant cσ > 0 such that
− lim
τ→0+
τ1−σuτ (x, τ) = cσ(−∆Rn)σ/2f(x), x ∈ Rn.
In this paper we present an extension result for fractional operators Lγ , where γ is any noninteger
positive number.1 In particular, it applies to any higher power (−∆)σ/2, σ > 0.
Theorem 1.1 (Higher order extension problem). Let L be a nonnegative self-adjoint linear operator
on a Hilbert space L2(Ω). Let γ ∈ (0,∞) \ N, and let f be in the domain of Lγ . A solution u ∈
C∞((0,∞); Dom(L)) ∩ C([0,∞);L2(Ω)) of the extension problem
(1.2)
{
−Lxu+ 1−2γτ uτ + uττ = 0, in Ω× (0,∞),
u(x, 0) = f(x), on Ω,
is given by
(1.3) u(x, τ) =
τ2γ
4γΓ(γ)
∫ ∞
0
e−tLf(x) e−
τ2
4t
dt
t1+γ
,
and
(1.4) lim
τ→0+
τ1−2(γ−[γ])∂τ
(
(τ−1∂τ )[γ]u(x, τ)
)
= µγL
γf(x),
where [γ] is the integer part of γ and
µγ =
4γ−[γ]Γ(γ − [γ])
2(γ − [γ])Γ(−(γ − [γ])) ·
1
2[γ](γ − [γ])(γ − [γ] + 1) · · · (γ − 1) .
Notice that in [17] the Caffarelli–Silvestre extension problem was generalized to apply to fractional
operators Lγ , but only for 0 < γ < 1.
By using the extension problem, we can prove interior and boundary Harnack’s inequalities for the
fractional Laplacian on the torus when 0 < σ < 2.
Theorem 1.2 (Interior Harnack inequality). Let 0 < σ < 2 and let O ⊆ Tn be an open set. Fix a
compact subset K ⊂ O. There exists a positive constant C depending only on n, σ and K such that
sup
K
f ≤ C inf
K
f,
for all solutions to 
(−∆)σ/2f = 0, in L2(O),
f ≥ 0, on Tn
f ∈ Dom(−∆).
As a consequence, any solution f of the problem above is a Ho¨lder continuous function in K.
Theorem 1.3 (Boundary Harnack’s inequality). Let 0 < σ < 2 and f1, f2 ∈ Dom(−∆) be two
nonnegative functions on Tn. Suppose that (−∆)σ/2fj = 0 in L2(O), for some open set O ⊆ Tn. Let
x0 ∈ ∂O and assume that fj = 0 for all x ∈ Br(x0)∩Oc. Assume also that ∂O∩Br(x0) is a Lipschitz
graph in the direction of x1. Then, there is a constant C depending on O, x0, r, n and σ, but not on
f1 or f2, such that
sup
x∈O∩Br/2(x0)
f1(x)
f2(x)
≤ C inf
x∈O∩Br/2(x0)
f1(x)
f2(x)
.
Moreover, f1f2 is α-Ho¨lder continuous in O ∩Br/2(x0), for some universal 0 < α < 1.
1In this way we answer a question raised by Ricardo G. Dura´n about the description of higher-order fractional
Laplacians via an extension problem.
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We also analyze regularity properties of the fractional Laplacian on the torus on Ho¨lder, Lipschitz
and Zygmund spaces. Our idea is to characterize all these spaces of smooth functions with the heat
semigroup et∆, see Proposition 4.3. Then we can take advantage of the semigroup formula for the
fractional Laplacian on Tn:
(1.5) (−∆)σ/2f(x) = 1
Γ(−σ/2)
∫ ∞
0
(
et∆f(x)− f(x)) dt
t1+σ/2
, 0 < σ < 2.
Theorem 1.4 (Interaction with Ho¨lder spaces). Let α ∈ (0, 1] and 0 < σ < 2.
(1) Let f ∈ C0,α(Tn) and σ < α. Then (−∆)σ/2f ∈ C0,α−σ(Tn) and
‖(−∆)σ/2f‖C0,α−σ(Tn) ≤ C‖f‖C0,α(Tn).
(2) Let f ∈ C1,α(Tn) and σ < α. Then (−∆)σ/2f ∈ C1,α−σ(Tn) and
‖(−∆)σ/2f‖C1,α−σ(Tn) ≤ C‖f‖C1,α(Tn).
(3) Let f ∈ C1,α(Tn) and σ ≥ α, with α− σ + 1 6= 0. Then (−∆)σ/2f ∈ C0,α−σ+1(Tn) and
‖(−∆)σ/2f‖C0,α−σ+1(Tn) ≤ C‖f‖C1,α(Tn).
(4) Let f ∈ Ck,α(Tn) and assume that k + α − σ is not an integer. Then (−∆)σ/2f ∈ Cl,β(Tn),
where l is the integer part of k + α− σ and β = k + α− σ − l.
From (1.5) we can obtain pointwise formulas.
Theorem 1.5 (Pointwise formula). For 0 < σ < 2 we define the following positive kernel on Tn:
(1.6)
Kσ/2(x) :=
1
|Γ(−σ/2)|
∫ ∞
0
Wt(x)
dt
t1+σ/2
=
2σΓ(n+σ2 )
|Γ(−σ/2)|pin/2
∑
ν∈Zn
1
|x− 2piν|n+σ , x ∈ T
n, x 6= 0.
(1) Suppose that 0 < σ < 1. If f ∈ C0,σ+ε(Tn), for some ε > 0 such that 0 < σ + ε ≤ 1, then
(−∆)σ/2f is a continuous function and, for all x ∈ Tn,
(1.7) (−∆)σ/2f(x) =
∫
Tn
(f(x)− f(y))Kσ/2(x− y) dy.
The integral above is absolutely convergent.
(2) Suppose that 1 ≤ σ < 2. If f ∈ C1,σ+ε−1(Tn), for some ε > 0 such that 0 < σ + ε− 1 ≤ 1, then
(−∆)σ/2f is a continuous function and, for all x ∈ Tn,
(1.8)
(−∆)σ/2f(x) =
∫
Tn
(f(x)− f(y)−∇f(x) · (x− y))Kσ/2(x− y) dy
= P.V.
∫
Tn
(f(x)− f(y))Kσ/2(x− y) dy.
By using the nonlocal formulas (1.7) and (1.8), we show in Propositions 5.2 and 5.3 that
(1.9) lim
σ→0+
(−∆)σ/2f(x) = f(x)− 1
(2pi)n
∫
Tn
f(y) dy,
and
(1.10) lim
σ→2
(−∆)σ/2f(x) = −∆f(x),
in the pointwise sense for all x ∈ Tn. Observe the contrast of (1.9) with the case of the fractional
Laplacian on Rn, where limσ→0+(−∆Rn)σ/2f(x) = f(x), see [16, Proposition 2.5]. Notice that the
identities in (1.9) and (1.10) are obvious as limits in L2(Tn). Here we prove that the limits actually
hold in the pointwise sense for a large class of smooth functions. A crucial step is to compute all the
constants in the kernel Kσ/2(x) exactly.
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We would like to stress that the semigroup language we adopt here is the most adequate for our
purposes. In particular, it allows us to compute all the constants exactly, to study regularity properties
in a simple and general way and to have an explicit solution for the extension problem in terms of
the underlying semigroup. See also [16].
One may think in a fairly naive way that our results could be obtained by a mere periodization of
the results for the fractional Laplacian on Rn. In fact there are some initial obstructions with such an
idea. Notice that smooth or L2 functions on the torus cannot be identified with Schwartz class or L2
functions on Rn. The kernel of the fractional Laplacian on Rn is not integrable, so its “periodization”
in principle has just a formal meaning. Also, it is not clear that the fractional Laplacian acting on
periodic functions (that should be understood in some suitable sense) coincides with the fractional
Laplacian on the torus as defined with multiple Fourier series. On the other hand, the results on the
torus would depend on the known results of Rn already proved. In our recent paper [10] we addressed
all these questions. The present paper is self-contained and we build up the theory from scratch. We
do not stand on any previous results for the Euclidean case.
The structure of the paper is as follows. In Section 2 we focus on the generalization of the extension
problem to any positive power Lγ . The proofs of interior and boundary Harnack’s inequalities for
the fractional Laplacian on the torus are contained in Section 3. In Section 4 we prove the regularity
estimates of Theorem 1.4. Finally, in Section 5 the pointwise formulas of Theorem 1.5 and the limits
(1.9) and (1.10) are shown. Throughout this paper the letters c and C denote positive constants that
may change at each occurrence.
2. The general extension problem
Let L be a nonnegative densely defined self-adjoint operator on some space L2(Ω, dη) = L2(Ω).
To fix ideas, we take Ω to be an open subset of, say, Rn, n ≥ 1, and dη a positive measure on Ω.
Nevertheless, we can replace this assumption by a more general one, that is, we can take L to be
a normal operator acting on an abstract Hilbert space. Indeed, the main analytic tool we will use
in the proof is the spectral theorem. Hence, important examples like Laplace–Beltrami operators on
Riemannian manifolds or Lie groups, divergence form elliptic operators on domains of Rn, pseudo-
differential operators of even order, among others, are covered by Theorem 1.1. See also [16, 17, 18].
Under the assumptions above there is a unique resolution of the identity E, supported on the
spectrum of L, such that
〈Lf, g〉 =
∫ ∞
0
λ dEf,g(λ), f ∈ Dom(L), g ∈ L2(Ω).
Here dEf,g(λ) is a regular Borel complex measure of bounded variation. Throughout this section we
use the notation 〈f, g〉 = ∫
Ω
f(x)g(x) dη(x). The heat-diffusion semigroup generated by L is given by
〈e−tLf, g〉 =
∫ ∞
0
e−tλ dEf,g(λ), f, g ∈ L2(Ω), t ≥ 0.
Fix any γ > 0. The fractional operators Lγ are defined by
〈Lγf, g〉 =
∫ ∞
0
λγ dEf,g(λ), f ∈ Dom(Lγ), g ∈ L2(Ω),
with domain
Dom(Lγ) =
{
f ∈ L2(Ω) :
∫ ∞
0
λ2γ dEf,f (λ) <∞
}
⊃ Dom(L[γ]).
Proof of Theorem 1.1. As in [17], (1.3) means that u(·, τ) ∈ Dom(L) for any τ > 0 and
〈u(·, τ), g(·)〉 = τ
2γ
4γΓ(γ)
∫ ∞
0
〈e−tLf, g〉e− τ
2
4t
dt
t1+γ
,
for all g ∈ L2(Ω). It is proved in [17, Theorem 1.1] that, when 0 < γ < 1, the function u given in (1.3)
and interpreted as above, is well defined and satisfies (1.2) and (1.4). If we consider γ > 1 then it is
easy to see that u as in (1.3) is well defined and verifies (1.2). It remains to prove (1.4). We proceed
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by induction on [γ]. As we have just said, (1.4) is valid for [γ] = 0. Assume (1.4) for j < γ < j + 1,
j ∈ N. Take f ∈ Dom(Lγ+1) and g ∈ L2(Ω). Then
〈(τ−1∂τ )u(·, τ), g(·)〉 = 1
4(γ+1)Γ(γ + 1)
∫ ∞
0
〈e−tLf, g〉(τ−1∂τ )
(
τ2(γ+1)e−
τ2
4t
) dt
t1+(γ+1)
=
τ2γ
4γ+1Γ(γ + 1)
∫ ∞
0
〈e−tLf, g〉e− τ
2
4t
(
2(γ + 1)
t2+γ
− τ
2
2t3+γ
)
dt
=
−2τ2γ
4γ+1Γ(γ + 1)
∫ ∞
0
〈e−tLf, g〉∂t
(
e−
τ2
4t t−(1+γ)
)
dt
=
2
4γ
· τ
2γ
4γΓ(γ)
∫ ∞
0
〈e−tLLf, g〉e− τ
2
4t
dt
t1+γ
=:
1
2γ
〈v(·, τ), g(·)〉.
Observe that v is a solution to (1.2) with initial data v(x, 0) = Lf(x). By the induction hypothesis,
lim
τ→0+
〈τ1−2((γ+1)−(j+1))∂τ
(
(τ−1∂τ )j+1u(·, τ)
)
, g(·)〉
=
1
2γ
lim
τ→0+
〈τ1−2(γ−j)∂τ
(
(τ−1∂τ )jv(·, τ)
)
, g(·)〉
=
1
2γ
4γ−jΓ(γ − j)
2(γ − j)Γ(−(γ − j)) ·
1
2j(γ − j)(γ − j + 1) · · · (γ − 1) 〈L
γ(Lf), g〉
=
4(γ+1)−(j+1)Γ((γ + 1)− (j + 1))
2((γ + 1)− (j + 1))Γ(−((γ + 1)− (j + 1)))
× 1
2j+1((γ + 1)− (j + 1))((γ + 1)− (j + 1) + 1) · · · ((γ + 1)− 1) 〈L
γ+1f, g〉.

Remark 2.1. As in [17], more properties of this general extension problem could be established, like
Poisson formulas, fundamental solutions, Cauchy–Riemann equations, conjugate Poisson kernels and
Lp estimates.
Remark 2.2. We can push further the class of operators L for which Theorem 1.1 is valid. The most
general extension result we know holds for generators of integrated semigroups and can be found in
[8]. In particular, Theorem 1.1 of [8] applies for generators of semigroups in Banach spaces like Lp,
or operators with complex spectrum. Examples include fractional powers of i∆ or ∂3xxx. Moreover,
in [8], the case of complex powers Lγ , Re γ > 0, is considered.
3. Interior and boundary Harnack’s inequalities
In this section we apply the extension problem to prove interior and boundary Harnack’s inequalities
for (−∆)σ/2, 0 < σ < 2.
Consider the fundamental cube Qn := (−pi, pi]n. We identify the n-torus with Qn. Through this
identification, ∫
Tn
f(x) dx =
∫
Qn
f(x) dx.
In this way we have a natural way to identify Lp spaces on Tn, 1 ≤ p ≤ ∞.
For ν = (ν1, . . . , νn) ∈ Zn, set |ν| = (ν21 + · · · + ν2n)1/2. The heat semigroup generated by ∆ is
defined by
(3.1) et∆f(x) ≡ Ttf(x) :=
∑
ν∈Zn
e−t|ν|
2
cν(f)e
iν·x, f ∈ L2(Tn), t ≥ 0.
Then Ttf(x) is the solution of the heat equation ∂tv = ∆v in Tn × (0,∞), with initial condition
v(x, 0) = f(x) on Tn. We have the convolution formula
(3.2) Ttf(x) =
∫
Tn
Wt(x− y)f(y) dy, x ∈ Tn,
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where, for x ∈ Tn and t > 0, the heat kernel on Tn is given by
(3.3) Wt(x) =
1
(2pi)n
∑
ν∈Zn
e−t|ν|
2
eiν·x =
1
(4pit)n/2
∑
ν∈Zn
e−
|x−2piν|2
4t .
Let us see first that the extension problem for the fractional Laplacian on the torus admits a
classical solution. We show this by using the classical Fourier method.
Take f ∈ Dom(−∆). We first claim that a solution u : Tn × [0,∞)→ R to the extension problem
(1.2) for f can be written as
(3.4)
u(x, τ) =
τσ
4σ/2Γ(σ/2)
∫ ∞
0
et∆f(x)e−
τ2
4t
dt
t1+σ/2
=
τσ
4σ/2Γ(σ/2)
∑
ν∈Zn
cν(f)e
iν·x
∫ ∞
0
e−t|ν|
2
e−
τ2
4t
dt
t1+σ/2
.
Indeed, to see (3.4), observe that the series in (3.1) converges uniformly in x, because
∑
ν∈Zn
e−t|ν|
2 |cν(f)| ≤ ‖f‖L2(Tn)
(∑
ν∈Zn
e−2t|ν|
2
)1/2
≤ C‖f‖L2(Tn)
∑
k≥0
kne−2tk
2
1/2
≤ C‖f‖L2(Tn)t−n/2
∑
k≥0
e−ctk
2
1/2 ≤ C‖f‖L2(Tn)t−n/2−1/4.
Since ∫ ∞
0
∑
ν∈Zn
∣∣∣e−t|ν|2cν(f)e− τ24t ∣∣∣ dt
t1+σ/2
≤ Cf
∫ ∞
0
e−
τ2
4t t−n/2−1/4
dt
t1+σ/2
<∞,
Fubini’s theorem can be applied to obtain the second equality of (3.4).
Secondly, u(·, τ) ∈ C2(Tn), for every τ > 0. Indeed, for h > 0 and ej the j-th coordinate unit
vector in Zn, j = 1, . . . , n,
u(x+ hej , τ)− u(x, τ)
h
=
τσ
4σ/2Γ(σ/2)
∑
ν∈Zn
cν(f)
eiν·(x+hej) − eiν·x
h
∫ ∞
0
e−t|ν|
2
e−
τ2
4t
dt
t1+σ/2
.
As ∑
ν∈Zn
|cν(f)|
∫ ∞
0
|ν|e−t|ν|2e− τ
2
4t
dt
t1+σ/2
≤
∑
ν∈Zn
|cν(f)|
∫ ∞
0
e−
t|ν|2
2 e−
τ2
4t
dt
t1+(σ+1)/2
<∞,
by dominated convergence, u is differentiable with respect to x and the derivative can be taken inside
the series in (3.4). A similar argument for ∇xu shows that u(·, τ) ∈ C2(Tn).
Finally, let us see that, for µσ the constant in Theorem 1.1,
(3.5) ‖τ1−σuτ (x, τ)‖L2(Tn) → µσ/2‖(−∆)σ/2f‖L2(Tn), as τ → 0+.
To prove (3.5) we use (3.4), the cancelation∫ ∞
0
e−
τ2
4t
(
σ − τ
2
2t
)
dt
t1+σ/2
= 0, τ > 0,
and dominated convergence, as follows:
‖τ1−σuτ (x, τ)‖2L2(Tn) =
∑
ν∈Zn
|cν(f)|2
(
1
4σ/2Γ(σ/2)
∫ ∞
0
e−t|ν|
2
e−
τ2
4t
[
σ − τ
2
2t
]
dt
t1+σ/2
)2
=
∑
ν∈Zn
|cν(f)|2
(
1
4σ/2Γ(σ/2)
∫ ∞
0
(e−t|ν|
2 − 1)e− τ
2
4t
[
σ − τ
2
2t
]
dt
t1+σ/2
)2
−→
τ→0
∑
ν∈Zn
|cν(f)|2
(
σ
4σ/2Γ(σ/2)
∫ ∞
0
(e−t|ν|
2 − 1) dt
t1+σ/2
)2
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= C2σ/2
∑
ν∈Zn
|ν|2σ|cν(f)|2 = C2σ/2‖(−∆)σ/2f‖2L2(Tn).
Let us also note that if f ≥ 0 then u ≥ 0.
Proof of Theorem 1.2. Set u˜(x, τ) = u(x, |τ |), x ∈ Tn, τ ∈ R, where u is as in (3.4). Let us verify
that u˜ is a nonnegative weak solution of
(3.6) div(|τ |1−σ∇u˜) = 0, in C := O × (−R,R), R > 0.
Indeed, for any ϕ ∈ C∞c (O × (−R,R)) and δ > 0, by applying the divergence theorem,∫
C
|τ |1−σ∇u˜ · ∇ϕdx dτ =
∫
C∩{|τ |≥δ}
div(|τ |1−σϕ∇u˜) dx dτ +
∫
C∩{|τ |<δ}
|τ |1−σ∇u˜ · ∇ϕdx dτ
=
∫
O
ϕ(x, δ)δ1−σu˜τ (x, δ) dx+
∫
O×(−δ,δ)
|τ |1−σ∇u˜ · ∇ϕdx dτ.
The first term above is bounded by ‖ϕ‖L∞((−R,R);L2(O))‖δ1−σu˜τ (x, δ)‖L2(O), which tends to 0 as
δ → 0+ because of (3.5). As for the second term, we write ∇u˜ · ∇ϕ = ∑nk=1 ∂xk u˜∂xkϕ+ ∂τ u˜∂τϕ, so
the integral splits into
∑n
k=1 Jk + J . To deal with Jk, we see that, as f ∈ Dom(−∆), the derivative
∂xkf ∈ L2(Tn). Next we check that ‖∂xku(x, τ)‖L2(Tn) → ‖∂xkf‖L2(Tn), as τ → 0+. This is proved
by using (3.4), a change of variables and dominated convergence:
‖∂xku(x, τ)‖2L2(Tn) =
∑
ν∈Zn
ν2k |cν(f)|2
(
τσ
4σ/2Γ(σ/2)
∫ ∞
0
e−t|ν|
2
e−
τ2
4t
dt
t1+σ/2
)2
=
∑
ν∈Zn
ν2k |cν(f)|2
(
1
Γ(σ/2)
∫ ∞
0
e−
τ2
4s |ν|2e−s
ds
s1−σ/2
)2
−→
∑
ν∈Zn
ν2k |cν(f)|2 = ‖∂xkf‖2L2(Tn), as τ → 0+.
Thus there exists a constant C(f) such that ‖∂xk u˜(x, τ)‖L2(Tn) < C(f) for all sufficiently small τ .
Hence, |Jk| ≤ C(f, ϕ)δ2−σ → 0, as δ → 0. In order to estimate J , by using (3.5), there exists C such
that ‖|τ |1−σu˜τ (x, τ)‖L2(O) ≤ C for all sufficiently small τ . Therefore,
|J | ≤
∫ δ
−δ
‖|τ |1−σu˜τ (x, τ)‖L2(O)‖∂τϕ‖L2(O) dτ ≤ Cϕδ → 0, δ → 0.
Hence, u˜ is a nonnegative weak solution to (3.6) in C = O × (−R,R). The equation in (3.6) is a
degenerate elliptic equation with A2 weight |τ |1−σ. By applying Harnack’s inequality of [7, Theo-
rems 2.3.8 and 2.3.12] to u˜, we get the conclusions for f . 
Remark 3.1. In view of Theorems 1.1 and 1.2, a natural question that arises is how to apply the
extension problem to get interior Harnack’s inequality for (−∆)σ/2 with σ > 2. First, we must note
that some extra hypotheses on f should be added. Indeed, Harnack’s inequality for the biharmonic
operator (−∆Rn)2 holds if we also know that (−∆Rn)f ≥ 0, the counterexample being f(x) = x21 in
B2(0). Secondly, if σ > 2, the degeneracy weight in the extension equation div(τ
1−σ∇u) = 0 does
not belong to any Ap class and, up to our knowledge, Harnack’s inequality in this case is not known.
Proof of Theorem 1.3. We take r = 1/2, the proof for a general r > 0 is the same. Let u˜j(x, τ) =
uj(x, |τ |), where uj is the extension of fj as in Theorem 1.1. As in the proof of Theorem 1.2, u˜j
satisfies the degenerate elliptic equation div(|τ |1−σ∇u˜j) = 0 in the weak sense in O × R. Moreover,
u˜j verifies the equation in the weak sense in (Tn × R) \ {(x, 0) : x ∈ Oc} and u˜j(x, 0) = fj(x) for all
x ∈ Oc. Let us take a bilipschitz map Ψ : Tn → Tn that flattens ∂O ∩ B1/2(x0), that is, such that
Ψ(x0) = 0 and Ψ(O)∩B1/2(0) = {x1 > 0}∩B1/2(0). We can extend this map to O×R as a constant
in the variable τ . Then, the functions vj = u˜j ◦ Ψ−1 are also solutions of an equation in the same
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class, namely, div(|τ |1−σB∇vj) = 0 in (Tn × R) \ {(x, 0) : x ∈ Ψ(O)c}. Indeed, for any test function
ϕ ∈ C∞c (O), ∫
(∇xϕ)T∇xu˜j dx =
∫
(∇ψ)T (DΨ)T (DΨ)∇vj dz
detDΨ
,
where ψ(z) = ϕ(Ψ−1(z)) and DΨ denotes the Jacobian matrix of the transformation. Then matrix
B is (DΨ)T (DΨ)detDΨ , which is uniformly elliptic because Ψ is a bilipschitz transformation. See Figure 1.
B1/2(0) ∩ {x1 ≤ 0} Tn
x1
0
τ > 0
vj = 0
div(|τ |1−σB∇vj) = 0 except at the dashed line where vj = 0
Figure 1. The equation for vj
For (x, τ) = (x1, . . . , xn, τ) ∈ Tn×R we can write, by using polar coordinates, (x1, x2, . . . , xn, τ) =
(ρ cos θ, x2, . . . , xn, ρ sin θ), ρ > 0, θ ∈ (−pi, pi). Consider now the map
Φ : (Tn × R) \ {(x, 0) : x1 ≤ 0} → (Tn × R) ∩ {(x, τ) : x1 > 0} ,
defined to be constant in the variables x2, . . . , xn and such that
(ρ cos θ, x2, . . . , xn, ρ sin θ)
Φ7−→ (ρ cos θ2 , x2, . . . , xn, ρ sin θ2 ) =: (X1, x2, . . . , xn, Y ) =: (X,Y ).
We see that
DΦ =

∂ρX1 ∂x2X1 · · · ∂xnX1 ∂θX1
∂ρx2 ∂x2x2 ∂θx2
...
. . .
...
∂ρxn ∂xnxn ∂θxn
∂ρY ∂x2Y · · · ∂xnY ∂θY
 =

cos θ2 0 · · · 0 −ρ/2 sin θ2
0 1 0
...
. . .
...
0 1 0
sin θ2 0 · · · 0 ρ/2 cos θ2
 .
Therefore, if we denote by In the identity matrix of size n × n, (DΦ)T (DΦ) =
(
In 0
0 ρ2/4
)
.
Then, the singular values of DΦ are equal to one, except for the one in the direction of ∂θ, that
is ρ/2. Also, detDΦ = ρ/2 =
√
X21 + Y
2/2. Define wj = vj ◦ Φ−1, in Tn × R \ {(x, τ) : x1 ≤ 0}.
Then wj is a nonnegative weak solution of div(C∇wj) = 0, in B1/2(0) ∩ {(x, τ) : x1 > 0}. Here
C = (DΦ)TB(DΦ)detDΦ m(X,Y ), and m(X,Y ) =
∣∣ 2X1Y√
X21+Y
2
∣∣1−σ. See Figure 2.
The equation for wj above is a degenerate elliptic equation with A2 weight. Therefore, we can
apply the theory in [6, Section 2] to get boundary Harnack’s inequality
sup
B1/4(0)∩{(x,τ):x1>0}
w1
w2
≤ C inf
B1/4(0)∩{(x,τ):x1>0}
w1
w2
,
and the Ho¨lder continuity of w1/w2. Go back to u˜1 and u˜2 and restrict them to τ = 0 for the
conclusion. 
FRACTIONAL LAPLACIAN ON THE TORUS 9
B1/2(0) ∩ {x1 ≤ 0} Tn
x1
0
τ > 0
Φ
Φ div(C∇wj) = 0
wj = 0
Figure 2. The equation for wj
4. Regularity estimates in Ho¨lder spaces
Definition 4.1. Let β > 0 and k = [β/2] + 1. We define
Λβ(Tn) :=
{
f ∈ L∞(Tn) : ‖tk∂kt Ttf(x)‖L∞(Tn) ≤ Atβ/2, t > 0
}
.
We denote by [f ]Λβ(Tn) the least constant A appearing above. The norm in Λβ(Tn) is given by
‖f‖Λβ(Tn) = ‖f‖L∞(Tn) + [f ]Λβ(Tn).
Definition 4.2 (Ho¨lder spaces on Tn). Let 0 < α ≤ 1 and k ∈ N0. A real function f defined on Tn
belongs to the Ho¨lder space Ck,α(Tn), if f ∈ Ck(Tn) and
[Dγf ]Cα(Tn) := sup
x,y∈Tn
x 6=y
|Dγf(x)−Dγf(y)|
dist(x, y)α
<∞,
for each multi-index γ ∈ Nn0 such that |γ| = k. Here dist(x, y) is the geodesic distance from x to y on
Tn. The norm in Ck,α(Tn) is defined as usual.
In the following result we relate the spaces Λβ(Tn) with the Ho¨lder spaces Ck,α(Tn) and the
Zygmund class Λ∗.
Proposition 4.3. Let β > 0.
(i) Let f ∈ L∞(Tn) and k, ` > β/2 be two integers. Then the two conditions
‖tk∂kt Ttf‖L∞(Tn) ≤ Aktβ/2, ‖t`∂`tTtf‖L∞(Tn) ≤ A`tβ/2, for t > 0,
are equivalent. The least constants Ak and A` that satisfy the inequalities above are comparable.
(ii) Let 0 < β′ < β and f ∈ Λβ(Tn). Then f ∈ Λβ′(Tn) and
‖f‖Λβ′ (Tn) ≤ ‖f‖Λβ(Tn).
(iii) If 0 < β < 1 then Λβ(Tn) = C0,β(Tn), with equivalent norms.
(iv) We have Λ1(Tn) = Λ∗(Tn), the Zygmund class defined as the set of continuous functions f on
Tn such that |f(x+ h) + f(x− h)− 2f(x)| ≤ C|h|, for all x ∈ Tn and h ∈ Rn. The quantity
‖f‖Λ∗(Tn) = ‖f‖L∞(Tn) + sup|h|>0
‖f(x+ h) + f(x− h)− 2f(x)‖L∞(Tn)
|h| ,
is equivalent to ‖f‖Λ1(Tn). Consequently, C0,1(Tn)  Λ1(Tn) and ‖f‖Λ1(Tn) ≤ C‖f‖C0,1(Tn).
(v) If 1 < β < 2 then f ∈ Λβ(Tn) if and only if f is differentiable and ∇f ∈ Λβ−1(Tn). Moreover,
‖f‖Λβ(Tn) is equivalent to ‖f‖L∞(Tn) + ‖∇f‖Λβ−1(Tn). Similarly, Λ2(Tn) = {f : ∇f ∈ Λ∗(Tn)}.
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(vi) If β is not an integer, then Λβ(Tn) = C [β],β−[β](Tn) with equivalent norms. Similarly, for
β = j ∈ N, we have
Λj(Tn) =
{
f : Dkf ∈ Λ∗, for all k = (k1, . . . , kn) ∈ N0 such that k1 + · · ·+ kn = j
}
.
Proof. Note that (vi) follows from (iii)–(v) by iteration. Item (iii) of this proposition in the case
when Tn and Tt are replaced by Rn and the heat semigroup on Rn is already known. Though we
think (iii) belongs to the folklore, we provide a proof here for completeness.
(i) This is consequence of the semigroup property of Tt and the following simple estimate
(4.1) |∂ktWt(x)| ≤ Cn,k
∑
ν∈Zn
e−ck|x−2piν|
2/t
tn/2+k
.
Indeed, assume first that k > `. Then, with a computation as in (5.3),
|tk∂kt Ttf(x)| = |tk∂k−`t Tt/2(∂`tTt/2f)(x)| = tk
∣∣∣∣∫
Tn
∂k−`t Wt/2(x− y)∂`tTt/2f(y) dy
∣∣∣∣
≤ Ctk+β/2−`
∫
Qn
∑
ν∈Zn
e−c|x−y−2piν|
2/t
tn/2+k−`
dy = Ctβ/2.
Suppose now that k < `. Let m be the integer for which k < ` = k +m. Then,
|tk∂kt Ttf(x)| ≤ tk
∫ ∞
t
∫ ∞
s1
· · ·
∫ ∞
sm−1
∣∣∂m+ksm Tsmf(x)∣∣ dsm · · · ds2 ds1
≤ Ctk
∫ ∞
t
∫ ∞
s1
· · ·
∫ ∞
sm−1
sβ/2−(m+k)m dsm · · · ds2 ds1 = Ctβ/2.
The conclusion in (ii) follows from (i) and the observation that the estimate ‖tk∂kt Ttf(x)‖L∞(Tn) ≤
Atβ/2 is relevant only for t near zero (for t large we have a stronger inequality that follows from (4.1)).
For (iii), suppose that f ∈ Λβ(Tn). It is enough to show that for almost every x we have the
estimate |f(x + h) − f(x)| ≤ C|h|α, for all h. Indeed, a usual regularization argument (see [14,
p. 141]) gives the continuity of f and thus f ∈ C0,α(Tn). For almost every x we can write
|f(x)− f(x+ h)| ≤ |f(x)− T|h|2f(x)|+ |T|h|2f(x)− T|h|2f(x+ h)|+ |T|h|2f(x+ h)− f(x+ h)|.
Then, since T0f(x) = f(x), the first term above is bounded by∫ |h|2
0
|∂sTsf(x)| ds ≤ ‖f‖Λβ(Tn)
∫ |h|2
0
s−1+β/2 ds = C‖f‖Λβ(Tn)|h|β .
The third term is estimated analogously. For the second term, we need to show that
(4.2) ‖∇Ttf(·)‖L∞(Tn) ≤ C‖f‖Λβ(Tn)tβ/2−1/2.
We see that if (4.2) is true then the second term is bounded by
C sup
ξ
|∇T|h|2f(ξ)||h| ≤ C‖f‖Λβ(Tn)(|h|2)β/2−1/2|h| = C‖f‖Λβ(Tn)|h|β .
In order to prove (4.2), observe first that the simple estimate
|∇Wt(x)| ≤ C
∑
ν∈Zn
e−c|x−2piν|
2/t
tn/2+1/2
,
implies
(4.3) ‖∇Wt‖L1(Tn) ≤ Ct−1/2.
Since Wt = Wt1 ∗Wt2 , t = t1 + t2, tj > 0, we get Ttf(x) = Wt1 ∗ Tt2f(x). Taking t1 = t2 = t/2,
we have ∂t∇Ttf = ∇Wt/2 ∗ (∂sTsf)|s=t/2. In this way, (4.3) and the assumption ‖∂tTtf‖L∞(Tn) ≤
‖f‖Λβ(Tn)tβ/2−1 give
(4.4) ‖∂t∇Ttf‖L∞(Tn) ≤ C‖f‖Λβ(Tn)tβ/2−3/2.
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Nevertheless, ‖∇Ttf‖L∞(Tn) = ‖∇Wt ∗ f‖L∞(Tn) ≤ ‖∇Wt‖L1(Tn)‖f‖L∞(Tn) ≤ Ct−1/2‖f‖L∞(Tn).
Therefore ∇Ttf → 0 as t→∞, thus we can write ∇Ttf = −
∫∞
t
∂s∇Tsf ds. From here, and in view
of (4.4), we obtain (4.2).
Next let us assume that f ∈ C0,β(Tn). Clearly, from (5.3), we have ∫Tn ∂tWt(x) dx = 0. Thus,
using (4.1),
‖∂tTtf(x)‖L∞(Tn) ≤ C
∫
Tn
|∂tWt(h)||f(x+ h)− f(x)| dh
≤ C
∫
Qn
∑
ν∈Zn
e−c|h−2piν|
2/t
tn/2+1
|f(x+ h− 2piν)− f(x)| dh
≤ C‖f‖C0,β(Tn)
∫
Qn
∑
ν∈Zn
e−c|h−2piν|
2/t
tn/2+1
|h− 2piν|β dh
≤ C‖f‖C0,β(Tn)
∫
Qn
∑
ν∈Zn
e−c˜|h−2piν|
2/t
tn/2+1
tβ/2 dh = C‖f‖C0,β(Tn)tβ/2−1.
For the proof of (iv) we need the trivial facts that
∫
Tn ∂ttWt(x) dx = 0 and ∂ttWt(x) = ∂ttWt(−x).
With these, if f ∈ Λ∗(Tn), we see that
∂ttTtf(x) =
1
2
∫
Tn
∂ttWt(h)(f(x+ h) + f(x− h)− 2f(x)) dh,
and so, by (4.1),
‖∂ttTtf(x)‖L∞(Tn) ≤ C
∫
Qn
∑
ν∈Zn
e−c|h−2piν|
2/t
tn/2+2
|f(x+ h− 2piν) + f(x− h+ 2piν)− f(x)| dh
≤ C‖f‖Λ∗(Tn)
∫
Qn
∑
ν∈Zn
e−c|h−2piν|
2/t
tn/2+2
|h− 2piν| dh
≤ C‖f‖Λ∗(Tn)
∫
Qn
∑
ν∈Zn
e−c˜|h−2piν|
2/t
tn/2+2
t1/2 dh = C‖f‖Λ∗(Tn)t1/2−2.
In order to prove that Λ1(Tn) ⊂ Λ∗(Tn) in (iv), one can follow the ideas in [14, Chapter V, Section
4.3, Proposition 8], by taking the heat semigroup in Tn instead of the Poisson in Rn. Let us sketch
here the main steps. First we observe that, for a function F with two continuous derivatives,
(4.5) ‖F (x+ h) + F (x− h)− 2F (x)‖L∞(Tn) ≤ C|h|2‖D2F‖L∞(Tn).
By the inclusion Λ1(Tn) ⊂ Λα(Tn), for α < 1, proved in (ii), we have ‖∂tTtf(x)‖L∞(Tn) ≤ Ctα/2−1,
so, in particular, t‖∂tTtf(x)‖L∞(Tn) → 0, as t→ 0. Hence, we can write
(4.6) f(x) = T0f(x) =
∫ t
0
s∂ssTsf(x) ds− t∂tTtf(x) + Ttf(x).
However, by following an argument similar to the one in the proof of (iii), we can prove that
‖∂ttTtf(x)‖L∞(Tn) ≤ C‖f‖Λ1(Tn)t1/2−2 implies the estimates ‖D2Ttf‖L∞(Tn) ≤ C‖f‖Λ1(Tn)t−1/2,
and ‖∂tD2Ttf‖L∞(Tn) ≤ C‖f‖Λ1(Tn)t−3/2. Therefore, by plugging (4.6) into (4.5),
‖f(x+ h) + f(x− h)− 2f(x)‖L∞(Tn) ≤ C‖f‖Λ1(Tn)
[∫ t
0
ss1/2−2 ds+
(
t · t−3/2 + t−1/2)|h|2] .
Take t = |h|2 and the result follows.
Finally, (v) follows analogous ideas from [14, Chapter V, Section 4.3, Proposition 9]. Indeed, take
f ∈ Λβ(Tn). By using the same technique as in items (iii) and (iv) we have that ‖∂ttt∇Ttf‖L∞(Tn) ≤
Ctβ/2−3 implies the estimate ‖∂tt∇Ttf‖L∞(Tn) ≤ Ctβ/2−5/2. With this, we can prove that ∇f ∈
L∞(Tn) and f ∈ Λα−1(Tn) with the equivalence of the norms, just following the same steps as in [14,
Page 148]. The proof of the converse implication works in the same way. We omit further details. 
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It is easy to check that for any λ > 0 and 0 < σ < 2 we have the integral identity
λσ/2 =
1
Γ(−σ/2)
∫ ∞
0
(e−tλ − 1) dt
t1+σ/2
.
Plugging this into (1.1) with λ = |ν|2 and interchanging the summation with the integration, we get
(1.5) for f ∈ C∞(Tn). We take formula (1.5) as the definition of (−∆)σ/2f when f is a function in
the class Λβ(Tn). In fact, this is the correct definition, see Section 5. Taking into account Proposition
4.3, we readily see that Theorem 1.4 is a direct corollary of the following result.
Theorem 4.4. Let β > 0 and 0 < σ < 2 with σ < β. If f ∈ Λβ(Tn) then (−∆)σ/2f ∈ Λβ−σ(Tn),
and
‖(−∆)σ/2f‖Λβ−σ(Tn) ≤ C‖f‖Λβ(Tn).
Proof. Let f be in Λβ(Tn) and let 0 < σ < β. We first show that (−∆)σ/2f is bounded. Suppose
that β < 2. Then, by using (1.5),
|(−∆)σ/2f(x)| ≤ cσ
[∫ 1
0
∫ t
0
|∂sTsf(x)| ds dt
t1+σ/2
+ 2‖f‖L∞(Tn)
∫ ∞
1
dt
t1+σ/2
]
≤ Cσ
[
[f ]Λβ(Tn)
∫ 1
0
∫ t
0
sβ/2−1 ds
dt
t1+σ/2
+ ‖f‖L∞(Tn)
]
≤ Cσ‖f‖Λβ(Tn).
If β ≥ 2 then we pick σ < β′ < 2 ≤ β. By Proposition 4.3(ii), f ∈ Λβ′(Tn) and, by the computation
above, |(−∆)σ/2f(x)| ≤ Cσ‖f‖Λβ′ (Tn) ≤ Cσ‖f‖Λβ(Tn).
Secondly, we have to prove that
‖tk∂kt Tt(−∆)σ/2f(x)‖L∞(Tn) ≤ C‖f‖Λβ(Tn)t
β−σ
2 , for k =
[
β−σ
2
]
+ 1.
Suppose that 0 < σ < 1. By Remark 5.5,
(−∆)σ/2f(x) = 1
Γ(−σ/2)
∫ ∞
0
(
Tsf(x)− f(x)
) ds
s1+σ/2
=
1
Γ(−σ/2) (J1(x, t) + J2(x, t)) ,
where J1(x, t) denotes the part of the integral running from 0 to t. By using the semigroup property,
the hypothesis and Proposition 4.3(i),
|tk∂kt TtJ1(x, t)| =
∣∣∣∣tk∂kt Tt ∫ t
0
∫ s
0
∂rTrf(x) dr
ds
s1+σ/2
∣∣∣∣
≤ tk
∫ t
0
∫ s
0
∣∣∣∂k+1w Twf(x)∣∣w=t+r∣∣∣ dr dss1+σ/2
≤ tk‖f‖Λβ(Tn)
∫ t
0
∫ s
0
(t+ r)β/2−k−1dr
ds
s1+σ/2
= tβ/2‖f‖Λβ(Tn)
∫ t
0
∫ s/t
0
(1 + u)β/2−k−1 du
ds
s1+σ/2
≤ Ctβ/2‖f‖Λβ(Tn)
∫ t
0
s
t
ds
s1+σ/2
= C‖f‖Λβ(Tn)t
β−σ
2 .
On the other hand, by the semigroup property and Proposition 4.3(i),
|tk∂kt TtJ2(x, t)| ≤ tk
∫ ∞
t
∣∣∣∂kwTwf(x)∣∣w=t+s∣∣∣ dss1+σ/2 +
∫ ∞
t
∣∣tk∂kt Ttf(x)∣∣ dss1+σ/2
≤ C‖f‖Λβ(Tn)
(
tk
∫ ∞
t
(t+ s)β/2−k
ds
s1+σ/2
+ t
β−σ
2
)
= C‖f‖Λβ(Tn)t
β−σ
2
(∫ ∞
1
(1 + u)β/2−k
du
u1+σ/2
+ 1
)
= C‖f‖Λβ(Tn)t
β−σ
2 .
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Consider now the situation 1 ≤ σ < 2. We can write (−∆)σ/2f = (−∆)σ/2−1/2(−∆)1/2f =
(−∆)σ/2−1/2R∇f , where R = ∇(−∆)−1/2 are the Riesz transforms on Tn. Observe that, by Propo-
sition 4.3(v), if f ∈ Λβ(Tn), β > σ ≥ 1, then ∇f ∈ Λβ−1(Tn). Therefore, the result follows
from the boundedness of the Riesz transforms on the spaces Λγ(Tn), γ > 0, (see Zygmund [19,
Chapter III, (13.29)] for the one dimensional case, and Caldero´n–Zygmund [4, Theorem 11] for the
multidimensional case), and also from the case just proved above (0 < σ/2− 1/2 < 1). 
5. Pointwise formula for the fractional Laplacian on Tn
In this section we obtain the pointwise formula for (−∆)σ/2f(x) when f belongs to the Ho¨lder
spaces. We also prove the pointwise limits (1.9) and (1.10).
Let f ∈ C∞(Tn). For any N ∈ N there exists a constant CN,f such that |cν(f)| ≤ CN,f |ν|−N , for
all ν ∈ Zn, ν 6= 0. Therefore, the series that defines (−∆)σ/2f is absolutely convergent and it is a
C∞(Tn)-function. We also have the symmetry property 〈(−∆)σ/2f, g〉L2(Tn) = 〈f, (−∆)σ/2g〉L2(Tn),
g ∈ C∞(Tn). In fact, the series in (1.1) converges in L2(Tn) whenever f has the property that∑
ν∈Zn |ν|2σ |cν(f)|2 <∞, that is, when f is in the Sobolev space Hσ = Dom((−∆)σ/2). This allows
us to extend the definition of (−∆)σ/2 to this class.
Consider the test space C∞(Tn) endowed with the family of norms
‖φ‖2k := ‖(I−∆)kφ‖2L2(Tn) =
∑
ν∈Zn
(1 + |ν|2)k|cν(φ)|2, k ≥ 1,
A real linear functional S on C∞(Tn) is a periodic distribution if it satisfies the following continuity
property: if φj ∈ C∞(Tn), ‖φj‖k → 0 as j → ∞ for every k ∈ N, then S(φj) → 0. Note that if
f ∈ L1(Tn) then f defines a periodic distribution by f(φ) = ∫Tn fφ. See Schwartz [11, Chapter VII].
The fractional Laplacian on the torus is a continuous linear operator on C∞(Tn). We remark that
this is a difference with respect to the fractional Laplacian on Rn, which is not continuous on the
natural test space for the Fourier transform, namely, the Schwartz class S(Rn), see [13].
Lemma 5.1. Suppose that S is a continuous linear operator on C∞(Tn), such that 〈Sφ, ψ〉L2(Tn) =
〈φ, Sψ〉L2(Tn), for all φ, ψ ∈ C∞(Tn), and
Sφ(x) =
∫
Tn
(φ(x)− φ(y))K(x− y) dy, φ ∈ C∞(Tn), x ∈ Tn.
Assume that the kernel K above extends to a 2piZn-periodic function on Rn with
(5.1) |K(x)| ≤ Cn,γ|x|n+γ , x ∈ Qn,
for some 0 ≤ γ < 1. Let f ∈ C0,γ+ε(Tn), with 0 < γ + ε ≤ 1, ε > 0. Then Sf is well defined as a
periodic distribution and it coincides with the continuous function
(5.2) Sf(x) =
∫
Tn
(f(x)− f(y))K(x− y) dy, x ∈ Tn.
Proof. By (5.1) and the assumption on f , the integral in (5.2) is absolutely convergent. Indeed, for
each x ∈ Tn, ∫
Tn
|f(x)− f(y)||K(x− y)| dy ≤ C
∫
Qn
|x− y|ε−ndy <∞.
As f ∈ L1(Tn), we can define Sf as a periodic distribution by using the symmetry of S, that is,
(Sf)(φ) := f(Sφ) =
∫
Tn fSφ, φ ∈ C∞(Tn). Let fj(x) = T1/jf(x), j ∈ N, x ∈ Tn, where Tt is the heat
semigroup (3.2). It is well known that fj ∈ C∞(Tn) and that fj → f , j →∞, in Lp(Tn), 1 ≤ p ≤ ∞
(the latter is a consequence of [15, Chapter VII, Theorem 2.11]). It is easy to check that [fj ]Cγ+ε(Tn) ≤
[f ]Cγ+ε(Tn), for all j. Now, from the L
p(Tn)-convergence of fj to f , we can see that Sfj → Sf as
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periodic distributions, which is to say limj→∞(Sfj)(φ) = limj→∞
∫
Tn fjSφ =
∫
Tn f(Sφ) = (Sf)(φ),
for each φ ∈ C∞(Tn). Let η > 0 be arbitrary. There exists δ > 0 such that
Cn,γ [f ]Cγ+ε(Tn)
∫
|x−y|<δ, y∈Qn
|x− y|ε−n dy < η
3
.
Then, for all j,∣∣∣∣∣
∫
|x−y|<δ, y∈Tn
(fj(x)− fj(y))K(x− y) dy
∣∣∣∣∣+
∣∣∣∣∣
∫
|x−y|<δ, y∈Tn
(f(x)− f(y))K(x− y) dy
∣∣∣∣∣ < 23η.
On the other hand,∣∣∣∣∣
∫
|x−y|≥δ, y∈Tn
[(
fj(x)− fj(y)
)− (f(x)− f(y))]K(x− y) dy∣∣∣∣∣
≤ C |fj(x)− f(x)|+ C
(∫
Tn
|fj(y)− f(y)|2 dy
)1/2
≤ η
3
,
for all sufficiently large j, uniformly in x in a compact subset of Tn. Therefore, the right hand side
of (5.2) with fj converges uniformly on compact subsets of Tn to the right hand side of (5.2) with f ,
and the limit is a continuous function. By uniqueness of the limits, (5.2) holds. 
Proof of Theorem 1.5. The second identity in (1.6) follows from (3.3), Tonelli’s theorem and the
change of variables |x− 2piν|2/(4t) = s. Indeed,∫ ∞
0
Wt(x)
dt
t1+σ/2
=
∑
ν∈Zn
∫ ∞
0
e−
|x−2piν|2
4t
(4pit)n/2
dt
t1+σ/2
=
2σ
pin/2
(∫ ∞
0
e−ss
n+σ
2
ds
s
) ∑
ν∈Zn
1
|x− 2piν|n+σ .
To prove (1.7), suppose for the moment that f ∈ C∞(Tn). Recall that
(5.3) Tt1(x) = 1,
for all x ∈ Tn, t > 0. Then, by the formula with the heat semigroup in (1.5),
(5.4) (−∆)σ/2f(x) = 1|Γ(−σ/2)|
∫ ∞
0
∫
Tn
Wt(x− y)(f(x)− f(y)) dy dt
t1+σ/2
.
Since f ∈ C∞(Tn), by Tonelli’s theorem and (1.6),
(5.5)
∫ ∞
0
∫
Tn
|Wt(x− y)(f(x)− f(y))| dy dt
t1+σ/2
= C
∑
ν∈Zn
∫
Qn
|f(x)− f(y + 2piν)|
|x− y − 2piν|n+σ dy
= C
∑
ν∈Zn
∫
Qn−2piν
|f(x)− f(y)|
|x− y|n+σ dy = C
∫
Rn
|f(x)− f(y)|
|x− y|n+σ dy.
In the identities above we are identifying Tn with Qn and f with its periodic extension. The last
integral in (5.5) is absolutely convergent because the periodic extension of f is bounded (which gives
integrability at infinity) and Ho¨lder continuous (which gives integrability when x is close to y). Hence
we can apply Fubini’s theorem in (5.4) to obtain (1.7) for f ∈ C∞(Tn). Observe that for ν 6= 0 and
x ∈ Qn, |x− 2piν| ≥ 2pi|ν|/2, so
(5.6)
0 ≤ Kσ/2(x) ≤ 2
σΓ(n+σ2 )
|Γ(−σ/2)|pin/2
(
1
|x|n+σ +
∑
ν 6=0
1
|piν|n+σ
)
≤ 2
σΓ(n+σ2 )
σ|Γ(−σ/2)|pin/2
Cn
|x|n+σ , x ∈ Qn.
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We have just applied the asymptotic behavior to the Gamma function to see that∑
ν∈Zn\{0}
1
|ν|n+σ ≤ Cn
∞∑
k=1
1
k1+σ
Γ(k + n)
Γ(k)kn
≤ Cn
∞∑
k=1
1
k1+σ
≤ Cnσ−1.
Therefore we can apply Lemma 5.1 to get (1.7) and the continuity of (−∆)σ/2f for f ∈ C0,σ+ε(Tn).
Now we establish (1.8). Suppose again that f ∈ C∞(Tn). Using (1.5) and (5.3),
(−∆)σ/2f(x) = 1−Γ(−σ/2)
∫ ∞
0
∫
Tn
(f(x)− f(y))Wt(x− y) dy dt
t1+σ/2
=
1
−Γ(−σ/2)
∫ ∞
0
∫
Qn
(f(x)− f(x− z))Wt(z) dz dt
t1+σ/2
=
1
−Γ(−σ/2)
∫ ∞
0
∫
Qn
(f(x)− f(x− z)−∇f(x) · z)Wt(z) dz dt
t1+σ/2
,
where in the last identity we applied that
∫
Qn
ziWt(z) dz = 0, for all i = 1, . . . , n. Since f ∈
C1,σ+ε−1(Tn), we have that |f(x)− f(x− z)−∇f(x) · z| ≤ C‖f‖C1,σ+ε−1(Tn)|z|σ+ε. This and a
computation parallel to (5.5) allow us to see that the double integral above is absolutely convergent.
Therefore, for smooth functions f ,
(−∆)σ/2f(x) =
∫
Tn
(f(x)− f(y)−∇f(x) · (x− y))Kσ/2(x− y) dy.
with Kσ/2(x) as in (1.6). Noticing that the approximation argument in the proof of Lemma 5.1 can
be applied also here –one just has to carry on the gradient in the computations–, we get the identity
above for any f ∈ C1,σ+ε−1(Tn), and the integral is absolutely convergent. For the principal value,
note that
∫
Qn
ziK
σ/2(z) dz = 0. 
We now consider the pointwise limits (1.9) and (1.10). It can be easily checked that
(5.7)
(σ − 2)−1
Γ(−σ/2) →
1
2
, as σ → 2−, −2/σ
Γ(−σ/2) → 1, as σ → 0
+.
Proposition 5.2. Let f ∈ C0,α(Tn), for some 0 < α ≤ 1. Then, for each x ∈ Tn,
lim
σ→0+
(−∆)σ/2f(x) = f(x)− 1
(2pi)n
∫
Tn
f(y) dy.
Proof. We must check that
(−∆)σ/2f(x)− f(x) + 1
(2pi)n
∫
Tn
f(y) dy =
∫
Tn
(f(x)− f(y))
[
Kσ/2(x− y)− 1
(2pi)n
]
dy → 0,
as σ → 0+. Take any 0 < σ < α. Let us call dσ := −1/Γ(−σ/2) > 0. By (1.6),
(5.8)
Kσ/2(x)− 1
(2pi)n
= dσ
∫ 1
0
Wt(x)
dt
t1+σ/2
+ dσ
∫ ∞
1
Wt(x)
dt
t1+σ/2
− 1
(2pi)n
= dσ
∫ 1
0
Wt(x)
dt
t1+σ/2
+ dσ
∫ ∞
1
(
Wt(x)− 1
(2pi)n
)
dt
t1+σ/2
+
1
(2pi)n
(
2dσ
σ
− 1
)
=: Iσ + IIσ + IIIσ.
As at the beginning of the proof of Theorem 1.5,
0 ≤ Iσ = dσ 2
σ
pin/2
∑
ν∈Zn
(∫ ∞
|x−2piν|2/4
e−ss
n+σ
2
ds
s
)
1
|x− 2piν|n+σ
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≤ dσ 2
σ
pin/2
(∫ ∞
0
e−s/2s
n+σ
2
ds
s
) ∑
ν∈Zn
e−c|x−2piν|
2
|x− 2piν|n+σ
= dσ
2
n+3σ
2 Γ(n+σ2 )
pin/2
∑
ν∈Zn
e−c|x−2piν|
2
|x− 2piν|n+σ .
The constant in front of the sum above behaves like σ/2 as σ → 0+, see (5.7). For IIσ(x) note that,
from (3.3), the Fourier coefficient of Wt(x) corresponding to the zero eigenvalue ν = (0, . . . , 0) is
exactly 1(2pi)n . Then, using that for nonzero ν we have |ν| ≥ 1,∣∣∣∣Wt(x)− 1(2pi)n
∣∣∣∣ ≤ C ∑
ν∈Zn\{0}
e−t|ν|
2 ≤ Ce−t/2
∑
ν∈Zn\{0}
e−t|ν|
2/2 ≤ Cne−t/2, t ≥ 1.
Hence, for a constant C independent of σ,
|IIσ| ≤ cσC
∫ ∞
1
e−t/2 dt = dσC.
This estimate and (5.7) give that IIσ → 0 as σ → 0+. Also, IIIσ → 0 as σ → 0+ because of (5.7).
Collecting terms in (5.8),∫
Tn
|f(x)− f(y)|
∣∣∣∣Kσ/2(x− y)− 1(2pi)n
∣∣∣∣ dy
≤ dσ
2
n+3σ
2 Γ(n+σ2 )
pin/2
∫
Tn
|f(x)− f(y)|
[∑
ν∈Zn
e−c|x−y−2piν|
2
|x− y − 2piν|n+σ
]
dy + ‖f‖L∞(Tn)F (σ),
where F (σ) is a function of σ (containing the bounds for the IIσ and IIIσ) that tends to 0 as σ → 0+.
Also, the first term above goes to 0 as σ → 0+. Indeed, by the smoothness of f and (5.7),
dσ
∫
Tn
|f(x)− f(y)|
[∑
ν∈Zn
e−c|x−y−2piν|
2
|x− y − 2piν|n+σ
]
dy ≤ dσCf
∑
ν∈Zn
∫
Qn
|x− y − 2piν|α
|x− y − 2piν|n+σ e
−c|x−y−2piν|2dy
= dσCf
∫
Rn
e−c|x−y|
2
|x− y|n+σ−α dy = dσCf
Γ(
α−σ
2 )
2 → 0, as σ → 0+.

Proposition 5.3. Let f ∈ C2(Tn). Then, for each x ∈ Tn,
lim
σ→2−
(−∆)σ/2f(x) = −∆f(x).
Proof. Recall the pointwise formula (1.8) in Theorem 1.5. To shorten the notation, we let Rf(x, z) :=
f(x+ z)− f(x)−∇f(x) · z, and sin ( z2) := ( sin z12 , . . . , sin zn2 ). Then, for any 1 ≤ σ < 2,
(−∆)σ/2f(x) = −
∫
Tn
(
Rf(x, z)− 12zTD2f(x)z
)
Kσ/2(z) dz
−
∫
Tn
(
1
2z
TD2f(x)z − 2 sin ( z2)TD2f(x) sin ( z2))Kσ/2(z) dz
− 2
∫
Tn
sin
(
z
2
)T
D2f(x) sin
(
z
2
)
Kσ/2(z) dz
=: J1,σ + J2,σ + J3,σ.
Let us show first that J1,σ and J2,σ tend to 0 as σ → 2−. Let ε be any positive number. Since
f ∈ C2(Tn), there exists δ = δ(ε) > 0 such that ∣∣D2f(x)−D2f(y)∣∣ < ε for all y ∈ Tn with
|x− y| < δ. Hence ∣∣Rf(x, z)− 12zTD2f(x)z∣∣ ≤ Cn,f |z|2 ε, if |z| < δ. Then, by (5.6) and (5.7),
|J1,σ| ≤
Cn,f2
σΓ(n+σ2 )
|Γ(−σ/2)|pin/2σ
[
ε
∫
|z|<δ, z∈Qn
|z|2−n−σ dz +
∫
|z|>δ, z∈Qn
|z|−n−σ dz
]
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≤ Cn,f2
σΓ(n+σ2 )
|Γ(−σ/2)|pin/2σ
[
δ2−σε
(2− σ) +
1
σδσ
]
→ Cε, as σ → 2−.
Since ε was arbitrary, J1,σ → 0 as σ → 2−. Let us continue with J2,σ. We have
J2,σ = −
n∑
i=1
∂2f
∂x2i
(x)
∫
Tn
(
1
2
z2i − 2 sin2
(
zi
2
))
Kσ/2(z) dz.
By using the Maclaurin series of cos zi and (5.6),
|J2,σ| ≤ Cn,f
∫
Tn
∣∣∣∣12z2i − 1 + cos zi
∣∣∣∣Kσ/2(z) dz
≤ Cn,f2
σΓ(n+σ2 )
|Γ(−σ/2)|pin/2σ
∫
Qn
|z|4−n−σ dz ≤ Cn,f2
σΓ(n+σ2 )
|Γ(−σ/2)|pin/2σ(4− σ)
and, due to (5.7), the last expression tends to 0 as σ → 2−. We finally prove that J3,σ = −∆f(x). By
taking into account (1.6), (3.3), Tonelli’s theorem and the orthogonality of the trigonometric system
on the torus,
J3,σ = −2
n∑
i=1
∂2f
∂x2i
(x)
∫
Tn
sin2
(
zi
2
)
Kσ/2(z) dz
=
2∆f(x)
Γ(−σ/2)
∫ ∞
0
∫
Tn
sin2
(
z1
2
)
Wt(z) dz
dt
t1+σ/2
=
2∆f(x)
Γ(−σ/2)(2pi)n
∫ ∞
0
∫
Tn
sin2
(
z1
2
) [∑
ν∈Zn
e−t|ν|
2
eiν·z
]
dz
dt
t1+σ/2
=
2n+1∆f(x)
Γ(−σ/2)(2pi)n
∫ ∞
0
∫
Tn
(
1− cos z1
2
) n∏
k=1
(
1
2
+
∑
νk∈N
e−tν
2
k cos νkzk
)
dz
dt
t1+σ/2
=
2n+1∆f(x)
Γ(−σ/2)(2pi)n
∫ ∞
0
∫
Tn
1
2n
(
1
2
− e−t cos2 z1
)
dz
dt
t1+σ/2
=
∆f(x)
Γ(−σ/2)
∫ ∞
0
(
1− e−t) dt
t1+σ/2
= −∆f(x).

Remark 5.4. When f ∈ C2,α(Tn), 0 < α ≤ 1, we also have limσ→2+(−∆)σ/2f(x) = −∆f(x).
Indeed, for 2 < σ < 3 we can write σ = 2 +  for some  > 0. Then, by Proposition 5.2,
lim
σ→2+
(−∆)σ/2f(x) = lim
→0+
(−∆)/2(−∆)f(x) = (−∆)f(x)− 1
(2pi)n
∫
Tn
(−∆)f(y) dy = −∆f(x).
This and Proposition 5.3 yield (1.10).
Remark 5.5. Under the hypothesis of Theorem 1.5, formula (1.5) holds for functions f in Λβ(Tn).
Indeed, just write down the kernel in (1.7) and (1.8) in terms of the heat kernel and apply Fubini’s
theorem, by taking into account that
∫
Qn
(x− y)Wt(x− y) dy = 0 in the second case.
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