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One of the main features of the adaptive filters is its ability to track the variations
in the underlaying signal statistics. This is due to the fact that they are relying on
the instantaneous data, the statistical properties of the error signal and the weight
vector of the adaptive filter will react to these variations in the input signal proper-
ties. In this thesis, the tracking analysis of -NLMS algorithm and leaky -NLMS
algorithm are investigated in a nonstationary environments, the environment is
characterized by a first order autoregressive model and the filter input is assumed
to be correlated gaussian, A closed form EMSE expression is derived for both
algorithms by relying on energy conservation and weighted energy conservation
relations, Finally, simulation results show a great match between the analytical
and the simulation results especially in the slow changable environments.
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 ةــالــــص الرســملخ
 
 يحًٕد جًبل يحًٕد عُكيش  : الاسى
 ykaeL(ٔ خٕاسصييت ) SMLN-e(ححهيم خبصيت انخخبع نكم يٍ خٕاسصييت  :عُٕاٌ انذساست
 .انًذخلاث عهٗ ششط اسحببط جبٔط عُذيب حكٌٕ) SMLN-e
 .ُْذست الاحصبلاث :انخخصص
 2213يُبيش  :حبسيخ انخخشج
 
احذٖ اْى انًًيضاث انخبصت ببنًُقحبث انًخكيفت ْٕ قذسحٓب عهٗ عًم حخبع نهخغيشاث 
ْٔزا كهّ يشجع انٗ حقيقت اٌ ْزِ . انحبصهت في خصبئص الاشبسة انكٓشببئيت
انخصبئص الاحصبئيت لاشبسة انخطأ , انًُقحبث حعخًذ عهٗ انًعهٕيبث انهحظيت
ببلاضبفت انٗ يخجّ انٕصٌ ٔانخي بذٔسْب حقٕو ببلاسخجببت نٓزِ انخغيشاث انحبصهت في 
 .خصبئص الاشبسة انكٓشببئيت
 SMLN-eسٕف َقٕو بذساست ححهيم قذسة انخخبع نخٕاسصييت , في ْزِ انشسبنت
قًُب  .ٔرنك ضًٍ انبيئت انًخغيشة يع انضيٍ SMLN-e ykaelٔخٕاسصييت 
يذخلاث . ببعطبء ٔصف نٓزِ انبيئت ٔرنك اعخًبدا عهٗ ًَٕرج الاَحذاس انزاحي
اضبفت انٗ رنك فبٌ ْزِ , انًُقحبث حى اعخببسْب عهٗ آَب عهٗ ششط اسحببط جبٔط
انًخعهق ) ESME(فبئض يخٕسط يشبع انخطأ انشسبنت حقذو اشخقبقب بصيغت يغهقت ن
-eعلاقت حفظ انطبقت في حبنت خٕاسصييت  سصييخيٍ ٔرنك ببلاعخًبد عهٗابكلا انخٕ
 .SMLN-e ykaelٔعلاقت حفظ انطبقت انًٕصَٔت في حبنت خٕاسصييت  SMLN
في خخبو انشسبنت كبَج َخبئج انًحبكبة يخطببقت بشكم كبيش يع انعلاقبث انخي حى 
  .اشخقبقٓب ٔخبصت في انبيئت راث انخغيش انبطيء يع انضيٍ
Nomenclature
Abbreviations
SNR : Signal to Noise Ratio
AWGN : Additive white Gaussian noise
xii
Notations
(.)H : Hermitian transpose
‖.‖ : Euclidean Norm
Tr(.) : Trace of a matrix
Tra(.) : Normalized trace of a matrix
N(m,R) : Gaussian random variable with a mean m and
a auto-correlation matrix R
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CHAPTER 1
INTRODUCTION
Adaptive systems are playing a very important role in the development of modern
communications. The concept of adaptive filtering is considered as an significant
part of the statistical signal processing. Actually, Adaptive filter provides us
with the attractive solution to the problem of processing or detecting a signal
which results from an unknown statistics of an environment. In addition to that,
Adaptive filters and systems are considered to be extremely effective in achieving
high reliability, high quality, and high efficiency of around-the-world ubiquitous
telecommunication services. Thus, adaptive filters are successfully applied in such
diverse fields as noise cancellation [2], linear prediction [3], equalization [1], and
in system identification [4],[5].
The two well known algorithms for adaptive filters in the literature are the
Least Mean Squares (LMS) [4], [6] and the Recursive Least Squares (RLS)[4]
algorithms.
The RLS algorithm basically depends on updating the inverse of the covari-
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ance matrix which has a size L × L (L is the filter’s length), therefore, its order
of computational complexity is O(L2). In order to reduce the RLS algorithms
complexity, researchers in the adaptive filtering field develop some fast versions
of the RLS (FRLS) algorithms, namely, the fast Kalman [7], Fast a posteriori
Error Sequential Technique (FAEST) [8], and Fast Transversal Filter (FTF) [9],
which reduces the order of the complexity to O(L). In the past, these fast RLS
algorithms were not used practically especially in the real time applications, this
is due to the divergence of these algorithms which appears as a result of the nu-
merical error accumulation in the prediction parameters. Efficient stabilization
techniques, with limited additional complexity that prevent numerical divergence
without performance degradation, have been proposed in [10], [11].
The LMS algorithm represents a solution to the optimal Weiner Filter cri-
terion which is minimizing the mean square value of the error in a stochastic
approximation sense. The LMS algorithm belongs to the gradient types algo-
rithmic family, this implies that LMS algorithm inherits its low computational
complexity ,i.e., O(L) operations, in addition to the slow convergence property,
especially in highly correlated signals like speech. Hence, one must whiten the
input signal. using one of the following methods: the projection algorithm or the
affine projection algorithm [12], or the Normalized LMS (NLMS) algorithm [13].
There are many other algorithms derived from the LMS algorithm such as sign
LMS [4], Leaky LMS [14], and Block LMS [15] algorithms, just to name a few. The
performance of the LMS algorithm can be improved by employing a time varying
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step size in the standard LMS[16], [17]. The basic idea of this approach depends
on using large step size when the algorithm is far from the optimal solution, the
result is speeding up the convergence rate, and when the algorithm becomes close
to the optimum solution, small step size is used in order to achieve a low level of
misadjustment, As a result a great improvement in the overall performance of the
LMS algorithm is acheived. To obtain this, The step size is adjusted in accordance
to some criterion. Different criteria have been mentioned in the literature in order
to adjust the step size, examples of these criteria are: squared instantaneous error
[16], sign changes of successive samples of the gradient[18], attempting to reduce
the squared error at each instant [19], and cross correlation of input and error
[17]. In [20], a new variable step size LMS algorithm was proposed in which the
step size is adjusted according to the square of the time averaged estimate of the
correlation of the error.
The Least Mean Fourth (LMF) algorithm, another member of the steepest
descent algorithm with 4th error norm was suggested in [21], is a special case of
the more general family of the descent algorithms [5] with 2k error norms, where
k is a positive integer. While the LMS algorithm is well established in adaptive
filtering, the LMF algorithm has gained attention [22], [23], [24].
1.1 Adaptive Filters
When the filter is linear and all the pretinent statistics are known, then the Weiner
filter [5] provides us with the optimal solution, which is optimum from the mean
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square point of view. However, when the filter is required to operate in an envi-
ronment of unknown statisitics or nonstationary environment, an adaptive filter
provides an elegant solution to such problems. Generally, Adaptive filters are
defined as filters which modify or adapt its characterisitics automatically (i.e.
without user intervention) in order to achieve the desired objectives.
Working mechanism of the adaptive filter basically depends on a recursive al-
gorithm, this gives the filter the ability to perform sufficiently in an environment
where a complete knowledge of the signal characteristics is not available. The
algorithm starts from some predetermined set of initial conditions, the algorithm
initially ignores completely the environment. In a stationary environment, af-
ter successive iterations, the algorithm tries to converge to the optimum Wiener
solution in some statistical sense.
There are different ways of classifying adaptive filters, depending on the feature
of interest. When the feature of interest is input-output mapping, adaptive filters
can be classified into two main categories: linear and nonlinear. Linear adaptive
filters compute an estimate of the desired response by using a linear combination of
the available set of the observables applied to the input. This form of input-output
mapping satisfied by having a single layer of computational units or simply a single
computational unit as the output layer. On the other hand, when the input-
output mapping is required to be nonlinear, we need to use nonlinear adapative
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filter. Typically, nonlinear adaptive filters involove the use of one or more layers
of computational units in addition to the output layer [5].
1.2 Applications Of Adaptive Filters
Adaptive filtering has a number of applications in different fields. Despite of these
applications are really quite different in nature, but they have one basic feature
which is shared between all of them. All of these applications have an input signal
and a desired response to compute the error, which is in turn used to control the
values of a set of adjustable filter coefficients. However, the main difference among
the various applications is the manner in which the desired response is extracted.
On this basis, adaptive filters are classified into the following four categories.
1.2.1 Inverse Modelling or Equalization
As the title implies, the basic function of the adaptive filter in this application is
to provide an inverse model which represents the best fit to the unknown system.
Thus, when the adaptive filter converges, then the transfer function inverse of the
unknown system is approximated by the adaptive filter. A delay is introduced
to the desired response path as shown in Figure (1.1), so as to ensure that the
input to the adaptive filter is minimum phase and suitable for equalization. The
primary use of the inverse modeling is to reduce the intersymbol interference (ISI)
in digital receivers. This is can be achieved by using the channel equalization for
digital communications [1].
5
Figure 1.1: Inverse Modeling Scenario
1.2.2 Prediction
In this application, the adaptive filter is used to provide the best prediciton of
the present value of the input signal from its previous values. The configuration
shown in Figure (1.2) is used for this purpose, where the desired signal, dn, is
the instantaneous value and the input to the adaptive filter is the delayed version
of the same signal. This application is used in linear predictive coding (LPC) of
speech [3] and in adaptive differential pulse-code modulation (DPCM) [27].
Figure 1.2: Prediction Scenario
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1.2.3 Noise Cancellation
In this class of applications, the adaptive filter is used to cancel unknown interfer-
ence contained in a primary signal, as shown in Figure (1.3). The primary signal
serves as the desired response of the adaptive filter. This type of application is
used in adaptive noise cancellation [2] , or adaptive beamforming or adaptive array
processing [28].
Figure 1.3: Noise Cancellation Scenario
1.2.4 System Identification
System Identification is the experimental approach to the modeling of a process or
a plant. It involoves the following steps: experimental planning, the selection of a
model of a structure, parameter estimation and model validation. The procedure
of system identification, as pursued in practice, is iterative in nature in that we
may have to go back and forth in these steps until a satisfactory model is built.
The system to be identified is unknown which can be stationary or time varying.
Figure (1.4) depicts the system identification scenario.
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Figure 1.4: System Identification Scenario
Now we will discuss briefly the idea of adaptive filtering algorithms for estimating
the parameters of an unknown system modeled as a transversal filter. Suppose
that we have an unknown dynamic system that is linear and time varying. The
system is characterized by a real valued set of discrete time measurements that
describe the variations of the system output in response to a known stationary
input.
The requirement is to develop an on-line transversal filter model for this plant.
The model conists of finite number of unit delay elements and a corresponding set
of adjustable parameters (tap weights). Let the available input sequence at time
i be denoted by the set of samples: ui, ui−1, . . . , ui−M+1, where M is the number
of adjustable parameters in the model. The input sequence is applied at the same
time to the system and to the model. Let their outputs be denoted by di and
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yi respectively. The system output di serves as the purpose of desired response
for the adaptive filtering algorithm employed to adjust the model paramters. The
model output is given by:
yi =
M−1∑
N=0
wniui−n, (1.1)
where w0i, w1i, . . . , w(M−1)i are the estimated model parameters at the ith itera-
tion. The model output yi is compared with the system output di. The difference
between them defines the modeling (estimation) error. Let this error be denoted
by ei and defined as follows:
ei = di − yi. (1.2)
Typically, at iteration i, the modeling error ei is nonzero, implying that the
model deviates from the system. In an attempt to account for this deviation, the
error ei is applied to an adaptive control algorithm. The samples of the input
sequence ui, ui−1, . . . , ui−M+1, are also applied to the algorithm. The combination
of the transversal filter and the adaptive control algorithm constitutes the adaptive
filtering algorithm. The algorithm is designed to control the adjustment made in
the values of the parameters of the model. As a result, the model parameter
assumes a new set of values for use in the next iteration. Thus, at iteration
i+ 1, a new model output is computed, and with it a new value for the modeling
error. The operation described is then repeated. This process is continued for a
sufficiently large number of iterations (starting from i = 0), until the deviation of
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the model from the system, measured by the magnitude of the modeling error ei,
becomes sufficiently small in a statistical sense.
When the system is time varying, the system output is non-stationary, and so
is the desired response presented to the adaptive filtering algorithm. In such a
situation, the adaptive filter has the task of not only keeping the modeling error
small but also continually tracking the time variations in the dynamics of the
system.
1.3 Adaptive Filtering Algorithms
An adaptive algorithm refers to the criteria by which a filter is adapted in re-
sponse to the outside environment. Let wi be a vector of length L whose elements
represent a time-varying finite impulse response of the adaptive filter. A general
form for the algorithm that adapts the filter coefficient vector wi is given by
wi+1 = wi + f(ui, e(i), µ), (1.3)
where ui is the input sequence, e(i) is the adaptive error, and µ denotes the
algorithm step-size which may be time varying, and f is a function of all these
quantities. As mentioned previously, adaptive algorithms can be classified into
two main categories: the least squares algorithms, and the least mean algorithms
10
[29].
1.3.1 Least Squares Algorithms
Algorithms based on the method of least squares can be classified into three major
classes [5] as follows:
1. Recursive least squares (RLS) algorithm.
2. QR-decomposition based recursive least squares algorithm (QRD-RLS).
3. Fast algorithms:
• Fast transversal filters algorithm (FTF),
• Recursive least squares lattice algorithm (LSL), and
• QR-decomposition based least squares lattice algorithm (QRD-LSL).
Among all the above mentioned adaptive least squares algorithm, the most
popular and widely used one is the RLS algorithm. Thus, only RLS is discussed
here.
Recursive Least-Squares (RLS) Algorithm
In this class of algorithm, the minimization cost function is defined as
Jn =
n∑
i=1
β(n,i)[e(i)]
2, (1.4)
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where the sequence β(n,i) represents a weighting function to gradually fade out
the effect of previous data and to make the finite dimension arithmetic possible
[30]. One possible choice for β(n,i) is the exponential weighting defined as [5]
β(n,i) = λ
n−i, (1.5)
where λ is a positive constant close to, but less than one [5]. The adaptation
algorithm should read [5]
wi+1 = wi + ki+1α
∗
i+1 (1.6)
where ki is the gain vector, while αi is the innovation. They are defined in terms
of the autocorrelation matrix, R = Eu∗iui, and the desired response d(i) as follows
[5]:
ki = Ri
−1ui, (1.7)
and
αi = d(i)−wi∗ui. (1.8)
The main advantage of the RLS algorithm is its faster convergence irrespec-
tive of the input statistics. But the main problem with RLS algorithm is its
computational complexity.
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1.4 Least Mean Algorithms
Instead of minimizing the time average of the error signal e(i) as in the RLS
algorithm, the least mean class of algorithms minimizes a statistical average of
the error, i.e., E[f(e(i))], a convex function of the filter coefficients wi. Thus, wi
can be adapted using the steepest-descent algorithm as follows:
wi+1 = wi − µ∆E[f(e(i))], (1.9)
where ∆E[f(e(i))] represents the gradient of E[f(e(i))] with respect to wi. Since,
a closed form of this gradient is not available, it is replaced by its stochastic ap-
proximation, i.e., ∆E[f(e(i))]. Thus, different least mean algorithms are obtained
for each choice of the function f(e(i)). The well known of them are discussed next.
Least Mean Square (LMS) Algorithm
If f(e(i)) = e(i), the least mean squares (LMS) algorithm is obtained which is one
of the most popular algorithms in adaptive filtering. According to LMS algorithm,
the filter coefficients are adapted according to the following recursion:
wi+1 = wi + µu
∗
i e(i), (1.10)
where the error signal e(i) is defined in (1.2), ui is the tap input vector, and
wi+1 represents the tap weights of the adaptive filter. The parameter µ is a
positive constant called step size which is used to control the size of the incremental
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correction applied to the tap weights as we proceed from one iteration to the next.
The LMS algorithm is simple to implement and yet capable of achieving sat-
isfactory performance under the right conditions. Its major limitations are a
relatively slow rate of convergence and a sensitivity to variations in the condition
number of correlation matrix of the input signal1.
In a non-stationary environment, the orientation of the error-performance sur-
face varies continuously with time. In this case, the LMS algorithm has the added
task of continually tracking the bottom of the error performance surface. Indeed,
tracking will occur provided that the input data varies slowly compared to the
learning rate of the LMS algorithm [5].
Least Mean Fourth (LMF) Algorithm
This algorithm consists of minimizing the fourth power of the error. In fact, it is
a special case of the more general family of the steepest decent algorithms with
2k error norms [5], where k is a positive integer, and its weight update equation
is defined as
wi+1 = wi + µu
∗
i e
3(i). (1.11)
The LMF algorithm has a faster convergence as compared to LMS but has
higher steady state error. The complexity of the LMF algorithm is more as com-
pared to the LMS algorithm because of the higher power of e(i) involved in the
1The condition number of a hermitian matrix is defined as the ratio of its largest
eigenvalue to its smallest eigenvalue.
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adaptation of the weights.
Least Mean p-power Algorithm
Recently, other minimization criteria have emerged, in which adaptive structures
are derived from the minimization of a class of functions of the form [21]
Jn = E[e
p(i)], (1.12)
where p is an integer constant. It is seen from (1.12) that when p = 2, it is reduced
to the cost function of LMS algorithm while LMF when p = 4.
Least Mean Mixed Norm (LMMN) Algorithm
It has been seen that the LMS algorithm can achieve the lower steady-state error
floor than the LMF algorithm but its convergence speed is slower. So, knowing the
fact that the convex addition of two convex function is also a convex function, a
class of mixed norm algorithm [25] was developed with the following cost function:
Jn = γE[e
2(i)] + (1− γ)E[e4(i)], (1.13)
where γ is the mixing parameter. The adaptation algorithm of (1.4) reduces to
the LMS algorithm and LMF algorithm, respectively, for γ = 1 and γ = 0. Thus,
it represents the generalization of both the LMS and LMF algorithm.
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1.5 Normalized LMS (NLMS) Adaptive Algo-
rithm
The LMS algorithm performs badly with correlated input signal like speech sig-
nals. The reason is that LMS algorithm is directly dependent on the input vector
ui. Therefore, when the eigen-value spread of the autocorrelation is large, LMS
algorithm experiences a gradient noise amplification. In order to overcome this
problem, in traditional normalized LMS algorithm, the input signal is normalized
by the input signal power. Thus, the filter coefficients are adapted according to
the following recursion [13]:
wi+1 = wi + µu
∗
i
e(i)
‖ui‖2 . (1.14)
Due to normalization, The NLMS algorithm is made to have more stable be-
haviour for a known range (0 < µ < 2), less sensitive to the colored input signal
(as the effect of the eigen-value spread of the input vector is reduced) [31], and
converges faster than the LMS algorithm [31].
1.6 Thesis Objectives and Organization
This thesis provides the tracking analysis for both  - NLMS and leaky  - NLMS
algorithms in the presence of nonstationary environment and a colored gaussian
input data.
In Chapter 2, the tracking analysis of the  - NLMS is derived, the environment
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model is assumed to be a nonstationry in the leaky sense, and the filter input is
assumed to be a colored gaussian regressors, The energy conservation relation
is derived in order to derive the steady-state excess mean square error of this
algorithm.
Chapter 3 provides the tracking analysis of the leaky  - NLMS algorithm for
the same environment and the same input data, the overall procedure which is
used in this chapter is almost similar to that in chapter 2 (derivation of the energy
conservation relation followed by the steady-state excess mean square error), but
the main differece is the usage of the weighted energy conservation realtion in
order to derive the EMSE of the leaky  - NLMS.
Simulation results are shown in Chapter 4, The algorithms tested in the pres-
ence of a white gaussian noise, the analytical results are compared to the experi-
mental results in order to show the accuracy of the obtained analytical expressions.
Finally, Thesis conclusions and recommendation for the futer work is presented
in Chapter 5.
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CHAPTER 2
TRACKING ANALYSIS OF
-NLMS ALGORITHM
Since adaptive filters rely on the instantaneous data, one of the most important
features of them is their ability to track the underlying charateristics of the signal.
This means that the statistical properties of the signal error in addition to the
weight vector will react to the changes in the input signal properties.
In this chapter, the tracking ability of the -NLMS algorithm is derived in a
special environemnt. First, the model are presented in the next section, after that
the energy conservation relation is derived for the general form of adaptive filters.
Second, the steady-state EMSE is derived also for the general form of adaptive
filters, and finally the case of the -NLMS is derived out of that form.
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2.1 Nonstationary Data Model
The data model which describes the nonstationary environment in our tracking
analysis is described by the following:
(a) There exists a vector woi such that d(i) = uiw
o
i + v(i).
(b) The weight vector varies according to woi = w
o + θi.
(c) The perturbation varies according to θi+1 = βθi + qi.
(d) The noise sequence {v(i)} is i.i.d with variance σ2v = E |v(i)|2.
(e) The noise sequence {v(i)} is independent of uj for all i, j.
(f) The sequence qi has covariance Q and is independent of {v(j),uj} for all i, j.
(g) The initial conditions {w−1,θ−1} are independent of all {d(j),uj, v(j), qj}.
(h) The regressor covariance matrix is denoted by Ru = Eu
∗
iui > 0.
(i) The coefficient β satisifies |β| ≤ 1.
(j) The random variables {d(i),ui, v(i), qi} are zero mean.
(k) The weight vector woi has constant mean w
o.
2.2 Energy Conservation Relation
Let us consider the adaptive algorithms whose update are of the form:
wi+1 = wi + µu
∗
i g[e(i)], w−1 = initial condition (2.1)
where g[.] denotes different error function. Table 2.1 list some of the error
functions with their corresponding algorithms.
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Table 2.1: The LMS algorithm and some of its derivatives.
Algorithm Error Functions
LMS e(i)
Normalized LMS e(i)‖ui‖2
Leaky LMS e(i)
Sign-Data LMS e(i)sign(ui)
Sign-Error LMS sign(e(i))ui
Sign-Sign LMS sign(e(i))sign(ui)
Now in order to write the update recursion (2.1) in terms of the weight error
vector w˜i+1 = w
o
i+1 −wi+1 we have to subtract from both sides of (2.1) woi+1 which
gives
woi+1 −wi+1 = woi+1 −wi − µu∗i g[e(i)]. (2.2)
Further, On the right hand side we have to subtract and add the term woi , so (2.1)
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becomes
woi+1 −wi+1 = woi+1 −woi +woi −wi − µu∗i g[e(i)]
w˜i+1 = w
o
i+1 −woi + w˜i − µu∗i g[e(i)]. (2.3)
Depending on point(b) of the mentioned data model, the term woi+1 −woi can be
rewritten as
ci+1 = θi+1 − θi
= woi+1 −woi . (2.4)
Using (2.4), (2.3) can be written as
w˜i+1 = w˜i + ci+1 − µu∗i g[e(i)] (2.5)
w˜i+1 − ci+1 = w˜i − µu∗i g[e(i)]. (2.6)
Next,we will define a priori and a posteriori estimation errors as
ea(i) = uiw˜i, ep(i) = ui(w˜i+1 − ci+1) (2.7)
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By multiplying both sides of equation (2.6) by ui gives
ep(i) = ea(i)− µ‖ui‖2g[e(i)]. (2.8)
By rearranging (2.8) we get
g[e(i)] =
ea(i)− ep(i)
µ‖ui‖2 . (2.9)
Then substituting (2.9) in (2.6) and rearranging the terms we find that
(w˜i+1 − ci+1) + u
∗
i
‖ui‖2ea(i) = w˜i +
u∗i
‖ui‖2ep(i) (2.10)
Taking the squared euclidean norms of both sides (i.e. evaluating the energies),
we get
‖w˜i+1 − ci+1‖2 + 1‖ui‖2 |ea(i)|
2 = ‖w˜i‖2 + 1‖ui‖2 |ep(i)|
2 (2.11)
When ui = 0, it is obiviously true that
‖w˜i+1 − ci+1‖2 = ‖w˜i‖2. (2.12)
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Both results, (2.11) and (2.12), can be grouped together into a single equation by
defining
µ¯(i) =

1
‖ui‖2 for ‖ui‖
2 6= 0
0 for ‖ui‖2 = 0
Thus, using the above definition, (2.11) can be defined as
‖w˜i+1 − ci+1‖2 + µ¯(i)|ea(i)|2 = ‖w˜i‖2 + µ¯(i)|ep(i)|2 (2.13)
2.3 Variance Relation
Equation (2.13) can be used to derive the variance relation. To do so, we start by
expanding the term |ep(i)|2. Using (2.8) gives
|ep(i)|2 = |ea(i)− µ‖ui‖2g[e(i)]|2
= |ea(i)|2 + µ2‖ui‖4g[e(i)]2 − 2µ‖ui‖2Re(e∗a(i)g[e(i)]). (2.14)
Multiplying both sides by µ¯(i) and substituting in (2.14) will cancel out the term
µ¯(i)|ea(i)|2, so we will endup with
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‖w˜i+1 − ci+1‖2 = ‖w˜i‖2 + µ2‖ui‖2g[e(i)]2 − 2µRe(e∗a(i)g[e(i)]). (2.15)
Now, let us expand the term ‖w˜i+1 − ci+1‖2, this will give us
‖w˜i+1 − ci+1‖2 = ‖w˜i+1‖2 + ‖ci+1‖2 − 2Re(c∗i+1w˜i+1). (2.16)
Substituting (2.16) in (2.15) and re-arranging the terms we get
‖w˜i+1‖2 = ‖w˜i‖2 + µ2‖ui‖2g[e(i)]2 − 2µRe(e∗a(i)g[e(i)])− ‖ci+1‖2 + 2Re(c∗i+1w˜i+1).
(2.17)
In order to evaluate ‖ci+1‖2 we need to simplify (2.4) by using point (c) of the
nonstationary data model as the following:
ci+1 = θi+1 − θi
= βθi − θi + qi
= (β − 1)θi + qi (2.18)
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Now the term ‖ci+1‖2 can be evaluated simply as
‖ci+1‖2 = ‖(β − 1)θi + qi‖2
= ‖(β − 1)θi‖2 + ‖qi‖2 + (β − 1)q∗iθi + (β − 1)∗θi∗qi
= |β − 1|2‖θi‖2 + ‖qi‖2 + (β − 1)q∗iθi + (β − 1)∗θi∗qi. (2.19)
In addation to the term ‖ci+1‖2, we need to evaluate the term Re(c∗i+1w˜i+1),
which can be done using (2.5) and (2.18) as follows:
Re{c∗i+1w˜i+1} = Re{((β − 1)θi + qi)∗(w˜i + ci+1 − µu∗i g[e(i)])}
= Re{((β − 1)θi + qi)∗(w˜i + (β − 1)θi + qi − µu∗i g[e(i)])}
= |β − 1|2‖θi‖2 + ‖qi‖2 + Re{((β − 1)θi)∗(w˜i + qi − µu∗i g[e(i)])}
+Re{qi∗(w˜i + (β − 1)θi − µu∗i g[e(i)])}. (2.20)
In order to derive the variance relation, we take the expectaion operation on (2.17),
To do so, let us take the expected value of (2.19) and (2.20). Starting with (2.19)
gives
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E‖ci+1‖2 = E|β − 1|2‖θi‖2 + E‖qi‖2 + E(β − 1)q∗iθi + E(β − 1)∗θi∗qi
= |β − 1|2E‖θi‖2 + E‖qi‖2 + (β − 1)Eq∗iθi + (β − 1)Eθ∗iqi
= |β − 1|2E‖θi‖2 + E‖qi‖2 + (β − 1)Eq∗i
(
βi+1θ−1 +
i+1∑
j=1
β(j−1)q(i−j)
)
+(β − 1)E
(
βi+1θ−1 +
i+1∑
j=1
β(j−1)q(i−j)
)∗
qi. (2.21)
But since qi is independent of all previous qj and of θ−1, the last two terms will
vanish and therfore (2.21) lookslike
E‖ci+1‖2 = |β − 1|2E‖θi‖2 + E‖qi‖2. (2.22)
Now, taking the expected value of (2.20) and using the same methodology used
above gives
Re{Ec∗i+1w˜i+1} = |β − 1|2E‖θi‖2 + E‖qi‖2 + Re{E((β − 1)θi)∗(w˜i − µu∗i g[e(i)])}
+Re{Eqi∗(w˜i − µu∗i g[e(i)])}. (2.23)
The last term of (2.23) will vanish due to the fact that the term (w˜i − µu∗i g[e(i)])
is a function of {w−1,ui−1, . . . ,u0,d(i− 1), . . . ,d(0)} and qi is independent of all
these variables. Thus (2.23) becomes
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Re{Ec∗i+1w˜i+1} = |β − 1|2E‖θi‖2 + E‖qi‖2
+Re{(β − 1)∗E (θi∗(w˜i − µu∗i g[e(i)]))} (2.24)
Finally, the expected value of (2.17), substituting (2.22) and (2.24) and combining
the common terms gives
E‖w˜i+1‖2 = E‖w˜i‖2 + µ2E(‖ui‖2g[e(i)]2)− 2µRe{E(e∗a(i)g[e(i)])}
+|β − 1|2E‖θi‖2 + tr(Q)
+2Re{(β − 1)∗E(θi∗(w˜i − µu∗i g[e(i)]))}, (2.25)
where we have used the fact that E‖qi‖2 = tr(Q).
2.4 Steady State Performance
We are interested in using the variance relation (2.25) to evaluate the excess
mean square error (EMSE) of an adaptive filter at steady state. It is known
that E‖w˜i+1‖2 = E‖w˜i‖2 at steady state. By applying this fact to (2.25) and
rearranging the terms we get
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2µRe{E(e∗a(i)g[e(i)])} = µ2E(‖ui‖2g[e(i)]2) + |β − 1|2E‖θi‖2 + tr(Q)
+2Re{(β − 1)∗E(θi∗(w˜i − µu∗i g[e(i)]))}. (2.26)
At steady state, it can be easily verified that
lim
i→∞
E(θiθ
∗
i ) =
Q
1− |β|2
= Θ. (2.27)
Using (2.27), (2.26) becomes
2µRe{E(e∗a(i)g[e(i)])} = µ2E(‖ui‖2g[e(i)]2) + |β − 1|2tr(Θ) + tr(Q)
+2Re{(β − 1)∗E(θi∗(w˜i − µu∗i g[e(i)]))}. (2.28)
2.5 -NLMS Tracking Analysis
In the previous sections, we derived the variance relation for any adaptive filter
that statisfies the recursion (2.1). In this section, we will derive an expression for
the EMSE of the -NLMS algorithm.
For -NLMS algorithm we have:
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g[e(i)] =
e(i)(
ε+ ‖ui‖2
)
=
d(i)− uiwi(
ε+ ‖ui‖2
)
=
uiw
o
i − uiwi + v(i)(
ε+ ‖ui‖2
)
=
uiw˜i + v(i)(
ε+ ‖ui‖2
)
=
ea(i) + v(i)
(ε+ ‖ui‖2)
. (2.29)
Since {v(i)} is i.i.d with zero mean and statistically independent of the regressor
sequence ui then it can be shown that {v(i)} is also independent of ea(i). Using
this fact and by substituting (2.29) in the relation(2.28), we get
2µE
{
|ea(i)|2(
ε+ ‖ui‖2
)} = µ2E(‖ui‖2 [|ea(i)|2 + |v(i)|2](
ε+ ‖ui‖2
)2
)
+ |β − 1|2tr(Θ) + tr(Q)
+2Re
{
(β − 1)∗E
(
θi
∗(w˜i − µ u
∗
i ui(
ε+ ‖ui‖2
)w˜i))}
= µ2E
(
‖ui‖2|ea(i)|2(
ε+ ‖ui‖2
)2
)
+ µ2σ2vE
(
‖ui‖2(
ε+ ‖ui‖2
)2
)
+ |β − 1|2tr(Θ)
+tr(Q) + 2Re
{
(β − 1)∗E
(
θi
∗(I− µ u
∗
i ui(
ε+ ‖ui‖2
))w˜i)}
= µ2E
(
‖ui‖2|ea(i)|2(
ε+ ‖ui‖2
)2
)
+ µ2σ2vE
(
‖ui‖2(
ε+ ‖ui‖2
)2
)
+ |β − 1|2tr(Θ)
+tr(Q) + 2Re {(β − 1)∗E (θi∗(I− µRn)w˜i)} (2.30)
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where
Rn
∆
= Γ
∆
= E
(
u∗iui(
ε+ ‖ui‖2
)) . (2.31)
2.5.1 Separation Principile
Separation Principle states that
At steady state ‖ui‖2 is statistically independent of |ea(i)|2 (2.32)
By imposing this principle to (2.30) we get
2µE
{
1(
ε+ ‖ui‖2
)}E|ea(i)|2 = µ2E( ‖ui‖2(
ε+ ‖ui‖2
)2
)
E|ea(i)|2
+µ2σ2vE
(
‖ui‖2(
ε+ ‖ui‖2
)2
)
+ |β − 1|2tr(Θ)
+tr(Q) + 2Re {(β − 1)∗E (θi∗(I− µRn)w˜i)}
(2.33)
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2µηuE|ea(i)|2 = µ2αuE|ea(i)|2 + µ2σ2vαu + |β − 1|2tr(Θ)
+tr(Q) + 2Re {(β − 1)∗E (θi∗(I− µRn)w˜i)}
(2µηu − µ2αu)E|ea(i)|2 = µ2σ2vαu + |β − 1|2tr(Θ) + tr(Q)
+2Re {(β − 1)∗E (θi∗(I− µRn)w˜i)}
ζε−NLMS =
(
1
2µηu − µ2αu
)(
µ2σ2vαu + |β − 1|2tr(Θ) + tr(Q)
+2Re {(β − 1)∗E (θi∗(I− µRn)w˜i)}
)
, (2.34)
where
ηu
∆
= E
(
1(
ε+ ‖ui‖2
)) , αu ∆= E( ‖ui‖2(
ε+ ‖ui‖2
)2
)
(2.35)
The cross correlation E(θi
∗w˜i) which appears in (2.34) can be computed by
the same procedure which was followed by [32] (especially Lemma 2), this gives
us the following result:
ζε−NLMS =
(
1
2µηu − µ2αu
)(
µ2σ2vαu + |β − 1|2tr(Θ) + tr(Q)
+2Re
{
tr
[
(β − 1)∗(I− µRn)W
]})
, (2.36)
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where
W = [β∗(I− µΓ)− I]−1C
C = β∗(1− β)Θ−Q. (2.37)
Equation (2.36) can be further simplified to be
ζε−NLMS =
µσ2vαu − µ−1ψ
2ηu − µαu , (2.38)
where
ψ = |β − 1|2Re
[
tr(Θ(I− 2β∗Xα))
]
+Re
[
tr(Q(I− 2(β − 1)∗Xα))
]
, (2.39)
where
Xα
∆
= (I− µRn)[β∗(I− µΓ)− I]−1. (2.40)
It is clear from (2.38) that the tracking analysis of the  - NLMS algorithm depends
on the moments αu and ηu in addition to the matrix identified by (2.31). These
moments are given in the Appendix of [38].
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2.6 Summary
In this chapter, the tracking analysis of the  - NLMS algorithm in a nonstationary
environment was investigated. Here, it was assumed that the environment is time
varying according to a first order auto regressive model and the filter input is
correlated gaussian, Finally an exact expression for the steady state EMSE of the
-NLMS algorithm is derived based on the energy conservation relation.
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CHAPTER 3
TRACKING ANALYSIS OF
LEAKY -NLMS ALGORITHM
As it was done in the previous chapter, here we derive the steady-state perfor-
mance of the leaky -NLMS algorithm in the presence of the white gaussian noise
in addition to the changing environment. In order to do that, we start by men-
tionining the nonstationary model, then the weighted energy conservation relation
is derived in order to derive a general leaky adaptive filters formula for the steady
state excess mean square error, finallay, the case of the leaky -NLMS is consid-
ered as a special case of the general formula and the EMSE of the leaky -NLMS
is derived.
3.1 Nonstationary Data Model
Since there are no changes in our assumptions about the environment in which
the adaptive filter will operate on, we will use the same data model which was
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used in Chapter 2.
3.2 Energy Conservation Relation
Let us consider adaptive algorithms whose update equations are of the form
wi+1 = (1− αµ)wi + µu∗i
e(i)
g[ui]
, w−1 = initial condition (3.1)
where g[.] denotes different error function, which differs according to the
algorithm itself.
By using the same methodology which was used in the previous chapter, we
will subtract from both sides of (3.1) woi+1, this will give us the same recursion
but in terms of the weight error vector w˜i+1
woi+1 −wi+1 = woi+1 − (1− αµ)wi − µu∗i
e(i)
g[ui]
w˜i+1 = αµw
o
i+1 + (1− αµ)woi+1 − (1− αµ)wi − µu∗i
e(i)
g[ui]
w˜i+1 = αµw
o
i+1 + (1− αµ)(w˜i + ci+1)− µu∗i
e(i)
g[ui]
(3.2)
where ci is defined according to (1.4).
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Now, we will take the weighted euclidean norms of both sides, we have:
‖w˜i+1‖2Σ =
∥∥∥∥αµwoi+1 + (1− αµ)(w˜i + ci+1)− µu∗i e(i)g[ui]
∥∥∥∥2
Σ
. (3.3)
In order to solve the above equation, we will use the fact that
e(i) = ea(i) + v(i), so (3.3) becomes
‖w˜i+1‖2Σ =
∥∥∥∥αµwoi+1 + (1− αµ)(w˜i + ci+1)− µu∗i ea(i)g[ui] − µu∗i v(i)g[ui]
∥∥∥∥2
Σ
=
∥∥∥∥αµwoi+1 + (1− αµ)(w˜i + ci+1)− µu∗i ea(i)g[ui]
∥∥∥∥2
Σ
+ µ2
‖ui‖2Σ
g2[ui]
|v(i)|2
− 2µ
g[ui]
Re
{
uiv
∗(i)Σ(αµwoi+1 + (1− αµ)(w˜i + ci+1)− µu∗i
ea(i)
g[ui]
)
}
.
(3.4)
3.3 Variance Relation
In order to calculate the variance relation, we apply the expectation operator to
both sides of (3.4), to get
E‖w˜i+1‖2Σ =
¬︷ ︸︸ ︷
E
∥∥∥∥αµwoi+1 + (1− αµ)(w˜i + ci+1)− µu∗i ea(i)g[ui]
∥∥∥∥2
Σ
+µ2σ2vE
‖ui‖2Σ
g2[ui]
,
(3.5)
where the last term in (3.4) vanishes due to the following reasons:
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• Since woi = wo + θi and θi is a function of {θ−1, q−1, q0, . . . , qi} and v(i) is
independent of all of these variables, then Euiv
∗(i)Σαµwoi+1 = 0.
• Since ci is a function of {θ−1, q−1, q0, . . . , qi}, and for the same reason men-
tioned in the previous point, then Euiv
∗(i)Σ(1− αµ)ci+1 = 0.
• Finally, v(i) is independent of w˜i and it’s also independent of ea(i), then
Euiv
∗(i)Σ(1− αµ)w˜i = 0 and Euiv∗(i)Σµu∗i ea(i)g[ui] = 0.
Equation (3.5) can be further simplified by expanding the first term on the
right hand side as follows:
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¬ = E‖αµwoi+1‖2Σ + E
∥∥∥∥(1− αµ)(w˜i + ci+1)− µu∗i ea(i)g[ui]
∥∥∥∥2
Σ
+
2αµRe
{
Ewo∗i+1Σ
[
(1− αµ)w˜i + (1− αµ)ci+1 − µu∗i
ea(i)
g[ui]
]}
= E‖αµwoi+1‖2Σ + E
∥∥∥∥(1− αµ)w˜i − µu∗i ea(i)g[ui]
∥∥∥∥2
Σ
+ E
∥∥∥∥(1− αµ)ci+1∥∥∥∥2
Σ
+2(1− αµ)Re
{
Ec∗i+1Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
+2αµRe
{
Ewo∗i+1Σ
[
(1− αµ)w˜i + (1− αµ)ci+1 − µu∗i
ea(i)
g[ui]
]}
= E‖αµwoi+1‖2Σ + E
∥∥∥∥(1− αµ)w˜i∥∥∥∥2
Σ
+ µ2E
∥∥∥∥u∗i ea(i)g[ui]
∥∥∥∥2
Σ
−µ(1− αµ)E
[
w˜∗iΣu
∗
i
ea(i)
g[ui]
]
− µ(1− αµ)E
[
ea
∗(i)
g[ui]
uiΣw˜i
]
+E
∥∥∥∥(1− αµ)ci+1∥∥∥∥2
Σ
+ 2(1− αµ)Re
{
Ec∗i+1Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
+2αµRe
{
Ewo∗i+1Σ
[
(1− αµ)w˜i + (1− αµ)ci+1 − µu∗i
ea(i)
g[ui]
]}
. (3.6)
Using the weighted norm algebra, some terms of (3.6) can be further simplified as
• E
∥∥∥∥u∗i ea(i)g[ui]
∥∥∥∥2
Σ
= E ‖w˜i‖2
u∗i
‖ui‖2Σ
g2[ui]
ui
,
• E
[
w˜∗iΣu
∗
i
ea(i)
g[ui]
]
= E‖w˜i‖2
Σ
u∗
i
ui
g[ui]
,
• E
[
ea∗(i)
g[ui]
uiΣw˜i
]
= E‖w˜i‖2u∗i ui
g[ui]
Σ
,
In addition to the above terms, we can simplify the term E
∥∥∥∥(1− αµ)ci+1∥∥∥∥2
Σ
to
become
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E∥∥∥∥(1− αµ)ci+1∥∥∥∥2
Σ
= (1− αµ)2
[
|β − 1|2E‖θi‖2Σ + E‖qi‖2Σ
]
.
Substituting all the above in (3.6) gives
¬ = α2µ2E‖woi+1‖2Σ + (1− αµ)2E‖w˜i‖2Σ + µ2E ‖w˜i‖2
u∗i
‖ui‖2Σ
g2[ui]
ui
−µ(1− αµ)E‖w˜i‖2
Σ
u∗
i
ui
g[ui]
− µ(1− αµ)E‖w˜i‖2u∗i ui
g[ui]
Σ
+(1− αµ)2
[
|β − 1|2E‖θi‖2Σ + E‖qi‖2Σ
]
+2(1− αµ)Re
{
Ec∗i+1Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
+2αµRe
{
Ewo∗i+1Σ
[
(1− αµ)w˜i + (1− αµ)ci+1 − µu∗i
ea(i)
g[ui]
]}
= α2µ2
­︷ ︸︸ ︷
E‖woi+1‖2Σ + E‖w˜i‖2Σ′ + (1− αµ)2
[
|β − 1|2E‖θi‖2Σ + E‖qi‖2Σ
]
+2(1− αµ)Re
{
Ec∗i+1Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
+2αµRe
{
Ewo∗i+1Σ
[
(1− αµ)w˜i + (1− αµ)ci+1 − µu∗i
ea(i)
g[ui]
]}
. (3.7)
Where Σ′ is defined as
Σ′ = (1− αµ)2Σ− µ(1− αµ)Σu∗i ui
g[ui]
− µ(1− αµ)u∗i ui
g[ui]
Σ + µ2u∗i
‖ui‖2Σ
g2[ui]
ui . (3.8)
­ can be evaluated using point (b) of our model which is mentioned in section
1 as the following:
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E‖woi+1‖2Σ = E‖wo + θi+1‖2Σ
= E‖wo‖2Σ + E‖θi+1‖2Σ
= E‖wo‖2Σ + |β|2E‖θi‖2Σ + E‖qi‖2Σ (3.9)
Substituting (3.9) in (3.7) we conclude
¬ = α2µ2(E‖wo‖2Σ + |β|2E‖θi‖2Σ + E‖qi‖2Σ) + E‖w˜i‖2Σ′
+(1− αµ)2
[
|β − 1|2E‖θi‖2Σ + E‖qi‖2Σ
]
+2(1− αµ)
®︷ ︸︸ ︷
Re
{
Ec∗i+1Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
+2αµRe
{
Ewo∗i+1Σ
[
(1− αµ)w˜i + (1− αµ)ci+1 − µu∗i
ea(i)
g[ui]
]}
(3.10)
® in (3.10) can be evaluated by using equation (2.18) which gives
Ec∗i+1Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]
= E
{
((β − 1)θi + qi)∗Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
= E
{
((β − 1)θi)∗Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
(3.11)
where we used the fact that E
{
q∗iΣ
[
(1− αµ)w˜i − µu∗i ea(i)g[ui]
]}
= 0. By substitut-
ing (3.11) in (3.10), (3.10) becomes
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¬ = α2µ2(E‖wo‖2Σ + |β|2E‖θi‖2Σ + E‖qi‖2Σ) + E‖w˜i‖2Σ′
+(1− αµ)2
[
|β − 1|2E‖θi‖2Σ + E‖qi‖2Σ
]
+2(1− αµ)Re
{
E(β − 1)∗θ∗i Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
+2αµ
¯︷ ︸︸ ︷
Re
{
Ewo∗i+1Σ
[
(1− αµ)w˜i + (1− αµ)ci+1 − µu∗i
ea(i)
g[ui]
]}
(3.12)
¯ can be evaluated as
¯ = E(wo + θi+1)∗Σ
[
(1− αµ)w˜i + (1− αµ)ci+1 − µu∗i
ea(i)
g[ui]
]
= E(wo + θi+1)
∗Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]
+ (1− αµ)E(wo + θi+1)∗Σci+1
= Ewo∗Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]
+ β∗Eθ∗iΣ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]
+β∗(1− αµ)(β − 1)E‖θi‖2Σ + (1− αµ)E‖qi‖2Σ (3.13)
By substituting (3.13) in (3.12), and re-arranging its terms we get
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¬ = E‖w˜i‖2Σ′ + α2µ2(E‖wo‖2Σ + |β|2E‖θi‖2Σ + E‖qi‖2Σ)
+(1− αµ)2
[
|β − 1|2E‖θi‖2Σ + E‖qi‖2Σ
]
+2(1− αµ)Re
{
E(β − 1)∗θ∗i Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
+2αµRe
{
Ewo∗Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]
+β∗Eθ∗iΣ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]
+β∗(1− αµ)(β − 1)E‖θi‖2Σ + (1− αµ)E‖qi‖2Σ
}
. (3.14)
By combining similar terms
¬ = E‖w˜i‖2Σ′ + E‖qi‖2Σ + α2µ2(E‖wo‖2Σ + |β|2E‖θi‖2Σ)
+(1− αµ)2|β − 1|2E‖θi‖2Σ
+2Re
{
(αµ− 1 + β∗)Eθ∗i Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
+2αµRe
{
Ewo∗Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]
+β∗(1− αµ)(β − 1)E‖θi‖2Σ
}
(3.15)
Finally, substituting this in (3.5) we get
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E‖w˜i+1‖2Σ = E‖w˜i‖2Σ′ + tr(ΣQ) + α2µ2(tr(ΣW) + |β|2E‖θi‖2Σ)
+(1− αµ)2|β − 1|2E‖θi‖2Σ
+2Re
{
(αµ− 1 + β∗)Eθ∗i Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
+2αµRe
{
Ewo∗Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]
+β∗(1− αµ)(β − 1)E‖θi‖2Σ
}
+ µ2σ2vE
‖ui‖2Σ
g2[ui]
, (3.16)
where we have the fact that E‖qi‖2Σ = tr(ΣQ) and E‖wo‖2Σ = tr(ΣW), and
W = wowo∗.
3.3.1 Independence Assumption
Independence assumption states
The sequence u˜i is independent and identically distributed (3.17)
This assumption will allow us to replace Σ′ by Σ′ where Σ′ = E[Σ′], therefore
(3.16) becomes
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E‖w˜i+1‖2Σ = E‖w˜i‖2Σ′ + tr(ΣQ) + α2µ2(tr(ΣW) + |β|2E‖θi‖2Σ)
+(1− αµ)2|β − 1|2E‖θi‖2Σ
+2Re
{
(αµ− 1 + β∗)Eθ∗i Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]}
+2αµRe
{
Ewo∗Σ
[
(1− αµ)w˜i − µu∗i
ea(i)
g[ui]
]
+β∗(1− αµ)(β − 1)E‖θi‖2Σ
}
+ µ2σ2vE
‖ui‖2Σ
g2[ui]
, (3.18)
where Σ′ is defined as
Σ′ = (1− αµ)2Σ− µ(1− αµ)ΣE
[
u∗i ui
g[ui]
]
− µ(1− αµ)E
[
u∗i ui
g[ui]
]
Σ + µ2E
[
u∗i
‖ui‖2Σ
g2[ui]
ui
]
(3.19)
3.3.2 Steady State Performance
Initially we will start by substituting (2.27) in (3.16) which gives
44
E‖w˜i+1‖2Σ = E‖w˜i‖2Σ′ + tr(ΣQ) + α2µ2(tr(ΣW) + |β|2tr(ΣΘ))
+(1− αµ)2|β − 1|2tr(ΣΘ)
+2Re
{
(αµ− 1 + β∗)Eθ∗i Σ
[(
(1− αµ)I− µu
∗
i ui
g[ui]
)
w˜i
]}
+2αµRe
{
Ewo∗Σ
[(
(1− αµ)− µu
∗
i ui
g[ui]
)
w˜i
]
+β∗(1− αµ)(β − 1)tr(ΣΘ)
}
+ µ2σ2vE
‖ui‖2Σ
g2[ui]
, (3.20)
Or
E‖w˜i+1‖2Σ = E‖w˜i‖2Σ′ + tr(ΣQ) + α2µ2(tr(ΣW) + |β|2tr(ΣΘ))
+(1− αµ)2|β − 1|2tr(ΣΘ)
+2Re
{
(αµ− 1 + β∗)tr(Σ[(I− µRn)W])
}
+2αµRe
{
wo∗ΣJEw˜i + β∗(1− αµ)(β − 1)tr(ΣΘ)
}
+µ2σ2vE
‖ui‖2Σ
g2[ui]
, (3.21)
where
Rn = Ui
∆
= αI +
u∗i ui
g[ui]
, J
∆
= I− µE(Ui) (3.22)
also (3.19) will be
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Σ′ = Σ− µ(EUi)Σ− µΣ(EUi) + µ2E(UiΣUi) (3.23)
Vector Notation
From [33], we can see many useful definitions which can be used in our case, which
are
σ = vec(Σ), σ′ = vec(Σ′), σ′ = Fσ, F ∆= E{(IM − µUi)∗ ⊗ (IM − µUi)}
(3.24)
At steady state it is known that
lim
i→∞
E‖w˜i+1‖2σ = lim
i→∞
E‖w˜i‖2σ, lim
i→∞
Ew˜i+1 = lim
i→∞
Ew˜i.
Using the above, it can be shown that
lim
i→∞
Ew˜i+1 = αµ(I− J)−1wo (3.25)
Applying all the mentioned above to (3.21), we get
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lim
i→∞
E‖w˜i‖2(I−F )σ = tr(ΣQ) + α2µ2‖wo‖2Tσ + α2µ2|β|2tr(ΣΘ)
+(1− αµ)2|β − 1|2tr(ΣΘ) + µ2σ2vE
‖ui‖2σ
g2[ui]
+2Re
{
(αµ− 1 + β∗)tr(Σ[(I− µRn)W])
}
+2αµRe
{
β∗(1− αµ)(β − 1)tr(ΣΘ)
}
(3.26)
where T is defined as
T
∆
= I + ((I− JT )−1JT ⊗ I) + (I⊗ (I− J)−1J) (3.27)
Now, we already know that
EMSE = E|ea(i)|2
= E‖w˜i‖2Ru (3.28)
if we define
r = vec(Ru) (3.29)
then the EMSE of the leaky -NLMS can be evaluated by substituting
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σ = (I− F )−1r as the following:
lim
i→∞
E‖w˜i‖2r = tr(ΣQ) + α2µ2‖wo‖2T(I−F)−1r + α2µ2|β|2tr(ΣΘ)
+(1− αµ)2|β − 1|2tr(ΣΘ) + µ2σ2vE
‖ui‖2(I−F )−1r
g2[ui]
+2Re
{
(αµ− 1 + β∗)tr(Σ[(I− µRn)W])
}
+2αµRe
{
β∗(1− αµ)(β − 1)tr(ΣΘ)
}
(3.30)
3.4 Tracking Analysis of Leaky -NLMS Algo-
rithm
In this section we will apply the relations which were derived in the previous
section to Leaky -NLMS algorithm.
The recursion of Leaky -NLMS algorithm is given by
wi+1 = (1− αµ)wi + µu∗i
e(i)(
ε+ ‖ui‖2
) . (3.31)
Therefore, from this recursion we can see that g[ui] is replaced by
(
ε+ ‖ui‖2
)
,
substituting this in (3.22) and (3.26) produces
Rn = Ui
∆
= αI +
u∗i ui
(ε+‖ui‖2)
, J
∆
= I− µE(Ui) (3.32)
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lim
i→∞
E‖w˜i‖2r = tr(ΣQ) + α2µ2‖wo‖2T(I−F)−1r + α2µ2|β|2tr(ΣΘ)
+(1− αµ)2|β − 1|2tr(ΣΘ) + µ2σ2vE
[ ‖ui‖2(I−F )−1r(
ε+ ‖ui‖2
)2
]
+2Re
{
(αµ− 1 + β∗)tr(Σ[(I− µRn)W])
}
+2αµRe
{
β∗(1− αµ)(β − 1)tr(ΣΘ)
}
(3.33)
3.5 Summary
The tracking analysis of the leaky  - NLMS algorithm in a nonstationary en-
vironments was investigated in this chapter, the environment is assumed to be
time varying according to a first order auto regressive model. The filter input
is assumed to be correlated gaussian. Finally an expression for the steady state
EMSE is derived based on the weighted energy conservation relation thanks to the
independence assumption principle. The derived EMSE of the leaky  - NLMS al-
gorithm depends mainly on two moments, and an exact expression for the steady
state EMSE of the leaky -NLMS algorithm is derived using the results of [38]
defined by (3.33).
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CHAPTER 4
SIMULATION RESULTS
In this chapter the results of the computer simulations are presented which are
made to investigate the validity of the derived steady-state EMSE for both  -
NLMS and leaky  - NLMS algorithms.
In order to test the performance of these algorithms, an unknown real valued
system identification problem is considered. The system noise is taken as zero
mean i.i.d with variance 0.01. The length of the adaptive filter is taken to be equal
to that of the unknown system, i.e., 5. The correlation matrix of the correlated
complex Gaussian input to the adaptive filter and unknown system is
R =

1 ρc ρ
2
c · · · ρM−1c
ρc 1 ρc · · · ρM−2c
ρ2c ρc 1 · · · ρM−3c
...
ρM−1c ρ
M−2
c ρ
M−3
c · · · 1

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where 0 < ρc < 1 is the factor that controls the correlation between the regressor
elements, large value of ρc results in a highly correlated input.
4.1 Simulation Results for  - NLMS algorithm
In this section we are going to test the accuracy of the derived EMSE for the
-NLMS algorithm. As it was mentioned in the introduction of this chapter, the
filter length is M = 5, the SNR is set to be 20 dB which is equivalent to σ2v = 0.01.
The nonstationary environement controlled by choosing different values of σ2d and
the correlation of the adaptive filter input is controlloed by ρc. The simulated
results are obtained by averaging over 100 experiments while the analytical results
are obtained by plotting the steady state tracking expression given by(2.36).
Tables below show a comparison between the analytical and simulated EMSE
of the  - NLMS algorithm for different values of  (and the same value of the
correlation factor ρc = 0.5). Table 4.1 represents the case when σ
2
d = 10
−6, Table
4.2 when σ2d = 10
−5, and Table 4.3 when σ2d = 10
−4. The tables show the analytical
results match the experimental results whith a notable error in the third case
(Table 4.3) and with a great accuracy in the first two tables. This implies that
when rapid variations occured in the environemnt, the tracking becomes difficult.
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EMSE in 10−3
 = 0.1  = 0.3  = 0.5  = 0.7  = 0.9
Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim.
4.2 4.33 3.8 3.82 3.5 3.56 3.3 3.34 3.0 3.08
Table 4.1: EMSE for -NLMS when Q is a multiple of 10−6.
EMSE in 10−3
 = 0.1  = 0.3  = 0.5  = 0.7  = 0.9
Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim.
4.4 4.44 4.1 3.93 3.7 3.66 3.5 3.45 3.3 3.14
Table 4.2: EMSE for -NLMS when Q is a multiple of 10−5.
EMSE in 10−3
 = 0.1  = 0.3  = 0.5  = 0.7  = 0.9
Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim.
6.3 5.5 5.9 5.31 5.6 4.98 4.6 4.28 4.3 3.96
Table 4.3: EMSE for -NLMS when Q is a multiple of 10−4.
Figures {4.1 - 4.4} show how -NLMS EMSE against  in 4 nonstationary en-
vironments with different σ2d. The figures show that the EMSE of the -NLMS is
monotically decreasing as  is increasing (inversely proportional to ) which means
that choosing  near 1 will ensure a low EMSE. In addition to that, the figures
show that in a slow changeble environment the simulation and analytical results
are almost the same, this clear in Figures {4.2 - 4.4}, while in rapid changeble en-
vironments, a gap appears between the analytical and experimental results which
again implies the tracking difficulty in a rapid nonstationary environements.
A study for the effect of the step size on the EMSE of the -NLMS algorithm
at different values of the ratio of
σ2d
σ2v
are shown in the Figures {4.5 - 4.9}. The ratio
σ2d
σ2v
gives us an information about which is the dominant factor of the algorithm if
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Figure 4.1: EMSE for  - NLMS Algorithm for varying  when Q of order 10−4.
it was the noise or the rapid changes in the environment. The figures show that
when this ratio is small, the noise is the dominant factor and the environment
is slowly changing, the step size is monotically increasing and the EMSE is very
small, when this ratio increases until it reaches 1, the analytical curve becomes a
parabola while the experimental curve still monotically increasing and the EMSE
becomes very large. These resutls imply that small step size is better for EMSE
performance but its bad for the convergence speed of the  - NLMS algorithm.
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Figure 4.2: EMSE for  - NLMS Algorithm for varying  when Q of order 10−5.
4.2 Simulation Results for Leaky  - NLMS al-
gorithm
The derivations of the Leaky  - NLMS Algorithm which is shown in Chapter 3 is
tested here. The simulation parameters are simialr to that in the previous section,
i.e., the filter length is M = 5, SNR is 20 dB (σ2v = 0.01). The nonstationary
environement controlled by choosing different values of σ2d and the correlation of
the adaptive filter input is controlloed by ρc. The simulation results are obtained
by averaging over 100 experiments while the analytical results are obtained by
plotting the steady state tracking expression given in (3.33).
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Figure 4.3: EMSE for  - NLMS Algorithm for varying  when Q of order 10−6.
Tables {4.4 and 4.5} show how the EMSE of the Leaky  - NLMS algorithm
behaves for different values of . Table 4.4 represents the case when σ2d = 10
−6.
Table 4.5 when σ2d = 10
−5 and Table 4.6 when σ2d = 10
−4. The tables show the
analytical results match the experimental results whith a notable error in the third
case (Table 4.3), and with a great accuracy in the first two tables. This implies
that when a rapid variations occured in the environemnt the tracking becomes
difficult.
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Figure 4.4: EMSE for  - NLMS Algorithm for varying  when Q of order 10−7.
EMSE in 10−3
 = 0.1  = 0.3  = 0.5  = 0.7  = 0.9
Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim.
4.2 4.12 3.9 3.89 3.7 3.66 3.3 3.23 3.1 3.15
Table 4.4: EMSE for Leaky -NLMS when Q is a multiple of 10−6
EMSE in 10−3
 = 0.1  = 0.3  = 0.5  = 0.7  = 0.9
Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim.
4.4 4.43 4.1 4.07 3.8 3.6 3.5 3.42 3.2 3.17
Table 4.5: EMSE for Leaky -NLMS when Q is a multiple of 10−5
Figures {4.10 - 4.13} show how leaky  - NLMS EMSE against  in 4 non-
stationary environments with different σ2d. The figures show that the EMSE of
the  - NLMS is monotically decreasing as  increases (inversely proportional to
) which means that choosing  near 1 will ensure a low EMSE. In addition to
that, the figures show that in a slow changeble environment the simulation and
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Figure 4.5: EMSE for  - NLMS Algorithm when
σ2d
σ2v
= 10−5.
EMSE in 10−3
 = 0.1  = 0.3  = 0.5  = 0.7  = 0.9
Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim. Anal. Sim.
7.3 6.96 6.0 5.72 5.6 4.75 5.1 4.46 4.7 4.27
Table 4.6: EMSE for Leaky -NLMS when Q is a multiple of 10−4
analytical results are almost the same, this clear in Figures {4.11 - 4.13}, while in
rapid changeble environments, a gap appears between the analytical and experi-
mental results which again implies the tracking difficulty in a rapid nonstationary
environements.
A study for the effect of the step size on the EMSE of the leaky -NLMS
algorithm at different ratios of
σ2d
σ2v
are shown in Figures {4.14 - 4.18}. The ratio
σ2d
σ2v
gives us an information about which is the dominant factor of the algorithm if
it was the noise or the rapid changes in the environment. The figures show that
when this ratio is small the noise is the dominant factor and the environment
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Figure 4.6: EMSE for  - NLMS Algorithm when
σ2d
σ2v
= 10−3.
is slowly changing. The step size is monotically increasing and the EMSE is
very small, when this ratio increases until it reaches 1. The analytical curve
becomes a parabola while the experimental curve still monotically increasing and
the EMSE becomes very large. These resutls imply that small step size is better
for EMSE performance but it is bad for the convergence speed of the leaky  -
NLMS algorithm.
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Figure 4.7: EMSE for  - NLMS Algorithm when
σ2d
σ2v
= 10−1.
4.3 Comparison of the  - NLMS and leaky  -
NLMS (α = 0, β = 1)
The anlaytical EMSE of the  - NLMS algorithm can be compared to the equivalent
one of the leaky  - NLMS algorithm by setting α = 0 (leaky factor of the update
recursion (3.1)) and β = 1 (leaky factor of the environment mentioned in the
nonstaionary data model point (c)).
The comparison performed for different values of σ2d and for two different values
of the correlation factor of the input data ρc = 0.2, and ρc = 0.6.
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Figure 4.8: EMSE for  - NLMS Algorithm when
σ2d
σ2v
= 1.
The results show that the equation (3.33) is more accurate than equation (2.36)
for all values of µ and for different values of the correlation factor of the input
data ρc.
4.4 Summary
In this chapter, the accuracy of the derived theoretical expressions was examined.
The simulation results for both cases (i.e., -NLMS and Leaky -NLMS) show
that the analytical expressions matching the simulation results especially in slow
changing environment, while some notable error appear when the adaptive filter
works in a rapid changing environment. Moreover, simulation shows that the
derived expression for the Leaky -NLMS algorithm is more accurate than the
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Figure 4.9: EMSE for  - NLMS Algorithm when
σ2d
σ2v
= 102.
one derived for the -NLMS algorithm. This is due to the assumptions used
to derive the EMSE expression for the -NLMS algorithm are weaker than the
assumptions used to derive the same expression for the leaky -NLMS algorithm.
The simulation also shows some facts ablout the relation between the derived
expressions for the EMSE and some paramters of the both algorithms -NLMS
and Leaky -NLMS. The simulations show that the EMSE decreases monotically
against the  parameter for both algorithms, which means that choosing  close to
1 will give us lower EMSE. Also, the simulation tries to detect the optimal step
size for both algorithms by testing the EMSE against the step size of the choosen
algorithm. Finally, the simulations show that the algorithm will be inefficient to
perform the tracking task in a very rapid changing environment but it will bo so
efficient for a slow changing one.
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Figure 4.10: EMSE for Leaky  - NLMS Algorithm for varying  when Q of order
10−4
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Figure 4.11: EMSE for Leaky  - NLMS Algorithm for varying  when Q of order
10−5
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Figure 4.12: EMSE for Leaky  - NLMS Algorithm for varying  when Q of order
10−6
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Figure 4.13: EMSE for Leaky  - NLMS Algorithm for varying  when Q of order
10−7
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Figure 4.14: EMSE for Leaky  - NLMS Algorithm when
σ2d
σ2v
= 10−5.
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Figure 4.15: EMSE for Leaky  - NLMS Algorithm when
σ2d
σ2v
= 10−3.
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Figure 4.16: EMSE for Leaky  - NLMS Algorithm when
σ2d
σ2v
= 10−1.
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Figure 4.17: EMSE for Leaky  - NLMS Algorithm when
σ2d
σ2v
= 1.
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Figure 4.18: EMSE for Leaky  - NLMS Algorithm when
σ2d
σ2v
= 102.
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Figure 4.19: EMSE vs µ for  - NLMS , Leaky  - NLMS when σ2d = 10
−7
σ2v = 10
−2, and ρ = 0.2.
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Figure 4.20: EMSE vs µ for  - NLMS , Leaky  - NLMS when σ2d = 10
−5
σ2v = 10
−2, and ρ = 0.2.
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Figure 4.21: EMSE vs µ for  - NLMS , Leaky  - NLMS when σ2d = 10
−3
σ2v = 10
−2, and ρ = 0.2.
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Figure 4.22: EMSE vs µ for  - NLMS , Leaky  - NLMS when σ2d = 10
−7
σ2v = 10
−2, and ρ = 0.6.
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Figure 4.23: EMSE vs µ for  - NLMS , Leaky  - NLMS when σ2d = 10
−5
σ2v = 10
−2, and ρ = 0.6.
68
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
−16
−14
−12
−10
−8
−6
−4
 µ
 
EM
SE
EMSE vs µ ε − NLMS for and Leaky ε − NLMS when σd
2
 = 10−3 , σ
v
2
 = 0.01, α = 0, β = 1
 
 
ε − NLMS
Leaky ε − NLMS
Simulation
Figure 4.24: EMSE vs µ for  - NLMS , Leaky  - NLMS when σ2d = 10
−3
σ2v = 10
−2, and ρ = 0.6.
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CHAPTER 5
CONCLUSIONS AND FUTURE
WORK
5.1 Conclusions
In this thesis, the tracking analysis in a non-stationary environment of two adap-
tive filtering algorithms, the -NLMS algorithm and Leaky -NLMS algorithm,
have been considered. In the first part of the thesis, the tracking analysis for the
-NLMS algorithm was derived based on the energy conservation relation. The
environment assumed to be nonstationary and it is changing with time accord-
ing to a first order autoregrissive model. Finally, this part provides us with an
expression for the steady state EMSE of the -NLMS algorithm where the input
data is assumed to be correlated gaussian. This expression depends mainly on
two moments (represented by αu and ηu), previously, there are no close form ex-
pressions for these two moments, recently [38] derives the exact expressions for
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these moments, which give us the ability to get the exact expression for the steady
state EMSE of the -NLMS algorithm.
The second part of the thesis provides us with an expression for the steady
state EMSE of the leaky -NLMS algorithm. As in the first part of the thesis,
the environment is assumed to be time varying environment and its variation
model assumed to be a first order auto regressive model. The derivation of the
steady state EMSE of the leaky -NLMS algorithm relies on the weighted energy
conservation relation with the help of the independence assumption principle.
The final expression of the EMSE also depends on some moments, again, these
moments can’t be expressed in a closed form expression, but with the help of
[38], a closed form expressions for these moments are derived, so a closed form
expression for the steady state EMSE is also available.
In the last part of this thesis, the accuracy of the derived theoretical expres-
sions was examined. The simulation results for both cases (i.e., -NLMS and
Leaky -NLMS) show that the analytical expressions matching the simulation re-
sults especially in slow changing environment, while some notable error appears
when the adaptive filter works in a rapid changing environment, in addition to
that, simulation shows that the derived expression for the Leaky -NLMS algo-
rithm is more accurate than the one which was derived for the -NLMS algorithm,
this is due to the fact that assumptions used to derive the EMSE expression for
the -NLMS algorithm is weaker than the assumptions used to derive the same
expression for the leaky -NLMS algorithm.
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The simulation also shows some facts ablout the relation between the derived
expressions for the EMSE and some paramters of the both algorithms -NLMS and
Leaky -NLMS. The simulations show that the EMSE will decrease monotically
against the  parameter for both algorithms, this means that choosing  close to
1 will give us lower EMSE, also the simulations try to detect the optimal step
size for both algorithms by testing the EMSE against the step size of the choosen
algorithm. At the end, the simulation shows that the algorithm will be inefficient
to perform the tracking task in a very rapid changing environment but it will bo
so efficient for slow changing one.
5.2 Future Work
The work applied here in this thesis to derive the EMSE of -NLMS and leaky -
NLMS algorithms can be carried out for other algorithms, for example the tracking
analysis of the least mean fourth LMF algorithm can be done using the same
methodology which is used in this thesis. In addition to that, the time average of
these two algorithms can be done in a nonstationary environment with a colored
gaussian input.
72
REFERENCES
[1] S. U. H. Qureshi “Adaptive equalization” IEEE Proceedings, 53:1349-1387,
1985.
[2] B. Widrow, J. R. Glover, Jr., J. M. McCool, J. Kaunitz, C. S. Williams, J. R.
Zeidler, E. Dong, Jr., and R. C. Goodlin “Adaptive noise cancelling: Principles
and applications” IEEE Proceedings, 63(12):1692-1716, 1975.
[3] L. Makhoul “Linear predition a tutorail review” IEEE Proceedings, 63(4):561-
580, 1975.
[4] C. F. N. Cowan and P. M. Grant “Adaptive Filters,” Englewood Cliffs,
NJ:Prentice Hall, 1985.
[5] S. Haykin “Adaptive Filter Theory,” Englewood Cliffs, NJ:Prentice Hall, 1996.
[6] B. Widrow, J. M. McCool, M. G. Larimore, and C. R. Johnson “Stationary and
Nonstationary Learning Characteristics of the LMS Adaptive Filter,” IEEE
Proceedings, 64(8):1151-1162, 1976.
[7] L. Ljung, M. Morf and D. Falconer “Fast calculation of gain matrices for
recursive estimation schemes,” Int. J. Contr, 27:1-19, 1978.
73
[8] D. Manolakis G. Carayannis and N. Kalouptsidis “A fast sequential algorithm
for least squares filtering and prediction,” IEEE transactions on Acoustic,
Speech and Signal Processing, 31:1394-1402, 1983.
[9] J. M. Cioffi and T. Kailath “Fast recursive least squares transversal filters for
adaptive filtering,” IEEE Transaction, Acoustic, Speech, Signal Processing,
32:304-337, 1984.
[10] A. Benallal and A. Gillorie “A new method to stabilize Fast RLS algorithms
based on a First Order Model of the propagation of numerical errors,” Proc.
ICASSP88, pages 1373-1376, 1988.
[11] D. Mansour and A. H. Gray “Unconstrained frequency domain adaptive
filters,” IEEE Transaction Acoustic Speech and Signal Processing, 30(5):726-
734, 1982.
[12] K. Ozeki and T. Umeda “An adaptive filtering algorithm using an orthogonal
projection to an affine subspace and its properties,” IEICE Transactions,
Japan, J67-A: 126-132, Feb 1984.
[13] J. I., Nagumo and A. Noda “A learning method for system identification,”
IEEE Transactions, Automatic control, AC-12:282-287, 1967.
[14] R. D. Gitlin, H. C. Meadors, and S. B. Weinstein “The Tap-Leakage Al-
gorithm: An Algorithm for the stable operation of a digitally implemented,
Fractionally Spaced adaptive equalizer,” Bell Syst. Tech. J., 61:1817-1839,
1982.
74
[15] G. A. Clark, S. K. Mitra, and S. R. Parker “Block implementatiom of adap-
tive digital filters,” IEEE Transaction Acoustic Speech and Signal Processing,
29(3):744-752, 1981.
[16] R. H. Kwong and E. W. Johnston “A Variable Stepsize LMS algorithm,”
IEEE transactions on signal procssing, 40:1633-1642, 1992.
[17] T. J. Shan and T. Kailath “Adaptive algorithms with an automatic gain
control feature,” IEEE transactions on Acoustic Speech and Signal Processing,
35:122- 127, 1988.
[18] R. W. Harris, D. M. Chabries, and F. A. Bishop “A Variable Stepsize (VS)
algorithm,” IEEE transactions on Acoustic, Speech and Signal Processing,
34:499- 510, 1986.
[19] V. J. Methews and Z. Xie “A stochastic gradient adaptive filter with gra-
dient adaptive step size,” IEEE transactions on Signal Processing, 41:2075-
2087,1993.
[20] T. Aboulnasr and K. Mayyas “A Robust Variable Step-Size LMS Type Al-
gorithm: Analysis and Simulation,” IEEE transactions on Signal Processing,
45:631-639, 1997.
[21] E. Walach and B. Widrow “The Least Mean Fourth(LMF) adaptive algo-
rithm and its family,” IEEE transactions, Information Theory, 30(2):275-283,
1984.
75
[22] A. Zerguine, C. F. N. Cowan, and M. Bettayeb “Novel LMS-LMF adaptive
scheme for echo cancellation,” Electronic Letters., 32(19): 1776-1778, 1996.
[23] A. Zerguine, M. Bettayeb, and C. F. N. Cowan “Hybrid LMS-LMF scheme for
echo cancellation,” IEE Proceedings-VIS Image Signal Processing., 146(4):173-
180, 1999.
[24] A. Zerguine, C. F. N. Cowan, and M. Bettayeb “Adaptive echo cancellation
using least mean mixed-norm,” IEEE Transactions Signal Processing., SP-
45(5):1340-1343, 1997.
[25] J. A. Chambers, O. Tanrikulu, and A. G. Constantinides “Least mean mixed-
norm adaptive filtering,” Electronic Letters, 30(19):1574-1575, 1994.
[26] T. Aboulnasr and A. Zerguine “Variable Weight Mixed-Norm LMS-LMF
Adaptive Algorithm,” IEEE conference on signals, systems and computers,
1:791-794, 1999.
[27] J. G. Proakis “Digital Communications,” Singapore: McGraw-Hill, 1983.
[28] B. Widrow, P.E. Mantey, L. J. Griffiths, and B.B. Goode “Adaptive Antenna
Systems Array,” IEEE Proceedings, 55:2143-2159, 1967.
[29] C. W. K. Gritton and D. W. Lin “Echo Cancellation Algorithms,” IEEE
ASSP Magazine, pages 30-37, 1984.
[30] K. Murano, S. Unagami, and F. Amano “IEEE Communication Magazine,”
IEEE ASSP Magazine, 28(l):49-55, 1990.
76
[31] N. J. Bershad “Analysis of the normalized LMS algorithm with gaussian
inputs,” IEEE transactions on Acoustic, Speech and Signal Processing, ASSP-
34:793- 806, 1986.
[32] N.R. Yousef and A.H. Sayed “Ability of adaptive filters to track carrier off-
sets and channel nonstationarities,” IEEE Transactions on Signal Processing,
Vol.50, Issue 7, pp. 1533-1544, 2002.
[33] A.H. Sayed and T.Y. Al-Naffouri “Mean-square analysis of normalized leaky
adaptive filters,” Proc, ICASSP, Salt Lake City, UT, vol.6, pp. 3873-3876,
2001.
[34] A.H. Sayed “Fundamentals of Adaptive Filtering,” Wiley, NJ, , 2008.
[35] T.Y. Al-Naffouri and A.H. Sayed “Transient Analysis of Data-Normalized
Adaptive Filters,” IEEE Transactions on Signal Processing, vol.51, no. 3, pp.
639-652, 2003.
[36] T.Y. Al-Naffouri and A.H. Sayed “Transient Analysis of Adaptive Filters
-PARTI: The Data Nonlinearity case ,” Proc, IEEE-EURASIP, Baltimore,
Maryland, 2001.
[37] T.Y. Al-Naffouri and A.H. Sayed “Transient Analysis of Adaptive Filters
-PARTII: The Error Nonlinearity case,” Proc, IEEE-EURASIP, Baltimore,
Maryland, 2001.
77
[38] T.Y. Al-Naffouri and M. Moinuddin “Exact performance analysis of the e-
NLMS algorithm for colored circular Gaussian inputs ,” IEEE Transactions
on Signal Processing, vol.58, no. 10, pp. 5080-5090, Oct.2010.
78
Vitae
• Mahmoud Jamal Ankeer
• Born in Amman, Jordan on February 17, 1981
• Jordanian Nationality.
• Received Bachelor of Science (B.Sc) in Information Technology from Al-
Balqa Applied University, Jordan in July 2002.
• Joined King Fahd University of Petroleum & Minerals, Dhahran, Saudi Ara-
bia as a Research Assistant in February 2007.
• Completed Master of Science (M.S.) in Electrical Engineering in January
2011.
• Email: mahmoud ankeer@hotmail.com
• Mobile: +962 - 796903278
• Present And Permanent Address: Naur, Amman, Jordan.
