I. INTRODUCTION
The performance measures of any adaptive processing scheme depend on the number of independent samples used to estimate the unknown probabilistic characteristics of the input process. If these estimates are consistent, the performance measures converge to the true steady state values as the number of independent samples goes to infinity. Convergence performance studies are related to the quantitative analysis of the transient of the performance measures. For an adaptive detection scheme, the natural performance measures are the probabilities of false alarm and detection.
We define a single-observation detector as one that processes a batch of data within a single-observation interval. A multiple-observation detector is defined as one that processes multiple batches of data within multiple-observation intervals. In [1] , two schemes for single-observation adaptive detection were compared: Kelly's generalized likelihood ratio test (GLRT) [2] and the mean level adaptive detector (MLAD). Detection performance p d was predicted for the two schemes under the assumptions that the input noises are zero-mean complex Gaussian random variables (RVs) that are temporally independent but spatially correlated, and the amplitude of the desired signal is Rayleigh distributed. Detection performance p d was computed as a function of the false alarm probability, the number of input channels, the number of independent samples-per-channel, and the matched filtered output signal-to-noise (S=N) power ratio. The GLRT was shown to have better detection performance than the MLAD. The difference in detection performance increases as one used fewer input samples; however, the required number of samples necessary to have only a 3 dB detection loss from the optimum for both detection schemes is approximately the same. This is significant since, for the present, the MLAD is considerably less complex to implement than the GLRT.
In [3] , again the two schemes for single-observation adaptive detection (the GLRT and the MLAD) were analyzed with respect to the deleterious effect of desired signal contamination of the data used to compute the sampled covariance matrix for the two detectors. The detection probability p d and false alarm performance (ghosting probability p g ) were predicted for the two schemes under the assumptions that the input noises are zero-mean complex Gaussian RVs that are temporally independent but spatially correlated; and the amplitude of the desired signal is Rayleigh distributed. p d and p g were computed as a function of the false alarm probability p f with no contamination, the number of input channels, the number of independent samples-per-channel, the matched filtered output S=N power ratio, and the matched filtered output S=N power ratio of the contaminating desired signal. It was shown that both p d and p g decrease with increasing levels of contamination. The p g performance was almost identical for the GLRT and MLAD. The p d performance showed similar relative performance trends. Significantly, it was shown that the ghosting probability does not exceed p f in the presence of contamination.
The general problem of signal detection in a background of Gaussian noise for an adaptive array was first addressed by Kelly [2] by using the techniques of statistical hypothesis testing. In [2] , the problem was formulated as a binary hypothesis test, where one hypothesis is noise only and the other is signal-plus-noise. A given input data vector (called the primary data vector) is tested for signal presence. Another set of signal-free data vectors (called the secondary data vectors) is available that shares the unknown covariance matrix M of the noise in the primary data vector. A likelihood ratio decision rule was derived, and its performance was evaluated for the two hypothesis. Kelly's detector uses the maximum likelihood (ML) estimates for the unknown parameters of the likelihood ratio test (LRT). The unknown parameters are the spatial covariance matrix and the complex amplitude of the unknown signal (assumed in Kelly's analysis to be a nonrandom constant). This detection scheme is commonly referred to as the GLRT.
A less complex adaptive detection scheme is found by implementing the MLAD. The MLAD is essentially an adaptive matched filter (AMF) followed by a mean level detector (MLD) [4, 5] . Input samples used in determining the MLD threshold are derived from a block of data passing through the AMF. This same block of data is used to calculate the AMF weights. The squared magnitude of each of these samples as processed through the AMF is used as a test statistic and compared against an MLD threshold (an average of the instantaneous powers) that does not contain the given test statistic. We further clarify the implementation terminology by calling this an MLAD with concurrent data samples. In [6] , an analysis was performed for an MLAD with nonconcurrent data, i.e., the block of data that passes through the AMF that is used to determine the MLD threshold is statistically independent of the block of data used to calculate the AMF weights.
We note for both Kelly's GLRT and the MLAD that, under the above stated assumptions, the p f does not depend on M (a second-order characterization of the external noise environment). Hence detectors exhibit the desirable constant false alarm rate (CFAR) property of having the p f be independent of the covariance matrix.
Binary detectors (also called J out of M detectors, double threshold detectors, and binary integrators) have a long past and are well studied in the literature [7] [8] [9] [10] [11] [12] . The false alarm rate of a binary detector is less sensitive to randomly arriving impulse interference than optimal matched filtering/detection schemes. In addition, detection performance, in many cases, does not significantly degrade. Hence, binary detectors offer an inherent robustness not found in the optimal matched filtering/detection schemes. In the past literature, it was assumed that the matched filtered weights were known exactly. However, for many practical situations this is not true. These weights will be adaptively estimated and detection performance will degrade due to estimation errors. Hence, there is a need to quantify the performance of a binary detector which has for its first stage of detection a form of adaptive matched filtering (as was done by Worley [11] for the nonadaptive case). There are a variety of ways to implement this first stage of which three techniques will be discussed in the sequel.
We consider here the topic of multiple-observation adaptive detection. More specifically, we examine the performance of a multiple observation binary adaptive detector (or binary adaptive detector for short), which is illustrated in Fig. 1 . The single-observation detector as seen in this figure passes its detector outputs (d m = 0 or 1) to an accumulator (or binary integrator). After M of these outputs have been accumulated, the number of detections are counted. If this number equals or exceeds the integer J, a detection is declared. For our purposes the single-observation detector is one of three adaptive detectors: nonconcurrent MLAD, concurrent MLAD, or Kelly's GLRT. These three adaptive detectors are described in more detail in the next section. We quantify the performance of the binary adaptive detector as a function of the number of input channels (order of the adaptive matched filter), the number of independent input samples-per-channel, the order of the binary detector (M), the desired probability of false alarm, the matched filtered output S=N, and, the second threshold of the binary detector J.
II. SINGLE-OBSERVATION ADAPTIVE DETECTOR DESCRIPTIONS AND RESULTS

A. Preliminaries
Consider the two hypotheses
where H 0 is the noise-only hypothesis, n is a noise vector of length N, H 1 is the signal-plus-noise hypothesis, a is the unknown, complex signal amplitude, and s is the desired steering vector of length N. The noise vector n is assumed to have a zero-mean multivariate Gaussian distribution with an unknown N £ N covariance matrix. The following three subsections present summaries of three distinct single-observation adaptive detectors and closed-formed expressions for the probabilities of false alarm and detection under various assumptions. These results are used in the formulation given in the next section of the probabilities of false alarm and detection for the binary adaptive detector. Fig. 2 shows a schematic of the nonconcurrent MLAD. A batch or block of input data (called secondary input data) is used to calculate the AMF weights. On each of the N input channels, we measure K temporally independent samples. Define X = N £ K complex matrix of secondary input data where we assume K¸N. The nth row represents the K temporally independent samples on the nth channel. The samples in the kth column are assumed to be time-coincident; s = desired steering vector (complex) of length N;
B. Nonconcurrent MLAD
where H denotes the conjugate transpose matrix operation.
The estimateŵ of the optimal N-length weighing vector is given by [13] 
where ¹ is an arbitrary non-zero constant. Equation (2) is the sample matrix inversion (SMI) algorithm for computing the matched filter, or Weiner weights [13] .
For the AMF implementation, we apply the complex conjugate ofŵ to the input data. This optimal estimate is then applied to another set of data called the primary input data, which is independent of the secondary input data. The primary input vectors have length N and their elements are assumed to be temporally independent. Let x = candidate primary input data vector (complex) of length N; x l = lth MLD primary input data vector (complex) of length N; L = number of MLD primary input data vectors; T = MLD threshold constant.
The nonconcurrent MLAD rule is given mathematically as
where j ² j denotes magnitude, H 0 is the hypothesis that noise only is present, H 1 is the hypothesis that a desired signal and noise are present, and T is chosen to control the false alarm probability. Note that for this detector, the standard CFAR procedure of normalizing the candidate primary test statistic by the average of the instantaneous power of the other primary test statistics (where 1=L has been incorporated into T) is implemented. The pertinent assumptions for the analysis in this subsection are the following. A1) Input noises are complex zero-mean stationary Gaussian RVs. The real and imaginary parts of a given input noise sample are independent and are identically distributed (IID). An RV with these characteristics is called a circular Gaussian RV. A2) Input noise samples are temporally statistically independent.
A3) The secondary data is statistically independent of the primary data.
A4) The desired signal can be present in the candidate primary data vector. It is not found in the secondary data or the primary data vectors used to form the threshold.
A5) The desired signal is a circular Gaussian RV that is statistically independent of all noises (hence, the amplitude of the desired signal has the Rayleigh distribution). It is constant over the single observation interval.
It was shown in [6] 
and
where (S=N) opt is the signal-to-noise power ratio of the matched filter where the optimal linear weighing vector of the array is used (K = 1).
C. Concurrent MLAD Fig. 3 shows a functional block diagram of a concurrent MLAD. The concurrent MLAD is similar in form to the nonconcurrent MLAD (Fig. 2) except that the concurrent MLAD is designed to perform detections over a block of data by using just this block of data in determining the AMF weights and the MLD threshold. The MLAD works as follows. Let there be N channels and K + 1 samples-per-channel. Define x = the candidate primary N-length data vector, x k = the secondary N-length data vector, k = 1,2,:::, K, X aug = (x j X) = augmented N £ (K + 1) matrix of input data, and
The N-length weighing vectorŵ for the AMF is found by the SMI algorithm and is given bŷ
This weight is used in the detection rule given by
where T 0 is chosen to control the false alarm probability. We see that (6) is the algorithmic representation of the AMF and (7), the MLD. Note that we have included the candidate primary data vector in theR 0 estimate and, hence, inŵ estimate. In a practical situation, this might be done since it is numerically more efficient to compute one weighing vector over the entire data block than it is to compute a distinct weighing vector for each point in the block. However, the presence of the desired signal (under H 1 ) will affect detection (see [1] ). In (7), the candidate primary data vector is varied across the K + 1 data snapshots, where the x k used on the right-hand side of (7) does not include the candidate primary data vector.
It is straightforward to show that (7) is equivalent to js
where we note that 0 · T 1 · 1.
The pertinent assumptions for the development in this subsection are A1-A3, A5, and A6) The desired signal can be present in the candidate primary data vector. It is not in the secondary data.
By using assumptions A1-A3, A5, and A6, it was shown in [1] that
D. GLRT
Kelly [2] gives a mathematical formulation of the adaptive detection problem that leads to the GLRT. We now summarize that formulation. Two sets of input data-primary and secondary-are used. We assume that the secondary inputs do not contain the desired signal. Set X = N £ K complex matrix of secondary input data.
The nth row represents the K samples of data on the nth channel, where n = 1,2,:::, N. The samples in the kth column are assumed time-coincident. x = the candidate primary data vector (complex) of length N. s = the desired steering vector (complex) of length N.
We assume A1-A3, A5, and A6, as given in the previous subsection. The GLRT is formulated as follows. Find the probability density function (pdf) under each hypothesis over all measured data. For this problem, this is straightforward since the sample vectors are assumed to be independent and each vector has an associated N-dimensional Gaussian pdf. If there are any unknown parameters, maximize the pdf of the inputs over all unknown parameters for each of the two hypotheses. The maximizing parameter values are, by definition, the ML estimators of the parameters. Hence, obtain the maximized pdfs by replacing the unknown parameters by their ML estimates. Find the ratio of the resultant maximum of pdfs (the ratio of the pdf under H 1 to the pdf under H 0 ). Check this ratio to see if it exceeds a preassigned threshold t.
Kelly shows that the GLRT for the adaptive detection problem is given by
We recognizeR xx as proportional to the ML estimate of the input covariance matrix. We note also that the unknown complex amplitude a of the desired signal has been estimated and is accounted for in (11) . Under assumptions A1-A3, A5, and A6 it was shown in [1] that
where T = t=(1 ¡ t).
III. P D AND P F FOR MULTIPLE-OBSERVATION BINARY ADAPTIVE DETECTOR
We make the following assumption pertaining to the multiple observations detector. A7) Desired signals and noises of a given single observation are statistically independent of all other single observation desired signals and noises.
This assumption and assumption A5 imply that we are modeling the desired signal as a Swerling II fluctuation model [12] . Assumption A7 also allows us to write the P F and P D of the binary adaptive detector as [12] 
where p f and p d are the probabilities of false alarm and detection, respectively, through the single-observation adaptive detector (expressions for these were given in the previous section). The probability of detection P D is a function of the following.
N is the number of input channels (or the order of the adaptive matched filter).
K is the number of secondary input data samples per channel.
M is the order of the binary detector. P F is the desired probability of false alarm.
(S=N) opt is the matched filtered output signal-to-noise power ratio.
J is the second threshold of the binary detector.
It is desirable to find the J that maximizes P D for a given P F . To this end for a specified P F , J ¤ is found such that
with constraint: P F (J) = P F , J = 1,2,:::, M. To find P D , we use (15)-(17) in conjunction with the expressions for p f and p d given in the previous section for the three single-observation adaptive detectors. Specifically, to find P D for a given J, P F , N, K, M, and (S=N) opt we first find p f , which only depends on P F , J, and M, using (15). Knowing p f yields the threshold for the respective single-observation detectors via (4), (9), or (13) . This threshold in conjunction with N, K, and (S=N) opt is used to find p d for each of the respective single-observation detectors via (5), (10), or (14) . Thereafter using p d , M, and J, P D is calculated using (16). The above is done for each positive J · M. The J that maximizes P D is chosen as J ¤ . For the case where the AMF weights are known exactly (or K = 1), under the assumptions for all three single-observation detectors, it is known [12] that
IV. RESULTS
Here we present results pertaining to the performance of the binary adaptive detector. The J ¤ chosen for the J out of M binary detector is the J that maximizes the probability of detection P D , unless otherwise noted. We introduce the integer parameter I, called the order factor, where K + 1 = IN. Recall that K is the number of input sample vectors used to estimate the input covariance matrix for the nonconcurrent MLAD or GLRT, and K + 1 is the number of input sample vectors used to estimate the input covariance matrix for the concurrent MLAD. For the nonconcurrent MLAD, in order to be consistent with the concurrent and GLRT, we set the number of samples used to form the MLD threshold L equal to K. Fig. 4 shows typical curves of P D versus (S=N) opt and I for P F = 10 ¡6 , N = 5, M = 2, and the nonconcurrent MLAD binary adaptive detector.
Here we see, as expected, that the performance degrades as I decreases. Kelly [2] defines the S=N loss of an adaptive detector as the difference required to obtain a given P D between a steady state (I and K = 1) detector and the transient state with all other independent parameters being equal. We note that as K ! 1, the GLRT and MLAD are identical and, hence, their P D performance is identical. We define I ¤ to be the order factor such that the S=N loss is nearest to but not exceeding 3 dB. In addition, K ¤´I¤ N ¡ 1. From Fig. 4 , we see for P D = 0:6 that I ¤ = 4. The sensitivity of P D versus J is typified by the plots seen in Fig. 5 . Here we do not constrain J. In this figure, we have plotted P D versus J for (S=N) opt = 2, 3, :::,10 dB, P F = 10 ¡8 , M = 20, N = 10, and I = 6. We see for each curve that P D reaches a maximum for a specific J and that this maximum is relatively insensitive to moderate fluctuations about this J. Many plots of this type were generated over a number of parameter sets with this same insensitivity behavior about the maximal point observed.
For the case where the AMF weights are known exactly (I or K = 1), it is possible to specify the optimal J given P D , N, M, and P F (see [11] for a similar development of the nonadaptive case). In fact, J is independent of N since p d and p f are independent of N as given by (18). Tables I and II give the optimal values of J for a range of Ms and P D s with P F = 10 ¡6 and 10 ¡8 , respectively. From the point of view of designing a binary adaptive detector, it is desirable to specify I ¤ and J ¤ for a given P D , N, M, P F , and single observation detector configuration. We do this as follows. For a given P D , P F , we find Tables  III-VI Table  VI (Kelly detector) , N = 2,3,5, P F = 10 ¡8 . Complete tables over all parameter variations were not possible due to length considerations. A more complete set is given in [14] . However, the salient observations can be made from this reduced set and are supported by the more complete set given in [14] . From these tables we make the following observations.
1) The order factor necessary to achieve 3 dB S=N loss I ¤ decreases as the binary detector order M increases. All other parameters held constant. 2) The optimal J ¤ (for the J out of M detector) increases as M increases. All other parameters held constant.
3) The optimal J ¤ is larger for the binary adaptive detector than the optimal J ¤ for the binary detector (K = 1 see Tables I and II) . All other parameters held constant.
4) I ¤ decreases as the number of input channels N increases. All other parameters held constant.
5) I ¤ increases as the desired false alarm probability P F decreases. All other parameters held constant.
6) I
¤ and J ¤ are relatively insensitive to the specified P D for a given P F , M, and N.
7) For a given P D , P F , M, and N, the specified I ¤ , J ¤ are similar for the three single-observation adaptive detectors.
The last observation is significant because the MLAD configurations are significantly simpler to implement than the GLRT configuration [1] . This last observation is not surprising since in [1] it was shown that K ¤ was found to be relatively invariant as a function of the nonconcurrent or Kelly single-observation configuration. Thus, this conclusion is also true for the more complicated multipleobservation detectors.
V. SUMMARY
Performance results for three multiple-observation binary adaptive detectors have been presented. The multiple observation binary adaptive detector consisted of a selected single-observation adaptive detector followed by a binary integrator/detector (J out of M detector). Three types of single observation adaptive detectors were considered: nonconcurrent MLAD, concurrent MLAD, and the GLRT. The desired input signal was modeled as a Swerling II target and the input noises as Gaussian RVs. Detection performance P D of each binary adaptive detector was evaluated as function of the number of input channels N, the number of independent input samples-per-channel K used to estimate the unknown input covariance matrix, the order of the binary detector M, the desired probability of false alarm P F , and the matched filtered output S=N. Tables of detection performance were provided that aid in specifying the optimal J ¤ for the J out of M detector and finding the number of input samples per channel K ¤ necessary to achieve just a 3 dB loss in optimal performance for a given P D , P F , M, N, and single-observation detector configuration. Significantly, K ¤ was found to be relatively invariant as a function of the single-observation configuration. Likely, this property is inherited from the invariance results of single observation detectors given in [1] . Thus one might choose the MLAD detector over the GLRT detector since the former is significantly less complex to implement. Also, I
¤ and J ¤ were relatively insensitive to the specified P D for a given P F , M, and N. Hence the optimized detection scheme is robust with respect to the input S=N.
