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Abstract
Learning and adapting to new distributions or
learning new tasks sequentially without forgetting
the previously learned knowledge is a challenging
phenomenon in continual learning models. Most
of the conventional deep learning models are not
capable of learning new tasks sequentially in one
model without forgetting the previously learned
ones. We address this issue by using a Kalman
Optimiser. The Kalman Optimiser divides the
neural network into two parts: the long-term and
short-term memory units. The long-term memory
unit is used to remember the learned tasks and
the short-term memory unit is to adapt to the new
task. We have evaluated our method on MNIST,
CIFAR10, CIFAR100 datasets and compare our
results with state-of-the-art baseline models. The
results show that our approach enables the model
to continually learn and adapt to the new changes
without forgetting the previously learned tasks.
1. Introduction
Conventional deep learning models have achieved signif-
icant successes in a variety of fields including computer
vision and speech recognition. However, most of the domi-
nant models have to be trained with all the expected tasks or
variations in the data at the same time. Otherwise, they tend
to forget the learned knowledge when they switch between
different tasks and various datasets in a periodically chang-
ing environment. The problem that the model forgets how
to perform on the previously learned tasks is often referred
to as catastrophic forgetting (McCloskey & Cohen, 1989;
Goodfellow et al., 2013). This issue often occurs when a
model adjusts its parameters to cater for new tasks and when
the newly set parameters are not suitable anymore to provide
accurate results to the previously learned tasks when they
occur again. The parameters may significantly change when
the training task is very different from previously learned
ones. For example, in Figure 1(a), training a neural network
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Figure 1. (a) Model find different solutions for different tasks (b)
Different part of the parameters adapts to different tasks; e.g. if
the important parameters of task A are on the left, we then let the
parameters on the right side adapt to task B
is aimed at finding an ideal solution (i.e. the red circle in
Figure 1(a)) for the training data. When the model continu-
ally learns with a new set of data, the neural network will
find another ideal solution (i.e. the green circle in Figure
1(a)). The new solution could be very different from the
previous one. Consequently, the performance of the neural
network on the previously learned task(s) would decrease.
In other words, the neural network forgets how to perform
on the old dataset. This learning process is very different
from the biological learning process which can acquire new
knowledge sequentially. In real-world scenarios, we cannot
ensure that our training data is the most representative set
and it may not cover all the tasks in advance. Possible solu-
tions to address this issue include training a new model for
each new task, re-training the model when the previously
learned tasks reappear or are required again and storing all
the training data and frequently training the model based
on the whole datasets. Storing all the training data is very
inefficient and requires high resource. Training the model
again and again for re-appearing tasks and goals is very in-
efficient and computationally costly. Our goal is to develop
a continual learning model in a way that the model can learn
new tasks without forgetting the previously learned ones.
To solve this problem, ensemble learning is among the solu-
tions that are proposed in the existing work (Woz´niak et al.,
2014; Polikar et al., 2001; Dai et al., 2007). The fundamen-
tal idea in ensemble learning is to build a network for each
task or learning target. As a consequence, n networks would
be created (n is the number of the tasks to be learned). This
method is not always a desirable solution because of high
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memory requirements and complexity (Kemker et al., 2017).
(Fernando et al., 2017) propose PathNet which is based on
ensemble learning but offers less complexity. In PathNet,
the learned networks can contribute to train the model while
learning new tasks. Different from ensemble learning, the
dual-memory-based learning approach interleaves the new
training data with the learned samples offers less complexity.
(Lopez-Paz et al., 2017) propose Gradient Episodic Memory
(GEM) to deal with the forgetting issue. GEM stores a sub-
set of the samples that are used in the new training process.
While training on new tasks, the losses on the old samples
are only allowed to decrease. Other recent developments
in this direction reduce the memory requirements of old
knowledge by leveraging a pseudo-rehearsal technique; e.g.,
(Robins, 1995) construct probabilistic models to generate
training samples (based on what has been seen in the past)
to reduce the memory resources required for storing and
reloading large volumes of old samples. (Shin et al., 2017)
propose an architecture consisting of deep generative mod-
els to generate training samples and task solvers to perform
a classification task. Similarly, (Kamra et al., 2017) use
a variational autoencoder to generate the training samples.
(Hinton & Plaut, 1987) propose a dual-memory system in
which each synaptic connection has two weights: a plastic
weight with slow change rate for long-term knowledge and
a fast-changing weight for short-term knowledge. Another
solution called Regularisation-based method does not need
to produce multiple models or store the trained samples.
(Kirkpatrick et al., 2017) propose the Elastic Weight Consol-
idation (EWC) to overcome the forgetting problem. EWC
pulls back the changes of parameters when the models re-
quire to carry out a previously learned task. (Husza´r, 2017)
extended the EWC to a continuous technique that learns
the new tasks recursively. Similarly, (Zenke et al., 2017)
attempt to address the forgetting problem by avoiding to
change the influential parameters that contribute to carrying
out the previously learned tasks.
Although there are various works to address the forgetting
problem in continual learning scenarios, few of the existing
work proposes an optimiser or leverages the uncertainty in-
formation in the neural networks to resolve the catastrophic
forgetting problem. In this paper, we propose a Kalman-
Filter-based optimiser. Some existing works that combine
the Kalman Filter with neural networks. For instance, (Ol-
livier, 2017) demonstrate an extended Kalman Filter to esti-
mate the parameters similar to an online stochastic natural
gradient descent. (Trebaticky`, 2005) use a Kalman Filter
to train a Recurrent neural network. (Haarnoja et al., 2016)
combine the Kalman Filter with a feed-forward Convolu-
tional neural network. (Wu & Wang, 2012) propose an
Extended and Unscented Kalman Filter training algorithm
for training feed-forward neural networks. Different from
previous work, our key idea is to find an optimal solution for
all the tasks by letting different part of the parameters adapt
to different tasks, see Figure 1(b). More specifically, we
obtain the important parameters in the previously learned
tasks and group them in long-term memory units. The other
parameters are grouped into short-term memory units. Dif-
ferent from the classical Long Short Term Memory networks
(LSTM) and (Hinton & Plaut, 1987), we only use a single
neural network layer, and the parameters that are involved
in each of the units are dynamically decided at the end of
each training process. We use a Kalman Filter to restrict
the changes of the parameter in the long-term memory units.
Then the short-term memory units adapt to the new tasks.
2. Methodology
2.1. Gradient as an Uncertainty Measure
We consider the weights as the indeterminate values instead
of the deterministic values. Different from the Bayesian
neural networks (Blundell et al., 2015), our goal is to track
the changes of the values and uncertainties of the parameters
and then adjust them. To determine the uncertainty, we use
the gradient as a measure since it reflects how the model is
uncertain with the current parameters given the current data.
From the gradient descent point of view, if the parameter is
far from the optimal value, the gradient of the parameter is
larger. In other words, the model would be highly uncertain
with this parameter given the training data. For example,
in Figure 1(a), the training parameters take a larger step at
the beginning of training since they are far from the optimal
value. As the training continues, the step becomes smaller
and smaller. Later on, and when this model is trained on a
new task, this process is repeated.
2.2. Kalman Optimizer
Based on the values of the weights and the uncertainty
measure, we restrict the changes of the weights to let the
new value have lower uncertainty by using a Kalman Filter
(Rhudy et al., 2017; Enshaeifar et al., 2016). At the end of
the first training, we consider the uncertainty and the opti-
mal solution of our first task as our prior knowledge. During
the training for the second task, we track the changes in
the weights and uncertainty. We then use a Kalman Filter
to adjust the weights based on our prior knowledge. The
predicted values of the Kalman Filter would be close to the
values that will result in lower uncertainty. Given the initial
information θ0 and P0, where θ0 is the set of parameters in
the pre-trained model and P0 is the uncertainty of model on
the previously trained dataset or task, ξ is a very small hyper-
parameter in the case that the denominator is zero. While
training on the new dataset or for a new task, according
to the gradient descent process and mini-batch algorithm,
at batch k, we can predict the value θˆk|k−1 and obtain an
uncertainty measure Rk which refers to the gradient of the
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parameter θk−1 on the kth batch data. The Kalman Gain
Kk, the optimal value θˆk and the uncertainty Pk can be
calculated according to the following equations:
θˆk|k−1 = θk−1 − learning rate×Gradients (1a)
Kk =
Pk−1
(Pk−1 +Rk + ξ)
(1b)
θˆk = θk−1 +Kk(θˆk|k−1 − θk−1) (1c)
Pk = (I −Kk)Pk−1 (1d)
Since Rk is the gradient of the model on the new dataset
or task, it would be relatively higher than Pk−1, especially
in the beginning of the training process. This means Pk−1
would decrease more rapidly compared with Rk. Hence,
the predicted values would be close to the previous optimal
solution.
However, the model cannot learn the new task very well, if
all the weights are close to the previous optimal solution.
To address this issue, we let the Kalman Optimiser identify
which part of the parameters should adjust to remember
the learned knowledge and which part of the parameters
should have less influence on learning the new task. To
achieve this goal, we find the important parameters to the
previously learned tasks and group them as the long-term
memory, and group the rest of the parameters as the short-
term memory. To find the important parameters, we use the
Fisher Information matrix. The Fisher Information matrix is
the approximation of the second order derivatives of the loss
near a minimal point. We assume that the covariance matrix
of the posterior distribution for a trained task is diagonal
and obtain the Fisher Information by using Equation (2),
where θ represents the parameters, D is the training dataset,
F is the Fisher Information matrix.
F (θ) = Eθ[
∂
∂θ
log(D, θ)]2 (2)
We further normalise the Fisher Information by using Equa-
tion (3) to obtain the rate of importance for the parameters:
F (θ)∗ =
F (θ)
maxF (θ)
(3)
We then use the normalised Fisher Information to divide
the units into two different categories (i.e. long-term and
short-term memory units). We set a threshold to distinguish
the boundary to choose the significant parameters that are
involved in long-term memory. The final update procedure
is shown in Equation (4) where α is a pre-defined threshold.
Hence the Kalman Optimise can identify what parameters
to adjust instead of adjusting all of them.
F ∗ =
{
F ∗, if F ∗ < α
1, otherwise
(4a)
θˆk = θk−1 + (θˆk|k−1 − θk−1) ∗Kk ∗ F ∗
+ (θˆk|k−1 − θk−1) ∗ (1− F ∗)
(4b)
Pk = (I −Kk ∗ F ∗)Pk−1 (4c)
While learning several tasks, (Kirkpatrick et al., 2017)
use multiple Fisher Information matrices to apply the con-
straints on parameters. This requires high computation
and increases the complexity. Computing and storing large
number of Fisher Information can also quickly become in-
tractable. In our proposed method, only one Fisher Informa-
tion matrix is needed. In the Kalman Optimizer, only the
larger value among the different Fisher Information Matrix
will be stored in the memory. We update the normalised
Fisher Information recursively and this addresses the com-
plexity and scalability issues related to the computation and
storing large number of Fisher Information.
The last step is to update the uncertainty information. Up to
this stage, all the prior knowledge is updated by the Kalman
Filter. At this stage, we update our prior knowledge at the
end of each training, in case the Kalman Filter is converged
into a constant. Mathematically, P , which is the uncertainty
of the model on the learned tasks, could be a minimal value
at the end of the training process. If the uncertainty is not
updated, the value predicted by the Kalman Optimiser will
be close to a constant. Hence, after training task k, if the
parameter is more important to task k than other tasks, we
then update the uncertainty of this parameter given the data
in task k. The other uncertainties remain the same since
we cannot access to the previous dataset anymore in our
experiments. Furthermore, these small uncertainties are
very helpful to preserve the learned knowledge.
3. Experiments
We evaluate our method by sequentially learning the disjoint
MNIST (LeCun et al., 2010), CIFAR10 and CIFAR100
datasets (Krizhevsky et al., 2009). These experiments are
commonly used to evaluate the performance of the methods
that address the forgetting problem in continual learning
scenarios.
3.1. Disjoint MNIST
The first experiment is conducted by using the disjoint
MNIST dataset. We split the MNIST dataset into 5 sub-
sets of consecutive digits from 0 to 10. We use a shallow
neural network containing two hidden layers consisting 256
units. Due to the label distribution changes in different task,
we use a multi-head approach which only computes the
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(a) Task 1 (b) Task 2
(c) Task 3 (d) Task 4
(e) Task 5 (f) All Task
Figure 2. The evaluation results for the disjoint MNIST
loss for the digits present in the current task (Zenke et al.,
2017). The results are shown in Figure 2. We compare the
performance of the model with and without the proposed
optimiser. To evaluate the performance, we compute the
average accuracy of the model on all the tasks. The aim of
the training is to have an average accuracy close to 1.0 after
training the model on all the tasks. The first two figures in
Figure 2 show that the performance of the neural network
drops to a guesstimate level (less than 50%) after training
on all the tasks. The performance of the third task is also
decreased. However, the neural network with the proposed
optimiser maintains the performance on all the learned tasks.
The accuracy of the proposed method on the first two tasks
stays close to 1.0, while the average accuracy of the model
on all the tasks keeps increasing.
3.2. Disjoint CIFAR10 and CIFAR100
This experiment consists of two parts. In the first part,
we evaluate our method based on the disjoint CIFAR10
dataset. We split the CIFAR10 into two subsets of consecu-
tive classes. We use a Convolutional Neural Network con-
taining four convolutional layers, two fully-connected layers
and also the multi-head approach. The results are shown
(a) Task 1 (b) Task 2 (c) All Task
Figure 3. The evaluation results for the disjoint CIFAR10
(a) CIFAR10 (b) CIFAR100- 1 (c) CIFAR100- 2
Figure 4. The evaluation results from CIFAR10 to CIFAR100
in Figure 3. As shown in Figure 3(a), the performance of
the common model on the first task after learning the sub-
sequent tasks and then by revisiting the first task decreases
dramatically. However, the proposed method still remem-
bers how to perform on the first task. The fraction accuracy,
which is the average accuracy on all previous tasks (Figure
3(c)), of the proposed method keeps increasing while the
fraction accuracy of the baseline model decreases steadily.
In the second part, we evaluate our method on CIFAR100.
The first task is the original CIFAR10 dataset, the second
and third tasks are ten different classes from CIFAR100.
The other settings are the same. The results are shown in
Figure 4. The performance of the model on the learned tasks
decreases while the proposed method remembers how to
perform the learned tasks.
4. Conclusions
We present a novel optimisation method to learn and adapt
to the new tasks without forgetting the previously learned
tasks. The key idea is to find an optimal solution by letting
different parts of the parameters adapt to different tasks. The
proposed method uses the gradients to obtain an uncertainty
measure and groups the learning parameters into long-term
and short-term memory units. These units define which pa-
rameters are restricted to be changed by the Kalman update
procedure (i.e. long-term memory). This update procedure
adds an adjustment and control mechanism to allow the
model to learn new tasks without significantly forgetting
the previously learned ones. We evaluate our method based
on the disjoint MNIST and CIFAR10 datasets, and also
by continually learning from CIFAR10 to CIFAR100 and
compared the results to a baseline. The results show that
the proposed method can preserve the previously learned
Continual Learning in Deep Neural Network by Using a Kalman Optimiser
knowledge and efficiently learn and adapt to the new tasks.
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