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Abstract 
Face recognition is one of the most challenging computer vision research topics 
since faces appear differently even for the same person due to expression, pose, 
lighting, occlusion and many other confounding factors in real life. During the 
past thirty years, a number of face recognition techniques have been proposed. In 
general, these methods can be divided into two categories: "appearance-based" 
and "feature-based". For appearance-based methods, holistic features are 
extracted from the face images and then used for classification. For feature-based 
method, local and geometrical features are extracted from the face images and 
used for classification. R. Brunelli and T. Poggio have conducted the comparative 
research about the above two categories and pointed out that appearance-based 
methods outperform the feature-based methods. Therefore in this thesis I focus on 
the study of appearance-based methods. 
Generally, the procedure of appearance-based methods can be described as the 
follows. First, extract the holistic feature vectors from the training data, and then 
transform the probe data and the gallery data using these feature vectors. Finally, 
classification is performed by comparing the transformed probe data and the 
transformed gallery data. The performance of appearance-based methods depends 
heavily on the selection of training data since the feature vectors are extracted 
directly from the training data. However, until now most researches simply 
randomly choose some training samples for computation of the feature vectors 
without much justification. In this thesis, we conduct a systematic experimental 
study on the relationship between the appearance-based methods and different 
training data. Principal Component Analysis (PCA) and Linear discriminant 
Analysis (LDA) are the two most representative techniques in Appearance-based 
methods. The former is optimal for face representation and the latter is effective 
for face classification. Many face recognition methods proposed in recent years 
are related to PCA or LDA techniques. Therefore in this thesis I select these two 
techniques for comparative study. For evaluation of the performance of different 
training data, we use three face databases: XM2VTS face database, AR face 
database (Purdue University), and MMLAB face database. 
i 
Experimental results show that simply increasing the number of training 
samples for each person does not help to improve the recognition performance for 
both the two methods. For PCA-based method, increasing the number of people 
benefits the recognition performance more than increasing the number of face 
images per person. For LDA-based method, the recognition performance depends 
more on the mixture of the right variety of images in the training data than on the 
size of the training data. 
This work will benefit the improvement of face recognition performance and 
efficacy by choosing appropriate training data. Especially it may benefit the 









“基于特征的（ fea ture-based)”。基于外觀的方法從人像中提 
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1.1 Face Recognition Problem and 
Challenge 
Face recognition problem can be described as the follows: given still or video face 
images of a reference face database (gallery set) and a probe database (probe set), 
identify which person in the gallery set are most similar to the test person in the 
probe set. Similar to other pattern recognition problem, face recognition can be 
divided into two steps: feature extraction and feature matching. Figure 1.1 shows 
the procedure of face recognition. 
Feature ^ Feature ^ 
‘ ^ Extraction Matching 
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Reierence  
^ � faces 
Figure 1.1 The procedure of face recognition. 
Face recognition is one of the most challenging computer vision research topics 
since faces appear differently even for the same person due to expression, pose, 
occlusion and many other confounding factors in real life. These variations are 
called intra-personal variations or within-class variations since they are for the 
same person. Figure 1.2 shows the intra-personal variations of one person from 
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the AR face database [8]. We can see that even for the same person during 
different time, expression, lighting, and occlusion there exist large intra-personal 
variations which cause the difficulty of face recognition. 
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Q Q O Q Q Expression 
^ ^ ^ ^ ^ Variations 
O Q i D O Lighting 
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(a) 13 images of one person from the (b) 13 images of one person from the 
first session second session 
Figure 1.2 26 face images of one person in the AR face database. 
1.2 Applications 
Face recognition has a large number of applications in real life. This arises from 
two reasons. First is the convenience. Unlike other recognition techniques, face 
recognition technique does not need much cooperation of the user and is quite 
user-friendly. Second is the availability of successful face recognition technique 
after 30 years of research [2]. W. Zhao, R. Chellappa, and P. Philips have made a 
summary of face recognition applications in [2]. In general, these applications can 
be divided into the following areas: Biometrics, information security, law 
enforcement and surveillance, smart cards, and access control [2]. Table 1.1 which 
is cited from [2] shows some applications of these areas. 
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Table 1.1 Some applications of face recognition [2 . 
Areas Applications 
Biometrics Driver's Licenses, Entitlement Programs, 
Immigration, National ID, Passports, 
Voter registration, Welfare Fraud  
Information security Desktop Logon, Application Security, 
Database Security, File Encryption, Intranet Security, 
Internet Access, Medical Records, 
Secure Trading Terminals  
Law enforcement and Advanced Video Surveillance, CCTV Control, 
surveillance Portal Control, Post-Event Analysis, 
Shoplifting and Suspect Tracking and Investigation 
Smart cards Stored Value Security, User Authentication 
Access control Facility Access, Vehicular Access 
1.3 Face Recognition Methods 
In this section I will give a short review of face recognition methods. During the 
past 30 years a number of face recognition methods have been proposed. Some 
surveys can be found in [1][2]. In general, these methods can be divided into two 
categories: "feature-based" and "appearance-based" [1]. Feature-based methods 
are based on the computation of local and geometric features. Some typical 
applications are [16] [19] [20] [47]. Appearance-based methods, also known as 
template-based methods, are based on the extraction of holistic features. R. 
Brunelli and T. Poggio have conducted a comparative research about the above 
two categories and pointed out that appearance-based methods outperform 
feature-based methods [7]. Therefore in this thesis I will focus on the appearance-
based methods. 
Appearance-based method was firstly used to recognize faces in 1980s [3'. 
After that, many great breakthroughs have been achieved. In 1990s, M. Turky and 
A. Pentland proposed principal component analysis (PCA) technique [38] for face 
recognition [4] [5] [6] [22] [23]. PC A method, also known as eigenface method, use 
the Karhunen-Loeve Transform (KLT) [37] for the representation and recognition 
of face. Once a set of eigenvectors, also called eigenfaces, are computed from the 
face covariance matrix, a face image can be approximately reconstructed using a 
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weighted combination of the eigenfaces. The weights that characterize the 
expansion of the given image in terms of eigenfaces constitute the feature vector. 
When a new test image is given, the weights are computed by projecting the 
image onto the eigenface vectors. The classification is then carried out by 
comparing the distances between the weight vectors of the test image and the 
weight vectors of the images from the database. Eigenface method takes 
advantage of the structure similarity of faces and produces a highly compressed 
representation of face, thus greatly improve the face recognition efficiency. This 
method, after proposed in early 1990s, has quickly become one of the most 
popular face recognition techniques [1]. Although PCA method achieves great 
success in face recognition, it still has some limitations. In recent years 
researchers proposed the Linear Discriminating Analysis (LDA) technique for 
face recognition [9][10][11][12][35][43]. LDA method, which is based on Fisher 
Linear Discriminant (FLD) [13]，can discriminate the intra-personal variations 
(caused during the same person, also called within-class variations) and extra-
personal variations (caused by different persons, also called between-class 
variations). This method seeks to find the most discriminating features which 
maximize the ratio between the between-class variations and within-class 
variations [9:. 
Until now people have proposed a number of appearance-based face 
recognition techniques, among which PCA technique and LDA technique are 
among the most popular and representative ones. Some evaluation study of these 
two techniques can be found in [21] [26] [31]. In Face Recognition Technology 
(FERET) test [49][50][51], these two techniques are among the most successful 
ones. In recent years quite a few new face recognition techniques are proposed 
and most of them are still related to these two techniques. Therefore in this thesis I 
select these two methods for comparative study and evaluation the performance of 
different training data. 
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1.4 The Relationship Between the Face 
Recognition Performance and 
Different Training Data 
For appearance-based face recognition methods, since the feature vectors for 
classification are all computed directly from the training data, it is reasonable to 
expect that the recognition results may be influenced by different training data 
sets. However, until now, most previous researches only simply choose a small 
number of training samples randomly to compute features without much 
justification. In this thesis, I will explore this meaningful and important topic. 
It is generally believed that increasing the size of training data will benefit the 
recognition performance. In this thesis I will show that is not always the case. I 
select two representative techniques: PCA and LDA to explore the relationship 
between the face recognition performance and different training data. Theoritical 
analysis and experimental results show that size of the training data is not the 
critical factor. For PCA-based method, increasing the number of persons appeared 
in the training data benefit the recognition performance more than increasing the 
number of images per person. For LDA-based method, we found that simply 
increasing the number of samples per person from the same session will not 
benefit the recognition performance. The important factor is not the size of the 
training data, rather is the variety of the training data. By selecting the training 
data from different sessions, we can capture the intra-personal variations that 
exists between the probe set and gallery set, thus give much better recognition 
performance. 
In this thesis, we will first review the PCA method and LDA method and then 
analyze the affect of the training data on face recognition performance. Finally we 
confirm our analysis using a systematic experimental study. 
» 
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1.5 Thesis Overview 
The rest of this thesis is organized as follows. Chapter 2 gives the review on PCA 
method and analyzes the effect of training data on the PCA method. Chapter 3 
gives the review on LDA method and analyzes the effect of training data on this 




PCA-based Recognition Method 
2.1 Review 
Principal Component Analysis (PCA) method, also known as eigenface method, is 
based on Karhunen-Loeve transform (KLT). In 1990 Kriby and Sirovich first use 
it to characterize faces [14]. Later, in 1991，Turk and Pentland proposed eigenface 
method based on it [4] [5]. In eigenface method, a 2-dimensional N by M face 
image is represented by a one-dimensional face vector with the length n = N*M. 
Then we calculate the eigenvectors of the covariance matrix of all the training 
face vectors. Once a set of eigenvectors, also called eigenfaces, is computed from 
the face covariance matrix, a face image can be approximately reconstructed using 
a weighted combination of the eigenfaces. The weights that characterize the 
expansion of the given image in terms of eigenfaces constitute the feature vector. 
When a new test image is given, the weights are computed by projecting the 
image onto the eigenface vectors. The classification is then carried out by 
comparing the distances between the weight vectors of the test image and the 
images from the database. Eigenface method can extract the most expressive 
features while remove the redundancy components of the raw face as much as 
possible. It can lower the dimension of the face vector drastically while keep up 
most of useful information. Note that all faces look like each other since they all 
have two eyes, one nose, one mouth, two ears, and so on [52]. In other words, 
they have the similarity of the structure. This implies the fact that the raw face 
vector contains a great amount of redundancy. Using the raw face vector for 
classification need much computation since the dimension of face vector is always 
very large. Eigenface method uses this property of faces to reduce the redundancy 
components as much as possible. After it was proposed in 1991, this method has 
become one of the most popular face recognition methods [1]. Although eigenface 
method is effective and easy to apply, it is not robust, especially compared with 
7 
LDA-based method. Eigenface method performs well under strictly controlled 
conditions but tend to suffer under uncontrained conditions. To improve the 
robustness of the PC A method, in 1994，A. Pentland, B. Moghaddam and T. 
Stamer proposed the view-based and modular eigenspaces method for face 
recognition [6]. They improve PCA method by using view-based eigenface to 
handle the change of pose, and use modular eigenfeatures, e.g. eigeneyes, 
eigennose, eigenmouth, instead of the coarse eigenface, to improve the robustness 
:6]. In 1997 and 1998, B. Moghaddam and A. Pentland further improve the 
eigenface method by proposing probabilistic visual learning and Bayes matching 
techniques [22] [23]. In recent years, researchers proposed many other new PCA-
related face recognition methods and achieve great success, including method that 
combine PCA and Kernel function [32], methods that combine PCA and Bayes 
matching [31][52]，and method that combine PCA and Gabor filter [36'. 
2.2 Formulation 
The eigenface method is based on Karhunen-Loeve transform (KLT). Kirby and 
Sirovich first use eigenfaces to characterize faces [14]. Later, Turk and Pentland 
apply the approach on face recognition [4][5]. We now briefly review the basic 
idea of the eigenface method. 
2.2.1 Karhunen-Loeve transform (KLT) 
Letxj ... x’m represent a set of n-dimension random vectors and fi is the mean 
vector. The procedure of computing the Karhunen-Loeve transform is described 
as the follows: 
(1) Form the nhym sample matrix 
�1(1) ... xM 
h x�(2)义2(2) ... x„{2)， （2.1) 
x^{n) ... x„{n)_ 
where x. = x , i s the length of each vector, and m is the number of vectors. 
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(2) Estimate the covariance matrix, 
/ m 1 
W = - y x , x f = - A A ' . (2.2) 
m ^ m 
(3) Compute the eigenvectors of the covariance matrix and select k eigenvectors 
F,厂2 ... k^ with the largest eigenvalues to form the transform matrix, 
B = [V丨 V, ... V J . (2.3) 
(4) For a new ^-dimension vector x, we project it in the subspace spanned by the k 
eigenvectors, 
y = B T ( x i ) , (2.4) 
where y is the weight vector that characterizes the projection of the vector x in the 
subspace supported by the k eigenvectors. 
The most prominent advantage of KLT is that it can reduce the correlation and 
cluster information as much as possible. It is optimal for reconstruction and 
compression under minimum mean-square error. 
Given a random vector x with dimension n, we would like to approximate it 
using a linear combination of k vectors from n orthonormal basis ( e � i 二 1,2,..., 
n) . 




where c. is the coefficients. 
Since the dimension of x is n and there are n orthonormal basis. Therefore x 




The error of reconstruction is 
n 
d =x-x = Yj^iCi (2.7) 
i=k+l 
We would like to choose the optimal basis such that the mean-square error A is 
minimized. 
^ - E(\d\') = E(d'd) = E(( Y CiC^X = E( f^c；) (2.8) 
i=k+I i=k+l i=k+l 
Note that 
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c^  =efx = x^e- (2.9) 
Then 
zl= X E ( c ” = (2.10) 
i=k+J i=k+l i=k+l 
Let 
W = E(xx^) (2.11) 




Since is orthonormal, we have 
e f e � = l (2.13) 
Finally we use the Lagrange multipliers A- to minimize A. 
“ f X J V e � + t z � ( l - e T e丨 ) (2.14) 
i=k+l i=k+l 
� / 1 ' 
—=2(Wei - = , for i = k+1, ..., n. (2.15) 
That is, 
We^  = A-e. (2.16) 
Equation (2.16) shows that the selected vector e. is the eigenvector of the 
covariance matrix W and A- is the corresponding eigenvalue. 
The reconstruction error is: 
� =Y e J ( W e ^ ) = = (2.17) 
If we rank all n eigenvectors in descending order of their eigenvalues 
Xj >^2 >... > and select the first k eigenvectors which have the largest 
eigenvalues, we will get the minimum reconstruction error. 
(2.18) 
i=k+J 
For face recognition, a 2-dimensional Nhy M face image is usually represented 
by a one-dimensional face vector with the length where n is usually a 
very large number. For example, in the MMLAB face database n is of size 
10 
81*101 二8181. This means the size of the covariance matrix 妒 is 8181 by 8181. It 
is impractical to calculate the eigenvectors from such a large matrix W directly. 
However, since there are only m samples in the sample matrix A, the rank of the 
covariance matrix is in fact m-1 [18]. Assuming that m is in general much smaller 
than n, the eigenface method first computes the eigenvectors U- of a much 
smaller m by m matrix 丄 ^ ^�，then obtains the eigenvectors V. of the covariance 
m 
matrix 丄 b y a multiplication of A with the smaller eigenvectors. The proven 
m 
procedure is shown in equation (2.19-2.22). 






Then we have 
(丄 A A ” V 丨 ( 2 . 2 2 ) 
m 
However, when the number of samples m is also very large, this method 
encounters the same problem as the direct eigenvector computation. 
11 
2.2.2 Multilevel Dominant Eigenvector Estimation 
(MDEE) 
To overcome the computational problem, we use the Multilevel Dominant 
Eigenvector Estimation (MDEE) method developed by Tang [17]. It has been 
shown to be a very close approximation of the standard KLT with a significant 
reduction of computational complexity [17:. 
The MDEE method first breaks the long face vector into g = n/k groups of 
small vectors with the length k. 
_ 、丨(1) x,{\)...�-� _ 
叉丨⑷⑷…义“众)_y 
�jCi(A: + i)又2(众 + 1)…；c„X� + i)]] (2.23). 
B^' ... I 
h “ � ...义刺』 
... ... ... ... > 
[L "^ iW ^iM ... JJ_ 
After performing KLT on each group B., we select the first few dominant 
eigenfeatures from each group and put them together to form a new feature vector. 
Then the final feature vector is computed by applying the KLT to this new feature 
vector. 
MDEE can achieve considerable reduction of computing time over the standard 
KLT. For example, if we break a face vector of length n into g = 10 groups of 
small vectors and only keep the top 10% of the eigenfeatures in each group for the 
second-level eigenvector computation, the computational complexity is only 
ii(n/io)3. Comparing to the computational complexity of the standard KLT, we 
reduce the computational complexity by two orders of magnitude. 
Using this method, we are no longer limited by either the size of the image or 
the number of training samples. Through a set of experiments we can now 
investigate whether using a larger number of training samples will increase the 
recognition accuracy. 
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2.3 Analysis of The Effect of Training 
Data on PCA-based Method 
Since the eigenface vectors are computed directly from the training face images, it 
is reasonable to expect that the recognition results may be influenced by different 
training data sets. However, until now most previous researches simply choose a 
small number of training samples randomly for computation of the eigenfaces 
without much justification. In this thesis, we conduct a systematic experimental 
study on the relationship between the PCA-based recognition performance and 
training data sets with different number of total samples, number of samples per 
class, number of classes. As shown before, for face recognition the face vector 
always has a long length n. Hence the n by n covariance matrix 丄 is very 
m 
large. That means it is almost impossible to compute the eigenvectors of the huge 
covariance matrix directly. One solution of this problem is to compute the 
eigenvectors of the smaller m by m matrix 丄 i n s t e a d of the large n by n matrix 
m 
丄 yiy^ r. But that is based on the assumption that the sample number m is in general 
m 
much smaller than the face vector length n. It does not work when the samples 
number m is also very large. Since we focus on investigating the relationship 
between the PCA recognition performance and the size of training data, we will 
inevitably encounter this case that the face vector length n and samples number m 
are both very large. To significantly reduce the computational complexity 
involved in eigenvector computation of large number training samples, in this 
thesis we use the Multilevel Dominant Eigenvector Estimation (MDEE) method 
developed by Tang[17] to approximate the KLT. We also conduct some 
experiments to further confirm that MDEE is indeed a very close approximation 
of KLT. 
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Figure 2.1 Face space. 
The n-dimension face vector can also be represented by a point in the n-
dimension image space. Since all face images have the similarity of structure, all 
the face vectors must be located in a very narrow cluster which is known as the 
face space [52], as shown in Figure 2.1. For the PCA method, it seeks to find the 
most expressive features (axis) [9] on which the training data have the largest 
projection, the largest variations, and the largest distribution. It is optimal for face 
representation and reconstruction, but it cannot help face classification much since 
it cannot discriminate the two different classes of variations: within-class 
variations and between-class variations. Therefore the advantage of the eigenface 
method is not at improving the recognition accuracy, but rather is at improving the 
computational efficiency. Using PCA we can use a feature vector of very small 
length to achieve comparative performance of the original image. To better 
characterize the eigenspace with low dimension the training data need to capture 
more inter-personal variations. Simply increasing the number of images per 
person seems not to benefit the recognition performance much. The number of 
persons appeared in the training data seems more important. Figure 2.2 and Figure 
2.3 show some intuitive cases when using face images of small number of persons 
as the training data. There is a large difference between the principal component 
of the face space and the principal component of the training data when using 
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small number of persons. From Figure 2.4 we can see when increasing the number 
of persons in the training data the principal component of the training data 
becomes closer to the accurate principal component, thus will better characterize 
the eigenspace since more inter-personal variations are involved in the training 
data. We will illustrate this point further using a set of systemic experiments later. 
Principal Component 
^ ^ of the selected 
• / training data 
/ .…. 
/ ,f Principal 
/ ..•••••" Component of 
/••••" The Face Space 
1 WW Subspace of 
y r y Some Person 
. . . . , / . . . . 
• 
Figure 2.2 Principal component of small number of persons. 
i ^ Principal 
Component of 
the face space 
,..•_ / / 
/^―si/ 
/ / •• 
Principal Component of the 
selected training data ；..... .••••' X….......... 
• 
Figure 2.3 Principal component of small number of persons. 
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Figure 2.4 Principal component of large number of persons. 
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Chapter 3 
LDA-based Recognition Method 
3.1 Review 
Linear Discriminant Analysis (LDA), also known as Fisher Linear Discriminant 
(FLD), was first developed by R. Fisher [5]. Like PCA, the LDA is also a very 
popular technique in pattern recognition and computer vision. As an optimal 
method for face representation, the PCA method is not the most effective to 
extract the discriminating features. The LDA method has been shown to be more 
effective for face recognition since it can discriminate within-class variations and 
between-class variations and produces the most discriminant features (MDFs) [9] 
while PCA confuses the two different variations and only produces the most 
expressive features (MEFs) [9]. In the LDA algorithm, linear discriminant 
analysis is adopted to seek a set of features best separating face classes. However, 
the direct LDA method has difficulty in processing the high dimension face vector 
since the within-class scatter matrix S^ is always singular. To overcome this 
problem people always apply PCA to reduce the dimension of the face vector and 
then perform LDA on the reduced space. This method combines the advantage of 
PCA and LDA and achieves better results [6] [7] [10] [12]. However, this method 
also has some drawbacks. It overfits the training data [24]. To further improve the 
robustness of the LDA-based method, C. Liu and H. Wechsler proposed the 
enhanced FLD method which overcome the overfitting problem in some ways 
[24][34][41]. In recent years, many LDA-related face recognition methods are 
proposed to improve the robustness the recognition, e.g. methods that combine 
LDA and kernel function [32][33]，methods that combine LDA and genie 
algorithm [25], methods that combine LDA and Gabor or wavelet function 
[39][40][42], and some other LDA-related methods [27][28][29][30][44][45]. 
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3.2 Formulation 
Assume there are c different classes, let //. denotes the mean of the class C. and 
N. denotes the number of samples in class C-. 
3.2.1 The Pure LDA 
The pure LDA procedure can be described as the follows: 
First compute the within-class scatter matrix and the between-class scatter matrix. 
The within-class scatter matrix is defined as: 
/•=； Xj-eCi 
The between-class scatter matrix is defined as: 
• (3-2) 
The within-class scatter matrix S^ denotes the intra-personal variations of the 
training data and the between-class scatter matrix S^ denotes the extra-personal 
variations of the training data. 
FLD [13] analysis seeks to determine the optimal projections W^^ ,^ which 
satisfy the equation (3.3), that is, maximize the between-class scatter while 
minimizing the within-class scatter, 
w's,w\ � 
^ont -Wf ] = argmax • 
�p , w^s^m 
Where 〜，can be obtained by solving the equation, 
= i = l，2, . . . ,f . (3.4) 
where f is the number of FLD features with an upper limit of c - 1. In the 
following experiments, we all choose f equal c — 1. 
Equation (3.4) shows that the FLD features can be obtained by computing the 
eigenvectors of the matrix S'^Sf^. But if the matrix S^ is degenerative the pure 
LDA method will not work. Hence it is necessary to analysis the rank of S^ 
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before performing FLD analysis. In appearance-based method, a 2-dimentional N 
by M face image is represented by a one-dimensional face vector with the length 
n= N*M, where n is always a very large number. The rank of the S^ is at most n 
- c < n. That means if we perform FLD analysis based on the raw face vector, the 
problem of the singularity of S^ will appear. The solution to this problem is to 
lower the dimension of the raw face vector. As described before, PCA is the best 
technique to compress the data. In LDA-based method, people often first apply 
PCA to lower the dimension of the face vector below n - c and then perform FLD 
analysis. 
3.2.2 LDA-based method 
As shown in section 3.2.1, to overcome the singularity problem of the within-class 
matrix, PCA is first applied to produce a face subspace. Therefore the LDA-based 
method is usually divided into two steps, PCA process and Fisher Linear 
Discriminant (FLD) analysis. 
In the PCA process, a set of eigenvectors, also called eigenfaces, are used to 
span the eigenspace of the image vectors. Eigenfaces are typically computed from 
the eigenvectors of sample covariance matrix W, 
/ 州 
= (3.5) 
where is the image vector, ju is the sample mean, and m is the number of 
samples. To reduce computational complexity, a singular value decomposition 
technique is usually used to compute the eigenvectors. The eigenspace is then 
spanned by the k eigenvectors with the largest eigenvalues, 
B = [V, V,…V,]. (3.6) 
The reduced face feature vector can then be computed by projecting the image 
vector onto the eigenspace, 
(3.7) 
Now, the FLD analysis can be performed on the PCA reduced feature space. 
Assume there are c different classes. Let denotes the mean of the class C, and 
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Ni denotes the number of samples in class C,. The within-class scatter matrix S^ 
and the between-class scatter matrix are defined as, 
, (3.8) 
/=/ yj&Ci 
人fir 队 h l Y . (3.9) 
/=i 
The FLD analysis seeks to determine the optimal projections W�pt , which 
maximizes the ratio between the between-class matrix and the within-class matrix, 
wT SJV 
w = = argmax . (3.10) 
= , (3.11) 
where, can be obtained by simultaneous diagonalization of S^ and Sb [18], 
and the index i ranges from 1 to /，and f is the number of FLD features with an 
upper limit of c - 1 . In the following experiments, we all choose / equal to c-\. 
We then compute the normalized eigenvector matrix O and the eigenvalue 
matrix 八 of the within-class matrix S^. Whiten by, 
T ' S J = I , (3.12) 
where T is the whiten transform matrix and I is the unit matrix, 
T 二①A-i�. (3.13) 
After the whitening transform, the new between-class matrix becomes, 
(3.14) 
Finally compute the eigenvector matrix V and eigenvalue matrix 0 of 
• 二 Ve , (3.15) 
The overall FLD transformation matrix is finally computed as, 
W = TV . (3.16) 
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3.3 Analysis of The Effect of Training 
Data on LDA-based Method 
LDA and PCA are among the most popular and successful face recognition 
methods. Most of face recognition methods proposed in recent years are related to 
these two techniques. Similar to PCA-based vectors, the LDA-based vectors are 
also computed directly from the training face images. I have analyzed the effect of 
training data on PCA-based method before and argued that increasing the number 
of people will benefit the PCA-based recognition performance more than 
increasing the number of face images per person. Here I will analysis the effect of 
training data on the LDA-based method. 
As shown in Section 3.2，the LDA analysis can be divided into three steps, 
PCA projection, S^ whitening, and diagonalization. 
We now discuss what function each step serves in the LDA analysis and how it 
may be affected by the training data. The first step PCA is performed to lower the 
dimension of the data in order to avoid the singularity of the within-class matrix. 
As we have shown in [46], simply increasing the number of training samples for 
each person does not help to improve the recognition performance of the PCA 
method. In the experiments of this thesis, we see similar results. 
In the second step, when the within class matrix S^ y is whitened, the process is 
equivalent to normalize the transformed feature vector by the eigenvalues of S^ y . 
Those large feature dimensions that represent principle intra-personal variations 
are effectively reduced by the large eigenvalues. Therefore, this step serves to 
reduce the large degree of intra-personal variations captured by the training data. 
So the key question is whether the training data contain enough information of the 
intrapersonal variation. 
The third step, diagonalization, is in fact applying another PCA process on 
the whitened class centers. Since this process only uses the class centers, i.e. 
average images of each individual person, as input, it should not be affected too 
much by the training image number per person. However, increasing the total 
number of individuals may help according to results in [46:. 
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Here we focus on investigating the relationship between the LDA performance 
and the training data sample number per person. From the above discussion，we 
can see that the second step, S^ whitening, is the only step that helps to reduce 
the intrapersonal variation. Without this step, LDA becomes practically similar to 
the PCA analysis. Therefore, the critical question for the training data is whether 
they can capture the intrapersonal variation. Simply increasing the sample number 




4.1 Face Database 
In this thesis I use three large databases: AR face Database, XM2VTS face 
database, and MMLAB face database, to evaluate the recognition performance of 
different training data. 
4.1.1 AR face database 
The AR face database (Purdue University) contains 126 different persons (70 
males and 56 females). Each person has 26 frontal face images, which are divided 
into two sessions with different expression, different lighting and occlusion. All 
face images are 256 gray level images with the size 768 by 576. A detailed 
description can be found in [8]. Table 4.1 shows the description of the 26 face 
images of each person from the AR face database. Figure 4.1 shows some 
examples of the AR face database. 
Table 4.1 Description of 26 face images of each person from the AR face database. 
Session 1 Session 2 Description 
I 14 Neutral  
“ 2 15 Smile 
3 16 Anger  
4 17 Scream  
5 18 Left light on 
6 — 19 Right light on 
7 W All side lights on  
8 Wearing sun glasses 
9 22 Wearing sun glasses and  
left light on  
10 23 Wearing sun glasses and  
right light on  
II ^ Wearing scarf  
12 25 Wearing scarf and left 
light on  
~13 26 Wearing scarf and right  
light on  
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(a) One person's 13 images from the (b) One person's 13 images from the 
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(c) Some face samples from AR face database. 
Figure 4.1 Some examples of AR face database. 
4.1.2 XM2VTS face database 
The XM2VTS face database contains still face images and face videos of 295 
persons. These data are divided into four sessions captured in different time. A 
detailed description can be found in [15]. In my experiments I used the 295*4 face 
videos of 295 different persons from session 1 to session 4. The person in the 
video is asked to read a short paragraph of text. For each video sequence, 20 face 
images are intercepted evenly. Figure 4.2 shows one person's 20 samples. Figure 
4.3 shows 5 people's 20 faces from four sessions. 
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Figure 4.2 20 samples captured from one person's video. 
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Figure 4.3 Some examples of the XM2VTS face database. 
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4.1.3 MMLAB face database 
For face recognition research our lab has built a face-based video sequence 
database, the MMLAB face database. It is divided into the first time session and 
the second time session. The first time session is composed of 172*10 video 
sequences of 172 different persons. The second time session is composed of 
72*10 video sequences of 72 different persons who appeared in the first time 
session. All video sequences are captured under the same configurations and 
without any decoration on the face (i.e., glasses, scarf). There is at least a gap of 
one month between the first time session videos and the second time session 
videos. The duration of each video sequence is 20 seconds. The detailed 
description is shown in Table 4.2. 
Table 4.2 Description of the ten face videos. 
Sequence ID Description  
1 Neutral expression  
2 Free expression (change expressions  
randomly).  
3 Reading a paragraph of text with  
neutral expression.  
4 Reading a paragraph of text with happy  
expression.  
5 Reading a paragraph of text with sad  
expression.  
6 Reading a paragraph of text with angry  
expression.  
7 Reading a paragraph of text with  
surprised expression.  
8 Neutral expression following a moving  
target.  
9 Reading a paragraph of text with 
neutral expression while following a 
moving target.  
Repeat Neutral expression  
For each video sequence, 50 face images are intercepted evenly during the 20 
seconds period. 
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Figure 4.4 Some examples of MMLAB face database. 
4.1,4 Face Data Preprocessing 
The procedure of face data preprocessing can be described as the follows: 
Scale the face image so that the distance between two eyes is a constant, 45 
pixels. 
Crop the face from the original face image according to the location of the 
midpoint of the two eyes. 
•：• Perform histogram equation on the cropped image to reduce the lighting 
variations in some way. 
After preprocessing, each face image is normalized and aligned by size. Figure 
4.5 shows the normalized samples of the face images in Figure 4.2. Figure 4.6 
shows the normalized samples of the face images in Figure 4.4. 
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Figure 4.5 20 normalized samples of one person from XM2VTS database. 
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Figure 4.6 Some normalized samples from MMLAB face database. 
Face data preprocessing is an important part of face recognition. As mentioned 
before, there exist two difficulties in face recognition. One is the large intra-
personal variations which cause the difficulty of face classification. The other is 
the huge computational problem which arise from the fact that the face image is 
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always very large. Face preprocessing can reduce the two difficulties in some 
way. By comparing the normalized face images shown in Figure 4.5 and Figure 
4.6 with the original face images shown in Figure 4.2 and Figure 4.4，we can see 
after preprocessing only the region which contains the face information are 
remained in the normalized face image, thus not only lower the dimension of the 
normalized face vector but also reduce the large intra-personal variations in some 
way. 
4.2 Recognition Formulation 
After the feature vectors are extracted from the face images, we use the Euclidean 
distance and the nearest rule for classification. Given a test feature vector 
:[f[\f�’…’ fn']' and a gallery feature vector F�=厂 /广//，..”/f 广，their 
distance is shown in equation (4.1), 
(4.1) 
i=l 
Then classification is done by locating the face in the gallery set whose feature 
vector is the nearest to the feature vector of the test face. 
4.3 PCA-based Recognition Using 
Different Training Data Sets 
In this section, we conduct a systematic experimental study on the relationship 
between the face recognition performance and training data sets with different 
number of total samples, number of samples per class, number of classes. To 
significantly reduce the computational complexity involved in eigenvector 
computation of large number training samples, we use the Multilevel Dominant 
Eigenvector Estimation (MDEE) method to approximate the KLT. 
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4.3.1 Experiments on MMLAB Face Database 
4.3.1.1 Training Data Sets and Testing Data Sets 
For the experiments, we use images of 100 people in the first session as training 
data, and use images of the other 72 people as testing data. There is no overlap 
between the two data sets. 
In order to evaluate the influence of different training data sets on the 
recognition accuracy, we select different subsets from the training data set for the 
experiments. We design two training data sets with each containing 3 subsets, as 
shown in Table 4.3. For the first training data set, we fix the number of total 
training samples and then change the class number and samples per class in each 
training subset. For the second training set, we fix the number of classes and 
change the number of samples per class in each training subset. 
For testing data, we use the same testing data set for all experiments. The 
testing data set is composed of a gallery set and a probe set. The gallery set 
contains 72*10 face images of 72 different persons from the first session. The 
probe set contains 72*10 images of the same 72 persons from the second session. 
All the face images of the testing data set have not appeared in the training data 
sets. 
Table 4.3 Different training data sets from MMLAB face database. 
“ ^ “ N u m b e r of all . . , ^ . Number of Training data sets , ,本 Number of classes i , samples per subset samples per class 
Subset 1000 100 10 
Training ^ , 
data set = � � lOOO 50 20 
#1 _ _ ^  
Subset 1000 20 50 
#3 
Subset 100 100 1 
T . . #4   
Training . . 
data set 加么set lOOO 100 10 
#2 控 
SiiVKet 
iUDsei 5000 100 50 
#6 
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4.3.1.2 Face Recognition Performance Using Different 
Training Data Sets 
The face recognition results based on training data set #1 is shown in Table 4.4 
and Figure 4.7. For the three different training subsets, we compare their 
recognition performance using a number of different eigenfeature numbers 
ranging from 20 to 1000. A probe image is considered correctly recognized if it 
matches any one of the ten images of the same person in the gallery set. The 
absolute accuracy is not important in the experiments. We intentionally use 
difficult data containing large facial expression changes to lower the overall 
recognition accuracy in order to compare the relative performance of different 
experiments. 
From the results, we can see that the training subset #1 is slightly better than 
#2, which in turn is slightly better than #3, especially when the feature length is 
small. This shows that using images from more people can better characterize the 
eigenspace because of more inter-person variations in the training data set. 
The face recognition results based on training data set #2 is shown in Table 4.5. 
The results seem again confirm what we observe in Table 4.4. If we look at the 
results below feature length 100, the three tests are fairly compatible. This shows 
that simply increasing the number of images per person will not affect the 
recognition results much. The number of people seems more important. 
We focus more on the results of short feature lengths since they illustrate how 
efficient the transformation compress the large face vector. As the length of the 
feature vector increases, it becomes more like the original face vector. The effect 
of the transformation is largely lost. In fact, if we use the original face image 
directly for face recognition, we get an accuracy of 74.9%, which is actually the 
upper limit of the eigenface results. The advantage of the eigenface approach is 
not at improving the recognition accuracy, but rather is at improving the 
computational efficiency. We can use a feature vector of a few hundreds values to 
achieve comparable performance of the original image with thousands of pixels. 
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Table 4.4 Face recognition performance based on the three training subsets of 
training data set #1 from MMLAB face database. 
Recognition Rate 
Feature numbers Training Data Training Data Training  
Subset #1 Subset #2 Data Subset #3 
— 20 50.4 “ 46.0 41.9 “ 
— 40 59.3 56.5 52.9 
60 64.3 “ 62.1 56.8 “ 
— 80 66.4 65.4 60.3 “ 
100 68.3 66.8 62.5 一  
200 72.1 “ 70.4 66.7 一 
300 72.6 71.9 69.2 — 
— 400 73.2 72.5 一 71.0 
^ 7L4 
一 600 73.3 72.8 71.8 
~ 700 73.5 “ 73.2 72.1 “ 
800 73.6 73.3 72.1 “ 
900 73.9 — 73.5 ~ 72.4 
— 1000 73.9 73.5 72.4 “ 
80「 
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feature number 
Figure 4.7 Face recognition performance based on the three training subsets of 
training data set #1 from MMLAB face database. 
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Table 4.5 Face recognition performance based on the three training subsets in 
training data set #2 from MMLAB face database. 
Recognition Rate (%) 
Feature numbers Training Data Training Data Training  
Subset #4 Subset #5 Data Subset #6 
— 20 — 51.7 ~ 50.4 49.7 
40 一 57.7 59.3 一 59.6 
— 60 一 61.1 — 64.3 一 64.7 
— 80 64.3 66.4 66.8 “ 
— 100 68.1 68.3 68.2 “ 
^ MUi m 
^ N d i ^ m 
400 N d i 
m 
^ N ^ ^ 






4000 Null ^ 
5000 ^ 
4.3.2 Experiments on XM2VTS Face Database 
We also perform the experiments on the XM2VTS face database. Similar to 
MMLAB face database, we design two training data sets with each containing 4 
subsets, as shown in Table 4.6. For the first training data set, we fix the number of 
total training samples and then change the class number and samples per class in 
each training subset. For the second training set, we fix the number of classes and 
change the number of samples per class in each training subset. 
For testing data, we use the same testing data set for all experiments. The 
testing data set is composed of a gallery set and a probe set. The gallery set 
contains 95 face images of 95 different persons from the first session. The probe 
set contains 95*20 images of the same 95 persons from the second session. All the 
face images of the testing data set have not appeared in the training data sets. 
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The face recognition result based on training data set #1 is shown in Table 4.7 
and Figure 4.8 and the result based on training data set #2 is shown in Table 4.8. 
Here we want to emphasize again that the absolute accuracy is not important for 
this experiments. We intentionally use difficult data to lower the overall 
recognition accuracy in order to compare the relative performance of different 
training data. Experimental results on XM2VTS face database seem again confirm 
what we observe in the experiments on MMLAB database. 
Table 4.6 Different training data sets from XM2VTS face database. 
T . • 7~ ‘ N u m b e r of all H I ‘ 7", Number of Training data sets , , 丄 Number of classes , . : samples per subset samples per class 
Subset 400 ^ 2 
Training ^  
data set Subset 400 50 8 
#1   
Subset 400 20 20 
m  
Subset 400 ^ 2 
Training ^  
data set Subset 1000 200 5 
#2 
Subset 4000 200 20 
#6 
Table 4.7 Face recognition performance based on the three training subsets of 
training data set #1 from XM2VTS database. 
Recognition Rate (%) 
Feature numbers Training Data Training Data Training Data  
Subset #1 Subset #2 Subset #3 
— 20 50.1 “ 48.4 47.1 “ 
— 40 56.2 “ 52.6 48.5 “ 
— 60 57.6 “ 53.8 49.0 
— 80 58.8 - 54.9 一 51.0 一 
— 100 59,8 — 55.8 一 52.1 一 
— 120 60.2 “ 56.8 52.2 
140 60.6 “ 57.0 52.5 
— 160 60.4 — 57.1 53.2 — 
“ 180 60.4 57.9 53.6 一 
~ 200 60.1 “ 58.1 54.2 
— 250 60.3 - 58.3 54.4 一 
^ ^ ^ 
一 350 60.4 — 58.3 55.6 一 
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Figure 4.8 Face recognition performance based on the three training subsets of 
training data set #1 from XM2VTS database. 
Table 4.8 Face recognition performance based on the three training subsets of 
training data set #2 from XM2VTS database. 
Recognition Rate (%) 
Feature numbers Training Data Training Data Training Data  
Subset #4 Subset #5 Subset #6 
— 20 50.1 - 51.0 一 51.7 — 
一 40 56.2 “ 55.8 56.1 “ 
— 60 57.6 58.0 — 58.8 一 
— 80 58.8 - 58.8 59.0 “ 
— 100 59.8 - 59.8 — 60.0 — 
— 120 60.2 60.3 60.1 “ 
— 140 60.6 - 60.3 60.9 
— 160 60.4 - 61.0 61.1 
“ 180 60.4 - 60.8 一 60.8 — 
— 200 60.1 _ 61.2 — 61.2 一 
_ 250 60.3 “ 61.2 — 60.5 — 
^ 612 
“ 350 60.4 — 60.8 “ 61.0 
— 400 60.6 60.7 — 6L1 — 
^ ^ ^ 
^ Mdi ^ ^ 
Null ^ ^ 
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4.3,3 Comparison of MDEE and KLT 
In this section we use a simple experiment to illustrate that the MDEE method is a 
very close approximation of the KLT method. We apply MEDD and KLT 
separately on the same training data set selected from MMLAB face database: 
1000 face images from 100 different people with 10 face images per person. 
Figure 4.9 shows that the values of the top 300 eigenvalues computed by the 
MDEE and KLT. The results of the two methods are nearly identical. The 
recognition results are shown in Table 4.9. Again, the results are nearly the same. 
From Figure 4.9 and Table 4.9, we can see that the performance of MDEE and 
KLT are very similar and MDEE is indeed a very close approximation of KLT. 
Table 4.9 Recognition rate comparison of MDEE and KLT. 
Recognition Rate (%) 
— F e a t u r e Numbers MDEE KLT 一 
— 20 “ 50.1 50.1 “ 
— 40 59.3 59.3 “ 
— 60 64.3 64.3 一 
— 80 66.4 — 66.4 一 
— 100 68.5 68.3 一 
200 111 72.1 
300 ‘ 73.0 72.6 一 
400 73.2 — 73.2 一 
500 “ 73.3 73.3 一 
600 73.6 73.3 
— 700 “ 73.9 73.5 一 
— 800 73.9 73.6 一 
— 900 74.2 73.9 一 
“ 1000 74.2 73.9 
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Figure 4.9 (a)-(f): Top 300 eigenvalues of MDEE and KLT. 
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4.3,4 Summary 
In this section, we explored the relationship between the PCA-based recognition 
performance and different training data sets. Using the MDEE algorithm we are 
able to compute eigenfaces from a large number of training samples. This allows 
us to compare the recognition performance using different training data sizes. 
Experimental results based on the MMLAB face database and the XM2VTS face 
database show that simply increasing the number of face images per person will 
not affect the recognition results much. The number of different people used in the 
training data is more important since using images from more people can better 
characterize the eigenspace because of more inter-person variations in the training 
data set. 
4.4 LDA-based Recognition Using 
Different Training Data Sets 
4.4.1 Experiments on AR Face Database 
In this section we will use the AR face database to investigate the relationship 
between the LDA-based recognition and different training data sets. 
4A1.1 Selection of Training Data and Testing Data 
For the AR face database, there are totally 90 persons who have complete face 
sequences from both sessions. Here we select the training data and the testing data 
from the face images of these 90 persons. 
For the training data, we design three different training data sets. For the 
training data sets #1，we select 90*4 face images of 90 persons from the first 
session. These images only contain expression variations. For the training data 
sets #2, we select 90*4 face images of 90 persons from the first session, but these 
images contain the lighting variations. For the training data sets #3，we select 
90*7 face images of 90 persons. These images contain not only the expression 
variation but also the lighting variations. The detailed description of the training 
data is shown in Table 4.10. 
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For the testing data, which is composed of a gallery set and a probe set. The 
gallery set is composed of 90 normal face images of 90 persons from the first 
session. The probe set is composed of 90*7 face images of 90 persons form the 
second session. The face images of the probe set contain not only the lighting but 
also the expression variations. The detailed description of the training data is 
shown in Table 4.11. 
Table 4.10 Training data structure. 
Training Session Face ID Description Size 
Data Set  
¥l 1 1,2,3,4 Only expression 
variation  
—#2 — 1 1,5,6,7 Lighting variation “ 90*4 “ 
m 1 1,2,3,4,5,6,7 Expression and 
lighting variation  
Table 4.11 Testing data structure. 
Testing Session ID Description Size 
data  
Gallery set 1 1 Neural Expression 90 
Probe set 2 14,15,16,17,18,19,20 Expression and W l 
lighting variation  
4.4.1.2 LDA-based recognition on AR face database 
Experimental results based on the three different training data sets of AR face 
database are shown in Table 4.12. We use the number of principal components 
from 90 to 540 in the PCA step, then select 89 (class number minus 1) features in 
the following FLD analysis to compare the relative accuracy of the three different 
training data sets. From the results, we can see that the recognition performance of 
the training data set #2 is better than the training data set #1，and the recognition 
performance of the training data set #3 is much better than the training data set #1 
and the training data set #2. The reason for this behavior is that the training data 
set #2 capture the lighting variations which are much larger than the expression 
variations captured by the training data set #1, and the training data set #3 
captured the largest variation among the three training data sets. This shows that 
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increasing the variety of the training data will benefit the LDA-based recognition. 
The variety of the training data plays a key role in LDA-based recognition. 
Table 4.12 Recognition accuracy of different training data from Purdue database. 
PCA dimension Training Data Training Data Training Data 
for FLD analysis Set#l Set #2 Set #3 
% 50.2% 65.7% 70.3% 
50.0% 67.8% 74.0% 
56.0% 68.9% 74.8% 
56.0% 68.9% 76.0% 
^ 56.4% 68.1% 77.0% 
^ 54.0% 67.3% 76.8% 
^ 54.3% 68.1% 78.9% 
^ N ^ 78.9% 
^ T ^ 79.8% 
^ MUi 81.1% 
4.4.2 Experiments on XM2VTS Face Database 
In last section, we have evaluated the LDA method based on AR face database 
and draw the conclusion that increasing the variety of the training data will benefit 
the recognition performance. However, our conclusion is still limited by the size 
of the AR face database. To further explore the relationship between the LDA 
method and different training data we need a much larger database. Here we will 
evaluate the LDA method based on the video sequences of XM2VTS database 
[15]. Since we need a large number of samples for each person, the video data in 
the XM2VTS database is perfect for our experiments. We select 295*4 video 
sequences of 295 different persons from the four sessions captured in different 
time. Each person in the video is asked to read a short paragraph of text. For each 
video sequence, 20 face images are intercept evenly and then normalized by size. 
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4.4.3 Training Data Sets and Testing Data Sets 
Similar to the FERET test we divide the XM2VTS database into development 
portions and sequestered portions. The development portion is used for training 
and the sequestered portion is used for generality test. The division scheme is 
shown in Table 4.13. 
Table 4.13 The division scheme of development and sequestered portions. 
Data subset Number of people Total number of images 
Development portion ^ 200*20 
Sequestered portion 95 95*20 
In order to evaluate the influence of different training data sets on the 
recognition accuracy, we design three sets of training data. For the first set, we 
select all data from the first session and choose different number of samples per 
person as 3，5，10, and 20. For the second set, we select the data from both the 
first session and the fourth session. For the third set, we select the data from both 
the first session and the third session. Table 4.14，Table 4.15, and Table 4.16 show 
the structures of the three training data sets. 
The testing data is composed of a probe set and a gallery set. The gallery set is 
composed of 95*20 images of the development portion's 95 people from the first 
session and the probe set is composed of 95*20 images of the same 95 people 
from the fourth session. 
Table 4.14 Training data set #1. 
Training Data Session Number of Number of Total samples 
Set samples per classes 
# 1 class 
Subset #1 F ^ 3 ^ ^ 
Subset #2 FkS 5 ^ 
Subset #3 Fii^ 10 ^ 2000 
””Subset #4 F i ^ ^ ^ 
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Table 4.15 Training data set #2. 
Samples per Samples per 
Training Data class from the class from the Number of Total samples 
Set first session fourth session classes 
#2 
Subset #1 3 3 ^ 
Subset #2 r 5 ^ 2000 
Subset #3 10 10 ^ 4000 
Table 4.16 Training data set #3. 
Samples per Samples per 
Training Data class from the class from the Number of Total samples 
Set first session third session classes 
# 3 
Subset #1 3 3 ^ 
Subset #2 5 5 ^ 
Subset #3 10 10 ^ 4 0 ^ 
4.4.4 Experiments on XM2VTS Face Database 
Experimental results based on training data set # 1 are shown in Table 4.17 and 
Figure 4.10. We use different number of principle components in the PCA step, 
then select 199 (class number minus 1) features in the following FLD Analysis to 
compare the recognition rates. From the results, we can see that the recognition 
performances of the four subsets are similar to each other. This shows that simply 
increasing the number of training samples per class may not benefit the 
recognition performance. 
Experimental results based on training data set # 2 are shown in Table 4.18 and 
Figure 4.11, and the results based on training data set # 3 are shown in Table 4.19 
and Figure 4.12. These results seem again confirm what we observe in Table 4.17 
and Figure 4.10. However, comparing the results in Table 4.18 or Table 4.19 with 
Table 4.17, we can see that the results for training data set # 2 and training data 
set # 3 are much better than training data set #1. Since data set # 2 and data set # 3 
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contain data from different sessions, they can capture the intra-personal variation 
across different sessions precisely, thus are able to help to reduce such variation in 
the within class matrix whitening step of LDA. Simply increasing sample 
numbers in the same session cannot help to capture such cross session variation. 
The intra-personal variation caused by expression change in the same video can 
seem to be represented by a small number of samples per person. 
Table 4.17 Recognition performance of training data set #1. 
P ^ Subset # 1 S u b s e t # 2 S u b s e t # 3 S u b s e t #4 
dimension for 
FLD analysis  
^ 87.5% 85.9% 85.3% 85.0% 
^ 88.8% 85.1% 84.1% 83.7% 
^ 88.1% 84.1% 83.1% 83.4% 
88.0% 84.3% 83.1% 83.7% 
85.9% 84.0% 82.4% 83.6% 
^ ^ ‘ 83.2% 81.2% 81.0% 
^ N ^ 80.0% 80.7% 79.2% 
79.4% 78.5% 
^ ^ 78.0% 78.6% 
1 I 1 1 1 1 1 1 1 1 1  
0.95 - -
0.9 - 丄 -“------+-
0.75 - -
Hh： T ra in ing Data S u b s e t #1 
^ 0.7 - -
^ Tra in ing Data S u b s e t 沿 
0.65 - -
0-0： Tra in ing Data S u b s e t 沼 
0 . 6 - -
x-x: Tra in ing Data S u b s e t #4 
0.55 - -
n 5 1 1 1 1 1 1 1 ' ‘ 
'200 3 0 0 4 0 0 5 0 0 6 0 0 7 0 0 8 0 0 9 0 0 1 0 0 0 1 1 0 0 1 2 0 0 
The numbe r of s e l e c t e d P C s 
Figure 4.10 Recognition performance of training data set #1. 
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Table 4.18 Recognition performance of training data set #2, 
PCA dimension Subset #1 Subset #2 Subset #3 
for FLD analysis  
^ 94.0% 93.4% 93.7% 
^ 95.3% 94.8% 95.0% 
^ 94.7% 95.0% 95.3% 
94.6% 94.8% 95.3% 
400 94.3% 95.8% 95.8% 
600 Mdi 95.5% 95.7% 
94.1% 94.4% 
Null N ^ 94.6% 
N ^ 93.1% 
N^ 
Null Null 
r ^ ^ N^ 
1 —•—I 1 1 1 1 1 1 1 1 
0.95 一 ： 卜 -
'• ______ 义 J 
0.9 - -
a> 
2 +-+: Training Data Subset #1 
[ 
0.85 - -
S Training Data Subset #2 
cS 
0 . 8 - -
0-0： Training Data Subset #3 
0.75 - -
• 7 I 1 1 1 I I 1 1 1  
•2 0 0 300 400 500 600 700 800 900 1000 1100 1200 
The number of selected PCs 
Figure 4.11 Recognition performance of training data set #2. 
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Table 4.19 Recognition performance of training data set #3. 
PCA d i m e n s i o n S u b s e t #1 Subset #2 Subset #3 
for FLD analysis  
^ 92.7% 93.9% 93.9% 
^ 93.6% 94.2% 94.3% 
^ 93.5% 94.5% 94.5% 
94.0% 94.2% 94.5% 
94.3% 94.6% 96.2% 
^ 92.4% 94.2% 
MUi 90.8% 93.0% 
1000 N ^ Null 93.2% 
" m i ^ 91.8% 
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O 
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0 , 8 - -
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Figure 4.12 Recognition performance of training data set #3. 
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4.4.5 Summary 
In this chapter we investigated the relationship between LDA-based face 
recognition method and different training data sets. We use two famous face 
databases: AR face database and XM2VTS face database to evaluate the LDA 
method. Using the AR face database, we can design different training data sets 
with different intra-personal variations. Experimental results on the AR face 
database show that increasing the variety of training data will benefit the LDA 
recognition performance. Using the XM2VTS database, we can obtain a set of 
long face sequences. This allows us to compare LDA-based recognition 
performance using different training data sizes. Experimental results on the 
XM2VTS face database show that simply increasing the number of samples per 
class from the same session will not benefit the recognition performance. The 
important factor is not the number of images, rather is the variety of the training 
data. By selecting the training data from different sessions, we can capture the 
intra-personal variation that exists between the testing and gallery data, thus give 




Similar to other pattern recognition problem, face recognition depends heavily on 
the selection of face feature vectors, e.g. PCA-based vectors and LDA-based 
vectors. Since these feature vectors are computed directly from the training face 
images, it is reasonable to expect that the recognition performance may be 
influenced by different training data sets. However, until now most previous 
researches simply choose a small number of training samples randomly for 
computation of the feature vectors without much justification. 
In this thesis, we explore this meaningful and important topic. We conduct a 
systematic experimental study on the relationship between face recognition 
performance and different training data sets. During the past thirty years 
researchers have proposed a number of face recognition techniques among which 
PCA-based and LDA-based techniques are among the most popular and 
successful ones. Especially in recent years many proposed novel face recognition 
techniques are related to the PCA technique or the LDA technique. Therefore in 
this thesis we select these two representative techniques for the comparison of the 
recognition performance of different training data sets. 
For the both techniques: PCA and LDA, it is generally believed that the size of 
the training data play a key role for the recognition performance. Here we show 
that it is not always the case. Experimental results show simply increasing the 
number of training samples per person does not help to improve the recognition 
performance. 
For the PCA-based technique, to overcome the computational problem we use 
the MDEE algorithm to compute the eigenfaces from a large number of training 
samples. This allows us to compare the recognition performance using different 
training data sizes. Experimental results show that using images from more people 
can better characterize the eigenspace because of more inter-personal variations 
contained in the training data. Simply increasing the number of face images per 
person will not affect the recognition results much. Generally increasing the 
47 
number of people benefits the recognition performance more than increasing the 
number of images per person. 
For the LDA-based technique, experimental results show that simply increasing 
the number of samples per class from the same session will not benefit the 
recognition performance. The important factor is not the number of images, 
rather is the variety of the training data. By selecting the training data from 
different sessions, we can capture the intra-personal variation that exists between 
the testing and gallery data, thus give much better recognition performance. 
My work will benefit the improvement of face recognition performance and 
efficacy by choosing appropriate training data. Especially it may benefit the 
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