Tree-Embedding is one of the most powerful techniques in the area of approximation algorithms as it reduces many diffcult problems like group Steiner tree (GST) on general graphs into amenable tree intances. However, the developments on tree-embedding are pertained only to undirected graphs, thus rendering it useless against problems on directed graphs like directed Steiner tree (DST) and its generalization k-edge connected directed Steiner tree (k-DST). The latter problem, k-DST, is a notorious problem that has no known non-trivial approximation algorithm despites having been mentioned many times in literature, e.g., by Feldman et al.
Introduction
A basic technique in solving graph and network problems is to decompose an input into simpler forms -ones with good structures. For graph problems, the most prominent structure that ones wish to exploit is a tree-like structure. Several approaches have been developed to measure the similarity between a graph and a tree, and algorithms are then designed based on these measurements. In particular, the similarity could be mearsured by tree-width, thus resulting in algorithms whose approximation guarantees or running time depend on the tree-width of a graph. But, how much does a graph similar to a tree? It is unfortunate that some graphs could be far from being trees by any measurement. An alternative way to deal with this issue would be forcing a graph into a tree by allowing some properties to be "distorted". Such method is called tree-embedding and is now one of the most powerful technique in the design of approximation algorithms. The celebrated result of Bartal [2] shows that, given a graph whose edge-costs satisfy triangle inequality, there exists a distribution of trees that approximates the distance of any two vertices upto polylogarithmic factor in expectation. The subsequent developments lead the tree-embedding with a tight distortion of O(log n) by Fakcharoenphol, Rao and Talwar [6] . Besides the distance-based tree-embedding, several types of tree-embeddings have been pioneered in the past decades, e.g., flow-based treeembedding by Räcke [14, 15] and a backbone-tree by Gupta, Krishnaswamy and Ravi [9] . These results allow us to design approximation algorithms for many important problems like group Steiner tree, buy-at-bulk network design, online survival network design, sparsest cut, k-servers and much more. While this technique is a powerful tool for attacking many problems, the tree-embeddings emerged so far are, however, pertained to undirected graphs, and thus leaving their directed counter parts remaining abstruse.
In this paper, we investigate the possibility of developing a tree-embedding for directed graphs. The problems that we are interested in particular are the directed Steiner tree problem (DST) and its generalization namely k edge-connected directed Steiner tree (k-DST). We initiate our work by examining the height-reduction for directed Steiner tree in the seminal work of Zelikovsky [17] (also, see [11] ), which can be casted as a tree-embedding. To date, all the developments on DST are more or less based on Zelikovsky's height-reduction theorem, which is unlikely to extend to the case with high connectivity (i.e., k-DST with k ≥ 2) where we wish to connect a root vertex to each terminal by more than one edge-disjoint paths. Although the height-reduction itself yields no direct implication in designing approximation algorithms for k-DST, the construction in the proof gives a reduction from DST to its sister problem, the group Steiner tree problem (GST) on "trees". We thus cast the reduction as a tree-embedding an develop an approximation algorithm for a special case of k-DST where there exists a shallow optimal solution, i.e., every terminal can be reached from the root by k edge-disjoint paths in which each path has a length bounded by D.
We would like to mention that ours is the first non-trivial approximation algorithm known for k-DST on general graphs. Prior to our results, the only known is a polynomial-time (exact) algorithm for a special case of k-DST where an input graph is directed acyclic and both connectivity requirement k and the number of terminals are constant, which is due to Cheriyan et al. [5] .
Previous Work
The probabilistic tree-embedding was initiated in the work of Karger [12] who observed that a cycle of length n can be approximated by n paths. The subsequence works in [1, 2, 6, 14, 15, 9] lead to several types of tree-embedding, which leads to approximation algorithms for many problems, including group Steiner tree (GST) [8] and k edge-connected group Steiner tree (k-GST) [9, 3] . To date, no tree-embedding for directed graphs was known. The closest of being a tree-embedding is the heigh-reduction for DST by Zelikovsky [17] (also, see [11] ) which implicitly implies a flow-based tree-embedding with O(Dh 1/D )-distortion (in terms of flow), where h is the number of terminals, but the size of the tree blows up to O(n D ).
The tree-embedding of Zelikovsky is used (as height-reduction) in the work on DST in [4, 16, 7] . In [7] , the authors proposed a reduction from DST to GST as a randomized LP-rounding algorithm. All the mentioned results give O(D 2 h 1/D log h)-approximation algorithm for DST which run in O(n D polyn)-time, thus implying O(log 3 h)-approximation in quasi-polynomial-time. This almost matches the log 2−ǫ n-hardness, for any ǫ > 0 by Halperin and Krauthgamer [10] . However, Zelikovsky's tree-embedding has not been shown to be useful for k-DST.
The complexity status of k-DST tends to be negative. It was shown by Cheriyan et al. [5] that the problem is at least as hard as the label cover problem. Specifically, k-DST admits no 2 log 1−ǫ n -approximation, for any ǫ > 0, unless NP ⊆ DTIME(2 polylog(n) ). Laekhanukit subsequently showed in [13] that k-DST admits no k 1/4−ǫ -approximation unless P = ZPP. The integrality gap of a natural LP-relaxation for k-DST is Ω(k/ log k) which holds even for a special case of connectivityaugmentation where we wish to increase a connectivity of a graph by one. All the lower bound results are based on the same construction which are directed ayclic graphs (DAGs) with 5 layers. Even for a very simple variant of k-DST, namely (1, 2)-DST, where we have two terminals, one has requirement one and the other has requirement two, it was not known whether the problem is NPhard or polynomial-time solvable. The only known positive result for k-DST is an O(n k+h )-time algorithms for k-DST on DAGs [5] , which runs in polynomial-time when k + h is constant.
Our Results and Contributions
Our main result is an O(D · k D−1 · log h)-approximation algorithm for k-DST on a D-shallow instance, which includes as a special case where an input graph is directed acylcic with at most D layers.
Theorem 1. Consider the k edge-connected directed Steiner tree problem. Suppose an input instance has an optimal solution H * in which, for every terminal t ∈ T , H * has k edge-disjoint r, t-paths such that each path has length at most D. Then there exists an O(D · k D−1 · log h)approximation algorithm. In particular, there is an O(D · k D−1 · log h)-approximation algorithm for k-DST on a directed acyclic graph with D layers.
Our by product is an LP-based approximation algorithm for DST, and we also give an observation that the height-reduction in [17, 11] could be phrased as a flow-based tree-embedding, which might be a useful tool for other network design and routing problems on directed graphs.
Organization We provide definitions and notations in Section 2. We start our discussion by presenting a reduction from DST to GST in Section 3. Then we proceed to a randomized rounding approach for DST in Section 4, which acts as an outline for the more complicated algorithm for k-DST. Then we define a (non-standard) LP-relaxation for k-GST using its combinatorial structures and present a rounding algorithm in Section 5. We give some discussions on the height-reduction as flow-based tree-embedding in Section 6. Finally, we leave some discussion and open problems in Section 7.
Preliminaries
We use standard graph terminologies. We refer to a directed edge (u, v), shortly, by uv (i.e., u and v are head and tail of uv, respectively), and we refer to an undirected edge by {u, v}. For a (directed or undirected) graph G, we denote by V (G) and E(G) the sets of vertices and edges of G, respectively. If a graph G is associated with edge-costs {c e } e∈E(G) , then we denote the cost of any subgraph H ⊆ G by cost(H) = e∈E(H) c e . For any path P , we use length to mean the number of edges in a path P and use cost to mean the total costs of edges in P . The metric completion of G w.r.t. costs {c e } e∈E(G) , is a complete graph on the same vertex-set as G whose edge uv has cost equal to the cost of a shortest u, v-path in G.
In the directed Steiner tree problem (DST), we are given a directed graph G with edge-costs {c e } e∈E(G) , a root vertex r and a set of terminals T ⊆ V (G). The goal is to find a min-cost subgraph H ⊆ G such that H has a dipath from r to each terminal t ∈ T . A generalization of DST is the k edge-connected directed Steiner tree problem (k-DST). In k-DST, we are given the same input as in DST plus an integer k. The goal is to find a min-cost subgraph H that has k edge-disjoint paths from r to each terminal t ∈ T .
The problem related to DST and k-DST are the group Steiner tree problem (GST) and the k edge-connected group Steiner tree problem (k-GST). In GST, we are given an undirected graph G with edge-costs {c e } e∈E(G) , a root vertex r and a collection of subset of vertices {T i } h i=1 called groups. The goal is to find a min-cost subgraph H that connects r to each group T i . In k-GST, the input consists of an addtional integer k, and the goal is to find min-cost subgraph H with k edge-disjoint r, T i -paths for every group T i .
Consider an instance of DST (resp., k-DST). We denote by Q the set of all paths in G that start from the root r. The set of paths in Q that end with a particular pattern, say σ = (v 1 , . . . , v q ), is denoted by Q(σ). This pattern σ can be a vertex v, and edge e or a path σ = (v 1 , . . . , v q ) in G. For example, Q(u, v, w) consists of paths P of the form P = (r, . . . , u, v, w). We say that a path P ends at a vertex v (resp., an edge e) if v (resp., e) is last vertex (resp., edge) of P .
We may consider only paths with particular length, say D. We denote by Q D , the set of paths that start at r and has length at most D. The notation for Q D is analogous to Q, e.g., Q D (uv) ⊆ Q D is the set of paths in Q D that end at an edge uv. A concatenation of a path p with an edge e or a vertex v are denoted by p+e and p+v, respectively. For example, (u 1 , . . . , u ℓ )+vw = (u 1 , . . . , u ℓ , v, w).
Given a subset of vertices S, the set of edges entering S is denoted by
The indegree of S is denoted by indeg(S) = |δ − (S)|. Analogously, we use δ + (S) and outdeg(S) for the set of edges leaving S. For undirected graphs, we simply use the notations δ(S) and deg(S). We say that a feasible solution H to k-DST is D-shallow if, for every terminal t ∈ T , there exists a set of k edge-disjoint r, t-paths in H such that every path has length at most D. An instance of k-DST that has an optimal D-shallow solution is called a D-shallow instance. We also use the term D-shallow analogously for k-GST. As proved in [17, 11] , there always exists a "cheap" D-shallow solution in a metric-completion graph.
Theorem 2 (Heigh Reduction Theorem [17, 11] ). For any tree (arborescence) H with edge-costs {c e } e∈H , the metric-complete graph of H contains a spanning tree (arborescence)
To distinguish between the input of k-DST (which is a directed graph) and k-GST (which is an undirected graph), we use script fonts, e.g., G, to denote the input of k-GST. Also, we use Q to denote the set of all paths from r to any vertex v in the graph G. The cost of a set of edges F (or a graph) is defined by a function cost(F ) = e∈F c e . At each point, we consider only one instance of k-DST (respectively, k-GST). So, we denote the cost of the optimal solution to k-DST by opt kDST (respectively, opt kGST ).
Reduction for Directed Steiner Tree to Group Steiner Tree
In this section, we describe a reduction R from DST to GST. Recall that Q denotes all the r, vpaths in a DST instance G. The reduction is by simply listing paths in the directed graph G as vertices in a tree G = R(G) and joining each path p to p + e if p + e is a path in G. In fact, R(G) is a suffix tree of paths in Q. To be precise,
We set the cost of edges of G to be c {p,p+e} = c e . Since the root r has no incoming edges in G, r maps to a unique vertex (r) ∈ G, and we define (r) as the root vertex of the GST instance. We will abuse r to mean both the root of DST and its corresponding vertex of GST. For each terminal t i ∈ T , define a group of the GST instance as
The reduction R also gives a one-to-one mappings ψ between paths p = (r, v 1 , . . . , v ℓ ) ∈ Q (those in G) and paths in G defined by
It can be seen that G is a tree and that the reduction R is approximation-preserving (i.e., opt DST = opt GST ). Note, however, that the size of the instance blows up from O(n + m) to O(n D ), where D is the length of the longest path in G. Note also that the reduction holds for general graph, but it is approximation-preserving only if the DST instance is D-shallow, i.e., it has an optimal solution H * such that any r, t i -path in H * has length at most D, for all terminal t i ∈ T . However, the height-reduction [17, 11] shows that the metric completion of G always contains a D-shallow solution with cost at most D|V (G)| 1/D of the optimal solution. Thus, we may list only paths of length at most D from the metric completion. We denote the reduction that lists only paths of length at most D by R D .
To be formal, we prove the following lemmas that characterize the properties of the reduction.
Lemma 3. For any D ≥ 0, the graph G = R D (G) (and thus R(G)) is a tree.
Proof. We prove by induction on D.
by adding vertices p = p ′ + uv corresponding to paths of length D in G plus an edge {p ′ , p}. Clearly, we never join two vertices of R D−1 (G) and each such vertex p has degree one in R D−1 (G). So, the construction creates no cycle. Consequently, we conclude that R D (G) is a tree.
Lemma 4 (Path Mapping). Consider the reduction R from DST to GST. There is a one-toone mapping ψ between each r, v-path p in G and a (unique) path ψ(p) in G. Moreover, there is a one-to-one mapping between each edge e ∈ E(p) and an edge e ′ ∈ E(ψ(p)). In particular, cost(p) = cost(ψ(p)).
Proof. For any path p = (r, v 1 , . . . , v ℓ ) in G, we define a mapping ψ(p) as above, i.e.,
Clearly, ψ(p) is a path in G by construction. Since G is a tree (by Lemma 3), ψ(p) is a unique r, p-path in G. So, for any p, p ′ ∈ Q, ψ(p) = ψ(p ′ ) if and only if p = p ′ . Next, consider edges of p and ψ(p). For each edge e ∈ p, there is a unique subpath p ′ of p such that p = p ′ + e. So, each edge e maps to a unique edge {p, p + e} in ψ(p). Also, since p is a (simple) path, e appears only once in the sequence of p. Thus, there is a one-to-one mapping between each edge e ∈ E(p) and an edge {p, p + e} ∈ E(ψ(p)). By construction, c {p,p+e} = c e , implying that cost(p) = cost(ψ(p)).
Next we prove that the folk-lore reduction R is approximation-preserving.
Lemma 5 (Folk-Lore Reduction). Consider an instance of DST consisting of a directed graph G on n vertices. Suppose there exists an optimal solution to the DST instance such that any r, t-path has length at most D, for all terminals t ∈ T . (This includes the case that G is a directed acyclic graph with at most D layers.) Then there exists an approximation-preserving reduction that reads the DST instance and outputs a tree instance G of GST such that G has height at most D. Moreover, the running time of the reduction is O(n D ) and |V (G)| = n D .
Proof. We apply the folk-lore reduction R from DST to GST as discussed. The running time of the reduction is O(n D ) because we need to compute all the paths of length D from G. The number of vertices of G follows by construction. Thus, it is left to show that the reduction is approximation-preserving.
DST ⇒ GST First, given any minimal feasible solution to the DST instance, we show that there exists a feasible solution to the GST instance with the same cost.
Consider any minimal solution H to DST. Observe that H must be a tree (an out-arborescence rooted at r, to be precise). So, for each vertex v ∈ V (H), H has a unique r, v-path, denoted by p v . We recall that the vertex set of G is the set of all paths in G. We can map H to a solution H of the GST instance by mapping each vertex v ∈ V (H) to a vertex p v in V (H). For each edge vw ∈ E(H), we map vw to an edge {p v , p v + vw} = {p v , p w } in E(H); there is a unique such edge because p v + vw is a unique r, w-path in H. Thus, we have a graph H such that cost(H) = cost(H). Notice that every vertex p v ∈ V (H) is connected to the root r because, by construction, we have an edge {p ′ , p ′ + e} for every subpath p ′ + e ⊆ p v , which clearly forms r, p v -path in H. Consequently, H must be a feasible solution to GST since every terminal t i maps to a vertex p t i in H, which is a vertex in the group T i , and p t i is connected to the root r.
GST ⇒ DST Next, given any feasible solution to the GST instance, we show that there is a feasible solution to the DST instance whose cost is at most that of the GST instance.
Take any feasible solution H to the GST instance. We construct a graph H of the DST instance by choosing edges e such that φ(e) ∩ E(H) = ∅, i.e., we choose an edge e if H has an edge {p, p + e}. Clearly, cost(H) ≤ cost(H). By the feasibility of H, for each terminal t i ∈ T , the graph H has a path from the root r to some vertex p = (r, v 1 , . . . , v ℓ , t i ) in T i , which are formed by edges {r, (rv 1 )}, . . . , {(r, v 1 , . . . , v ℓ ), p}. These edges map to directed edges rv 1 , . . . , v ℓ t, which form an r, t i -path in H. Thus, H is a feasible solution to DST.
This completes the proof.
LP-Based Approximation Algorithm for DST via Embedding
In this section, we present the LP-based approximation algorithm for DST based on the reduction from DST to GST. We round an LP-solution by embedding the solution into an instance of GST on a tree. Our technique is indeed the same as that in [7] , but we formulate an explicit LP instead of applying LP hierarchy to obtain desired constraints.
Standard LPs
Now, we define LPs for DST and GST. We first describe standard LPs for DST and GST. Then we define in the next section a stronger LP that allows us to map between fractional solutions to the LP for DST and that for GST.
The following is a standard LP-relaxation for DST.
, is a flow-variable and thus can be written in a compact form using a standard r, t-flow formulation. The standard LP for GST is similar to LP-DST.
LP-GST
Consider an instance of DST on G and an instance of GST on G = R(G) obtained by the reduction in Section 3. We recall that there is a one-to-one mapping ψ between r, v-paths in G and those in G as in Lemma 4. So, given a feasible solution (x, f ) to LP-DST on G, it is easy to construct a feasible solution (x ′ , f ′ ) to LP-GST on G by setting
The converse is by setting
x e := max{x ′ e ′ : e ′ ∈ φ(e)} for all e ∈ E(G)) and
It can be seen that the mapping preserves the feasibility but not the cost.
A Stronger LP-Relaxation for DST
Now we add constraints to LP-DST so that the new LP allows a cost-preserving mapping to a (fractional) solution to LP-GST. Observe that, to preserve the cost, we need the following constraint.
We encode Eq. 1 to LP-DST, resulting in a new LP, denoted by LP-DST*:
Validity of The Constraints
We will show that LP-DST* is a valid LP-relaxation for DST. Observe that there are two constraints in the LP that are not standard constraints for DST: (1) Subflow Capacity and (2) Aggregating Flow. We need to show that any minimal feasible solution to DST satisfies all the two constraints whereas infeasible solutions could not satisfy these constraints.
Completeness. Let H be a minimal feasible solution to LP-DST*. Then H must be an outdirected tree rooted at r that spans all the terminals. We define an integral solution (x, f ) from H as follows.
x e = 1 if e ∈ E(H) 0 otherwise
It is easy to see that 0 ≤ x e ≤ 1 for all e ∈ E(H), f p ≥ 0 for all p ∈ Q and p∈Q(t i ) f p ≥ 1 for all t i ∈ T . (The last one follows because H spans t i .) Thus, we are left to verify the other three constraints that are non-standard.
(1) Subflow Capacity:
Since H in a tree, H has a unique r, t i -path for each t i ∈ T . So, by construction, there is a unique path p ∈ Q(t i ) such that f p = 1. This means that
Thus, (x, f ) satisfies the subflow capacity constraints.
(2) Aggregating-Flow:
p∈Q(e) f p ≤ x e . Consider the graph H, which is a tree. For any edge e ∈ E(G), either there is a unique path in H ending at e or e is not in E(H). In both cases, we must have p∈Q(e) f p ≤ x e , implying that the constraint is valid for DST.
Soundness. Consider any integral solution (x, f ) to LP-DST*, i.e., x e ∈ {0, 1} for all e ∈ E(G). Let H be a support of (x, f ). Thus, every edge e in H has x e = 1. We will show that H contains an r, t i -path p for every terminal t i ∈ T . To find such path, we take an r, t i -path p with f p > 0 which exists because of the constraint p∈Q(t i ) f p ≥ 1. By the Subflow-Capacity constraint ( p∈Q(t i ):q⊆p f p ≤ f q ), any subpath q ⊆ p must also have f q > 0. Every path q with f q > 0 must end at an edge e with x e > 0 (and thus x e = 1) because of the Aggregating-Flow constraint, ( p∈Q(e) f p ≤ x e ). Thus, all the edges in p has x e = 1, implying that H is feasible to DST. First consider the right-hand side of the inequaility. The edge e ′ can be written in the form e ′ = {q, q + e}, for some path q in G, and x ′ e ′ = f q+e by construction. So, we can replace x ′ e ′ by f q+e . Now consider the left-hand-side of the inequality. By Lemma 4, each path p ′ in Q (a path in G) has a one-to-one mapping to a path p : p ′ = ψ(p) in Q (a path in G). We also know by construction that e ′ ⊆ E(p ′ ) if and only if q + e ⊆ p. Since each path in Q that ends in T i corresponds to a path in Q that ends at t i , we have
Hence, it follows by the subflow-capacity constraint of LP-DST* that p∈Q(t i ):q+e⊆p f p ≤ f q+e , thus proving that (x ′ , f ′ ) is feasible for the capacity constraint of LP-GST. Finally, consider the connectivity constraint v∈T i p ′ ∈Q(v) f ′ p ≥ 1 for all T i . By the feasibility of (x, f ), we have
Thus, (x ′ , f ′ ) satisfies the connectivity constraint for LP-GST. Consequently, (x ′ , f ′ ) is a feasible solution to LP-GST.
Cost Analysis. Next we show that cost(x, f ) ≤ cost(x ′ , f ′ ), which then implies that the mapping does not blow up the cost. This follows from the constraint p∈Q(e) f p ≤ x e .
c e x e = cost(x, f ).
LP-based Approximation Algorithm for DST
Now, it is easy to derive an algorithm for DST. We compute an optimal solution (x, f ) to LP-DST*. Then we apply the reduction R as in Section 3 to construct the graph G and map the solution (x, f ) to the solution (x ′ , f ′ ) to LP-GST as in Section 4.2. By Lemma 3, G is a tree. Next, we invoke a randomized rounding algorithm for GST on trees as given in [8] , which we call the GKR rounding algorithm. In short, the algorithm marks every edge e in the tree with probability x e /x ̺(e) , where ̺(e) is the parent of an edge e in G, which is unique. Then the rounding algorithm picks an edge e if all of its ancestors are marked. The GKR rounding has the following properties.
Theorem 6 ( [8] ). There exists a randomized algorithm such that, given a solution (x ′ , f ′ ) to LP-GST on a tree G with height D, the algorithm outputs a subgraph H ⊆ G so that the probability that any subset of vertices U ⊆ V (G) is connected to the root is at least
Moreover, the probability that each edge is chosen is at most So, the GKR rounding outputs a subgraph that has expected cost at most cost(x ′ , f ′ ) and connects the root r to each group T i , which corresponds to a terminal t i of DST, with probability at least Ω(1/D). By running the algorithm for 3D log 2 h times (where h = |T |), the union of all the solutions connects each group to the root with probability at least Ω(1/h 2 ). Thus, by union bounds, we connect all the groups (and thus all the terminals) to the root with at least constant probability. Consequently, we have an O(D log h)-approximation algorithm for DST when the input is D-shallow.
The running time of the algorithm depends on the time for the reduction and the size of G (i.e., |E(G)| + |V (G)|) plus the time for solving the LP-DST*. Specifically, the running time of the algorithm is O(poly(n D )). Therefore, we prove the following theorem.
Theorem 7. Consider DST on an instance that has a D-shallow optimal solution. There is a randomized O(D log n)-approximation algorithm that runs in O(poly(n D ))-time and outputs a feasible solution to DST with at least constant probability.
An Approximation Algorithm for k-DST
In this section, we generalize the approximation algorithm for DST to k-DST on a D-shallow instance. The key idea of our algorithm is to embed the LP solution of k-DST to that of LP-GST on a tree. At first glance, the reduction from DST to GST on trees could be applied to k-DST as any reduction from k-DST to a tree instance would have destroyed all the connectivity information. We show, however, that such tree-embedding exists, but we have to sacrifice running-time and cost to obtain such tree. The reduction is indeed the same as that for DST. Another ingredient is an approximation algorithm for k-GST on trees developed by Chaerlemsook et al. in [3] . There the authors showed that k-GST on trees can be approximated to within a factor of O(k log |V (G)| log h). by running GKR rounding for O(k log |V (G)| log h) rounds 1 .
Our algorithm is simple. Similar to DST, our algorithm for k-DST requires an LP stronger than a standard one. We then solve the LP and embed the optimal solution to a solution of LP-GST on trees so that we can employ GKR Rounding. Our embedding guarantees that any edge-set of size k − 1 in the original graph G will not map to an edge-set in G = R(G) that separates r and T i = Q(t i ) in G. So, the rounding algorithm still outputs a feasible solution to GST with constant probability even if we remove a subset of edges φ(F ) from G, where F is any subset of k − 1 edges in G. Consequently, we need only to run the algorithm for 2D log 2 n times to boost the probability of success so that, for any subset of k − 1 edges and any terminal t i ∈ T , we have at least one solution that contains an r, t i -path using none of these k −1 edges with at least constant probability. In other words, the union of all the solutions satisfies the connectivity requirements with at least constant probability. Our algorithm is described in Algorithm 1.
Algorithm 1 Algorithm for k-DST
Solve LP for k-DST on G, and obtain an optimal solution (x, f ).
Map (x, f ) to a solution (x ′ , f ′ ) to LP-GST on G = R(G). for i = 1 to 2Dk log 2 n do Run GKR Rounding on (x ′ , f ′ ) to get a solution Z i . Map Z i back to a subgraph Z i of G. end for return H = i Z i as a solution to k-DST.
We first prove some properties of a minimal k-DST solution, which are needed to define the LP for k-DST. Then we describe our LP for k-DST in Section 5.2. Finally, we prove in Section 5.4 that our algorithm gives a feasible solution to k-DST with cost O(D · k D log n) · opt kGST with at least a constant probability, thus proving Theorem 1.
Properties of Minimal Solutions to k-DST
In this section, we prove some properties of minimal solutions to k-DST, which are the keys in formulating an LP for k-DST. Lemma 8. Let H be any minimal solution to k-DST. Then H has at most k edge-disjoint r, v-paths, for any vertex v ∈ V (H).
Proof. Suppose to a contrary that H has k + 1 edge-disjoint r, v-paths, for some vertex v ∈ V (H).
Then v must have indegree at least k + 1 in H. We take one of the k − 1 edges entering v, namely, uv. By minimality of H, removing uv results in a graph H ′ = H − uv that has less than k edgedisjoint r, t i -paths for some terminal t i ∈ T . Thus, by Menger's theorem, there must be a subset of vertices S ⊆ V such that t i ∈ S, r ∈ V − S and indeg H ′ (S) ≤ k − 1. Observe that we must have uv in δ − H (S) because H is a feasible solution to k-DST, which means that v ∈ S. Since we remove only one edge uv from H, the graph H ′ must have k edge-disjoint r, v-paths. But, this implies that indeg H ′ (S) ≥ k, a contradiction. Proof. The proof follows a standard uncrossing argument. Assume a contradiction that v has indegree at least λ(v) + 1 in H. By Menger's theorem, there is a subset of vertices U ⊆ V such that indeg H (U ) = λ(v), v ∈ U and r ∈ U that separates v from r. We assume that U is a minimum such set.
By minimality of H, removing uv results in the graph H ′ = H − uv such that H ′ has less than k edge-disjoint r, t i -path for some terminal t i ∈ T . Thus, by Menger's theorem, there is a subset of vertices W such that t i ∈ W , r ∈ W , uv ∈ δ − H (W ) and indeg H (W ) = k. (The latter is because H is a feasible solution to k-DST.)
Now we apply a crossing argument to U and W . By submodularity of indeg H , we have
Observe that v ∈ U ∩ W , t ∈ U ∪ W and r ∈ S ∪ S ′ . So, by the edge-connectivity of v and t,
The sum of the left-hand side of Eq (2) is
So, we conclude that
, v ∈ U ′ and r ∈ U ′ that separates v from r. Since u ∈ W , we know that U ′ is strictly smaller than U . This contradicts to the minimality of U .
The following is a corollary of Lemma 8 and Lemma 9
Corollary 10. Let H be a minimal solution to k-DST. Then any vertex v ∈ V (H) has indegree at most k.
The next lemma follows from Corollary 10.
Lemma 11. Consider any minimal solution H to k-DST. For any edge e ∈ E(H) and ℓ ≥ 2, there are at most k ℓ−2 paths in H with length at most ℓ that start at the root r and ends at e. That is,
Proof. We prove by induction. The base cases ℓ = 2 are trivial because any rooted path of length at most 2 cannot have a common edge. Assume, inductively, that |Q ℓ−1 (e)| ≤ k ℓ−3 for some ℓ ≥ 3. Consider any edge vw ∈ E(H). By Corollary 10, v has indegree at most k. Thus, there are at most k edges entering v, namely, u 1 v, . . . , u d v, where d = indeg(v). By the induction hypothesis, each edge is the last edge of at most k ℓ−3 paths in Q ℓ−1 . Thus, we have at most d · k ℓ−3 ≤ k ℓ−2 paths that end at uv. That is,
LP for k-DST
We use the following LP for k-DST.
LP-k-DST
For D-shallow instances of k-DST, we replace Q by Q D to restrict length of paths to be at most D. The next lemma shows that LP-k-DST is an LP-relaxation for k-DST. Proof. LP-k-DST is, in fact, obtained from a natural LP by adding two constraints.
(1) Subflow-Capacity:
(2) Aggregating k-Flow:
To show that these two constraints are valid for k-GST, we take a minimal feasible (D-shallow) solution H of k-GST. We define a solution (x, f ) to k-GST from H by first setting
Next, by definition, H has k edge-disjoint r, t-paths p t 1 , p t 2 , . . . , p t k for each terminal t ∈ T . in which each path p t j has length at most D. We set a variable f q = 1 for every rooted subpath of p t j , i.e., f q = 1 if q ∈ Q D and q ⊆ p t j for some t ∈ T and j ∈ {1, 2, . . . , k} 0 otherwise
Since {p t j } k j=1 , for each t ∈ T , are edge-disjoint, the solution (x, f ) satisfies the Subflow-Capacity constraint. Corollary 11 says that even if we list all the paths of length ℓ ≥ 2 in H, at most k ℓ−2 of them ends at the same edge, and we know that rooted paths of length one share no edge. Thus, the Aggregating k-Flow constraint is satisfied by (x, f ). Consequently, these two constraints are valid for k-DST.
Conversely, any integral solution that has less that k edge-disjoint r, t-paths for some terminal t ∈ T could not satisfies the Subflow-Capacity constraint. Therefore, LP-k-DST is an LP-relaxation of k-DST.
The proof is the same for D-shallow instances is the same as above except that we take H as a minimal D-shallow solution and take {p t j } k j=1 as edge-disjoint r, t-paths of length at most D.
Mapping from k-DST to GST
We show a mapping from a solution (x, f ) of k-DST on G to a solution (x ′ , f ′ ) of GST on the tree G = R(G). We remark that we map a solution of k-DST to GST, the instance with connectivity requirement one. The mapping is indeed the same as the mapping from the solution to LP-DST* to LP-GST in Section 4.2:
x ′ {p,p+e} := f p+e for all p + e ∈ Q f ′ ψ(p) := f p for all p ∈ Q Cost Analysis. We show that cost(x ′ , f ′ ) ≤ k · cost(x, f ).
Proof. By the constraint p∈Q ℓ (e) f p ≤ max{1, k ℓ−2 }x e , we have that
Analysis of The Algorithm for k-DST
It can be seen from Algorithm 1 and Lemma 13 that the algorithm outputs a solution H with cost at most O(Dk D−1 log n) · cost(x, f ). It suffices to show that H is feasible to k-DST with at least constant probability. To be formal, consider any subset F ⊆ E(G) of k − 1 edges. Let (x ′ , f ′ ) be the mapping of the feasible solution (x, f ) to LP-k-DST. We define a solution (y F , z F ) to be such that
We show that (y F , z F ) is feasible to LP-GST on G.
Lemma 14. For any subset of edges F ⊆ E(G), define (y F , z F ) from (x ′ , f ′ ) as above. Then (y F , z F ) is feasible to LP-GST.
Proof. First, observe that z F p > 0 only if z F p contains no edges in φ(F ). So, by construction, all these z F p satisfy z F p = f ′ p ≤ x ′ e = y F e for all e ∈ E(p). That is, (y F , z F ) satisfies the capacity constraints.
Next we show that (y F , z F ) satisfies the connectivity constraint. Consider the solution (x, f ) to LP-k-DST. By the feasibility of (x, f ) and the Max-Flow-Min-Cut theorem, the graph G − F with capacities {x e } e∈G−F can support a flow of value one from r to any terminal t i . This implies that
Proof. For i = 1, 2, . . . , 2Dk log 2 n, let Z i be a subgraph of G obtained by running the GKR Rounding on (x ′ , f ′ ) and mapping the solution back to a subgraph of G as in Algorithm 1. By Lemma 15, Z i − F has an r, t i -path with probability Ω(1/D). Since each Z i are sampled independently, we have
We have at most |E(G)| k−1 ≤ n 2(k−1) such sets F and at most |T | ≤ n terminals. So, there are at most n 2k−1 bad events where there exists an edge-cut of size k − 1 that separates the root r and some terminal t i ∈ T . Therefore, by union bound, H = i Z i is a feasible solution to k-DST with probability at least 1/n.
This completes the proof of Theorem 1.
Height Reduction as Flow-Based Tree-Embedding
In this section, we give more discussion on the height-reduction and suggest its alternative use as a flow-based tree-embedding. Theorem 2 is, in fact, oblivious to edge-costs as there is a unique u, v-path in a tree H, for every u, v ∈ V (H). If all the edges have unit-costs, then the theorem says that the average re-used of any edge in the tree is O(D · |V (H)| 1/D ). In fact, the "worst-case" re-used of any edge must be at most O(D · |V (H)| 1/D ). Otherwise, we could not bound the cost of the tree H ′ . Thus, Theorem 2 can be stated in terms of edge re-use or congestion as below. We provide a sketch of the proof of Theorem 17 for completeness. The original proof was given in [11] .
Proof of Theorem 17. The construction of the tree H ′ in Theorem 17 as in [17, 11] is as follows.
First, order vertices of H by depth-first-search-order σ. (Note that if H is an in-arborescence, then we traverse in opposite direction of the edges.) Then map all the leaves of H to leaves of H ′ , thus creating the D-th level of vertices of H ′ . For 1 ≤ ℓ < D, create vertices of H ′ at level ℓ:
(1) Partition vertices of level ℓ + 1 into blocks each of size γ (perhaps, except the last one) in consecutive order according to σ.
(2) For each block B, maps the least common ancestor v B of B as a vertex of level ℓ in H ′ . At level 1 (in the last step), the root of H ′ might not map to the root of H because it is possible that the unique block B at level 2 are copies of the same vertex. We fix this by re-mapping the root v B of H ′ to the root r of H and re-mapping φ(v B u) to the r, u-path in H for every u ∈ B. Finally, we set γ = |V (H)| 1/D and finish the construction.
Observe that each edge is re-used at most O(γ) times when we create edges of each level ℓ. (This is trivial for the last level as we will have at most γ vertices.) Since there are at most D = log γ |V (H)| levels, each edge will be re-used at most O((log γ (V (H)) · γ) = O(D · |V (H)| 1/D ) times.
It suffices to show that the edge re-use in each level is at most O(γ). We say that v B u and v B ′ u ′ have edge re-use if E(φ(v B u)) ∩ E(φ(v B ′ u ′ ) = ∅, and we say that a block B ′ causes edge re-use on v B u if E(φ(v B u)) ∩ E(φ(v B ′ u ′ ) = ∅, for some u ′ ∈ B ′ . Edge re-uses that occur in the same block is clearly bounded by γ. Consider edge re-uses that occur between different blocks B and B ′ . We assume wlog that σ(B ′ ) < σ(B), i.e., σ(u ′ ) < σ(u) for any u ∈ B and u ′ ∈ B ′ . Thus, we know that σ(v B ′ ) ≤ σ(v B ). Edges v B u and v B ′ u ′ (where u ∈ B and u ′ ∈ B ′ ) can re-use the same edge only if v B lies on v B ′ , u ′ -path in H. Thus, σ(v B ′ ) ≤ σ(v B ) ≤ σ(u ′ ) and we can assume further that u ′ has the lowest order among vertices in B ′ . But, if the edge re-use occurs, then no other block B ′′ with σ(B ′′ ) < σ(B ′ ) could cause edge re-use. To see this, if some vertex in B ′ does not share an immediate parent with u ′ , then we must have σ(u ′′ ) < σ(v B ′ ). Othewise, if all vertices in B ′ have a common parent v B ′ , then u must be a descendant of u ′ while any vertex u ′′ ∈ B ′′ must lie in a different branch. So, again, no other block B ′′ with σ(B ′′ ) < σ(B) could cause edge re-use. We conclude that there is a unique block B ′ with σ(B ′ ) < σ(B) that causes the edge re-use on v B u. So, the edge re-use on v B u can occur at most γ times because of the size of B ′ . For blocks B ′ with σ(B ′ ) > σ(B), we can apply the same argument. Thus, the toal re-use of any edge on the same leve is at most O(γ), and the theorem follows.
