I. INTRODUCTION
In the present study, we propose methods for local analysis of time-harmonic acoustic wave field in a two dimensional space. It is usual to describe a space-varying signal with complex amplitude G(r) in the wave number domain by means of its wave number spectrum G(k) ͓Fourier transform of G(r)], which may be interpreted as the distribution of the energy of the wave field as a function of the wave number. Nevertheless, it does not give any information about the local distribution of the energy as a function of both the space and the wave number. This justifies the introduction of local spectrum and the use of phase space ͑r,k͒.
The representation of a wave field in the phase space is an old idea which has recently received much attention. 1 This representation implies that the distribution of the energy of the wave field is analyzed simultaneously in both the space-and the wave number domains, as a distribution called local spectrum. 2 Phase-space diagrams are well known in quantum mechanics, where both the position and the momentum describe the behavior of a particle. 3, 4 The use of phase-space diagrams in radiation problems was first proposed in optics 2, 5, 6 and more recently in acoustics, 7, 8 where the link between phase-space distribution and ray concept was made.
For propagation in Cartesian coordinates, the wave field in 2D may be described as a function of the four variables (x,y,k x ,k y ), called phase-space distribution. 4 To represent this distribution, the choice proposed in Ref. 4 is to choose an observation point (x,y) and to represent the result as a function of (k x ,k y ). For instance, in a waveguide, Fig. 1͑b͒ shows the ideal local spectrum for an observation point O according to the configuration of Fig. 1͑a͒ , where three rays ͑A, B, and C͒ are supposed to meet at point O.
Another point of view was proposed to represent such a function in acoustics, in the framework of underwater acoustics 7, 8 to study the propagation in an 2D oceanic waveguide. In these studies, the results are presented as a function of the variables (y,k y ) for a given x.
In addition, a method proposed in quantum mechanics 9, 10 ͑with Dirichlet boundary conditions͒ consists of taking all the information of a wave field in its normal derivatives estimated on the boundary. Phase-space distributions used on such a signal is provided by the so-called Birkhoff variables (s,cos ), where s is the coordinate along the boundary, and k ʈ /kϭcos its conjugate normalized k wave number parallel to the wall.
The paper is organized as follows. In the following section, we review the most common methods for space wave number representations. This way of representing the wave field is then applied to three problems in acoustics. First, the well-known problem of 2D planar waveguide is revisited in Sec. III in a new point of view. Second, a sudden area expansion is analyzed by this way in Sec. IV. We then consider in Sec. V an open billiard 11 that has been discussed recently. Finally, conclusions are presented in Sec. VI.
II. PHASE-SPACE DISTRIBUTIONS
In the following, we are concerned with the acoustic field G(r) ͑a time dependence e Ϫ jt is assumed and suppressed in the following͒. The notations in a Cartesian coordinate frame are, for the space coordinates, the vector r ϭ(x,y), and for the wave number coordinates the vector k ϭ(k x ,k y ). Expressions such as k"r mean the scalar product (k x xϩk y y). Last, expressions like ͐¯dr represent ͐͐¯dx dy, and all integrations extend from Ϫϱ to ϩϱ if not specified.
A. Husimi distribution "HD…
The Husimi distribution introduced in quantum mechanics 12 ͑denoted in the following as HD͒ is the most widely used tool to analyze the local spectrum of a signal. It is easily shown that the HD is the squared modulus of a Gaussian-windowed Fourier transform ͑denoted in the following as GWFT͒ applied in optics 5, 6 and acoustics 7, 8 or short-space Fourier transform ͑denoted in the following as SSFT͒ in signal processing. 13 The HD of a space domain harmonic function G(r) is expressed as
where GWFT G denotes the Gaussian-windowed Fourier transform of the function G(r), and r is the position of the center of the space window w(r), which is supposed to be a Gaussian window. It is a real and positive phase-space distribution.
B. Pseudo-Wigner-Ville distribution "PWVD…
The pseudo-Wigner-Ville distribution ͑PWVD͒ of the function G(r) is defined 13, 14 by
͑2͒
where w(r) is an even function ͑called window͒ which introduces bounds of integration in contrast to the WignerVille distribution 2,5,13,15 ͑WVD͒. The PWVD has several significant properties: it is real and not everywhere positive. Moreover, this distribution is quadratic as the HD, rather than linear as the GWFT. [6] [7] [8] But, in contrast to HD ͑except for neighboring terms͒, it generates large cross terms located midway between components.
C. Modified Wigner-Ville distribution "MWVD…
The modified Wigner-Ville distribution ͑MWVD͒ has been introduced by Stankovic 14 et al. in the signalprocessing framework. It is defined according to This distribution may consequently be seen ''between'' the HD and the PWVD and it combines the properties of both. It can produce the desired representation of a multicomponent signal such that the distribution of each component F q (r) is its PWVD, avoiding cross terms between components.
D. Smoothed Pseudo-Wigner-Ville distribution

"SPWVD…
It has been shown that smoothing the WVD reduces the importance of amplitude cross terms, 13 but at the expense of smearing the autocomponent concentration as for the PWVD. The SPWVD uses two independent smoothing windows: a spatial averaging window h(␤) and a wave number averaging window w(␣). This double-smoothing operation produces an improvement of the representation by reducing the cross terms. The SPWVD can be defined as
The independent smoothing in the space-and wave number domain yields significant practical advantages, resulting in a great flexibility in the choice of smoothing window, application, and efficient computation.
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E. Birkhoff variables
Another phase-space analysis exists according to new coordinates. In quantum mechanics, a natural way of reducing the quantum problem from two dimensions to one is to study the properties of a wave function on the wall which qualifies the field on boundaries. Neumann boundary conditions are required for acoustic problems, and phase-space distribution representation of a wall wave function, also called a Birkhoff map 16 or quantum Poincaré section, 10 is given by phase-space coordinates (s,cos ). The variables linked to the surface are s, an arc length along the boundary, and its conjugate normalized wave number cos ϭk ʈ /k, which is the normalized component of wave number parallel to the wall, where is the angle of incidence as shown by Fig. 2 . Instead of vectors r and k, the space and wave num- ber coordinates are, respectively, s and k s ϭk cos . Thus, expression of the scalar product k"r means the product k cos ϫs.
III. 2D WAVEGUIDE PROBLEM
In this section we propose phase-space distributions in various settings. The concepts and the qualitative observations discussed in the Introduction and in Sec. II are applied to a 2D planar waveguide with Gaussian beam or a pointsource excitations. [17] [18] [19] The purpose of choosing a Gaussian beam or a point source is to provide a convenient test case to compare numerical results. The phase-space distribution for a Gaussian beam or a point-source excitation in a planar waveguide is formally obtained by substituting either the entire or a part of the modal Green's function, which is taken as a reference solution, into the definitions of the HD, the PWVD, the MWVD, and the SPWVD.
A. Gaussian beam excitation of a 2D waveguide
Because of the Neumann boundary conditions at yϭ0 and yϭh of Fig. 3͑a͒ , the modes are discrete with a vertical wave number k m ϭm/h, with m the mode index and h the height of the planar waveguide. A propagating mode can thus be regarded as two interfering sets of rays at angles, m ϭarcsin(k m /k), and this interpretation has been widely used. 20 A cluster of modes is known to produce an interference maximum along a trajectory ͑emanating from the source͒ equivalent to the path of the ''modal ray'' m for the central mode in the group. 17, 18 The field of a modal Gaussian beam may be expressed as
where e 
with ␦ m0 the Kronecker tensor and kϭ/c 0 . Note that the Green function is Gϭ ͚ mϭ0 ϱ G m .
Phase space of four variables
For a 2D waveguide, the parameters used for the computations are the height hϭ49.97, which allows 100 propagative modes where is the wavelength of the source, the wave velocity is c 0 ϭ340 m•s Ϫ1 , and the density is 0 ϭ1.2 Kg•m Ϫ3 . The waist of the Gaussian beam has been arbitrarily located at x 0 ϭ0 and y 0 ϭh, and the choice of the central mode in the group is m 0 ϭ69. We denote the mode bundle width as follows: ⌬M and take the value ⌬M ϭ25 according to criteria given in Ref. 18 . It is weighted by a Gaussian window 21 with a beamwidth parameter as ␣ϭ0.04. Phase-space distributions are computed at the point (x,y) ϭ(75,20). Here and in the later sections, simulations were realized with a 512-point FFT algorithm using zero padding ͓spatial window w(r), which is used in both the HD and the PWVD, is such that its width along x-and y axes is W x ϭW y ϭ8]. Results given in Fig. 3͑b͒ and Fig. 3͑c͒ show, respectively, the HD and the PWVD at the observer point. The cross, which is located on the radiation circle, describes a geometric ray emanating from the point source, which reaches the observer point with one reflection at the lower boundary. Phase-space distributions are, at sufficiently high frequency, highly localized in phase space around the ''skeletal point'' 7, 8 with an exponential decay ͓Gaussian in fact, due to spatial window w(r)]. Considering simulation shown in Fig. 3͑b͒ and Fig. 3͑c͒ , the PWVD offers higher resolution than the HD for a monocomponent signal. Simply stated, the PWVD uses finite bounds of integration in contrast with the WVD. This results in a function which, relative to the true WVD, is smoothed with respect to the frequency domain only, whereas the HD is the result of the true WVD smoothed in both frequency and space domain. 5, 12, 13 The large positive values, named ''islands,'' 10 which are located on the radiation circle, are well suited according to the departure angle of the Gaussian beam 69 . Indeed, as discussed in earlier sections, the HD is equivalent to a blurred PWVD.
Birkhoff analysis
The horizontal axis of the Birkhoff map s, which describes the position along the boundary, varies from 0 to 200 with the wavelength of the source ͓Fig. 3͑a͔͒. Only one variable ͑noted x͒ is necessary for such a representation in the phase space. The coordinate y is arbitrarily chosen such that yϭ0. The Gaussian beam hits the lower boundary along the parameter s of the 2D waveguide at two different fixed points, noted sϭs 1 and sϭs 2 , and bounces off with the same angle ␣ as shown in Fig. 3͑a͒ . Simulations were performed, here and in the later sections, with a 2048-point FFT algorithm. Spatial window w(r) used in the HD ͓Fig. 3͑d͔͒, and in the PWVD ͓Fig. 3͑e͔͒, is applied such as its width along s axis is W s ϭ51. Figure 3 shows the behavior of a Gaussian beam in a 2D waveguide according to the Birkhoff map with the help of the HD ͓Fig. 3͑d͔͒ and the PWVD ͓Fig. 3͑e͔͒. Islands are centered on the coordinates of the ray path of the central group of the mode, which is represented by skeletal points ͑crosses͒. Those skeletal points describe the first and second impact on the lower interface. Figure 3͑e͒ shows that the PWVD provides increased resolution relative to the HD, but it generates interference terms.
B. Line source excitation of a 2D waveguide
With a line source excitation at r 0 ϭ(x 0 ,y 0 ), the solution is the 2D Green function given by
where G m (r,r 0 ) has been defined in Eq. ͑6͒.
Phase space of four variables
As for the Gaussian beam solution, the duct height is hϭ49.97, which allows 100 propagative modes. The point source is on the upper boundary at (x 0 ϭ0,y 0 ϭh). The guided mode series in Eq. ͑7͒ is truncated at the order mϭ150, which means that there are 50 evanescent modes. We now consider multicomponent signal ͑several islands͒ with cross terms which correspond to interference between islands. The cross terms may have a peak value higher than the auto components. 13 In this section, we investigate the space-wave number resolution of representations in a 2D waveguide given by the HD, the PWVD, and the other two distributions which have qualities in cross-terms reduction, the MWVD and the SPWVD. Phase-space distributions are computed at the point (x,y)ϭ (75, 20) . Results given in Fig. 4 show the four phase-space distributions at the observer point. Crosses which are located on the radiation circle describe geometric rays emanating from the point source, which reach the observer point and represent, respectively, the direct and reflected ray families. A better accuracy is obtained to localize local wave number with the PWVD ͓Fig. 4͑c͔͒ than the other phase-space distributions. Nevertheless, it is very difficult to interpret the PWVD because of some interference terms 14 and negative values. 22 Islands are concentrated on the radiation circle, while interferences are centered between the corresponding islands.
14 The resulting interference forms a type of noise that may obscure a weaker, nearby component. An example is presented in Fig. 4͑c͒ by the letters CT. In contrast, the HD ͓Fig. 4͑b͔͒ does not tend to have the ghost structures mentioned above for the PWVD, except for neighboring terms. 13 One desirable property of the HD is that HD͑r,k͒у0 and the interpretation of features in the HD tends to be easier; on the other hand, the features tend to show rather poor wave number resolution. Many other distributions have been developed with the purpose of cross-term reduction. In contrast to the PWVD, the MWVD ͓Fig. 4͑d͔͒ is equal to the sum of the PWVD of the individual components, only if auto terms are far away from each other. It confirms the absence of ghost terms inside the radiation circle compared to the PWVD. A substantial reduction of the PWVD cross terms can be obtained by spatial and wave number smoothing. The SPWVD ͓Fig. 4͑e͔͒ realizes this filtering and gives islands with good resolution. Some cross terms are still present but less than the MWVD and the PWVD. It is clear, therefore, that the HD ͓Fig. 4͑b͔͒ and the SPWVD ͓Fig. 4͑e͔͒ exhibit all essential structures necessary to obtain meaningful information, whereas the PWVD ͓Fig. 4͑c͔͒ and the MWVD ͓Fig. 4͑d͔͒ contain extremely complex patterns. A post-treatment could nevertheless be considered to find auto terms with the help of cross terms.
Birkhoff analysis
Let us take the same properties as in the above section. The problem of surface wave field in a 2D waveguide is essentially that of finding beam fields created by a point source located on the upper wall (x 0 ϭ0,y 0 ϭh) into the x Ͼ0 half plane, for yϭ0. In the Birkhoff map, the information is centered around skeletal lines that coincide with the location of the geometrical rays emanating from the x 0 ϭ0 plane at y 0 ϭh, and passing through observer point along the lower interface of the 2D waveguide s͓0,200͔ with the wavelength of the source ͓Fig. 5͑a͔͒. The skeleton which corresponds to the direct and reflected rays, represented by dashed line, and the phase-space distribution are shown in Fig. 5 . All the windows used in simulations are Gaussian. The HD ͓Fig. 5͑c͔͒ and the PWVD ͓Fig. 5͑d͔͒ give results in good agreement with the multibranch skeleton. In accordance with previous conclusions about the PWVD, we obtain a better resolution than the HD, but also a lot of undesirable cross terms, which clearly prevents any straightforward reading. Except for the direct ray, which may be easily identified, the skeletal lines become closer and interfere strongly for high-order reflected ray and can no longer be separated. Distributions such as the MWVD ͓Fig. 5͑e͔͒ and the SPWVD ͓Fig. 5͑f͔͒ have been developed to reduce the cross-term components. Concerning the SPWVD, the use of a doublesmoothing operation will produce a further improvement in the cross-term reduction. We observe that SPWVD performs better than the other three distributions according to an increased computational effort.
Discussion
In order to identify more complicated structure hidden in a wave field, as we propose in the next sections, and for easier use and interpretation of results, the HD will be used for the next (x,y,k x ,k y ) representation and Birkhoff map.
C. Inverse problem
In direct radiation problems, the source term, the radiative properties of medium, and the boundary conditions are given. The acoustic field is to be determined with those data. On the other hand, in inverse radiation problems, either the radiative properties, or the source terms, or the boundary conditions are to be determined from the knowledge of the measured radiation data. In this inverse analysis, ⌬xϭ(x Ϫx 0 ), the propagation distance between the observer point and the source point placed on the upper interface, and h, the height of the 2D waveguide, are regarded as unknown, but other quantities are known as the measured incident radiation field on the lower boundary according to conditions given in Sec. III B 1. Simulation given in Fig. 5͑d͒ shows, with the help of the PWVD, the best image resolution for the direct radiation. This one is described by a skeletal line given by the simultaneous solution of
with h the unknown height of the 2D waveguide when the straight ray trajectory leaves the unknown initial plane x 0 at the upper interface and the incident angle, corresponding to the direct ray. It is easy to find ⌬x and h in fixing a value of the wave number parallel to the wall k x ϭk cos . The direct ray skeletal line given by the PWVD, which corresponds to the chosen k x , gives the position xϭs according to the Birkhoff map. Then, the equations given by Eq. ͑8͒ can furnish the value of h. Different works in inverse radiation problems could be investigated with the help of those tools.
IV. SUDDEN AREA EXPANSION PROBLEM
In this section, HD will be applied to both the local spectrum and the Birkhoff analysis in a sudden area expansion problem, and their results will be compared. The general duct system to be analyzed consists of two semi-infinite pipes ͑numbered with indexes qϭ1, 2͒ of heights h 1 and h 2 , respectively, which are joined together at xϭ0 ͓Fig. 6͑a͔͒. Note that rigid duct wall boundary conditions have been assumed. An incident mode, which can be expressed as two interfering plane waves, propagates from left to right towards the expansion, where it is partly reflected and partly transmitted into the larger channel. The method to calculate the behavior of an incident mode as it propagates past a single discontinuity has been outlined previously and is discussed briefly here. The acoustic pressure, which is the homogeneous problem ͑without sources͒ inside a sudden area expansion, can be expressed using infinite series as
where n are the eigenfunctions, which are expressed as
They are the classical transverse modes in a straight duct.
represents the acoustic field in the smaller channel. The incident and the reflected pressure field are, respectively, denoted by p (i) and p (r) .
is the transmitted pressure field in the larger channel. Boundary conditions at xϭ0, for pressure and volume velocity, leads to the expressions The reflection and transmission coefficients are calculated by the modal decomposition approach 23 and are given in the Appendix. The problem is investigated by local phase-space analysis in different areas of such a waveguide.
A. Phase space of four variables
Consider the channel system illustrated in Fig. 6 . Two semi-infinite channels, of height h 1 ϭ35.33 and h 2 ϭ49.62, with the wavelength of the frequency regime, join together at xϭ0. In this case, we consider frequencies that allow 70 and 100 propagating modes, respectively, for the smaller and the larger channels. The present example illustrates the behavior of an incoming mode with index n ϭ19. After truncating a sufficient number of modes (N ϭ150), the reflected and transmitted pressure fields are ob-tained with the modal decomposition method. We can then obtain a distribution of outgoing modes for each incoming mode. Figure 6͑a͒ shows the spatial behavior of the acoustic pressure field in such a waveguide for the incoming mode ϭW y ϭ8. The first point (A1) shows the contribution of incoming mode number 19. This incoming mode is uniformly distributed as two plane waves in opposite directions which are translated in the local spectrum by two maxima on the right-hand side of the radiation circle ͑i.e., Ͼ0, corresponding to propagation from left to right͒. This figure confirms that incoming mode number 19 is practically not reflected because no island is presented in the left side of the radiation circle. Points labeled (A3), (A4), and (A6) show the predominance of outgoing mode number 27 in the larger channel, which is the predominantly transmitted outgoing mode. First, local spectrum (A3) illustrates, as for (A1), the contribution of mode number 27 on the radiation circle. This is furthermore proved by the location of skeletal points of mode 27 represented by crosses, which are in accordance with positions of islands of mode number 27. Moreover, interesting features are local spectra (A3) and (A6), which illustrate, respectively, upward and downward mode components. Then, for the shadow area (A2) clearly present diffracted waves created by the corner at position (0,h 1 ). Such diffractive points can be considered as new wave sources whose strength is proportional to the strength of the incident wave. Skeletal points are in accordance with islands given by the HD. They describe geometric rays emanating from the corner which reach the analysis point (A2) and represent, respectively, the direct and reflected ray families as seen before. Last, for the point (A5), no definite conclusion may be given. Birkhoff analysis, as presented in next section, gives more information about the area around this point, in order to find if it corresponds to a mode behavior or to a geometrical behavior.
B. Birkhoff analysis
In order to describe the behavior of the wave field around the point (A5), s is arbitrarily chosen along the lower interface, such that yϭ0 and x varies from 0 to 350. Figure  6͑c͒ shows the result of Birkhoff analysis according to the HD. First, two islands located at the beginning and the end of segment s illustrate the contribution of transmitted mode number 27. Note that a skeletal horizontal line representing the longitudinal wave number component of mode number 27 is in accordance with the position of these two islands. Between both islands, a shadow area in the Birkhoff map seems to prove that around the point (A5) the behavior of the wave field is not a mode one. The stellar representation 24 is displayed in Fig. 6͑d͒ . This simple representation consists of ploting the HD with a logarithmic ͑instead of linear͒ scale. Both representations ͓HD and log͑HD͔͒ provide complementary viewpoints. The last one encodes the fully wave function and shows the contribution of diffracted waves created by the corner at position (0,h 1 ), in addition to the predominance of mode number 27. Skeletal lines describe geometric rays emanating from that point and represent the direct and reflected ray families as seen in Sec. III B 2. In conclusion, the shadow area around the point (A5) is generated by diffracted waves from the corner of the sudden area chamber, and such an interpretation is provided by the help of the stellar representation.
V. OPEN BILLIARD
Finally, HD will be applied to both the local spectrum and the Birkhoff analysis in an open billiard. It consists of analyzing, with those two tools, the behavior of a wave field in a waveguide composed by a resonator, coupled to two ducts 12 as shown in Fig. 7͑a͒ . The resonator we consider here has the shape of half an annular billiard. 25 It consists of a small disk of radius R2 located inside a larger disk of radius R1 with a displacement ␦ of the disk centers. In order to solve the wave problem numerically by using a finite elements method, incoming and outgoing wave functions at the entrance of the two ducts, say left ͑L͒ and right ͑R͒ ducts, are given by
where the notations R and T correspond, respectively, to the reflection and transmitted coefficients, and where k is the wave number of the propagating plane wave in the y direction. Neumann boundary conditions are furthermore required on the walls.
Numerical results
The left and right ducts of the billiard of Fig. 7͑a͒ have identical width h L ϭh R ϭ6.05, with the wavelength of the frequency regime. The upper part of the waveguide is made up of the larger disk with radius R1ϭ18.14 and the small disk with radius R2ϭ3.02. The displacement of the disk centers is about ␦ϭ9.07. We consider a frequency that allow 13 propagating modes in the left and right ducts. With the help of the finite element method, the acoustic pressure field in the spatial domain is obtained and shown in Fig. 7͑a͒ . Local spectra are then estimated by HD at points B1 and B2 with a spatial window of widths W x ϭW y ϭ6. At the same time, we choose two Birkhoff analyses along curvilinear coordinates s1 and s2, as shown in Fig. 7͑a͒ . The first Birkhoff analysis along s1 is presented in Fig. 7͑c͒ . Trajectories close to the convex boundary of the waveguide are defined as a whispering gallery ͑WG͒. These trajectories take up the major part of the Birkhoff map, as seen in Fig. 7͑b͒ . Two kinds of WG may be distinguished, with, respectively, order q ϭ2 and qϭ4 corresponding to the number of rebounds on the s1 segment. In order to supplement these results, we consider the ray tracing inside the same waveguide. Boundaries act as mirrors for rays in accordance with the laws of geometrical acoustics. We can see in the inset of Fig. 7͑b͒ ray tracing of WG of order 2 and 4, respectively, noted WG2 and WG4. In Fig. 7͑d͒ , the second Birkhoff analysis gives information in the shadow area, where non-WG trajectories are trapped inside the cavity due to creeping and diffracted waves. Moreover, the upper part of Fig. 7͑d͒ ͑i.e., cos Ͼ0͒ corresponds to the forward propagation, while its lower part ͑i.e., cos Ͻ0͒ corresponds to the backward propagation. A predominant island on the upper left part of the Birkhoff map illustrates the presence of creeping waves labeled in Fig. 7͑b͒ as CW. Figure 7͑b͒ shows ray tracing of that kind of creeping ray. Moreover, a backward creeping waves contribution is shown with a small part of the diffracted waves from the corner placed at points ͑12.09,0͒, in the lower right part of Fig. 7͑d͒ . Concerning local spectra in (B1) and (B2), we confirm the presence of creeping waves in the shadow area represented by two large islands noted CW in Fig. 7͑e͒ , and is confirmed by ray tracing of a pencil of creeping waves shown in the inset of Fig. 7͑e͒ . Last, small islands, noted DW, are located on the left part of radiation circle. They show the role of diffracted waves in the shadow area, leaving the diffractive point in the wedge of the waveguide at ͑12.09,0͒ as shown in the inset of Fig. 7͑e͒ . Nevertheless, there is additional structure in the HD at point (B1) and (B2) which has no simple explanation.
VI. CONCLUSION
In this paper, the importance of phase space in investigating wave phenomena has been presented with some applications in waveguide. Included are different phase-space distributions such as the HD, the PWVD, the MWVD, and the SPWVD. Two kinds of phase-space analysis are pre- sented with the Birkhoff map and the four-variable phasespace domain. Information about the structure of the propagating field can be gained by examining its phase-space distribution. This distribution is centered around areas, in the Birkhoff map or in the local spectrum, that provide the local preferred radiation direction of the field. The localization properties have been schematized in terms of regions surrounding geometric radiation or diffracted radiation in the case of the sudden area expansion chamber, or by creeping waves and whispering gallery behavior in Sec. V.
APPENDIX: REFLECTION AND TRANSMISSION COEFFICIENT VIA MULTIMODAL APPROACH
In this appendix we give the expressions for the reflection and transmitted coefficient presented in Sec. IV. According to matricial terminology, Eq. ͑9͒ takes the form of p ϭ t P, where Pϭ( P n ) nу0 and ϭ( n ) nу0 are column vectors with scalar coefficients P n and n , respectively. The modal decomposition 23 transforms Eqs. ͑13͒ and ͑14͒, with the help of Eqs. ͑11͒ and ͑12͒, and can be expressed for x ϭ0 and ᭙y͓0,h 1 ͔ as
where K i and F are matrices given by
for propagative mode,
where the associated eigenvalues are ␣ n (i) ϭn/h i , which obey the eigenproblem ⌬ Ќ n ϭϪ␣ n 2 n with n eigenfunctions.
The matrix F is calculated via 
͑A4͒
with aϭh 1 /h 2 .
For an incident mode of order N, the pressure column vector is ͭ P ͑ i ͒ ϭe jͱk 2 ϩ͑n/h 1 ͒ 2 x , for nϭN,
With this condition, the resolution of system ͑A1͒ gives the expression of the reflected and transmitted column vector pressure field P (r) ϭRP (i) and P (t) ϭTP (i) , with the reflection and transmitted coefficient matrices given by ͭ 
