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ABSTRACT. We study error estimates and their convergence rates for
a approximate solutions of spectral Galerkin type for the equations for the
motion of a viscaus chemical active fluid in a baunded domain. We find error
estimates that are uniform in time and amo optimal in the L2-norm and H1-
norm. New estimates in the H1-norm are given.
1. INTRODUCTION
In this work we will study error estimates and their respective con-
vergence rates fin approximate solutions of spectral Galerkin type for
the equations for the motion of a viscaus chemical active fluid. These
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equations are considered in a baunded domain fi C ]R3, with bound-
ary 1’, in the time intervai [0, +00). To describe them, let u(t, x) e
]Rt6(t,x) E IR, t,x) E IR and p(t,x) E IR denote respectively the un-
known velocity, temperature, the concentration of material in tSe liquid,
aud tSe pressure at time 1 E [0,co), at point x E fi. Ihen, the governing
equations at level of Oberbeck-Boussinesq approximation are
Vn—Att + Vp = j + (6+ 4jg,.
-~ + u.
~ + (u.V)6 — kÑAO = f, (1.1)
+ (u.V)iP — kq,A4’ =
div u=0
together with the following boundary and initial conditions
~= O,6=6~, ~b= 4t~ mi (0,+oc)x r
(1.2)
1 u(0,x) = uo(z), ~(0,z) 6o(z), ~(0,x) = «x) in fi
llere, j(i,z) E IR3, g(t,x) e lEO, f(t,x),h(t,x) E IR. are known
external saurces; u > O is tSe viscosity of fluid, kg and are the termal
and solute diffusity, respectively. Oi and ~ are known functions; ~o, 6~
and ~b
0are given fnnctions on the variable z E fi.
The expressions A, V and div denote tSe gradient, Laplacian and
divergence operators, respectively (we also denote ~ by itt or btu);
at
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tSe derivation and physical discussion of equation (1.1) see, for
instance, Joseph [7].
We observe that this model of fluid includes as a particular case tSe
classica] Navier-Stokes, which has been mnch studied (see, for instance,
the classical books by Ladyzhenkaya [9], Lions [10] and Temam [21]
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and the references there in). It also includes the classical Boussinesq’s
problem (or Bernard’s problem), (in the case when chemical reactions
are absent: ~ O) which Sas been investigated by several anthors;
see for instance Hishida [6], Korenev [8], Morimoto [12], Shinbrot and
Kotorynski [20] and references therein.
Concerning system (1.1). Belov and Kapitanov [2]study the sta-
billty of tSe solutions of the system (1.1) witli different boundary con-
ditions. They used linearization and fixed point arguments.
More interessed in techniques direct]y related with numerical appli-
cations, Rojas-Medar and Lorca [15], [17]established tSe local and global
existence of strong solutions of(1.1), (1.2) by thespectral Galerkin meth-
ods (see Rojas-Medar and Lorca [15]; [17]; [18]and also tSe next section
br tSe precise statements of the resu]ts). Here, tSe word spectral 18
used in tSe sense that the eigenfunctions of tSe associated Stokes and
Laplacian operators are used as the approximation basis.
In this paper we are interessed in establishing error estimate, uni-
form in time and tSe convergence rates of these spectral approximations
in several norms. But, before we describe our results, let us briefly
comment related results.
In [13], Rautmann gaye a systematic development of error estimates
for the spectral Galerkin approximations to classica] Navier-Stokes eqila-
tions.
Ihese error estimates are local in the sense that, they depend on
functions that grow exponentially with time, and, as observed by Hey-
wood [5], tSis la tSe best that can be expected without further assump-
tions on the stabi]ity of tSe solution being approximated. Working with
tSe clasaical Navier-Stokes equations and assuming tSe uniform in time
in tSe L2-norm of the gradient of the velocity (which la usuaily obtained
in global existence theorem) and tSe exponential stabillty in the H1-
norm of the solution (which is natural), in tSe same paper [5],Heywood
was able to derive an optimal uniform in time error estimates for tSe ve-
locity in tSe H’-norm. Assurning exponential stability iii the L2-norm,
Salvi in [19] proved an optimal uniform in time error estimate for the
velocity in the L2-norm also for tSe clasaical Navier-Stokes equationa.
Also, without explicity assuming the 12 (or H’) - exponential sta-
bility (this being in general difficult to verify), Rojas-Medar and Boldrini
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[14] proved an uniform iii time optimal error estimates for the spectral
Galerkin approximations in the H1 and 12 norms, under requirementtliat the external force fleid has a mild form of decay (anaiogous require-
ments will be considered will be considered in this work).
Concerning system (1.1)-(1.2), in a previnus work [16] tSe authors
obtained a local in time optimal 12 and ff’ error estimates.
lix this work, we will generailzed the results of [14] to system (1.1)
- (1.2), aud we obtain the optimal error estimates uniform in time.
TSe paper la organized as follows. In Section 2 we describe Ihe
approximations, we state certain known results that will be used later
oxx in tSe paper, and we derive certain a priori estimates. lix Section 3
we obtain our optimal L2-estimate; in Section 4 we derive our, optimal
H’-estimate, and in Section 5 we present two new estimates in the H1-
norm. We would llke to say that this estimates are aiso true for the
Navier-Stokes equations. Consequently, this estimates complements tSe
results obtained cariler by Rautmann [13j, Heywood [5], and Rojas-
Medar and Boldrini [14].
We observe that, as it is usual, we will denote by Ca generic positive
constant depending only on fi and the data of tSe problem.
2. PRELIMINARIES AND A PRIORI ESTIMATES
We start by recafling certain deflnitions and facts that will be used
in the rest of tSe paper.
In what follows we will asaume fi of class C1’1. Wc will consider
the usual Sobolev spaces
= {f E L~(D); libO fIIL4(D) <+00, (Ial =m)},
m=O,1,2,...,1<q<oo, D=Qor(O,T)xfi,O<T= +oo,withthe
usual norm. When q = 2, we denote Hm(D) = Wm2(D) and HW(D)=
closure of Cr(fi) in Hm(D). II B is a Banach-space, we denote by
L~(O, T, B) the Banach apace of tSe B-valued functions defined un tSe
interval [O,T) that are L~~integrabIe in tSe sense of Bochixer. When
E = L~(fi), we will denote L~((0,T);LP(fi)) by L~.P((O,T) x fi) for
1 =p,q =+oo. Also, we denote by H’(fi) tSe topological dual of
H¿(fi).
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To easy the notation, un the rest of this paper the functions wSicS
are IR or IR3 valued wiII not be notationally distinguished; the distinction
will be clear from tSe context.
Let Q%(fi) = {v E C~(fi); div ti = O in fi}; V= closure of CJ%(fi)
in H¿(fl), and H = closure of Cr
0(fi) in L
2(fi), W= Topological dual
of V.
Let P be the orthogonal projection from L2(fi) onto H obtained
by the usual Helmholtz decomposition. Then tSe operator A II —~ H
given by A = —FA with domain D(A) = H2(fi) fl y is called tSe
Stokes operator. It 18 well known that A is a positive definite self-adjoint
operator and is characterized by tSe relation
(Aw,v) = (Viti, Vn) for ah w E D(A), VE V.
From now on, we denote the inner product in H (i.e., tSe L2-inner
product) by ( , ). The general L~-norm will denoted by IIL’; to easy
the notation, in tSe case p = 2 we simply denote the L2-norm by flfl.
We observe that for the regularity properties of tSe Stokes operator,
it is usuahly assumed that fi is of class C3; this being in order to use
Cattabriga’s results [3]. We use instead tSe stronger results ofAmrouche
and Girault [1] which implies, in particular, that when Aix E (L2(fi))3
then u E H2(fi) and IInIIw and IIAuII are equivalent when fi is of class
C1’1. This will be enough for ah of the results in this paper.
TSe same remark is vahid for tSe Laplacian operator E = —A
L2(fi) —. L2(fi) with tSe Dirichlet boundary conditions with domain
D(B) — H’(fi) n H2(fi).
We shall denote by wk(z) and Ak the eigenfunctions and tSe elgen-
values of the Stokes operator. It is well knawn (see [4], [21]) that wk(x)
are orthogonal in tSe inner product (.,.),(Vu,Vv),(Au,Av) and com-
plete un the spaces II, V and H2 fl V, respectively.
For each A, E N, we denote by 14 tSe orthogonal projection from
L2(fi) onto Vk = span[w’,. .
TSe following results can be found un Rautmann’s paper [13].
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Lemma 2.1. ¡Iv E V, titen holds
¡¡ti — J¾v112< ~~i~~IIvvII2.
Also, if ti E Vfl ¡<2 (fi), inc have
1
11v — PkvII2 ~ j¡Avfl2,
1
¡jVv — VPkVII2 = IIAvII2
>k+1
FnrtSer inbormations on the Stokes operator and spaces ob divergen-
ce-bree bunctions can be found un Constantin and Foias [4] and Temam
[21].
Now, let us denote E = —A L2(fi) —~ 12(n) witS tSe DiricSlet
bóundary conditions with domain D(B) — H’(fi)flH2(fl) and sok(x)r<y~
be the eigenbunctions and eigenvaiues of E, respectively. As it is weII
known, ah the aboye porperties have a corresponding nne for E.
We will denote Rk, k E N, tSe orthogonal projection ob 12(n) onto
= spanYl,..t~k].
Before we give tSe definition ob strong solution, we transborm prob-
1cm (1.1)-(1.2) into another problem with Somogeneous boundary value.
lix order to do it, we consider extensions 62 and *2 ob the functions 6~
and ~, respectively, sucS that
b~6
2—A62=O ; Ot*2—At2=Oin(O,oo)xfl,I 62=61 ; %b2=~1on(0,oo)xr, (2.1)62(0) E H2(fi) ; *2(a) E H2(fi),
where 62(0) = Oi(O) on r and *2(0) = ti(O) on 1’. We known tSat
problems (2.1) are uniquely solvable for suitable conditions bor 6~ and
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*í (see Lions-Magenes [11] and references there in) with continuous
dependence on tSe initial datas.
Now, we can transborm the equations (1.1)-(1.2) by introducing the
new variables 6 = 6 —62 and * = * — *~, obtaining
8~u + (u.V)u — Aix + Vp = (6 + *)~ + g’
OA + (u.V)6 — A6 = f — (u.V)62
(2.2)
O~ + (u.V)* — A* = h — (n.V)*2
divu=0 in(0,T)xfi
u=O; 6=0; *=Oon(0,T)xI’ (2.3)
u(O) = uo ; 6(0) = 6~ — 62(0) ; *(O) = *0 *o — *2(0) (2.4)
where gí = (62 + *2)9 + j. ¡¡ere, without Ioosing generahity br our
purposes, we have put tSe viscosity and coefficients ob diffusity to be
one.
We observe that the problem (1.1)-(1.2) is equivalent to the problem
(2.2)-(2.4); with this is mmd, it is enough to study the problem (2.2)-
(2.4).
With tSe aboye notation, we write problem (2.2)-(2.4) as follows:
flnd (u, 6, *) E C([0, T];y x (¡<¿(fi)
2) n 12(0, T;D(A) x
(O~u,O~*) E L2(O,T;H x (12(fl))2)(O < T =+00) such that
~t +P(u.Vu) + Aix = P((6 + *)~ + g’),
Ot + u.VO + 116 = f — u.V6
2,
*~ + u.V* + B* = h —
uo, O(O)
6o, *(0)*o,
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which is equivalent to tSe weak form
ti) + (u.Vu, ti) + (Vu,Vv) = ((6 + *)~ + Yi, ti), Vv E V
+ (u.V6,E) + (V6,t7E) = (1— u.V62,~), ‘« E ii¿
~)+ (u.V4’, ~)+ (V*, V#) = (h — u.V*2), V~ E ¡U
u(O) = u0, 6(0) = 6o, *(O) = *o.
The aboye fllnctions (u, 6, *) are called strong solutions bor the system
(2.2)-(2.4).
Concerning the existence of solutions for tSe aboye equations, one
way to proceed is to use tSe Galerkin method. That is, we consider tSe
k
Galerkin approximations: uk(z,i) = >3 alh(t)W’(z), 6k(x,i) =
i=1
k le
>3 b~(t)cp”(x), *k(x 1) — >3 CIk(t)SO’(X), satisbying tSe bollowing equa-
i=1 i=1
tions
~h + Ph(tt .Vu ) + Aule = Pk((O + *tg + pi), (2.5)
op + Rk(uh.V6k) + Bóle = Rh(f — uk.v62), (2.6)
+ Rduk.VVA) + B*k — Rh(h — ukv*2) (2.7)
ku (O) = Pk~o, eh(o) = RkGo, *k(o) = Rh*o,
which is equivalent to tSe weak borm
(t4, ti) + (u~tVuh, ti) + (Vule, Vv) — ((ek + ?ph)S, + g’, ti), Vv E V¡.
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(okn+ (uk.V6t¿)+ (VOt Vfl = (1— uk.V62,e), V¿ E ¡<le
(*P, t75) + (~k v~”, ~)+ (V*h, V~) = (h — uk.V*2, ~), V4~ E 11h
ule(O) = Pleito, gle(o) — Rh6o, *le(O) = Rk*o.
Then, it can be proved that (nh,
6h, *k) converges is aix appropriate
sente to a solution (u, 6, *) ob (2.2)-(%4) as k —. 00. These conditions
are given in the following Theorem, proved by Rojas-Medar and Lorca
[17, Theorem 3.1 and Corollary 3.2] on the existence and uniqueness of
global strong solutions for problem (2.2),(2.4).
Tbeorem 2.2. Let no E V,
6o,*o E ¡<¿(fi), 62,*2 E L~(O,oc;
¡<1(fi)) fl 12(0, T; ¡<‘(fi)), g E LOC>.3((O, oc) x fi), j, f, h E L<x>.2((0, oc»’<
fi) O L2’2((O, oc) x fi) 1/ ¡[uo¡¡i, ¡iOoi¡i, II*olk, hO2IILe><2(o,oo;H2(O)>,
IlIIILoo.2(o,oo>xo) and ¡¡gjjLoo.3((0,
00)xI2) are sufficiently small, then tite
unique solution of (2.2)-(2.4) exists for alt t > O and satisfies
sup{j¡Vu(t)jj, 11V6(OII, IIV*(t)II} < +00;t>o
~s (¡¡Áit(s)¡2 + 11R6(s)IV + IIB*Cs)112)d.s <
~ ~ + II6t(s)II~ + II*t(s)II )ds < +00;tite sanie estirnates hoid tite Calerkin approzimations flle,
6k and *k. u
Corollary 2.3. Under tite hypothesis of Theorerr¿ 2.2, itere exisis
a positive constant C such that for cadi k E N aud 1 > O inc have
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¡jn(t) — Phu(t)112 < C
c
1121(5) — Pleit(s)II2ds =•Proof. It immediately bollows brom Lemma 2.1, and tSe estimatesob tlie Theorem 2.2. U
Remark. TSe aboye Corollary, also, is valid for 6 and t/~, instead
ob u.
We will need, to obtain optimal rate ob convergence, tSe bollowing
stronger TSeorem, also proved un [17](Theorem 3.3, p.13 and Corollary
3.4, p.16).
Theorem 2.4. Tite assumptions are titase of Titeorera 2.2 and
we assnme, moreover that 8~6
2,8~i,b2 E L”’
2((O, oc) x Q),8~j,8~f,8~h E
L<”’2((0,cc) x fi) o 122((O,oo) x fi));Otg E L~((O,oc) >< fi) and tite
initial datan
0 E Vn¡<
2(fi), 6o,*o E ¡<¿(fi)fl¡<2(fi). Titen, tite solution
obtained in Theorem 2.2 satisfies
sup{I¡itt(t)I¡, ¡I6j(t)¡¡, I*t(OhI} < +oc;
t>a
sup{¡¡An(t)jI, IIBO(t)II, IIB*(s)II1 < +oc;
t>0
~ jUIVndsflI~ + IIV6t(s)112 + IV*t(s)112)ds < -~-oo.
The same estimates hoid for tSe Galerkin approximations ~‘,
6le and *le.
U
Corollary 2.5. Under tite hypotitesis of Theorern 2.4, titere ezists
a positive constant C sucit titat for eacit k E Ti and 1 > O ine have
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c
— Pleu(t)112 =
cj¡Vn(t) — VPle1dÉ)112 = ~;
[¡¡u(s) — Pleu(s)112d8 = and,
c
¡Vii(s) — VPku(s)II2ds = u
Remark. Similar estimates are vahid for 6 and i,b.
3. OPTIMAL 12-ERROR ESTIMATES
In this section aix nniform un time optimal t-error estimates will
be derived. The analysis wiIl be done by using the following facts. Leí
00 00 00
u = >3 A
1(t)w
1(z), 6 = >3 B¡(t)rp~(x) and * = >3 C
1(1»~(z) the elgen-
1=1 i=1
functions expansion ob u, 6 and 4.~, respectively.
le le




13le — Rle* = >3 C1(1)4~~(x) are the A,th partical sums of the series for
i=1
it, O aud *, respectively, and let
Ek= ule ~Vle, ch=6~ple, 8le*file
le le h k
27 =v —u, =p 6h ah=/,le~*le
where u”,6” and *h are the Wñ Galerkin approximations of u,6 and 4’,
respectively. TSen
n~itle=Ek+qh, 68le=cle±rk, 4’,ple=6le +ah
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With these notations, we state.
Lemma 3.1. There exist a positive constaní C, independent of
k E Ti, such thai
IIn’R0112 + IIrh(t)112 + IIah(0112 + j (IIV27h(s)II2 + IIVrle(s)112+
+ IIVah(s)112)ds =C}jr!.-~ +
Proof. We observe tSat tile, ~k and f3” satisfies
+ Avle + Fk(it.Vit) = Ple((O + 4’)g + fi) (3.1)
+ 11p’< + Rdn.VO) = Rh(f — it.V6
2) (3.2)
+ Bale + Rle(u.V*) = Rh(h — n.V*2) (3.3)
= Pleito, ale(o) = 146o, aleo = 14*o.
Substracting (2.5) brom (3.1), (2.6) from (3.2) and (2.7) from (3.3),
respectively, we obtain
+ A27~ = Ple(¿k + 0’)g + Ple(ele + ~h)9
— Ph(E .Vu) — Ple(r.VU) (3.4)
— Ple(U.VE ) — (F,duV27’9,
+ Br’ = ~Rh(Eh.V62) — Rle(27le.V62) — R¡~(Ele.V6)
(3.5)
— Rle(nle.V6) — R4nh.Vcle) — Rh(ule.Vrle),
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+ Ra” — —Rk(E”.V*2) — R~(27”.V*2) — Rle(Ele.V*)
(3.6)
— Rle(?,le.V*) — R~(ule.V6le) — Rle(n”.Va’9,
= O, r”(O) = O, a”(O) = O.
By takiixg tSe inner product lix (12(fi))n of identity (3.4) with ,~
and also tSe inner product lix L
2(f2) of (3.5), (3.6) with y” and ah,
respectively, we get.
ldflle2 + IIVnhlI2 = ((e” + rk)g,
27h) + ((6h +





— (E”.VO,r”) — (qleVOrle) (3.8)
— (n~.Ve”,r”) — (uh.Vrle,rk),
ld11 le¡12 + lIVa”11
2 = (E”.V*
2,a”) —
— (E”.V*, a”) — (q”.V*, ale) (3.9)
— (nle.V6h,ale) — (nh.Vah,a9.
We observe thai
(n.V27le,27le) = (u%Vrle,rle) — (nle Vale,ale) = O.
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Also, by the Hélder and Young’s inequalities we have
[((e”+ y~)g, 27¼I=C(IIrleII2 + 11ele112)IIfIIia + 1
((¿le + ah)g
27le)j ~ c(¡¡¿~¡¡
2 + u¡ale¡í2)í¡g¡¡~> + 1
TSe Hólder’s and Young’s inequalities together with the Sobolev
embedding H1 ‘—* L6, fi’ ‘—* 12 imply
I(EÑVUh, ~ley = c¡¡~~k¡¡2¡~g k¡
12 + 1iñIIVnleIl
2;
I(,,k.Vnh, 27~)I =CIIAu”11211i,”112 + 10
(uVE”, ~“)¡ = ¡(u.Vq~, E”)I =CIIAuII2IiE~II2 + i¡IvnleI¡2
10
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¡(~le.V~leyle)¡ = I(nh,Vrle,ele)i =CiIe”Il2lIAu”112 + {I¡Vyle¡12.
Analogaus estimates are satisfled by a~.
Bearing ix mmd the aboye estimates and the differential equahities
(3.7)-(3.9), we obtain tSe integral inequaiity
IInle(0112 + I¡a~(fl¡¡2 + IIale(t)112 + j(IIV27le(s)112 + ¡¡Vr”(s)¡¡2+
x(s)(1127le(s)112 ~~~¡yle(~)¡¡2 + Itale(s)112)ds+IIVa’Rs)112)ds =loe
x(s)(IIE”(s)112 + IIele(s)112 + ¡¡¿le(s)¡12)ds,
wSere x(s) = e(¡¡g(s)¡i~
3 + ¡iVO2(s)¡j~3 + IIV*2(s)1113 + IlAn(s)11
2+
IIBO(s)112 + IIB*(s)112 + ¡jAn”(s)¡¡2).
Now, by applying Gronwail’s inequality, we obtaiix
¡¡i~~Q)¡¡2 + ¡¡yh(~¡j2 + IIale(0112 + jtu¡Vnle(s)112 + ¡Vyle(s)¡j2~
x(s)(IIE”(s)¡12 + ¡¡¿>~(~)¡j2~fi~itIlVale(s)112)ds =
+ IIóhGOIIds exPjx(s)ds.
(3.10)
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By using tSe estimates given in tSe Lemma 2.1,we have
L x(s)(IIE”(s)112 + ¡¡~lee)II + IIble(s)1I2)dsexpjx(s)ds
(3.11)
_ + —±~)L x(s)ds expjx(s)ds.
Now, by tSe estimates given in tSe Thearem 2.2, we have
jCÑds=c forahlt>O.
TSis, together with (3.10) and (3.11), implies tSe result. U
Now, we are ready to prove tSe following
Theorem 3.2. Snppose tite assurnptions of tite Theorern 2.2 hold.
liben, Me approximatÁons ~k, 9/e and ~k salisfy




Ibd’) — nle(í)¡¡2 =lk&) — vle(í)¡¡2 + ¡¡v”(t) —
=¡E~(t)¡¡
2 + ¡¡27h(t)¡¡2
thanks to 11w Lemma 3.1 and Corollary 2.3 Similar resu]ts can be proved
for 6>~ aud 4”‘. u
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By using tSe Theorem 2.4 and Corollary 2.5, we prove the ballowing
stronger result
Theorem 3.3. Suppose tite assurnption of tite Theorem 2.4 hoid.
Titen, tite approximations ule, 9le and 4”‘, satisfies
Ilu(t) — nh(t)I12 + 110(t) — 6”(t)I¡
2 + II*(t) —
+ j (¡¡Vn(s) — Vnh(s)II2 + ¡JVO(s) — V6”(s)jfl+
+ IIV*(s) — V*h(s)112)ds=c(j~!.— +
for allí > O.
Analogously as in Ihe proof of tSe Theorem 3.2, and with tSe same
notation, we only have to proof the bollowing.
Lemma 3.4. Titere ezisí a positive constante C, such titat
iInle(t)112 + ¡¡rle(fl¡¡2 + IIale(0112 + Li(¡Vnle(s)¡2 + jIVrle(s)¡~2+
+ HVa”(s)¡¡2)ds = +
for alí t > 0.
Proof. By using tlie Lemma 3.1, aixd the estimates given 18 the
Theorem 2.2 and the inequality (3.11), we Save the required resulí. U
4. OPTIMAL ¡<‘-ERROR ESTIMATES UNIFORM IN TIME
In ISis section an nniform un time optimai fi’ error estimate will
be derived.
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Theorem 4.1. Under ihe itypothesis of tite Titeorem 2.4, we itave
thai therc exisis a constante C > O
¡¡Vu(1) — Vu”(t)¡¡2 + ¡¡V6(i) — VOle(t)112 + ¡IV*(i) — V*”(i)112
+ ¡(Rut(s) — u~(s)¡I2 + liBe(s) — 6~(s)¡¡2 + II*e(s) —
+ Tk+1)
for allí > O.
Analogously as un tSé section 3, and with tSe same notation, we




2 + ¡¡Vy”(t)W + ¡¡Va~(t)¡¡2 + jci¡27k(s)¡2 + ¡¡r~(s)¡j2+
+ j¡aP(s)¡Vds =cQ’ +
k+1 Yle+1)
for allí > O.
Praof. By taking tSe inner product in (12(fi))3 of identity (3.4)
with ,4’ and tSe inner product in L2(fi) of (3.5), (3.6) with y~ and a~,
repectively, we obtain
±=IIVnhII2±¡¡~fl¡2 = ((c” + yflg,27fl + ((6” + a”)g,~~)
2 di
— (E”.Vu”, ,~) — (ni”.Vu~, 27~) (4.1)
— (u.VE”,~~) —
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~+IIVrkII2 + ¡¡y~¡I2 = (Ele.V92,y~) — (ni” VB2 4’)
— (E”.SZB, 4’) — (q”VB 4’) (4.2)




— (Ele.V*,aP) — (r¡”.V4’,q~) (4.3)
— (u’ÑV6”,a~) — (itt, Va”,a~).
We estimate tSe right-hand side of (4.1), (4.2) and (4.3) ob the
following manner. From tSe llélder and Young inequalities, and by
using tSe Sobolev embedding fi
1 ~ L6, f¡2 ‘—# L~, we Save
1
¡(e” + i49g, 27fl¡ =C(lIVc”112 + ¡¡Vy”1I2)¡¡gI¡ja + —¡uPu2,12
¡(6” + a”)g, i~flj =c(lív¿h112 + ¡jVa”112)f I~iIb + y~
1
I(Eh.Vnle,~qflI ~ CIIVEleII2IIAn~¡¡2 + —¡uPu2,12
I(nle.Vnh, nP)¡ ~ CI¡Vnih¡¡2¡¡Auh¡¡2± 1‘~iinfl it
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2, 4’)¡=CIIVnileII2IIV62I¡13 + ih¡rk ¡¡212












TSe estimates for tSe terms that involve a” are quite similar.
TSe aboye estimates, together witS (4.1)-(4.3), imply
É~(¡IV27kIl2 + ¡IVr”H
2 + I¡VahIl2) + ¡¡~k¡¡2 + ¡¡y~¡¡2 + ¡¡a~j¡2
di
=x(O(IIVn”112 + ¡¡Vy”¡2 + I¡Va”112)+
+ x(O(IIVE”112 + IIVcleII2 + I¡V6”¡¡2)
where x(t) = C(¡jg(t)¡¡~
3 + ¡¡V92¡¡~3 + ¡¡V*2(i)¡¡~3 + IIAu(t)11
2
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+¡¡BB(t)¡¡2 + ¡iB*(t)112 + ¡¡Au”(t)¡¡2).
Now, by tbe estimates given un tSe Theorem 2.4 we get
jx(s)ds=C Ví>O,
and consequently, by using tSe Gronwahl’s Lemma,
+ IIVrleQ)112 + I¡Vah(i)112
+ L(¡IUP(s)¡12 + ¡¡rP(s)¡j2 + ¡¡a~(s)¡~2)ds
=jtx(s)(¡¡VEhó)¡¡2 + ¡¡Vs”(s)¡¡2 + IIV6”(s)112)ds exp C
=6(A)l ~d)~
tSanks to tSe estimates given un tSe Lemma 2.1. This completes tSe
proof. U
Also, we can easily obtain
Proposition 4.3. Under tite itypothesis of tite Theorem 2.4, we
have thai ihere ezisis a positive constaní C, sucit thai
¡(líAn(s) — Anle(s)¡12 + ¡lEO(s) — Be~
+ ¡¡E*(s) — B*le(s)I12 )ds= + A—).
forallt>O. U
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5. FURTHER HIGHER ORDER ESTIMATES
Lix tliis section aix uniform un time optimad W error estimate (resp.
¡<‘) will be derived bor u~ (resp. 6~ and *~) and Att (resp. RO and
11*).
Thearem 5.1. Under tite itypoihesis of tite Theorem 2.4, inc have
ihat itere exists a positive cor¿stant C, such thai
I¡Be(t) — O~(í)¡¡j~, =c(~-L + (5.2)
I¡*e(i) — *P(í)II~—~ = + ~ (5.3)
for allí> O.
Prnof. We observe thai it — tt~ satisfles
nc—itt +A(tt—u”)=Pk(«—6”)g+Ph(*—*”)g
+ (P — Ple)(O + *)g + (P — P~)gi (5.4)
Ele.
Consequently,
sup ¡(E”, u) + (A(u” — u), v)¡
IIvÉIv=1
(5.5)
= sup ¡(E”, v)¡ + sup ¡(V(n — ti”), Vv)¡.
ItI¡v<x jIvIIv =1
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On the other hand, we have
— u”),Vv)¡ =¡¡V(u — nle)I¡ ¡¡Vv¡I
= + g)”2¡¡v¡¡v~ (5.6)
tSanks to the Theorem 4.1.
Also,
¡(E”, v)¡ =¡((6— ole)g, P~v)¡ + ~ — *le)g, P/ev)¡
(5.7)
+ ¡((6 + *)y, (P — P~)v)I + ¡(91, (P — Pk)v)¡.
Since ti E V, Lemma 2.1 and TSeorem 2.4, imply
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TSe other terms ix tSe inequaflty (5.7) are estimated as bollows
=C¡¡VB — VB”¡¡ ¡¡g¡¡L3¡IV¡I
= + 1)1/2
where we have use tSe estimates given un tSe TSeorem 4.1, and the
Sobolev embeddiixg fi’ ‘—* L6 and V ‘-. 12, and ¡¡Ph II = 1.
Sñnilarly, we obtain
¡((4’—
4,le)9, Phv)¡ = 1 + Yle+i ~ 1/2
The aboye inequalities togetSer with (5.6) impí>’ (5.1).
Now, we prove (5.2); TSe equalities for 6 and 6” iniply
— 6~ + 11(6 0”) = (1— R~)(f — it.V62)




¡¡Oc — O”¡IH 1 — sup ¡(O”, ~‘)+ (11(6 —6”), ~‘)¡
II4’iInl =1o
(5.8)
< sup ¡(Gh,cp)¡ + sup ¡(V(6— B”),Vso)¡.
114”IIni =1 IhpII,,, =1o o
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On tSe other hand, we have
I(V(O~ — 6),V~)¡ =¡¡V(B” — 6)¡¡ ¡¡V~¡
= + (5.9)
by Theorem 4.1. Also,
¡(Rle(u — nh).v62, ~)I=((u — n¼.VB2,Rle’p)¡
=1V — u~IIL4jIV62lIL.jIRkcpji
=C¡jVn — Vnle¡I I¡EB2¡i I¡so¡I (5.10)
-~~/ 1 , ~1/2
kx~+, yle+1)¡o
TSe other term in (5.8) is estimated as follows
((1 — Rle)(f — u.V02), so)¡ = I(f — n.V62, (1—
¡¡VwIl
=111—n.VO2j¡
c~ (liflí + IIAuI¡ I¡VO2lI)¡Iq~¡IHi,
(5.11)
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wSere we have ilsed the estimates given un theorem 2.4 and Lemma 2.1.
This and inequalities (5.10)-(5.11) imply
¡IG”¡IH-1 = c(j.— + 1)1/2
ISis estimate, together with (5.9), implies (5.2).
Finahly, (5.3) is proved exactly as tSe aboye estimate. U
Also, we have
Theorem 5.2. Under tite itypoihesis of tite Titeorem 2.4, ine have
ihat Mere exists a positive constaní C, such thai
¡IAu(t) — Au~(t)¡¡~,. <C ( ~ + (5.12)M±1 9’k+1/
— BB”(z)¡¡~~ =cQ.i— + —1---.); (5.13)
1”— E4’~(t)¡J,.., = c’Q-i—— + ) (5.14)
for aH t > O.
Proof. We will proy~ (5.12). Ihe other estimates are analogously
proyed.
Inequality (5.4) implies
— tt’9¡¡v. =¡Inc — itP¡¡v. + ¡¡F”¡¡v..
fly using tSe aboye theorem, we Save the desired result. U
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