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Abstract
We study scattering on an ultra-low potential in armchair graphene nanorib-
bon. Using the continuous Dirac model and including a couple of artificial waves
in the scattering process, described by an augumented scattering matrix, we
derive a condition for the existence of a trapped mode. We consider the thresh-
old energies, where the the multiplicity of the continuous spectrum changes and
show that a trapped mode may appear for energies slightly less than a thresh-
old and its multiplicity does not exceed one. For energies which are higher
than a threshold, there are no trapped modes, provided that the potential is
sufficiently small.
1 Introduction
The very high quality of graphene samples [4, 15] allows us to consider the produc-
tion of defects deliberately. There are two types of defects: short- and long-range.
Vacancies and adatoms are classified as a short-range type and are modelled by Dirac-
delta functions. On the other hand, electric or magnetic fields, interactions with the
substrate, Coulomb charges, ripples and wrinkles can be considered as long-range
disorder and modelled by smooth functions (a Gaussian for example). In the present
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study we assume that graphene is free of short-range defects and we consider only
long-range defects described by an external potential.
We work within the continuous Dirac model, where electrons dynamics can be
described by a system of 4 equations [3]
D
¨˚
˚˝ uv
u1
v1
‹˛‹‚` δP
¨˚
˚˝ uv
u1
v1
‹˛‹‚“ ω
¨˚
˚˝ uv
u1
v1
‹˛‹‚, (1)
with
D “ DpBx, Byq :“
¨˚
˚˝ 0 iBx ` By 0 0iBx ´ By 0 0 0
0 0 0 ´iBx ` By
0 0 ´iBx ´ By 0
‹˛‹‚, (2)
where px, yq are dimentionless cartesian coordinates (obtained by the change of co-
ordinates px, yq ÞÑ 4
3
?
3aCC
px, yq in the original problem [3], where aCC “ 0.142[nm]
is a distance between nearest carbon atoms) and consequently ω is a dimensionless
energy (where the original energy in [eV] can be recovered by the multiplication by
2t?
3
,where t “ 2.77reV s is nearest-neighbour hopping integral); the potential P is a
dimensionless, real-valued function with a compact support and δ is a real-value small
parameter.
In the discrete model graphene hexagonal lattice is described as a composition
of two interpenetrating triangular lattices (called A and B). The consequence of this
division is a two component wave function pψA, ψBq, where ψA (ψB) describes the
electron on the sites of lattice A (B). In the discrete model there are two minima in
the dispersion relation, called K “ p0,´Kq and K1 “ p0, Kq valleys (with K “ pi in
our dimentionless formulation). Low energy approximation (aCC Ñ 0), which enables
the passage from discrete to continuous model, has to be done close to those minima
separately, leading to the following form of the total wave functions [9]:
ψApx, yq “ eiK¨px,yqupx, yq ´ ieiK1¨px,yqu1px, yq, (3)
ψBpx, yq “ ´ieiK¨px,yqvpx, yq ` eiK1¨px,yqv1px, yq, (4)
with components pu, vq coming from the approximation close to K point and fulfilling
the system of the two first equations in (1) and components pu1, v1q coming from the
approximation close to K1 point and fulfilling the system of the two last equations in
(1). An armchair nanoribbon is modelled as a strip Π “ p0, Lq ˆ R, L ą 0, parallel
to the x-axis. The wave function has to disappear on the nanoribbon edges, which
in the armchair case contain sites from both sublattices A and B. Consequently it is
required [2, 9]:
ψApx, 0q “ 0, ψBpx, 0q “ 0,
ψApx, Lq “ 0, ψBpx, Lq “ 0.
2
From (3) and (4), these boundary conditions transform to
upx, 0q ´ iu1px, 0q “ 0, ´ivpx, 0q ` v1px, 0q “ 0, (5)
e´i2piLupx, Lq ´ iu1px, Lq “ 0, ´ie´i2piLvpx, Lq ` v1px, Lq “ 0. (6)
These boundary conditions describe the mixing between valleys which is characteristic
for armchair nanoribbons. For a detailed derivation of the continuous model see [9].
Our potential P is assumed to be of long-range type and can be described by a
diagonal matrix with equal elements [1].
We introduce the energy thresholds
ω1 “ min
!
jPZ
|pi ` pij
L
| : |pi ` pij
L
| ą 0
)
,
and
ωk`1 “ min
!
jPZ
|pi ` pij
L
| : |pi ` pij
L
| ą ωk
)
, k “ 1 , 2 , . . . . (7)
Note that
d˚ ď |ωk`1 ´ ωk| ď pi
L
, d˚ “ pi
L
min
mPZ
2L`m‰0
|2L`m|. (8)
The continuous spectrum of the problem (1), (5), (6) with P “ 0 depends on
the nanoribbon width L and covers p´8, ω1s Y rω1,`8q. At the thresholds, the
multiplicity of the continuous spectrum changes.
A trapped mode is defined as a vector eigenfunction (from L2 space) that corre-
sponds to an eigenvalue embedded in the continuous spectrum. The main result of
the paper is the following theorem about the existence of trapped modes in armchair
graphene nanoribbons for energies close to one of the thresholds that can be chosen
arbitrary.
Theorem 1. For every N “ 1, 2, . . ., there exists N ą 0 such that for each  P p0, Nq
there exists δ „ ? and a potential P with sup |P | ă 1, such that the problem (1),
(5), (6) has a trapped mode for ω “ ωN ´ .
The second result shows that trapped modes may appear only for energies slightly
smaller than a threshold and that the spectrum far from the threshold is free of
embedded eigenvalues, provided the potential is sufficiently small. Moreover their
multiplicity does not exceed one.
Theorem 2. There exist positive numbers 0 independent of N and δ0, such that if
(i) ω P rωN , ωN ` 0s or |ω ´ ωk| ą 0, for all k “ 1, 2, . . . and |δ| ă δ0 with δ0
independent of N and k, then the problem (1), (5), (6) has no trapped modes;
(ii) ω P rωN ´ 0, ωN s and |δ| ă δ0 with δ0 which may depend on N , then the
multiplicity of a trapped mode to probelm (1), (5), (6) does not exceed 1.
3
To approach the problem, we follow the technique based on the augumented scat-
tering matrix developed in [5, 10, 11, 12].
This is the second paper about trapped modes in graphene nanoribbons, that
we consider. In the first one [7], we analysed the case of zigzag nanoribbon with a
corresponding non-elliptic boundary value problem.
The paper is organised as follows. In Sect. 2 we analyse the Dirac equation
without potential. For a fixed energy, we construct the bounded solutions (waves)
in Sect. 2.3. Additionally, when the considered energy is close to a threshold (7),
we construct the two unbounded solutions in Sect. 2.4. In Sect. 2.6, we introduce a
symplectic form, used to define the direction of wave propagation in Sect. 2.7, 2.8.
In Sect. 2.9, we give a solvability result for the non-homogenous problem.
In Sect. 3, we include a potential in the Dirac equation and consider a scattering
problem using the augumented scattering matrix (Sect. 3.2). In Sect. 4.1, we give a
necessary and sufficient condition for the existence of trapped modes from which, in
Sect. 4.3, we extract an example potential that produces a trapped mode and prove
Theorem 1. Finally in Sec. 4.3, we prove Theorem 2 about the multiplicity of trapped
modes.
2 The Dirac equation
2.1 Problem statement
First, we consider problem (1) without potential (P “ 0), i.e.
D
¨˚
˚˝ uv
u1
v1
‹˛‹‚“ ω
¨˚
˚˝ uv
u1
v1
‹˛‹‚, (9)
with the boundary conditions (5), (6).
Our goal is to find solutions of at most exponential growth to the above problem;
in particular, we need bounded solutions to describe the continuous spectrum of the
operator corresponding to (9), (5), (6).
Let us introduce the space X0 which contains pu, v, u1, v1q, such that each compo-
nent belongs to L2pΠq and piBx´Byqu, piBx`Byqv, piBx`Byqu1, p´iBx`Byqv1 are also
in L2pΠq; moreover the components fulfill the conditions (5), (6). The norm in X0
is the usual L2-norm for all the components and their derivatives described above.
The operator D is self-adjoint in pL2pΠqq4 with the domain X0. One can verify that
the problem (9), (5), (6) is elliptic. Another equivalent norm in X0 is given by the
following proposition.
Proposition 1. It holds thatż
Π
|Dpu, v, u1, v1qJ|2dxdy “
ż
Π
´
|∇u|2 ` |∇v|2 ` |∇u1|2 ` |∇v1|2
¯
dxdy,
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for pu, v, u1, v1q P X0.
Proof. Proof is presented in Appendix A.
Due to the nanoribbon geometry we are looking for non-trivial exponential (or
power exponential) solutions in x, namely
pupx, yq, vpx, yq, u1px, yq, v1px, yqq “ eiλxpUpyq,Vpyq,U 1pyq,V 1pyqq, (10)
where a complex number λ is the longitudinal component of the wave vector parallel
with the nanoribbon edge.
For ω “ 0 we have piBx ` Byqv “ piBx ´ Byqu “ p´iBx ` Byqv1 “ p´iBx ´ Byqu1 “ 0,
therefore u “ upx ` iyq, v “ vp´x ` iyq, u1 “ u1p´x ` iyq, v1 “ v1px ` iyq, which
together with the boundary conditions (5), (6) and the form (10) give solutions only
for nanoribbons with a width L such that L is a natural number and λ “ 0. These
solutions are
pu, v, u1, v1q “ p1, C,´i, iCq, C P C.
Now assume that ω ‰ 0, then (9) can be written as:
´∆u “ ω2u , v “ ω´1piBx ´ Byqu , ´∆u1 “ ω2u1 , v1 “ ω´1p´iBx ´ Byqu1. (11)
Then the insertion of (10) into (11) and (5), (6), gives$’’’&’’’%
´Uyy “ pω2 ´ λ2qU , ´U 1yy “ pω2 ´ λ2qU 1
V “ ω´1p´λU ´ Uyq , V 1 “ ω´1pλU 1 ´ U 1yq,
Up0q ´ iU 1p0q “ 0 , ´iVp0q ` V 1p0q “ 0
e´i2piLUpLq ´ iU 1pLq “ 0 , ´ie´i2piLVpLq ` V 1pLq “ 0.
(12)
If λ2 “ ω2, then problem (12) has a non-trivial solution only when L is a natural
number. In this case
pupx, yq, vpx, yq, u1px, yq, v1px, yqq “ e˘iωxp1,¯1,´i,¯iq (13)
and there is no power exponential solution.
Now, consider the case λ2 ‰ ω2 (ω ‰ 0). If ω ‰ ωN , N “ 1 , 2 , . . ., then all the
solutions of (9), (5), (6) have the form (10) with
pUpyq,Vpyq,U 1pyq,V 1pyqq “ peiκy,´ω´1pλ` iκqeiκy,´ie´iκy,´iω´1pλ` iκqe´iκyq,
(14)
where
λ “ ˘?ω2 ´ κ2, κ “ pi ` pij
L
, j “ 0, ˘1, ˘2, . . . . (15)
When ω “ ωN , N “ 1 , 2 , . . . and λ “ 0, we have two more solutions when 2L is not
a natural number and they are
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w0Npx, yq “ peiκy,´isgnpκqeiκy,´ie´iκy, sgnpκqe´iκyq, (16)
w1Npx, yq “ xw0Npx, yq ` |κ|´1p0, ieiκy, 0,´e´iκyq, (17)
with κ “ pi ` pim
L
, where m is defined through ωN ,
ωN “ |pi ` pim
L
| “ min
!
jPZ
|pi ` pij
L
| : |pi ` pij
L
| ą ωk
)
, k “ 1 , 2 , . . . , N ´ 1.
It follows that κ is one of two ωN or ´ωN . Differently if 2L is a natural number, then
we have four more solutions, two of the form (16) and (17) with κ “ ωN and two of
the same form (16) and (17) but with κ “ ´ωN .
2.2 Symmetries
There are three symmetries in the system, let’s denote them by T1, T2 and T3. If
pupx, yq, vpx, yq, u1px, yq, v1px, yqq is a solution to (9), (5), (6) then through symmetry
transformations T1, T2 and T3, there are three more solutions which respectively read¨˚
˚˝ u
1px, yq
v1px, yq
upx, yq
vpx, yq
‹˛‹‚,
¨˚
˚˝ vp´x, yq´up´x, yq´v1p´x, yq
u1p´x, yqq
‹˛‹‚,
¨˚
˚˝ e
i2piLupx, L´ yq
´ei2piLvpx, L´ yq
´u1px, L´ yq
v1px, L´ yq
‹˛‹‚.
Superpositions of those symmetries give eight solutions in total in this case. Moreover,
if the nanoribbon width 2L is a natural number, then there is an additional symmetry
T4 giving the following solution ¨˚
˚˝ up´x, yqvp´x, yq´u1p´x, yq
´v1p´x, yq
‹˛‹‚,
and so there are 16 solutions in this case. In what follows we find solutions pu, v, u1, v1q
for positive ω only. Then the solution for ´ω is pu,´v, u1,´v1q.
2.3 Solutions with real wave number λ
In this paper we focus on the case when 2L is not a natural number (Figure 1 (a)
and (b)).
Consider first the case when ω P pωN´1, ωNq for certain N “ 1 , 2 , . . . (we assume
that ω0 “ 0). We enumerate the real exponent in (15) as follows. Assuming that λ
in (15) is real, we have that
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Figure 1: Dispersion relation: energy ω versus wave vector component λ for nanoribbons of different
width L: (a) and (b) for non integer 2L, (c) integer L, (d) integer 2L but non integer L. Threshold
energies ω1 ă ω2 ă . . . and values of κ (blue and red dots) are indicated. The colors of the dots and
curves correspond to the sign of the κ value, which when red is positive and when blue is negative.
´ ω ă pi ` pij
L
ă ω or ´ Lp1` ω
pi
q ă j ă Lpω
pi
´ 1q. (18)
According to the last inequality, we enumerate κ
´ω ă κ1 ă κ2 ă . . . ă κM ă ω,
where M “ Mpωq “ N ´ 1 is the number of indexes j satysfying (18). For any κj,
j “ 1 , 2 , . . . ,M , there are two values of λ in (15) that define solutions (13), (14), let
us denote them ˘λj with λj “
b
ω2 ´ κ2j , j “ 1, 2, . . . ,M . We can introduce the
notation for solutions (14)
w˘j px, yq “ pu˘j px, yq, v˘j px, yq, uj 1˘px, yq, vj 1˘px, yqq (19)
“ e˘iλjxpU˘j pyq,V˘j pyq,U 1˘j pyq,V 1˘j pyqq, (20)
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where
pU˘j pyq,V˘j pyq,U 1˘j pyq,V 1˘j pyqq
“ peiκjy,´ω´1p˘λj ` iκjqeiκjy,´ie´iκjy,´iω´1p˘λj ` iκjqe´iκjyq.
Now, consider the threshold case, that is ω “ ωN , N “ 1, 2, , 3 , . . . and λ “ 0.
Then κ2 “ ω2. In the case 2L is not a natural number, there is only one value of j
that satisfies one of the two relations
pi ` pij
L
“ ˘ω,
using this value of j we define κN “ pi ` pijL , with the use of which we find two
additional solutions to our problem (9), (5), (6)
w0Npx, yq “ peiκNy,´isgnpκNqeiκNy,´ie´iκNy, sgnpκNqe´iκNyq, (21)
w1Npx, yq “ xw0Npx, yq ` ωN´1p0, ieiκNy, 0,´e´iκNyq. (22)
Thus, the continuous spectrum depends on the nanoribbon width. For each ω ě ω1
there is a bounded solution to (9), (5), (6) of the form (10); additionally there are
bounded solutions for 0 ă ω ă ω1 for L being a natural number. Hence the continuous
spectrum for the Dirac operator D is p´8,´ω1s Y rω1,8q when L is not a natural
number and p´8,8q when L is a natural number. Note that ω1 depends on L and
is small for L close to a natural number.
2.4 Solutions with imaginary wave number λ
Consider the case when ω is close to the threshold ωN . Introduce a small parameter 
and denote by ω the energy ω “ ωN ´ ,  ą 0. Then the root λ “ 0 bifurcates into
two imaginary roots ˘λ “ ˘λpq, λ ą 0, which can be found from the equation
ω2 “ ω2N ` λ2 .
They have the expansion
λ “ i?
?
2ωN ´ q, (23)
so that λ “ ´λ.
Now instead of two threshold solutions (21) and (22), we have two solutions of
the form (10) with ˘λ
w˘Npx, yq “ e˘iλx
´
eiκNy,´˘λ ` iκN
ω
eiκNy,´ie´iκNy,´˘iλ ´ κN
ω
e´iκNy (24)
By (23), functions (24) can be written in terms of w0N , w
1
N (see (16) and (17))
w˘Npx, yq “ w0Npx, yq ¯
?

?
2ωNw
1
Npx, yq `Opq.
8
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Figure 2: The values of λ are on the real and imaginary axis only. When the energy is close to
one of the thresholds ωN , it is possible to choose a strip |=λ| ď γN such that all real and only two
imaginary values of λ are within the strip (indicated). For example when L “ 80.33 and ω “ ω5 ´ 
(ω5 “ 0.0912 and  “ 0.0001), then all the possible values of λ are indicated with red dots, only real
values are enumerated: ˘λ1,˘λ2,, . . . ,˘λ4 (N “ 5) and the imaginary values of λ are indicated by
˘λ. For the sake of the proof of Proposition (2), we indicate λN (λN “ λ5 in our case and λN “ λ
as ω is slightly less and close to the threshold) and λN`1 “ λ6.
The waves (24) are not analytic in  but their linear combination
w`N px, yq “
w`N ` w´N
2
“ w0N `Opq, (25)
w´N px, yq “
w`N ´ w´N
2λ
“ iw1N `Opq, (26)
are analytic with respect to  for small ||.
2.5 Proposition about the location of λ
Proposition 2. There is a constant 0 “ 0pLq ą 0 such that the following assertions
are valid
(1) For every ωN there exist γN “ γNpLq ą 0 such that the strip |=λ| ď γN
contains all the real and two imaginary values of λ described in Sect. 2.3 and Sect.
2.4 when ω P rωN ´ 0, ωNq.
(2) There exist γ “ γpLq ą 0 such that the strip |=λ| ď γ contains the real
values of λ described in Sect. 2.3 when |ω ´ ωk| ą 0 with k “ 1, 2, . . . or when
ω P rωN , ωN ` 0s.
Proof. For the sake of the exposition, let us numerate κN and κN`1 according to (15)
so that κN “ pi ` pimL , where m is defined through ωN
ωN “ |pi ` pim
L
| “ min
!
jPZ
|pi ` pij
L
| : |pi ` pij
L
| ą ωk
)
, k “ 1 , 2 , . . . , N ´ 1.
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It follows that κN is equal to ωN or ´ωN . Similarly κN`1 “ pi ` pimL with m defined
through ωN`1,
ωN`1 “ |pi ` pim
L
| “ min
!
jPZ
|pi ` pij
L
| : |pi ` pij
L
| ą ωk
)
, k “ 1 , 2 , . . . , N,
and so κN`1 is equal to ωN`1 or ´ωN`1. Consequently, we define λm “
a
ω2 ´ κ2m,
m “ N, N ` 1 (Figure 2).
(1) Let us first estimate the difference =λN`1 ´ =λN . Let 0 be a small positive
number depending on L and being chosen later. We have
=λN`1 ´ =λN “
b
ω2N`1 ´ ω2 ´
b
ω2N ´ ω2 “
pω2N`1 ´ ω2Nqb
ω2N`1 ´ ω2 `
a
ω2N ´ ω2
ě pωN`1 ´ ωNqpωN`1 ` ωNq
2
b
ω2N`1 ´ ω2
ě pωN`1 ´ ωNq
?
ωN`1 ` ωN
2
?
ωN`1 ´ ωN ` 0 .
Using estimate (8), we proceed as
=λN`1 ´ =λN ě
?
d˚
?
2ωN
2
b
1` 0
ωN`1´ωN
ě
?
d˚
?
2ωN
2
b
1` 0
d˚
.
Now, γN exists only when =λN is small enough. The upper bound on =λN is
=λN “
b
ω2N ´ ω2 ď
?
20ωN
and we consider it to be small when =λN ă =λN`1 ´ =λN and 0 is chosen so that
?
02ωN ď d˚
?
2ωN
2
?
d˚ ` 0 ðñ
?
0 ď d˚
2
?
d˚ ` 0 .
From the last inequality, we get that 0 ď 1`
?
2
2
d˚ and so 0 does not depend on N .
The value of γN can be chosen as any between =λN ă γN ă =λN`1 ´ =λN (Figure
2).
(2) Consider first |ω´ωk| ą 0 with k “ 1, 2, . . . . For =λk ‰ 0, according to (15),
we have
=λk “
b
ω2k ´ ω2 ě
?
0
?
ωk ` ω ě ?0?ω1.
Choosing γ “ 1
2
?
0ω1, we get that the strip contains only real values of λ.
If ω P rωN , ωN ` 0s, then =λN “ 0 and
=λN`1 “
b
ω2N`1 ´ ω2 ě
?
ωN`1 ´ ωN ` 0?ωN`1 ` ωN
ěad˚ ` 0?ω2 ` ω1 ě ?0?ω1.
Again, we can choose γ “
?
0ω1
2
so that the strip contains only real values of λ.
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2.6 The symplectic form
For two solutions w “ pu, v, u1, v1q and w˜ “ pu˜, v˜, u˜1, v˜1q of the problem (9), (5), (6),
let us define the quantity
qapw, w˜q “ ´i
ż L
0
u˜pa, yqvpa, yq ` v˜pa, yqupa, yq ´ u˜1pa, yqv1pa, yq ´ v˜1pa, yqu1pa, yqdy.
(27)
Since
0 “
ż
Πa,b
¨˚
˚˝ u˜v˜
u˜1
v˜1
‹˛‹‚pD ´ ωIq
¨˚
˚˝ uv
u1
v1
‹˛‹‚dxdy ´ ż
Πa,b
¨˚
˚˝ uv
u1
v1
‹˛‹‚pD ´ ωIq
¨˚
˚˝ u˜v˜
u˜1
v˜1
‹˛‹‚dxdy
“ ´qbpw, w˜q ` qapw, w˜q,
where Πa,b “ p0, Lq ˆ pa, bq, a ă b, we see that qa does not depend on a and we use
the notation q for this form.
The form q is symplectic because it is sesquilinear and anti-Hermitian.
2.7 Biorthogonality conditions when the wave vector λ is real
Here we discuss the biorthogonality conditions for the solutions to (9), (5), (6). Since
we are interested mostly in the case when ω “ ω, where ω “ ωN ´ , we consider
this case here. Using (27), we obtain the biorthogonality conditions for the oscillatory
waves w˘j in (19):
qpwτj , wθkq “ 0 if pj, τq ‰ pk, θq and qpwτj , wτj q “ 4τiLλjω .
Therefore
qpwτj , wθkq “ 4τiLλjω δj,kδτ,θ, (28)
for j, k “ 1, . . . , N ´ 1 and τ, θ “ ˘. We put
wτk “
?
ω
2
a
L|λk|
wτk , k “ 1, . . . , N ´ 1, τ “ ˘.
Then by (28), we have:
qpwτj ,wθkq “ τiδj,kδτ,θ. (29)
and when ω “ ωN , then
qpw0N , w0Nq “ 0, qpw0N , w1Nq “ ´ 2LωN , qpw
1
N , w
1
Nq “ 0. (30)
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2.8 Biorthogonality conditions when the wave vector λ is imaginary
Let us check if the waves w˘N fulfil the orthogonality conditions. A direct evaluation
gives
qpw˘N , w˘Nq “ 0, qpw´N , w`Nq “
i4L
ω
λ`, qpw`N , w´Nq “
i4L
ω
λ´.
Consequently
qpw`N ,w`N q “ 0, qpw`N ,w´N q “
i2L
ω
, qpw´N ,w´N q “ 0.
As waves w`N and w
´
N do not fulfil the biorthogonality conditions, we introduce their
linear combinations
w˘N “
w`N ˘w´N
N “
1
2N
´
1˘ 1
λ
¯
w`N `
1
2N
´
1¯ 1
λ
¯
w´N , N “ 2
c
L
ω
. (31)
Then the new waves (31) fulfill the condition
qpwτN ,wθNq “ τiδτ,θ.
2.9 The non-homogeneous problem
Consider the non-homogeneous problem
piBx ` Byqv ´ ωu “ g in Π, (32)
piBx ´ Byqu´ ωv “ h in Π, (33)
p´iBx ` Byqv1 ´ ωu1 “ g1 in Π, (34)
p´iBx ´ Byqu1 ´ ωv1 “ h1 in Π, (35)
supplied with boundary conditions (5), (6).
In order to formulate the solvability results for this problem, we introduce some
spaces. The space Lσ˘ pΠq, σ ą 0, consists of all functions g such that e˘σxg P
L2pΠq. Then the space Xσ˘ contains pu, v, u1, v1q such that e˘σxpu, v, u1, v1q P X0.
The norms in the above spaces are defined by ||g;Lσ˘ pΠq|| “ ||e˘σxg;L2pΠq|| and
||pu, v, u1, v1q;Xσ˘ || “ ||e˘σxpu, v, u1, v1q;X0|| respectively.
Theorem 3. Let ω ą 0 and let σ ą 0 be such that the line =λ “ ˘σ contains no λ
defined by (15). Then the operator1
D ´ ωI : X˘σ Ñ L˘σ pΠq
is an isomorphism.
1For the simplicity of the notation, we write Lσ˘ pΠq for both spaces of functions and vectors.
Here for example we write Lσ˘ pΠq instead of Lσ˘ pΠq ˆ Lσ˘ pΠq ˆ Lσ˘ pΠq ˆ Lσ˘ pΠq. This notation is
applied to the other spaces introduced later as well.
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Proof. The following result is a consequence of ellipticity and it follows from Theorem
2.4.1 in [6]. To apply Theorem 2.4.1 in [6], we put that l “ 1, H0 “ L2p0, Lq4 and H1 “
tpU ,V ,U 1,V 1q P H1p0, Lq4 : Up0q ´ iU 1p0q “ 0, ´iVp0q ` V 1p0q “ 0, e´i2piLUpLq ´
iU 1pLq “ 0, ´ie´i2piLVpLq ` V 1pLq “ 0u, then by Prop. 2.1, Condition I on p.27 and
Condition II on p.28 in [6] are fulfilled and we can apply Theorem 2.4.1 in [6]. The
assertion of this theorem can be obtained also from Theorem 1.1 in [14].
In what follows we assume that the integer N defining a threshold ωN is fixed.
Then according to Proposition 2, there exist 0 and γN such that for ω “ ω with
some small positive  P r0, 0s, the strip |=λ| ď γN contains only real wavenumbers
˘λj, j “ 1, . . . , N ´ 1 and two imaginary ˘λ and the corresponding wavefunctions
are
w˘1 ,w
˘
2 , . . . ,w
˘
N´1,w
˘
N .
All waves but last two are oscillatory. Those last waves are of exponential growth.
Theorem 4. Let γN and 0 be the same positive numbers as in Proposition 2 and
let also pg, h, g1, h1q P Lγ` pΠq X Lγ´ pΠq. Denote by pu˘, v˘, u1˘, v1˘q P Xγ˘ the solution
of problem (32), (33), (34), (35) with the boundary conditions (5), (6), which exist
according to Theorem 3. Then
pu`, v`q “ pu´, v´q `
Nÿ
j“1
C`j w
`
j `
Nÿ
j“1
C´j w
´
j ,
where
´iC`j “
ż
Π
pg, h, g1, h1q ¨w`j dxdy, iC´j “
ż
Π
pg, h, g1, h1q ¨w´j dxdy.
Proof. The functions w˘j correspond to functions (2.11) and (2.12) on p.30 from [6],
and so by Prop. 2.8.1 in [6] we obtain the claim in the theorem.
3 The Dirac equation with potential
3.1 Problem statement
Here we examine the problem with a potential, prove its solvability result and asymp-
totic formulas for the solutions. Consider the nanoribbon with a potential:
D
¨˚
˚˝ uv
u1
v1
‹˛‹‚` δP
¨˚
˚˝ uv
u1
v1
‹˛‹‚“ ω
¨˚
˚˝ uv
u1
v1
‹˛‹‚, (36)
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with the boundary conditions (5), (6). Here, D is defined in (2), P “ Ppx, yq is a
bounded, continuous real-valued function with compact support in Π and δ is a small
parameter. We assume in what follows that
suppP Ă r´R0, R0s ˆ r0, 1s and sup
px,yqPΠ
|P | ď 1,
where R0 is a fixed positive number.
We assume that N , γ, 0 are fixed and
ω “ ω, where ω “ ωN ´ ,
with  P r0, 0s according to 2(i).
Since the norm of the multiplication by δP operator in L2pΠq is less than δ we
derive from Theorem 3 the following
Theorem 5. The operator
D ` pδP ´ ωqI : X˘γ Ñ L˘γ pΠq
is an isomorphism for |δ| ď δ0, where δ0 is a positive constant depending on the norm
on the inverse operator pD ´ ωIq´1 : Lγ˘ pΠq Ñ Lγ˘ pΠq.
We introduce two new spaces for γ ą 0
H`γ “ tpu, v, u1, v1q : pu, v, u1, v1q P X`γ XX´γ u
and
H´γ “ tpu, v, u1, v1q : pu, v, u1, v1q P X`γ YX´γ u.
The norms in this spaces are defined by
||pu, v, u1, v1q;H˘γ ||2 “
ż
Π
e˘2γ|x|
´
|u|2 ` |v|2 ` |u1|2 ` |v1|2 ` |Dpu, v, u1, v1qt|2
¯
dxdy.
Note that, H`0 “ H´0 “ X0, where X0 was introduced in Sect. 2.1.
Let also Lγ˘ , γ ą 0, be two weighted L2-spaces in Π with the norms
||pu, v, u1, v1q;L˘γ ||2 “
ż
Π
e˘2γ|x|
´
|u|2 ` |v|2 ` |u1|2 ` |v1|2
¯
dxdy.
We define two operators acting in the introduced spaces
A˘γ “ A˘γ p, δq “ D ` pδP ´ ωqI : H˘γ Ñ L˘γ .
Some important properties of these operator are collected in the following
Theorem 6. The operators Aγ˘ are Fredholm and kerAγ` “ t0u, cokerAγ´ “ t0u.
Moreover
dim cokerA`γ “ dim kerA´γ “ 2N.
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Proof. The proof repeats reasoning presented in the proof of Theorem 3.2 in [7].
In the next theorem and in what follows, we fix four smooth functions, χ˘ “ χ˘pxq
and η˘ “ η˘pxq such that χ`pxq “ 1, χ´pxq “ 0 for x ą R0 and χ`pxq “ 0, χ´pxq “ 1
for x ă ´R0. Then let η˘pxq “ 1 for large positive ˘x, η˘pxq “ 0 for large negative
˘x and χ˘η˘ “ χ˘.
Let us derive an asymptotic formula for the solution to the perturbed problem
(36), (5), (6).
Theorem 7. Let f P Lγ` and let w “ pu, v, u1, v1q P Hγ´ be a solution to
pD ` pδP ´ ωqIqw “ f. (37)
satisfying (5), (6).Then
w “ η`
Nÿ
j“1
ÿ
τ“˘
Cτj w
τ
j ` η´
Nÿ
j“1
ÿ
τ“˘
Dτjw
τ
j `R,
where R P Hγ` .
Proof. The proof is analogous to the proof of Theorem 3.3 in [7].
3.2 The augumented scattering matrix
The scattering matrix is our main tool for the identification of the trapped modes.
Using the q-form, we define the incoming/outgoing waves. The scattering matrix is
defined via coefficients in this combination of waves. It is important to point out
that this matrix is often called augumented as it contains coefficients of the waves
exponentially growing at infinity as well. Finally, by the end of the section we define
a space with separated asymptotics and check that it produces a unique solution to
the perturbed problem.
Let
QRpw, w˜q “ qRpw, w˜q ´ q´Rpw, w˜q.
If w “ pu, vq and w˜ “ pu˜, v˜q are solutions to (36), (5), (6) for |y| ě R0, then using the
Green’s formula one can show that this form is independent of R ě R0. We introduce
two sets of localized waves at ˘8 waves, which we call outgoing and incoming (for
physical interpretation see Appendix B)
W˘k “ W˘k px, y; q “ χ˘pyqw˘k px, yq (38)
and
V ¯k “ V ¯k px, y; q “ χ˘pyqw¯k px, yq (39)
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with k “ 1, . . . , N . The reason for introducing this sets of waves is the property
QRpW τk ,W θj q “ iδk,jδτ,θ, QRpV τk , V θj q “ ´iδk,jδτ,θ (40)
where for j, k “ 1, . . . , N . Moreover,
QRpW τk , V θj q “ 0. (41)
Thus the sign of the Q product separates waves W and V .
In the next lemma we give a description of the kernel of the operator Aγ´ , which
is used in the definition of the scattering matrix.
Theorem 8. There exists a basis in kerAγ´ of the form
zτk “ V τk `
ÿ
θ“˘
ÿ
jPIκ
SjθkτW
θ
j ` z˜τk , (42)
where z˜τk P Hγ` . Moreover, the coefficients Sjθkτ “ Sjθkτ p, δq are uniquely defined.
Proof. The proof repeats the reasoning presented in the proof of Theorem 3.4 in [7].
The scattering matrix S is defined through the kernel of operator Aγ´ that is
through the formula (42).
3.3 The block notation
An important role in the construction of a trapped mode, is played by a part of the
scattering matrix defined within the block notation.
Let us write
W “ pW‚,W:q, V “ pV‚,V:q,
where
W‚ “ pW`1 ,W´1 , . . . ,W`N´1,W´N-1q, V‚ “ pV `1 , V ´1 , . . . , V `N´1, V ´N´1q,
and
W: “ pW`N ,W´N q, V: “ pV `N , V ´N q.
Equation (42) in the vector form reads
z “ V ` SW ` r (43)
with
z “ pz‚, z:q, r “ pr‚, r:q,
and
z‚ “ pz`1 , z´1 , .., z`N´1, z´N´1q P H´γ , r‚ “ pr`1 , r´1 , .., r`N´1, r´N´1q P H`γ , (44)
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z: “ pz`N , z´Nq P H´γ , r: “ pr`N , r´Nq P H`γ .
Here both vectors z and r have 2N elements. The matrix S “ Sp, δq is written in
the block form
S “
ˆ
S‚‚ S‚:
S:‚ S::
˙
.
The symmetry transformations T1, T2, T3 applied to waves (19), (31) gives
T1w
τ
j “ iw´τj , T3wτj “ eiκjLw´τj , j “ 1, 2, . . . , N, τ “ ˘,
T2w
τ
j “ ´τλj ` iκjω w
´τ
j , j “ 1, 2, . . . , N ´ 1, τ “ ˘
and
T2w
`
N “
λ2 ´ 1
2ω
w`N `
´2iκN ´ 1´ λ2
2ω
w´N ,
T2w
´
N “
´2iκN ` 1` λ2
2ω
w`N `
´λ2 ` 1
2ω
w´N .
The symmetry T1 leads to important properties of the matrix S, that are used later,
in Sect. 4.2, namely
Skτkτ “ Skp´τqkp´τq , Sjθkτ “ Skp´τqjp´θq , k, j “ 1, . . . , N, k ‰ j, τ, θ “ ˘,
that is illustrated in colorful bullets in Figure 3. In the case Ppx, yq “ Ppx, L ´ yq,
the symmetry T3 implies
SjθNτ “ 0 for N ´ j being an odd number
and
Sk`N´ “ Sk´N`, SN´k` “ SN`k´ .
The relations for symmetry T2 require the assumption Ppx, yq “ Pp´x, yq and are
more complicated. In our construction of a potential introducing a trapped mode in
Sect. 4.2, we use the symmetries T1 and T3 assuming Ppx, yq “ Ppx, L´ yq; however
we do not require Ppx, yq “ Pp´x, yq.
Relations (40) and (41) take the form
QpW,Wq “ iI , QpV,Vq “ ´iI QpW,Vq “ O. (45)
where I is the identity matrix and O is the null matrix of appropriate size.
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W+N W
 
N
W 1W
+
1 W
+
2 W
 
2 W
 
3W
+
3
V +3
V  3
V  1
V +1
V +2
V  2
V  N
V +N
. . .
...
...
Figure 3: Symmetries in the augumented scattering matrix S (only the part with S:‚ and S‚:
are considered). According to symmetry T1, the left bottom square has permuted elements of the
right top square: they are indicated in red and the permutation follows the arrows, that is the first
element is placed by the beginnings of arrows and the last by the ends. Similar permutations for
other squares are indicated in blue and yellow. From symmetry T3 follows that all the elements in
the green squares (every second square but not the right bottom square) are zero; moreover elements
within square with red elements that have green borders are equal, similarly for blue and yellow
elements.
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3.4 Properties of the scattering matrix
Proposition 3. The scattering matrix S is unitary.
Proof. From the Green’s formula Qpz, zq “ 0, that together with (45) gives
0 “ QpV ` SW,V ` SWq “ QpV,Vq `QpSW,SWq “ ´iI` iSS˚,
what furnishes the result.
Consider the non-homogeneous problem (37) with f P Lγ` pΠq. This problem has
a solution w P Hγ´ which admits the asymptotic representation
w “
Nÿ
j“1
ÿ
τ“˘
C1jτW
τ
j `
Nÿ
j“1
ÿ
τ“˘
C2jτV
τ
j `R, R P H`γ (46)
which is a rearrangement of the representation (47). This motivates the following
definition of the space Houtγ consisting of vector functions w P Hγ´ which admits the
asymptotic representation (46) with C2jτ “ 0. The norm in this space is defined by
||w;Houtγ || “
´
||R;H`γ ||2 `
Nÿ
j“1
ÿ
τ“˘
|C1jτ |2
¯1{2
.
Now, we note that the kernel in Theorem 8 can be equivalently spanned by
Zτk “ W τk `
ÿ
θ“˘
Nÿ
j“1
S˜jθkτV
θ
j ` Z˜τk , Z˜τk P H`γ ,
where the incoming and outgoing waves were interchanged (compare with (42)) and
S˜ is a scattering matrix corresponding to that exchange.
Theorem 9. For any f P Lγ` pΠq, problem (37) has a unique solution w P Houtγ and
the following estimate holds
||w;Houtγ || ď c||f ;L`γ pΠq||,
where the constant c is independent of  P r0, N s and |δ| ď δ0. Moreover,
iC1jτ “
ż
Π
f ¨ Zτj dxdy. (47)
Proof. The proof is analogous to the proof of Theorem 3.5, presented in [7].
We represent S as
S “ I` s, or, equivalently, Skθjτ “ δk,jδτ,θ ` skθjτ .
Theorem 10. The scattering matrix Sp, δq depends analytically on small parameters
 P r0, N s and δ P r´δ0, δ0s. Moreover,
skθjτ “ iδ
ż
Π
Pwτj ¨wθkdxdy `Opδ2q. (48)
Proof. The proof follows the idea of the proof of Theorem 3.6 in [7].
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4 Trapped modes
4.1 Necessary and sufficient conditions for the existence of trapped mode
solutions
Let us first introduce a value d which is crucial for the formulation of the necessary
and sufficient condition for the existence of trapped modes
dpq “ λ ` 1
λ ´ 1 “ ´1´ i2
?

?
2ωN `Opq, |d| “ 1. (49)
Theorem 11. Problem (36) with boundary conditions (5), (6) has a non-trivial so-
lution in X0 (a trapped mode), if and only if the following matrix is degenerate
S:: ` dpεqΥ, Υ “
ˆ
0 1
1 0
˙
.
Proof. A trapped mode w P X0, is a solution to (36) with boundary conditions (5),
(6), so certainly w P kerA´γ and hence
w “ apV ` SW ` rqJ,
where a “ pa‚, a:q P C2N and V, W and r are the vector functions from the represen-
tation of the kernel of A´γ in (43). Using the splitting of vectors and the scattering
matrix in ‚ and : components, we write the above relation as
w “ a‚pV‚ ` S‚‚W‚ ` S‚:W: ` r‚qT ` a:pV: ` S::W: ` S:‚W‚ ` r:qJ.
The first term in the right-hand side contains waves oscillating at˘8 and to guarantee
the vanishing of this term we must require a‚ “ 0. Since r vanishes at ˘8, a trapped
mode w P X0 has a representation with
a:pV: ` S::W: ` S:‚W‚qJ is vanishing at ˘8. (50)
From the representations (31) and (50), matching the coefficients for the increasing
exponents at ˘8 we arrive at
a1
2N
λ ` 1
λ
` pa1, a2qS::
´
0,
1
2N
λ ´ 1
λ
¯J “ 0, (51)
a2
2N
λ ` 1
λ
` pa1, a2qS::
´ 1
2N
λ ´ 1
λ
, 0
¯J “ 0, (52)
where a: “ pa1, a2q. Using the definition of dpq in (49), we write equations (51) and
(52) as
a:
´
S:: ` dpqΥ
¯
“ 0. (53)
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Now, using the condition (53), the unitarity property of matrix S and a‚ “ 0, we get
|a:|2 “ |a|2 “ |Sa|2 “ |a:S:‚|2 ` |a:S::|2 “ |a:S:‚|2 ` |da:|2.
Since |d| “ 1, we have a:S:‚ “ 0 and so w with asymptotic representation (50) does
not contain any oscillatory waves and is vanishing at ˘8.
4.2 Proof of Theorem 1
In this section, we construct an example potential, that produces a trapped mode.
The potential is extracted from the asymptotic analysis of a set of conditions posed
on the scattering matrix S. The crucial condition concerns the augumented part of
the scattering matrix S and arrives from Theorem 11
detpS:: ` dΥq “ 0. (54)
To distinguish between small and big elements in the asymptotic analysis, let us
introduce the following notation
dpq “ ´eiσ, S “ I` s , s “: iδs, (55)
where
σ “ ?2?2ωN `Op3{2q, (56)
from expansion (49). From (48), s is of order δ and hence s in (55) is of order 1.
Now, we have three small parameters , σ and δ.
To resolve the condition (54), let us list the properties of the scattering matrix S.
First of all, the symmetry T1 is valid for any choice of potential P , provided it is a
real-valued function. This symmetry imposes the following relations on the elements
of the matrix s:
sjτNθ “ sNp´θqjp´τq , j “ 1, . . . , N ´ 1, τ, θ “ ˘, (57)
sN`N` “ sN´N´. (58)
Those relations are illustrated in the sketch of the scattering matrix S in Figure 3.
Secondly, requiring the symmetry of the potential Ppx, yq “ Ppx, L ´ yq, all the
elements of the matrix S that are odd functions of y with respect to L
2
vanish. We
identify those elements using the symmetry T3 (Figure 3).
Taking into account the unitarity property of the matrix S and all the above listed
properties, we seek for P and small δ ą 0 that satisfy the relations
sjτN` “ 0, sN`N´ “ 0 (59)
with τ “ ˘, j P IndS, where
IndS “
#
j “ 1, 3, . . . , N ´ 1 when N is even,
j “ 2, 4, . . . , N ´ 2 when N is odd.
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This choice together with the unitarity property and symmetries (57), (58) yield
sjτN´ “ 0, sN`jτ “ 0, , sN´jτ “ 0, sN´N` “ 0,
with τ “ ˘, j “ 1, 2, . . . , N ´ 1 and
|1` iδsN`N`| “ 1.
Thus condition (54) becomes
1` iδsN`N` “ ˘d,
that is equivalent to
=p1` iδsN`N`q “ ˘=d. (60)
To solve this equation, we fix the last small parameter
δ “ sinσ,
that according to the expansion (56) gives δ “ ?Cdp1 ` Opqq with Cd “ 2?2ωN
and (60) becomes
<psN`N`q “ ˘1,
In particular, we seek for the potential P so that
<psN`N`q “ 1, (61)
together with (59). Let us use the asymptotic formula
skθjτ pδPq “
ż
Π
Pwτj ¨wθkdxdy `Opδq (62)
with j, k “ 1, 2, . . . , N and τ, θ “ ˘ which follows from (48) and (55).
Getting together the set of conditions (59) and (61), we obtain the following
system of 2pN `1q`3 equations when N is even and of 2pN ´1q`3 equations, when
N is odd
<sjτN`pδPq “ 0, =sjτN`pδPq “ 0, j P IndS, τ “ ˘, (63)
<sN`N´pδPq “ 0, =sN`N´pδPq “ 0, (64)
and
<
´
sN`N`pδPq
¯
“ 1. (65)
To unite the notation, we introduce the set of indeces:
Ind “
!
α “ pj, τ,Ξq : j P IndS; τ “ t`,´u; Ξ “ t<, =u;
j “ N ; τ “ ´; Ξ “ t<, =u; j “ N ; τ “ `; Ξ “ <
)
. (66)
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The indices with j P IndS are related to equation (63), the indices with j “ N, τ “ `
correspond to (64) and the last index pN,`,<q corresponds to (65). We are looking
for the potential having the following from:
Ppx, yq “ Φpx, yq `
ÿ
αPInd
ηαΨαpx, yq
where the functions Φ, tΨαuαPInd are continuous, real valued with compact support
in r´R0, R0s ˆ r0, 1s. The functions are assumed to be fixed and are subject to a set
of conditions that are presented later on in this section. The unknown coefficients
tηαuαPInd can be chosen from the Banach Fixed Point Theorem. Using indices Ind
(66) and the asymptotic form of the scattering matrix (62) we define
sα :“ ΞsN`jτ , α ‰ pN,`,<q; sα :“ <psN`N`q, α “ pN,`,<q
and
υα :“ Ξ
´
wτj ¨w`N
¯
, α ‰ pN,`,<q; υα :“ w`N ¨w`N , α “ pN,`,<q.
This enables us to write equations (63), (64) and (65), first in the scalar form
sα
´
δpΦ`
ÿ
βPInd
ηβΨβq
¯
“
ż
Π
pΦ`
ÿ
βPInd
ηβΨβqυαdxdy ´ δµαpδ,ηq “ 0, α P Ind,
and then combine to a matrix form
Mpδ,ηq :“ Φ`Aη ´ δµpδ,ηq “ δαpN,`,<q, (67)
with a vector function M “ tMαuαPInd, a vector Φ “ tΦαuαPInd with the elements
Φα “
ż
Π
Φυαdxdy, (68)
the matrix A “tAβαuα,βPInd given by
Aβα “
ż
Π
Ψβυαdxdy,
a vector η “ tηαuαPInd with real unknown coefficients and a vector function µ “
tµαuαPInd that depends on δ and η analytically (analyticity follows form Theorem
10).
Our goal is to solve system (67) with respect to η. We reach it in three steps.
First, we eliminate the constant ”1” on the right-hand side of (67), as δαpN,`,<q “ 1
for α “ pN,`,<q, by an appropriate choice of function Φ. Secondly, we choose the
functions tΨαuαPInd in such a way that A is a unit and our system becomes nothing
more than η “ fpηq (with a certain small function f) and is solvable due to the
Banach Fixed Point Theorem.
The choice of function Φ is the following
Φα “ 0, α ‰ pN,`,<q; Φα “ 1, α “ pN,`,<q (69)
and it is possible due to the following lemma.
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Lemma 1. When 2L is not a natural number, then functions
<w`N ¨wτj , =w`N ¨wτj , <w´N ¨w`N , =w´N ¨w`N , w`N ¨w`N (70)
with j P IndS, τ “ ˘ are linearly independent.
Proof. We first note that functions (70) continuously depend on , so for the proof
of linear independence, it is enough to consider the limit case  “ 0. Using the
expressions (19) for the oscillatory waves wτj and the formulas (31) for the exponential
waves w`N and w
´
N with their asymptotic behaviour (25), (26), we can write
w`N ¨wτj “ e´τiλjxajpyqpCjτ1 ` xCjτ3 ` ipCjτ2 ` xCj4qq,
with τ “ ˘ and j P IndS or separating real and imaginary parts
<w`N ¨wτj “ ajpyq
´
pCjτ1 ` xCjτ3 q cospλjxq ` τpCjτ2 ` xCj4q sinpλjxqq, (71)
=w`N ¨wτj “ ajpyq
´
pCjτ2 ` xCj4q cospλjxq ´ τpCjτ1 ` xCjτ3 q sinpλjxqq, (72)
and for the expoential waves
<w`N ¨w´N “
ωN
L
p´4x2 ` 4signpκNq
ωN
x´ 2
ω2N
` 4q, (73)
=w`N ¨w´N “
ωN
L
p8x´ 4signpκNq
ωN
q, (74)
w`N ¨w`N “
ωN
L
p2x2 ´ 2signpκNq
ωN
x` 1
ω2N
` 2q, (75)
with
ajpyq “ ωN
4Lλj
cos
´
pκN ´ κjqy
˘ “ ωN
4Lλj
cosppi
L
pN ´ jqyq (76)
being an even function with respect to L
2
, and constants
Cjτ1 “ 1` signpκjqκjω `
τλj
ω2
, Cjτ2 “ signpκjqτλjω ´
κj
ω
,
Cjτ3 “ ´signpκjqτλjω , C
j
4 “ 1` signpκjqκjω .
From the form (76), functions tajpyqujPInd are linearly independent. Still for a fixed j
, functions <w`N ¨w`j , <w`N ¨w´j , =w`N ¨w`j , =w`N ¨w´j in (71) and (72) could be lin-
early dependent, as they are linear combinations of four types of functions cospλjxq,
x cospλjxq, sinpλjxq and x sinpλjxq. However this possiblity is ruled out as the deter-
minant with the coefficients of the composite functions cospλjxq, x cospλjxq, sinpλjxq
and x sinpλjxq is non-zero. It follows that (71) and (72) are linearly independent.
Finally the functions (73), (74), (75) belong to t1, x, x2u and are linear independent
as <w`N ¨w´N ` 2w`N ¨w`N “ 8.
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By Lemma 1, all the functions vα in (68) are linearly independent. It follows that
it is possible to choose Φ so that (69) holds and equations (67) is
Aη ´ δµpδ,ηq “ 0. (77)
Now we set matrix A to be unit, that is its elements fulfill the conditions
Aβα “ δα,β, α, β P Ind. (78)
Again using Lemma 1, it is possible to choose functions tΨαuαPInd so that the condi-
tions (78) are fulfilled and (77) reads
η “ δµpδ,ηq. (79)
Now, as δ is small, the operator on the right hand side of equation (79) is a contraction
operator, moreover µ is analytic in δ and η so from Banach Fixed Point Theorem
equation (79) is solvable for η.
We have just shown that it is possible to choose functions Φ, tΨαuαPInd and tune
parameters η in such a way that the potential P produces a trapped mode.
A numerical example of a potential (leading term Φ) that produces a trapped
mode is
Ppx, yq « Φpx, yq “ e´p y´0.670.2 q2p0.54e´px`0.14q2 ´ e´px`0.32q2 ` 0.54e´px`0.49q2q
for a nanoribbon of width L “ 1.33 (L
2
“ 0.67) and energy ω « ω2 “ 1.57.
4.3 Proof of Theorem
In this section, we present the proof to the theorem about the multiplicity of the
Trapped modes. We show that (i) there are no trapped modes for energies that are
slightly bigger than the thresholds or are far from the thresholds, (ii) the multiplicity
of a trapped mode, for energies slightly less than a threshold, is no more than one.
Proof. (i) Assume the contrary: there exist a trapped mode solution, which belongs
to X0. According to the Theorem 7 and Proposition 2 (ii), λ in the strip t|=λ| ď γu,
in the exponential factor of the solutions (10), (14),
wpx, yq “ eiλxpUpyq,Vpyq,U 1pyq,V 1pyqq
are real, it follows that w P Hγ` . However according to the Theorem 5, the operator
D ` pδP ´ ωqI : Xγ˘ Ñ Lγ˘ pΠq is an isomorphism, it follows that the only solution
to
´
D ` pδP ´ ωqI
¯
w “ 0 is w “ 0.
(ii) There exists at least one trapped mode given in Sect. 1. Assume now, that
we have two trapped modes w1 ‰ w2. From Theorem 7 and Proposition 2 (i), which
states that there are exactly two solutions wpx, yq “ eiλxpUpyq,Vpyq,U 1pyq,V 1pyqq
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with complex λ in the strip t|=λ| ď γu, it follows that the trapped mode is of the
form
wj “ CjeiλxpU`Npyq,V`Npyq,U 1`N pyq,V 1`N pyqq
`Dje´λxpU´N pyq,V´Npyq,U 1´N pyq,V 1´N pyqq `Rj,
with j “ 1, 2 and Rj P Hγ` . Consider the following linear combination of trapped
modes ω1 and ω2
w3 “ w1 ´ C1
C2
w2 “ pD1 ´ C1
C2
D2qe´iλ´ xpU´N pyq,V´Npyq,U 1´N pyq,V 1´N pyqq
` pR1 ´ C1
C2
R2q P X`γ ,
however form Theorem 5 as the operator D ` pδP ´ ωqI : Xγ` Ñ Lγ` pΠq is an
isomorphism, it follows that w1 “ C1C2w2.
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A Norm
Proof. Let us consider only a part of
ş
Π
|Dpu, v, u1, v1qJ|2dxdy, that contains elements
with functions u and u1, namelyż
Π
|piBx ´ Byqu|2 ` |p´iBx ´ Byqu1|2dxdy
“
ż
Π
´
|∇u|2 ` |∇u1|2
¯
dxdy ` i
ż
Π
´
uxuy ´ uyux ´ u1xu1y ` u1yu1x
¯
dxdy.
We show that due to the boundary conditions (5) and (6)ż
Π
´
uxuy ´ uyux ´ u1xu1y ` u1yu1x
¯
dxdy “ 0.
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Using integration by parts, we getż
Π
´
uxuy ´ uyux ´ u1xu1y ` u1yu1x
¯
dxdy “
ż `8
´8
uxu´ uux ´ u1xu1 ` u1u1x
ˇˇˇL
0
dx
“
ż `8
´8
ˆ
uxpx, Lq
´
upx, Lq ´ iei2piLu1px, Lq
¯
´ uxpx, Lq
´
upx, Lq ` ie´i2piLu1px, Lq
¯
´uxpx, 0q
´
upx, 0q ´ iu1px, 0q
¯
` uxpx, 0q
´
upx, 0q ` iu1px, 0q
¯˙
dxdy “ 0,
where the last two equalities are consequence of the boundary conditions (5) and (6).
In a similar way, one can show that the remaining part of
ş
Π
|Dpu, v, u1, v1qJ|2dxdy,
that contains elements with functions v and v1 isż
Π
´
|piBx ` Byqv|2 ` |p´iBx ` Byqv1|2
¯
dxdy “
ż
Π
´
|∇v|2 ` |∇v1|2
¯
dxdy,
consequentlyż
Π
|Dpu, v, u1, v1qJ|2dxdy “
ż
Π
´
|∇u|2 ` |∇u1|2 ` |∇v|2 ` |∇v1|2
¯
dxdy.
B The Mandelstam radiation condition
Here we want to clarify the splitting of waves in two classes (outgoing/incoming)
according to the appearance of the ˘i in (29). To do this we use the Mandelstam
radiation conditions which defines outgoing and incoming waves by the direction of
the energy transfer [8, 13, 16].
Let us write the original system (1) in the form
Dw “ iBtw, w “ e´iωtw, w “ pu,v,u1,v1q. (80)
The energy flux through the boundary is defined as
´ d
dt
ż
Ω
|Btw|2dxdy.
Using relations (80) and performing partial integration we get
´ d
dt
ż
Ω
|Btw|2dxdy “ ´|ω|2
ż
Ω
´
wBtw `wBtw
¯
dxdy
“ ´|ω|2
ż
Γ
´
uv ` vu´ pu1v1 ` v1u1q,´ ipuv ´ vu` u1v1 ´ v1u1q
¯
¨ pnx, nyqds,
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where Γ is the boundary of area Ω. Consider the energy flux through the cross-section,
that is choose pnx, nyq “ p1, 0q, then the last formula is equal to
´ d
dt
ż
Ω
|Btw|2dxdy “ ´|ω|2
ż L
0
´
uv ` vu´ pu1v1 ` v1u1q
¯
dy “ ´i|ω|2qpw,wq,
where the last equality comes from the the definition of q-form (27). Accordingly the
energy transfer along the nanoribbon is proportional to ´iq, which is ˘1 for q “ ˘i.
It follows that the value of the q-form defines direction of wave propagation, namely
q “ i describes waves propagating from from ´8 to `8 and q “ ´i those from `8
to ´8. This leads to the definition of outgoing/incoming waves (38), (39) as those
travelling to ˘8 and from ˘8 .
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