The ability to learn and exploit environmental regularities is important for many aspects of skill learning, of which language may be a prime example. Much of such learning proceeds in an implicit fashion, that is, it occurs unintentionally and automatically and results in knowledge that is difficult to verbalize explicitly. An important research goal is to ascertain the underlying neurocognitive mechanisms of implicit learning abilities and understand its contribution to perception, language, and cognition more generally. In this article, we review recent work that investigates the extent to which implicit learning of sequential structure is mediated by stimulus-specific versus domain-general learning mechanisms. Although much of previous implicit learning research has emphasized its domain-general aspect, here we highlight behavioral work suggesting a modality-specific locus. Even so, our data also reveal that individual variability in implicit sequence learning skill correlates with performance on a task requiring sensitivity to the sequential context of spoken language, suggesting that implicit sequence learning to some extent is domain-general. Taking into consideration this behavioral work, in conjunction with recent imaging studies, we argue that implicit sequence learning and language processing are both complex, dynamic processes that partially share the same underlying neurocognitive mechanisms, specifically those that rely on the encoding and representation of phonological sequences.
Introduction
An essential characteristic of skill learning is the necessity of encoding, representing, and/or producing structured sequences. Because the environment is characterized by the regular and coherent occurrence of sounds, objects, and events, any organism that can usefully encode and exploit such structure will have an adaptive advantage. Language and communication are excellent examples of structured se-quential domains to which humans are sensitive. That is, spoken and written language units (letters, phonemes, syllables, words, etc.) each adhere to a semiregular, sequential structure that can be defined in terms of statistical or probabilistic relationships (Rubenstein, 1973) . Sensitivity to such probabilistic information in the speech stream can improve the perception of spoken materials in noise; the more predictable a sentence is, the easier it is to perceive (Kalikow et al., 1977 ; see also Miller & Selfridge, 1950) . The presence of probabilistic, structured patterns is found in almost all aspects of our interaction with the world, whether it be in speaking, listening to music, learning a tennis swing, or perceiving complex scenes.
How the mind, brain, and body encode and use structure that exists in time and space remains a formidable challenge for the cognitive and neural sciences (Port & Van Gelder, 1995) . This issue has begun to be elucidated through the study of "implicit" learning (Cleeremans, Destrebecqz, & Boyer, 1998; Conway & Christiansen, 2006; Reber, 1993; Perruchet & Pacton, 2006) . Implicit learning involves automatic learning mechanisms that are used to extract regularities and patterns distributed across a set of exemplars, typically without conscious awareness of the regularities being learned. Implicit learning is believed to be important for many aspects of skill learning, problem solving, and language processing.
One important research goal is to establish whether implicit learning is subserved by a single, domain-general mechanism that applies across a wide range of tasks, input, and domains, or instead consists of multiple taskor stimulus-specific subsystems. This is especially important if we are to usefully apply knowledge gained from laboratory studies of implicit learning to more real-world examples of language and skill learning. Two bodies of evidence have favored the former conclusion. First, many studies have demonstrated implicit learning across a wide range of stimulus domains and tasks, including but not limited to speech-like stimuli (Gomez & Gerken, 1999; Saffran, Aslin, & Newport, 1996) , tone sequences (Saffran, Johnson, Aslin, & Newport, 1999) , visual scenes and geometric shapes (Fiser & Aslin, 2001; Pothos & Bailey, 2000) , colored light displays (Karpicke & Pisoni, 2004) , and visuomotor sequences (Cleeremans & McClelland, 1991) . Second, other studies using the artificial grammar learning (AGL) paradigm (Reber, 1967) have shown that participants can transfer their knowledge gained from one stimulus domain (e.g., visual symbols) to a different domain (e.g., nonsense syllables) if the underlying rule structure is the same (Altmann, Dienes, & Goode, 1995; Brooks & Vokey, 1991; Gomez & Gerken, 1999; Reber, 1969) . Thus, implicit learning is argued to result in knowledge representations that are abstract or amodal in nature, independent of the physical qualities of the stimulus (Reber, 1993) .
Despite this apparent evidence for a single, domain-general, and amodal implicit learning skill, there is reason to believe that implicit learning may be at least partly mediated by a number of separate specialized neurocognitive mechanisms. First, many views of the mind encompass to a greater or lesser extent the notion of functional specialization (Barrett & Kurzban, 2006; Fodor, 1983) . As an example, working memory (Baddeley, 1986) consists in part of multiple, modality-specific processing components. Second, some of the transfer of knowledge data discussed above may suffer from methodological concerns (Redington & Chater, 1996) ; even if one disregards such concerns, it is not immediately clear that the results necessarily support the notion of amodal knowledge gained through implicit learning. Third, the fact that implicit learning has been demonstrated across numerous input types and tasks does not necessarily imply a single, domaingeneral system. It is just as possible logically that there may exist multiple implicit learning subsystems that all have similar computational principles, but that only some are engaged for specific task and input demands (Conway & Christiansen, 2005; Goschke, 1998; Seger, 1998) . Finally, consistent with a multiple subsystems perspective, correlational analyses suggest that implicit learning is relatively task-specific (Feldman, Kerr, & Streissguth, 1995; Gebauer & Mackintosh, 2007) .
In the first section below, we review recent behavioral work that examines the issues of domain-generality and modality-specificity in implicit learning. Our investigations explore the effect of sensory modality on implicit learning of sequential structures and the contribution of such abilities to language processing. Following the presentation of these studies, we review recent neural evidence that further illuminates the underlying neurocognitive basis of implicit sequence learning. Finally, we integrate the behavioral and imaging data and offer an account of the relation between implicit learning and language processing.
Cognitive Basis of Implicit Learning

Recent Behavioral Studies
The following three studies all use the artificial grammar learning (AGL) methodology (Reber, 1967) . In a standard AGL task, a finitestate grammar is used to generate stimuli that conform to particular rules that determine the order in which each element of a sequence can occur (Fig. 1) . Participants are exposed to the rule-governed stimuli under incidental and unsupervised learning conditions. Following exposure, participants' knowledge of the complex sequential structure is tested by giving them a test in which they must decide whether a set of novel stimuli follow the same rules or not. Generally, participants display adequate knowledge of the sequential structure despite having very little explicit awareness of what the underlying "rules" are; in fact, most participants report they were guessing during the test task. The similarities between implicit learning of artificial grammars and language acquisition are notable: both appear to involve the automatic extraction of sequential structure from a complex input domain that results in knowledge that is difficult to verbalize explicitly (Cleeremans et al., 1998; Reber, 1967) .
In the following sets of studies, we examine three important issues: the nature of modality constraints affecting implicit learning, the question of whether learning is mediated by multiple, independent learning mechanisms, and the extent to which implicit learning is a fundamental component of language-processing abilities.
Modality Constraints
To rigorously examine the effect of modality in implicit learning, we had three groups of participants engage in an AGL task, each assigned to a different sense modality: audition, vision, or touch (Conway & Christiansen, 2005) . In Figure 1 . An example of an artificial grammar used to generate sequences in implicit learning experiments. To generate a sequence, the experimenter follows the paths of the grammar and notes the sequence of numbers that are encountered. For instance, the sequence 3-4-2-4-1 is grammatical with respect to this grammar, whereas the sequence 4-1-3-2-2 is not. The numbers 1-4 are then mapped onto stimulus elements needed for the experiment in question, allowing for the generation of a set of structured patterns occurring in virtually any stimulus modality or dimension as needed (tones, nonsense syllables, visual patterns, etc.).
these experiments, our strategy was to incorporate comparable experimental procedures and materials in the three sensory conditions in order to ensure a valid comparison of learning across modalities. These studies were also the first investigation of implicit learning in the tactile domain, a realm that had been previously ignored in earlier research.
Tactile stimulation was accomplished via vibrotactile pulses delivered to participants' five fingers of one hand (Fig. 2) . The sequence pulses were generated from a finite-state grammar, where each element of the grammar corresponded to a pulse delivered to a particular finger. Each sequence generated from the grammar thus represented a series of vibration pulses delivered to the fingers, one finger at a time. For the visual group, visual sequences consisted of black squares appearing at different spatial locations, one at a time. Auditory sequences were composed of tone patterns. Like the vibrotactile sequences, the visual and auditory stimuli were nonlinguistic and thus participants could not easily rely on a verbal encoding strategy. The test results, which assess the ability to classify correctly novel sequences as being generated from the same grammar, revealed that visual learning performance was nearly identical to tactile learning (about 62%), whereas auditory learning was much higher than either tactile or visual learning (75% correct; Fig. 3 ). These data suggest a commonality among tactile, visual, and auditory implicit sequence learning: all three senses were able to mediate the encoding of the structured input. However, one striking difference among the senses was that the auditory performance was substantially (and significantly) greater than the other two modalities (75% vs. 62%). Thus, it appears that in this task, auditory implicit learning was more efficient than both tactile and visual learning. This is in accord with previous research emphasizing audition as being superior among the senses in regard to temporal processing tasks in general (e.g., Freides, 1974; Handel & Buffardi, 1969) .
We were also interested in determining whether there were any other more subtle differences in learning across the senses. Additional analyses revealed that tactile learners were most sensitive to information at the be- ginning of a sequence, auditory learners were most sensitive to information at the end of a sequence, and visual learners displayed no biases toward either the beginning or the ending of the sequences. We determined this by comprehensively examining all training and test sequences in terms of their statistical structure. Learners in the tactile condition were more likely to make their classification judgments based on the extent to which a test sequence had statistical structure consistent with training items at the beginning of the sequence whereas auditory learners focused on structure at the endings of the sequences.
Taken together, the results from these experiments, confirmed and expanded in additional work (Conway & Christiansen, in press ), suggest that not only does auditory implicit learning have a quantitative advantage over tactile and visual learning, but also that there may be qualitative differences in implicit learning among the three modalities. Specifically, tactile learning appears to be more sensitive to statistical structure at the beginnings of sequences, whereas auditory learning may be more sensitive to final-item structure. These biases suggest that each sensory system may apply slightly different computational strategies when processing sequential input. The auditory-recency bias is interesting because it mirrors findings on the modality effect in serial recall, in which a more pronounced recency effect (i.e., greater memory for items at the end of a list) is obtained with auditory lists as compared with visual lists (e.g., Crowder, 1986) . This may indicate that similar constraints affect both explicit encoding of serial input and implicit learning of statistical structure. In both cases, learners appear to be more sensitive to auditory material at the end of a structured sequence or list of items.
Independent Stimulus-Specific Learning Mechanisms?
We recently attempted to determine whether implicit sequence learning consists of a single learning mechanism or multiple mechanisms that may operate simultaneously for different kinds of input or tasks (Conway & Christiansen, 2006) . In order to distinguish between these two alternatives, we employed a dual-grammar, modified crossover AGL design. In a standard crossover design (see Redington & Chater, 1996) , half of the participants are exposed to items from one grammar (e.g., grammar A) in the exposure phase, and then in the test phase must judge among items from both grammars A and B. The other half of participants receive grammar B at exposure but get the same test items as the first half of participants (from both grammars A and B). The novel modification we added is the inclusion of the second grammar during the acquisition phase. Thus, participants receive stimuli generated from both grammars A and B and are tested on novel stimuli also generated from both A and B. With this dual-grammar design, it is possible to assess to what extent learners can extract sequential structure from multiple input streams simultaneously; furthermore, we can test whether dualgrammar learning is easier or harder when both input streams are in the same sensory modality or same perceptual dimension.
In our study, participants viewed a subset of sequences from both grammars, arranged randomly. One grammar (A) was presented in the auditory modality as tone sequences. The other grammar (B) was presented as visual se- quences of colored patches in the center of the screen. After the acquisition phase, participants received novel sequences from both grammars, with some participants receiving visual sequences and others auditory. Like the standard AGL procedure, participants were told to classify each test sequence in terms of whether it followed the same underlying rules that generated the previous stimuli. This dualgrammar crossover design allowed us to assess to what extent learning two streams of sequential structure can occur simultaneously and independently of one another. In a second experiment, we varied the stimulus format of the two input streams, presenting both within the same sense modality but instantiated along two different perceptual dimensions (e.g., tones vs. nonwords or color sequences versus shape sequences). In a third experiment, both grammars were instantiated in the same perceptual dimension (e.g., two sets of nonword vocabularies or two sets of shape vocabularies).
The overall results are presented in Figure 4 for each of the three experimental dualgrammar conditions (black bars): across modality, within modality, and within the same perceptual dimension. We also compared performance levels with a different group of participants who received only one grammar at acquisition but were tested with the same stimulus materials that the dual-grammar participants received (white bars). This allowed us to assess to what extent learning two grammars proceeds as well as how learning one grammar proceeds for each of the three experimental input conditions. As Figure 4 shows, for the across-modality condition participants learned the two input structures, visual and auditory, quite well. In fact, the dual-grammar learning performance levels were actually higher than the performance of the single-grammar learners. These data suggest that participants learned the structural regularities from two artificial grammars in two different sense modalities just as well as if they had learned only one grammar alone, suggesting that the underlying learning systems operate simultaneously and independently of one another. For the other two input conditions, the results revealed that performance dropped slightly for the withinmodal condition in which the two grammars were in the same sense modality, and performance broke down completely when the grammars were in the same perceptual dimension (Fig. 4) .
Overall, the data revealed, quite remarkably, that participants were just as adept at learning structural regularities from two input streams as they were with one, as long as the two input types were in different sense modalities or perceptual dimensions. These findings suggest the operation of parallel, independent learning mechanisms that each handle a specific type of perceptual input, such as shapes, colors, tones, or word-like sounds (Goschke, Friederici, Kotz, & van Kampen, 2001; Keele, Ivry, Mayr, Hazeltine, & Heuer, 2003) .
Contribution to Language Processing
Although it is commonly assumed that implicit learning is important for language processing, the evidence directly linking the two is equivocal. One approach is to assess languageimpaired individuals on a putatively nonlinguistic implicit learning task; if the group shows a deficit on the implicit learning task, this result is taken as support for a close link between the two cognitive processes. Using this approach, some researchers have found an implicit sequence learning deficit in dyslexics (Howard, Howard, Japikse, & Eden, 2006; Menghini, Hagberg, Caltagirone, Petrosini, & Vicari, 2006; Vicari, Marotta, Menghini, Molinari, & Petrosini, 2003) , whereas others have found no connection between implicit learning, reading abilities, and dyslexia (Kelly, Griffiths, & Frith, 2002; Rüsseler, Gerth, & Münte, 2006; Waber et al., 2003) . At least with regard to reading and dyslexia, the role of implicit learning is not clear (though also see Bennett et al., this volume, Folia et al., this volume, and Stoodley et al., this volume) .
Given the data described previously, one complication with establishing an empirical link between implicit learning and language processing becomes apparent. If implicit learning involves multiple subsystems that each handle different types of input (e.g., Conway & Christiansen, 2006; Goschke et al., 2001; Seger, 1998) , then it is possible that some implicit learning systems (e.g., perhaps those handling phonological sequences) may be more closely involved with language acquisition and processing than others. To elucidate these issues, participants engaged in two AGL tasks, one using color patterns and the other using non-color spatial patterns, followed by a spoken sentence perception task (Conway, Karpicke, & Pisoni, 2007) . For the AGL tasks, we used a procedure wherein participants observed a visual sequential pattern and then attempted to recall and reproduce the pattern by pressing appropriate buttons on a touch-screen monitor (Pisoni & Cleary, 2004) . Implicit learning was assessed to the extent that serial recall for rule-governed sequences improves relative to non-structured sequences (Karpicke & Pisoni, 2004; Miller, 1958) . This procedure has an advantage over traditional AGL performance scores because it provides a more valid assessment of implicit learning by relying on an indirect rather than direct measure of performance (Redington & Chater, 2002) . Additionally, the use of the two types of visual sequences, colored patterns or noncolored spatial patterns, allowed us to examine possible differences for stimuli that differ in ease of verbal encoding.
The language-processing task involved participants listening to spoken sentences under degraded listening conditions and then identifying and writing down the final word in each sentence. Crucially, the sentences varied in the predictability of the final target word (see Kalikow et al., 1977 and Clopper & Pisoni, 2006) . Three types of sentences were used: high-predictability (HP), low-predictability (LP), and anomalous (AN). HP sentences had a final target word that is predictable given the semantic context of the sentence (e.g., "her entry should win first prize"); LP sentences had a target word that is not predictable given the semantic context of the sentence (e.g., "the man spoke about the clue"). AN sentences follow the same syntactic form as the HP and LP sentences, but the content words have been placed randomly to create semantically anomalous sentences (e.g., "the coat is talking about six frogs"). In this way, we were able to assess whether implicit sequence learning that is or is not phonologically mediated correlated with spoken language perception under degraded listening conditions for sentence materials that vary in their probabilistic structure. We first review the results for the color sequence learning task. The results revealed that performance on this task was significantly correlated with language-processing performance for the HP (r = .48) and LP (r = .56), but not for anomalous sentences (Fig. 5) . Importantly, only participants' learning score on the sequencing task, not serial recall performance in general, correlated with the language task. That is, the contribution to language processing that we have demonstrated is not due merely to serial recall abilities, which has shown to be related to language development (Baddeley, 2003) . It was only when we assessed how much memory span improved for grammatically consistent sequences did we find a significant correlation. Thus, what is important is the ability to implicitly acquire knowledge about structured sequential patterns, not just the ability to encode and recall a sequence of items from memory.
Of interest, the sequence learning task that did not involve color sequences was not significantly correlated with performance on any of the sentence processing tasks (r's < .38). Whereas the sequences from the color learning task are very readily verbalized and coded into phonological forms (e.g., "red-blue-yellowred"), those from the other task are not because they emphasize visual-spatial attributes. Thus, it is possible that implicit learning of phonological representations, not just spatiotemporal events more generally, contribute to success on the language-processing task. To examine this prediction further, we used a postexperiment debriefing on the noncolor learning task to divide participants into two groups: those who attempted to encode sequences using some kind of verbal code, such as labeling each of the four spatial positions with a digit (1-4; "phonological coders") and those who indicated they did not use a verbal code during the task ("nonphonological-coders"). We then assessed correlations between these two groups' learning scores and language perception measures and found that although none of the correlations quite reached statistical significance (presumably due to a lack of statistical power; N 's = 12, 8), the difference in the correlations between the two groups was quite striking. The correlation results for the phonological coders and the noncoders are shown in Figures 6 and 7 , respectively. Phonological coders' performance on the sequence task was positively correlated with their performance on the language task (r's = .43, .28, .44, for the HP, LP, and AN sentences, respectively), whereas the correlations for noncoders were much less or even negatively correlated with the language task (r's = ±.31, ±.17, .14, for the HP, LP, and AN sentences, respectively). This pattern of results further supports the conclusion that a crucial aspect of implicit sequence learning that contributes to spoken language processing is the learning of structured patterns from sequences . Performance on a visual noncolor sequence learning task for subjects who did not use a verbal coding strategy, plotted against performance on a spoken language perception task under degraded listening conditions for high predictability (HP), low predictability (LP), and anomalous (AN) sentences. (Drawn from data presented in Conway et al., 2007.) that can be easily represented using a verbal code.
These results provide the first empirical demonstration, to our knowledge, of individual variability in implicit learning performance correlating with language processing in typically developing subjects. We believe the evidence points to an important factor underlying spoken language processing: the ability to implicitly learn complex sequential patterns, especially those that can be represented phonologically.
Neural Basis of Implicit Sequential Learning
The behavioral data described above lead to two primary conclusions. First, implicit sequence learning involves multiple, modalityconstrained mechanisms with each operating relatively independently of one another, and handling different kinds of input. Second, implicit learning for some kinds of stimuli, especially those that can be readily verbalized, has shared mechanisms with aspects of language processing. Considered together with data suggesting that implicit learning and sequence learning may also operate at more abstract levels of processing (e.g., Dominey, Ventre-Dominey, Broussolle, & Jeannerod, 1995; Tunney & Altmann, 2001) , we should expect to find that there exists a combination of both modality-specific and more domain-general neural regions underlying implicit sequence learning. In fact, recent findings from neuroimaging studies support this general prediction. Although it is difficult to compare studies that rely on different methodologies, the general trends implicate both modality-specific and more abstract sequential processing brain areas. Below, we discuss neural evidence related to modality-specificity first and domaingenerality second, followed by an integrative discussion to pinpoint the neurocognitive basis of implicit sequential learning and the relation to language processing.
Modality-Specificity
One of the central discoveries that has emerged out of the field of cognitive neuroscience is that cognition is grounded in sensorimotor function (Barsalou, Simmons, Barbey, & Wilson, 2003; Glenberg, 1997; Harris, Petersen, & Diamond, 2001) . For instance, even conceptual knowledge, which has traditionally been proposed to be amodal or propositional in nature, appears to be based on perceptual representations (James & Gauthier, 2003) . That is, neuroimaging studies have shown that concepts like "tools" or "animals" are represented by the same brain areas that are involved in perceiving or interacting with the actual physical items (e.g., visual and motor cortical areas, respectively; Pulvermüller, 2001) . In a review of neural evidence from both humans and nonhumans, Harris et al. (2001) concluded that lowlevel sensory areas are involved not only in the online perception of information, but also in learning, memory, and storage of that information. These insights about the brain are paving a way for a new view of mind and behavior, one that focuses on sensorimotor constraints (Glenberg, 1997 ), brain-body-environment interactions (Clark, 1997) , and the unity of perception, conception, and cognition (Goldstone & Barsalou, 1998) .
Because of these insights, it may not be too surprising to discover that low-level, modalityspecific brain regions also appear to underlie aspects of the temporal ordering and sequencing of stimuli. For instance, in both humans and rats, the auditory cortex mediates the learning and categorization of tone sequences (Gottselig, Brandeis, Hofer-Tinguely, Borbély, & Achermann, 2006; Kilgard & Merzenich, 2002; Ohl, Scheich, & Freeman, 2001) . So too, visual areas such as IT in the monkey appear to be responsible for the learning of conditional associations among visual stimuli occurring in a sequential presentation format (Messinger, Squire, Zola, & Albright, 2001) .
The best evidence, however, comes directly from neuroimaging studies of implicit sequence learning in humans. Although brain areas that may be considered to be domain-general are involved in implicit learning, there is also substantial evidence for a modality-specific component. Only a handful of neuroimaging studies have examined implicit learning using the AGL paradigm, but most of those reveal sensoryspecific brain regions (e.g., occipital cortex) involved in the learning of rule-governed visual stimuli (e.g., Forkstam, Hagoort, Fernandez, Ingvar, & Petersson, 2006; Lieberman, Chang, Chiao, Bookheimer, & Knowlton, 2004; Petersson, Forkstam, & Ingvar, 2004; Seger, Prabhakaran, Poldrack, & Gabrieli, 2000; Skosnik et al., 2002) . For example, Lieberman et al. (2004) and Skosnik et al. (2002) observed increased medial occipital and superior occipital activation, respectively, when participants viewed grammatical test strings compared to ungrammatical test strings. Consistent with these data, the serial reaction time task (SRT; Nissen & Bullemer, 1987) has also revealed modality-specific brain regions responsible for learning sequential structure (e.g., Rauch et al., 1995; . On the basis of evidence such as this, Keele et al. (2003) recently presented a neurocognitive theory of implicit sequence learning and suggested the existence of multiple modality-or input-specific learning systems.
The modality-specificity revealed in these implicit learning tasks has a parallel in the implicit-memory literature. For example, repetition priming-that is, improvement in the ability to perceive or identify a stimulus on account of previous exposure to it-is known to involve modality-specific brain regions (see Schacter, Dobbins, & Schnyer, 2004) . Reber, Stark, and Squire (1998) used an implicit memory task not unlike the AGL paradigm in which participants viewed complex dot patterns that were distortions of an underlying prototype pattern. Following exposure, participants attempted to classify novel dot patterns as either being similar to the prototype or not. The visual cortex showed different levels of activity for these new dot patterns, depending on whether they were similar to the prototype or not. Thus, the similar nature of modality-specific brain regions involved in both implicit learning and implicit memory (e.g., priming) may implicate similar underlying computational processes involved in each. One likely possibility is that implicit sequence learning, like priming, at least partly is based on perceptual processing mechanisms that become tuned to particular stimuli based on previous experience (for similar proposals, see Kinder, Shanks, Cock, & Tunney, 2003) .
In sum, consistent with the modalityconstrained view outlined above, it is clear that brain regions traditionally thought to be modality-specific are active during implicit sequence learning tasks. However, it is possible that other brain networks are also involved in learning sequential structure including areas that process information in ways that may be considered to be more domain-general or abstract.
Domain-Generality
One of the most consistent findings from neuroimaging studies is that frontal cortical (prefrontal cortex, premotor cortex, supplementary motor areas, etc.) as well as subcortical areas (e.g., basal ganglia) play an essential role in sequence learning and representation (for general reviews, see Bapi, Pammi, Miyapuram, & Ahmed, 2005; Clegg, DiGirolamo, & Keele, 1998; Curran, 1998; Hikosaka et al., 1999; Pascal-Leone, Grafman, & Hallett, 1995; Rhodes, Bullock, Verwey, Averbeck, & Page, 2004) . For instance, the SRT task consistently activates premotor cortex (Berns, Cohen, & Mintun, 1997; Grafton, Hazeltine, & Ivry, 1995; Rauch et al., 1995; Peigneux et al., 2000) , as well as parts of the basal ganglia, including the striatum (Berns et al., 1997; Rauch et al., 1995) , the caudate (Peigneux et al., 2000; Rauch et al., 1995) , and putamen (Grafton et al., 1995) . A recent meta-analysis shows that patients with Parkinson's disease are impaired on the SRT task (Siegert, Taylor, Weatherall, & Abernethy, 2006) , highlighting the importance of the basal ganglia for this task. The AGL task also activates premotor (Opitz & Friederici, 2004) and prefrontal cortex (Fletcher, Büchel, Josephs, Friston, & Dolan, 1999; Skosnik et al., 2002) , often including Broca's area (Forkstam et al., 2006; Petersson et al., 2004; Seger et al., 2000) . The basal ganglia have also been implicated in some AGL studies (Forkstam et al., 2006; Lieberman et al., 2004) , although unlike the SRT task, Parkinson's disease may not adversely affect AGL (Witt, Nühsman, & Deuschl, 2002) . Other sequencing tasks besides SRT or AGL also show involvement of frontal lobe and basal ganglia (e.g., Bischoff-Grethe, Martin, Mao, & Berns, 2001; Carpenter, Georgopoulos, & Pellizzer, 1999; Huettel, Mack, & McCarthy, 2002) .
The basal ganglia consist of a number of components, including the striatum, which itself is made up of the caudate and putamen (Nolte & Angevine, 1995) . Although it has long been known that the basal ganglia are important for motor function, it is also becoming apparent that they are associated with other cognitive functions more generally, especially processes used for sequencing tasks (Middleton & Strick, 2000; Seger, 2006) . The basal ganglia connect to multiple cortical sites including motor cortex, premotor cortex, and prefrontal cortex. The prefrontal cortex in turn is associated with executive function, cognitive control, and working memory (Miller & Cohen, 2001) . More importantly, the prefrontal cortex is believed to play an essential role in learning, planning, and executing sequences of thoughts and actions (Fuster, 2001; 1995) . The prefrontal cortex has many interconnections with various sensory, motor, and subcortical regions, making it an ideal candidate for more abstract, domaingeneral aspects of cognitive function (Miller & Cohen, 2001) .
The corticostriatal loops connecting basal ganglia with cortex appear to be crucial for various forms of motor skill learning (e.g., Heindel, Butters, & Salmon, 1988) and non-motor cognitive processing (Seger, 2006) . Interestingly, each of the parallel loops is believed to mediate a different aspect of cognitive processing, such as "visual," "motor," or "executive" functions (Seger, 2006) , thus constituting a form of specialization of function. The ways in which basal ganglia and prefrontal cortex interact appear to be complex and may partly depend on the nature of the task demands. In some cases, the prefrontal cortex appears necessary for learning new sequences, whereas the basal ganglia only become active once the sequences become wellpracticed (Fuster, 2001) . In other cases, learning appears to occur first in the basal ganglia, which then guide learning in prefrontal cortex (Pasupathy & Miller, 2005) . A third possibility is that the basal ganglia contribute to reinforcement learning, while the cortex is specialized to handle unsupervised learning situations (Doya, 1999) . Regardless of the actual ways in which these two brain structures interact, it appears likely that sequence learning relies heavily on the complex interaction of multiple corticostriatal loops, in a complex dynamic interplay that connect the basal ganglia to various cortical areas including circuits in the prefrontal cortex.
As is evident from this brief overview, implicit sequence learning appears to depend on a wide network of brain areas, including sensory, motor, frontal, and subcortical regions. Although we have focused here on frontal-striatal circuits, other brain regions including the parietal cortex (see Menghini et al., this volume) and the cerebellum (Desmond & Fiez, 1998; Molinari, Filippini, & Leggio, 2002; Paquier & Mariën, 2005) have also been implicated in implicit learning. Implicit sequence learning likely involves multiple levels of learning, including learning simple stimulus-response associations as well as higher-order forms of learning that could be considered more abstract (Curran, 1998) . Thus, the neural basis of implicit sequence learning not surprisingly involves a number of brain circuits that are active to a greater or lesser extent depending on the task's demands, learning situation, and nature of the input. The final question we address is to what extent neural mechanisms for implicit sequence learning are shared by those involved in language processing.
Sequential Learning and Language:
A Synthesis
The traditional Broca-Wernicke model of language is now giving way to the recognition that language processing involves a much more distributed network of brain mechanisms including, interestingly enough, frontal/basal ganglia circuits (Friederici, Rüschemeyer, Hahne, & Fiebach, 2003; Lieberman, 2002; Ullman, 2004) . For example, a recent fMRI study (Obleser, Wise, Dresner, & Scott, 2007 ) involving a speech perception task nearly identical to ours in which sentences varied on their semantic predictability (Conway et al., 2007) showed that a network of frontal brain regions had increased activation for high predictability sentences. Thus, the frontal lobe and particularly the prefrontal cortex appear to be important for processing sequential context in spoken language. In addition, the two classic language dysfunctions, Broca's and Wernicke's aphasia, are now known to be driven just as much if not more from damage to subcortical basal ganglia structures as from cortical lesions (Lieberman, 2002) . Even so, Broca's area and other frontal lobe structures still certainly play an important role in linguistic tasks, but they do not appear to be language-specific. For example, several theories ascribe Broca's area to be a "supramodal" sequence or structural processor, especially for complex hierarchical sequences be they linguistic or not (Conway & Christiansen, 2001; Forkstam et al., 2006; Friederici, 2004; Greenfield, 1991; Tettamanti et al., 2002) . Thus, the frontal lobe, basal ganglia, and corticostriatal circuits appear to be active for both implicit sequence learning and several aspects of language processing.
However, the behavioral data reviewed above indicate that not all aspects of implicit sequence learning will necessarily recruit the same neurocognitive mechanisms as language processing. Performance on an implicit learning task only correlated with spoken language processing when the sequences were composed of verbal items. Thus, we ought to expect to find that certain brain regions are involved specifically in verbal sequencing, and these may be the regions that underlie both the implicit sequence learning and the spoken language tasks. There are two likely candidates for a verbal-specific sequencing brain system. One possibility is that there may be corticostriatal circuits that are specifically devoted to sequencing of verbalmediated material. This possibility is consistent with suggestions that different corticostriatal loops perform analogous computations (i.e., sequencing), but handle different input domains (Ullman, 2004 . A second likely possibility is that regions of Broca's area specifically handle phonological sequences. This idea is supported by data showing that Broca's aphasics can perform a spatiomotor implicit sequence learning task, but not one involving phonological sequences (Goschke et al., 2001) .
In sum, there appear to be both domaingeneral and modality-specific neurocognitive mechanisms that underlie both language and implicit sequence learning. The extent to which these neural mechanisms will be shared across linguistic and nonlinguistic tasks will depend on several factors, one being related to the perceptual dimension of the input (visual, auditory, verbal, etc.) . For instance, we predict that the neural mechanisms that are devoted to sequence processing more generally (frontal/basal ganglia circuits) will interact with modality-specific (e.g., visual and auditory unimodal and association areas) brain regions when the task requires it. Furthermore, there may be phonological-specific processing areas (e.g., specific components of the frontal lobe, such as Broca's region) that will be preferentially recruited when the task involves phonological sequencing, whether the input itself is visual or auditory. This complex dynamic of domain-general and modality-specific neural mechanisms has been recently demonstrated in a neuroimaging study examining the effect of input modality and linguistic complexity during spoken and written language processing tasks (Jobard, Vigneau, Mazoyer, & Tzourio-Mazoyer, 2007) . Both reading and listening tasks involved a common phonological or supramodal network of brain regions, including the inferior frontal area, whereas visual and auditory unimodal and association areas were preferentially active during reading and listening tasks, respectively.
Conclusions
We have reviewed evidence that implicit sequential learning is mediated by a combination of modality-specific and domain-general neurocognitive learning mechanisms that likely contribute to the successful acquisition and processing of linguistic input. Sequence learning and language are both complex, dynamic processes that involve a wide network of brain areas acting in concert. The behavioral work suggests some of the ways in which the underlying neurocognitive mechanisms are both constrained by input modality and how they rely on neural mechanisms shared with language processing that are of a more abstract or supramodal nature. We suggest that a full understanding of language acquisition and processing-whether it be for written or spoken material-will likely benefit from increased exploration into the understanding of the neurocognitive basis of implicit sequence learning.
