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This paper describes an extension of Fourier approximation methods for mul-
tivariate functions defined on bounded domains to unbounded ones via a multi-
variate change of coordinate mapping. In this approach we adapt algorithms for
the evaluation and reconstruction of multivariate trigonometric polynomials based
on single and multiple reconstructing rank-1 lattices and make use of dimension
incremental construction methods for sparse frequency sets. Various numerical
tests confirm obtained theoretical results for the transformed methods.
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1 Introduction
The change of coordinates is a powerful tool in numerical analysis. Such transformations play
an important role in spectral methods, numerical integration and approximation of functions.
An excellent overview can be found in [1, Chapter 16 and 17] which contains many practical
aspects of the mapped methods. In this paper we focus on change of coordinate mappings
from multivariate bounded domains to unbounded ones in order to approximate functions
defined on such unbounded domains. The main goal is to transfer the efficiency of Fourier
methods on the high-dimensional torus Td to approximation methods on Rd with the help of
a transformation ψ : Td → Rd. Such a transformation induces a weighted scalar product
(f, g)L2,ψ(Rd) =
∫
Rd
(ψ−1(y))′f(y)g(y)dy,
with which we define transformed Fourier coefficients hˆk,ψ and the transformed Fourier partial
sum
SIh(y) =
∑
k∈I
hˆk,ψ e
2πik·ψ−1(y)
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for a frequency set I ⊂ Zd. While the main question of Fourier approximation theory remains,
that is, whether SIh converges to the original function h as the cardinality of I increases, we
additionally have to take the particular choices of I and ψ into consideration.
On the other hand, one advantage of our method is the availability of fast algorithms, see
e.g. [1], in contrast to approximation based on for instance multivariate Hermite functions or
Sinc methods.
Another aspect we want to highlight are lattice rules that in recent years became an im-
portant tool in numerical analysis for high dimensional integration of multivariate functions.
An introduction to lattice rules can be found in [14, 17, 5]. It was already pointed out that
one can also use these rules for the approximation on the torus, see [19]. Recently efficient
algorithms based on component-by-component methods [4, 3] were presented in order to
compute high-dimensional integrals. For rank-1 lattices with M sampling points there are
efficient algorithms for computing the discrete Fourier transforms [6], and furthermore these
schemes provide good approximation properties, in particular for high-dimensional approxi-
mation problems, see [2]. We note that L. Ka¨mmerer recently suggested to use multiple rank-1
lattices which are obtained by taking a union of several single rank-1 lattices, see [9, 8]. Using
this method one can overcome the limitations of the single rank-1 lattice approach. That is,
for the reconstruction of multivariate trigonometric polynomials supported on an arbitrary
frequency set I of finite cardinality |I| < ∞ with a single reconstructing rank-1 lattice the
lattice size M is bounded by |I| ≤ M ≤ C|I|2 under mild assumptions, see e.g. [6, condi-
tion (3.2)]. Multiple rank-1 lattices improve the upper bound to M ≤ C|I| log |I| with high
probability. Remarkably, in both cases the upper bound is independent of the dimension d.
Furthermore we will use methods where the support of the transformed Fourier coefficients
hˆk,ψ of the underlying function h is unknown. We adapt the methods presented in [15, 11]
that describe a dimension incremental construction of a frequency set I ⊂ Zd containing only
non-zero or the approximately largest Fourier coefficients, based on component-by-component
construction of rank-1 lattices. This will be done with respect to a specific search space in
form of a full integer grid [−N,N ]d ∩ Zd with refinement N ∈ N and a sparsity that bounds
the cardinality of the support.
The outline of the paper is as follows: In Section 2 we establish the basic notions from clas-
sical Fourier approximation theory on the torus, the corresponding function spaces and im-
portant convergence properties. Then we introduce the Wiener Algebra Aω(Td) as a function
space in which the Fourier coefficients are absolutely summable. At last, we give the definition
of rank-1 lattices as introduced in [12, 6] and discuss their importance in the context of Fourier
approximation. Section 3 starts with the notion of a transformation ψ : (−12 , 12)d → Rd that
we easily extend onto the torus Td. Afterwards we combine them with the classical Fourier
approximation theory, which causes the appearance of weighted scalar products and weighted
functions spaces. A first major result appears in Lemma 3.3, where we show that a crucial
upper approximation error bound still holds even after incorporating a transformation. We
also introduce transformed rank-1 lattices as well as transformed multiple rank-1 lattices and
discuss the relationship of the lattice size M and the cardinality of the frequency set |I|.
On one hand, under mild assumptions we have |I| ≤ M ≤ C|I|2 for a single rank-1 lattice,
whereas the upper bound improves to M ≤ C|I| log |I| with high probability for multiple
rank-1 lattices. In Section 4 we provide and compare four particular examples for trans-
formations ψ. In Section 5 we state our modified Algorithms for the evaluation and the
reconstruction of transformed multivariate trigonometric polynomials, that are based on [6,
Algorithm 3.1 and 3.2]. In Section 6 we pick up the error bound proved in Theorem 3.6
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and highlight how the structure of the Wiener Algebra norm ‖ · ‖Aψ,ω(Rd) leads to a couple of
appropriate choices for the frequency sets I. Afterwards we discuss how the choice of I affects
the size of the Fourier matrices appearing in the Algorithms in Section 5 and their impact
on the discretized approximation error. In Sections 7 and 8 we investigate various examples
by composing the specific transformations from Section 4 with a particular test function. In
some cases we can calculate the resulting transformed Fourier coefficients and are thus able
to predetermine the frequency sets I for which the approximation error decays as proposed
in Theorem 3.6. Additionally, we put our Algorithms 5.1 and 5.2 to the test and illustrate
the resulting discrete approximation errors for an up to 12-dimensional test function h. In
certain cases we additionally include multiple reconstructing rank-1 lattice algorithms and
high-dimensional sparse fast Fourier algorithms.
2 Fourier approximation on the torus
First of all, we recall some definitions of classical Fourier approximation theory. Afterwards
we introduce functions spaces whose elements have absolute summable Fourier coefficients, so-
called Wiener Algebras. Finally, we reflect the ideas of rank-1 lattices from [6], the references
therein and their importance in the context of Fourier approximation.
2.1 Preliminaries
Let Td ≃ [−12 , 12 )d be the d-dimensional torus. We define the function space Lp(Td) for
1 ≤ p <∞ as
Lp(T
d) :=
{
f : Td → C :
∫
Td
|f(x)|p dx <∞
}
and for p =∞ as
L∞(T
d) :=
{
f : Td → C : ess supx∈Td |f(x)| <∞
}
.
Furthermore, C(Td) equipped with the L∞-norm is the collection of all continuous functions
f : Td → C. Additionally, for functions f and g in the Hilbert space L2(Td) we have the
scalar product
(f, g)L2(Td) =
∫
Td
f(x)g(x)dx.
Later on we replace Td by Rd in these definitions.
The functions e2πik·◦,k ∈ Zd, are orthogonal with respect to the L2-scalar product. By
ΠI := span{e2πik·◦ : k ∈ I}
we denote the space of all multivariate trigonometric polynomials supported on the frequency
set I ⊂ Zd with finite cardinality |I| <∞. For all k ∈ I we denote the Fourier coefficients fˆk
by
fˆk := (f, e
2πik·◦)L2(Td) =
∫
Td
f(x) e−2πik·xdx,
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and the corresponding Fourier partial sum by SIf(x) :=
∑
k∈I fˆk e
2πik·x. The fact that ΠI is
a dense subspace of L2(T
d) implies that any f ∈ ΠI is uniquely determined by the Fourier
coefficients (fˆk)k∈I such that f(x) = SIf(x) and
‖f − SIf‖L2(Td) → 0 for |I| → ∞. (2.1)
Here |I| → ∞ means min(|k1|, . . . , |kd|) → ∞ for k = (k1, . . . , kd)⊤ ∈ I. In general, (2.1)
is true for f ∈ Lp(Td), 1 ≤ p < ∞, in the sense of Lp(Td)-norm convergence, see [21,
Theorem 4.1.].
2.2 Wiener Algebra
Every f ∈ L1(Td) with absolute summable Fourier coefficients has the continuous represen-
tative
∑
k∈Zd fˆk e
2πik·◦, which is shown in [6, Lemma 2.1.]. All such functions are collected in
the Wiener algebra
Aω(Td) :=

f ∈ L1(Td) : f(x) =
∑
k∈Zd
fˆk e
2πik·x,
∑
k∈Zd
ω(k)|fˆk| <∞

 (2.2)
with ω : Zd → [1,∞] being some weight function . If ω(k) = 1 for all k ∈ Zd we write A(Td).
In [6, Lemma 2.1.] it was also shown that
Aω(Td) ⊂ A(Td) ⊂ C(Td).
A major problem we are going to discuss is how the frequency set I ⊂ Zd needs to be
chosen such that a function f ∈ Aω(Td) is approximated well by the Fourier partial sum
SIf =
∑
k∈I fˆk e
2πik·◦.
2.3 Rank-1 lattices and reconstructing rank-1 lattices
For each frequency set I ⊂ Zd we define the difference set
D(I) := {k ∈ Zd : k = k1 − k2 with k1,k2 ∈ I}.
Furthermore, the set
Λ(z,M) :=
{
xj :=
(
j
M
z mod 1
)
∈ Td : j = 0, 1, . . .M − 1
}
is called rank-1 lattice with the generating vector z ∈ Zd, the lattice size M ∈ N and
1 := (1, . . . , 1)⊤ ∈ Zd. The dual rank-1 lattice is defined as
Λ(z,M)⊥ :=
{
k ∈ Zd : k · z ≡ 0 (modM)
}
.
A reconstructing rank-1 lattice Λ(z,M, I) is a rank-1 lattice Λ(z,M) for which the condition
t · z 6≡ 0 (modM) for all t ∈ D(I) \ {0} (2.3)
holds. Λ(z,M, I)⊥ denotes the dual reconstructing rank-1 lattice of Λ(z,M, I).
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Given a reconstructing rank-1 lattice Λ(z,M, I), we have exact integration for all multi-
variate trigonometric polynomials g ∈ ΠD(I), see [18], such that
∫
Td
g(x) dx =
1
M
M−1∑
j=0
g(xj), xj ∈ Λ(z,M, I).
In particular, for f ∈ ΠI and k ∈ I we have f(◦) e−2πik·◦ ∈ ΠD(I) and
fˆk =
∫
Td
f(x) e−2πik·x dx =
1
M
M−1∑
j=0
f(xj) e
−2πik·xj , xj ∈ Λ(z,M, I). (2.4)
On the other hand, for an arbitrary function f ∈ Aω(Td) and lattice points xj ∈ Λ(z,M, I)
we lose the former mentioned exactness and get approximated Fourier coefficients fˆΛk of the
form
fˆk ≈ fˆΛk :=
1
M
M−1∑
j=0
f(xj) e
−2πik·xj = fˆk +
∑
t∈Λ(z,M)⊥\{0}
fˆk+t, (2.5)
leading to the approximated Fourier partial sum SΛI f given by
SIf(x) ≈ SΛI f(x) :=
∑
k∈I
fˆΛk e
2πik·x.
3 Fourier approximation on Rd
Change of coordinate mappings were already discussed in [13] for high dimensional integration.
In this chapter we describe the kind of transformations from Td to Rd that we will use for
high dimensional approximation. Then we introduce a variety of terms and objects a second
time in their transformed version. This leads to Hilbert spaces with weighted norms, similar
looking Wiener Algebras and the notion of transformed rank-1 lattices. However, even with
an incorporated transformation a specific upper bound for the approximation error still holds.
3.1 Transformation to Rd
We call a function ψ : (−12 , 12) → R a transformation if it is continuously differentiable,
increasing and we have
lim
x→− 1
2
ψ(x) = −∞, lim
x→ 1
2
ψ(x) =∞.
We denote its first derivative by ψ′ := dψ/dx. The respective inverse transformation is also
continuously differentiable, increasing and is denoted by ψ−1 : R → (−12 , 12) in the sense of
y = ψ(x)⇔ x = ψ−1(y), so that
(ψ−1(y))′ =
1
ψ′(ψ−1(y))
5
T
d ≃ [−12 , 12)d (−12 , 12)d Rd
C
⊃
ψ(x)
h(ψ(x))=:f(x) h(y)
ψ−1(y)
Figure 3.1: Scheme of the relation between f and h caused by a transformation ψ.
as well as lim
y→−∞
ψ−1(y) = −12 and limy→∞ψ
−1(y) = 12 . This implies
∥∥(ψ−1(·))′∥∥
L∞(R)
<∞ and
∥∥(ψ−1(·))′∥∥
L1(R)
=
∫ ∞
−∞
(ψ−1(y))′ dy = 1.
To get d-dimensional transformations we put ψ(x) := ψ(x1, . . . , xd) := (ψ(x1), . . . , ψ(xd))
⊤
and ψ′(x) := ψ′(x1, . . . , xd) :=
∏d
j=1 ψ
′(xj), where we may use different maps in each direc-
tion.
3.2 Approximation of transformed functions
By (C0(Rd), ‖ · ‖L∞) we denote the space of all d-variate continuous functions vanishing at
infinity. Considering a d-variate function h ∈ L1(Rd), the composition of h with a transfor-
mation ψ yields a continuous and periodic function of the form
f(x) := h(ψ(x)). (3.1)
This is caused by ψ pushing h together onto the open cube (−12 , 12 )d and since h is vanishing
in every direction, we put h(ψ(x)) := 0 for all boundary points x ∈ [−12 , 12 ]d \ (−12 , 12)d in
order to extend h(ψ(x)) to [−12 , 12)d ≃ Td, see Figure 3.1.
Based on the already established properties of periodic functions and the related approxima-
tion theory, we now use the premise in (3.1) that f and h can be transformed into one another
in order to derive a similar terminology and approximation theory for functions h ∈ L1(Rd).
After resubstituting x = ψ−1(y) we have transformed basis functions
ϕk(y) := e
2πik·ψ−1(y) (k ∈ Zd) (3.2)
that span the space of all transformed multivariate trigonometric polynomials supported on
I ⊂ Zd with |I| <∞, denoted by ΠI,ψ := span{e2πik·ψ−1(◦) : k ∈ I}. The system (ϕk)k∈Zd is
orthogonal on Rd with respect to the weighted scalar product
(h1, h2)L2,ψ(Rd) =
∫
Rd
(ψ−1(y))′h1(y)h2(y)dy
for h1, h2 ∈ L2,ψ(Rd) with
L2,ψ(R
d) :=
{
h : Rd → C : ‖h‖L2,ψ(Rd) <∞
}
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being a weighted L2-space equipped with the induced norm ‖h‖L2,ψ(Rd) =
√
(h, h)L2,ψ(Rd).
Hence, we have
(ϕk, ϕl)L2,ψ(Rd) = δk,l for k, l ∈ Zd.
Furthermore, we introduce the transformed Fourier partial sum
SIh(y) :=
∑
k∈I
hˆk,ψ e
2πik·ψ−1(y) (3.3)
with transformed Fourier coefficients hˆk,ψ that are rewritten with respect to the weighted
L2-scalar product, so that by (3.1) we observe
hˆk,ψ :=
∫
Rd
(ψ−1(y))′h(y) e−2πik·ψ
−1(y) dy (3.4)
=
∫
Td
h(ψ(x)) e−2πik·x dx = fˆk.
Next we show that ΠI,ψ is a dense subspace of L2,ψ(R
d).
Lemma 3.1. Let ψ : (−12 , 12)d → Rd be a transformation and I ⊂ Zd a frequency set of finite
cardinality |I| <∞. ΠI,ψ is a dense subspace of L2,ψ(Rd).
Proof. Let ψ be a transformation, I ⊂ Zd be an arbitrary frequency set of finite cardinality
|I| <∞ and h ∈ ΠI,ψ a transformed multivariate trigonometric polynomial. Then there is a
multivariate trigonometric polynomial f ∈ ΠI such that f(x) = h(ψ(x)) for all x ∈ Td and
the change of variables y = ψ(x) yields
‖h− SIh‖2L2,ψ(Rd) =
∫
Rd
(ψ−1(y))′ |h(y) − SIh(y)|2 dy
=
∫
Rd
(ψ−1(y))′|h(y) −
∑
k∈I
hˆk,ψ e
2πik·ψ−1(y)|2 dy
=
∫
Td
|f(x)−
∑
k∈I
fˆk e
2πik·x|2 dx
= ‖f − SIf‖2L2(Td).
Since f ∈ ΠI ⊂ L2(Td), we know that ‖f − SIf‖L2(Td) → 0 for |I| → ∞ in the sense of (2.1),
so that ΠI,ψ is dense in L2,ψ(R
d).
3.3 Convergence criteria
Similar to (2.2) we now consider functions with absolutely summable weighted Fourier coef-
ficients hˆk,ψ ∈ C given in (3.4), so that h(y) =
∑
k∈Zd hˆk,ψ e
2πik·ψ−1(y) almost everywhere.
These functions are collected in the Wiener Algebra Aψ,ω(Rd), which is defined as
Aψ,ω(Rd) :=

h ∈ L1(Rd) : h(y) =
∑
k∈Zd
hˆk,ψ e
2πik·ψ−1(y), ‖h‖Aψ,ω(Rd) <∞


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with ‖h‖Aψ,ω(Rd) :=
∑
k∈Zd ω(k)|hˆk,ψ | and the weight function ω : Zd → [1,∞]. We simply
write Aψ(Rd) if ω(k) = 1 for all k ∈ Zd.
We now prove the existence of continuous representatives for functions h ∈ Aψ,ω(Rd)
and certain embeddings regarding the Wiener Algebra. We follow the arguments in [6,
Lemma 2.1.], where the statement was shown for functions in Aω(Td).
Lemma 3.2. Each h ∈ Aψ(Rd) has a continuous representative. Furthermore, we have the
embeddings
Aψ,ω(Rd) ⊂ Aψ(Rd) ⊂ C0(Rd).
Proof. Let h ∈ Aψ,ω(Rd). We have ω(k) ≥ 1 for all k ∈ Zd and estimate∑
k∈Zd
|hˆk,ψ| ≤
∑
k∈Zd
ω(k)|hˆk,ψ | <∞,
so that h ∈ Aψ(Rd), too.
Now we show that g :=
∑
k∈Zd hˆk,ψ e
2πik·ψ−1(◦) is a continuous representative of h. The
sequence (|hˆk,ψ |)k∈Zd is an ℓ1-sequence, hence, for all ε > 0 there exists an frequency set
I ⊂ Zd of finite cardinality with ∑k∈Zd\I |hˆk,ψ| < ε4 . For a fixed y0 ∈ Rd, we estimate
|g(y0)− g(y)| =
∣∣∣∣∣∣
∑
k∈Zd
hˆk,ψ e
2πik·ψ−1(y0) −
∑
k∈Zd
hˆk,ψ e
2πik·ψ−1(y)
∣∣∣∣∣∣
≤
∣∣∣∣∣
∑
k∈I
hˆk,ψ e
2πik·ψ−1(y0) −
∑
k∈I
hˆk,ψ e
2πik·ψ−1(y)
∣∣∣∣∣+ ε2 .
The transformed multivariate trigonometric polynomial SIh(y) =
∑
k∈I hˆk,ψ e
2πik·ψ−1(y) is
a continuous function. Accordingly, for ε > 0 and y0 ∈ Rd there exists δ0 > 0 such that
‖y0 − y‖1 < δ0 implies |SIh(y0)− SIh(y)| < ε2 and we obtain
|g(y0)− g(y)| < ε
for all y with ‖y0 − y‖1 < δ0.
This enables us to prove an adaptation of the crucial approximation error bound in [6,
Lemma 2.2.] by using the same core arguments.
Lemma 3.3. Let ψ be a transformation, h ∈ Aψ,ω(Rd) and IN := {k ∈ Zd : ω(k) ≤ N} a
frequency set of finite cardinality |IN | <∞. Then h can be approximated by the transformed
Fourier partial sum
SINh(y) =
∑
k∈IN
hˆk,ψ e
2πik·ψ−1(y)
and the resulting approximation error can be estimated by
‖h− SINh‖L∞(Rd) ≤
1
N
‖h‖Aψ,ω(Rd).
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Proof. Let ψ be a transformation and h ∈ Aψ,ω(Rd). Then SINh ∈ Aψ,ω(Rd) ⊂ C0(Rd) and
‖h− SINh‖L∞(Rd) = ess supy∈Rd |h(y) − SINh(y)|
= ess supy∈Rd
∣∣∣∣∣∣
∑
k∈Zd\IN
hˆk,ψ e
2πik·ψ−1(y)
∣∣∣∣∣∣
≤
∑
k∈Zd\IN
|hˆk,ψ| ≤ 1
infk∈Zd\IN ω(k)
∑
k∈Zd\IN
ω(k)|hˆk,ψ |
≤ 1
N
∑
k∈Zd
ω(k)|hˆk,ψ | = 1
N
‖h‖Aψ,ω(Rd).
3.4 Transformed rank-1 lattices
Next we adapt the idea of using reconstructing rank-1 lattices for functions h ∈ Aψ,ω(Rd).
Given a rank-1 lattice Λ(z,M) and a transformation ψ, the transformed rank-1 lattice Λψ(z,M)
is defined as
Λψ = Λψ(z,M) := {yj = ψ(xj) : xj ∈ Λ(z,M), j = 0, . . . ,M − 1} .
Accordingly, we denote the respective transformed reconstructing rank-1 lattice by Λψ(z,M, I).
For those there is the same exact integration property as in (2.4) for f ∈ ΠI . Given a trans-
formed reconstructing rank-1 lattice Λψ(z,M, I), we have exact integration for all multivariate
trigonometric polynomials h ∈ ΠD(I),ψ, such that
∫
Rd
(ψ−1(y))′h(y) dy =
1
M
M−1∑
j=0
h(yj), yj ∈ Λψ(z,M, I).
In particular, for h ∈ ΠI,ψ and k ∈ I we have h(◦) e−2πik·ψ−1(◦) ∈ ΠD(I),ψ and
hˆk,ψ =
∫
Rd
(ψ−1(y))′h(y) e−2πik·ψ
−1(y) dy =
1
M
M−1∑
j=0
h(yj) e
−2πik·ψ−1(yj) (3.5)
with yj ∈ Λψ(z,M, I). However, for an arbitrary h ∈ Aω,ψ(Rd) and transformed lattice points
yj ∈ Λψ(z,M, I) we lose the former mentioned exactness and get approximated transformed
Fourier coefficients hˆΛk,ψ of the form
hˆk,ψ ≈ hˆΛk,ψ :=
1
M
M−1∑
j=0
h(yj) e
−2πik·ψ−1(yj) =
1
M
M−1∑
j=0
h(ψ(xj)) e
−2πik·xj , (3.6)
leading to the approximated transformed Fourier partial sum SΛINh given by
SΛINh(y) :=
∑
k∈IN
hˆΛk,ψ e
2πik·ψ−1(y). (3.7)
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The expression (3.6) can be rewritten further in the form of
hˆΛk,ψ =
1
M
M−1∑
j=0
h(ψ(xj)) e
−2πik·xj =
1
M
M−1∑
j=0

∑
t∈Zd
hˆt,ψ e
2πit·xj

 e−2πik·xj
=
1
M
M−1∑
j=0
∑
t∈Zd
hˆt,ψ e
2πi(t−k)·xj =
∑
t∈Zd
hˆt+k,ψ

 1
M
M−1∑
j=0
e2πit·xj


=
∑
t∈Λ(z,M)⊥
hˆt+k,ψ, (3.8)
where the last equation is due to the fact that the lattice points lead to a geometric sum with
1
M
M−1∑
j=0
e2πit·xj =
{
1 for t ∈ Λ(z,M)⊥ ⇔ t · z ≡ 0 (modM),
0 otherwise.
(3.9)
The next Lemma states that under mild assumptions the number of sampling points M
of the reconstructing lattice rule is bounded above by the square of the cardinality of the
frequency set I, see [6, condition (3.2)]. Hence, the length of a any such lattice rule does
not become arbitrarily large and most importantly the upper bound is independent of the
dimension d.
Lemma 3.4. Let I ⊂ Zd be a frequency set of finite cardinality |I| <∞ with I ⊂ [−|I|, |I|]d
and |I| > 8. For all transformed multivariate polynomials h ∈ ΠI,ψ there exists a transformed
reconstructing rank-1 lattice Λψ(z,M, I) and a constant C > 1 such that the lattice sizeM ∈ N
is bounded by |I| ≤M ≤ C|I|2 and
hˆk,ψ =
1
M
M−1∑
j=0
h(yj) e
−2πik·ψ−1(yj), yj ∈ Λψ(z,M, I).
Proof. The statement follows from combining [6, Corollary 3.4.] with the notions of trans-
formed Fourier partial sums and transformed Fourier coefficients as in (3.3) and (3.4).
Furthermore, in [6, Lemma 3.10.] a certain relationship of a dual reconstructing rank-1
lattice Λ(z,M, I)⊥ and the frequency set I ⊂ Zd was proven, which we use afterwards when
proving error bounds for transformed Fourier approximations.
Lemma 3.5. Let I ⊂ Zd be an non-empty frequency set with |I| <∞ such that Λ(z,M, I) is
a reconstructing rank-1 lattice. Then
{k+ t : k ∈ I, t ∈ Λ(z,M, I)⊥ \ {0}} ⊂ Zd \ I
holds.
Proof. Suppose there are k ∈ I and t ∈ Λ(z,M, I)⊥ \ {0} such that k + t ∈ I. Then
0 6= t = (k + t) − k is also an element of D(I). Since Λ(z,M, I) is a reconstructing rank-1
lattice for I, the fact that t ∈ D(I) ∩ Λ(z,M, I)⊥ \ {0} contradicts condition (2.3).
Now we prove an adaptation of another crucial approximation error bound in [6, Theo-
rem 3.11.] by using the same core arguments for functions in the Wiener Algebra Aψ,ω(Rd).
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Theorem 3.6. Let ψ be a transformation and h ∈ Aψ,ω(Rd). Furthermore, for N ∈ N
let IN =
{
k ∈ Zd : ω(k) ≤ N} be some non-empty frequency set with |IN | < ∞ and let
Λ(z,M, IN ) be a reconstructing rank-1 lattice.
The approximation of h by the transformed approximated Fourier partial sum
SΛINh(y) =
∑
k∈IN
hˆΛk,ψ e
2πik·ψ−1(y)
leads to an approximation error that we can estimate by
‖h− SΛINh‖L∞(Rd) ≤
2
N
‖h‖Aψ,ω(Rd). (3.10)
Proof. With the triangle inequality we have
‖h− SΛINh‖L∞(Rd) ≤ ‖h− SINh‖L∞(Rd) + ‖SINh− SΛINh‖L∞(Rd).
In Lemma 3.3 we have already shown
‖h− SINh‖L∞(Rd) ≤
1
N
‖h‖Aω,ψ(Rd).
For the other summand we use (3.8) to get
‖SINh− SΛINh‖L∞(Rd) = ess supy∈Rd
∣∣∣∣∣∣
∑
k∈IN
hˆk,ψ e
2πik·ψ−1(y) −
∑
k∈IN
hˆΛk,ψ e
2πik·ψ−1(y)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
k∈IN
hˆΛk,ψ − hˆk,ψ
∣∣∣∣∣∣
=
∑
k∈IN
∣∣∣∣∣∣

 ∑
t∈Λ(z,M)⊥
hˆt+k,ψ

− hˆk,ψ
∣∣∣∣∣∣
≤
∑
k∈IN
∑
t∈Λ(z,M)⊥\{0}
∣∣∣hˆt+k,ψ∣∣∣
and with Lemma 3.5 we can further estimate
≤
∑
k∈Zd\IN
∣∣∣hˆk,ψ∣∣∣ ≤ 1
infk∈Zd\IN ω(k)
∑
k∈Zd
ω(k)|hˆk,ψ | = 1
N
‖h‖Aψ,ω(Rd).
3.5 Multiple transformed rank-1 lattices
In Lemma 3.4 it was shown that under mild assumptions we can construct a transformed
reconstructing rank-1 lattice Λψ(z,M, I) such that
|I| ≤M ≤ C|I|2
11
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Figure 4.1: Plots of exemplary transformations ψ.
for a frequency set I ⊂ Zd of finite cardinality |I| < ∞ and any transformed multivariate
polynomial h ∈ ΠI,ψ. Even though this upper bound is independent of the dimension d,
if the lattice size M is close to |I|2 then it is still pretty large. In order to overcome this
limitation of the single rank-1 lattice approach L. Ka¨mmerer suggested the use of multiple
rank-1 lattices which are obtained by taking a union of s rank-1 lattices Λ(z1,M1, . . . , zs,Ms),
see [9, 8]. Then we can determine a reconstructing sampling set for multivariate trigonometric
polynomials supported on the given frequency set I with a probability of at least 1−δs, where
δs = C1 e
−C2s
is an upper bound on the probability that the approach fails and C1, C2 > 0 are constants. He
furthermore proved that the upper bound on the lattice size improves with high probability
to
M ≤ C|I| log |I|
for these particular reconstructing lattices. There are several other strategies in the literature
to find appropriate reconstructing multiple rank-1 lattices, see [9, 8].
We are able to adapt this probabilistic approach for the former mentioned transformed
rank-1 lattices and will later on show a particular example in which we construct transformed
reconstructing multiple rank-1 lattices Λψ(z1,M1, . . . , zs,Ms).
4 Examples for transformations
We list some feasible transformations ψ, see e.g. [1, Section 17.6] and [16, Section 7.5]. The
definitions are made in one dimension and may contain a real parameter cj > 0, that are
collected in a vector c = (c1, . . . , cd)
⊤ when switching to the multivariate case. We simply
write a single bold character cj if all entries cj have the same value, e.g. 1 = (1, . . . , 1)
⊤.
Let x ∈ (−12 , 12) and y ∈ R. We stress again that these change of coordinate mappings
induce the transformed basis functions (3.2)
ϕk(y) = e
2πik ψ−1(y), k ∈ Z,
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that form an orthogonal system such that∫ ∞
−∞
(ψ−1(y))′ϕk(y)ϕl(y)dy = δk,l, k, l ∈ Z.
We are particularly interested in the following transformations:
• algebraic transformation:
ψ(x) = c
2x
(1− 4x2) 12
, ψ−1(y) =
y
2(y2 + c2)
1
2
, (ψ−1(y))′ =
c2
2(y2 + c2)
3
2
(4.1)
• logarithmic transformation:
ψ(x) = c log
(
1
2 + x
1
2 − x
)
= 2c tanh−1(2x), ψ−1(y) =
1
2
tanh
( y
2c
)
, (4.2)
(ψ−1(y))′ =
1
4c
(
1− tanh
( y
2c
)2)
• error transformation:
ψ(x) = c erf−1(2x), ψ−1(y) =
1
2
erf
(y
c
)
, (ψ−1(y))′ =
1
c
√
π
e−(
y
c )
2
(4.3)
with the error function
erf(x) =
1√
π
∫ x
−x
e−t
2
dt, x ∈ R,
and erf−1(·) denoting the inverse error function.
• tangens transformation:
ψ(x) = c tan (πx) , ψ−1(y) =
1
π
arctan
(y
c
)
, (ψ−1(y))′ =
1
π
(
c
c2 + y2
)
(4.4)
For a side-by-side comparison of their individual velocity see Figure 4.1.
5 Algorithms
We compute the approximated transformed Fourier coefficients hˆΛk,ψ given in (3.6) and the
approximated Fourier series SΛINh given in (3.7) with slightly modified versions of two Algo-
rithms found in [6, Algorithm 3.1 and 3.2] that are based on one-dimensional fast Fourier
transforms (FFTs). In fact, we express the reconstruction and evaluation of a transformed
multivariate trigonometric polynomial as the matrix-vector-products
h = Ahˆ and hˆ = M−1A∗h (5.1)
with h = (h(yj))j=0,...,M−1, hˆ = (hˆk)k∈IN and the transformed Fourier matrices A and A
∗
given by
A =
(
e2πik·ψ
−1(yj)
)
yj∈Λψ(z,M),k∈IN
∈ CM×|IN |,
A∗ =
(
e−2πik·ψ
−1(yj)
)
k∈IN ,yj∈Λψ(z,M)
∈ C|IN |×M . (5.2)
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Figure 5.1: A two-dimensional lattice Λ(z,M) with z = (1, 3)⊤,M = 31 and the correspond-
ing transformed lattice Λψ(z,M) with respect to the algebraic, the error and the
tangens transformation and constants c = 1.
5.1 Evaluation of transformed multivariate trigonometric polynomials
Algorithm 5.1 Evaluation at rank-1 lattice
Input: M ∈ N lattice size of Λψ(z,M)
z ∈ Zd generating vector of Λψ(z,M)
I ⊂ Zd frequency set of finite cardinality
hˆ =
(
hˆk
)
k∈I
Fourier coefficients of h ∈ ΠI,ψ
gˆ = (0)M−1l=0
for each k ∈ I do
gˆk·z mod M = gˆk·z mod M + hˆk
end for
h = iFFT 1D(gˆ)
h = Mh
Output: h = Ahˆ = (h (yj))
M−1
j=0 function values of h ∈ ΠI,ψ
Given a frequency set I ⊂ Zd of finite cardinality |I| < ∞ we consider the transformed
multivariate trigonometric polynomial h ∈ ΠI,ψ with transformed Fourier coefficients hˆk,ψ.
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The evaluation of h at transformed lattice points yj ∈ Λψ(z,M) simplifies to
h(yj) =
∑
k∈I
hˆk,ψ e
2πik·ψ−1(yj) =
M−1∑
l=0

 ∑
k∈I,
k·z≡l ( mod M)
hˆk,ψ

 e2πil jM =
M−1∑
l=0
gˆl e
2πil j
M ,
with
gˆl =
∑
k∈I,
k·z≡l ( mod M)
hˆk,ψ.
In order to evaluate h at the transformed lattice nodes yj , we simply pre-compute (gˆl)
M−1
l=0
and apply a one-dimensional inverse fast Fourier transform, see Algorithm 5.1.
5.2 Reconstruction of transformed multivariate trigonometric polynomials
Algorithm 5.2 Reconstruction from sampling values along a transformed reconstructing
rank-1 lattice
Input: I ⊂ Zd frequency set of finite cardinality
M ∈ N lattice size of Λψ(z,M, I)
z ∈ Zd generating vector of Λψ(z,M, I)
h = (h (yj))
M−1
j=0 function values of h ∈ ΠI,ψ
gˆ = FFT 1D(h)
for each k ∈ I do
hˆk =
1
M gˆk·z mod M
end for
Output: hˆ = M−1A∗h =
(
hˆk
)
k∈I
Fourier coefficients supported on I
For the reconstruction of a transformed multivariate trigonometric polynomial h ∈ ΠI,ψ from
transformed lattice points yj ∈ Λψ(z,M, I) we utilize the exact integration property. Thus,
by (3.4) and (3.5) we have
hˆk,ψ =
∫
Rd
(ψ−1(y))′h(y) e−2πik·ψ
−1(y) dy =
1
M
M−1∑
j=0
h(yj) e
−2πik·ψ−1(yj)
for yj ∈ Λψ(z,M, I) and also A∗A = MI with I ∈ C|I|×|I| being the identity matrix.
Hence, for the reconstruction of the transformed Fourier coefficients hˆk,ψ we use a single one-
dimensional fast Fourier transform. The entries of the resulting vector (gˆl)
M−1
l=0 are renumbered
my the means of the unique inverse mapping k 7→ k · z mod M , see Algorithm 5.2.
6 The relation of frequency sets and reconstructing rank-1 lattices
We introduce two specific kinds of frequency sets I and discuss how the structure of the
Wiener Algebra norm ‖ · ‖Aψ,ω(Rd) motivates these particular sets. Furthermore, we highlight
how the choice of I impacts the size of the Fourier matrices A and A∗ and ultimately the
approximation error.
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Figure 6.1: Two-dimensional hyperbolic crosses Ihc,βN for N = 4 and β =
1
2 , 1, 2.
6.1 Hyperbolic crosses and discrete sequence spaces
For all 1 ≤ p ≤ ∞ we denote the space of ℓp-summable d-dimensional integer sequences by
ℓp ∩ Zd and call it the integer ℓp-space. The respective integer unit ball of radius N ∈ N is
defined as
I
ℓp
N :=

x ∈ Zd : ‖x‖p :=

 d∑
j=1
|xj |p


1
p
≤ N

 .
Another frequently used frequency set is the hyperbolic cross Ihc,βN , defined as
Ihc,βN :=

k ∈ Zd : ωβhc(k) :=
d∏
j=1
max(1, |kj |)β ≤ N

 (6.1)
with β > 0 scaling the radius N , see Figure 6.1.
6.2 Finiteness of the upper error bounds
The choice of the frequency set is crucial for the development of the approximation error
‖h − SΛINh‖L∞(Rd) as |IN | increases. As proposed in (3.10), this error is bounded above by
the Wiener algebra norm
‖h‖Aψ,ω(Rd) =
∑
k∈Zd
ω(k)|hˆk,ψ |,
if IN induces a reconstructing rank-1 lattice. On the other hand, this norm is finite if we have
ω(k)|hˆk,ψ| . ‖k‖−(1+ε)∞ (6.2)
for min(|k1|, . . . , |kd|) → ∞ and ε > 0. Hence, the rate of decay of the |hˆk,ψ| determines the
range of feasible weight functions ω(k) and thus how the frequency set IN needs to be shaped.
In particular, for Ihc,βN with ω
β
hc(k) the rate of decay of the transformed Fourier coefficients
yields a range of values for β such that the Wiener algebra norm is finite.
16
I |I| M |I|/M
Iℓ∞4 81 81 1
Iℓ104 53 60 0.8833
Iℓ24 49 53 0.9245
Iℓ14 41 44 0.9318
Ihc,0.54 265 579 0.4577
Ihc,14 49 58 0.8448
Ihc,24 21 23 0.9130
Table 6.1: Comparison of the cardinality of various two-dimensional frequency sets of radius
N = 4 and the sizes M of the respective reconstructing rank-1 lattices.
6.3 Discrete approximation error decay
We resort to the approximated Fourier coefficients hˆΛk,ψ, see (3.6), if we have no exact value
of the hˆk,ψ and discretize ‖h − SΛI h‖L∞(Rd) so that it is evaluated at the set of transformed
lattice points yj ∈ Λ(z,M). This discretization is based on the fact that we use Algorithm 5.1
to evaluate the vector h = (SΛI h(yj))j=0,...,M−1 at transformed lattice points yj ∈ Λ(z,M),
so that
h = Ahˆ, A ∈ CM×|I|. (6.3)
Based on the observation in (3.9), if Λ(z,M, I) is a reconstructing rank-1 lattice, then we
have A∗A = MI for |I| ≤M with I ∈ C|I|×|I| being the identity matrix. Thus, for the inverse
problem we use Algorithm 5.2 to evaluate
hˆ = M−1A∗h, A∗ ∈ C|I|×M . (6.4)
Furthermore, in Lemma 3.4 it was shown under mild assumptions that for each frequency set
I that induces a reconstructing rank-1 lattice, there is an M ∈ N such that |I| ≤ M . |I|2.
On the other hand, AA∗ ∈ CM×M is generally not an identity matrix. In particular for
dimension d = 2 and radius N = 4, among the integer ℓp-unit balls with 1 ≤ p ≤ ∞ and
the hyperbolic crosses Ihc,βN as introduced in (6.1), we only have an identity matrix for the
ℓ∞-unit ball, see Table 6.1. Thus, in general we obverse a gap between the initially given
values h and the resulting vector
happrox := M
−1AA∗h
after applying Algorithms 5.2 and 5.1. We quantify such a gap with the discrete approximation
error denoted by
‖h− happrox‖∞, (6.5)
or the relative discrete approximation error when considering the quotient ‖h−happrox‖∞/‖h‖∞.
Depending on the particular choice of I, the error ‖h− happrox‖∞ doesn’t necessarily con-
verge to 0 for M →∞. In those cases we replace the Fourier partial sum and approximated
17
Fourier partial sum by the ℓq-Feje´r mean, see [21, p. 20], that we define as
σqINh(y) :=
∑
k∈IN ,‖k‖q≤N
(
1− ‖k‖q
N
)
hˆk,ψ e
2πik·ψ−1(y),
and the respective approximated version given by
σq,ΛIN h(y) :=
∑
k∈IN ,‖k‖q≤N
(
1− ‖k‖q
N
)
hˆΛk,ψ e
2πik·ψ−1(y). (6.6)
Even though the ℓq-Feje´r means limit our choices for the frequency set IN to ℓq-unit balls, the
following Lemma found in [21, Lemma 6.2.] reveals their advantage over the classical Fourier
partial sums.
Lemma 6.1. Let q ∈ {1,∞} and f ∈ Lp(Td) with 1 ≤ p <∞ and d ∈ N. Then
‖f − σqINf‖Lp(Td) → 0
for min(|k1|, . . . , |kd|)→∞ with k = (k1, . . . , kd)⊤ ∈ IN . This also holds for q = 2 if d = 2.
Remark 6.2. Lemma 6.1 also holds for q = 2 in higher dimensions if we replace the ℓq-Feje´r
mean σqINf by the ℓq-Riesz mean σ
q,α
IN
f that is defined as
σq,αIN f(y) :=
∑
k∈IN ,‖k‖q≤N
(
1−
(‖k‖q
N
)γ)α
fˆk e
2πik·ψ−1(y)
with 0 < α <∞ and 1 ≤ γ <∞. Then Lemma 6.1 is true for q = 2 if α > (d− 1)/2.
Another consequence of using ℓq-Feje´r means is the change of the matrix-vector-product in
Algorithm 5.1 into
(σΛINh(yj))j=0,...,M−1 = ADσhˆ with Dσ := diag ((1− ‖k‖q/N)k∈IN ) .
Hence, the combination of Algorithm 5.2 and Algorithm 5.1 leads to
h ≈ hσapprox := M−1ADσA∗hˆ ∈ CM .
and the discrete Feje´r approximation error denoted by
‖h− hσapprox‖∞. (6.7)
7 Examples
We choose
h(y) =
d∏
j=1
1
1 + y2j
, (7.1)
as our test function, which according to [1, pp. 363-364] is rather difficult to approximate by
classical approximation methods. We use the exemplary transformations (4.1)-(4.4) to put
our Algorithms 5.1 and 5.2 to the test.
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7.1 Algebraic transformation
We consider the algebraic transformation ψ(x) =
(
2x1
(1−4x21)
1
2
, . . . , 2xd
(1−4x2
d
)
1
2
)⊤
with c = 1, see
(4.1). Then the transformed Fourier coefficients of h in (7.1) read as
hˆk,ψ =
∫
Rd
(ψ−1(y))′h(y) e−2πik·ψ
−1(y)dy =
∫
Td
h(ψ(x)) e−2πik·xdx
=
∫
Td

 d∏
j=1
1
1 + ψ(xj)2

 e−2πik·xdx = d∏
j=1
∫ 1/2
−1/2
e−2πikjxj
1 +
4x2j
1−4x2j
dxj
=
d∏
j=1
∫ 1/2
−1/2
(1− 4x2j ) e−2πikjxjdxj
with
∫ 1/2
−1/2
(1− 4x2j ) e−2πikjxjdxj =


2
3 for kj = 0,
2
π2
(−1)1+kj
k2j
for kj 6= 0.
By recalling the argument related to condition (6.2) it becomes apparent that choosing IN to
be a hyperbolic cross Ihc,βN as defined in (6.1) with 0 < β < 1 yields a finite approximation
error bound that was proven in Theorem 3.6, such that
‖h− SΛ
Ihc,β
N
h‖L∞(Rd) ≤
2
N
‖h‖Aψ,ω(Rd) =
2
N
∑
k∈Zd
ωβhc(k)|hˆk,ψ | <∞.
However, the rate of convergence slows down and the constant in the upper bound gets bigger
the closer β is to 1.
As for the discrete approximation error (6.5) we apply Algorithms 5.1 and 5.2 as described
in (6.3) and (6.4). We consider dimensions d = 2, 3, 4, 5 and the frequency set IN = I
hc,0.95
N
with β = 0.95 being an arbitrary choice. The radius N ∈ N ranges in a set of natural numbers
{Nmin, . . . , Nmax}. We fix Nmin = 2 for all d, whereas the values of Nmax ∈ {120, 60, 30, 18}
are chosen individually and get smaller for higher dimensions. Depending on the particular
N , we construct z and M such that Λψ(z,M, I
hc,0.95
N ) is a transformed reconstructing rank-1
lattice. Then we form the initial vector h = (h(yj))j=0,...,M−1 with yj ∈ Λψ(z,M, Ihc,0.95N ) and
apply Algorithm 5.2 and Algorithm 5.1, yielding the vector happrox = (S
Λ
IN
h(yj))j=0,...,M−1.
For all considered dimensions d and increasing values of N ∈ N we indeed observe a relative
discrete error decay of
‖h− happrox‖∞ . N−1,
showcased in the left plot of Figure 7.1.
We achieve similar results for the same input data when applying the multiple rank-1
algorithms described in [9, 8]. In particular we adapted [8, Algorithm 6]. Initializing this
Algorithm with the parameters c = 30, n = 30 and δ = 0.5 sustains the linear decay of the
discrete approximation errors in all dimensions as seen in the right plot of Figure 7.1.
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Figure 7.1: Relative discrete approximation error ‖h − happrox‖∞/‖h‖∞ with single rank-1
lattices (left) and multiple rank-1 lattices (right) for the algebraic transformation
and IN = I
hc,0.95
N .
7.2 Logarithmic and error transformation
By combining the same test function h as in (7.1) with the multivariate parametrized loga-
rithmic function (4.2)
ψ(x) =
(
2c1 tanh
−1(2x1), . . . , 2cd tanh
−1(2xd)
)⊤
we have
f(x) = h(ψ(x)) =
d∏
j=1
1
1 + (2cj tanh
−1(2xj))2
with the transformed Fourier coefficients
hˆk,ψ =
d∏
j=1
∫ 1/2
−1/2
e−2πikjxj
1 + (2cj tanh
−1(2xj))2
dxj. (7.2)
This time we don’t know if there is a closed form for the transformed Fourier coefficients and
therefore can’t predetermine appropriate choices for IN and c in order to achieve the exact
error decay as proposed in Theorem 3.6.
Nevertheless, we use this transformation to compare the decay of the discrete approxima-
tion error ‖h − happrox‖∞ to the discrete Feje´r approximation error ‖h − hσapprox‖∞ that we
get after switching to the ℓq-Feje´r means σ
q,Λ
IN
h, see (6.6) and (6.7). Additionally we use
several constants c ∈ {12 ,1, 32} to show their impact on the approximation error. We fix the
dimension d = 2 and the frequency sets IN ∈
{
Iℓ1N , I
ℓ2
N
}
. At first we look at IN = I
ℓ1
N . Both
relative discrete approximation errors ‖h − happrox‖∞/‖h‖∞ and ‖h − hσapprox‖∞/‖h‖∞ de-
crease linearly for N →∞ as seen in the left column of Figure 7.2. The first row of the same
Figure also showcases the much bigger difference in the error developments for Iℓ2N compared
to the error developments for Iℓ1N . Even though the observed rapid oscillation could just be
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Figure 7.2: Comparison of the relative discrete approximation errors ‖h − happrox‖∞/‖h‖∞
(top row) and relative discrete Feje´r approximation error ‖h − hσapprox‖∞/‖h‖∞
(bottom row) in dimension d = 2 with the logarithmic transformation, c =
{12 ,1, 32} and IN = Iℓ1N for N = 2, 3, . . . , 100 (left column) as well as IN = Iℓ2N for
N = 2, 3, . . . , 60 (right column).
a result of how z and M are chosen before the construction of the transformed rank-1 lattice
and thus could be fixed by a different approach to choose them, the overall error decay of
‖h − happrox‖∞ is way slower for Iℓ2N . However, when switching to ℓq-Feje´r means the error
decay of ‖h−hσapprox‖∞ looks much more like the ℓ1-unit ball one, illustrated for the relative
errors in the bottom row of Figure 7.2
For the error transformation (4.3) we have the same problem of not having a closed form
for the transformed Fourier coefficients. However, the numerical tests yield similar looking
error decays as in Figure 7.2.
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7.3 Tangens transformation
Considering the tangens transformation ψ(x) = (tan(πx1), . . . , tan(πxd))
⊤ with c = 1, see
(4.4), the one-dimensional transformed Fourier coefficients of the test function (7.1) read as
hˆkj ,ψ =
∫ 1/2
−1/2
e−2πikjxj
1 + tan(πxj)2
dxj =
∫ 1/2
−1/2
cos(πxj)
2 e−2πikjxjdxj =


1
2 for kj = 0,
1
4 for |kj | = 1,
0 otherwise.
(7.3)
They are bounded from above by
hˆkj ,ψ ≤
1
4
(
1
|kj |
)α
for kj 6= 0 and α > 0, so that we have equality for |kj | = 1 and an arbitrarily fast decay
of (|kj |−α)kj∈Z for |kj | → ∞. Then for all β > 0 the hyperbolic cross Ihc,βN yields a finite
approximation error in the form of
‖h− SΛ
Ihc,β
N
h‖L∞(Rd) ≤
2
4dN
∑
k∈Zd
ωβhc(k)|hˆk,ψ | <∞, (7.4)
because for all arbitrarily large α > 1 there is a β > 0 such that ωβhc(k)|hˆk,ψ | ∼ ‖k‖−(α−β)∞
with α− β > 1 fulfills condition (6.2).
For certain transformations ψ the one-dimensional transformed Fourier coefficients |hˆk,ψ|
are of the form b−|k| with some real b > 1. In such cases they have the following estimate:
Lemma 7.1. For all real b > 1, ε > 0 and k ∈ N there is a constant C, independent of k,
such that
b−k ≤ Ck−1−ε. (7.5)
Proof. We consider 0 < k ∈ R and f(k) := b−kk1+ε. Then its first derivative f ′(k) =
b−kkε ((1 + ε)− k log(b)) has zeros at k1 = 0 and k2 = 1+εlog(b) , and f has a maximum at k2.
Hence, for all natural k the desired constant is given by
C = f(k2) = b
−
(
1+ε
log(b)
)(
1 + ε
log(b)
)−(1+ε)
.
In case of the tangens transformation (4.4) with 0 < cj 6= 1, we have
hˆkj ,ψ =
∫ 1/2
−1/2
e−2πikjxj
1 + c2j tan(πxj)
2
dxj =


1
cj + 1
for kj = 0,
cj
(cj + 1)2
(
cj − 1
cj + 1
)|kj |−1
for kj 6= 0.
(7.6)
For cj > 0 we estimate cj(cj + 1)
−2 ≤ 1/4 and b−1 := (cj − 1)(cj + 1)−1 < 1, so that the
estimate in (7.5) yields
hˆkj ,ψ ≤
1
4
C|kj |−1−ε.
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Figure 7.3: Relative discrete approximation error ‖h − happrox‖∞/‖h‖∞ with ψ(x) =
c tan(πx), c = {45 , 910 ,1} and the two-dimensional frequency set IN = Ihc,0.9N for
N = 2, 3, . . . , 50.
Hence, for the hyperbolic crosses Ihc,βN with β < ε we get the same error bound as in (7.4)
for c = 1. Generally, the choice of c > 0 influences the rate of convergence. The fastest
decay of the transformed Fourier coefficients in (7.6) is achieved for cj = 1 and slows down
for both cj → 0 and cj → ∞, resulting in worse approximation errors as seen in Figure 7.3
for c = {45 , 910 ,1}.
8 The construction of sparse frequency sets
Finally we want to make use of dimension incremental algorithms, the sparse fast Fourier
transform (sparse FFT), see [15]. They reconstruct sparse multivariate trigonometric polyno-
mials with an unknown support in a frequency domain I. Based on component-by-component
construction of rank-1 lattices, the approach of [15, Algorithm 1 and Algorithm 2] describes
a dimension incremental construction of a frequency set I ⊂ Zd belonging to the non-zero
or approximately largest Fourier coefficients. They restrict the search space to a full grid
[−N,N ]d ∩ Zd of refinement N ∈ N and assume that the cardinality of the support of the
multivariate trigonometric polynomial is bounded by a sparsity s ∈ N. Then we end up with
up to s non-zero Fourier coefficients of the respective test function. We were able to adapt
these algorithms for transformed reconstructing rank-1 lattices and want to showcase the
combination with the transformed lattice fast Fourier algorithms, see [11].
8.1 Example with algebraic transformation
For the algebraic transformation (4.1) with c = 1 we already discussed the usage of multiple
rank-1 lattices, see Figure 7.1. Previously the particular frequency set IN was chosen to be a
hyperbolic cross Ihc,0.95N , whereas now we let the sparse FFT algorithm determine a suitable
frequency set. In dimension d = 5 and for each N = 2, 3, . . . , 9 we use the respective cardi-
nality of hyperbolic crosses |Ihc,0.95N | as the sparsity parameter s. Remarkably, the resulting
approximation errors are just as good as the original discrete approximation error. On the
other hand, even though the frequency sets have the same cardinality, the two-dimensional
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Figure 8.1: Relative discrete approximation error ‖h−happrox‖∞/‖h‖∞ for single rank-1 lat-
tices with the algebraic transformation for IN = I
hc,0.95
N and IN as the frequency
set generated by the sparse FFT algorithm (left). Two-dimensional projections
of Ihc,0.95N (middle) and two-dimensional projection of the frequency set generated
by the sparse FFT algorithm (right).
projections to their first two coordinates differ substantially in size and shape, as seen in
Figure 8.1.
8.2 Example with the error and logarithmic transformation
The sparse FFT algorithm is especially interesting for the logarithmic transformation (4.2)
and the error transformation (4.3), because we can’t calculate the transformed Fourier coef-
ficients (7.2) and thus can only hope to guess an frequency sets I that causes a small and
linearly decaying approximation error for increasing N ∈ N. Now we simply let the sparse
FFT algorithm construct a suitable frequency set I depending on the sparsity s ∈ N.
We return to dimension d = 2 and fix the refinement N = 20. Then the full 20× 20-integer
grid contains (2 · 20 + 1)2 = 1681 elements. For the sparsities s = 100 and s = 500 both
transformations lead to frequency sets IN that strongly remind us of hyperbolic crosses, see
Figure 8.2.
8.3 Example with the tangens transformation
Once again we consider the test function h as in (7.1) and the tangens transformation as
defined in (4.4) with c = 1. We already calculated the exact univariate transformed Fourier
coefficients hˆkj ,ψ in (7.3) and observed that they are non-zero only for kj ∈ {−1, 0, 1}. Hence,
over a full grid [−N,N ]d ∩ Zd with (2N + 1)d points there are just 3d non-zero multivariate
transformed Fourier coefficients hˆk,ψ.
We check this for dimension d = 12 and N = 4 with the sparse FFT algorithm, see [15,
Algorithm 2] and [20]. We initialize this algorithm with the transformed function h(tan(π ·)),
choose the algorithm name ’a2r1l’ and set the sparsity parameter ’sparsity s’ to 106. This
results in an exact reconstruction as the algorithm indeed only detected the 312 = 531441 out
of (2 · 4 + 1)12 ≈ 2.8 · 1011 possible frequencies, corresponding to the 12-dimensional integer
unit cube of radius 1 for which the transformed Fourier coefficients are non-zero.
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Figure 8.2: Two-dimensional frequency sets IN with N = 20 and s ∈ {100, 500} for the error
and logarithmic transformation.
9 Conclusion
In this paper we discuss strategies for transforming functions over Rd to the torus Td, such
that we can use the known results for lattice rules on the torus. We discuss different transfor-
mations, transfer some approximation results presented in [10], develop the related algorithms
and present numerical examples.
A single change of coordinate mapping ψ : Td → Rd allows the extension of classical Fourier
approximation methods for multivariate functions defined on the torus Td to functions de-
fined on Rd. In particular, algorithms based on single and multiple reconstructing rank-1
lattices can be adjusted for this new setting. Furthermore, the essential theoretical approxi-
mation error bound proposed in [6, Lemma 3.11.] remains valid for functions in the Wiener
algebra Aψ,ω(Rd). Remarkably, only slight modifications are necessary to incorporate the
transformations into the algorithms for the evaluation and the reconstruction of transformed
multivariate trigonometric polynomials presented in [6, Algorithm 3.1 and 3.2].
Our numerical tests reveal that these algorithms indeed yield a linear decay of the dis-
cretized approximation error. However, the actual rate of decay as well as the quality of the
error are highly dependent on the choice of the frequency set I and the chosen parameter c.
Dimension incremental construction methods for sparse frequency sets are also applicable and
turn out to be a crucial tool when the Fourier coefficients of a test function can’t be exactly
evaluated.
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