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iAbstract
In this thesis the strong coupling of excitons with intense THz radiation in GaAs/AlGaAs
and InGaAs/GaAs multi-quantum wells (MQW) and the strong coupling of electrons
to phonons in InAs/GaAs quantum dots (QD) are investigated. Experimental studies
in the field of non-linear terahertz (THz) spectroscopy were carried out using the nar-
rowband THz emission of a free-electron laser (FEL).
In the first part intra-excitonic transitions are pumped with intense THz radiation.
The THz-pump–near-infrared(NIR)-probe experiments are analysed focusing on the
behaviour of the Autler-Townes (AT) splittings with increasing THz field strength.
Furthermore measurements of the temperature dependence up to room temperature
are discussed. With the help of a microscopic theory the contribution of higher lying
intra-excitonic states to the lineshape and splitting of the heavy-hole absorption line is
analysed at low temperatures.
The second part is about the lifetime and dephasing time of polarons in InAs/GaAs
QDs that was measured for inter-sublevel excitation in the THz spectral region (below
the Reststrahlen band). Single electrons inside QDs strongly interact with phonons
and form quasi-particles called polarons. The temperature dependence of the dephas-
ing behavior and the contribution of pure dephasing is discussed.
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Zusammenfassung
In dieser Arbeit wird sowohl die starke Kopplung von Exzitonen an intensive THz
Strahlung in GaAs/AlGaAs und InGaAs/GaAs multi-Quantento¨pfen (MQW) als auch
die starke Kopplung von Elektronen an Phononen in InAs/GaAs Quantenpunkten
(QD) diskutiert. In diesem Zusammenhang wurden experimentelle Untersuchungen
auf dem Gebiet der nicht-linearen Terahertz (THz) Spektroskopie durchgefu¨hrt, bei
denen die schmalbandige THz Emission eines Freien-Elektronen Lasers (FEL) verwen-
det wurde.
Im ersten Teil werden intra-exzitonische Zusta¨nde mit intensiver THz Strahlung an-
geregt. Die THz-Anrege–Nahinfrarot(NIR)-Abfrage Experimente werden insbesondere
bezu¨glich des Verhaltens der Autler-Townes Aufspaltung mit zunehmender THz Feld-
sta¨rke analysiert. Desweiteren wird die Temperaturabha¨ngigkeit bis Raumtemperatur
diskutiert. Mit Hilfe einer mikroskopischen Theorie wird der Beitrag von ho¨heren exzi-
tonischen Zusta¨nden zur Linienform und zur Aufspaltung der Absorptionslinien bei
tiefen Temperaturen analysiert.
Im zweiten Teil geht es um die starke Kopplung von Elektronen und Phononen in
Quantenpunkten, welche zu Bildung von Quasi-Teilchen, den sogenannten Polaronen,
fu¨hrt. Es wird die Lebensdauer und die Dephasierungszeit von Polaronen in InAs/GaAs
Quantenpunkten behandelt und die Ergebnisse werden fu¨r die Anregung zwischen
Subniveaus im THz Spektralbereich (unterhalb des Reststrahlenbandes) analysiert.
Desweiteren wird die Temperaturabha¨ngigkeit des Dephasierungverhaltens und der
Beitrag von reiner Dephasierung diskutiert.
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11 Introduction
The coupling of intense electromagnetic waves to matter is an intensively investigated
area of modern optics. Strong light-matter interaction in a three-level system can be
used for several applications like electromagnetic induced transparency (EIT) [1] and
gain without inversion [2],[3]. The Autler-Townes (or ac Stark) effect manifests it-
self in the creation of dressed light-matter states [4] in a resonantly driven two-level
system (2LS) leading to absorption line splitting and Rabi oscillation [5]. These phe-
nomena have been studied in atomic and molecular systems for many decades since
the 1960s. Investigations of semiconductors date back to the 1980s [6],[7],[8],[9]. From
the microscopic point of view dressed electron-photon states can be assigned to the
non-perturbative regime of a material or atom [10]. Weaker coupling is observed in the
perturbative regime where polarization mixing leads to side band generation [11],[12]
and can be described by the power law expansion of the non-linear polarization. Short
coherence times and broad linewidths in solid state systems like semiconductor nanos-
tructures made it difficult in the past to study the dynamics of exciton formation
[13],[14],[15]. But the dephasing times of the excitonic 1s and 2p states were estimated
to be long enough for coherent polarization mixing [16]. The effective coupling of THz
radiation to the excitonic heavy-hole 1s-2p transitions was demonstrated by side-band
generation [17],[12] and by the Autler-Townes splitting [18],[19]. Several semiconduc-
tor nano-structures and different kind of transitions where studied in the past. The
AT-effect as well as Rabi oscillations were measured for interband transitions in QDs
[20], intersubband transitions in QWs [21] and intra-excitonic transitions in CuO2 bulk
material [22]. Beside the dressed state behaviour in the non-perturbative regime a
high-field regime exists where resonances do not play a major role any more but the
electric field is strong enough to modify the microscopic field potential of a Coulomb
bound system leading to the observation of electric-field induced ionization [23] and
high-harmonic generation [24],[25]. In order to describe all these processes in a com-
plex system like a semiconductor quantum well it is useful to apply a fully microscopic
theory based on the semiconductor Bloch equations [26],[25].
Strong electron confinement in solid-state systems is a promising opportunity to cre-
ate long-lived quantum states that can be manipulated many times within short time
scales (femtoseconds to picoseconds) [27]. For applications like q-bit operation [28] one
needs nano-structures that possess long dephasing times T2 in order to control coherent
ensembles of quantum states. One of the most promising systems are semiconductor
quantum dots based on a InAs/GaAs heterostructure. In bulk GaAs T2 for interband
excitation is in the order of only 10 fs depending on the electron density [29] and the
degree of confinement [30]. Interband room-temperature measurements in InAs/GaAs
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QDs did already show dephasing times around 200 fs [31]. The coherent dynamics of
interband transitions in QDs was also studied by near-field coherent excitation spec-
troscopy [32] and wave-packet interferometry [33]. In contrast to interband dephasing
times, intersubband transitions in GaAs quantum wells improve the accessible time
scale of T2 to a few picoseconds due to the two-dimensional confinement of the elec-
trons. The intersubband quantum well dephasing time in the THz spectral region has
a value of about 1-3 ps and is limited mainly by electron-electron interactions [34].
Semiconductor QDs with their three-dimensional confinement of a single electron in
each dot provide a system without electron-electron interactions. Htoon et al. [33] pre-
sented several values of T2 up to 90 ps depending on the energy separation between the
confined levels. These large values of T2 indicated that phonon emission processes can
be significantly quenched due to a strong reduction of available phase space. The inter-
sublevel transitions in QDs led to the improvement of accessible dephasing times by
two orders of magnitude compared to intersubband transitions in quantum wells. First
inter-sublevel dephasing measurements in self-assembled QDs where done in p-type
dots with an excitation energy of 167 meV [35]. The dephasing time of the unipolar
transition of the valence states (p-type QD) was found to be 15 ps at 5 K. A weak tem-
perature dependence between 10 and 100 K indicated that dephasing is not assisted by
LO phonon-mediated processes. N-type InAs/GaAs QDs in the inter-sublevel energy
regime (53 meV) above the Reststrahlen band show relaxation times of 60 ps at low
temperatures [36]. Post-growth thermal annealing brought the s-p transition down to
energies below the Reststrahlen band (10-25 meV) [37]. These QDs showed one order
of magnitude longer relaxation times (200-300 ps) and even a striking value of 1.5 ns
for a transition energy of 14.5 meV [38]. Now the question arises whether dephasing
occurs at comparable time-scales. The mechanisms of line broadening and the contri-
bution of dephasing in self-assembled QDs have been investigated already above the
Reststrahlen band [39]. Intraband dephasing times of 88 ps compared to 50 ps relax-
ation time (T2 ≈ 2T1) were indicating that there is no significant contribution of pure
dephasing at 10 K. For higher temperatures (10 to 120 K) the dephasing time increased
in a non-linear way due to higher-order phonon processes explaining the dephasing of
polarons.
The present thesis is structured in the following way:
Chapter 2 describes the theoretical and physical background that is needed to under-
stand the measurement results. Section 2.1 gives an introduction to the semiconductor
heterostructures that were investigated in this thesis.
In Section 2.2 and 2.3 the selection rules for optical excitations in semiconductor nano-
structures and the absorption linewidth is discussed.
Section 2.4 treats excitons in GaAs based quantum wells and the intra-excitonic energy
levels are described. Section 2.4.1 focuses on the exciton linewidth and its temperature
dependence that has to be small enough in order to observe Autler-Townes splitting.
The quasi-particle exciton-polariton is introduced in Section 2.4.2. Furthermore exci-
ton formation is discussed and the important time-scales are distinguished (conversion
of polarization to population) with the help of a microscopic theory (see also Appendix
6.2).
3In Section 2.5 phonons in GaAs are described and the electron-phonon interaction is
explained. The concept of strong electron-phonon coupling (polaron) is introduced.
The difference between weak and strong electron-phonon coupling is highlighted and
the prediction of a phonon bottleneck in QDs is reclassified in the context of current
literature.
Section 2.6 treats the quantum mechanical approach to light-matter interaction that is
necessary to understand the physics of strongly light-matter states in semiconductors.
The two-level system is introduced (Section 2.6.1). The discrimination of the pertur-
bative (Fermi’s Golden Rule) and non-perturbative treatment is explained. Within
the non-perturbative treatment the rotating wave approximation (RWA) is introduced
providing an analytical solution for AT splitting (Section 2.6.2). A (semi-classical) mi-
croscopic theory is outlined (Appendix 6.2) which was additionally used for theoretical
analysis of the experimental data. In Section 2.6.3 the density matrix approach (optical
Bloch equations) is sketched for a two-level system and extended for three-level system
as shown in Appendix 6.1. In Section 2.6.4 the optical Bloch sphere together with the
population relaxation time and the dephasing time are introduced and the concept of
transient four-wave mixing is presented (Section 2.6.4).
Chapter 3 focuses on the experimental methods that were used to obtain the mea-
surement results. At the beginning (Section 3.1) there is a short introduction and
characterization of the high-power THz source (Dresden free-electron laser) that was
used for the work of this thesis. After that (Section 3.2) the setup for the Autler-Townes
measurements is described as well as the procedure to determine the THz peak elec-
tric field inside the multi-QW (MQW) sample. In Section 3.3 the GaAs based MQW
samples are characterized and the NIR absorption spectra of the MQW samples are
shown. Section 3.4 describes the setups that were used for THz pump-probe and tran-
sient (time-integrated) four-wave mixing measurements. The thermally annealed QD
samples are characterized and their absorption spectra below the Reststrahlen band
are discussed.
Optical transitions between exciton states in semiconductors, intra-excitonic transi-
tions, usually fall into the THz range and can be resonantly excited with narrowband,
intense THz radiation as provided by a free-electron laser. This situation is investigated
in Chapter 4 for two different quantum well structures by probing the near-infrared
excitonic absorption spectrum near the band edge. The dynamical Stark effect (Autler
Townes splitting) of the 1s exciton ground state is observed. The evolution for various
THz photon energies and field strengths is discussed. The behaviour is considerably
more complex than in atomic systems. At the highest field strengths, where the Rabi
energy is of the same order of magnitude as the exciton level separation, the system
cannot be described within the standard framework of a two-level system in rotating
wave approximation. When the ponderomotive energy approaches the exciton binding
energy, signatures of exciton field ionization are observed. Pronounced anticrossing
behaviour of the split peaks is evaluated for different THz intensities and detunings
relative to the intra-excitonic heavy-hole 1s-2p transition. At intermediate to high elec-
tric fields the splitting becomes highly asymmetric and exhibits significant broadening.
A fully microscopic theory (Appendix 6.2) is needed to explain the experimental re-
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sults. Comparisons with a two-level model reveal the increasing importance of higher
excitonic states at elevated excitation levels.
Chapter 5 presents the results of transient four-wave mixing in the terahertz spectral
range using a free-electron laser. The s-p inter-sublevel dephasing time are discussed
for thermally annealed self-assembled InAs/GaAs quantum dots that possess transition
energies below the Reststrahlen band (<32 meV). Dephasing times of up to 600 ps at
a photon energy of 18 meV have been determined. By comparing pump-probe and
four-wave mixing measurements it can be shown that there is no significant influence
of any pure dephasing process at low temperature. The linear temperature dependence
is consistent with acoustic phonon scattering.
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2.1 Semiconductor quantum structures
Semiconductor heterostructures are defined as a combination of materials that have
different bandgap energies as it is sketched in Fig. 2.1a. The difference in bandgap
energy creates a confinement potential V for electrons and holes that leads to a dis-
cretization of the energy spectrum in the direction of confinement. By applying the
Schro¨dinger equation in a periodic crystal with a periodic crystal potential U(~r) one
gets [40]: [
− ~
2
2m
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
+ U(~r) + V (z)
]
Ψν,n(~r) = Eν,nΨν,n(~r) (2.1)
The total wave function Ψν,n(~r) can be factorized into a lattice periodic Bloch function
uν(~r) and a slowly varying envelope function fn(~r). Assuming that the Bloch function
does not change from the QW to the barrier material the Schro¨dinger equation for
the envelope function in the effective mass approximation (m → m∗ = ∂2E(k)/∂k2) is
given by [40]: [
− ~
2
2m∗
(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
)
+ V (z)
]
fn(~r) = Enfn(~r) (2.2)
The carriers can move freely in x and y direction whereas they are confined in z direction
(growth direction). In order to obtain the energy states in z-direction one can introduce
the Ansatz fn = 1/
√
S exp[i(kxx + kyy)]Φn(z) containing the normalization to the
sample area S = LxLy and the wave function in Φn(z) in the direction of confinement.
This ends up with the one-dimensional Schro¨dinger equation for electrons in a QW
[40]: (
− ~
2
2m∗
∂2
∂z2
+ V (z)
)
Φn(z) =
(
En +
~
2(k2x + k
2
y)
2m∗
)
Φn(z) (2.3)
The energy spectrum on the right hand side of Equ.2.3 consists of discrete energies En in
z-direction and a continuous energy spectrum in x and y direction (~2(k2x + k
2
y)/2m
∗).
For infinitely high barriers the discrete energy spectrum scales inverse quadratically
with the quantum well width L for quantum number n=1,2,3 ... [40]:
En(z) =
~
2
2m∗
(nπ
L
)2
(2.4)
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Figure 2.1: a) QW heterostructure consisting of a low-bandgap material surrounded by high-
bandgap barrier material. Due to confinement there are discrete energy states for the electrons
(e1,e2) in the conduction band and holes (heavy-hole hh1, light-hole lh1) in the valence band.
The wave functions are indicated for each energy state. b) Subbands that are formed in
k-space for each energy state. One has to distinguish between interband (excitation energy
of several eV) and intersubband transitions (excitation energy of several meV).
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Figure 2.2: Density of states (DOS) plotted against the energy of carriers (electrons and
holes) in bulk semiconductor (a), QW (b) and QD (c) heterostructure. In bulk material the
dependency of DOS goes with the square root of the energy E (a) whereas in QWs (b) it is a
Heavy-side step-function for every energy En. For QDs (c) the DOS exhibits delta-function
peaks at the discrete energy En.
The two-dimensional continuum (kx, ky) spectrum represents the formation of subbands
as shown in Fig. 2.1b.
The density of states (DOS(E)=dN/dE) is defined by the derivative of the total number
of states N(k) after the total energy E(k). In bulk material the DOS goes with DOS =√
E) as it is plotted in Fig. 2.2a. It gives a constant value for each energy state En in
a quantum well structure as it is shown in Fig. 2.2b.
A multi-quantum well (MQW) heterostructure consists of alternating layers of low- and
high-bandgap material. The bandgap energy is the energy needed to excite electrons
into the conduction band leaving behind holes (e.g. heavy hole (hh) and light hole (lh))
in the valence band. In case of GaAs-based MQWs different kinds of material (GaAs,
AlGaAs, InGaAs) can be grown by molecular beam epitaxy (MBE) with atomic mono-
layer precision. It is possible to create several nm wide QWs in which the electrons
and holes sustain confinement in growth direction (z). Due to confinement the energy
spectrum of the electrons and holes is altered since their de-Broglie wavelength is
comparable to the QW size. The spectrum changes from a continuous one (for 3-
dimensional degree of freedom) to a discrete one (2-dimensional degree of freedom) as
it is depicted in Fig. 2.1.
Quantum dots (QD) on the contrary have no subbands but possess only sublevels which
have delta-like density of states as depicted in Fig. 2.2c. The overall confinement in
all directions of space leads to sublevel formation in the conduction and valence bands
(compare Fig. 2.3). The energy spectrum can be calculated from the Schro¨dinger
equation in simple geometries as e.g. in Cartesian coordinates (box-like dot), spherical
coordinates (spherical dot) or even more complex geometries for pyramid or lense-
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shaped dots. The energy spectrum for an electron of mass me in a box-like QD with
size a is discrete in all direction of space (x,y,z) and can be expressed by [40]:
En =
π2~2
2mea2
· (n2x + n2y + n2z) (2.5)
A more appropriate model for the description of the energy levels and their degeneracy
is the Fock-Darwin model [41],[42],[43]. Since the confinement for InAs/GaAs QDs
in z-direction is much stronger than in x- and y-direction (see also Chapter 3.5), the
two-dimensional harmonic oscillator model can be chosen. The confinement potential
is given by:
V (x, y) =
m∗ω20
2
(x2 + y2) =
1
2
m∗ω20 · r2 (2.6)
Solving the Schro¨dinger equation with this potential results in an energy spectrum that
is determined by the radial quantum number n and the angular momentum quantum
number l
En,l = (2n+ |l|+ 1)~ω0 = (N + 1)~ω0 (2.7)
where ~ω0 is the vacuum ground state energy (for N=0). The states for different N
are called Darwin-Fock states. For N=0 only one s-like ground state exists (n=0, l=0).
For N=1 there is a p-like shell which is two-fold degenerated (n=0, l=-1 and n=0,
l=+1). The next states for N=2 (d-like) are three-fold degenerated (n=0, l=-1; n=0,
l=-1 and n=1, l=0). For an external magnetic field B, the degeneracy of the higher
states (p,d,...) is lifted. In a QD this leads to the splitting of the p state into p+ and
p− for increasing magnetic field [44] or for an strain anisotropy in the plane vertical to
the growth direction (see also Chapter 3.5).
2.2 Selection rules for optical excitation
The selection rules between energy states for optical excitation with an energy of ~ω
supplied by an optical wave with wavelength λ can be extracted from the Fermi’s
Golden Rule which defines the probability of transition between an initial (i) and
final (f) energy state by [45]:
Wif =
2π
~
| < Ψi|H ′|Ψf > |2 · δ(Ef − Ei − ~ω) (2.8)
The interaction Hamiltonian H ′ can be written in the Dipole-approximation (λ >>
lattice period) together with the Coulomb gauge (~∇ · ~A = 0) as H ′ = (e/m∗) ~A · ~p
containing the vector potential ~A of the exciting electromagnetic field and the elec-
tron momentum ~p. The electric field can be introduced by the relation ~E = −∂ ~A/∂t
containing the optical polarization vector ~e [45].
Wif =
2π
~
e2E20
4m∗2ω2
| < Ψi|~e · ~p|Ψf > |2 · δ(Ef − Ei − ~ω) (2.9)
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Figure 2.3: a) A quantum dot with one electron inside surrounded by a barrier material
with a larger bandgap. b) The electron can occupy sublevel states in the conduction band.
Intersublevel excitation is possible e.g. between the s- and p-like sublevel while parity changes
(inversion symmetry of the wave function due to dipole character of the optical excitation,
transition matrix element is only non-vanishing for parity change of the wave function). The
energy of the intersublevel transitions is in the order of several meV.
Now the electron wave function can be separated into a slowly varying envelope function
fn(~r) and a lattice periodic Bloch function uν(~r):
Ψn(~r) = fn(~r)uν(~r) (2.10)
Then the probability amplitude matrix element for a transition between initial (i) and
final (f) state results in [45]:
< Ψi|~e · ~p|Ψf >= ~e · (< uν |~p|uν′ >< fn|fn′ > + < uν |uν′ >< fn|~p|fn′ >) (2.11)
Here ν and ν ′ are the band indices (i.e. valence and conduction band) and n and n′
are the subband/sublevel indices. The first term in Equ. 2.11 is finite for n = n′ (due
to orthogonality of < fn|fn′ >) which represents transitions between VB and CB for
states of the same subband/sublevel parity (interband transition). The second term
in Equ. 2.11 is finite for ν = ν ′ (due to orthogonality of < uν |uν′ >) which means that
these transitions can only occur within one band (VB or CB) and are therefore called
intersubband/intersublevel transitions.
Figure 2.1a shows a QW structure with two electron (e1, e2) and two hole states (hh1,
lh1) in the conduction and valence band, respectively. Electrons can be optically excited
from the hh or lh state to the electron e1 state (interband excitation). The interband
excitation to the electron e2 state (and also the relaxation from it) is forbidden due to
selection rules. Interband excitation energies are in the order of several eV (bandgap
of GaAs at room temperature = 1.41 eV). Three orders of magnitude smaller amount
of energy is needed to trigger intersubband excitation (few meV) as it is depicted in
10 2 Theoretical background
Fig. 2.1a. The electrons and holes form subbands in k-space (kx, ky) for each energy
level (see Fig. 2.1b). Intersubband excitation and relaxation must be accompanied
by a wave function parity change (n:1->2, 2->3, etc.). Similarly that also applies for
intersublevel excitations in QDs (Fig. 2.3) for the quantum number l of the angular
momentum e.g. l=0(s-like)->l=1(p-like), see also Equ. 2.7 in Section 2.1.
2.3 Linewidth of an optical transition
Optically excited states show an exponential decay of population (lifetime broadening)
and polarization (loss of coherence). For an optical excitation with energy ~ω at the
transition energy Efi = Ef − Ei the Lorentzian absorption line shape can be written
as:
A(~ω) =
Γ/2π
(Efi − ~ω)2 + Γ2/4 (2.12)
The absorption line width Γ at the full-width half-maximum (FWHM) in a general
way is given by the sum of the contribution from population and polarisation decay:
Γ = Γ1 + Γ2 =
~
T1
+
2~
T2
(2.13)
The population decay time constant T1 is determined by the decay of the number
of occupation in the upper state. The faster the decay, the broader the line width is.
It can be triggered by spontaneous emission or an inelastic scattering mechanism. The
polarisation decay time constant T2, also called dephasing time is determined by the
loss of coherence. Coherence means a constant phase relation between upper (f) and
lower (i) quantum state and it can be destroyed by elastic scattering processes. All
these contributions are attributed to homogeneous broadening.
On the contrary inhomogeneous broadening arises from an ensemble of many
Lorentzian oscillators A(j) that have slightly different resonance energies E
(j)
fi and
linewidths Γ(j). This results in a Gaussian line shape which has got a certain width
σinhom.
2.4 Excitons in a quantum well
Excitons are bound electron-hole pairs that are created by interband excitation in a
semiconductor. Coulomb-attraction between the electrons and the holes (heavy holes
and light hole) leads to the formation of excitons. Since there is a binding energy,
the excitonic absorption is energetically situated below the bandgap. Fig. 2.4 depicts
absorption spectra of GaAs bulk material and a MQW structure at room temperature.
The excitonic absorption for bulk GaAs is situated in the near-infrared (NIR) spectral
region and starts at energies larger than 1.41 eV (at 300 K). The first peak is the
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Figure 2.4: Comparison of a bulk-exciton with a MQW-exciton in a 10 nm
GaAs/Al0.28Ga0.72As QW-structure at 300 K. In a QW the continuum absorption is re-
placed by a step-like absorption function with increasing n. The excitonic features are a
sequence of discrete absorption lines for heavy hole and light hole at the beginning of each
step n. Taken from [46]
exciton n=1 absorption peak at 1.425 eV. Then the continuum absorption follows up
to 1.475 eV. The spectrum of the MQW sample in Fig. 2.4 was measured in a 10
nm wide GaAs MQW. The heavy-hole (n=1) exciton is shifted to higher energies as
compared to the bulk, which means that it is bound more strongly. Also the light hole
absorption line appears since the hh-lh degeneracy is lifted in the QW (compare Fig.
2.1).
The bandgap and therefore the excitonic absorption varies with temperature. In GaAs
the temperature dependent bandgap energy Eg (eV) can be expressed in dependence
on the lattice temperature T (Kelvin) by the following formula [47]:
Eg = 1.519− 5.405 · 10−4 T
2
T + 204
(2.14)
The binding energy EBn for the quantum number n and the interband oscillator
strength fn of excitons in bulk (3D) and in a QW (2D) can be expressed as it is
depicted in Table 2.1. The binding energy EBn and the interband oscillator strength
3D 2D
EBn -
ERyd
n2
-
ERyd
(n− 0.5)2
oscillator strength fn
1
n3
1
(n− 0.5)3
Table 2.1: The exciton binding energy EBn and the interband oscillator strength fn are
depicted for the 3D case (bulk) and the 2D case (QW). The exciton is more strongly bound
in a QW. The interband oscillator strength is larger in a QW than in bulk material (for the
same n) [48].
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Figure 2.5: Exciton binding energy for QW width up to 30 nm and different Al content (x)
during growth of the AlGaAs barriers. For a typically used Al content x=0.32 for QW width
of around 10 nm is about 8 meV. Taken from [40].
fn in principle decrease with larger quantum number n. Furthermore the binding
energy EBn increases with decreasing well width L as it is depicted in Fig. 2.5.
Notable in Table 2.1 is also that the oscillator strength is larger in the 2D case than
in 3D (for the same n) since there is subtraction from n of 0.5 in the denominator i.e.
especially the first (n=1) exciton state couples most efficiently to NIR light.
The exciton transition energy to the nth state ∆En can be written as [40]:
∆En = Eg + EBn (2.15)
ERyd =
e2
4πǫra0
(2.16)
a0 =
4πǫr~
2
mrede4
(2.17)
including the band-gap energy Eg, the Rydberg energy ERyd, the Bohr radius a0 and
the reduced effective mass mred. 2D excitons in narrow QWs (a0<QW width) are
more strongly bound since they have a squeezed wave function in the confinement
direction which enhances the Coulomb interaction and therefore the binding strength
(see also Table 2.1). Note that the excitonic Rydberg energy is several meV i.e. it
is scaled down compared to the atomic Rydberg energy (13.6 eV) in hydrogen. The
contribution of ǫ2r in the denominator and mred in the nominator to the Rydberg energy
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Figure 2.6: Exciton formation after interband excitation with an energy of several eV. Due
to Coulomb attraction the electron and hole (hh1) form an bound electron-hole pair called
exciton. The exciton fine structure is similar to the hydrogen energy structure containing s
and p-like orbital states in the energy range of several meV.
in Equ. 2.16 leads to transition energies scaled down by a factor of about 2800 since
the permittivity is by a factor of 13 larger than in vacuum and the reduced effective
mass of the exciton is mred=0.06 me in GaAs bulk material (for hh-exciton: mred =
[(0.067 ·0.53)/(0.067+0.53)]me). In principle an exciton behaves like a hydrogen atom
and analogous spectroscopic effects (e.g. Autler-Townes splitting [5]) can be observed
in a high-quality GaAs QW [18],[19].
Intra-excitonic transitions in the THz regime exist between the states of different
angular momentum (quantum number l) i.e. the s (l=0) and p-like (l=1) states (see
also Fig. 2.6). The oscillator strength between the hh(1s) and hh(2p) state of a QW
exciton is remarkable large and can be used to investigate exciton formation [49, 15].
2.4.1 Excitonic linewidth
An exciton can be ionized by LO-phonon interaction because its binding energy is
smaller than the LO phonon energy (EB < 36 meV in GaAs). Since LO phonons
are bosons with a temperature dependent occupation number, ionization gets more
probable with increasing lattice temperature. Ionization can occur by absorption of an
LO phonon [48]. In order to be able to resolve an absorption line Rabi splitting of a
certain strength ~Ω one needs a MQW sample that has a narrow exciton absorption line
width Γ that is smaller than the expected Rabi-splitting (Chapter 2.6.2). An exciton
interband absorption line (e.g. heavy-hole electron 1s) is spectrally broadened due to
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Figure 2.7: a) Schematics of the squeezed exciton wave-function in a GaAs/AlGaAs QW of
width L. The surface roughness a/2 can cause homogeneous exciton absorption line broaden-
ing. Taken from [40]. b) Measured total linewidth Γ demonstrating homogeneous broadening
as function of temperature. Acoustic (AC) and optical phonon (LO) contribution is indicated
for a temperature range from 4.2 K to 250 K. Taken from [50].
three possible contributions [51].
Γ(T ) = Γ0 + γacousticT + γLO · 1
e~ΩLO/kBT − 1 (2.18)
The first contribution contains broadening caused by impurity scattering, interface
roughness a/2 plus well width fluctuation ∆L (see Fig. 2.7a) and alloy composition
fluctuations introduced during MBE growth. The second term arises from scattering of
excitons with acoustic phonons (linear with temperature). The third part comes from
LO phonon scattering of the excitons that depends on the bosonic occupation number
of the LO phonons. For a typical GaAs/AlGaAs single-QW the acoustic phonon broad-
ening can be estimated to be 0.3 meV at 300 K having a linear factor of γacoustic = 1µeV
[40]. The LO phonon gives a main contribution for 1s to continuum scattering processes
(ionization) and is in the order of 2 meV [52]. The broadening due to interface rough-
ness can be the strongest influence on the overall line width depending on the MBE
growth parameters as demonstrated in Fig. 2.7a. The interface roughness scattering
of excitons is essential for well widths L below 14 nm and can reach values of 5 to 10
meV for a 10 nm wide QW [40]. Also the QW width fluctuations in MQW samples can
significantly lower the quality of the absorption line (inhomogeneous broadening). The
line width in a MQW system is usually about 1-2 meV mainly due to inhomogeneous
broadening.
In Fig. 2.7b are shown experimental results that were fitted with Equ. 2.18. The total
line width was measured in dependence on the lattice temperature from 4.2 to 250 K
in a single QW (homogeneous broadening) [50]. In that range the line width increases
from 0.2 meV by about one order of magnitude up to 2.2 meV. The acoustic phonon
broadening is linear in temperature and the LO phonon starts contributing to the line
width mainly above 100 K.
Borri et al. [53] have given deep insight into exciton scattering mechanisms and excita-
tion induced dephasing (EID) in narrow single QWs and MWQs. EID is the dephasing
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broadening that contributes to the linewidth and depends on the excitation density of
the excitons. It also leads to the fact that the intra-excitonic energy states (1s, 2s, 2p
...) have different dephasing constants [54]. The homogeneous linewidth (Γ2) of the
exciton line is about 0.2 meV at 100 K [53].
2.4.2 The concept of exciton-polariton and exciton formation
The exciton-polariton is a mixed photon-exciton state. During NIR excitation the
exciting light wave travels together with the created polarization wave through the
medium, which re-radiates light with the same properties. Both contributions to the
emitted light can be in phase or out of phase leading to interference that enhances the
coherently (phase stable) emitted light or diminishes it. The result is a polarization
decay (free-induction decay of coherence) of the macroscopic excitonic polarization.
The Coulomb interaction between the electron and the hole can be described in a
many-body theory by the Elliot formula taking into account the interaction amongst
the excitons which is especially important for the intermediate regime between low-
density (exciton) and high-density excitation (e-h plasma) [40],[25]. In the intermediate
density regime the excitons are independent entities that do not interact amongst each
other and can be therefore treated as bosons. In the high-density regime the electrons
and holes from different excitons start to feel each other through Coulomb and spin
interaction (Pauli exclusion principle). In the picture of center of mass motion it is
important how close excitons are situated to each other. The exciton-polariton as
a quasi-particle is of bosonic nature since photons are bosons and for low densities
excitons can be also treated as bosons [48].
Exciton-polaritons can exist close to the crossing point of the dispersion relations which
leads to the formation of two exciton-polariton branches (anti-crossing for exciton-
polariton coupling). Together with the center of mass M of the exciton and the exciton-
polariton wavevector K the exciton dispersion is [48]
~ωexc =
~
2K2
2M
(2.19)
and the dispersion of light is:
~ωlight =
~c
n
· k (2.20)
In case of strong exciton-light coupling there are two solutions if Equ. 2.19 and Equ.
2.20 are set to be equal. This leads to an upper and lower polariton branch. The
exciton-photon interaction (for interband excitation) results in a lift of the degener-
acy amongst the energy states giving a modified dispersion for the exciton-polariton.
This idea arises from the concept of un-coupled and coupled oscillators in a optically
excited medium [55]. In principle by controlling the k-vector of the incident light one
can adjust the phase velocity of the polariton wave (polarization translation through
the crystal). By slowing it down it is possible to increase the strength of light-matter
interaction which can be realized by micro-cavities which couple different k-vectors and
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create a polariton (cavity-polariton) [56].
Here we concentrate on the heavy-hole (hh) exciton in the regime of weak exciton-light
coupling (for interband excitation) and investigate the intra-excitonic transition be-
tween the 1s and the 2p states (n=1, l=0 to n=2, l=1). The hh(1s) state with energy
E1s is the most prominent absorption peak in a GaAs QW structure. It is situated
at about 10 meV below the interband transition energy Ehh1−e1 (Fig. 2.8a) followed
by the hh(2s) absorption peak at E2s ≈-4 meV below Ehh1−e1. The hh(2p) state is
optically dark in NIR spectroscopy due to the s-like selection rules (Section 2.2). In
general, all excitonic states show stronger broadening for increasing excitation densities
due to increasing exciton densities and EID (see also Section 2.4.1).
Interesting insight was given by Kira&Koch et al. [57] who discriminated in their mi-
Figure 2.8: a) Heavy-hole excitonic NIR absorption spectrum (black curve). Thin grey
lines indicate the exciton fine structure (1s, 2s, ...). For higher excitation intensities (red
curve, green shaded) the absorption is bleached [57]. b) Excitation dynamics for resonant 1s
excitation with a 1 ps long NIR pulse. The generated polarization in 1s |P |2 (shaded area) is
shown together with the population in 1s (black line), 2s (dashed line) and 2p (dotted line)
[54].
croscopic theory two different regimes in the excitation/creation of excitons as depicted
in Fig. 2.8b. An excitation pulse resonant with the 1s state creates a macroscopic po-
larization |P |2 (corresponding to the squared transition amplitude of the interband
polarization) that decays within 10 ps after the excitation pulse is over (coherent exci-
tonic regime). At the same time after the excitation pulse has passed, a real excitonic
population is created in the 1s state (incoherent exciton) having a lifetime of several
nanoseconds.
One possibility to understand the conversion from polarization to population is acous-
tic phonon scattering. The polarization of each state (1s, 2s, ...) can be converted to
a population by phonon-assisted exciton formation [58]. This approach was motivated
by the idea of Colocci et al. [59] who explained experimental photoluminescence results
with the help of the Saha equation that delivers the thermal equilibrium distribution
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of excitonic states [58]:
nexc = nenh · e(EBn/kBT ) · 2π~
2n2
mredkBT
(2.21)
As it is shown in Fig 2.9, the conversion efficiency into the 1s state for resonant 1s
excitation depends on the excitation density (i.e. laser pulse intensity) and the lattice
temperature. Due to the temperature-dependent energy of the acoustic phonon bath
the exciton population in the 1s state can only be created at higher excitation densities
with increasing lattice temperature (Fig 2.9).
Since the Coulomb-interaction and the phonon contributions are interlaced in a compli-
cated manner (non-equilibrium physics), exciton formation is an intensively discussed
topic [15],[49][58],[59]. The calculations in Ref. [58] describe exciton formation without
implementing disorder effect in the QW system. But these effects can also significantly
contribute to the exciton formation, even in high-quality QWs.
Figure 2.9: Theoretical calculation of the fraction of exciton population in the 1s state for
resonant excitation. The 1s population is plotted for increasing lattice temperature and
different excitation densities in a QW with 7 meV excitonic binding energy. The temperature-
dependent energy of the acoustic phonon bath (which is connected to the lattice temperature)
is significant for exciton formation in these calculations [58].
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Figure 2.10: a) Phonon dispersion in a GaAs crystal. The phonon branches (LA, TA, LO,
TO) are distributed over a wide energy range from 0 to 35 meV. Taken and modified from
[38]. b) Density of states for the phonons at 300 K. Most prominent is the optical phonon
(TO) around 33 meV. The acoustic phonon band (LA, TA) is situated between 0 and 15
meV. Taken and modified from [60].
2.5 Electron-phonon interaction in a quantum dot
2.5.1 Phonons in GaAs
In general there exist two kinds of phonons in a crystal, the optical and acoustic branch
that can have transversal or longitudinal modes as it is depicted in Fig. 2.10a. Acoustic
modes (LA, TA) can already exist if one kind of atoms is placed in a two-atomic base
(e.g. Silicon) having the same coupling strength. They are known as long-wavelength
(small k) waves that have linear energy dispersion near the Γ lattice direction (see
2.10a). Additionally optical phonons can play a role if two kinds of atoms are in a
two-atomic base (e.g. GaAs) with different coupling strengths. In GaAs the binding is
covalent with partly ionic character (polar bond) that leads to a polar medium. The
shared electron is pulled closer to the group V atom (Ga). Therefore the lattice is IR-
active. Due to the polar character long-wavelength optical phonons in GaAs around
the Γ-point show no LO-TO degeneracy but possess LO phonons with larger energy
than TO phonons. The reason is the electrostatic field created by the long-wavelength
phonons that lead to vibrations of the atoms in the polar two-atomic base against each
other [61].
In Fig. 2.10b the phonon density of states in a GaAs crystal is depicted. Many optical
phonon states (LO, TO) around 33 meV can be occupied in the crystal. The acoustic
phonon band (LA, TA) is situated between 1 and 15 meV and shows factor of 3 less
occupation at 300 K.
Usually GaAs and InAs can be seen as dielectric media in the frequency range of IR
and FIR light i.e. they are mostly transparent. But there is an exception in the
energy window between the LO and TO optical phonons (compare with Fig. 2.10a).
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Figure 2.11: Reflectivity measurement (solid) and calculation (dashed) at 4.2 Kelvin in GaAs
and InAs. GaAs reflects up to 90% between 275 and 295 cm−1 (≈ 34-37 meV, 8.2-8.8 THz)
and InAs reflects mainly between 220 and 240 cm−1 (≈ 27-30 meV, 6.6-7.2 THz) [62].
The so-called Reststrahlen band is depicted in Fig. 2.11 for GaAs and InAs. It is
characterized by a strong reflection (up to 90%) of the incoming light in a spectral
energy range between 34-37 meV for GaAs and 27-30 meV for InAs.
The origin of this behaviour comes from the fact that no electromagnetic wave can
propagate in the crystal at this energy. The dielectric constant of the material consists
of a non-resonant and resonant part [46]:
ǫr = 1 + χnon−resonant + χresonant (2.22)
ǫr(ω) = 1 + χ+
Nq2
ǫ0mred
1
(Ω2TO − ω2 − iγω)
(2.23)
In IR active crystals the EM wave can excite TO phonon modes, which results in a
resonant part in ǫr at the TO phonon frequency ΩTO. Note that there is a static limit
and a high frequency limit [46].
ǫst = ǫr(ω = 0) = 1 + χ+
Nq2
ǫ0mredΩ2TO
(2.24)
ǫ∞ = ǫr(ω =∞) = 1 + χ (2.25)
LO phonons are only possible if ǫr becomes zero, because then the divergence of the
electrical displacement ~D triggered by an external electric field ~E for wave propagation
direction ~k can not only become zero for transversal fields ~k · ~E = 0, but also for
propagating longitudinal fields ~k · ~E 6= 0 [46].
~∇ · ~D = ~∇ · (ǫrǫ0 ~E) = 0 (2.26)
This special frequency at which the dielectric medium supports longitudinal EM waves
is ω′ =
√
ǫst/ǫ∞ΩTO (if damping γ is neglected). The existence of such a EM mode in
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a dielectric leads to the Lyddane-Sachs-Teller relation which connects the LO and
TO mode with the permittivities in the static and high-frequency limit [46].(
ΩLO
ΩTO
)2
=
ǫst
ǫ∞
(2.27)
Calculating the reflectivity in the frequency range between ΩLO and ΩTO one gets
theoretically 100% (without damping).
2.5.2 Interaction of electrons with phonons
Phonon CB interaction
LA DF, PZE
TA PZE
TO -
LO Fro¨hlich
Table 2.2: Discrimination of the electron-phonon interactions for acoustic (LA, TA) and
optical (LO, TO) phonons. The electrons in the conduction band (CB) can interact via the
deformation potential (DF), the piezo-electric potential (PZE) and via Fro¨hlich interaction.
Electrons can scatter with acoustic and optical phonons. Scattering times of opti-
cal phonons with electrons (1-10 ps ) are 3 orders of magnitude shorter than those of
acoustic phonons (1-10 ns) at low temperatures. Acoustic phonon scattering is me-
diated by Coulomb interaction of the electrons with the polar lattice (piezo-electric
scattering). During the deformation of the lattice, the band edge changes resulting
in an influence on the electron energy. This process is mainly relevant above 200
Kelvin (scattering time τ ∝ T−3/2) whereas impurity scattering dominates below 200
K (scattering time τ ∝ T 3/2). Electron-LO phonon scattering is a polar-optical in-
teraction (Fro¨hlich interaction). The corresponding scattering rate can be expressed
as 1/τ = 2αe−LOΩLOe−~ΩLO/kBT with the Fro¨hlich coupling constant αe−LO that is ex-
plained later (see Equ. 2.31).
One can separate the electron-phonon interaction (scattering) for a partly ionic crys-
tal (like GaAs) in mainly three different contributions (see also Table 2.2). The first
one is the interaction of the free electron with LA phonons mediated by the volume
deformation potential (DF). The second one is the interaction with a strain-induced
piezo-electric deformation potential (PZE) at small distances. And the third one comes
from the interaction with a LO phonon induced macroscopic polarization, namely the
Fro¨hlich interaction (Fro¨hlich) over large distances. In terms of optically excited elec-
trons, especially small phonon vectors q are important since light has no significantly
transferable momentum. This means that one can concentrate on the physics near the
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zone-center of the Brilloun-zone i.e. the phonons around the Γ-point [62].
Volume deformation potential (DF)
The electron LA-phonon interaction is mediated by the volume deformation potential
[62]. The LA-phonon Hamiltonian is proportional to the square root of the phonon
momentum q and inversely proportional to the square root of phonon frequency Ω.
He−LA ∝
√
q
Ω
(2.28)
The dispersion relation for LA phonons near the Γ-point can be assumed to be linear
ΩLA(q) ∝ q.
Piezoelectric deformation potential (PZE)
The TA phonon can be mediated by the PZE potential. Since they are shear waves
they do not effect the band energy but lower the symmetry in the crystal as it can be
also done by a QW structure. This reduced symmetry can lead to the lift of the band
degeneracy e.g. heavy-light hole states at the Γ point. The strain induced macroscopic
polarization leads to an internal electric field that interacts with free electrons within
a small volume of the crystal i.e. it is a short-range interaction. The Hamiltonian
depends quadratically on the inverse wave-vector and is therefore strongly dependent
for long-wavelength phonons (small q).
He−TA ∝ 1
q2
(2.29)
The additional 1/q contribution compared to the volume DF potential comes from
the Coulomb interaction with the internal field. The electromechanical tensor can be
derived in the tight binding model [62] that also gives the interaction strength at the
Γ-point. The energy dependence on q of the LA phonon DF scattering is not so strong
for small q compared to TA phonon PZE scattering (See Fig. 2.10).
Fro¨hlich interaction
The Fro¨hlich interaction arises in partly ionic or polar material (GaAs) and is directly
linked to the LO phonon. An excited LO phonon induces a macroscopically oscillating
polarization resulting in an internal electrical field ~ELO [62]. One can express the
Hamiltonian with the help of the electric potential as HF = −eΦLO. The interaction
depends on 1/q2 and is getting even stronger for small q than the LA interaction
(long-wavelength LO phonons, high energy, large distances in the crystal).
HF ∝ 1
q2
· αe−LO (2.30)
Polaron picture
Since the LO phonon has a very short lifetime (a few ps) it often decays into two
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acoustic phonons (e.g. LA+TA, TA+TA) while interacting with the electron (see Fig.
2.10a). In the weak coupling regime one can treat this three-phonon processes by
perturbation theory (Fermi’s Golden Rule) leading to an exponential polarization and
population decay [61]. In contrast to that, the strong coupling regime needs a non-
perturbative approach that results in non-steady decay time changes in dependence on
the polaron energy [38].
A polaron is a quasi-particle consisting of an electron and a phonon illustrating the
intuitive picture of a lattice distortion that accompanies an electron through the crystal
over more than one ion distance (unit cell). This picture ends up in the imagination
of an electron that is surrounded by virtual phonons, absorbing and emitting them
while travelling through the crystal. The second quantization i.e. the phonon field
quantization inside the crystal leads to the description of electrons and phonons in a
quantum concept, represented by quantized states and wave functions that can interfere
(quasi-particles). The direct coupling of electrons to LO phonons (Fro¨hlich coupling)
can be described by the coupling constant αe−LO that depends on the effective mass
m∗ of the electron, the LO phonon frequency as well as the static and high-frequency
dielectric constants [46].
αe−LO =
1
137
√(
m∗c2
2~ΩLO
)[
1
ǫ∞
− 1
ǫst
]
(2.31)
This relation is directly connected to the concept of effective mass, that describes the
ability of the electron to travel trough the lattice. αe−LO can be measured by applying
an magnetic field. Anti-crossing in energy is a hint for strong-coupling of the lattice to
the electrons. (strong e-ph coupling in QDs proved by Zeeman effect) [63].
The polaron mass can be approximated by m∗∗polaron = (1+
1
6
αe−LO)m∗e with m
∗
e=0.067.
In GaAs this mass only differs by 1% [46] from the effective mass of the electron indicat-
ing that in bulk GaAs the polaron correction is actually very small (αe−LO=0.06<<1).
But for strongly confined electrons (e.g. in QDs) the coupling becomes more important
then it is expected for bulk GaAs.
2.5.3 The phonon bottleneck
In a three-dimensional bulk material a lot of non-radiative relaxation possibilities are
available for thermalization of excited carriers (hot carriers) with the lattice i.e. getting
into thermal equilibrium or relaxing from CB excited states down to the lowest energy,
ground state. The relaxation path can consist of a long ladder of scattering events
with energetically available phonons where the electrons can pass several intermediate
states in ~k and energy-space. This leads to very short relaxation and dephasing times
for GaAs bulk CB electrons (100 fs) [29],[27]. By introducing lateral confinement in
1 (QW), 2 (quantum wire) or even 3 (QD) directions, the available phase space and
the resulting relaxation channels involving appropriate phonon energies are reduced
[64] (see inset in Fig. 2.12a). A first approximation leads to the intuitive picture that
electron relaxation becomes less possible for low-dimensional systems.
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In first-order perturbation theory (Fermi’s Golden Rule) i.e. in the weak-coupling
regime the emission rate of LA phonons by electron scattering is strongly suppressed
in QDs [64]. The LO-interaction is even less favourable due to the flat LO phonon
dispersion near the Γ-point (only the exact LO phonon energy of 36 meV).
For all possible degrees of confinement one can assume the LA [64] and also the LO
phonons [65],[66] inside the confined area as bulk phonons (for GaAs and related ma-
terials). Since the confinement energy of electrons and holes differ by a about a factor
of 5 [67] due to the mass ratio between hole and electron, the phonon confinement does
not play a major role for electron-phonon interaction in InAs/GaAs QDs.
In first-order perturbation theory one can express the scattering rate as a sum over all
final electron states and available phonon vectors ~q [64]:
1
τi−>f
=
2π
~
∑
f,q
α2(q) · | < ψf |e∓i~q~r|ψi > |2 · δ(Ef − Ei ± Eq)
[
nB(Eq, T ) +
{
1
0
}]
(2.32)
This formula includes the Bose-distribution of the scattered phonons depending on their
energy Eq and the lattice temperature T as well as the coupling constant α which has
to be expressed in different ways for LA and LO phonons coming from the interaction
Hamiltonians He−LA and He−LO in Equation 2.28 and 2.30, respectively (emission has
upper and absorption lower sign/number). The deformation potential mediated LA
phonon scattering within the volume V has the coupling constant [65]:
αLA(q) = D
√
~/2ρcV · √q (2.33)
with the deformation potential energy D=6.8 eV, the material density ρ=5.36 g/cm3
and the speed of sound c=5.15·105 cm/s. The piezo-electric coupling (PZE) can be
neglected because it is 10 times smaller than the deformation potential [68],[69]. The
Fro¨hlich interaction is connected to the coupling constant αe−LO as described in Sec-
tion 2.5.2. The LA electron-phonon scattering is depicted in Fig. 2.12a for different
degrees of confinement (QW (2D), quantum wire (1D), quantum dot (0D)). Since the
dimensionality of the structure reduces the scattering rate decreases drastically (phonon
bottleneck).
In second-order perturbation theory it is possible to estimate the contribution of 2-
phonon processes LO±LA and 2LA in an energy window around the LO phonon.
Inoshita et al. [65] calculated the LO phonon interaction with LA phonon contribution
(LO±LA) in a small energetic window around the LO phonon energy and demonstrated
the possibility of a more efficient carrier relaxation (sub-nanosecond) around the LO
phonon at 0 and 300 K (Fig. 2.12b and c).
2.5.4 Anharmonicity and LO phonon disintegration
The quite fast LO phonon relaxation (1-10 ps) at low temperature indicates a strong
mechanism of lifetime shortening. Here it will be discussed where these short lifetimes
come from. Usually one considers a phonon vibration as a harmonic oscillator that
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Figure 2.12: a) LA phonon scattering rates in GaAs heterostructures (0D: QD, 1D: quantum
wire, 2D: QW) in dependence on the confinement L [64]. For more confined directions the LA
phonon scattering rate becomes smaller (phonon bottleneck). b) LO phonon and 2-phonon
(LO ± LA) scattering rates at 0 K (b) and at 300 K (c) in a QD system [65]. The expected
scattering rates (for L=140 A) are about factor of 300 larger than in case of single LA phonon
scattering (a).
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possesses a harmonic potential that is proportional to the quadratic elongation x of
the atoms. The lifetime of such a vibration in reality is shortened significantly by
anharmonic contributions, especially due to an asymmetric, cubic term in the potential
energy:
Upot(x) = Ax
2 +Bx3 + ... (2.34)
The cubic term allows phonon-phonon scattering processes that conserve energy and
momentum. Optical phonons are created close to the Γ-point (q≈ 0) due to the neg-
ligible momentum of photons. After that it is possible that the optical phonon (LO)
disintegrates (decays) e.g. into two acoustic phonons of half the energy and oppo-
site momentum (LA+LA) (see Fig. 2.10a). In the harmonic approximation all kind
of phonons are independent from each other [61]. Since the multi-phonon peaks are
observed additionally to single-phonon peaks (e.g. in Raman or neutron scattering
measurements) one can consider the anharmonicity in a crystal as a small perturbation
to the harmonic behaviour that leads to the coupling of the phonon modes (LO, TO,
LA, TA) amongst each other. The correct quantum-mechanical treatment with the
help of perturbation theory leads to selection rules for disintegration processes result-
ing in possible anharmonic channels (LA+LA, LA+TA, TA+TA, LO+LA, TO+LA).
A correct treatment of the LO-phonon which then can be disintegrated into lower en-
ergetic phonons is of main importance. LO-phonons in QDs tend to form confined
modes. The implementation of confined LO modes in common theoretical approaches
(Fermi’s-Golden Rule, Green-function method, Wigner-Weisskopf coupled-mode equa-
tions) is not a trivial task.
Polaron Rabi oscillations
Inoshita et al. [70] showed that the strong electron-phonon interaction leads to a split-
ting in the density of states (DOS) due to coherent electron level mixing (Rabi-splitting)
as it is shown in Fig. 2.13a. They used a Green-function method and determined
Rabi-flopping times of 1.5 ps, but they neglected LO phonon mode confinement. The
LO±LA process triggered rapid relaxation (<10 ps) around the LO phonon and it was
predicted an ultrafast relaxation of 200 fs at 20 meV excitation energy (see also Fig.
2.13c).
The Fermi’s Golden Rule treatment by Inoshita et al. [65] as it was discussed in the
Chapter before (Fig. 2.12b,c) is not valid for an instable LO phonon state since it
can not predict a wide energy window with efficient relaxation. Li et al. [71] were
able to include 1000 confined LO phonon modes in their calculations in the frame of
Wigner-Weisskopf coupled-mode-equations. They extracted an analytical solution for
the polaron relaxation time that can be used for fitting experimental data [72]. The
mechanism behind is the anharmonic coupling of confined LO modes to bulk acoustic
phonons. The LO confinement can be calculated with a hydrodynamic continuum the-
ory [73],[74] (important for the estimation of the coupling constant g between electrons
and confined LO phonons). For simplicity they assumed a constant lifetime of each
confined mode [71] and a QDs size of 20 nm. It resulted in a wide tuning range, effi-
cient carrier relaxation between 15 and 65 meV and it predicted a polaron relaxation
time of 200 ps at 20 meV (0 K). They stated that the electron-phonon system can
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Figure 2.13: a) Density of states for different energy separations of the harmonic oscillator
(parabolic QD potential) at 77 K b) Rabi-flopping between the upper and lower polaron level
at 77 K for energy separation of exact the LO phonon energy (line) and 4 meV above (dashed
line) c) Rabi-flopping for large detunings [70]
be compared in analogy to the strongly coupled atom-photon interaction in an optical
microcavity. In strongly coupled photon-cavity system there exists an enhanced spon-
taneous emission due to confinement and dissipation (Purcell-effect). In their theory
for strong electron-phonon coupling, the Rabi oscillations decay very fast and dissipate
the electron energy.
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2.6 Light-matter interaction
Non-linear optics treats the response of a material to high electric fields. In linear
optics the polarization is proportional to the applied electric field ~E(t) multiplied with
a material constant χ that is called susceptibility. In case of non-linear optics one can
expand the polarization in the material into several orders of the applied electrical field.
~P (t) = χ(1) · ~E(t) + χ(2) · ~E2(t) + χ(3) · ~E3(t) + ... (2.35)
The ith term has a non-linear coefficient χ(i). As one can see from Equ. 2.35 for an
inversion-symmetric system, only terms with odd numbers in the exponent (1,3,...)
contribute to the polarization, not the even ones (2,4,...). For the even terms the break
of inversion symmetry is necessary. In this thesis a non-linear crystal (GaP) was used
for intensity based electro-optic sampling (which is a χ(2) process) to determine the
THz pulse length (NIR-THz cross-correlation measurement in Chapter 3.2). Another
application for this approach is the description of transient-four-wave mixing (Chapter
2.6.4) which is a χ(3) process.
2.6.1 The two-level system
The two-level system (2LS) as it is depicted in Fig. 2.14a is a very useful access to
the field of light-matter interaction and already predicts a lot of phenomena (in the
perturbative and non-perturbative regime). The perturbative approach is applied in
case of considerably low intensity whereas the non-perturbative approach applies for
pump intensities above the saturation limit.
Phenomenological two-level system
An optical excitation creates a polarization inside the medium that is converted to a
population after the excitation pulse has passed. The rate equations for a 2LS can be
expressed like:
n˙2 = W (n1 − n2)− n2/τ (2.36)
n˙1 = W (n2 − n1) + n1/τ (2.37)
The 2LS is pumped with the pump rate W (from Equ. 2.8) and has a time dependent
population n2(t) in the upper level 2 and n1(t) in the lower level 1. In terms of
population (energy) conservation it is assumed that n1(t) + n2(t) = 1. The 2LS has
a certain population life time τ arising from spontaneous emission. The stationary
solution (n˙1 = n˙2 = 0) of the Equ. system 2.36 and 2.37 for the upper level 2 is:
n2 =
Wτ
1 + 2Wτ
(2.38)
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Figure 2.14: a) Phenomenological two-level system (2LS) consisting of two energy levels.
The lower level population n1 is pumped with rate W to the upper level population n2 which
exhibits a certain lifetime τ . b) 2LS pumped with low (I << Isat) and high (I = Isat) light
intensity. Saturation is reached when the occupation in level 2 is the same as in level 1 (50:50)
Linear absorption is given forWτ << 1 and the upper level population is then n2 = Wτ
that is proportional to the linear absorption α0. For a sufficiently strong transition rate
Wτ >> 1 the 2LS reaches a population distribution of n2 = n1=0.5 (50%) in upper and
lower state (Fig. 2.14b). This is the regime of saturation. The population difference
is defined as n1 − n2 = 1/(1 + 2Wτ). Since the absorption α is proportional to the
population difference one can write it in the modified form:
α =
α0
1 + I/IS
(2.39)
In a strongly pumped 2LS one has to consider a certain limit because there is an intrinsic
saturation intensity IS defined by the 2LS properties. The saturation intensity IS is
defined as the intensity for which the absorption in the 2LS drops to 50% of the linear
absorption α0 (see Equ. 2.39). For a small ratio of applied light intensity I compared
to the saturation intensity IS it applies the development into a power series for I/IS:
α =
α0
1 + I/IS
≈ α0
[
1− I
IS
+
(
I
IS
)2
−
(
I
IS
)3
+ ...
]
(2.40)
This expansion converges for intensities smaller than the saturation intensity. The
saturation intensity depends on the lifetime τ and the transition rate W (illustrated in
Fig. 2.14a).
Quantum mechanical two-level system
Now we turn to the quantum mechanical description of optically excited 2LS. The
complete Hamiltonian describing all relevant parts of the 2LS-light system in quantum
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mechanics is written as:
H = H0 +Hint (2.41)
In case of a 2LS the system Hamiltonian H0 describes two energy levels represented
by the quantum mechanical states |1> and |2>. The linking of two quantum states
is gained by a superposition of both containing the wavefunction coefficients c1 and c2
[56]:
|Ψ 〉= c1|1 〉+c2|2 〉 (2.42)
The light field is treated in a classical way with common electrodynamics whereas
the matter states are described by quantized energy states summarized in the system
Hamiltonian H0. This approach is called the semi-classical model (first quantization).
The matter state quantization arise in the present case from the nanoscopic confine-
ment of the electrons and holes in heterostructures (Chapter 2.1). If the surrounding
structure is in the order of the de-Broglie wavelength of the electron its energy spec-
trum is no longer a continuum, but a discrete set of energy states. The interaction of
classical light with the quantum states are described by the interaction Hamiltonian
Hint = Vˆ (t). In the perturbative approach Hint is treated as a small perturbation
Vˆ (t) << H0 to the system Hamiltonian H0. The interaction term in the present case
includes the coupling of a time-dependent external electric E(t) field to the dipole
moment µˆ(t) of a matter state transition.
Hˆ = Hˆ0 + Vˆ (t) = Hˆ0 − µˆ(t)E(t) (2.43)
The time-dependent Schro¨dinger equation gives the development of the quantum states
in time:
H|Ψ >= i~δ|Ψ >
δt
(2.44)
The quantum mechanical treatment of linear light-matter interaction leads to the un-
derstanding of absorption and stimulated emission. The time-development for linear
absorption processes can be calculated in first-order perturbation theory resulting in
the Fermi’s Golden Rule. Using Equ. 2.8 the perturbative treatment (Hint << H0 i.e.
Vˆ (t) << H0) is applicable to determine the transition rate W from state |1> to state
|2> in case of an electric field ~E interacting with the electron dipole moment ~µ = −e~r:
W12 =
2π
~
| < 1| − ~µ~E|2 > |2 · δ(E2 − E1 − ~ω) (2.45)
In the weak-field limi the wave function amplitude for the ground state |1> is always
much larger than the one for the excited state |2> for all times: c1(t) >> c2(t) (this
corresponds to the case I << Isat) in Chapter 2.6.1). For a broadband pump source
(FWHM of the spectral line << FWHM of the pump source) the spectral density can
be expressed by a constant value u(ω0). The probability to find an electron in the
excited state |2> turns out to be linear in time [56]:
|c2(t)|2 = π
3ǫ0~2
µ212u(ω0) · t (2.46)
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The transition rate is defined asW12 = |c2(t)|2/t. Then the transition rate is a constant
(i.e. time-independent) in the weak-field limit and proportional to the square of the
dipole matrix element µ12 that is proportional to the oscillator strength of the transition
[56]:
W12 =
π
3ǫ0~2
µ212u(ω0) (2.47)
Rabi oscillations
Now let us discuss the case of I >= Isat from Chapter 2.6.1 in the frame of quantum
mechanics. It turns out that the strong-field regime leads to the concept of Rabi
oscillation (see Fig. 2.15a). In this case the light field is not just a small perturbation
of the energy eigenstates (i.e. the HamiltionianH0 in Equ. 2.43), but significantly alters
the population of the ground state and lifts it up to the excited state (c2(t) ≈ c1(t)).
For a closed 2LS a quasi-stationary state can be reached in which the light absorption
saturates and the system is populated to 50% in both states (compare to rate equation
approach in Chapter 2.6.1). Here it is possible to drive the system population from
one state to another (|2> to |1> and backward). This is called Rabi-flopping or Rabi
oscillations (with frequency Ω) and can be observed in pump-probe experiments when
the overall lifetime of the upper state is longer then the used laser pulse length. Then
the time behaviour (see also Fig. 2.15b) of the upper and lower states follows as [56]:
|c2(t)|2 = sin2
(
Ω
2
t
)
=
1
2
[1− cos(Ωt)] (2.48)
|c1(t)|2 = cos2
(
Ω
2
t
)
=
1
2
[1 + cos(Ωt)] (2.49)
2.6.2 Autler-Townes splitting
A first approach and intuitive way for starting the evaluation of dressed state behaviour
in the non-pertubative regime can be found in Ref. [56] and Ref. [75]. As derived by
Haug and Koch [75], one can use a simple two-level approach to understand the dressed
state behaviour. Dressed states are mixed electron-photon states that arise from two
strongly coupled energy levels. The model assumes two energy levels interacting with
an oscillating light field. A hydrogen-like atom as a model system for excitons (see also
Chapter 2.4) is treated by the Schro¨dinger equation with the electronic wave function
ψ, the Hamiltonian H0 and the light-matter coupling term consisting of an external
time-dependent electric field E˜(t) and the electric dipole moment µˆ of the excitonic
transition.
i~
∂ψ(r, t)
∂t
=
(
Hˆ0 − µˆE˜(t)
)
ψ (r, t) (2.50)
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Figure 2.15: a) Rabi oscillation of the population with frequency Ω that is proportional to
the applied field ETHz and the dipole matrix element µ12. b) Oscillation of the population
probability of the upper (|c2(t)|2) and lower state (|c1(t)|2); Red: with RWA, Blue: without
RWA (Mathematica© calculation); see Section 2.6.2.
Inserting the superposition of eigenfunctions for the time-dependent wave function into
(2.50) yields [75]:
i~
dcn
dt
= −E˜(t)
∑
m=1,2
e−iωmntµmncm (2.51)
with the eigenfunctions amplitude an, the dipole matrix element µmn and the frequency
difference ωmn = ωm − ωn. For a monochromatic light field E˜(t) = 12E(ω) [e−iωt + c.c.]
that is coupled to a 2LS it ends up with the following differential equations containing
the wave function amplitudes c1(t) and c2(t), the transition frequency ω12 and the
driving frequency ω [75]:
i~
dc1
dt
= −µ12E(ω)
2
[
e−i(ω+ω21)t + ei(ω−ω21)t
]
c2 (2.52)
i~
dc2
dt
= −µ21E(ω)
2
[
e−i(ω−ω21)t + ei(ω+ω21)t
]
c1 (2.53)
Here the rotating wave approximation (RWA) is applied where the rapidly oscil-
lating terms with ω + ω21 in the exponent are neglected (compare also to Fig. 2.15b).
Only the light induced changes around the resonance ω ≈ ω21 are of interest resulting
in a detuning ∆ = ω − ω21 that yields the simplified equation [75]:
dc1
dt
= i
µ12E(ω)
2~
ei∆tc2 (2.54)
dc2
dt
= i
µ21E(ω)
2~
e−i∆tc1 (2.55)
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Figure 2.16: Experimentally realized probing scheme of the hh(1s)-exciton absorption w/o
(left) and with (right) dressed states. The hh(1s) is probed by NIR weak absorption and the
hh(1s) and hh(2p) states are strongly coupled by the THz pump beam with frequency ωTHz.
By executing a second time derivative of (2.54) and inserting (2.55) one gets the equa-
tion
d2c1
dt2
= i∆
dc1
dt
− Ω
2c1
4
(2.56)
where Ω = |µ21E(ω)|/~ is called the Rabi frequency. The solution of (2.56) can be
found as the oscillatory terms c1(t) = c1(0) · eiΩ′t and c2(t) = c1(0) · e−iΩ′t with the
new oscillation frequency Ω′ = ∆/2 ± 1/2√∆2 + Ω2. For ∆ = 0 the amplitude of the
upper state c2(t) corresponds to Equ. 2.48 and the lower state amplitude c1(t) is phase
shifted by π/2 . Then the linear superposition of the eigenfunctions gives new energy
levels situated at:
~ω′1s = ~
[
ω1s − ∆
2
± 1
2
√
∆2 + Ω2
]
(2.57)
~ω′2p = ~
[
ω2p +
∆
2
± 1
2
√
∆2 + Ω2
]
(2.58)
For zero detuning ∆ = 0 there is a symmetric splitting of ±~Ω/2 for each energy level
yielding four different energy levels in total as depicted in Fig. 2.16.
In the present case one couples the excitonic energy levels hh(1s) (~ω1) and hh(2p)
(~ω2) where only the hh(1s) splitting can be observed by NIR transmission because
the hh(2p) is optically dark due to selection rules (Chapter 2.2). For a finite positive
(∆ > 0) or negative (∆ < 0) detuning the energy level splits up in an asymmetric way
leading to Rabi side bands. The overall behaviour is called anticrossing of dressed
states.
In this simplified picture damping phenomena are neglected which is not important for
the energetic position of the levels. A density matrix formalism includes relaxations
processes for population and coherence which is explained in the following section
with optical Bloch equations for semiconductors where also the coupling to higher
lying states is considered resulting in a complete treatment of the interband probed
intraband coupling-process.
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2.6.3 Optical Bloch Equations
Rabi splitting in energy space and Rabi oscillations in time can be measured if the Rabi
frequency, which is proportional to the applied field strength, is much larger than the
damping rate in the system Ω = |µ12E0/~| >> γ. Damping can originate from radiative
or non-radiative processes changing the population or destroying the coherence in a 2LS
ensemble (Fig. 2.17) leading to a larger absorption line-width (Chapter 2.3).
T1 (longitudinal relaxation) is the lifetime of the excited state, that can be shortened
Figure 2.17: Ensemble of 2LS with slightly different properties in transition energy and
population decay time (inhomogeneous broadening). Several subsets of the ensemble have
the same properties (homogeneous broadening). The overall system is characterized by T1
(longitudinal relaxation) and T2 (transversal relaxation).
by radiative or non-radiative processes accompanied with energy loss of the electron.
Besides population relaxation processes the excited system can lose its coherence i.e.
the fixed phase relation between ground and excited state. This property is described by
the dephasing time T2 (transversal relaxation) which is determined by elastic (energy-
i.e. population-conserving) processes or near-elastic collisions (e.g. with phonons).
Coherence can be established between two quantum states |1> and |2> by a light
pulse. The linking of the quantum states is described by a superposition of both
containing the wavefunction coefficients c1 and c2 [56].
|Ψ 〉= c1|1 〉+c2|2 〉 (2.59)
In terms of density matrix formalism for an ensemble of two-level systems one can
write the density matrix with an averaged value of the wavefunction coefficients i.e.
the matrix elements represent the entire ensemble of many two-level systems [56].
ρˆ =
(
ρ11 ρ12
ρ21 ρ22
)
=
(
< |c1|2 > < c1c∗2 >
< c∗1c2 > < |c2|2 >
)
(2.60)
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In case of a coherent superposition there exist off-diagonal elements that are not zero
(i.e. polarization).
If one drives a certain transition to saturation and above, then the non-perturbative
approach is neccessary. For a 2LS one can use the density matrix equation of motion
to describe the time behavior of the system.
ρ˙nm =
−i
~
[
Hˆ, ρˆ
]
nm
(2.61)
with Hˆ = Hˆ0 + Vˆ (t) = Hˆ0 − µˆE(t) in the electric dipole approximation and ρˆ from
Equation 2.60. Here we can define the definite parity µ11 = µ22 = V11 = V22 = 0 and
V21 = V
∗
12 = −µ21E(t) leading to just off-diagonal elements of the interaction term.
For the density matrix applies ρ21 = ρ
∗
12. By applying the commutator rules and after
some simplifications one gets the density matrix equations for a 2LS [76]:
ρ˙21 = −iω21ρ21 + i
~
V21(ρ22 − ρ11) (2.62)
ρ˙22 = − i
~
(V21ρ12 − ρ21V12) (2.63)
ρ˙11 = − i
~
(V12ρ21 − ρ12V21) (2.64)
For a short-pulse experiment where the observed processes are much longer than the
pulse-length one can phenomenologically add damping (decay terms) into the Equations
2.62-2.64. Then the set of equations appears as:
ρ˙21 = −
(
iω21 +
1
T2
)
ρ21 +
i
~
V21(ρ22 − ρ11) (2.65)
ρ˙22 = −ρ22
T1
− i
~
(V21ρ12 − ρ21V12) (2.66)
ρ˙11 =
ρ22
T1
+
i
~
(V12ρ21 − ρ12V21) (2.67)
For the absence of an external electric field V21 = 0 the solution of the above equations
is
ρ21(t) = ρ21(t = 0) · e−(iω21+1/T2)t (2.68)
which results in a dipole moment µˆ(t) that oscillates with the transition frequency and
decays with the time constant T2.
< µˆ(t) >= µ12ρ21(t) + µ21ρ12(t) =
[
µ12ρ21(t = 0) · e−iω21t + c.c.] · e−t/T2 (2.69)
In order to express the population difference ρpop = ρ11 − ρ22 one can subtract Equ.
2.66 from 2.67.
ρ˙22 − ρ˙11 = −2ρ22
T1
− 2i
~
(V21ρ12 − ρ21V12) (2.70)
Here one can use the relation 2ρ22 = (ρ22 − ρ11) + 1 that follows from ρ11 + ρ22 = 1.
This simplification together with Eq. 2.65 leads to a system of two coupled equations,
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the Optical Bloch equations for a 2LS. (The population difference in thermal
equilibrium is assumed to be ρ22 − ρ11 = −1 i.e. state |1> is fully occupied without
excitation.)
ρ˙22 − ρ˙11 = −(ρ22 − ρ11) + 1
T1
− 2i
~
(V21ρ12 − ρ21V12) (2.71)
ρ˙21 = ρ˙
∗
12 = −
(
iω21 +
1
T2
)
ρ21 +
i
~
V21(ρ22 − ρ11) (2.72)
The off-diagonal parts from Equ. 2.72 are proportional to the susceptibility and the
imaginary part of the susceptibility is proportional to the absorption.
Now let us define for Equ. 2.65 that w(t) = ρ22(t)−ρ11(t) with w(0)=-1. The coherence
can be written in terms of the slowly varying quantity σ(t): ρ21(t) = σ(t) · exp(−iωt).
By applying the rotating wave approximation one gets [77]:
dw
dt
= i[Ωσ∗ − σΩ∗]− 1/T1[w − 1] (2.73)
dσ
dt
= −i(Ω/2)w + [i∆− 1/T2]σ (2.74)
The coherence can be decomposed in terms of its real and imaginary parts: σ =
(u − iv)/2. For a real Rabi frequency (Ω = Ω∗ i.e. no chirp) the density matrix
equation in the rotating frame becomes the Bloch equation in form of a vector (u,v,w)
[77]:
du
dt
= ∆v − (1/T2)u (2.75)
dv
dt
= −∆u+ Ωw − (1/T2)v (2.76)
dw
dt
= −Ωv − (1/T1)[w − 1] (2.77)
For small dephasing times i.e. 1/T2 >> Ω, 1/T1, one can get back the common
rate equations Equ. 2.37 and Equ. 2.36 with the Fermi’s Golden Rule rate W =
(Ω2/T2)/[2(∆
2 + (1/T2)
2)] (adiabatic elimination of the non-diagonal elements). From
Equ. 2.65 one can extract the stationary solution (ρ˙22 = ρ˙11 = ρ˙21 = ρ˙
∗
12 = 0). The
population difference of the stationary solution is [77]:
ρ22 − ρ11 = − 1 + ∆
2T 22
1 + ∆2T 22 + Ω
2T1T2
(2.78)
For Ω = 0 one gets ρ22−ρ11 = −1 which is the equilibrium state without any pumping.
With increasing Ω the population difference ρ22− ρ11 approaches zero which is equiva-
lent to a 50:50 occupation. If the detuning ∆ is zero one gets the maximum population
difference since the pumping is done resonantly. If the detuning ∆ is infinity one gets
again the equilibrium state without population transfer ρ22 − ρ11 = −1.
The polarization i.e. the off-diagonal elements in the stationary solution are the fol-
lowing [77]:
ρ21 = −
(
Ω
2
)
T 22 (∆− i/T2)
1 + ∆2T 22 + Ω
2T1T2
· e−iωt (2.79)
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The stationary solution corresponds to the situation of Autler-Townes splitting mea-
surement since an absorption spectrum is measured over a time that is much longer
than the relevant time scales (t → ∞ i.e. du/dt = dv/dt = dw/dt = 0). However the
Autler-Townes splitting is not predictable in the framework of optical Bloch equations
for a 2LS. For that a third level is needed (three-level Bloch equations) from which
probing is allocated, that can measure Autler-Townes splitting of the lower state in the
2LS (Appendix 6.1).
2.6.4 Bloch sphere and photon echo
The dynamic change of the diagonal (population related) and off-diagonal (polariza-
tion/coherence related) elements can be illustrated in the so-called Bloch-sphere. Com-
ing from the normalization condition |c1|2+ |c2|2 = 1 for the wave function one can use
a vector (Bloch-vector) of unit length starting from the origin of a spherical geometry
[78]. After transforming the Optical Bloch equations into the rotating frame of the
eigen-frequency (resonance) ω0 of the system [79] one can follow the system in terms
of ultrafast population change and coherence loss. Also the illustrative description of
the photon echo in analogy to the spin-echo [80],[81] is possible.
The homogeneous linewidth is proportional to the contribution of population relax-
Figure 2.18: Bloch sphere representation of the system of Equ. 2.75, 2.76, 2.77 in spherical
coordinates (left picture). A pure dephasing process T ∗2 is depicted in comparison with a
population relaxation process T1 (middle and right picture, respectively) [46].
ation broadening ~/T1 and pure dephasing processes 2~/T
∗
2 . (see also Figure 2.18).
Therefore one can write the homogeneous linewidth Γ2 as follows:
Γ2 =
2~
T2
=
~
T1
+
2~
T2
∗ (2.80)
When dephasing is solely due to population relaxation, i.e. so-called pure dephasing
does not play any role, Equ.5.2 yields T2 = 2T1 (lifetime limited). For an increasing
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contribution of pure dephasing processes the inequality T2 < 2T1 becomes stronger.
A pure dephasing process (T ∗2 ) only changes the Bloch vector length orthogonal to
the state axis |1 〉−|2 〉 which is the reason why it is called transversal relaxation. In
contrast to that a population change always causes the Bloch vector length to change
its length parallel to the state axis |1 〉−|2 〉 (therefore called longitudinal relaxation).
It necessarily introduces a partly transverse component.
Transient four-wave mixing
Now the TFWM-technique is explained especially with focus on an inhomogeneously
broadened system. Usually absorption and emission spectroscopy is not able to give
information about the intrinsic homogeneous linewidth of the oscillators. This property
is hidden behind the variety of the characteristics of many entities in a ensemble of
oscillators. For example QDs never grow exactly to the same shape on a self-assembled
QD sample. Therefore it is necessary to have the possibility to know the homogeneous
linewidth of the QDs or rather the dephasing time of the transitions. This can be done
by single QD PL-spectroscopy [82], spectral hole burning [31] or photoluminescence
excitation (PLE) spectroscopy combined with a near-field scanning optical microscope
[32]. QDs usually have such narrow linewidth that Autler-Townes splitting and Mollow
triplet have been observed with ns pulses [83].
In a QD sample one can think of independent ensembles of homogeneously broadened
QDs (frequency groups). In 2-pulse TFWM one uses a sequence of 2 excitation pulses
(of similar intensity). After the 1st excitation pulse each frequency group accumulates
a certain phase Φ that is proportional to the group frequency ωgroup and the time delay
∆t = tb− ta. After the second pulse each frequency groups is still out of phase, but the
phase evolution is reversed (∆Φ = π). After a certain time the frequency groups come
back into phase and create a macroscopic polarization that radiates the so-called photon
echo pulse. In semiconductor non-linear optics the photon-echo exists in principle for
any pulse power [84] which stays in contrast to the spin-echo, that requires a sequence
of π and π/2 pulses to be applied. The integration in time results in an exponential
decay of the photon-echo for increasing ∆t.
The TFWM technique is based on a χ(3) process with a non-linear polarization that is
proportional to the cubic electric field (or 3 different fields).
PNL = χ
(3) · E3 (2.81)
This means that there is a 3-field interaction that gives a signal field. Therefore the
name is four-wave-mixing. But one can also interpret the equation for a 2-pulse exper-
iment where the field of the second pulse acts twice in the sense of creating a grating
at which part of the pulse is diffracted. This picture of interpretation can be used
to explain the diffracted photon echo. (See Figure 2.19). For the superposition of 2
electric fields
E(t) = E0(t− ta) exp [i(~ka~r − ωt)] + E0(t− tb) exp [i(~kb~r − ωt)] + c.c. (2.82)
there are in principle 48 possible combinations that can radiate in different directions
[85]. For a two-level system this reduces to the strongest ones appearing in the direction
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of 2~ka-~kb and 2~kb-~ka. Let us explain the grating picture in more detail as illustrated in
ka ka
kb
kecho
Figure 2.19: TFWM illustrated with a transient grating. The picture shows the first pulse
arriving in the sample. The right picture shows how the transient grating is formed with the
arrival of the second pulse, that is subsequently diffracted in the direction 2~kb-~ka.
Figure 2.19. As already mentioned, a light pulse can create a coherent superposition
of two quantum states (Equation 2.59). The initial phase at each point in the sample
depends on the spatial location and direction of the first incoming beam ~ka. The
initial phase evolves until the 2nd pulse arrives from the direction ~kb and converts the
actual state to either |1 〉 or |2 〉 . The relative phase varies due to the angle between
~ka and ~kb. The spatial population modulation of the first and second pulse create
a spatial variation of the optical properties (refractive index and absorption) due to
different distributions of the states |1 〉 (absorption probable) and |2 〉 (absorption less
probable). The sinusoidal distribution of optical density acts as a transient grating
that can diffract light in the way a classical one is able to. In a 2-pulse experiment the
second pulse creates the grating and is partly diffracted from it. With time-resolved
FWM measurements one can distinguish between a homogeneous and inhomogeneous
system. For time-integrated FWM measurements one has to know in advance if the
system is homogeneously or inhomogeneously broadened.
A light beam of intensity I(∆t) ∝ exp[−2∆t/T2] is diffracted for a homogeneous system.
An echo is emitted in case of an inhomogeneous system with I(∆t) ∝ exp[−4∆t/T2].
The echo samples the exponential polarization decay as a function of time t, coming
later and later (Figure 2.20), always at twice the delay time ∆t of 1st and 2nd pulse.
The density matrix formalism gives the equation of motion for a 2LS resulting in
the Optical Bloch Equations Equ. 2.71-2.72. The interaction Hamiltonian for two
superimposed electromagnetic waves with the wave vectors ~ka and ~kb can be written
as V21 = V
∗
12 = −µ21E(~r, t) with E(~r, t) = Ea(t − ta)e[i(~ka~r−ωt)] + Eb(t − tb)ei(~kb~r−ωt)] +
c.c. Using perturbation theory and applying RWA one can develop the macroscopic
polarization of 3rd order from the following iterative equations [86]:
ρˆ
(3)
21 = C3 ·
t∫
−∞
E(~r, t′)ρˆ(2)21 · exp (1/T2 + i∆ω)t′dt′ (2.83)
ρˆ
(2)
21 = C2 ·
t∫
−∞
E(~r, t′)ρˆ(1)21 · exp (1/T2 + i∆ω)t′dt′ (2.84)
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The macroscopic polarization that follows from the matrix element is P (3) = Pˆ (3) ·
e−iωt+c.c. with Pˆ (3) = N
∞∫
0
µ12ρˆ
(3)
21 ·g(ω0)·dω0. Where N is the density of oscillators and
g(ω0) is the frequency distribution of the QDs: g(ω0) =
1√
πδω
· exp [−(ω0 − ω)2/(δω)2]
with the inhomogeneous broadening δω. In the limit of short pulses the electric field
amplitude Ea(t− ta) and Eb(t− tb) can be substituted by delta-functions in time. ρˆ(3)21
contains 4 components: ~ka, ~kb, 2~ka − ~kb and 2~kb − ~ka. The result for the macroscopic
polarization in the direction of the wave vector ~kc = 2~kb−~ka with the pulse separation
between 1st and 2nd pulse (a and b, respectively) ∆t = tb − ta is [86]:
P (3)(t) = iNµ12ΘIΘ
2
II · exp
[
i~kc~r − t− ta
T2
− 1
4
(t− 2tb + ta)2(δω)2
]
(2.85)
This formula contains the pulse area of both pulses defined by: Θa,b = µ12
+∞∫
−∞
Ea,b(~r, t
′)dt′
with the Delta-pulses Ea,b(~r, t) =
~
µ12
Θa,b · δ(t − ta,b). Here one can see that the pulse
area of the second pulse (b) is contributing twice to the created polarization. For a
large pulse separation ∆t = tb − ta ≃ T2 one can observe a photon echo at t = 2∆t if
δω 6= 0.
The output light pulse energy is proportional to the integral [86]:
+∞∫
−∞
|P (3)(t)|2dt (2.86)
The evaluation of the integral from Equ. 2.86 gives the time-integrated output light
pulse energy. For δω >> T−12 i.e. inhomogeneous broadening (in case of QDs there is
a factor of 1000 in between) and positive ∆t the integration results in [86]:
Jinhom(∆t) = A · exp
[
− 4
T2
·∆t
]
·

1 +
2√
π
δω√
pi
·∆t∫
0
e−t
2
dt

 (2.87)
The formula shows that the integrated output light energy is an exponential decay with
the time constant for time-integrated four-wave mixing (TI-FWM) τ . By measuring
the time constant τ for the time-integrated emitted power in the direction of ~kc =
2~kb−~ka one can extract the dephasing time T2 (that is proportional to the homogenous
linewidth) in an inhomogeneously broadened system by: T2 = 4τ .
Whereas for an homogeneously broadened system the integral from Equ. 2.86 results
in [86]:
Jhom(∆t) = B · exp
[
− 2
T2
·∆t
]
(2.88)
for positive ∆t. Note that in this case the evaluation of the integral gives a factor of 2
instead a factor of 4 (in Equ. 2.87) in the exponential function.
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Figure 2.20: Photon echo behaviour for increasing pulse separation ∆t (from top to bottom).
The photon echo amplitude decays exponentially with increasing ∆t because the polarization
amplitude in the sample created by the delayed pulse drops exponentially.
41
3 Experimental Methods
3.1 The Dresden free-electron laser FELBE
The Dresden free-electron laser FELBE is an IR high-power laser source that can be
tuned in a wide wavelength range from 4 to 280 µm. Figure 3.1a shows a schematic
drawing of the FEL components. The electron bunches are emitted by an electron
gun with a repetition rate of 13 MHz triggered by a quartz oscillator. The bunches
are accelerated in two superconducting microwave-cavities (1.3 GHz) to an energy of
about 20-40 MeV (relativistic energy). After that they are guided to the undulator
bank which consists of alternating permanent magnets having a typical distance of
d=10 cm. Between the FEL cavity mirrors with a distance of 11.5 m the electron
bunches form micro-bunches (providing a net laser gain) while emitting IR radiation of
wavelength λ (Fig. 3.1b). The FEL has a pulse repetition rate of 13 MHz (Fig. 3.1c)
containing pulses with an energy of about 0.1 to 2 µJ. It can be synchronized to table-
top Ti:Sa lasers (78 MHz) within a timing jitter of about 1 ps. The electron source
is triggered by a 13 MHz quartz oscillator (FEL clock) that is converted to a 78 MHz
reference signal. This can be used for synchronization in order to lock a Titan:Sapphire
(Ti:Sa) laser cavity to the FEL phase via a piezo-electric crystal. A phase shifter (RF
electric signal delay) is used to overlap Ti:Sa and FEL pulses in time. Additionally an
acousto-optic pulse picker gives the possibility to match the Ti:Sa and FEL repetition
rates by pulse picking every sixth pulse from the 78 MHz Ti:Sa oscillator frequency.
The FEL radiation diagnostics can be done with the help of a grating spectrometer
combined with a bolometer or an IR Fourier-transform spectrometer (FTIR) as illus-
trated in Fig. 3.2a and 3.2b, respectively. The spectral width of the emitted radiation is
in the order of 1 to 2 % of the emitted wavelength resulting in pulse durations from 0.5
to 30 ps depending on the FEL wavelength. From the FWHM of the spectra the pulse
duration τpulse can be estimated in order to calculate the peak electric field amplitude
of a FEL laser pulse. For a Fourier-transform limited Gaussian pulse
∆ν · τpulse = 2 · ln(2)/π (3.1)
applies, containing the laser frequency width ∆ν = c0/∆λ (all at the FWHM). The
FWHM of the FEL pulses is about a factor of 100 smaller than its photon energy. For
a photon energy of e.g. 6.8 meV the FWHM of the spectrum is about ∆(~ω)=0.068
meV (the exact value is extracted from the measured FEL spectrum). The relation
∆(~ω) · τpulse = 4·ln(2)·~ then yields 27 ps long FEL pulses.
Another way to determine the FEL temporal pulse width is using a cross-correlation
technique with a fs-NIR scanning beam as it will be explained below (Chapter 3.2).
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MirrorMirror
Undulator
IR beam
superconducting
electron accelerator
d
t
77 ns13 MHz laser repetition rate
electron micro-bunching
a)
b)
c)
FEL components
Figure 3.1: a) Schematic drawing of the FELBE free-electron laser which consists of two
mirrors, the undulator and two dipole magnets for electron beam injection and ejection.
The accelerated electron beam from the superconducting electron gun is guided through the
undulator and emits IR radiation that is outcoupled through the (left) mirror by a hole at
the center of the beam profile. The emitted wavelength is tunable by controlling the electron
beam energy (typically around 30 MeV) and the period of the undulator magnets (typically
around d= 10 cm). b) The electron bunches show micro-bunching inside the FEL cavity with
a typical period of the emitted wavelength λ providing a net laser gain. c) The FEL cavity
(length= 11.5 m) is designed for electron bunches generated with a repetition rate of 13 MHz
which results in a laser repetition rate of 13 MHz (77 ns temporal pulse distance).
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Figure 3.2: a) FEL spectrum (185 µm) measured with a grating spectrometer combined
with a bolometer. The FWHM is about 1% (1.01 µm) of the wavelength (data were fitted
by a Gaussian function). b) FEL spectrum (84 µm) measured with a Fourier-transform
spectrometer and a DTGS detector. The FWHM is also about 1% (0.6 µm) of the FEL
wavelength.
3.2 THz pump - NIR probe setup
Figure 3.3 illustrates the experimental setup which is a two-beam collinear configuration
for THz and NIR excitation spectroscopy. The setup allows the simultaneous excitation
of the sample with weak broadband NIR and strong narrowband THz light. Apart
from the sample, the same setup was used for the measurement of the temperature
dependence 4.1.3, [87] as well as the systematic AT investigation for higher THz fields
4.1.1, [88]. A hole drilled in the mirror along the optical axis allows the NIR probe
beam to pass for collinear propagation of pump and probe beam through the sample
(see also Fig. 3.3). The 78 MHz NIR light pulses originate from a 110 nm broadband
Ti:Sapphire laser (femtolasers: Femtosource Scientific sPro). In order to monitor only
the THz induced spectral changes its repetition rate is reduced by an acousto optical
pulse picker to the free electron laser’s 13 MHz. Both lasers are synchronized with a
timing jitter of 1-2 ps, the delay can be adjusted using a phase shifter. The sample is
mounted in a liquid helium cryostat. Z-cut Quartz windows transmit the THz and NIR
beam while a grating spectrometer with a CCD camera detects the NIR transmission
of the sample.
The Dresden free-electron laser FELBE serves as high-power THz source to drive the
intraexcitonic transition. Its beam is focused on the sample at normal incidence via a
parabolic off-axis mirror with 5 cm focal length as depicted in Fig. 3.3. Note that for
this focal length at a photon energy of 1.5 THz (202 µm) a typical spot diameter is
400 µm (compare to Fig. 3.4a). This results in a possible field strength of up to 150
kV/cm (Fig. 3.6b) for pulses in the order of 10 ps Fig. 3.4. A common regime used
here is a a THz peak field of up to 12 kV/cm (≈1 MW/cm2).
The NIR average power was chosen to be as small as possible (400 nW/cm2) in order
to have a weak probe beam and not to broaden the exciton hh(1s) line by bleaching or
excitation induced dephasing.
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The FEL pulse duration is determined by Fourier transforming the FEL spectrum and
confirmed by a cross-correlation measurement in a 300 µm thick GaP crystal using
intensity-based electro-optic sampling [89].
THz peak electric field strength
The setup also permits the measurement of the FEL pulse duration and allows to
observe possible double and triple pulse structures (Fig. 3.5b), that would hinder the
correct peak field estimation. Cross-correlation (CC) measurements (Fig. 3.4b and
Fig. 3.5a and b) were done for some of the used FEL wavelengths in order to prove
that the FEL pulse is nearly transform limited (see also Equation 3.1). A clean single
FEL pulse should show up in the CC measurement as it is depicted in Fig. 3.4b and
3.5a. Beside the pulse length also the FEL spotsize in the focus is important for the
peak field estimation. Figure 3.4 depicts a measurement with a infrared pyroelectric
camera (Spiricon) of the FEL beam (λ=202 µm) focused by a off-axis parabolic mirror
(f= 5 cm) to a spotsize of about 400 µm FWHM. It is possible to estimate the THz
electric peak field strength (kV/cm) in the QW sample. The measured FEL average
power (mW) can be converted into peak intensities (kW/cm2) (intensity of one pulse)
and after that into THz electric peak field strength (kV/cm).
The conversion formula was derived as follows [90]. In GaAs the speed of light is
c = c0/nGaAs where c0 = 1/
√
ǫ0µ0 is the speed of light in vacuum. The time averaged
pointing vector in the direction orthogonal to the wavefronts ~ek is defined by < S >=
1/2 · cǫ|E|2~ek. The intensity is then the absolute value of < S >:
I = | < S > | = 1
2
cǫ|E|2 (3.2)
In Equ. 3.2 the light speed in GaAs c can be substituted by c =
√
1/ǫµ with µ =
µ0 = 1/(ǫ0c
2
0). After that nGaAs can be introduced by applying nGaAs=
√
ǫ/ǫ0. Then
the above formula results in:
I =
1
2
nGaAsǫ0c0|E|2 (3.3)
Here Equ. 3.3 is interpreted as the peak intensity i.e. the intensity at the peak of each
pulse in the 13 MHz pulse train:
Ipeak =
1
2
nGaAsǫ0c0|Epeak|2 (3.4)
Solving Equ. 3.4 for the peak electric field Epeak and inserting the formula for the
power-intensity conversion Ipeak = Ppeak/A, Equ. 3.4 gives:
Epeak =
√
2Ppeak
nGaAsǫ0c0A
(3.5)
Ppeak is the peak power (W) and A (cm
2) is the spot size of the focused FEL beam.
The peak power Ppeak is calculated from the measured average power Paverage (mW)
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FEL clock
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Figure 3.3: Experimental setup for THz-pump NIR-probe measurements of the Autler-Townes
effect. The ultrafast pulsed (10 fs), near-infrared (NIR) beam is guided through the QW
sample and coupled into a grating spectrometer in order to measure the hh(1s) absorption
line. The free-electron laser THz beam (ps pulse duration) is focused onto the sample in
order to dress the excitonic hh(1s) and hh(2p) states. A cross-correlation part (flip mirror
path) for the measurement of the FEL temporal pulse structure is included in the setup.
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Figure 3.4: a) FEL spotsize at a wavelength of 202 µm measured with a pyroelectric infrared
camera (Spiricon). The FWHM is about 400 µm in the horizontal and vertical direction (1
pixel = 100 µm). b) Cross-correlation measurement (blue) at 202 µm fitted by a Gaussian
profile (red dashed). The FEL spectrum is quite narrow resulting in a long pulse (18 ps
FWHM).
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Figure 3.5: a) Cross-correlation measurement of a FEL wavelength of 118 µm. A single pulse
structure is observable. b) Cross-correlation measurement of a triple pulse structure at a FEL
wavelength of 118 µm.
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Figure 3.6: a) THz peak intensities (kW/cm2) inside the QW sample for three different
wavelengths. Note that shorter wavelengths can be focused more tightly which results in
higher intensities in the focus area. b) THz electric peak field strength (kV/cm) inside the
QW sample.
and the determined temporal pulse width τpulse (ps) (see also Fig. 3.4).
Ppeak = Paverage/ (τpulse · 13MHz) (3.6)
The average power is measured and the reflection losses on the ZnTe window (26 to
33% from 88 to 202 µm) and on the GaAs surface (30%) are subtracted. Typical
experimental results for Ipeak and Epeak at different FEL wavelengths are shown in Fig
3.6a and b, respectively, for reasonable FEL average powers. The FEL has usually
a maximum average power between 3 to 10 W at the setup table depending on the
FEL setting (undulator gap size) and water absorption in the beamline. Radiation of
shorter wavelengths can be focused more tightly which results in higher intensities in
the focus and therefore larger peak field amplitudes.
3.3 QW samples
For the measurements of the Autler-Townes effect two different samples have been
used. The first investigated sample is a GaAs/AlGaAs MQW structure in which the
AT effect was measured in dependence on the lattice temperature (Chapter 4.1.3).
The second one is an InGaAs/GaAs MQW structure showing a much narrower hh(1s)
absorption line and a lh(1s) absorption that is shifted far away from the hh(1s) due
to strain (compare to Fig. 3.8). These properties turned out to be helpful for the
systematic investigation and theoretical calculation of the AT effect (Chapter 4.1.1) as
there was no lh(1s) absorption line nearby that would merge with the split Rabi peaks
and hinder the evaluation of the large Rabi-splitting for high THz fields.
In the following the sample structures of the MQW samples are described.
GaAs/AlGaAs MQW sample
48 3 Experimental Methods
ZnTe 
substrate
GaAsAlGaAs 
GaAs AlGaAs 
AlGaAs GaAs
InGaAs GaAs 
InGaAs 
GaAs
substrate
GaAs 
a) b)
GaAs/Al0.34Ga0.66As Ga0.94In0.06As/GaAs 
8 nm
20 nm
8 nm
130 nm
60 periods 20 periods
Figure 3.7: QW sample structures (a) GaAs/AlGaAs) used for the measurements of the
temperature dependence and (b) InGaAs/GaAs used for the systematic investigation of the
AT effect at high THz fields.
The MWQ sample H063 (Fig. 3.7a) is made of 60 alternating layers of 8.2 nm thin
GaAs wells in between 19.6 nm thick Al0.34Ga0.66As barriers. The GaAs substrate has
been removed by wet etching after the sample was glued on NIR transparent ZnTe sub-
strate. The intraexciton 1s-2p transition has been found to be 9 meV with a linewidth
of 3 meV [88]. The NIR absorption measurement is depicted in Fig. 3.8a at a temper-
ature of 10 Kelvin.
InGaAs/GaAs MQW sample
The investigated MQW sample DBR42 (Fig. 3.7b) contains twenty 8 nm Ga0.94In0.06As
QWs separated by 130 nm GaAs barriers grown on a GaAs substrate [91]. The sample
was designed with a λ/2 DBR structure that usually enhances the NIR intensity in each
QW [92], but it was avoided in this work by detuning the Bragg reflector far away from
the excitonic resonance (see also Fig. 3.8b). Additionally the sample was equipped with
an anti-reflection coating for NIR light. Unlike in case of the GaAs/AlGaAs sample
the light hole in this sample is energetically more separated from the heavy hole due
to strain in the lattice. The NIR absorption measurement is depicted in Fig. 3.8b at a
temperature of 10 Kelvin.
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Figure 3.8: a) NIR absorption measurement at 10 Kelvin of the GaAs/AlGaAs MQW sample
with the lh(1s) peak. b) NIR absorption measurement at 10 Kelvin of the InGaAs/GaAs
MQW sample w/o the lh(1s) peak.
50 3 Experimental Methods
3.4 THz pump-probe and four-wave mixing setup
The degenerate pump-probe and time-integrated four-wave mixing measurements were
performed at the infrared/THz free-electron laser FELBE. The samples were mounted
in a liquid helium cryostat and both FEL beams (wavevectors ~k1 and ~k2 enclosing an
angle of 10 o) were focused by an off-axis parabolic mirror to a spot size diameter of
approximately 500µm (see also Fig. 3.9(b). The diffracted beam signal (photon echo)
in the direction of 2~k2 − ~k1 was detected with a bolometer. A lock-in amplifier was
used to lock to the modulation frequency (≈ 330 Hz) of an optical chopper that was
placed in the pump arm for pump-probe measurements and in the ~k2 arm for FWM
measurements in order to minimize stray light, as depicted in Fig. 3.9(b). With this
method it was possible to resolve absorption changes down to 0.05% in the pump-
probe measurements and to detect a background-free FWM signal. The FWM signal
was measured with an estimated peak intensity of 10-40W/mm2 in both arms.
3.5 Thermally annealed QD samples
In contrast to the growth of InGaAs/GaAs quantum wells with low fraction of In-
dium (x=0.06) by molecular beam epitaxy (MBE), one can also grow high-fraction
InxGa1−xAs layers (x=0.55) on top of GaAs in (100) direction (Compare Figure 3.10a).
The so-called Stranski-Krastanow mode of MBE growing leads to self-assembled (or
self-organized) quantum dot formation on top of a InAs wetting layer with GaAs un-
derneath. Since InAs has a larger lattice constant than GaAs, lattice mismatch arises
during growth. This is translated into biaxial strain in the plane of the substrate
and uni-axial strain in growth direction. The lattice constant mismatch between InAs
(6.06A˚) and GaAs (5.65A˚) is given by aInAs/aGaAs − 1 and has a value of about 7%.
During growth of several monolayers the in-plane mismatch is adjusting from layer to
layer and the strain develops in growth direction (Poisson effect). This behaviour leads
to buckling of isotropically strained three-dimensional InAs islands on top of a InAs
wetting layer. The growth temperature is usually about 500 oC and the wetting layer
formed below the QDs is about 1.7 monolayers (ML) thick (1ML=2.83 A˚) [94]. One
can repeat the QD formation along several layers by implementing GaAs barriers in
between as shown in Figure 3.10c . Here one can see that the QDs are aligned to each
other from layer to layer indicating that the tensile strain is translated through the
GaAs barrier.
The self-assembled process results in pyramid- or lense-shaped QDs depending on the
intended height (h) of the QDs (see also Figure 3.10b). As a valid approximation for
calculations a truncated cone is often taken into account. It is characterized by a cer-
tain height h and a base radius R as depicted in Figure 3.11a. One can intentionally
dope such QDs by inserting a Si doping layer below the wetting layer and adjust the
amount of electrons in each dot by varying its distance.
Post-growth thermal annealing at temperatures from 800 to 900oC can be used to
induce inter-diffusion of the In atoms (4 minutes duration, sample was sandwiched be-
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Figure 3.9: a) Setup for THz pump-probe measurements (BS: beamsplitter mylar foil). Pump
~k1 and probe ~k2 beams are focused on the QD sample. The delayed probe beam is chopped and
measured in a bolometer. b) Setup for THz time-integrated four-wave mixing measurements.
The delayed beam is chopped and the diffracted FWM signal 2~k1 − ~k2 is measured in a
bolometer.
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Figure 3.10: a) GaAs crystal structure with lattice directions [60], b) top-view TEM image of
a QD sample with large areal density showing pyramidal-shaped QDs [93], c) Side-view TEM
image of a QD stack sample with several periods of QD layers (black: InAs, grey: GaAs)
Figure 3.11: a) pyramid shaped QD, lense-shaped dot approximated by a truncated cone
(base radius R, height h). General sample structure for doped QDs, b) Accessible LO, LA
and TA phonons for different QD sizes [95].
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Figure 3.12: a) Probability density isosurface (65%) for a conduction band electron in a
pyramidal-shaped InAs/GaAs QD [73]. b) Anisotropic splitting of the px and py energy state
in the conduction band (CB) of an InAs/GaAs QD.
tween GaAs wafers to avoid As evaporation). During this process InAs is distributed
isotropically in the GaAs barrier (capping layer) to a larger volume leading to an ef-
fective growth of the QD and less confinement for the electrons therein because the
potential energy is reduced due to less In content. During modelling one can assume
that the InAs total quantity in the dot is preserved. The confinement energy decreases
with increasing annealing temperature. A larger dot radius (12 to 25 nm) gives less
indium density (x=0.55 to 0.07) and therefore less confinement. This changes the inter-
sublevel energy difference between s and p state from 48 meV (no anneling) to 10 meV
(900oC) [38].
By increasing the dot size the energy state distance s-p decreases and the electron
wave-functions are different. Therefore also the coupling strength to acoustic and op-
tical phonons is altered (Figure 3.11b). In Figure 3.12b the conduction band of a QD
is illustrated containing discrete energy levels s and p with two-fold degeneracy of the
p-state (px,py) (see also Chapter 2.1). This atom-like energy structure gives rise to the
regularly used term artificial atom for QDs. The corresponding electron wave-functions
have been calculated within the eight-band ~k ·~p theory [96],[97],[73]. This theory is able
to predict the correct bandgap of InAs/GaAs QDs (1.05 eV) that is much larger than
the one of bulk InAs (0.4 eV) [94]. It uses remote bands in the vicinity of a strained
crystal system that couples valence and conduction band so that they are no longer in-
dependent during calculation. The electron energy state p and its wave-function turns
out to be different along [1,1,0] and [1,-1,0] direction of the lattice as illustrated in
Figure 3.12a,b (anisotropic splitting) [97],[73]. As shown in Figure 3.12b the state with
larger energy along [1,-1,0] direction is labelled as py whereas the energy state along
[1,1,0] is labelled as px in the following. Note that for QDs all polarization directions
of incident light can excite inter-sublevel transitions in contrast to QWs where just one
polarization (in growth direction) can excite intraband transitions.
For a 3-dimensional confinement one would expect delta-functions for the density of
states above the bandgap (compare Fig. 2.2). Since InAs/GaAs QDs do not grow
uniformly along the whole wafer but differ in size and shape due to the self-organized
way of formation the overall absorption is inhomogeneously broadened for an excitation
spot size that contains several QDs. Then the density of states is actually a Gaussian
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Figure 3.13: Absorption of the QD samples thermally annealed at 875 oC (a) and 850 oC (b).
The green full line depicts the applied FEL photon energy in order to excite QD sub-ensembles
of same energy. Reproduced from [38].
distribution described by the following formula:
N(~ω) =
1√
2πσ
· exp
[
(∆sp − ~ω)2
2σ2
]
(3.7)
with a certain spectral width σ for the transition energy ∆sp of the s-p separation.
The investigated QD samples in this thesis are n-type self-assembled InAs/GaAs QDs
grown on (100) GaAs by molecular-beam epitaxy (MBE) in the Stranski-Krastanov
mode. The samples consist of 80 layers of QDs (with an areal density of 4 · 1010 cm−2)
separated by 50 nm wide GaAs barriers. A silicon-doped layer grown 2 nm below the
QDs provides a population of the s-type lowest CB sublevel with one electron per dot
(see Fig. 3.12). By applying post-growth thermal annealing the s-p transition energy is
shifted to lower energies due to the reduced confinement caused by intermixing of InAs
and GaAs [37]. Fig. 3.13a and Fig. 3.13b show the linear absorption spectra of two
quantum dot samples, annealed at 875 oC and 850 oC, respectively, recorded in a Fourier
transform infrared (FTIR) spectrometer at T = 10 K [38]. The spectra are different
for two orthogonal polarizations, the so-called anisotropy splitting of the p-states. Due
to the anisotropic shape of the QDs the py state (in [1-10] direction) is situated about
3.5 meV higher in energy than the px state (in [110] direction). A photon energy of
18 meV (69µm wavelength) and 20 meV (62µm) was employed, respectively, with a
relative spectral width of approximately 1% (green full lines in Fig. 3.13). Using this
approach, it was possible to selectively excite QD sub-ensembles of a certain size within
the inhomogeneous ensemble of QDs.
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4 Intra-excitonic Autler-Townes effect
in quantum wells
In this Chapter weak near-infrared and strong terahertz excitation are applied to study
excitonic Rabi splitting in InGaAs/GaAs and GaAs/AlGaAs MQWs. Pronounced an-
ticrossing behavior of the split peaks is observed for different terahertz intensities and
detunings relative to the intra-excitonic heavy-hole 1s–2p transition and the temper-
ature dependence of this effect is analysed up to room temperature. At intermediate
to high electric fields the splitting becomes highly asymmetric and exhibits significant
broadening. A fully microscopic theory is needed to explain the experimental results.
Comparisons with a two-level model reveal the increasing importance of higher exci-
tonic states at elevated excitation levels.
The following results have been published in Physical Review B 89 (2014), 115311
and New Journal of Physics 15 (2013), 065007 as well as in Applied Physics Letters
100 (2012), 051109.
There are four fundamental energy or frequency scales involved in the physics of THz
state dressing: the angular frequency ω being close to the energy level spacing ω21 in
the near-resonant case (ω ≈ ω21); the Rabi frequency Ω describing the light-matter
coupling, and a decay constant γ incorporating relaxation processes (strictly a popula-
tion and a polarization decay constant). In the usual model applied in atomic physics,
the condition Ω << ω is fulfilled to a very high degree, which allows one to use the
RWA by neglecting rapidly oscillating terms. Then the relevant equations (Schro¨dinger
equation or Optical Bloch equations, see Chapter 2.6) for the two-level system can be
solved analytically, yielding the Autler-Townes splitting [5] in steady state and Rabi
oscillations in the time domain before the coherences have decayed. Whereas it is
straight-forward to make the Rabi frequency Ω larger than the relaxation rates γ in
atomic systems, relatively large intensities (>MW/cm2) are necessary to reach this
regime in semiconductors due to the short decay constants of less than a few picosec-
onds. Such intensities cannot be applied to semiconductors in the steady state, which
is why relevant experiments need to be performed with pulsed (sub)picosecond lasers
[98]. In fact, by using ultra-short (10 fs) high-power pulses the regime beyond the
rotating wave approximation has been explored for interband excitations in bulk GaAs
by Mu¨cke et al. [99] using intensities in the GW/cm2 range.
Excitons represent an interesting model playground for high-field optics in several re-
spects: transitions between exciton states (intra-excitonic transition) usually fall into
the meV or THz range (1 THz = 4.1 meV) and the Rabi frequency can reach a similar
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value already at comparably moderate intensities (<MW/cm2) or fields (<10kV/cm).
Recent developments in THz technology have enabled experiments in this regime. For
example, Rabi oscillations [22] as well as the Autler-Townes splitting [19] have been
observed for intra-excitonic transitions.
A number of theoretical works have previously been reported on the effect of a strong
THz fields on the excitonic absorption, yet all of them within the limits of the RWA.
The Autler-Townes splitting and side-band generation for excitonic resonances in QWs
were discussed theoretically [100],[101]. Maslov analyzed the quantum confined Stark
effect in presence of a THz field oriented in growth direction [102]. More detailed stud-
ies concerning the combination of an ac and dc field were done by Mi et al. [103].
The interplay between the dynamic Franz-Keldysh and the ac Stark effect were also
discussed in [104]. Yan et al. investigated the interplay between ac Stark effect and
dynamical localization in a semiconductor superlattice [105].
4.1 Experimental data
4.1.1 Resonant and detuned intra-excitonic excitation
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Figure 4.1: Excitonic absorption spectra of the InGaAs MQW under THz pumping for differ-
ent photon energies from negative detuning (a), resonant pumping (b), to positive detuning
(c) for different electric fields as indicated (increasing from top to bottom). The photon
energies and corresponding FEL wavelengths are indicated as well as the hh (1s) and (2s)
peaks (only in the left panel). Note that the spectra in the right panel (c) were recorded on
a different sample spot.
The data shown in this section were measured in an InGaAs/GaAs MQW sample
as it is described in Chapter 3.3.
Figure 4.1 displays near-infrared absorption spectra of the InGaAs MQW sample for
different THz field strengths as indicated in the insets. The 1s-2p exciton transition
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energy is approximately 6.8 meV (with <5% accuracy), thus Fig. 4.1a (photon energy
of 5.6 meV) corresponds to negative detuning, Fig. 4.1b is near resonance (photon
energy 6.8 meV), and Fig. 4.1c (photon energy 8.2 meV) represents positive detuning.
Note that the small peak around 1479 meV represents the 2s exciton absorption, which
is energetically very close to the (optically forbidden) 2p exciton.
In the following the key features of this sequence of spectra in the vicinity of the
heavy-hole 1s peak will be described. For negative detuning Fig. 4.1a the main peak
continuously shifts to lower energy upon increasing field strength, and a small satellite
peak develops at higher photon energy (Rabi sideband). This experimental result
indicates the behavior of the two-level approximation for dressed states described in
Chapter 2.6.2. At even higher fields the main peak again moves to higher energies.
This behavior of the main peak for ω < ω21, a red shift followed by a blue shift, is
consistent with the observation of Nordstrom et al. [106], who explained it as effect of
AC Stark shift and dynamical Franz-Keldysh effect, respectively [107].
Near resonance Fig. 4.1b the 1s peak splits up into the two dressed states; while
initially the high-energy peak is slightly larger, this asymmetry is reversed for higher
fields and the low-energy peak becomes clearly stronger. Above resonance, i.e. for
positive detuning Fig. 4.1c the main peak shifts to the right and a shoulder develops
on the low-energy side. For small electric fields this corresponds qualitatively to a
mirror image of Fig. 4.1a. However, for higher fields, the asymmetry is totally reversed
and the low-energy peak starts to dominate. Finally the overall spectrum shifts to
higher energies. This is again reminiscent of the dynamical Franz-Keldysh effect [106],
[107]. Such an asymmetry reversal has already been observed in previous work by
Wagner et al. [19], but cannot be explained in the framework of the RWA and two-level
approximations. The same is true for the peak positions at higher THz field strength.
In order to directly show the instantaneous response of the excitons to the THz field,
some of the data were plotted in a 2D color map of NIR photon energy versus delay
time between pump and probe, with the color code indicating the absorption strength.
This is shown in Fig. 4.2a for an FEL pulse of 151 µm wavelength (8.2 meV photon
energy) with a peak electric field of 12.5 kV/cm (compare to data set in Fig. 4.1c).
The average FEL power for 12.5 kV/cm peak field was 107 mW. Figure 4.2b depicts
time-sliced spectra, representing the same information as in Fig. 4.2c, however recorded
not by adjusting the FEL power, but measuring the NIR transmission at different time
delays during the FEL pulse. In this way spectra at many different field strengths have
been extracted. In fact one can use this procedure to reconstruct the FEL pulse shape,
which is shown in 4.2c. These points correspond to the time-sliced spectra in Fig. 4.2b,
the red line is a guide to the eye. The asymmetric shape with exponential rise and
Gaussian tail is typical for spectrally narrow FEL pulses, which require relatively large
cavity detuning [108].
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a)
Figure 4.2: (a) 2D color map of InGaAs MQW absorption (color scale: red represents strong
absorption, blue is weak absorption) as a function of NIR photon energy (horizontal) and
delay time (vertical) for a THz photon energy of 8.2 meV and a peak electric field of 12.5
kV/cm. (b) Horizontal cuts, i.e., time slices taken from (a). Since the intensity and the field
vary during the pulse, each time slice corresponds to different THz field strengths. (c) FEL
pulse shape, reconstructed from (b) using the measurement from Fig. 4.1(c) as reference.
The nominal average power on the vertical axis also refers to the values from the reference
measurement (i.e., at 107 mW average power the peak electric field was 12.5 kV/cm). The
points correspond to time slices, the red line is a guide to the eye.
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Figure 4.3: Anticrossing plot: NIR peak photon energy vs. THz photon energy at peak
electric fields of 1.3 kV/cm (a), 2.2 kV/cm (b), and 3 kV/cm (c). The symbols correspond
to experimental points, the lines represent a fit using two-level and rotating wave approxi-
mations. The zero on the horizontal scale corresponds to the unperturbed 1s-2p energy of
6.8 meV, the zero on the vertical scale corresponds to the unperturbed NIR peak position
of 1472.3 meV. The vertical line represents the detuning value where the peak splitting is
minimized (dynamically shifted 1s-2p energy).
4.1.2 Anti-crossing behavior
Often the Autler-Townes splitting is displayed using an anti-crossing plot, where the
(NIR) peak positions are plotted vs the (THz) driving-field photon energy (or the
detuning) at constant electric field. This is shown in Fig. 4.3 for electric fields of 1.3
a), 2.2 kV/cm (b) and 3 kV/cm (c). At relatively small electric fields as depicted in
Fig. 4.3a, the data can still be fitted with a two-level model using the RWA (Chapter
2.6.2), as shown by the solid lines. The fitting also yields the proper excitonic 1s-
2p energy separation of 6.8 meV. Note that such an analysis considers only the peak
positions, but not the peak strengths. For a somewhat higher electric field of 2.2 kV/cm
(Fig. 4.3b), the fit still works, however it yields a slightly larger 1s-2p separation of
7.0 meV. At a larger, but still moderate electric field of 3 kV/cm (Fig. 4.3c) it is
evident that the data points cannot be fitted well with the simple model anymore. The
best, but still unsatisfactory fit now shows that the experimental high-energy peak is
significantly blue shifted, in particular for negative detuning. In addition it yields a
further increased 1s-2p separation of 7.6 meV. This dynamic level shift in the strong
THz field (here of ≈0.2 and 0.8 meV, respectively, see vertical lines in Fig. 4.3b and
Fig. 4.3c) may be related to the Bloch-Siegert shift, which is the lowest-order (in
Ω2/ω2) non-RWA correction [109]. Both observations clearly indicate the breakdown
of the two-level model with RWA. It can be shown [110], however, that if one uses a full
microscopic model on the basis of the semiconductor Bloch equation without applying
the RWA [54],[25], the experimental points and even the observed line shapes can be
reproduced very well. A more detailed comparison between experimental spectra and
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the full theory can be found in Chapter 4.2. The key importance is taking into account
higher excitonic levels, but also excitation induced dephasing and inhomogeneity in the
multi-QW sample.
For fields larger than 3 kV/cm the shape of the absorption curves is distorted so
radically (compare Fig. 4.1) that an anticrossing plot is no longer useful. This field
strength corresponds to a Rabi energy of about 1.6 meV, already a significant fraction
of ω21. At the highest field investigated here, 12.5 kV/cm, the Rabi frequency Ω is
already approximately equal to ω21. The ponderomotive energy is defined as U =
e2E2THz/4m
∗ω2 and describes the kinetic energy that is gained by the electron via the
acceleration in the varying ac electric field amplitude. Here it is already 11 meV, i.e. it
becomes the largest parameter in the system. This indicates that field ionization [23]
becomes relevant. The loss of carriers to higher levels and/or the continuum is also
reflected in the overall bleaching of the NIR absorption at high THz fields seen in Fig.
4.1.
4.1.3 Temperature dependence
The data presented here were taken in a GaAs/AlGaAs MQW sample as described in
Chapter 3.3.
Fig. 4.4 depicts the QW absorption measured at positive detuning, namely at a wave-
length of 88 µm (14.1 meV photon energy). The qualitative similarity of this set of
spectra to 4.1b is obvious. Note that the peak at 1583 meV for small THz fields rep-
resents here the light-hole exciton, which is not so close to the heavy-hole exciton in
InGaAs due to the strain-induced shift. The shoulder at 1576 meV is due to the 2s
exciton. The 1s-2s energy separation, extracted from the NIR spectra can be assumed
to be similar to the 1s-2p separation. The GaAs/AlGaAs QW has a 1s-2p exciton
energy of 9 meV (compared to 6.8 meV for InGaAs), mainly due to the somewhat
larger (reduced) effective mass. The exciton linewidth is 3 meV for the GaAs sample
(versus 1.5 meV for InGaAs). Both relations support the tendency that higher THz
fields are needed in GaAs to obtain similar spectra as in InGaAs, and similar values of
Ω2/ω221. The fact that the larger ω21 of GaAs implies a smaller dipole matrix element
additionally supports this trend. In the following the temperature dependence of the
AT splitting will be discussed. From Fig. 4.5a (above resonance) one can see that at
a lattice temperature of 100 K the absorption strongly resembles the low temperature
case (10 K) but the linewidth has increased slightly due to thermal broadening [50].
At an even higher temperature of 200 K the undriven absorption line has considerably
broadened and decreased in height. However, the THz field dependent characteristics
are still distinguishable, i.e., absorption at 10.9 kV/cm differs strongly from the one
at 16.3 kV/cm. Compared to the 10 K absorption only the overall linewidths have in-
creased. Finally, at room temperature the line broadening masks any Rabi sidebands.
But still a strong field dependence is visible with a THz induced transmission increase
at the hh(1s) exciton position.
In Figure 4.5b the near-resonant case with a THz photon energy of 10.5 meV is plotted
for different temperatures. At 100 K and moderate THz peak field strength of 7 kV/cm
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Figure 4.4: Excitonic absorption spectra (at 10 K) of a GaAs/AlGaAs MQW under THz
pumping (~ω= 14 meV or wavelength of 88 µm) for positive detuning and different electric
fields as indicated (increasing from top to bottom). The three exciton peaks (hh(1s), hh(2s),
lh(1s)) are indicated as well.
a nearly symmetric splitting is observed - in contrast to the aforementioned pumping
above resonance at this power. Increasing the field to 12.8 kV/cm the Rabi sideband
is shifted in between the hh and lh peaks. At 200 K Rabi sidebands are still weakly
observable but have vanished at room temperature.
Pumping with 6.1 meV THz photon energy, i.e., below resonance, Fig. 4.5c results in a
small Rabi sideband 6 meV above the hh(1s) exciton for 6.1 kV/cm. For 16.4 kV/cm
the sideband has already merged with the lh state. Since the sideband is only weakly
pronounced here it is not distinguishable any more at higher temperatures. However,
for comparable field strengths of 6-7 kV/cm we find from Fig. 4.5a-c that the AC Stark
effect is still observable at elevated lattice temperatures of 200 K with spectral features
being distinctly different for varying THz photon energies. At room temperature only
a THz induced decrease of the hh(1s) absorption occurs that is unspecific of the pump
frequency. At 200 K the thermal energy of 17 meV well exceeds the exciton binding
energy. There is only little literature [15] related to the intraexciton 1s-2p transition
at elevated temperatures and strong THz fields.
In intense THz fields Steiner et al.[25] have calculated decreasing Rabi sidebands in
the THz response with a decreasing fraction of 1s excitons coexisting with a fixed
correlated electron-hole plasma. However, in the measurement the nonlinear response
does not appear to suffer from thermal exciton ionization accompanied by a decaying
1s exciton population. Thermal broadening determines the linewidth of the observed
Rabi sidebands but does not suppress them, since we probe a coherent effect insensi-
tive to changes in the exciton population that occur after the probe pulse has passed.
Pumping above resonance (Fig. 4.5a) a transmission increase by a factor of 3 is found
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Figure 4.5: a) NIR absorption for different lattice temperatures (10 to 295 K) at a THz
photon energy of 14 meV (above the 1s-2p resonance). b) for a THz photon energy of 10.5
meV (near resonance). c) 6.1 meV (below resonance). Besides the undriven reference (gray
line) two different THz peak field strengths are given as indicated in the legend. Absorption
traces are plotted for different THz peak field strengths as indicated and are referenced to
the temperature-dependent hh(1s) position ωNIR0 .
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Figure 4.6: Absorption for different time delays between THz pump and NIR probe pulse at
room temperature for an excitation near resonance (10.5 meV) at 14 kV/cm THz peak field
strength. The vertical THz pulse profile on the right hand side is obtained from a NIR-THz
cross-correlation measurement.
at 200 K at the hh(1s) spectral position and a 30% transmission change right below.
This temperature is well in the range of Peltier cooling elements and demonstrates
a possible concept for an optical modulator. At room temperature the transmission
increases by 60% for THz illumination at the hh(1s) exciton. These changes occur
only in the presence of the driving THz pulse, as demonstrated in Fig. 4.6 for the
near-resonant case at room temperature. Here, the synchronized NIR probe pulse is
temporally shifted by time steps of 2.7 ps with respect to the THz pump pulse to obtain
delay-dependent transmission spectra. These are compared to the THz pulse profile on
the right hand side which is taken from the cross-correlation signal between NIR and
THz pulse. It was detected in a 300 µm thin GaP crystal using intensity-based electro-
optic sampling with a single Si photodiode [89] (see also Chapter 3.2). The THz pulse
length is consistent with the Fourier limit obtained from the spectrum. The adiabatic
absorption change with constant signal height before and after the pulse on picosecond
time scales also implies that the excitonic levels (polarization) that are altered by the
strong THz field recover instantaneously when the THz pulse has vanished.
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4.2 Comparison of experimental data with microscopic
theory
The theoretical analysis in the framework of a microscopic model was done for the In-
GaAs/GaAs MQW sample as it is described in Chapter 3.3. The theory (see Appendix
6.2) was developed and also applied to the experimental data by the Marburg semicon-
ductor theory group. A simplified approach in terms of a qualitative understanding of
Autler-Townes spectra can be found in Appendix 6.1.
4.2.1 Exciton linewidth
An overview of the measured experimental spectra is given in Fig. 4.7 for a THz-photon
energy (a) above, (b) near, and (c) below the 1s–2p-transition energy. The peak field
strength in kV/cm is given in the legend. For better visibility, the spectra are vertically
shifted. In all cases, THz pumping leads to bleaching for low THz intensities, then to
Rabi splitting from medium intensities on and, in Fig. 4.7 a and b, to a reversal of the
peak heights. For high intensities, both peaks are bleached but the left peak is higher
than the right peak.
A microscopic theory (semiconductor Bloch equations including THz interaction) [111,
54, 25, 23, 112] is used to treat the light–matter interaction self-consistently. Here the
RWA is not employed but counter-rotating terms are fully included. Besides inserting
the material parameters appropriate for the sample used in the present study, the equa-
tions are additionally evaluated in the limit of the two-level approximation (2LA) where
only the excitonic 1s and 2p states are included. This allows one to quantify how and
when the 2LA analysis deviates from experiments. In principle, the EID modifies the
QW absorption to a degree that one can determine the precise exciton-versus-plasma
configuration in the excited QW, as demonstrated in Ref. [113]. This can be deduced
by comparing the measured excitonic absorption spectrum with a large set of spectra
computed as function of many-body configurations. Here, THz-induced changes shall
be investigated in the optical absorption when the system is initially dominated by 1s
excitons at dilute excitation levels, as discussed in Appendix 6.2. In this situation, the
EID mainly broadens the 1s resonance by γ1s without generating major asymmetries.
The principal effect of EID is reflected in the fact that γ1s is roughly two times smaller
than the other γλ, as shown in Ref. [54].
Therefore, the EID parameters is fitted from the experiment using a systematic proce-
dure instead of extracting the exact many-body state. Since the transmission resonance
at the 1s-exciton energy is well separated from the other bound states, its width is di-
rectly influenced by γ1s. However, the sample has also disorder that yields additional
inhomogeneous broadening. In the following γ1s and inhomogeneous broadening will
be deduced by matching the half width of the measured transmission resonance with
the computed one. Once γ1s is known, γλ of other exciton states is given by γλ = 2γ1s
as discussed above.
Figure 4.8a shows the measured transmission spectrum (shaded area). To deduce γ1s,
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Figure 4.7: Experimental absorption data (-log(Transmission)) for different THz-peak field
strengths (in kV/cm) and THz-photon energy (a) above (7.6 meV), (b) near (6.8 meV),
and (c) below (6.2 meV) 1s–2p resonance. The data set in (a) is measured at a different
sample position than (b) and (c) resulting in a broader line at 0 kV/cm. The data set in
(b) was already shown in Fig. 4.1b, but is plotted here again for comparison with the other
off-resonant energies that were used for theoretical analysis.
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Figure 4.8: Experimental (shaded area) and theoretical (solid and dashed lines) spectra of
1− T without THz field. (a) The results of the fully microscopic computation including EID
are shown for inhomogeneous broadening (solid) versus homogeneous broadening (dashed).
(b) Comparison of constant dephasing (dashed) versus EID (solid) when inhomogeneous
broadening is included.
the half width of the computed spectrum is chosen in such a way that it matches with
the experiment. The result without inhomogeneous broadening and γ1s = 0.5 meV is
shown as dashed line. This result reproduces the measured 1−T resonance peak rather
well while it is significantly higher at the tails of the resonance. In other words, the
measured 1− T spectrum decays much faster than the Lorentzian matching its width,
which indicates that this sample has detectable inhomogeneous broadening.
In general, sample growth is always associated with imperfections and irregularities
that produce, e.g., monolayer fluctuations. As a result, the QW shows a distribution
of 1s energies which induces additional broadening due to energetic spreading of the
1s resonance.[114] These variations of the well widths eventually lead to fluctuations of
the confinement energies, broadening the overall exciton resonance inhomogeneously.
Studying the exact form of such inhomogeneous effects is clearly not the main focus
of this paper. Therefore, an alternative approach is used to model disorder effects:
Since the sample contains twenty QWs, an ensemble of 1s resonances can be generated
by assuming that each QW is homogeneous but has a different energy than the other
QWs. With this model, one accounts for well-width fluctuations which usually arise for
typical QWs.[114] The underlying criteria of this fitting procedure are to match both
height and tails of the 1s resonance to the experimental spectra. In more detail, the
1s energies of each QW have been shifted by [–0.60, –0.45, –0.30, –0.20, –0.05, –0.04,
–0.03, –0.02, –0.01, 0.00] meV for QWs 1 to 10 and by [0.00, 0.01, 0.02, 0.03, 0.04,
0.05, 0.20, 0.30, 0.45, 0.60] meV for QWs 11 to 20.
With this setup, one needs γ1s = 0.3 meV to fit the half width of the experimental
1−T spectrum; this theory result is shown as solid line in Fig. 4.8a. While the homoge-
neously broadened result (dashed) fails to describe the experiment (shaded area) at the
resonance tails, the computation with inhomogeneous broadening reproduces both the
experimental peak and tails very well. Therefore, only the inhomogeneously broadened
spectra explains the experiment accurately. Based on this analysis, the sample has
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0.3 meV homogeneous and roughly 0.2 meV inhomogeneous broadening. These values
are in good agreement with linewidth measurements[115, 114] performed on compara-
ble samples.
As a general trend, the EID broadens the 2s resonance much more than the 1s peak.
This essential EID effect can be switched off in computations by setting all γλ to be
equal to γ1s. Figure 4.8b shows the computed 1−T spectrum with (solid line, γλ = 2γ1s)
and without (dashed line, γλ = γ1s) the EID effects as well as the measured spectrum
(shaded area). It is observed that the EID computation explains the experiment better
than a constant-gamma computation. More specifically, the computation without EID
produces a too well-resolved 2s resonance compared with the strongly broadened 2s
peak of the experiment. By matching the 2s width, the EID-induced width of the
other resonances are also known, i.e., γλ 6=1s = γ2s = 0.6 meV is used based on Ref.
[54]. Figure 4.8 very nicely shows that both inhomogeneous broadening and EID effects
must be included to accurately describe the measured absorption lineshapes. In the
following, all computations have thus been performed using inhomogeneous broadening
and excitation-induced dephasing. The other material parameters are described in Ref.
[101].
The detailed theory-experiment comparisons show that the full theory explains all
experimentally observed features. As representative examples, in Fig. 4.9 spectra for
selected THz-field strengths are shown where the THz-photon energy is close to the
1s–2p resonance and in Fig. 4.10 for the case where the THz-photon energy is tuned
below the resonance energy. Both figures present the direct comparison of the exper-
imental data with THz (black solid) and the microscopic result (orange), i.e., using
the full-level system (FLS). The experimental data without THz are shown as shaded
areas, the results using the two-level approximation (2LA) are dotted. The fully micro-
scopic theory nicely reproduces the experimental results, including the peak heights,
position and THz-induced broadening. In contrast, the 2LA works only for the lowest
THz field (Fig. 4.9a and 4.10a). For higher THz field (2.8 kV/cm and higher), the 2LA
leads to an inaccurate description of the peak heights and broadening. For example,
it overestimates the high-energy Rabi-peak height by 55% for 3.2 kV/cm THz-field
strength for 6.8 meV THz-photon energy. However, it roughly describes the peak split-
ting correctly and the discrepancy of 2LA and experimental peak positions increases
slightly with detuning.
4.2.2 Anti-crossing from microscopic theory
To gain an overview of the dependence of THz-field strength and detuning on the
Rabi peaks, Fig. 4.11b and d presents the results for 1 − T as predicted by the fully
microscopic theory for low (1.2 kV/cm) and medium THz-field strength (3.2 kV/cm),
respectively. The experimental Rabi peaks are depicted as circles inside the contour
plot, where the diameter refers to the peak height. It can be seen that the Rabi splitting
increases with the strength of the THz field as expected [113]. The spectra for the 2LA
are presented in Figs. 4.11a and c. For low THz field (1.2 kV/cm, Figs. 4.11 a and b), the
2LA gives similar results as the microscopic theory. However, already for a medium THz
68 4 Intra-excitonic Autler-Townes effect in quantum wells
1.3 kV/cm 2.8 kV/cm
4.0 kV/cm 5.1 kV/cm
a b
c d
0.4
0.4
0.8
0.8
0.0
0.0 0 05 5
1 –
 Tr
an
sm
iss
io
n
Energy – E  (meV)1s
exp
FLS
2LA
Figure 4.9: 1 − T without THz (shaded area) and with THz-photon energy of 6.8 meV,
near the 1s–2p resonance, as measured in experiment (black solid), fully microscopic theory
(orange solid), and the two-level result (dotted) for the THz-field strength of (a) 1.5 kV/cm,
(b) 2.8 kV/cm, (c), 3.2 kV/cm, and (d) 6.2 kV/cm.
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Figure 4.10: 1 − T without THz (shaded area) and with THz-photon energy of 6.2 meV,
below the 1s–2p resonance, as measured in experiment (black solid), from the fully micro-
scopic theory (orange solid), and the two-level result (dotted) for the THz-field strength (a)
1.8 kV/cm, (b) 2.8 kV/cm, (c) 4.0 kV/cm, and (d) 5.1 kV/cm.
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Figure 4.11: Anticrossing behavior of 1− T extracted from the microscopic calculation. The
experimental peak positions (heights) are depicted by the position (diameter) of the open
circles. (a)/(c) 2LA and (b)/(d) microscopic-theory results for a THz field of 1.2 (top) and
3.2 kV/cm (bottom).
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field, the microscopic theory predicts asymmetric bleaching and broadening of the Rabi
peaks in agreement with the experimental results (Fig. 4.11d), while the 2LA yields
symmetric splitting and bleaching (Fig. 4.11c). Hence, the observation of anticrossing
is not enough to prove the validity of a 2LA. This shows the importance of higher
excitonic states for the shapes of the 1s-exciton peak for medium THz fields leading to
a complete disagreement of 2LA and experiment for high THz fields as already seen in
Figs. 4.9d and 4.10d.
4.2.3 Rabi oscillations and polarization redistribution
The microscopic calculations allow one to follow the redistribution of existing THz po-
larization also in the time domain. Representatively, the temporal data are analysed
for which the spectra were already shown in Figs. 4.9a and d, for THz excitation near
the 1s–2p resonance. In Figs. 4.12 a and b, the 1s squared transition-amplitude |p1s|2
without THz is plotted as shaded area as a reference. The results for the squared
transition-amplitude |pλ|2 from the microscopic theory with THz influence are shown
in solid lines (1s: black; 2p: orange; other dark states: blue). For comparison, the 2LA
results are shown as dashed lines. For the low THz intensity (1.5 kV/cm, see Fig. 4.12
a), the microscopic theory and the 2LA basically agree. However, the microscopic
calculation reveals that there is already a contribution from the squared transition-
amplitude of higher-lying exciton states. For high THz field (6.2 kV/cm, see Fig. 4.12
b), only one Rabi flop can be seen in the microscopic calculation while the 2LA in-
correctly predicts multiple Rabi flopping. To better monitor the THz influence, the
data for 2p and the dark states are replotted, but scaled as fraction of all temporarily
existing squared transition-amplitudes. The results are shown in Figs. 4.12c and d for
THz-field strengths of c) 1.5 kV/cm and d) 6.2 kV/cm. For illustration, the oscillating
THz field is shown by the shaded area. For the low THz-field strength (Fig. 4.12c),
the microscopic theory and the 2LA both describe 1s–2p Rabi flopping. The Rabi
period decreases with higher THz fields (intermediate fields not shown here) until for
the highest THz field, all squared transition-amplitude is immediately transfered into
higher dark states (see blue line in Fig. 4.12d) while the 2LA incorrectly predicts con-
tinued Rabi flopping. Despite these limitations, however, the 2LA predictions of the
Rabi splitting (determined by the Rabi period) still provide an accurate description.
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Figure 4.12: Top: The transition-amplitude squared for THz-photon energy near the 1s–2p
resonance. The THz-field strengths are (a)/(c) 1.5 kV/cm and (b)/(d) 6.2 kV/cm. Shaded
area: Sum of all squared transition-amplitudes without THz field. Solid (dashed) lines:
microscopic (2LA) result with THz field. Bottom: 2p and the dark rest squared transition-
amplitude as fraction of all squared transition-amplitudes. Solid (dashed) lines depicts mi-
croscopic (2LA) results. Shaded area: THz-field oscillations (arb. u.). Note the difference in
the time scales for the upper and lower panels.
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4.3 Summary
Using excitons in semiconductor quantum wells as a generic quasi-atomic system with
binding energy in the THz range, the high-field non-linear behavior has been explored
when driving the 1s-2p intraexciton transition with an intense THz laser. Probing the
induced spectral changes of the hh(1s) exciton NIR absorption, Rabi splitting has been
observed. The Rabi peaks undergo an anticrossing behavior for a detuning of the THz
frequency away from the exciton resonance. By going well beyond the behavior of a
two-level system under rotating wave approximation both, peak positions and peak
strengths vary in a more complicated manner, accompanied by a significant line broad-
ening and overall bleaching, that can be taken as an indication of occupation of higher
states and field ionization. A qualitatively similar behavior was presented here on two
different quantum well systems, GaAs and In0.06Ga0.94As, corroborating the generality
and scalability of the observed effects.
Large changes in the NIR absorption of GaAs/AlGaAs quantum wells have been ob-
served up to room temperature. With strongest effects occurring when the system is
driven above resonance, the distinct wavelength-dependent characteristics of the AC
Stark effect can be distinguished up to 200 K. A picosecond response time, thermal
robustness of the excitonic system and a threefold transmission change at 200 K has
been demonstrated. The simple all-normal incidence geometry could be relevant for
optical modulators.
The microscopic theory applied by the Marburg semiconductor theory group excellently
reproduces all experimental features and follows the transition from Rabi flopping at
low THz intensities to exciton ionization at high intensities. It was quantified how a re-
striction to two levels deviates from the experimental results and the fully microscopic
theory. The two level system (without RWA) works reasonably well for low THz fields
where the Rabi splitting is weak. For elevated THz fields, only the Rabi-peak positions
are rather close to experimental values while the peak heights and broadening are not
reproduced. This systematic analysis closes the gap between earlier studies showing
either dressed-state behaviour for weak THz fields [19] or THz ionization for strong
and spectrally broad THz fields [23].
It can be emphasized that nonlinear optics of intra-excitonic transitions is still an ac-
tive on-going field of research where other effects known from atomic physics such as
high-harmonic generation have been predicted in the quasi-atomic excitonic system [25]
and similar effects have been proven experimentally [24].
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5 Inter-sublevel coherence in
InAs/GaAs quantum dots
Using transient four-wave mixing in the terahertz range, the s-p inter-sublevel de-
phasing time in self-assembled InAs/GaAs quantum dots was measured for transition
energies below the Reststrahlen band. Dephasing times of up to 600 ps at a photon
energy of 18 meV have been determined. By comparing pump-probe and four-wave
mixing measurements it can be shown that there is no significant influence of any pure
dephasing process at low temperature. The linear temperature dependence is consis-
tent with acoustic phonon scattering.
The following results have been published in Applied Physics Letters 103 (2013),
252110.
Self-assembled quantum dots (QD) are among the main contenders as suitable solid-
state implementation for quantum information processing. In particular, interband ex-
citonic transitions in single quantum dots have been investigated extensively [83] due
to their extremely narrow linewidth (µeV) and corresponding long dephasing times
(ns) [116, 82]. These are necessary in order to perform several qubit operations before
decoherence sets in. Yet another option could be the application of intersublevel tran-
sitions within, e.g., the conduction band of quantum dots. Such transitions, though
sometimes used for infrared detectors [117], have been much less investigated in relation
to quantum information processing [28]. This may be partly due to their somewhat less
accessible energy range of 10-100 meV, corresponding to terahertz (THz) or infrared
frequencies. However, it has been demonstrated by the observation of Rabi oscillations
between shallow impurity states in semiconductors that fundamental qubit operation
can also be implemented in the THz range [118, 119]. Before such applications in
quantum dots can more realistically be pursued, a thorough knowledge of relaxation
and dephasing processes is indispensable. Over the past years, such an understanding
has partly been achieved for intersublevel transitions in quantum dots. It is now well
accepted that relaxation processes can be properly described in the so-called strong-
coupling polaron picture [63].
In n-type InAs/GaAs quantum dots of typical dimensions, the level spacing between the
fundamental s and p states is around 50-60 meV, well above the optical phonon energy.
In such samples the relaxation times have been measured by pump-probe spectroscopy
to be in the order of 50-100 ps [120, 36] and the dephasing times were determined
by four-wave-mixing experiments to be slightly shorter at low temperatures [39]. In
p-type quantum dots dephasing times of 10 ps were measured in the mid-infrared at
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room temperature [35]. Although it is not straightforward to grow slightly larger quan-
tum dots with s-p level spacing in the 10-20 meV range, i.e., smaller than the optical
phonon energy, such samples have been produced by post-growth thermal annealing,
which leads to a shallower electron confinement [37, 121].
Using pump-probe (PP) experiments it has been measured that the population relax-
ation time T1 becomes exceedingly long, up to 1500 ps for quantum dots with 15 meV
level separation [38]. The important question remains whether the dephasing or coher-
ence times, which are the relevant parameters for qubit operation, become equally long,
or whether there is some undesired, faster, pure dephasing process. In order to clarify
and answer this important question, the present author has performed pump-probe as
well as transient four-wave mixing experiments on such quantum dot ensembles using
a THz free-electron laser. It will be demonstrated that the dephasing times T2 can
reach very large values of hundreds of picoseconds and are related to the population
lifetime by T2 = (2± 0.3)T1 at low temperature, which is close to the theoretical limit
of T2 = 2T1 [85]. This indicates a rather small influence of pure dephasing processes at
low temperatures.
5.1 Strong electron-phonon coupling
Phonons in QDs can be seen as phonons in a nano-crystal. Due to the size quantization
there are a lot of confined LO phonons possible. In contrast to that the LA phonons
feel no difference between QD and the surrounding bulk. So one can treat acoustic
phonons (LA, TA) in InAs/GaAs QD as bulk-like phonons because they still spread
over a large number of unit cells (104) and do not change their character at the QD
boundary.
Anharmonicity in the crystal lattice leads to LO phonon disintegration (see also Chap-
ter 2.5.4). As shown in Fig. 5.1 the most prominent disintegration channels in
InAs/GaAs QDs are the Klemens channels (LA+TA, LA+LA, LA+TO) and the Vallee-
Bogani (TA+LO) channel [122]. In a many-particle picture (electron+phonon=polaron)
for confined electrons it is challenging to combine the continuous phonon spectrum with
discrete eletron states. Because of the discrete energy states for the electrons no ef-
ficient energy relaxation via optical phonons is expected, except when matching the
exact LO phonon energy. Also acoustic phonons should not contribute to that due to
their inefficiency, small electron interaction, small energies (1-2 meV) and long lifetimes
(1-10 ns), which would lead to a phonon bottleneck (Chapter 2.5.3).
But in the strong coupling regime it was proven by Hameau et al. [63], that the optical
phonons are strongly correlated to the free electrons. The facts that optical phonons
in QD are unstable [123] and polarons have a finite lifetime [71] disprove the picture
of a phonon bottleneck.
Grange et al. implemented different anharmonic channels with a simplified linear
phonon dispersion [122] in order to describe experimentally determined intersublevel
relaxation times in InAs/GaAs QDs [36]. They calculated the bulk phonon linewidth in
the strong-coupling regime that is the product of the LO-phonon weight and the decay
rate of a bulk LO phonon that would have the polaron energy. Then the anharmonic
76 5 Inter-sublevel coherence in InAs/GaAs quantum dots
Figure 5.1: a) Polaron decay channels around the RB: Klemens channels LA+TA (green
doted), LA+LA (red dotted), LA+TO (black dotted) and the Vallee-Bogani channel TA+LO
(violett). b) Calculated polaron linewidth Γph (blue line) including all relevant channels from
the plotted phonon dispersion in a) [122].
perturbation triggeres the polaron relaxation. The polaron states are coupled via its
LO phonon component to a reservior of multiphonon states. Then it is important to
evaluate the polaron lifetimes at the polaron energies, which are the actual optically
probed states (not the LO phonons itself). Now the difference of a QD with respect
to bulk material is that the anharmonic coupling strength and density of states differ
significantly from the bulk ones in which polarons are negligible and just ~ΩLO matters.
It is sufficient to consider the cubic part of the anharmonic vibrational Hamiltonian.
The LO phonon decays into a pair of phonons with opposite wave vectors leading to
several possible combinations (channels). This results in a discontinuous behaviour
of the relaxation time in dependence on the intersublevel excitation energy. As it
is depicted in Fig. 5.1a for the most important channel (LA+LA), the LO disinte-
gration rate increases (i.e. relaxation time decreases) with increasing energy until a
maximum of energy of the emitted LA phonons (52 meV). Then there is an emission
of 2 zone-edge phonons (Umklapp-process) and the Klemens channel reaches its limit
(pronounced discontinuity). After that, for higher energies than 52 meV the TA+LO
channel dominates.
The Hamiltonian of the system consists of the purely electronic Hamiltonian He, the
bulklike vibrational Hamiltonian Hvib (consisting of harmonic and cubic part) and the
interaction Hamiltonian of electrons and phonons He−ph:
H = He +Hvib +He−ph (5.1)
One can neglect direct acoustic phonon coupling because the intersublevel energy spac-
ing for the electrons is much larger than acoustic phonon energies. Therefore the He−ph
only consists of the Fro¨hlich coupling term [122]:
HF =
∑
q
iCF
q
ei~q~r√
V
(aq − a†−q) (5.2)
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where V is the crystal volume and q the phonon wavevector. The Fro¨hlich coupling
constant CF includes the zone-center (Γ-point) LO and TO phonon frequencies and
the high frequency dielectric constant [122]:
CF = e
√
~(Ω2LO − Ω2TO)
2ǫ0ǫ∞ΩLO
(5.3)
The polaron states can be written as |Ψi >= αi|p, 0 > +βi|s, 1sp > where s and p
represent the electronic component and 0 and 1 the phonon component. The polaron
energies Ei correspond to the exciting photon energy. The coupling strength between
|p, 0 > and |s, 1sp > is defined by [122]:
Vsp =
√∑
q
| < s, 1q|HF |p, 0 > |2 (5.4)
and the weight of the one-phonon component is |βi|2 = V 2sp/[(Ei − ~ΩLO)2 + V 2sp].
Now the anharmonic perturbation triggers the polaron relaxation. The broadening of
the polaron states can be described by the bulk phonon broadening Γph(Ei) via Fermi’s
Golden Rule [122]:
Γi(Ei) = |βi|2Γph(Ei) (5.5)
Γph(Ei) = 2π
∑
ν
| < ν|Va|1sp > |2 · δ(Ei − Eν) (5.6)
In this formula ν represents the multi-phonon states in which the polaron can decay
and Va is the cubic part of the anharmonic Hamiltonian. The important point here is
that the semi-classical approach would assume Γi(Ei) = |βi|2Γph(~ΩLO) and would give
a symmetric behaviour with respect to the LO phonon energy like in Inoshitas work
[65]. Here instead the polaron lifetimes are evaluated at the polaron energies Ei and
not at the LO phonon energies (representing the bulk) because Ei significantly differ
for optically probed states and also the anharmonic coupling strength and the final
multiphonon states are different from the bulk ones.
After evaluating the acoustic modes with the Debye’s isotropic continuum scheme
[61] the linewidth of all possible channels can be determined. The Klemens chan-
nel (LA+LA) shows a energy dependence of 4th order (compare with Fig. 5.1). This
comes from two contributions. The first one is the quadratic dependence of the den-
sity of states for LA phonons with energies equal to half of the polaron energy. The
second one comes from the anharmonic coupling strength that is also proportional to
the square in polaron energy.
The LA+TA channel dominates below 33 meV, which is important for thermally an-
nealed QDs [38]. The energy regime below the RB exhibits more drastic change in
the relaxation times than above the RB (See Fig. 5.2). One can extend the above de-
scribed procedure to smaller energies using channel-dependent Gruneisen constants to
fit the experimental data and identify the dominant channels as LA+LA and TA+TA
between 8 and 31 meV photon energy [38]. The acoustic transversal and longitudinal
Debye energies were taken to be 7 and 26 meV, respectively. The non-resonant Fro¨h-
lich coupling between intersublevel ground state and the LO phonon replicas of the p
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Figure 5.2: a) Intersublevel relaxation times over the whole energy range, below and above
the RB with full calculation and experimental data points [124]. b) Zoom into the region
below the RB where the LA+TA and TA+TA play a major role [38].
state were considered and lead to a polaron decay time due to anharmonic couplings
as follows [38]:
~
τ
=
4∆2sp
(~ΩLO +∆sp)2
V 2sp
(∆sp − ~ΩLO)2 + V 2sp
Γph(∆sp) (5.7)
Here Γph(∆sp) is defined in Equ. 5.6 and treated similar below the RB as described
above but for other channels than above RB. ∆sp is the optically probed transition
energy between the s-like and p-like polaron state with a dominant zero-phonon com-
ponent and Vsp is the Fro¨hlich matrix element. This formula replaces Equ. 5.5 which is
only valid close to the LO phonon resonance. The first term comes from the interference
between resonant and non-resonant couplings. It turns out as destructive interference
for ∆sp << ~ΩLO resulting in the predicted ultra-long lifetimes of several nanoseconds.
The second term is the weight of the LO phonon component in the excited polaron.
5.2 Dephasing above the Restrahlen band
Experimental observations with the TI-FWM technique showed that pure dephasing
processes at low temperatures are negligible, but become important for higher temper-
atures in self-assembled InAs/GaAs QDs. This was fully analyzed experimentally and
theoretically above the RB [39], [125], [124], [126].
The theoretical treatment in Section 5.1 was developed for the description of the pop-
ulation relaxation behaviour of intersublevel electrons at low temperatures (4.2-100
K). In order to understand dephasing mechanisms one has to consider the temperature
dependence of the population relaxation and possible pure dephasing contributions to
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Figure 5.3: a) Intersublevel absorption at different temperatures indicating a ZPL line and
phonon sidebands for detuning around the ZPL [126]. b) Temperature dependence of the
ZPL linewidth for different anisotropic splittings px-py [125].
the overall homogeneous line width Γ2 =
2~
T2
= ~
T1
+ 2~
T2
∗ . The decay of polarons into
two high-energetic acoustic phonons of energy ~Ω/2 has the following temperature de-
pendence where the bosonic occupation statistic N(~Ω) = 1/(e~Ω/kBT − 1) is applied
[39]:
Γ1(T ) = [1 +N(~Ω/2)]
2 · Γpolaron(@4.2K) (5.8)
In first consequence there will be strong acoustic sidebands emerging for higher tem-
peratures that contribute to a partial loss of coherence. These sidebands were firstly
investigated by Huang and Rhys [127] and represent the fact that the atomic equilib-
rium positions are not the same for electrons in the s or p state (S and S-P polaron)
due to the electron-acoustic phonon interaction. Then the intersublevel absorption is
predicted to be broadened by several meV around the narrow (µeV) zero-phonon line
[39].
Secondly for higher temperature acoustic phonon absorption and emission become al-
lowed between S − Px and S − Py polaron states e.g. thermally stimulated escape
from S − Px to S − Py is possible and causes loss in coherence for the S − Px polaron.
Additionally virtual transitions to the S − Py polaron have to be taken into account.
These virtual transitions are triggered by the off-diagonal element of the deformation
potential coupling and cause virtual transitions from one S − P to another S − P
polaron. They do not change the population but cause a loss of coherence. For LA
phonons the interaction with the polarons can be described by [126]:
Vdef =
∑
i,j
∑
q
M i,jq (aq + a
†
−q)|i >< j| (5.9)
M i,jq = D
√
~q
3ρcsΩ
< i|ei~q~r|j > (5.10)
including the deformation potential D, acoustic phonon frequency Ω, speed of sound cs
and the material density ρ. The diagonal part i=j is the Huang-Rhys term and creates
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Figure 5.4: a) Temperature dependence of the measured dephasing times above the RB
(Fits for TI-FWM measurements from 20 to 100 K [39]). b) Temperature dependence of
the extracted homogeneous linewidth fitted by the full model with contribution of real and
virtual transitions [39].
the phonon-sidebands. Whereas the off-diagonal terms at lowest order i6=j describe the
thermal escape of the electron and at higher orders the virtual transitions. Far away
from the polaron resonance (after disintegration) the interaction of acoustic phonons
with polarons is dominated by the electronic component of the polaron. (This stays in
contrast to the case of population relaxation where, as mentioned before, the phonon
component (LO) of the polaron dominated the interaction.)
The deformation potentials for |S><S| and |P><P| posses the same sign since they are
both located in the conduction band (intraband polaron). (for sidebands of interband
transitions (interband polaron) the signs are opposite (holes in the VB and electron in
the CB).)
After diagonalization of the Hamiltonian the absorption lineshape (as plotted in Fig.
5.3a) is given by A = Z · ef where Z is the weight of the ZPL and ef is a convo-
lution of the function f containing matrix elements and occupations numbers at the
detuning energy around ZPL. The xth term describes multi-phonon processes of x
phonons. The 1-phonon process (of resonant phonons with the anisotropic splitting)
is the absorption or emission (real transition) between Px and Py and the 2-phonon
process (of non-resonant phonons with the anisotropic splitting) is a virtual transition
between Px and Py. This results in a strong temperature dependence of occurring real
and virtual transitions because the occupation number N(~Ω/2) (see above) of the 2
disintegrated acoustic phonons is temperature dependent. Fits of experimental results
from TI-FWM experiments above the RB are shown in Fig. 5.4a for different lattice
temperatures starting at 20 K up to 100 K. The temperature dependence can be fitted
by the before explained dephasing model in the polaron picture. This is illustrated
in Fig. 5.4b. The extracted homogeneous linewidth has non-linear contributions from
real and virtual transitions with increasing lattice temperature. The contribution of
population relaxation (~/T1) is negligible for larger lattice temperatures up to 140 K.
5.3 Pump-probe and transient four-wave-mixing measurements below the
Reststrahlenband
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5.3 Pump-probe and transient four-wave-mixing
measurements below the Reststrahlenband
In Figure 5.5 pump-probe (top) and FWM (bottom) measurements at a photon energy
of 18 meV and temperature of T=10 K are shown for the QD sample annealed at
875 oC. The s-px transition was excited using linear polarization in the [110] direction.
As discussed in previous work [38], there is a bi-exponential decay of the pump-probe
signal for photon energies of 18 meV and below. For higher energies such as 20 meV
a mono-exponential decay is observed. The first decay constant is attributed to the
population exchange (thermalization) among the px and py states. The second decay is
determined by the s-p relaxation time. From Fig. 5.5 (upper panel) it can be observed
that the s-px relaxation time is 293± 10 ps. One has to consider that, in case of inho-
mogeneous broadening, the FWM signal appears as a photon echo at twice the delay
time (see also Chapter 2.6.4). To take account of this property, the time intervals to
determine px-py and FWM time constants were chosen to differ by a factor of two. The
FWM (lower panel) signal has a time constant of τFWM=150±20 ps, i.e. the dephasing
time is four times as long, T2=600 ps. For the s-px transition the measurements result
in a relation between dephasing and population lifetime T2 = (2± 0.3)T1. This means
that pure dephasing processes do not play a major role at 10 K. Note that a similar
ratio of 1.7 was observed above the Reststrahlen band [39] at low temperature.
Pump-probe and FWM signals with FEL polarization in s-py direction were also mea-
sured (not shown here). The s-py relaxation time (T1 = 230 ps) was shorter than the
s-px one as observed and discussed in a previous publication [38]. Together with the
dephasing time (T2 = 390 ps) one gets T2 = (1.7± 0.3)T1.
5.4 Temperature dependence
In order to determine the temperature dependence of the dephasing time, the sample
can be heated above liquid helium temperature inside the cryostat. For the observation
of the decay constant change in the FWM signal with increasing temperature (10 to
100 K) it is more convenient to use a sample that shows just a mono-exponential decay
with shorter relaxation and dephasing times at 10 K than the 875 oC annealed QD
sample.
Therefore the sample annealed at 850 oC was used and exited at a photon energy of 20
meV. Figure 5.6 depicts the pump-probe measurement at 10 K (top) and the FWM
measurements (bottom) that were recorded at different temperatures (10 to 100 K).
This QD sample shows a s-p relaxation time of τPP=82 ± 10 ps. The dephasing time
T2 at 10 K was measured to be T2=4τFWM=168 ps, which corresponds to a factor
of (2 ± 0.3) between T1 and T2. This indicates again that there are no major pure
dephasing processes at 10 K. Yet upon increasing the temperature to 100 K, the FWM
time constant decreases from 42 to 27 ps.
In previous FWM measurements of n-type QDs above the Reststrahlen band [39]
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Figure 5.5: Pump-probe and four-wave mixing measurements at 10K (sample annealed at
875 oC). The s-px transition is pumped with an energy of 18 meV and the polarization is
directed along [110] direction. The grey shaded area was excluded from the fitting. Top: PP
signal, Bottom: FWM signal
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Figure 5.6: Top: Pump-Probe measurement of the s-px transition (pumped with 20 meV)
of the 850 oC annealed QD sample at 10K. Bottom: Temperature dependence of the FWM
signal from 10 to 100K. The fitted time constants are indicated for each temperature.
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Figure 5.7: Temperature dependence of the homogeneous linewidth Γ2 for the 850
oC an-
nealed QD sample extracted from the measurements in Fig. 5.6. The linewidth homogeneous
increases linearly with increasing lattice temperature indicating single acoustic phonon scat-
tering.
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the homogeneous linewidth was extracted to be 15µeV at 10K and 100µeV at 100K
showing a strong temperature dependence due to polaron coupling [128]. In contrast,
the homogeneous linewidth extracted from our measurements for n-type QDs below the
Reststrahlen band, increases only very weakly with temperature from 8µeV to 12µeV,
as is depicted in Fig. 5.7. The temperature dependence is linear with a small slope
of 0.052 µeV/K. Thus the homogeneous linewidth seems to be quite robust against
increase in temperature. The result can be interpreted to originate from acoustic
phonon scattering as it was already measured in similar form for electrons in a quantum
well [129]. Theoretical calculations were carried out for measurements of the dephasing
times above the Reststrahlen band [39, 128] and were in good agreement with the
experimental results. It would be interesting to extend the above described theory of
polaronic dephasing (Section 5.2) to excitation energies below the Reststrahlen band
giving insight to the mechanisms of pure dephasing and its temperature dependence.
An interesting experimental result that also demonstrates the strong electron-phonon
coupling in the InAs/GaAs QDs is shown in Appendix 6.3 . At high pump powers
coherent oscillations are observed in the first 50 ps of the pump-probe signal.
5.5 Summary
Using transient four-wave mixing at THz frequencies the dephasing times of differ-
ent thermally annealed InAs/GaAs quantum dot samples have been measured, where
the fundamental s-p inter-sublevel transition is well below the LO phonon energy.
Dephasing times of up to 600 ps have been found. A comparison with pump-probe
measurements performed under the same conditions yields a relation between popula-
tion relaxation and dephasing time close to the theoretical limit of T2 = 2T1 at 10 K
i.e. no pure dephasing mechanism is present. The extracted homogeneous linewidths
are as small as 8 µeV and 2.4 µeV for the two investigated samples at low temper-
ature. From the present and the previous results [38] one can presume that in even
shallower QDs (with s-p energy spacing of about 15 meV) T2 would be even larger
than a nanosecond. These results indicate that quantum dots exhibit comparable or
even less dephasing than Rydberg impurities [119] which makes these semiconductor
nano-structures interesting for quantum information processing in the THz spectral
range.
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6.1 Appendix A - Autler-Townes splitting calculated in
a three-level configuration
Figure 6.1: Energy level scheme for a couple(c)-probe(p) constellation of polarizations in a
three-level system. Depicted is an intra-excitonic pump-probe scheme in which Autler-Townes
splitting is observable. The polarization decay from state 3 to state 2 and from state 2 to
state 1 is assumed to be in the ps-range (meV broad linewidth). The decay from state 3 to
state 1 is forbidden due to selection rules.
The principle of Autler-Townes splitting in the three-level configuration shall be
discussed qualitatively. A simplified approach as it is used for atomic systems (3-level
Bloch equations) is applied here in order to demonstrate the Autler-Townes splitting
as it can be only seen in a three-level constellation. In a solid-state system however
one has to consider the semiconductor Bloch equations combined with the Maxwell
equations (see Appendix 6.2).
Mathematica© calculations have been performed on density matrix elements of the
optical Bloch equations for a three-Level system [130]. Figure 6.1 shows a strong
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coupling beam that couples resonantly to the intra-excitonic transition (1s-2p) which
has a lifetime time of several ps. A weak beam is applied to the interband hh1-e1(1s)
transition (here the interband transition is simplified as a probing beam from a third
level). A pronounced peak splitting is observed that is proportional to the applied field
strength ǫc i.e. to the Rabi frequency Ωc of the coupled states (2-3) as it is depicted in
Fig. 6.1.
The following formulas and parameters have been used from Ref. [130] in order to
perform the calculations in Mathematica© (compare to Fig. 6.1):
Polarization decay rates:
W32 =2 (intra-excitonic transition (THz))
W21 =1 (interband polarization of 1s (THz))
W31 =0 (forbidden interband recombination)
Sum of the polarization decay rates:
γ12 = W21
γ13 = W31 +W32
γ23 = W21 +W31 +W32
Density matrix element for the transition on which the probe beam acts:
ρ12
Detuning of the probe beam:
δp = ωp − w12
Rabi frequency of the coupling field E0:
Ωc = 2µ23E0/~
Density matrix element for the case of a cascaded three-level configuration (Fig. 6.1)
ρ12 =
δp − iγ13
|Ωc|2/4− (δp − iγ12)(δp − iγ13) (6.1)
From ρ12 one can derive the susceptibility. The absorption is proportional to the
imaginary part of the susceptibility. With the help of scattering theory [131] one can
split the results into the following two resonances [130]:
RI ∝ 1
(ZI − ZII)
ZI + iγ13
δp − ZI (6.2)
RII ∝ −1
(ZI − ZII)
ZII + iγ13
δp − ZII (6.3)
with
ZI = 1/2[−iγ23 +
√
−(γ12 − γ13)2 + |Ωc|2] (6.4)
ZII = 1/2[−iγ23 −
√
−(γ12 − γ13)2 + |Ωc|2] (6.5)
The real and imaginary part of the sum R = RI +RII is plotted in Fig. 6.2 for three
different Rabi frequencies of the coupled transition (2-3). The Rabi frequency Ωc is
proportional to the applied field ǫc. The calculated splitting goes linear with Ωc i.e. ǫc
for real and imaginary part of the lines (see also Chapter 2.6.2 and Chapter 4.2).
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Figure 6.2: Autler-Townes splitting calculated in a three-level constellation from the non-
diagonal element of the density matrix arising from the Optical Bloch equation. The NIR
probe (1-2) sees the state 2 that is coupled to state 3 (see also Figure 6.1). For ΩC > 0
one can observe two absorption/dispersion resonances that split proportional to the coupling
strength.
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6.2 Appendix B - Microscopic theory
This appendix follows Ref. [110] explaining the microscopic theory approach (Maxwell-
Semiconductor Bloch equations) developed by the Marburg theory group [113]. It is
possible to implement higher lying excitonic states, the continuum, non-RWA and pon-
deromotive contributions as schematically illustrated in Fig. 6.3.
The resonant optical polarization in semiconductor quantum wells (QWs) is often re-
Figure 6.3: a) Schematic of a 2LS calculation distributing the probability amplitudes amongst
1s and 2p state (closed system). b) Full-level calculation approach including higher excitonic
states (d, f, ...) and the exciton continuum (open system). Courtesy of Andrea Klettke,
Marburg.
ferred to as coherent excitons [54] (see also Chapter 2.4.2) which can be classified using
the well-known hydrogen quantum numbers (Chapter 2.4). With the help of terahertz
(THz) excitation, one can couple the different exciton states and, in particular, induce
transitions between the 1s and 2p states [49, 14, 132, 133, 3, 111, 54, 134]. In this
connection, strong resonant quasi-cw THz excitation of the 1s–2p transition leads to
Rabi splitting [135] (Chapter 2.6.2). Pronounced anticrossing behavior was observed
by Wagner et al. [19] when detuning the THz frequency across the 1s–2p transition.
These effects were explained within the rotating-wave approximation (RWA) which
already predicts dressed states. A number of theoretical investigations have already
reported the effect of a strong THz field on, e.g., the excitonic absorption [136]. The
Autler-Townes splitting and side-band generation for excitonic resonances in QWs were
discussed theoretically using the RWA [100, 101]. However, a more extensive framework
of a fully microscopic theory has already been developed [111, 54, 25] to fully include
non-RWA, ponderomotive, and multi-photon-ionization contributions which are needed
to describe extreme non-linear THz excitation.
Rabi-splitting effects were also observed using strong THz single-cycle pulses [23]. In
addition to the splitting, pronounced resonance broadening and induced absorption
effects were observed, which could be attributed to the excitation of excitonic states
with high quantum numbers and THz-induced exciton ionization.
In the following a microscopic theory approach is described that allows to quantify
the limitations of the two-level analysis from Chapter 2.6.2. A systematic many-body
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theory is used to determine the polarization dynamics self-consistently via the Maxwell-
semiconductor Bloch equation[75, 112] (SBE) with additional terms for the THz inter-
action, [54, 111] based on the cluster-expansion approach [113]. This theory has been
also applied, e.g., in Ref. [23] by the group of M. Kira and S.W. Koch, to analyze THz
experiments.
For optical (or NIR) light propagating along the z-direction, the wave equation(
∂2
∂z2
− n(z)
2
c2
∂2
∂t2
)
Eopt(z, t) = µ0 δ(z)
∂2P
∂t2
(6.6)
describes the properties of classical light. In this context, the optical field Eopt is
changed by the macroscopic polarization P in the quantum well at position z. The
vacuum speed of light is denoted by c, n(z) is the refractive-index profile of the sample,
and µ0 is the vacuum permeability. The solution of Equ. 6.6 for the transmitted optical
field ET through the QW is of the form [54]:
ET(z, t) = Einc(z, t) −µ0 c
2n
∂
∂u
P (u)
∣∣∣∣
u=t−|nz|/c
(6.7)
where Einc(z, t) is the incoming laser pulse that approaches the QW. In the frequency
domain, this yields
ET(ω) = Einc(ω) + iµ0
c
2n
ωP (ω) . (6.8)
From that, one obtains the transmission which is defined as T = |ET/Einc|2, that can
be compared with the experimental spectrum. The THz-induced changes in T originate
from the macroscopic polarization P which is a sum of the microscopic polarizations
Pk, multiplied with the dipole-matrix element dcv:
P =
dcv
S
∑
k
Pk + c. c. , (6.9)
where c. c. stands for the complex conjugation, ~k is the carrier momentum and S the
area of excitation. The dynamics of the polarization follows from the semiconductor
Bloch equations [112], that were already described in Chapter 2.6.3 in a more general
version (there: x·E gauge, here the p·A gauge is used):
i~
∂
∂t
Pk =
(
ǫk − jk ·ATHz + |e|
2
2µ
A2THz
)
Pk (6.10)
− (1− f ek − fhk)
(
dcv Eopt +
∑
k′
Vk−k′Pk′
)
+ Γvck,phon + Γ
vc
k,Coul .
One can observe that Pk becomes coupled with electron (hole) densities f
e (h)
k . However,
weak optical light creates only low densities (f
e (h)
k ≪ 1), which modifies the phase-
filling factor
(
1− f ek − fhk
)
only minutely. Therefore, the time evolution of the densi-
ties is neglected for the weak excitations reached in the experiment. Structurally, the
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Rabi frequency dcv Eopt generates the microscopic polarization whereas the Coulomb
interaction Vk−k′ renormalizes it. In this connection, ǫk determines the kinetic en-
ergy of an electron–hole pair, associated with Pk. The THz vector potential ATHz
induces transitions via the THz-current matrix element jk and renormalizes the kinetic
energy via the ponderomotive current |e|
2
2µ
A2THz. The reduced electron–hole mass is
µ = memh/(me +mh); the effective masses of the electrons and holes are 0.0665 m0
and 0.236 m0 where m0 is the bare electron mass. The higher-order correlations be-
tween the carriers lead to energy re-normalizations and to dephasing of the polarization
due to the scattering and phonon creations. They are described microscopically by [54]:
Γvck,Coul =
∑
k′,q 6=0,λ
Vq
(
cq,k
′,k
v,λ,λ,c −
(
cq,k
′,k
c,λ,λ,v
)⋆)
, (6.11)
Γvck,phon =
∑
q
(
∆〈Qc,qa†v,kac,k−q〉 −∆〈Q†v,qa†v,k−qac,k〉
)
.
The cλ,λ′,ν,ν′ denote coherent carrier correlations and the terms with Q
(†) describe the
correlations at the creation or annihilation of phonons. These equations can be de-
scribed both in p ·A and x · E gauge, [137] with the p ·A gauge leading to numerically
easier equations. In linear response, both yield
Γvck,phon + Γ
vc
k,Coul =
∑
k′
Γk,k′Pk′ , (6.12)
describing the diffusive scattering of Pk into Pk′ . The Coulomb and phonon interactions
account for correct momentum exchange in the scattering process. Since this process
is the result of the electron–hole excitation in the system, it is often referred to as
excitation-induced dephasing (EID) [53, 54, 102, 113, 138, 139, 140, 141]. The effects of
EID profoundly alter the many-body system and lead to state-dependent broadening
of excitonic resonances for elevated densities. This diffusive character redistributes
the microscopic polarizations and leads to a decay of the polarizations within a few
picoseconds. The homogeneous solution of the differential equation for the polarization
defines the Wannier equation [54]
ǫk φ
R
λ (k)−
(
1− f ek − fhk
)∑
k
Vk−k′φRλ (k
′) = Eλ φRλ (k) . (6.13)
The resulting right-handed eigenstates φRλ (k) can be used to project the polarizations
Pk into the excitonic basis via Pk =
∑
λ pλ φ
R
λ (k) with exciton state λ.[54] This allows
one to use the more intuitive picture of the hydrogen atom to distinguish the different
components of the polarization: In this picture, optical fields couple only to exciton
states with an s-like symmetry. The THz light redistributes existing polarization while
changing the orbital quantum number by ± 1. The selection rules determine that the
optical light creates mostly 1s polarization, while the THz light transfers 1s polariza-
tion into 2p polarization and higher polarizations. One can follow this dynamics by
computing the squared transition-amplitudes |pλ|2 that defines the probability to find
polarizations at exciton state λ. The EID effects can also be systematically mapped
into the exciton basis. One simply projects Eq. 6.12 with φRλ (k) that gives a different
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dephasing constant γλ for each pλ component. As shown in Ref. [54], it is found that
exciton states beyond 1s show dephasing constants γλ that are few times larger than
the 1s-exciton-state dephasing γ1s. In contrast, a genuine decay given by a constant
dephasing γ which is equal for all states cannot satisfy general conservation laws such
as total-polarization conservation [54]. The importance and effects of EID on the com-
puted transmission spectra were discussed in more detail in Chapter 4.2.1 . Another
advantage of the projection of the SBE into the exciton basis is that one can check
whether restricting the simulation to a two-level model by taking into account only the
1s and 2p state influences the THz-induces effects. More specifically, this can be im-
plemented by taking into account only the 1s and 2p state. In Chapter 4.2 this is used
to study the influence of the higher exciton states and of the continuum by performing
the simulations with only the 1s and 2p states. Comparing the results with those of
the full analysis allows it to identify the influence of the higher excitonic states on the
spectrum.
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pump-probe signal
Pronounced coherent oscillations have been observed in high-power pump-probe mea-
surements (100 mW) conducted on n-type thermally annealed QD samples. The high-
power and the low-power pump-probe signal at a lattice temperature of 10 Kelvin is
plotted in Fig. 6.4a. The extracted oscillations possess a period of 13 ps which corre-
sponds to an energy of 0.32 meV (0.08 THz).
Possible explanations are threefold. The first is connected with the transfer time from
Figure 6.4: Coherent oscillations observed in high-power pump-probe measurements (10
Kelvin). a) Pump-probe signal (9 mW (black) and 100 mW (grey) average power) in 875 oC
annealed QD sample excited with a photon energy of 18 meV (s-px). An oscillation period
of 13 ps (0.32 meV) is measured. Filtered oscillations (green and orange) for two different
low-frequency limits. b) FFT spectrum of the 100 mW pump-probe curve. A broad frequency
contribution around 0.07 THz (0.28 meV) can be deduced. c) Behaviour of the phase from
the FFT Filter.
px to py that was extracted from a fit in Ref. [36] to be 5 to 6 ps for an energy splitting
px-py of 3 meV (like in the 875
oC annealed QD sample measured here). This value
94 6 Appendix
is quite close to the observed oscillation frequency. This can be a hint that a periodic
transfer behaviour is observed in the first 50 ps of high-power pump-probe signal.
In the same reference ([36]) the optical phonon lifetime is given to be τLO= 13 ps at
low temperatures. This value matches the measured oscillation period exactly. But it
is not clear how optical phonons can be excited with a photon energy (18 meV) that is
much smaller than the LO phonon energy (36 meV). For this behaviour a mechanism
could be responsible which is only present at high pump powers.
A more unlikely explanation is the Rabi oscillation of phonon occupation within the
polaron states as it is discussed in Ref. [70]. The phonon Rabi flopping time for a s-p
separation of 18 meV is predicted to be smaller than 0.2 ps [70], which is almost one
order of magnitude smaller than the observed oscillation frequency.
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