Abstract. We provide combinatorial formulas for the multidegree and K-polynomial of an (arbitrarily oriented) type A quiver locus embedded inside of its representation space. These formulas are generalizations of three of Knutson-Miller-Shimozono's formulas from the equioriented setting:
Quiver loci have been studied in representation theory of finite-dimensional algebras since at least the early 1980s, with particular interest in orbit closure containment and their singularities. See the surveys [Bon98, HZ14] for a detailed account. They are also important in Lie theory, where they lie at the foundation of Lusztig's geometric realization of Ringel's work on quantum groups [Lus90, Rin90] . From another viewpoint, quiver loci generalize some classically studied varieties such as determinantal varieties and varieties of complexes. This is because quiver loci are defined, at least up to radical, by minors of certain block form matrices built from the factors of rep Q (d) (see the introduction and §3 of [KR] , or [RZ13] ).
The line of approach most directly related to this paper was initiated by Buch and Fulton [BF99] . They produced formulas for equivariant cohomology classes of quiver loci, and interpreted them as universal formulas for degeneracy loci associated to representations of the quiver in the category of vector bundles on an algebraic variety. More formulas for equivariant cohomology and K-classes of quiver loci were subsequently produced in papers such as [Buc02, FR02, BFR05, KMS06] . Rimányi [Rim] has recently shown that these classes are natural structure constants for the Cohomological Hall Algebra of Kontsevich and Soibelman associated to the quiver [KS11] . A more detailed account of the state of the art can be found in recent works such as [Buc08, All14, Rim14] .
1.2. Summary of results and methods. In this paper, we provide formulas for Kpolynomials and multidegrees of quiver loci of type A quivers. There are three main steps in obtaining these formulas. The first step, which comprises the bulk of the paper, is to prove the various formulas in the bipartite (i.e. source-sink) orientation. The second step is to extend the bipartite results to all orientations using the connection between the arbitrarily oriented case and the bipartite case (see [KR, §5] ). To be precise, if Q is a type A quiver of arbitrary orientation, there is an associated bipartite type A quiver Q and a bijection between orbit closures for Q and a certain subset of orbit closures for Q. We show that our formulas for the quiver loci of Q can be obtained by a simple substitution into the formulas for the corresponding quiver loci of Q (see Proposition 5.14). The third step is to simplify the various formulas to make them intrinsic to Q, so that the formulas make no reference to the added arrows in the associated bipartite quiver Q (see §5 for details).
For the remainder of this subsection, we restrict to type A quivers of bipartite orientation, and discuss the formulas in this setting.
One thing that makes the bipartite orientation special is the bipartite Zelevinsky map constructed in [KR] . It is an analogue of the map constructed by Zelevinsky for equioriented type A quivers in [Zel85] , which was further studied in [LM98, KMS06] . In both cases, the map gives a scheme-theoretic isomorphism between quiver loci and Kazhdan-Lusztig varieties, which are by definition the intersection of a Schubert variety and an opposite Schubert cell in a partial flag variety. The bipartite Zelevinsky map allows us to draw on the large body of knowledge on Schubert varieties to produce our formulas.
We now give a description of each formula and brief indication of the proof technique. In each case, we first prove the K-theoretic version. The associated multidegree version follows from the standard relation between K-polynomials and multidegrees (see §2.5). We state the formulas in the discussion here to give the reader an idea of their form, with the caveat that they depend on notations and conventions which will be established in later sections. At this point we just remark that each is modeled on the analogous formula for equioriented type A quivers in [KMS06] ; a detailed literature comparison is found below in §1.3.
The ratio formulas are found in Theorem 3.1:
KQ r (t/s) = G v(r) (t, s; s, t) G v * (t, s; s, t) and Q r (t − s) = S v(r) (t, s; s, t) S v * (t, s; s, t) .
They express each K-polynomial (resp., multidegree) as a ratio of double Grothendieck (resp., Schubert) polynomials. They are relatively straightforward consequences of the existence and properties of the bipartite Zelevinsky map.
The pipe formulas are found in Theorem 3.7:
KQ r (t/s) = P ∈Pipes(v 0 ,v(r)) (−1) |P |−l(v(r)) (1 − t/s) P \P * Q r (t − s) = P ∈RedPipes(v 0 ,v(r)) (t − s) P \P * .
They express each K-polynomial (resp., multidegree) as a sum over pipe dreams (resp., reduced pipe dreams) that have a certain shape related to the Zelevinsky map. Given the bipartite Zelevinsky map, its proof also follows in a rather straightforward way from work of Woo and Yong on pipe formulas for Kazhdan-Lustzig varieties [WY12] .
The component formulas are found in Theorem 4.33:
KQ r (t/s) = w∈KW (r) (−1) |w|−ℓ(v(r)) G w (t, s)
S w (t, s).
They expresses each K-polynomial (resp., multidegree) as a sum of products of Grothendieck (resp., Schubert) polynomials, where the sum is taken over minimal (resp., K-theoretic) lacing diagrams for the corresponding orbit closure. The proof of the component formulas is more involved. The idea is to "degenerate" quiver loci into better understood varieties in a way that preserves K-polynomials and multidegrees. More precisely, we produce a flat family of group schemes acting fiberwise on a flat family of varieties such that over the general fiber, the orbit closures are quiver loci, and over the special fiber, the orbit closures are unions of products of matrix Schubert varieties. We employ a result of Knutson [Knub, Theorem 2], proved using Frobenius splitting, to be sure that the special fiber is a reduced scheme. The multidegree formula can be obtained at this point, since it only requires knowledge of the irreducible components of the special fiber. The K-polynomial formula is more delicate: the coefficients of higher degree terms are determined by the Möbius function of the intersection poset of the irreducible components.
Remark 1.1. Although we use the algebraic language of multidegrees and K-polynomials in this paper, our formulas also hold in other settings since there are several other interpretations of the multidegrees and K-polynomials that we study. These alternate interpretations are in the languages of equivariant cohomology and K-theory, [KMS06, §1.4], and the virtual, rational representations of GL [Buc08, §3] . When cited literature is written from one of these perspectives, we will use the K-polynomial or multidegree version without explicit mention of the conversion.
1.3. Relation to existing literature. Most of the formulas for quiver loci in the literature are for the equioriented, type A case. As mentioned above, our formulas and proof techniques are directly modeled on [KMS06] . There one already finds a K-theoretic ratio formula for the equioriented case; we have generalized this to arbitrary orientation. Our pipe formula and component formula generalize theirs in two directions: by moving from a specific orientation to arbitrary orientation, and also by moving from multidegrees to K-polynomials. Our proof of the component formula in the bipartite setting uses the Gröbner degeneration ideas of [KMS06] (cf. the later paper [Yon05] for a purely combinatorial approach), however, our proof is more direct by taking advantage of recent works [WY12, Knua, Knub] . The proof of the equioriented type A component formula given in [KMS06] involves taking a certain limit as the dimension vector grows, obtained by adding copies of the projectiveinjective indecomposable representation of an equioriented type A quiver (the "longest lace"). Other orientations never have a projective-injective representation, and it is not clear to us what the analogous technique would be. In particular, this is why we do not give an analogue of the fourth positive formula from [KMS06] , the tableau formula. That formula is given in terms of Schur functions, and its proof depends on the stable component formula in terms of Stanley symmetric functions. This formula is most closely related to the conjectured positive formula for quiver loci of all Dynkin types in [Buc08, Conjecture 1.1].
Finally, we note that our work gives a geometric interpretation of the "double" quiver polynomials studied in [Buc02, KMS06] and other works cited above: these double quiver polynomials come from the natural action of a larger torus on the equioriented orbit closures, after embedding them into a larger representation space associated to a bipartite quiver.
Background
Throughout we work over a fixed field K, which is often omitted from our notation.
2.1. Type A quiver loci. Fix a quiver Q = (Q 0 , Q 1 ) with vertex set Q 0 and arrow set Q 1 . Given a dimension vector d : Q 0 → Z ≥0 , we have the representation space
where Mat m,n denotes the algebraic variety of matrices with m rows, n columns, and entries in K, and ta and ha denote the tail and head of an arrow a ∈ Q 1 . Each V = (V a ) a∈Q 1 in
There is a base change group In this paper, we only work with quivers of Dynkin type A. We arbitrarily designate one endpoint "left" and the other "right" so that we can speak of arrows pointing left or right.
The fundamental orientation in type A, to which understanding the geometry of quiver loci in all other orientations essentially reduces, is the bipartite orientation, where every vertex is either a sink or source (see [KR, §5] for details). In this setting, we label all sink type vertices by x j , all source type vertices by y i , leftward facing arrows by α j , and rightward facing arrows by β i . Since we act on row vectors instead of column vectors in this paper, this notation slightly differs from [KR] . We use the following running example throughout the paper:
We will assume that all of our bipartite type A quivers start and end with a source-type vertex, as this will simplify the exposition. This is harmless, because one can always extend any quiver on either end by a vertex z of dimension 0. The orbits in rep Q (d) (and their closures) are indexed by rank arrays; the orbit closure corresponding to a rank array r is denoted by Ω r . Rank arrays encode dimensions of Hom spaces between representations; the details are not needed in this paper, and the interested reader may see [KR, §3.2] for more detail.
Remark on notation: Until §5, we work with one fixed bipartite type A quiver Q and dimension vector d at a time; hence, these will be omitted from notation whenever possible. In particular, we write rep instead of rep Q (d), and GL instead of GL(d).
A multigrading of
. Let Q be a type A quiver (of any orientation) and let d be a dimension vector for Q. Let T be the maximal torus of GL(d) consisting of matrices which are diagonal in each factor. The induced action of this torus on
, which makes the ideals of orbit closures homogeneous. We will wait until §5 to explicitly describe this multigrading for arbitrary type A quivers.
To explicitly describe the multigrading of K[rep] in the bipartite orientation, we associate an alphabet s j to the vertex x j , and an alphabet t i to the vertex y i :
. We will use the symbol over an alphabet to denote that the order is reversed. Let t be the sequence t 0 , t 1 , . . . , t n and s be the sequence s n , . . . , s 2 , s 1 (the order in which the alphabets are concatenated is indicated, with each individual alphabet still in its standard order).
Let
. Identify Z dx with the free abelian group on s and Z dy with the free abelian group on t, and Z d = Z dx ⊕ Z dy . Then the coordinate ring of rep is naturally multigraded by Z d : the coordinate function f α k ij which picks out the entry in row i and column j of V α k has degree t
2.3. The bipartite Zelevinsky map. In this section, we recall the relationship between quiver loci of bipartite type A quivers and Schubert varieties which was established in [KR] . where the entries in the * block are arbitrary elements of the base field K.
Let Z be a matrix of type (2.6), which has indeterminates (instead of field elements) in the northwest block of * entries. We may thus identify the coordinate ring
• ] with the ring K[Z] generated by the indeterminates in Z. Let Z p×q denote the northwest submatrix 
The affine scheme defined by the (radical) ideal I v , which we denote by
• , is called a Kazhdan-Lusztig variety and is isomorphic to the intersection of an opposite Schubert cell and a Schubert variety (see [WY08] for details). To be precise, let G := GL d and let P be the parabolic subgroup of block lower triangular matrices where the diagonals have block sizes
• is isomorphic to the opposite Schubert cell P \P v 0 B − , where B − is the Borel subgroup of lower triangular matrices, and v 0 is the permutation matrix (2.7)
The affine scheme Y v is isomorphic to the intersection of the Schubert variety P \P vB + with the opposite cell P \P v 0 B − . The matrices in Y v 0
• have a natural subdivision into blocks. Block columns in the northwest submatrix of * entries may be indexed from right to left by x 1 , . . . , x n , of sizes d(x 1 ), . . . , d(x n ). Similarly, block rows in the northwest submatrix of * entries may be indexed from top to bottom by y 0 , . . . , y n , of sizes d(y 0 ), . . . , d(y n ).
In [KR] , it is shown that every bipartite type A quiver locus is isomorphic to a Kazhdan-
• . This is proven by defining a closed immersion ζ : rep → Y v 0 • , which we call a bipartite Zelevinsky map. The image of a representation (V a ) a∈Q 1 under this map is shown in Figure 1 in the case of our running example. The definition of the bipartite Zelevinsky map for an arbitrary bipartite type A quiver is extrapolated in the obvious way. We then have:
Theorem 2.8. [KR] The bipartite Zelevinsky map ζ restricts to a scheme-theoretic isomorphism from each orbit closure Ω r ⊆ rep to a Kazhdan-Lusztig variety
• . The permutation v(r) is known as the Zelevinsky permutation of the quiver locus Ω r . We define v * to be the Zelevinsky permutation of the entire space rep, so Y v * is exactly the image of ζ. The blocks in the northwest quadrant of Y v * which are not identically zero are referred to as the snake region. • by scaling columns, while T y acts by scaling rows. The bipartite Zelevinsky map is T -equivariant, inducing an isomorphism of coordinate rings
that respects the multigradings.
2.4. Matrix Schubert varieties. Let Z = (z ij ) be a k × l rectangular matrix of indeterminates, and let Z p×q denote the northwest submatrix of Z consisting of the top p rows and left q columns. Let v be a partial permutation matrix of the same size as Z, so that v is a k × l matrix of 1s and 0s with at most one 1 in each row and column. Define an ideal I v in the polynomial ring K[z ij ] by:
The ideal I v is radical for any permutation v and the associated variety
. If we instead define an analogous ideal I v using southeast submatrices Z p×q consisting of the bottom p rows and right q columns of Z, we call the result a southeast matrix Schubert variety
. . ) are alphabets indexing the rows and columns of Z, respectively, then
is multigraded by assigning the coordinate function z ij degree a i − b j . With respect to this multigrading, both I v and I v are homogeneous. While every southeast matrix Schubert variety is obviously isomorphic to a northwest matrix Schubert variety, the multigradings of their respective coordinate rings don't agree. We will encounter northwest and southeast matrix Schubert varieties in §4 when discussing the component formula, and, in that section, it is necessary to make the northwest/southeast distinction.
2.5. K-polynomials and multidegrees. Let S be a polynomial ring over K, positively multigraded 1 by the free abelian group A on an alphabet A, and let M be a finitely generated graded S-module. Recall that the K-polynomial K(M ; A) is an invariant of M , which is a Laurent series in the group algebra Z[A]. It can be computed either from a graded free resolution of M , or as the numerator in a certain presentation of the graded Hilbert series of M as a rational function. An introduction to K-polynomials can be found in [MS05, Chapter 8] . The multidegree C(M ; A) is obtained by substituting 1 − ⋆ for each variable ⋆ indexed by A and then truncating to the lowest degree terms. It generalizes the classical notion of degree to the multigraded setting.
Observe that our multigrading of rep is a positive multigrading.
Definition 2.9. The K-theoretic quiver polynomial KQ r (t/s) (resp., quiver polynomial Q r (t − s)) is the K-polynomial (resp., multidegree) of the orbit closure Ω r with respect to its embedding in rep and multigrading described in §2.1.
Our formulas for these polynomials will be in terms of the Grothendieck polynomials and Schubert polynomials of Lascoux and Schützenberger [LS82] , which we briefly review now. Let A = (a 1 , a 2 , . . . ) and B = (b 1 , b 2 , . . . ) be alphabets and w 0 the longest element of the symmetric group S m . We write ℓ(v) for the length of v ∈ S m . The "top" double Grothendieck polynomial is defined as
The Demazure operator ∂ i acts on polynomials in A by
− a i where f is written as a polynomial in only a i , a i+1 with the other variables considered as coefficients. With this, we can inductively define the double Grothendieck polynomial of a permutation s i w as
by substituting 1 − ⋆ for each variable ⋆ (in both alphabets), and then taking the lowest degree terms. We can define both Grothendieck and Schubert polynomials associated to a partial permutation by taking a minimal length extension to an honest permutation; see §2.6 for our convention.
This gives a combinatorial construction of K-polynomials of matrix Schubert varieties. Recall that A denotes the alphabet A written in reverse order.
Theorem 2.10. [Buc02, Theorem 2.1] The K-polynomials of matrix Schubert varieties, with the multigrading as described in §2.4, are the following Grothendieck polynomials:
The multidegrees of matrix Schubert varieties are the corresponding double Schubert polynomials.
See also [Ful92] for the multidegree version of the above theorem, and [KM05] for a proof via Gröbner geometry.
2.6. Lacing diagrams. Lacing diagrams were introduced in [ADF85] to visualize type A quiver representations, and were interpreted as sequences of partial permutations in [KMS06] . In this section we recall the essentials of lacing diagrams in arbitrary orientation since our conventions differ slightly from those used in [BR07] . A lacing diagram for a type A quiver Q consists of columns of dots with arrows between certain pairs. The columns are indexed by the vertices of Q, and the number of dots in a column is the value of d at the corresponding vertex.
We use the following convention for vertically aligning the dots: if the columns are connected by an arrow pointing to the left, then the dots are aligned at the bottom; if the arrows connecting the columns points right, then the dots are aligned at the top. Then arrows can be placed between dots in the direction of the corresponding arrow of Q, with the restriction that each dot can be connected to at most one dot in each of its adjacent columns.
A lacing diagram can be interpreted as a sequence of partial permutation matrices w = (w a ) a∈Q 1 where w a is the partial permutation matrix associated to an arrow a. The corresponding partial permutation matrix has a 1 in row i, column j whenever there is an arrow from the ith dot from the top of the source column to the jth dot from the top of the target column. Since the sequence of partial permutation matrices w encodes exactly the same data as a lacing diagram, we will refer to w as a lacing diagram sometimes.
Let w be a partial permutation matrix associated to a right pointing arrow. Then any honest permutation matrix which has w in its northwest corner, and has minimal length among such permutation matrices, will be called a completion of w. If w lies over a left pointing arrow, a completion is defined in the same way except that it should have w in the southeast corner. Completing each entry of a lacing diagram in this fashion gives an extended lacing diagram, which can be visualized by adding virtual red dots and arrows to the original lacing diagram as in the right of Figure 2 . The length |w| of a lacing diagram w is defined as the sum of the lengths of the permutations in the extended lacing diagram, or equivalently, the total number of crossings of laces in the extended lacing diagram.
Note that a lacing diagram w is naturally an element of rep by assigning the matrix w a to each arrow a ∈ Q 1 . The visualization as a lacing diagram allows one to easily see the indecomposable direct summands of this representation. Two lacing diagrams w, w ′ lie in the same GL-orbit if and only if they have the same indecomposable summands, counted with multiplicity. A minimal lacing diagram is one whose length is minimal among those in its GL-orbit, and we denote by W (r) the set of all minimal lacing diagrams in the orbit with rank array r. For any w ∈ W (r), we have that the codimension of Ω r is |w| [BR07, Corollary 2].
It is known that two lacing diagrams lie in the same orbit if and only if they are related by a series of transformations of the following form [BR07, Prop. 1], (2.12) ←→ where both middle dots and at least one dot in each of the outer columns is not virtual (otherwise one of the permutations would not be a minimal length extension of the relevant partial permutation). There are also K-theoretic transformations of lacing diagrams (2.13) ←→ ←→ with the same condition on the dots, and in addition the two middle dots should be consecutive in their column. A K-theoretic lacing diagram for an orbit is one that can be obtained by these transformations from a minimal lacing diagram for the orbit. We let KW (r) denote the set of K-theoretic lacing diagrams for the orbit with rank array r.
Besides the GL-orbit of a lacing diagram w ∈ rep, we will also be interested in a certain product of matrix Schubert varieties corresponding to the constituents of w. We define a closed subvariety of rep (2.14)
where the first product is taken over right pointing arrows of Q and the second over left pointing arrows. Notice that the codimension of O(w) in rep is |w|.
2.7. Pipe dreams. Our formulas use the language of pipe dreams, also known as RCgraphs [BB93] , an introduction to which can be found in [MS05, §16.1]. These are based on the pseudo-line arrangements introduced by Fomin and Kirillov to the study of Grothendieck and Schubert polynomials [FK96] . For two permutations w, v, denote by Pipes(w, v) the set of pipe dreams for v with all +s contained in the Rothe diagram of w, and similarly define RedPipes(w, v) to consist of reduced pipe dreams in Pipes(w, v) (see [WY12] or [BR04] for more detail). Let |P | denote the number of + tiles in a pipe dream P .
Fix a grid which will be tiled to produce a pipe dream. Let A and B be alphabets indexing the rows and columns of the grid, respectively. For a pipe dream P , define
where row(+) and col(+) refer to the row and column labels respectively of the crossing +. Similarly, define
The following results of Woo and Yong (cf. formulas in [AJS94, Bil99] and [Gra02, Wil06] , respectively) are instrumental to the work in this paper. We state them here in the particular case that we need. • so that the coordinate function picking out the
• is given by each of the following two formulas:
The multidegree of the Kazhdan-Lusztig variety
2.8. Relating pipes and laces. We need a connection between pipe dreams and lacing diagrams in our proof of Theorem 4.25. This will be for bipartite quivers, so we restrict our consideration to these. Each P ∈ RedPipes(v 0 , v(r)) determines a lacing diagram w(P ) by simply following the pipes through each block of the snake region: to be precise, consider the block of the snake region corresponding to an arrow α i of Q. For each pipe entering through the right side and exiting out the bottom of this block, there is a 1 in the row and column of the partial permutation matrix w α i corresponding to the entrance and exit points, and the rest of the matrix is filled with 0s. For the block corresponding to β i , a pipe entering the top and exiting the left contributes a 1 in the row and column of w β i corresponding to the entrance and exit points, and the rest is filled with 0s.
Example 2.20. Continuing our running example, we further take d = (2, 2, 2, 3, 2, 2, 1).
(2.21)
In Figure 2 we see the Rothe diagram of v 0 (which can be identified with the northwest quadrant of variables of Y v 0
• ), with rows and columns labeled accordingly. Tracing the pipes gives the lacing diagram to its right, which can be presented in matrix form as: The following technical proposition says that if we take a reduced pipe dream for a Zelevinsky permutation, the above-described "pipes to laces" operation recovers a minimal lacing diagram for that same permutation.
Proposition 2.23. For any P ∈ RedPipes(v 0 , v(r)), we have that w(P ) ∈ W (r).
The proof of this proposition (as well as the proof of our pipe formula in the next section) relies on the observation that all pipe dreams in Pipes(v 0 , v(r)) contain a particular pipe dream as a subdiagram 
where ≺ is chosen to be a lexicographical antidiagonal monomial order on the variables in
Consequently, every P ∈ RedPipes(v 0 , v(r)) must contain P * . Then, since every (possibly nonreduced) pipe dream must contain a reduced pipedream as a subdiagram, we obtain the first statement of the lemma.
For the second statement, observe that I v * is the monomial ideal generated by the variables outside of the snake region. Consequently, P * is the unique element of RedPipes(v 0 , v * ). Then, using the fact that every element of Pipes(v 0 , v(r)) is contained in the union of the pipe dreams in RedPipes(v 0 , v(r)) (see [Mil05,  Lemma 2]), we obtain the second part of the lemma, that Pipes(v 0 , v(r)) = {P * }.
We are now ready to prove Proposition 2.23. 2 We say that a pipe dream P1 is contained in another pipe dream P2 (of the same shape) if the locations of + tiles in P1 is a subset of the location of + tiles in P2, the opposite containment of the corresponding coordinate subspaces.
Proof of Proposition 2.23. It is enough to show that the Zelevinsky permutation v(r ′ ) associated to the orbit closure of w(P ) is again v(r), because then minimality of w(P ) is guaranteed by the fact that (2.26) |w(P )| = #(+ tiles in snake region of P ) = codim Ω r in rep where the first equality holds by definition of w(P ) and the second holds by Lemma 2.24 together with the fact that P is a reduced pipe dream (so that the total number of +s in P is the codimension of ζ(Ω r ) in Y v 0 • ). The strategy we use to show that v(r) and v(r ′ ) agree is to show that they have the same number of 1s in each block, because then they must be equal since arrangement of 1s in a block of a Zelevinsky permutation is uniquely determined [KR, Proposition 4.14].
For 1s in the northwest quadrant of the Zelevinsky permutation matrix, this is essentially the proof of [KMS06, Theorem 5.10]. These correspond to laces whose left endpoint is ytype and right endpoint is x-type. But in the bipartite case there are 3 more quadrants to consider, and the explicit formulas used are different in each case. So we only outline one more case, say the southwest quadrant; they all use the same methods below mutatis mutandis.
Each 1 in block row i from the bottom and block column j from the right of the southwest quadrant of v(r) corresponds to a pipe of P entering the snake region at the top of block α j and exiting out the bottom of block β i . By definition of w(P ), each of these 1s then corresponds to a lace between the vertices x j and x i . Now we can recover the number of 1s in this same block of v(r ′ ) in the following three steps, whose details are omitted here. Equation (3.17) of [KR] converts the lacing diagram w(P ) into a quiver rank array r ′ , Appendix A of [KR] converts r ′ to a block rank matrix b(r ′ ), and then the number of 1s in a given block of v(r ′ ) can be found by inclusion-exclusion [KR, Proposition 4.14], and it can be seen to be the same as v(r).
Bipartite ratio and pipe formulas
In this section and the next, the fixed bipartite quiver Q of type A and dimension vector d are omitted from the notation.
3.1. Bipartite ratio formulas. We include a proof of the ratio formula for completeness, though it follows easily from our construction of the bipartite Zelevinsky map using the same argument as the equioriented case [KMS06, Theorem 2.7].
Theorem 3.1 (Bipartite ratio formula). For any rank array r, we have
Proof. Let H(Ω r ; t, s) denote the multigraded Hilbert series of Ω r for the multigrading described in §2.2. We have • ; t, s).
Rearranging these equations yields,
Finally, because ζ(Ω r ) = Y v(r) , and ζ(rep) = Y v * , we can apply (2.17) to obtain the Ktheoretic formula. The multidegree formula follows from the usual relationship between K-polynomials and multidegrees on both sides.
3.2. Bipartite pipe formulas. Next, we provide formulas in terms of pipe dreams. To begin, recall that P * ∈ RedPipes(v 0 , v * ) is the pipe dream that has a + tile in location (i, j) if and only (i, j) lies outside of the snake region. We have:
Theorem 3.7 (Bipartite pipe formula). For any rank array r, we have
Proof. First consider the K-theoretic version. We can express the numerator and denominator of the ratio formula (3.2) as sums over pipe dreams using (2.16). Applying Lemma 2.24, we find that the denominator has only one term, and get
But also by Lemma 2.24 we know that the denominator divides every summand in the numerator, yielding (3.8). The multidegree formula (3.9) follows by the usual process to obtaining multidegrees from K-polynomials, noting that the degree of a summand is determined by the number of +s in the corresponding pipe dream, so the lowest degree terms are exactly indexed by reduced pipe dreams.
Degeneration and bipartite component formula
The goal of this section is to prove the component formula (Theorem 4.33). This is accomplished by degenerating a quiver locus to a reduced union of products of matrix Schubert varieties (Theorem 4.25), which leaves the K-polynomial invariant, and the Kpolynomial of the latter can be calculated more easily. As usual, an arbitrary dimension vector d is fixed and thus omitted from the notation when possible.
4.1. Degeneration of quiver loci. We start with the basic idea outlined at [KMS06, p. 238]. We give a flat family of group schemes GL whose general fiber is isomorphic to GL and a flat family of schemes rep whose general fiber is isomorphic to rep. We show that the first family acts fiberwise on the second, so that the special fiber in rep is a (possibly non-reduced) union of orbit closures of the special fiber of GL, which are products of matrix Schubert varieties. Finally, we show that the degenerations are actually reduced using a result of Knutson (see [Knub] ), with components indexed by minimal lacing diagrams.
Family of groups. At each vertex •, fix a standard basis {ǫ
, and dual basis
The superscript • is omitted when possible. We fix a coordinate t on A 1 and let K × ⊂ A 1 act on the right by ǫ i · t = t i ǫ i . We define two general linear groups associated to each vertex:
ij ) be coordinates giving the matrix entries in our fixed basis. The induced right action of K × is
because, omitting superscripts, we have
If we identify the spaces K d(•) and their duals using the fixed basis, then there is a natural diagonal copy of GL in GL 2 defined by the ideal I ∆ = g
ij . Let I ∆ be the ideal obtained by using t to homogenize the defining equations of I ∆ with respect to the weights from the K × -action in (4.3) (see [Eis95, §15.8]), and GL ⊆ GL 2 × A 1 the associated closed subscheme. Concretely, we have
(4.5)
The fiber over each t = 0 isomorphic to GL, by using the K × -action. Consider the subgroup B + × B − ⊆ GL 2 defined by taking the subgroup of uppertriangular matrices in each factor GL Lemma 4.6. GL is a flat group subscheme of GL 2 × A 1 , with special fiber over t = 0 equal to B + × T B − .
Proof. The fiber over t = 0 in GL is defined by the ideal
which is clearly the ideal of the closed subgroup B + × T B − . Now observe that I ∆ (0) is the initial ideal of I ∆ for the weight order coming from the K × -action (4.3). Indeed, the natural generators g
ij form a Gröbner basis. Consequently, GL is a flat family; we appeal to [Eis95, Theorem 15.17], which applies because our weight order can be refined to a monomial order (for the ideal I ∆ ).
Family of quiver loci. We consider a variety rep † which is isomorphic to rep but has a different K × -action. Define
The fixed basis allows us to identify elements of rep † as lists of matrices, and if we identify the spaces K d(•) and their duals using the fixed basis, then rep † is identified with rep. By a slight abuse of notation, we use this identification to consider each Ω r as a closed subscheme of rep † also.
Let f α k ij be the coordinate function picking out the (i, j)-entry of the matrix space rep † (α k ), and define f
since, omitting superscripts, we have f Proof. Although some variables have negative weights, the weight order can still be refined to a monomial order for I r since I r is a homogeneous ideal with respect to the grading where all f • ij have degree one. The refinement can be, for example by first comparing degree then comparing weight of monomials. Then [Eis95, Theorem 15 .17] applies.
The proof of the following lemma is similar to [KMS06, Lemma 4.10] and omitted.
Lemma 4.11. If a lacing diagram w is in the fiber of Ω r over some t 0 ∈ A 1 \ {0}, then w is in the fiber of Ω r over t for all t ∈ A 1 . Action of GL on rep. Then there is a canonically induced right action of GL 2 on rep † :
The action is K × -equivariant in the sense that
for all t ∈ K × , g ∈ GL 2 , and x ∈ rep † . Notice that if we identify the spaces K d(•) and their duals using the fixed basis, then the action of the diagonal GL ⊂ GL 2 on rep † ≃ rep is just the usual action.
(4.13)
Proposition 4.14. The family GL acts fiber-wise on Ω r .
Proof. Using [KMS06, Prop. 4.1], it is enough to prove the statement for the restriction to fibers over A 1 \ {0}. The action of K × gives an isomorphism of group subschemes of
where GL on the left hand side is the diagonal obtained by identifying spaces K d(•) with their duals via the fixed basis. There is also an isomorphism of subschemes of rep † ×(A 1 \{0})
There is the standard (fiberwise) action of the left hand side of (4.15) on the left hand side of (4.16). Showing that this action is compatible with these isomorphisms is equivalent to showing that (x · t) · (g · t) = (x · g) · t for all t ∈ A 1 \ {0}, which is exactly (4.12). Corollary 4.18. For any rank conditions r, the scheme-theoretic reduction of the special fiber Ω r (0) is a union of various O(w). Furthermore, since the family Ω r is flat, each irreducible component of Ω r (0) has the same dimension as Ω r .
Reducedness of the initial scheme. Our next goal is to show that Ω r (0) is actually already a reduced scheme. Our main tool is a theorem of Knutson (see Theorem 4.19).
To begin, we explain the sum/decompose process: start with a principal, radical ideal f in a polynomial ring. Decompose f into its prime components I 1 , . . . , I r . Then decompose each sum I i + I j into its prime components I (i,j),1 , . . . , I (i,j),s . Then decompose the various sums I (i 1 ,j 1 ),k 1 + I (i 2 ,j 2 ),k 2 into prime components, and so on, until it is no longer possible to obtain new ideals by adding and decomposing. We say that the ideal J is obtained by the sum/decompose process if J appears at some stage in this procedure. For example, if f = xyz in the polynomial ring Z[x, y, z], then the prime ideals obtained by the sum/decompose process are: x , y , z , x, y , x, z , y, z , x, y, z . . . , x n ], let < be a monomial order, and let f ∈ Z[x 1 , . . . , x n ] be a degree n polynomial such that in < (in λ f ) = x 1 x 2 · · · x n .
If I ⊆ Q[x 1 , . . . , x n ] is an ideal obtained from f by the "sum/decompose" process, then in λ I is a radical ideal. 
Consequently, we will be able to apply Knutson's theorem to see that each in λ I(ζ(Ω r )) is radical (by (1) and (3)) and each Ω r (0) is reduced (by (2)).
To construct f Y , we obtain all those Schubert varieties in P \GL(d) that have non-trivial intersection with the opposite Schubert cell P \P v 0 B − , including the Zelevinsky image of each quiver locus in rep.
We now describe an integral weighting λ on the variables m ij . To begin, subdivide the d y × d x matrix M into blocks of size d y i × d x j in the usual way (see §2.3). It is then natural to talk about the snake region of the matrix M . Now, for each variable in the snake region, take the weighting coming from the K × -action described in (4.9). To treat variables outside of the snake region, fix a sequence of integers {N i } i≥0 satisfying N 1 ≫ N 2 ≫ · · · ≫ 0. Then, assign weight −N i to each variable above the snake region and on the i th anti-diagonal from the northwest corner of the matrix M . Similarly, assign weight −N i to variables below the snake and on the i th anti-diagonal from the southeast corner of M .
We will also use the monomial order
. This is defined as the columnwise lexicographic order down columns of M = (m ij ), starting in the northeast: m ij ≺ m kl when either j < l, or j = l and k < i. Note that the lexicographically greatest variable in any submatrix of M is always in the northeast corner. Observe then that ≺ is an antidiagonal monomial order, that is, the leading term of any minor in M is the antidiagonal term.
Example 4.21. We work with our running example (see Equation (2.21)). The relevant d y × d x matrix of indeterminates appears below on the left. The corresponding weights of the variables appear below on the right. The red and blue entries lie inside the snake and the black entries lie outside of the snake. 1 z 1,2 z 1,3 z 1,4 z 1,5 a 1,1 a 1,2 z 2,1 z 2,2 z 2,3 z 2,4 z 2,5 a 2,1 a 2,2 z 3,1 z 3,2 c 1,1 c 1,2 c 1,3 b 1,1 b 1,2  z 4,1 z 4,2 c 2,1 c 2,2 c 2,3 b 2,1 b 2,2  e 1,1 e 1,2 d 1,1 d 1,2 d 1,3 
It is easy to check that the initial form of
is the product of the z i,j outside of the snake region with the polynomial (c 1,1 e 1,1 )(a 1,1 c
is precisely the product of all z i,j outside of the snake region with the polynomial
If we then take initial terms with respect to ≺, we obtain the product of all of the variables in the matrix.
This situation holds more generally. • , the leading term with respect to λ followed by ≺ is its antidiagonal. In particular, we have that
Proof. The summands of a minor h are indexed by permutations. Given such a permutation, adding an inversion weakly increases the weight of the corresponding term. Thus the antidiagonal will be a summand of in λ h, and then ≺ will select the antidiagonal from this. 
Proof. We first note that the essential minors of ζ(Ω r ) are a Gröbner basis with respect to ≺ [WY12] . By [KR] , these essential minors are northwest block minors, and these northwest block minors correspond to minors in the northwest quadrant. Then, by the previous lemma, the initial term of any of these minors with respect to "do λ and then do ≺" is the antidiagonal term. Consequently,
But both are flat degenerations of I(ζ(Ω r )) and so the initial ideals have the same Hilbert series, and are thus equal.
Finally, we observe the following:
Lemma 4.24. The degeneration Ω r Ω r (0) is compatible with the Zelevinsky map ζ,
be the Zelevinsky ring map which sends m ij to 0 if (i, j) is a position outside of the snake, and let I r (0) denote the scheme-theoretic defining ideal of Ω r (0). We need to check that
To do so, observe that if {g 1 , . . . , g k } is a Gröbner basis of the quiver ideal I r ⊆ K[rep] for the weighting coming from the K × -action described in (4.9), then
is a Gröbner basis for I(ζ(Ω r )) for the weighting λ.
We are now ready to prove the main theorem of this section.
Theorem 4.25. Any type A quiver locus degenerates to a reduced union of products of matrix Schubert varieties. More precisely, for a quiver locus Ω r ⊆ rep we have a degeneration
where the union is scheme-theoretic and taken over minimal lacing diagrams for r.
Proof. First, we show that Ω r (0) is a reduced scheme. We have already observed above that every ideal defining the Zelevinsky image of a quiver locus is obtained from f Y v 0 • by the sum/decompose process, so Lemma 4.22 together with Theorem 4.19 imply that each in λ I(ζ(Ω r )) is a radical ideal. Applying Lemma 4.24 then gives that Ω r (0) is reduced. Now we identify the irreducible components of Ω r (0). By Lemma 4.11, we see that for each lacing diagram w ∈ Ω r = Ω r (1), we have that w ∈ Ω r (0). Now suppose that w is a minimal lacing diagram for r, so that the number of its crossings is the codimension of Ω r in rep. The orbit closure of w in the the fiber over t = 0 is its B + × T B − orbit closure O(w), whose codimension in rep is also counted by the number of its crossings. Thus the orbit closure of w in Ω r (0) is of maximal possible dimension and an irreducible component. Therefore, Ω r (0) contains the union of all O(w) as w runs over the set of minimal lacing diagrams for r.
It remains to show that these are all the irreducible components of Ω r (0). Let H P denote the coordinate subspace indexed by the pipe dream P . Consider the sequence of degenerations
where each union represents a scheme-theoretic union of irreducible components. The second degeneration is the Gröbner degeneration coming from the monomial order ≺. To understand this second degeneration, recall that each O(w) is a product of matrix Schubert varieties, where the factors are indexed by the blocks in the snake region of the Zelevinsky image. Consequently, the right-most union in (4.27) is taken over those pipe dreams P which are reduced within each block of the snake region, and which have the property w(P ) = w (see §2.8 
where again this is a scheme-theoretic union of irreducible components. This tells us that for each irreducible component O(w) of Ω r , there is some P ∈ RedPipes(v 0 , v(r)) such that w(P ) = w. Then by Proposition 2.23, we know that w = w(P ) ∈ W (r), so every irreducible component of Ω r (0) is indexed by a minimal lacing diagram for r.
Component formulas.
For a lacing diagram w associated to a bipartite type A quiver, we denote the constituent sequence of partial permutation matrices as w = (w n , w n , . . . , w 2 , w 2 , w 1 , w 1 )
where w i is the matrix associated to β i and w i to α i . Recall from §2.6 that whenever a partial permutation matrix is extended to an honest permutation matrix, those of the form w i are extended by keeping w i as the northwest rectangular submatrix, and those of the form w i are extended by keeping w i as the southeast rectangular submatrix.
To a lacing diagram, we assign the following product of double Grothendieck (resp., double Schubert) polynomials as a shorthand:
In this notation, we have by (2.11) and (2.14) that the K-polynomial of O(w) with respect to its embedding in rep(d) is G w (t, s).
Recall that the Möbius function of a finite poset is the (unique) function µ : P → Z such that y≥x µ P (y) = 1 for all x ∈ P . It is typically used in the following way: for x ∈ P , we define "open" and "closed" characteristic functions
Then, by inclusion-exclusion, we have that the constant function taking value 1 on P can be written as (4.32)
Theorem 4.33 (Bipartite component formula). Let r be a rank array for a bipartite, type A quiver Q. Then we have
Proof. By Theorem 4.25 and the fact that degeneration also preserves K-polynomials [MS05, Thereom 8.36], we have that
Define the subset of lacing diagrams (4.37) M := {w ′ | w ′ ≥ w for some w ∈ W (r)}, partially ordered by coordinate-wise Bruhat order. This subset is in bijection with the set of closed subvarieties {O(w) ⊆ Ω r (0) | w ∈ M}, partially ordered by inclusion. This collection of subvarieties has the intersect-decompose property of [Knua] . By [Knua, Theorem 1], we have that
This Möbius function may still be difficult to compute, so we pass to a poset where we can compute the Möbius function: the pipe complex of [WY12, §3] . Let ∆ := ∆ v 0 ,v(r) be the set of pipe dreams on the diagram of v 0 which contain a reduced pipe dream for v(r). The partial order on ∆ is determined by reverse containment of +s. We can consider ∆ as a simplicial complex in this way, whose maximal faces are the elements of RedPipes(v 0 , v(r)). It is known that ∆ is always homeomorphic to a ball, since there is a unique pipe dream for v 0 , and that the Möbius function is (4.39) µ ∆ (P ) = (−1) codim ∆ P if the Demazure product of P is v(r) 0 otherwise
Since every element of ∆ contains a pipe dream for v(r), every element contains all +s outside the snake, so we can restrict our attention to the blocks of the snake as usual. There is an order preserving map of posets π : ∆ → M given by taking Demazure product within each block of the snake. This induces a map on rings of Z-valued functions
By (4.32), in Z[∆] we have that
where the last equality uses (4.39). Similarly, in Z[M] we have the expression
which gives another way of writing
To compare this with (4.40), we need to express π * (χ w ) in terms of the basis {χ P }. The claim is that
where ∆(w) := {P ∈ ∆ | π(P ) ≥ w}. Now notice that ∆(w) is just a product of pipe complexes
where ∆ α i ( w i ) is the complex of pipe dreams on the α i -block of the snake which contain a pipe dream for w i , and similarly for ∆ β i (w i ). Thus, ∆(w) is also homeomorphic to a ball and its Möbius function can be computed in each factor in the same way as in (4.39). We get (4.45) µ ∆(w) (P ) = (−1)
Now to verify the claim, we use the definition and Möbius inversion to compute
Substituting this into (4.42) we get
Comparing the coefficient of χ P in (4.40) and (4.47) we find that
Here, we use the observation that codim ∆ P − codim ∆(w) P = |w| − ℓ(v(r)) which just follows from the definitions. Since π is surjective, this implies that the sum in (4.38) simplifies to a sum over w such that there exist P ∈ Pipes(v 0 , v(r)) with π(P ) = w. By results of Buch, Fehér, and Rimányi ([Buc05, Lemma 6 .2] and [BFR05, Theorem 3]), this is equivalent to summing over all K-theoretic lacing diagrams for r.
3 Then the K-theoretic component formula follows immediately from (4.38) by substitutions from (4.36), (4.48), and (2.11).
5. Generalizing the formulas to arbitrary orientation 5.1. Reduction to the bipartite setting. In this section, we recall the connection between quiver loci of arbitrarily oriented type A quivers and quiver loci in the bipartite setting. Utilizing this connection, we see that a simple substitution into our bipartite formulas yield the analogous formulas in the arbitrarily oriented setting. We begin by reviewing the relevant material from [KR] . Since we work with more than one quiver and dimension vector, these are reinstated to the notation. The arrows and vertices coming from Q will be referred to as original arrows and vertices, and the new ones as added arrows and vertices. Additionally, the arrows δ i will be sometimes referred to as inverted arrows, and anything indexed by them (blocks of the snake region, for example) can be referred to as "inverted" for reasons we will see below.
For a dimension vector d for Q, define d as the natural lifting
Let G * = GL d(w i ) (K) be the base change group at the added vertices, so that
Throughout this section, we denote a typical element of
, and Theorem 5.7. Let Q be a quiver of type A, and Q the associated bipartite quiver defined above. Then there is a morphism
which is equivariant with respect to the natural projection of base change groups
and also a principal G * -bundle. Furthermore, each orbit closure O ⊆ rep Q (d) for an arbitrary type A quiver is isomorphic to an open subset of an orbit closure of rep Q ( d), up to a smooth factor. Namely, we have
where the closure on the left hand side is taken in U .
The map π in the above theorem is defined as follows: For V ∈ U , define matrices X γ i = V γ i when γ i is an arrow between two original vertices. We set
V γ i when γ i is involved in a local configuration of type (5.4) or (5.5), respectively. Then define the projection map by
Now, let σ denote the section of the map π which maps (
, where I δ i denotes the identity map over the arrow δ i . Observe that σ is equivariant with respect to "diagonal" inclusion
That is, to each added vertex w i , the inclusion assigns the group element g z i from the corresponding original vertex. This equivariance implies that the induced map on coordinate rings will respect the multigradings.
At this point we extend our notation for the multigrading of K[rep Q (d)] beyond the bipartite orientation. The idea is to enlarge Q to the bipartite quiver Q, take the alphabet we have already defined in this setting, then assign to each vertex of Q the alphabet of its corresponding vertex in Q. To work with this convention explicitly, it is necessary to use simultaneously two notations for the arrows and vertices Q: the x, y, α, β labeling from previous sections and the z, w, γ, δ labeling indicating how it was obtained from Q. More precisely, for each vertex z i of Q, we associate the alphabet Z d , respectively, on the alphabets associated to the vertices. We define a quotient morphism of abelian groups sub : Z d → Z d by identifying pairs alphabets for Q corresponding to the same vertex of Q. More precisely, for each original vertex of Q, the corresponding alphabet is associated to the same vertex of Q, and sub acts as the identity on the corresponding group elements. For an added vertex of Q labeled x i , for each s i j ∈ s i we set sub(s i j ) = t i−1 j . For an added vertex of Q labeled y i , for each t i j ∈ t i we set sub(t i j ) = s i j . In Figure 3 we have labeled the block rows and columns of the image of ζ • σ to show how sub interacts naturally with the Zelevinsky map, in the situation of Example 5.1. 
is graded with respect to the morphism sub of the multigrading groups. To simplify notation, we use the shorthand s, t for the variable set of K-polynomials of objects associated to both Q and Q, though strictly speaking one is a subset of the other. The map sub induces a map between the rings of Laurent polynomials associated to these alphabets, which we also denoted by sub.
Proposition 5.14. The K-polynomial of an orbit closure for Q is obtained from the Kpolynomial of its corresponding orbit closure for Q by substitution. That is, for an orbit
Proof. [KR, Prop. 6 .1]). Since the K-polynomial can be computed as an alternating sum of K-polynomials of free modules in a resolution, this reduces the proposition to the case of free modules (i.e. O = rep Q (d)), which is exactly the statement that (5.13) is compatible with sub.
5.2. Ratio formula. Now we can obtain formulas for K-polynomials of quiver loci in arbitrary orientation. First, we need to associate the same combinatorial objects to these orbit closures that were used in the bipartite case. As an immediate consequence of this definition and Proposition 5.14, we get a ratio formula for arbitrary orientation. where G consists of pipe dreams P such that all +s of P \ P * are in blocks of the snake corresponding to original arrows of Q, and B consists of those with at least one + in an inverted block.
Theorem 5.18 (Pipe formula). Let O ⊆ rep Q (d) be an orbit closure with rank array r. The K-polynomial K rep Q (d) (O; s, t) is given by applying sub to (3.8). Furthermore, the sum can be simplified to only summing over the subset G ⊆ Pipes(v 0 , v(r)). The analogous statement holds for the multidegree C rep Q (d) (O; s, t) and (3.9), and the sum can be taken over reduced pipe dreams in G.
Proof. We only discuss the K-polynomial case, the multidegree case following from this as usual. As before, the first statement is immediate from Proposition 5.14. For the second statement, we need to show that the sum of terms indexed by B is zero. This can be seen by first fixing consideration of one inverted block of the snake region, say corresponding to an arrow β i (α i is similar), and partition B into subsets {B i } for which all elements in each B i have the same configuration of +s outside of the designated block. Then further partition each B i into subsets B i (w) indexed by permutations w = 1, such that for each P ∈ B i (w), the Demazure product of the restriction of P to the designated block is w. Then the sum of terms in the pipe formula over B i (w) has a factor G w (t i ; s i ) before applying sub, Note that minimal lacing diagrams for Q can be naturally identified with the subset of minimal lacing diagrams for Q which have no crossings at inverted arrows (equivalently, the identity permutation assigned to inverted arrows), and the same is true for K-theoretic lacing diagrams. So we can extend the definitions in (4.29) and (4.30) to get polynomials G w (t, s) and S w (t, s) associated to lacing diagrams of arbitrarily oriented Q. The analogous result holds for multidegrees, with summing over minimal lacing diagrams for O.
Proof. As before we only explain the K-theoretic case. Applying Proposition 5.14 to (4.34), we a priori have sum over lacing diagrams for the Q quiver locus π −1 (O). Let δ be an inverted arrow of Q. If w is a K-theoretic lacing diagram for π −1 (O), then the factor of sub(G w (t, s)) corresponding to δ is of the form G w (t, t) for some permutation w. Applying this reasoning to all inverted arrows, we see that the only summands of (4.34) which survive after applying sub have no crossings over inverted arrows, thus are indexed by K-theoretic lacing diagrams associated to O. Furthermore the factors of each summand corresponding to inverted arrows of Q are just 1, so the summand indexed by such w agrees with the "intrinsic" definition of the summand associated to w in [BR07] . Figure 4 . Figure 2 after inverting arrows as in (5.3).
