Abstract. Recently several algorithms have been proposed for solving separable nonlinear least squares problems which use the explicit coupling between the linear and nonlinear variables to define a new nonlinear least squares problem in the nonlinear variables only whose solution is the solution to the original problem. In this paper we extend these techniques to the separable nonlinear least squares problem subject to separable nonlinear equality constraints.
taking into account the structure of the problem, as we have done in § 3 of this paper.
It has been shown in practice [2] , [7] and there are some theoretical indications [10] , that the separation of the linear variables a from the nonlinear variables a by means of the variable projection method [2] , [3] , [5] , [8] speeds up the convergence of iterative methods used to solve problem (1.1). We extend in this paper the range of applicability of the variable projection method to constrained problems.
The reduction to an unconstrained problem at the beginning of § 2 was anticipated in [3] .
2. The reduction to an unconstrained separable problem. In this section we consider the problem of finding vectors a and & which minimize (2.1a) r(a,a)=lly-cl>(a)all~.
subject to the nonlinear equality constraints
where all the vectors and matrices are as in § 1 . In what follows, an upper superscript + on a matrix will denote its Moore-Penrose generalized inverse (see [9] ). In order to guarantee the existence of feasible points we assume that there are vectors a for which the resulting linear systems (2.1b) is compatible; i.e. g(a)e
range (H(a)), or equivalently, g(a) = H(a)H+(a)g(a)
. The set of all such vectors a will be denoted by A. For each fixed a E A, the general solution of the resulting system of linear equations (2.1b) is given by [8] 
with H+(a)TY(a) = 0, and z varying over all R"-r where r is the rank of H. In other words, the columns of Y(a) are a basis for the null space of H(a). The set of all pairs (a, a), where a E A, and a is defined in (2.2), is the feasible set for problem (2.1 ). Therefore, this problem is equivalent to minimizing in z and a,
where
If the dimension (n -r) of z is nonzero, then we would have a separable problem of the form (1.3). Since we want to apply the variable projection technique we will assume that r < n.
This problem could then be solved with any program for unconstrained separable problems by simply giving it the appropriate information. Once z is computed in the standard fashion, a is found by an application of formula (2.2). However, we would like to develop a completely new and more efficient algorithm, avoiding all redundant computation.
where V(«) is an orthogonal basis for the null space of G(cx). Using a proof similar to Theorem 2.1 of [2] , one can show that an ex which minimizes t(a) = lif(cx)ll~ also minimizes s(z, a). Except for the terms involving t(cx), the function t(a) is similar to r3(cx) of equation (4;1) in Kaufman [5] . The Marquardt-Levenberg algorithm applied to t(a) using the derivative formula for r3(cx) in [3] modified to account for t(cx), gives the following scheme for generating the required ex: one starts with an arbitrary cx<o> and, until convergence is attained, generates the vectors au> by the rule (2.5)
where v 1 is large enough so that
The operator D represents the Frechet derivative with respect to ex, and o-is any matrix satisfying GG-G = G and
Once B and f(cxu>) have been computed, one may efficiently obtain trial values of cxU+t) for various values of v 1 using the algorithm of [2] .
A vector z which minimizes s(z, ex) for fixed ex is then given by o-(cx)(y -t(cx)).
The compact formula forB in (2.
5) is in terms of D(t) and D(G).
A more convenient expression for B for the implementation of the algorithm is given in the following theorem:
Thus, to obtain an expression forB, we need expressions for D(F) and D(Y).
Golub and Pereyra [2] have proved that A formula for D(Y) can be derived using the ideas of § 4 of [5] . From (2.10) we have which, according to § 4 of [5] , implies that there exists a matrix M such that (2.11) This means that The matrix Zz is not unique and M depends on which Z 2 is computed. Fortunately, when (2.11) is inserted into (2.7) and then into (2.5) the term with Z 2 MT is canceled since where b= YG-(y-t)+Fg. 0
9) D(H+) =-H+ D(H)H+ + H+ H+TD(H) TPJi+ uPL D(H) TH+THT
The matrix V in (2.4) and (2.6) and the matrix a-in (2.6) can be computed using the orthogonal decomposition of a given by where U is an orthogonal matrix, P is a permutation matrix and R is a q x q nonsingular upper triangular matrix. If U is partitioned into U= (!!J : U2), q then aru2 = 0 so V can be U2. V can be generated using a sequence of Householder transformations as in [1] . The matrix a-can be represented as 3. Computational procedure. For a fixed value of u, the vector f(u) of (2.4) may be constructed as follows:
1) Determine <l>(u), H(u).
2) Determine a complete orthogonal decomposition of H(u) by finding orthogonal matrices H and Z such that

QHZ=(~ I~)
where Tis an r x r nonsingular upper triangular matrix. As in Golub [1] Q and Z may be the products of Householder transformations designed to reduce H to T. The matrices Q and Z need not be explicitly formed. Only the information required to generate the Householder transformations need be saved.
3) Form the matrix C = <I>Z by applying the Householder transformations which form Z to the matrix <1>. The last n -r columns of C form the matrix a in (2.3).
4) Determine the orthogonal matrix U and the permutation matrix P such that uci*)=(~l ~ ~~
where R is a q x q nonsingular upper triangular matrix. Again U may be the product of Householder transformations and need not be explicitly formed.
5) Compute d = F g as follows:
(a) Set a= Qg= (-~-)'. Usually D(<l>) and D(H) are tensors with many columns that are zero. Golub and Pereyra [2] describe a scheme for storing only the nonzero columns and determining tensor by vector products using this compact storage arrangement.
8) Compute b of (2.6) as follows: (a) Solve Re=p1 where R was formed in step 4) and P1 in step 6).
(b) Seth= P(~).
(c) Set b = z(~) +d.
9) Set R = QD(H) by applying the Householder transformations which form Q to the nonzero columns of the tensor D(H).
10) Form J= Q(D(H)b-Fr(DH{Pifg-D(g)).
(a) Form (DH)rPiigby setting
The matrix B is finally obtained as follows:
4. Algorithm implementation and numerical results for linear constraints. Considerable simplifications arise in the aglorithm of § 3 when H(a) is a constant matrix. Since this is the case we have actually implemented as a computer code and for which currently we have practical applications we would like to indicate these simplifications.
Naturally H(ct) is not evaluated in 1) each time, since H does not depend upon ct. For the same reason 2) is done once and for all at the beginning of the process. Steps 3}-6) remain the same, while in step 7) DH(ct) need not be calculated.
Step 8) is the same, while 9) is eliminated. In 10) J simply becomes -QD(g), so parts (a}-(d) are eliminated.
Step (11) remains.
The algorithm was implemented in FoRTRAN and tested on two examples, in both of which H and g were constant.
The first problem considered was fitting Gaussians with an expoential background, i.e., the model is fitted to 65 data points. See [11] for a listing of the data and starting values for ct. The a's were constrained to the hyperplanes a1 + 2a2 + 3a3 + 4a4 = 6.27006284, a1 +a3 = 1.74158318.
This problem was chosen in order to verify the correctness of the formulas and the corresponding code.
With these constraints the solution to the problem coincides with the solution to the unconstrained problem which is available in [2] , [11] .
With 9 function evaluations, 8 derivative evaluations and 3.23 seconds of computing time on a CDC 6400 computer (Run compiler) the residual r(a, ct) was reduced to .04013774.
The second problem was supplied by Peter Kirkegaard of the Atomic Energy Commission, Riso, Denmark. Kirkegaard and Eldrup [6] had devised a method for solving separable nonlinear least squares problems with linear constraints on the linear variables which arose in the analysis of positron lifetime spectra. Their algorithm used Marquardt's algorithm based on the fact that for a fixed ct, the optimal arc could be obtained via the symmetric indefinite system Kirkegaard gave the authors an example in which the <I> matrix was given by 2 <l>ti = xJI 2 L wp(Ztip-Zi+1,iP -erf {(t1 -a4-dp)/up}+erf {(ti+1-a4-dp)/up}).
p=1
where Ztjp = e-ap,-a4-dP-114 af'"~(1-erf {ap·p/2-(t 1 -a4-dp)/up}) for j = 1, 2, 3, Ztjp = e-A(I,-a4-dP-1 / 4 Au~)(1-erf {Aup/2-It -a4-dp)jup})), 
