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ABSTRACT 
 
 This study develops a saltwater intrusion simulation model using a lattice Boltzmann 
method (LBM) in a two-dimensional coastal confined aquifer. The saltwater intrusion is 
described by density-dependent groundwater flow and mass transport equations, where a 
freshwater-saltwater mixing zone is considered. The problem is formulated in terms of 
hydraulic head instead of pressure, which is recommended in those cases where static pressures 
dominate to reduce computational cost. The aquifer heterogeneity is explicitly a function of the 
speed of sound, relaxation parameter and time steps in the LBM. This study explores the 
equivalent squared sound speed to deal with the spatial-temporal heterogeneity arising from the 
inhomogeneous hydraulic conductivity and fluid density to update the equilibrium distribution 
functions in each time step. The Henry problem and its variants are used to demonstrate the 
LBM applicability to solve the saltwater intrusion problem. The inverse relationship between 
the time step and diffusion coefficient results in a very small time step for the groundwater flow 
problem due to the high hydraulic diffusion coefficient. The study demonstrates the ease of 
implementing the LBM to different salt concentration boundary conditions at the seaside and 
shows that the isochlors distributions are significantly different. Due to doubts regarding the 
validity of the Henry problem to test variable-density flows, numerical simulation of freshwater 
injection into a sediment saturated with saltwater have been carried out, showing the capability 
of the LBM to represent strong buoyancy effects. Some examples with correlated and 
uncorrelated random hydraulic conductivity (K) distributions show reasonable flow fields and 
isochlors distributions. It was found in the Henry problem that completely random 
heterogeneity in K is insignificant in changing the scale of the saltwater intrusion from that 
predicted using the mean K value. However, the correlated K field may have significant impact 
on the saltwater intrusion, resulting different from that obtained by the mean K field. 
 1
CHAPTER 1. INTRODUCTION 
1.1 Problem Statement 
Saltwater intrusion in coastal aquifers is one of major concerns in coastal water resources 
management. The encroachment of saltwater from the sea floor is triggered by natural hydrologic 
processes and human-built environments. The laws of physics show that seawater always tends 
to intrude geological formations due to the fact that seawater has slightly higher density and 
much higher dissolved salt concentration than freshwater. However, severe saltwater intrusion is 
mainly caused by the combination of droughts and excessive groundwater withdrawals. Once the 
saltwater has invaded an aquifer, it could take significant time and cost to regain the virgin 
aquifer. Effective management plans on coastal saltwater intrusion problems needs the better 
understanding of saltwater intrusion mechanism and development of simulation models as a 
decision-making tool. 
1.2 Literature Review on Saltwater Intrusion Modeling 
Modeling of saltwater intrusion has been extensively studied through the sharp-interface 
model and density-dependent model. The employment of the sharp-interface model assumes that 
the width of the freshwater-saltwater mixing zone is much smaller than the thickness of the 
aquifer, and therefore it can be assumed that freshwater and saltwater are two immiscible fluids 
of different but constant densities separated by an interface. Essaid, [1990] developed a quasi 
three-dimensional finite difference model to study layered coastal aquifer systems. The main 
idea was to solve vertically integrated groundwater equation for each aquifer using the sharp 
interface approach, and to allow vertical leakage through confined layers including the effect of 
density differences. Dispersion of saltwater was neglected. The earliest development of the 
sharp-interface model is the Ghyben-Herzberg model, where the interface location is explicitly 
determined by the hydrostatic pressure balance between the seawater and freshwater [Segol, 
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1994, p192]. Significant improvements were reached on the sharp-interface model under the 
Dupuit assumption, which assumes that equipotential lines are vertical, the flow is horizontal, 
and the specific discharge is uniform along the vertical direction. Shamir and Dagan [1971] 
presented an implicit numerical scheme to solve the linearized equations of the seawater motion 
in a vertical section under the Dupuit assumption and the sharp interface approach, taking into 
consideration the vertical geometry of the aquifer. Wilson and Sa da Costa [1982] applied a one 
dimensional finite element scheme for solving two-layer flow involving the lower and upper toe 
of the seawater-freshwater interface, which is assumed to be a straight line. This numerical 
scheme was presented as an alternative to the moving boundary model, which was 
computationally expensive because of the need of remeshing to track the sharp interface. 
However, the Dupuit assumption is not reasonable in the general case. 
The density-dependent model better describes the real saltwater intrusion mechanism due 
to strong saltwater hydrodynamic dispersion and the existence of a wide transition zone, which is 
evident in real coastal aquifers. Kohout [1964] reported an investigation on a real aquifer in the 
Miami area. This investigation showed that numerical predictions were far from accurate 
because, among other factors, the saltwater is moving instead of remaining steady as it was 
supposed. Moreover, a saltwater intrusion zone was reported, and this zone corresponds to the 
intrusion are of the saltwater due to the higher pressures at the bottom of the aquifer in the 
seaside. The seawater intrudes through the lower part and later moves upwards and returns to the 
sea. This was demonstrated by a flow net at the discharge in the shoreline, which is higher than 
the freshwater discharge at the inland side. The hydrodynamic dispersion is an important factor 
developing saltwater circulation at the seaside of the aquifer. Cooper [1964] focused on the fact 
that if there is a diffusion zone, the salt must return to the sea by means of a circulation, which 
makes the saltwater intrude from the bottom and return somewhere around the diffusion zone. 
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The density-dependent model considers freshwater and saltwater mixing and explicitly allows 
change in water density by solving coupled flow and transport equations simultaneously. Pinder 
and Cooper [1970] successfully applied the method of characteristics to track the saltwater front 
for saline concentrations no larger than concentration in the seawater. Under this assumption, the 
transport equation is hyperbolic and the method of characteristics can be used to track the 
position of the saltwater. Lee and Cheng [1974] applied the finite element method to calculate 
the steady state solution of the saltwater encroachment in a two dimensional coastal aquifer. 
Results were in good agreement with the Henry analytical solution [Henry, 1964], and they 
compared qualitatively well with field data in the Biscayne area [Kohout, 1964]. Segol et al., 
[1975] solved the transient saltwater intrusion problem in a two dimensional coastal aquifer 
using the finite element method. The groundwater flow equation was written for zero specific 
storage, which means that the propagation of head is much faster than the salt transport. 
Problems were found to specify Dirichlet boundary conditions in the finite element method at the 
sea boundary where the water is flushed out, which was solved imposing a Neumann boundary 
condition. Numerical instabilities are often encountered when the convective term in the 
transport equation become dominant, which was supposed to be due to the discontinuous 
velocity field. Therefore, a finite element formulation was proposed to ensure the continuity in 
the flow equation. Besides, it was found essential to solve simultaneously the flow field and 
pressures to assure continuous velocity distribution. As a continuation of this work, Segol and 
Pinder [1976] applied the same formulation to calculate the transient position of the saltwater 
front in the Biscayne aquifer in Florida. The transient solution in response to a heavy rainfall and 
the steady state solution were calculated, showing a satisfactory agreement with field data.  Only 
some discrepancies were found in one area, which was thought might indicate a higher 
permeability region. Frind [1982] proposed a finite element formulation that lessens the 
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computational cost at the price of not assuring the continuity for the flow field. Besides, the 
governing equations were formulated in term of freshwater head instead of pressure, which also 
reduces the computational cost. Results for the transient solution in the Henry problem were 
compared with those in Segol and Pinder [1975], and good agreement was found even with a 
coarser grid, which means that the continuity of the flow field is not so important in the Henry 
problem. Huyakorn et al., [1987] developed a three dimensional finite element model for 
saltwater intrusion in either confined or phreatic aquifer. The formulation is based on hydraulic 
head and concentration instead of pressure and density. Three numerical examples were carried 
out. The first one was a two dimensional saltwater intrusion in a confined aquifer, and results are 
compared to the Henry analytical solution for steady state and the transient solution obtained by 
Segol and Pinder [1975]. The second one is a two dimensional saltwater intrusion in a phreatic 
aquifer with recharge. And the third one is a three dimensional simulation of saltwater intrusion 
in a phreatic aquifer subject to a pumping well. Voss and Souza [1987] applied a finite element 
method capable of dealing with narrow transition zones with minimum numerical dispersion. In 
addition, discussion was provided regarding the validity of the Henry problem to test buoyancy 
driven flows, and the Peclet number in the mesh was found to be less than four to guarantee 
numerical stability. The Henry problem [Henry, 1964] is the primary benchmark to validate 
those numerical models, and with advancing computation capability, the accuracy of the Henry 
analytical solution was greatly improved. Segol [1994] recomputed the Henry analytical solution 
finding out that the solution of Henry was not accurate enough due to the convergence 
difficulties because of computational limitations at that time. Although Segol solution was a 
good improvement, values of concentration near the upper boundary were still hard to compute, 
and non-smooth isochlors lines were obtained. Simpson and Clement [2004] presented an 
improved computation of the Henry analytical solution, in which the isochlors are smooth and 
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reach the upper boundary. Moreover, a decrease in the freshwater inflow was proposed to 
improve the Henry problem as a test of buoyancy effects due to the variability of density 
1.3 Literature Review on the Lattice Boltzmann Model 
The lattice Boltzmann model (LBM) has received great attention in hydrodynamic 
simulation. As an improvement on the lattice gas automata (LGA), the lattice Boltzmann method 
simulates macroscopic fluid dynamics based on microscopic models and mesoscopic kinetic 
equations for fluids. Chen and Doolen [1998] provides an introduction to the LBM, in which 
essential features such as boundary conditions are explained, and some example of applications 
are given, such as two dimensional decaying turbulence, multiphase flows, and application to 
heat transfer. Important numerical analyses on LBM have been studied in fluid dynamics. 
Lallemand and Luo [2000] discussed how the linearization of the evolution operator provides the 
generalized hydrodynamics of the Lattice Boltzmann Equation. From this linearization, some 
important aspects such as dispersion, isotropy, and stability can be more easily analyzed. 
Although the LBM has been intensely studied in fluid dynamics, the LBM in the heterogeneous 
porous medium flow is still under development. When applying LBM to flow in porous media, 
one can either model the flow dynamics in the pore scale with complex pore geometry using the 
standard LBM or in the REV (representative elementary volume) scale where average hydraulic 
properties are considered. Inamuro et al., [1999] carried out Direct Navier Stokes simulations 
using a fifteen velocity lattice in a three dimensional porous structure. The porous structure 
consists of a box containing a few spheres representing the grains in a porous medium. As a 
result, LBM was effective to study microscopic properties of the flow through porous media. 
Guo and Zhao [2002] proposed a LBM to solve incompressible flow in porous media modeling 
the Navier-Stokes equation in the REV, in which the main idea is to include the porosity into the 
equilibrium distribution functions and add a forcing term accounting for the drag forces of the 
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medium. LBM has been also applied to solve other equations, such as reaction-diffusion 
equations and contaminant transport equations. Dawson et al., [1993] introduced a reaction term 
into the pure diffusion equation that can be easily modeled introducing an extra term in the 
collision equation and keeping an easy formulation for the equilibrium distribution functions. 
Deng et al., [2001] combined the LBM with techniques coming from finite volume methods in 
order to include extra terms that allow solving even the pure advection equation with minimum 
dispersion or instability. In addition, advection-diffusion equations as well as advection-
dispersion equations have been modeled with the LBM. O’brien et al., [2002] coupled the LBM 
with the analytic advection-diffusion method, using the LBM to solve the flow field, and 
introducing it into the advection-diffusion equation, which is solved locally by means of the 
analytical solution to the advection-diffusion equation for uniform flow. Jimenez-Hornero et al., 
[2005] compared solutions of simulated tracer dispersion in porous media obtained with the 
LBM and random walk models, finding that the LBM performs better when the problem requires 
a large number of particles for the random walk model. In addition, the LBM has been extended 
to recover the dispersion tensor in advection-dispersion type equations. Zhang et al., [2002] 
introduced a LBM capable of solving the general advection-dispersion equation in variably 
saturated porous media by means of modifying the relaxation factor in the collision equation as a 
function of the components of the dispersion tensor. On the other hand, Ginzburgh [2005] 
introduced two different approaches to deal with anisotropic dispersion, based on either link-type 
or equilibrium-type LBM, depending on if the dispersion tensor is recovered through the 
relaxation parameter in the evolution equation or through modifying the equilibrium distribution 
functions. However, accurate solutions in non uniform flows, with arbitrary direction and with 
high aspect ratio between longitudinal and transversal dispersivity have not been reached yet. 
Lately, the LBM have been also used to model flows where flow equation must be coupled with 
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transport or heat transport phenomena due to the density dependency. Yoshino and Inamuro 
[2003] applied the LBM to solve flows with mass transport in a porous medium and flows with 
heat transfer, in which buoyancy forces appear due to the dependency of the density with 
temperature. 
1.4 Scope of This Thesis 
This thesis develops a lattice Boltzmann model with BGK Bhatnagar et al., [1954] 
collision model for saltwater intrusion simulation in coastal aquifers. The saltwater intrusion 
phenomenon is described by the density-dependent groundwater flow and mass transport 
equations. Our focus is on the understanding of the similarities between the lattice Boltzmann 
BGK model and the macroscopic saltwater intrusion model, such that the macroscopic aquifer 
parameters can be properly represented by the LBM parameters. An innovative approach will be 
given to how the LBM handles the spatial-temporal heterogeneity when the particle distribution 
functions stream to neighboring lattice nodes. It will be also demonstrated the applicability of 
using LBM to various mixed boundary conditions. The Henry problem [Henry, 1964], which is 
described in section 6.2, will be used as a benchmark problem to compare the LBM with Henry’s 
analytical solution and other numerical methods. Moreover, simulations of freshwater injection 
into a porous medium domain filled with saltwater have been carried out to show the 
performance of the LBM to simulate flows with dominant buoyancy effect. 
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CHAPTER 2. DENSITY-DEPENDENT SALTWATER INTRUSION 
MODEL 
 
For a heterogeneous and isotopic aquifer, the Darcy velocity for a vertical cross section is 
represented by Hubbert [1954]:  
( )kq p g zρµ= − ∇ +
?  (1) 
where k  is the intrinsic permeability; µ  is the dynamic viscosity of formation water; ρ is the 
density of formation water; p  is the pore water pressure; g  is the gravitational constant; and ∇  
is the gradient operator in the x z−  plane. x  is the horizontal direction and z  is the upward 
vertical direction. K k gρ µ=  is the hydraulic conductivity. h p g zρ= +  is the groundwater 
head. 
It is known that the Darcy velocity in Eq.(1) is applicable under relative low salinity. 
When high salinity, e.g., brine, is considered in the flow problem, both the Darcy’s  velocity and 
the Fick’s mass flux will depend on each other [Hassanizadeh and Leijnse, 1988; Oldenburg and 
Pruess, 1995]. This study focuses on the saltwater intrusion problem, where the maximum 
salinity is as much as seawater, and Eq.(1) is valid. True seawater contains a number of dissolved 
particles. This study considers the dissolved sodium chloride (NaCl) as the dominant component 
in the seawater and uses it to quantify the saltwater intrusion. Therefore, the salt concentration 
refers to the dissolved NaCl concentration. Similarly, although the formation water contains a 
number of geochemicals, the density of formation water is considered as the freshwater density 
when formation water contains no dissolved salt. At 020C , Weast and Astle [1982, p.D-261] 
show the linear relation between the water density and the salt (NaCl) concentration, 
1f ECφ ρ ρ= = +  over a range 0 ~ 300C ppt= , where 3998f kg mρ =  is the freshwater 
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density, C  is the salt concentration in g L  or in parts per thousand (ppt), and 
46.614 10E −= × L g .  
The groundwater flow equation, with changes in water density due to the presence of the 
dissolved salt, has been formulated in terms of the freshwater pressure head [Huyakorn et al., 
1987; Boufadel et al., 1999; Simpson and Clement, 2003]. Using fresh groundwater head in the 
groundwater equation was suggested to improve the numerical efficiency for the case that large 
static pressures dominate the dynamic pressure differences [Frind, 1982]. In this study, it is  
considered fresh groundwater head.  
The Darcy velocity is a function of the formation water density when the dissolved salt is 
present. Therefore, it will be convenient and clear when fresh groundwater head and freshwater 
hydraulic conductivity are referred in the groundwater flow equation. To do so, the fresh 
groundwater head is defined as f fh p g zρ= +  and freshwater hydraulic conductivity is defined 
as f f fK k gρ µ= . Then, the Darcy velocity in x and z directions are   
f
x f
h
q K
x
∂= − ∂  (2) 
1fz f
h
q K
z
φ∂⎛ ⎞= − + −⎜ ⎟∂⎝ ⎠  (3) 
The mass conservation of the formation water in terms of water density is  
( ) ( ) ss ssn q Qt
ρ ρ ρ∂ = −∇⋅ +∂
?  (4) 
where n  is porosity, ssρ  is the water density at the sinks/sources; and ssQ  is the flow rate per 
unit aquifer volume at the sinks/sources. The total mass in the mass conservation equation 
(Eq.(4)) includes the mass of freshwater and mass of dissolved salt, i.e., f Cρ ρ= + . The 
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dispersion process of the salt concentration is considered negligible in the water mass balance 
equation; however it will be a significant component in the salt transport equation. Moreover, 
when the salt concentration does not exceed the seawater concentration, the total fluid volume is 
considered unchanged while additional dissolved salt is added into the freshwater. The water 
compressibility of the saltwater is considered the same as the freshwater compressibility.  
 The left hand side of Eq.(4) can be expanded as follows 
( )n n n
t t t
ρ ρρ∂ ∂ ∂= +∂ ∂ ∂  (5) 
On the other hand, the soil compressibility α and the fluid compressibility β  are 
1 b
b e
dV
V d
α σ= −  (6) 
1 f
f
dV
V dP
β = −  (7) 
where fV is the volume of fluid in the sediment, bV is the bulk volume, eσ is the effective stress, 
and P is the fluid pressure. It is normal to assume that the effective stress and the fluid pressure 
are in equilibrium, 0ed dPσ + = . Due to the particle volume not usually changing under stress, it  
can be written b fdV dV≈  and /f bdn dV V≈ . Therefore, Eq. (6) becomes 
f
b
dV
dP
V
α=  (8) 
The water compressibility can be written as a function of density instead of specific 
volume: 
1 d
dP
ρβ ρ=  (9) 
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Considering that the change in density depends on the pressure due to the water 
compressibility and on the saline concentration due to the equation of state, Eq.(5) becomes 
( ) 1 f
b
Vn P Cn
t V t P t C t
ρ ρ ρρ ∂∂ ∂ ∂ ∂ ∂⎡ ⎤= + +⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎣ ⎦  (10) 
 Inserting Eq. (8) and Eq. (9) into Eq. (10) 
( ) ( )n P Cn n
t t C t
ρ ρρ α β∂ ∂ ∂ ∂= + +∂ ∂ ∂ ∂  (11) 
And substituting pressure by the fresh groundwater head  
( )
f
f
f s
hn CS n
t t C t
ρ ρφρ ∂∂ ∂ ∂= +∂ ∂ ∂ ∂  (12) 
where ( )
fs f
S g nρ α β= +  is the freshwater specific storage. Inserting the Darcy velocity and the 
local change term into the mass conservation equation, the density-dependent groundwater flow 
equation is obtained: 
( )( )1
f
f f f ss
s f f f ss
f
h h hCS nE K K K Q
t t x x z z z
ρφ φ φ φ φ ρ
∂ ⎡ ∂ ∂ ⎤⎛ ⎞ ⎛ ⎞∂ ∂ ∂ ∂+ = + + − +⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠⎣ ⎦
 (13) 
where 
fs
S  is the freshwater specific storage.  
If density is considered independent of the saline concentration [Simpson and Clement, 
2004], then we have to introduce 1φ =  (or 0E = ) into Eq. (13). 
In general, the dissolved salt is considered as a conservative solute, which usually has 
very small to zero sorption and chemical reaction in the formation environment. Therefore, the 
transport of saltwater is described by the advection-dispersion equation (ADE). 
( ) ( ) ( ) ss ssnC n C nD C C Qt
∂ +∇ ⋅ = ∇⋅ ∇ +∂ u  (14) 
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where ( ),x zu u=u . x xu q n=  and z zu q n=  are the horizontal and vertical components of the 
average pore velocity and D  is the dispersion coefficient; and ssC  is the salinity at the 
sinks/sources. It is known that the dispersion coefficient depends on both anisotropy and flow 
velocity [Scheidegger, 1961; Bear, 1972]. However, our current focus is on the scalar dispersion 
coefficient in LBM. Using a constant dispersion coefficient to study the saltwater intrusion will 
not destroy essential features of the problem [Henry, 1964; Pinder and Cooper, 1970; Lee and 
Cheng, 1974].  
If ssQ  is pumping, then ssC C= , the local value of the concentration at the pump. If ssQ  is 
injection, ssC  is the saline concentration of the injected fluid. In this study, constant porosity is 
considered. Therefore 
( ) ( ) ss ssC C QC D C
t n
∂ +∇ ⋅ = ∇ ⋅ ∇ +∂ u  (15) 
In the next two sections, it will be discussed how the LBM is employed to solve both the 
groundwater flow equation Eq.(13) and the salt transport equation Eq.(15). Although the 
groundwater flow and salt transport equation are quite different, they are in the category of the 
advection-dispersion type equation. Mathematically speaking, the groundwater flow equation is 
the dispersion type equation without the advection term. 
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CHAPTER 3. LATTICE BOLTZMANN BGK MODEL FOR ADVECTION-
DISPERSION EQUATION 
 
3.1 Background 
The lattice Boltzmann method with Bhatnagar-Gross-Krook (BGK) model Bhatnagar et 
al., [1954] provides a new numerical method to solve the advection-dispersion equation. It 
consists of modeling local particle distribution functions describing the microscopic physics. The 
particle distribution functions are discretized in velocity and time, in such a way that conserve 
the zero, first, and second moments of the original particle distribution functions, which 
represent mass, momentum, and energy. In this way, the macroscopic properties of interest are 
also conserved. 
The LBM has two main steps: streaming and collision. In the streaming steps, the particle 
distribution functions solved in each lattice node stream to its neighboring lattice nodes 
following pre-specified directions, e.g., D2Q5 and D2Q9. These pre-specified directions 
connecting neighboring lattice nodes provide the discretization in space of the velocity field. The 
collision takes place immediately after the streaming. Particle distribution functions reaching the 
same lattice node are collided following a collision equation which relaxes the particle 
distribution functions to an equilibrium state. Figure 1 show the discretized direction for the 
D2Q5 and D2Q9 lattices. 
Although a few papers directly used LBM to solve the ADE [Zhang et al., 2002; 
Jimenez-Hornero et al., 2005], the fundamental evidence of recovering ADE using LBM is 
unclear. In this section, it will be discussed how the ADE is recovered in LBM, the choice of the 
equilibrium distribution functions for calculating macroscopic properties, and the choice of LBM 
parameters to represent the dispersion coefficient. 
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(a) (b) 
 
Figure 1. Discretized directions in LBM: (a) D2Q5 lattice and (b) D2Q9 lattice. 
 
3.2 Recovering the Advection-Dispersion Equation Using BGK Collision Model 
The discrete lattice Boltzmann model with the BGK collision model is Bhatnagar et al., 
[1954] 
( )
( )12
1'( , ) ( , ) ( , ) ( , )
( , ) ( , ) ( , ) ( , )
eq
i i i i
eq eq
i i
f t f t f t f t
t g t F t g t t t F t t t
τ− = − −
+ ∆ + + ∆ + ∆ + ∆ + ∆i i
x x x x
x x x c x c
 (16) 
Eq.(16) can be approximated by 
( ) ( )( )21' ( )eq eq eq eqti i i i i t i i x if f f f g F g F c g Fα ατ ∆− = − − + + ∂ + ∂  (17) 
where ( )' ,i if f t t t= + ∆ + ∆x c , 1, 2, ,i N= ?  are the particle distribution functions after the 
collision step; i  represents the discretized direction; N  is the number of lattice velocities, 
( ),if tx  are the distribution of particles after the streaming step; ieqf  are the equilibrium 
distribution functions; τ  is the relaxation parameter; F  is the forcing term that represents the 
sinks/sources in the macroscopic equation; /eq eqi ig f C= ; and t∆  is the time step,. The lattice 
speed is defined as c x t= ∆ ∆ , where x∆  is the lattice spacing and the squared lattice is used, 
x z∆ = ∆ . 
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The equilibrium distribution function (EDF) for the random lattice velocity is derived 
from the Maxwellian distribution [Chen and Doolen, 1998], which is the Gaussian distribution 
multiplying the concentration C  for the transport equation. The mean of the Maxwellian 
distribution is the average pore velocity ( ),x zu u=u  and the standard deviation is the speed of 
sound, sc . The speed of sound has its true physical meaning while applying the LBM to the 
Navier-Stokes equation [Chen and Doolen, 1998]. However, when applying the LBM to solve 
the ADE, the speed of sound is a parameter for describing the macroscopic dispersion 
coefficient.  The first three moments of the EDFs represent the concentration, advection, and 
dispersion [Chen and Doolen, 1998]. 
eq
ii
f C=∑  (18) 
eq
i ii
f c Cuα α=∑  (19) 
( )2eqi i i si f c c C c u uα β αβ α βδ= +∑  (20) 
where ic α  is the i  component of the lattice velocity in the α  direction of the macroscopic 
velocity, uα  is the α  component of the macroscopic velocity, and αβδ  is the Kronecker delta. 
And we have eqi ii if f C= =∑ ∑ .  
 Dividing Eq. (18) and Eq. (19) by C : 
1eqii g =∑  (21) 
eq
i ii
g c uα α=∑  (22) 
To recover the ADE, the left side of the discrete lattice Boltzmann model in Eq.(16) is 
expanded using the Taylor series expansion and the perturbation method with the powers of  
small ε :  
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( )2 2 1 2 2 312' ( ) ( ) ... ( )i i ieqi i t i t if f t c t c f f f Oα α α α ε ε ε⎡ ⎤− = ∆ ∂ + ∂ + ∆ ∂ + ∂ + + + +⎣ ⎦  (23) 
where  
1 2 2 3( )
i i i
eq
if f f f Oε ε ε= + + +  (24) 
and the Einstein summation a a a aα α α α
α
=∑ is used. 
The small ε  is often referred to the Knudsen number, the ratio of the microscopic length 
scale to the macroscopic length scale. Moreover, the forcing term in Eq.(16) is also perturbed 
with the powers of  small ε :  
1 2 2 3( )F F F Oε ε ε= + +  (25) 
The Chapman-Enskog multi-scale expansion [Chen and Doolen, 1998] 
2
1 2t t tε ε∂ = ∂ + ∂  (26) 
1α αε∂ = ∂  (27) 
is performed to Eq.(23): 
( ) ( )
( )1
2 1 1
1 1 2 1 1
2 2 2 31
1 1 1 12
'
2 ( )
i i i i i
t i i i
eq eq eq
i i t i t t i
eq eq eq
i t i i
f f t f c f t f f c f
t f c f c c f O
α α α α
α α α β α β
ε ε
ε ε
⎡ ⎤ ⎡ ⎤− = ∆ ∂ + ∂ + ∆ ∂ + ∂ + ∂ +⎣ ⎦ ⎣ ⎦
⎡ ⎤∆ ∂ + ∂ ∂ + ∂ ∂ +⎣ ⎦
 (28) 
Inserting Eq.(25) and Eq.(28) into Eq.(16),  
( ) ( )
( )
( ) ( )
( ) ( )( )
1
2
2 1 1
1 1 2 1 1
2 2 2 31
1 1 1 12
1 2 2 3 1
2 2 1 1 3
1 12 2
1
2 ( )
( )
( )
i i i i i
t i i i
i i
eq eq eq
t i t t i
eq eq eq
i t i i
eq
i
eq eq eqt t
i t i i x i
t f c f t f f c f
t f c f c c f O
f f O t F g
t F g F g c F g O
α α α α
α α α β α β
α α
τ
ε ε
ε ε
ε ε ε ε
ε ε∆ ∆
⎡ ⎤ ⎡ ⎤∆ ∂ + ∂ + ∆ ∂ + ∂ + ∂ +⎣ ⎦ ⎣ ⎦
⎡ ⎤∆ ∂ + ∂ ∂ + ∂ ∂ + =⎣ ⎦
− + + + ∆ +
∆ + ∂ + ∂ +
 (29) 
the resulting differential equations in the order of ε  and 2ε  are 
( )1 1 11 1 1: i i i ieq eq eqi t iE t f c f f tF gα α τ⎡ ⎤ ∆ ∂ + ∂ = − + ∆⎣ ⎦  (30) 
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( ) ( )
( ) ( )( )
2 1 1 2 21
2 1 1 1 1 1 1 12
2 2 1 1
1 12 2
1
: 2
i i i i i i
i
eq eq eq eq
i t t i t i t i i
eq eq eqt t
i t i i x i
E t f f c f t f c f c c f
f t F g F g c F g
α α α α α β α β
α ατ ∆ ∆
⎡ ⎤ ∆ ∂ + ∂ + ∂ + ∆ ∂ + ∂ ∂ + ∂ ∂ =⎣ ⎦
− + ∆ + ∂ + ∂  (31) 
Summation of Eq.(30) along all the lattice directions, 1ii E⎡ ⎤⎣ ⎦∑ , and substituting Eqs. (18)-(22) 
into Eq. (30) results in  
( ) 11 1t C Cu Fα α∂ + ∂ = . (32) 
Also, the term 1i ii E c⎡ ⎤⎣ ⎦∑  gives  
( ) ( )1 2 11 1i i t si f c t Cu Cc Cu u F uα α β αβ α β ατ δ⎡ ⎤= −∆ ∂ + ∂ + −⎣ ⎦∑  (33) 
Summing Eq.(31) along all the lattice directions 2ii E⎡ ⎤⎣ ⎦∑ , we obtain 
( )
( )
( ) ( )( )
1 1
2 1 1
2 21
1 1 1 1 12
2 2 1 1
1 12 2
1
2
i i i
i i i
i
eq
t t ii i i
eq eq eq
t t i i ii i i
eq eq eqt t
i t i i x ii i
t f f f c
t f f c f c c
f t F g F g c F g
α α
α α α β α β
α ατ ∆ ∆
∆ ∂ + ∂ + ∂ +
∆ ∂ + ∂ ∂ + ∂ ∂ =
− + ∆ + ∂ + ∂
∑ ∑ ∑
∑ ∑ ∑
∑ ∑
 (34) 
Substituting Equations (18)-(22) and Eq.(33) into Eq. (34) 
( ) ( )( )
( ) ( )( )
( )2 2
2 1
2 1 1 1
2 2 21
1 1 1 1 12
2 1 1
1 12 2
2
t t s
t t s
t t
t x
t C t Cu Cc Cu u F u
t C Cu Cc Cu u
tF F F u
α α β αβ α β α
α α α β αβ α β
α α
τ δ
δ
∆ ∆
⎡ ⎤∆ ∂ −∂ ∆ ∂ + ∂ + − +⎣ ⎦
∆ ∂ + ∂ ∂ + ∂ ∂ + =
∆ + ∂ + ∂
 (35) 
Dividing Eq.(35) by t∆  and reordering 
( )( ) ( ) ( )( )( ) ( )
( )( ) ( ) ( )( )( ) ( )( )( )
( )
2 1
2 1 1 1 1 1 1
21 1 1
1 1 1 1 1 1 1 12 2 2
2 1 1
1 12 2
t s t
s t t t
t t
t x
C t Cc t Cu Cu u t F u
t Cc t Cu Cu u t C Cu
F F F u
α α α α β α β α α
α α α α β α β α α
α α
τ τ τ
∆ ∆
∂ = ∂ ∆ ∂ + ∂ ∆ ∂ + ∂ − ∂ ∆ +
−∂ ∆ ∂ −∂ ∆ ∂ + ∂ − ∂ ∆ ∂ + ∂
+ ∂ + ∂
 (36) 
Grouping terms 
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( ) ( )( ) ( ) ( ) ( )( )( ) ( )
( )( )( ) ( )
2 11 1
2 1 1 1 1 1 12 2
2 1 11
1 1 1 1 12 2 2
t s t
t t
t t t x
C t Cc t Cu Cu u t F u
t C Cu F F F u
α α α α β α β α α
α α α α
τ τ τ
∆ ∆
∂ = ∂ ∆ − ∂ + ∂ ∆ − ∂ + ∂ −∂ ∆ +
−∂ ∆ ∂ + ∂ + + ∂ + ∂
 (37) 
On the other hand 
( ) ( ) ( )( ) ( )1 1 1 1 1 1t t tCu Cu u u C Cu C u u uα β α β α β β α β β α∂ + ∂ = ∂ + ∂ + ∂ + ∂  (38) 
Inserting Eq. (32) into Eq. (38) 
( ) ( ) ( )11 1 1 1t tCu Cu u u F C u u uα β α β α α β β α∂ + ∂ = + ∂ + ∂  (39) 
Inserting Eq.(39) and Eq.(32) into Eq.(37) 
( ) ( )( ) ( ) ( )( ) ( )( )
( ) ( ) ( )
2 11 1 1
2 1 1 1 1 1 12 2 2
1 1 2 1 11
1 1 1 12 2 2
t s t
t t
t t x
C t Cc t C u u u t u F
t F u tF F F F u
α α α α β β α α α
α α α α
τ τ τ
τ ∆ ∆
∂ = ∂ ∆ − ∂ + ∂ ∆ − ∂ + ∂ + ∂ ∆ −
−∂ ∆ −∂ ∆ + + ∂ + ∂
 (40) 
And this equation becomes 
( ) ( )( ) ( )( )2 21 12 1 1 1 1 12 2t s tC t Cc t C u u u Fα α α α β β ατ τ ⎡ ⎤∂ = ∂ ∆ − ∂ + ∂ ∆ − ∂ + ∂ +⎣ ⎦  (41) 
The macroscopic equation up to ( )2O ε  is obtained by ε ×Eq.(32) 2ε+ ×Eq.(41):  
( ) ( ) ( )
( ) ( )
2 21
1 2 1 1 12
1 2 21
1 1 12
t t s
t
C C Cu t Cc
t C u u u F F
α α α α
α α β β α
ε ε ε ε τ ε
ε τ ε ε ε ε
⎡ ⎤∂ + ∂ + ∂ = ∂ ∆ − ∂⎣ ⎦
⎡ ⎤+ ∂ ∆ − ∂ + ∂ + +⎣ ⎦
 (42) 
Since 1t  represents the advection time, and advection is due to the flow field u , we can write  
1t tu uα αε∂ = ∂ . Therefore, the macroscopic ADE is resulted 
( ) ( ) ( )21 12 2t sDuC C u t t c C FDtαα α α ατ τ⎛ ⎞⎡ ⎤ ⎡ ⎤∂ + ∂ + ∆ − = ∂ ∆ − ∂ +⎜ ⎟⎢ ⎥ ⎣ ⎦⎣ ⎦⎝ ⎠  (43) 
where Du Dtα  is the total derivative of uα . Due to slow groundwater flow in the aquifer for the 
validity of Darcy’s law, the Du Dtα  is negligible. Therefore, it is recovered: 
( ) ( ) ( )212t sC Cu t c C Fα α α ατ⎡ ⎤∂ + ∂ = ∂ ∆ − ∂ +⎣ ⎦  (44) 
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The sink/source term is ss ssF C Q n= . Equation (44) is not exactly the same as Eq.(15)
because 2sc  is with C  in the dispersion term. However, Eq. (44) recovers Eq.(15) if a constant 
dispersion coefficient is considered 
( )2 12sD c tτ= − ∆  (45) 
which gives us some flexibility to use the speed of sound and the relaxation parameter to 
maintain the macroscopic dispersion coefficient. 
It has been reported that numerical instability will be encountered in LBM due to the 
relaxation parameter value close to 0.5 for small viscosity in hydrodynamics [Chen and Doolen, 
1998; Lallemand and Luo, 2000]. To avoid this, it is given a reasonable relaxation parameter and 
adjust the speed of sound or the time step to attain the D  value without sacrificing numerical 
stability. However, when D  is heterogeneous, more analyses are needed in order to describe 
correctly the particle distribution functions across the heterogeneous field during the streaming 
step. It will be discussed in section 4 how LBM copes with the heterogeneity problem in the 
groundwater flow equation, which can be applied to ADE if heterogeneous D is considered. The 
constant dispersion coefficient will be used in the numerical examples.  
3.3 Equilibrium Distribution Functions 
The EDFs of a D2Q9 lattice to solve the ADE are presented below [Chen and Doolen, 
1998] 
0 1 2 2
21 4 4
3
eqf C
c
ω ω ⋅⎛ ⎞= − − −⎜ ⎟⎝ ⎠
u u  (46) 
( )2
1 2 2 2 2
3 11 , 1,2,3,4
2 2
ieq i
i
s s s
f C i
c c c c
ω ⎛ ⎞⋅⋅ ⋅= + + − =⎜ ⎟⎜ ⎟⎝ ⎠
c uc u u u  (47) 
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( )2
2 2 2 2 2
3 11 , 5,6,7,8
2 2
ieq i
i
s s s
f C i
c c c c
ω ⎛ ⎞⋅⋅ ⋅= + + − =⎜ ⎟⎜ ⎟⎝ ⎠
c uc u u u  (48) 
Where 
 
2
1 2
1
3
sc
c
ω = , and 
2
2 2
1
12
sc
c
ω =  (49) 
Equations (46)-(48) fulfill the three moments in Eqs.(18)-(20). In the case that the 
macroscopic velocity is much smaller than the lattice velocity ( 2/ 1c⋅u u ? ), the nonlinear terms 
in u  in Eq.(46)-(49), Inamuro et al., [2002], and the velocity product term u uα β  in Eq.(20) are 
negligible. 
 The LBM also suffers the same numerical instability as in other numerical methods when 
the Peclet number is high [Huyakorn and Pinder, 1983]. It has been found that keeping nonlinear 
terms in the EDFs for solving ADE are of importance especially when the local Peclet number is 
high while most of the studies only use linear terms [Inamuro et al., 2002; Zhang et al., 2002; 
Jimenez-Hornero et al., 2005]. To demonstrate this, it will be considered a one-dimensional 
steady-state transport problem with the boundary conditions: 
2
2
0(0)  and ( ) 0
dC d CU D
dx dx
C C C
⎧− =⎪⎨⎪ = ∞ =⎩
 (50) 
where 0 100C mg L= , 40.727 10 /U m s−= ×  and 5 21.885710 /D m s−= . The analytical solution is 
( )0 expC C Ux D= −  for 0x ≥ . The relaxation parameter τ  is set to be 1. The local Peclet 
number is defined as xPe U x D∆ = ∆ . The LBM solutions against the analytic solution with the 
Peclet number 0.5, 1, and 2 shown in Figure 2 clearly demonstrate the better results from the use 
of nonlinear EDFs. The use of linear EDFs gives the invalid solution for 2xPe∆ = . It is 
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concluded that the use of nonlinear EDFs is more rigorous than linear EDFs. If linear distribution 
functions are used to obtain accurate solutions, decreasing the lattice size is necessary such that 
the local Peclet number is less than 1. On the contrary, larger lattice sizes can be considered if 
nonlinear EDFs are used. Moreover, the linear simplification is more likely to reach negative 
values in the EDFs, which leads rapidly to numerical instabilities [Yu and Zhao, 2000]. 
Therefore, benefits from employing nonlinear EDFs include using larger lattice grid size, 
increasing computation efficiency, and reducing numerical instability.  
 
Figure 2. Comparison between the analytical and LBM results on concentration for different 
Peclet numbers xPe∆ : (a) linear EDFs and (b) Nonlinear EDFs. 
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CHAPTER 4. LATTICE BOLTZMANN MODEL FOR GROUNDWATER 
FLOW EQUATION 
 
4.1 Introduction 
Using LBM to solve the density-dependent groundwater flow equation has less numerical 
instability than the ADE because the groundwater flow equation principally is the pure diffusion 
type equation. Considering the freshwater specific storage is constant, we rearrange the 
groundwater flow equation such that the form is similar to Eq.(15) without advection:  
f f f
f f f f f
s s s
h K h K h SS
t x S x z S z S
φ φ⎛ ⎞ ⎛ ⎞∂ ∂ ∂∂ ∂⎜ ⎟ ⎜ ⎟= + +⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
 (51) 
where 
ff s
K S  is the hydraulic diffusion and  
( )( ) ( )1 1
f
fss
f ss s
f
hCSS K Q nE S
z t t
ρφ φ φρ
∂∂ ∂= − + − − −∂ ∂ ∂  (52) 
represents the sink/source term. /
fs
F SS S=  will be introduced to the LBM as a forcing term. 
From the previous section, we have  
( )2 12
f
f
s
s
K
c t
S
φ τ= − ∆  (53) 
for constant φ , fK  and fsS . Again, it can be adjusted both the relaxation parameter, τ , and the 
speed of sound, sc , to reveal the macroscopic property in Eq.(53) at each lattice grid and avoid 
numerical instability. The same as using LBM in solving the ADE, it is used the speed of sound 
to calculate the /
ff s
K Sφ  given a suitable relaxation parameter value. 
The EDFs for the groundwater flow equation Eq.(51) are   
eq
i fi
f h=∑  (54) 
0eqi ii f cα =∑  (55) 
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2eq
i i i f si
f c c h cα β αβδ=∑  (56) 
As for the pure diffusion type equation, a D2Q5 lattice is sufficient for solving the 
groundwater flow equation with less computation demand. The EDFs in D2Q5 are 
0 0
eq
ff h ω=  (57) 
1 for 1, 2,3, 4
eq
i ff h iω= =  (58) 
where 0 11 4ω ω= −  and 2 21 2sc cω =  
Next, we discuss the relationship between the speed of sound used in the groundwater 
flow equation and the real speed of sound in the saturated soil matrix. Equation (53) gives the 
squared sound speed 
( ) 12 12
f
f
s
s
K
c
t S
φτ −= − ∆  (59) 
The real speed of sound in the saturated sediment relates to the water density and the sediment 
compressibility is 
1
sound
s
c ρβ=  (60) 
The sediment compressibility sβ  is the combination of the water compressibility and soil 
compressibility, i.e., 
fs s f
S gβ ρ= . Combining Eq.(59) and Eq. (60), we obtain 
( ) 212 212 fs soundKc cg t
φτ −⎡ ⎤= −⎢ ⎥∆⎢ ⎥⎣ ⎦
 (61) 
The main physical factor in decreasing the real speed of sound in Eq. (61) is the hydraulic 
conductivity, which represents the loss of energy due to the viscosity of the water when flowing 
through a porous medium. In other words, the hydraulic conductivity can be interpreted as a 
damping factor to the real speed of sound in the saturated sediment. 
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4.2 Equivalent Squared Sound Speed for Streaming Across Heterogeneity 
To cope with the density variation in space and time, and hydraulic conductivity 
heterogeneity, the groundwater flow equation Eq.(51) involves the effective hydraulic 
conductivity e fK Kφ= . The multi-relaxation time (MRT) approach has been introduced to cope 
with the heterogeneity in dispersion coefficient Zhang et al., [2002]. However, in this study it is 
used the speed of sound, not the relaxation time, to cope with the spatial-temporal heterogeneity 
in the groundwater flow problem to avoid the potential numerical difficulty caused by the 
relaxation time close to 0.5. To do this, in each time step it is needed to modify the speed of 
sound in Eq.(53) to take into consideration the heterogeneity effect when the particle distribution 
functions stream to their neighboring lattice nodes. The modified speed of sound will affect the 
EDFs in Eqs. (57)-(58) for calculating the macroscopic fresh groundwater head.  
From the Darcy’s law, the Darcy velocity for one lattice path, say from 0 to i , across the 
effective hydraulic conductivity 0
eK  at point 0 and eiK  at point i  is  
( ) ( ) 011 10 02 if fe ej i h hq K K x
−− − −⎡ ⎤= +⎢ ⎥⎣ ⎦ ∆  (62) 
where 
0f
h  and 
if
h  are the fresh groundwater heads at point 0 and point i , respectively. 
Substituting e fK Kφ λ=  into Eq.(62), we obtain  
0
0
12 2
0 2
f i
i
s f f
i s s
S h h
q c c
c
−− − −⎡ ⎤= +⎣ ⎦  (63) 
where 
0
2
sc  and 
2
is
c  are the speed of sound at point 0 and point j , respectively. The net 
groundwater head difference along the path 0i  counting two opposite directions is 
00 0 0i ih f f∆ = − , which can be approximated by 00 0 0eq eqi ih f f∆ ≈ −  based on the expansion of the 
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distribution functions 0if  and  0if  around the equilibrium distribution functions. Using Eq. (58), 
we obtain 
000 1i
i
f fh h h ω∆ = − . The increment of groundwater due to 00h∆  is presented by 
( )200fw sV S h x∆ = ∆ ∆ , which generates the specific discharge as the following  
00 1f i
i
j s f fq S h h cω= −  (64) 
Substitute Eq. (64) to Eq. (63), and define the equivalent squared sound speed  
 
0
12 2 22
i is s s
c c c
−− −⎡ ⎤= +⎣ ⎦  (65) 
 
The new weighting factor depending on the lattice direction is obtained  
 
2
1 2
1
2
isi
c
c
ω =  (66) 
The new equilibrium distribution functions are 
0 0
eq
ff h ω=  (67) 
1 =1,2,3,4
eq i
i ff h iω=  (68) 
where 40 111
i
i
ω ω== −∑ . 
This study has developed a new approach to cope with the combination of density 
variation in space and time and hydraulic conductivity heterogeneity using the equivalent 
squared sound speed as derived in Eq.(65) for LBM. The new equilibrium distribution functions 
are revised accordingly to calculate the correct groundwater head. A similar approach can be 
applied to the heterogeneous dispersion coefficient in ADE. Nevertheless, this study will 
demonstrate the saltwater intrusion simulation using the lattice Boltzmann model in the 
heterogeneous aquifer with constant dispersion coefficient.  
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4.3 Advantages of Using 1τ =  
The choice of the relaxation parameter value 1τ =  makes  
( )12'( , ) ( , ) ( , ) ( , ) ( , ) ( , )eq eq eqi i i if t f t t g t F t g t t t F t t t= + ∆ + + ∆ + ∆ + ∆ + ∆i ix x x x x c x c  (69) 
and it dramatically reduces the programming effort in LBM because the new distribution 
functions ( ),if t t t+ ∆ + ∆x c  at new location and time only depends on the equilibrium 
distribution functions plus the source/sink terms, not the distribution functions ( ),f tx . Using 
1τ = , the groundwater head at a lattice node at a given time step streams to the neighboring 
lattice nodes after one lattice time step. The distribution of groundwater head after one time step 
represents a discretization of the distribution obtained analytically when the same head is 
released at the same point after a time equal to one time step, and both distributions keep the 
same zero, first and second moments. Therefore, the calculation of the head all over the domain 
is obtained considering that in each point there is a single release whose value is going to be 
distributed over the neighbor nodes after one time step, and this process do not depend on the 
head on the other nodes. 
Similarly in the transport equation, when considering 1τ = , solving the concentration of 
saltwater at the next time step is equivalent to calculate the spreading of the concentration at each 
node as a single release to the neighbor nodes after one time step, following a distribution that 
fulfilled Equations (18), (19) and (20). Once the spreading has been calculated (which 
corresponds to the streaming step), the new concentrations are calculated by summing up the 
concentrations that reach each node after the streaming process, which allows an easy 
implementation of different concentration boundary conditions.   
Another advantage of using 1τ =  is the reduction in computer memory demand. Since 
the collision equation is reduced to Eq.(69), and there is no need of storing three arrays for the 
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particles distributions (after collision, after streaming and equilibrium). Only equilibrium 
distribution functions are needed. In this study, it will be used 1τ =  for all the numerical 
examples. 
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CHAPTER 5. NUMERICAL IMPLEMENTATION 
 
5.1 Time Steps 
Before solving the coupled groundwater flow equation and mass transport equation, we 
need to determine proper time steps and lattice spacing to avoid numerical instability. For the 
simplicity purpose, the lattice spacing x z∆ = ∆  will be the same for both flow and transport 
equations. However, the time steps will be different in both equations according to the 
macroscopic parameters in the individual equations.  
For the constant dispersion coefficient, the transport time step is given by Eq.(45), 
( )2 12C st D c τ∆ = − . It is used 2 2 3sc c =  in our study because this relationship has been widely 
used in LBM in hydrodynamics [Chen and Doolen, 1998]. Therefore, the transport time step is   
( ) ( )1 22
3C
t x
D
τ −∆ = ∆  (70) 
The transport time step 2 6Ct x D∆ = ∆  for 1τ = . The choice of Ct∆  will be checked with the 
Courant number criterion 1Cx t∆ ∆ ≤ , the stability criterion ( )2 122 ( ) 2 3 1CD t x τ∆ ∆ = − ≤  [Press 
et al., 1992, p838], and the local Peclet number U x D∆ .  
The groundwater flow time step is determined by Eq.(53) with the maximum hydraulic 
conductivity value, and density ratio to be 1: ( )2 1max 2fh s st K S c τ∆ = − . Using 2 2 3sc c = , we 
obtain  
( ) ( )12 2
max3
fs
h
S
t x
K
τ −∆ = ∆  (71) 
 The choice of ht∆  will be checked with the stability criterion 
( )2 12max2 ( ) 2 3 1fh sK t S x τ∆ ∆ = − ≤ . The ratio of the time steps is obviously the ratio of the 
 29
maximum hydraulic diffusion coefficient to the dispersion coefficient max fC h st t K S D∆ ∆ = . For 
sandy soil with low dispersion, groundwater flow needs a smaller time step ( ( )1C ht t O∆ ∆ ? ) 
because groundwater head redistribution is much faster than the concentration redistribution. On 
the other hand, for the clayey soil and high dispersion, we have ( )1C ht t O∆ ∆ ? . The parameter 
values in the numerical examples are based on the Henry problem [Henry, 1964], which give the 
case ( )1C ht t O∆ ∆ ? . Therefore, the following numerical procedure is based on C t ht n t∆ = ∆ , 
where tn  is the number of flow time steps within one transport time step. However, the 
numerical implementation is easily changed for the case ( )1C ht t O∆ ∆ ? . 
Once ht∆  is determined by Eq.(71), the heterogeneous speed of sound is calculated by 
Eq.(59) based on the spatial-temporal heterogeneity from fK and φ . Then, the equivalent square 
sound speed is obtained by Eq.(65) to update the EDFs for groundwater head calculation. 
Given a set of initial conditions, boundary conditions and parameter values, an iterative 
procedure is necessary in each transport time step to solve the flow and transport equations 
simultaneously. First, the sink/source term SS  in Eq.(51) is calculated by the finite difference 
method at the middle of Ct∆ . The SS  and φ  remain constant within one transport time step. The 
fresh groundwater head is calculated at the tn  flow time steps. The groundwater head and flow 
velocities are calculate at the middle of Ct∆  and are assumed to be constant within the transport 
time step. Second, this flow field is introduced to the transport equation to calculate the saline 
concentration for one transport time step. The saline concentration and water density are 
calculated at the middle of Ct∆  in order to evaluate SS  at the first step. Due to the fact that the 
time step is very small in comparison with the time scale of the problem, this approach is good 
enough and do not make any significant impact on the calculation of the freshwater head during 
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one transport time step. The iterative procedure stops and moves to next transport time step when 
the convergence in the fresh groundwater head and saline concentration is met. 
5.2 Boundary Conditions 
This section discusses how the LBM handles the particle distribution functions in order to 
recover the right macroscopic boundary conditions. Since it is particularly considered the 
relaxation parameter 1τ = , the implementation of the boundary condition will affect only the 
equilibrium distribution functions. 
5.2.1 Dirichlet Boundary Condition 
LBM handles the Dirichlet boundary condition straightforwardly. The EDFs at the 
Dirichlet boundary nodes are calculated using Eqs. (46)-(48) and Eqs.(67)-(68) for salt 
concentration and groundwater head, respectively, once the C  and fh  values are given. 
5.2.2 Neumann Boundary Condition 
It is used two approaches to handle the Neumann boundary condition in LBM. If the 
derivative value is nonzero, e.g., X C A∂ = , the value at the boundary is obtained by the finite 
difference method, b nC C A x= + ∆ , where nC  is the value of the inner neighbor node in the 
perpendicular direction of the boundary. The EDFs at the Neumann boundary nodes are 
calculated using Eqs. (46)-(48)  given bC . If the no-flow boundary condition is considered, it is 
added pseudo nodes outside the boundary and give them zero hydraulic conductivity values. 
5.2.3 Cauchy Boundary Condition 
The Cauchy boundary condition is the combination of the Dirichlet boundary condition 
and Neumann boundary condition: X suC D C uC− ∂ = . sC  is the known value (e.g., seawater 
concentration) outside the boundary. Similar to the Neumann boundary condition, the value bC  
at the boundary is obtained by the finite difference method, 1 12( ) ( )b n b n sxD C C u C C uC∆− − + + = . 
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Again, the distribution functions at the Neumann-Cauchy boundary nodes are calculated using 
Eqs. (46)-(48)  given bC . 
5.2.4 Irregular Boundaries 
 The lattice Boltzmann method is still in its early stage of development when applied to 
solve ADE type equations, and applications of LBM to irregular boundaries are still under 
research. 
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CHAPTER 6. NUMERICAL EXAMPLES 
In this section, it is first verified the lattice Boltzmann BGK model under a specific 
groundwater flow problem where the analytical solution is available for the heterogeneous 
hydraulic conductivity distribution. Second, it is revisited the Henry problem [Henry, 1964] and 
compare our LBM results against the Henry analytical solution and other numerical methods 
under different boundary conditions for the transport problem at the seaside. Third, the LBM is 
demonstrated in a saltwater intrusion problem with two random fields of hydraulic conductivity. 
Finally, freshwater injection into sediment saturated with saltwater is simulated numerically 
using the technique proposed in this work. Computational costs of numerical examples will be 
presented in section 6.5. 
6.1 Verification 
This numerical example will verify the validity of using the equivalent squared sound 
speed proposed in Section 4.1 to cope with the hydraulic conductivity heterogeneity problem in 
LBM. Consider the steady-state groundwater flow in a two-dimensional rectangular aquifer, with 
dimensions 0 2x≤ ≤  and 0 1z≤ ≤ . The hydraulic conductivity distribution is 
0 exp( )K k ax bz= +  (72) 
where a  and b  are constant values. The boundary conditions are 
(0, ) exp( )
(2, ) exp( 2 )
( ,0) exp( )
( ,1) exp( )
h z M bz N
h z M a bz N
h x M ax N
h x M ax b N
= − +⎧⎪ = − − +⎪⎨ = − +⎪⎪ = − − +⎩
 (73) 
where M and N are constant values. The analytical solution for this problem is 
( , ) exp( )h x z M ax bz N= − − + . (74) 
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The parameter values for this groundwater flow model are listed in Table 1. Since we are 
interested in the steady-state solution, the value of the specific storage can be arbitrarily selected 
in the LBM. It should be noted that the specific storage value for the steady-state groundwater 
flow problem is not necessary for the finite element method (FEM), finite difference method 
(FDM), and other numerical methods. However, LBM is a time-marching method, which solves 
the transient problem to obtain the steady-state solution. More discussion about the time-
marching LBM to solve the steady-state Henry problem will be given in the next example. 
Nevertheless, the specific storage is chosen to be 10-6 1m− . The domain is discretized into 21 12×  
nodes. Although the grid is coarse, the equipotential lines shown in Figure 3 demonstrate the 
high accuracy of the LBM solution. The maximum difference between the analytical and the 
LBM solution is less than 135 10 m−× . 
Table 1. Parameter values for the verification problem. 
Parameters Value 
k0, [m/s] 10-4 
a, [-] ln(4)/2 
b, [-] ln(25) 
M, [m] 10 
N, [m] 1 
 
 
 
Figure 3. Comparison between analytical and LBM results on groundwater head. 
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6.2 The Henry Problem 
The Henry problem is one of the benchmark problems for validating the density-
dependent groundwater flow and mass transport models, especially for the saltwater intrusion 
problem in coastal aquifers. The Henry problem [Henry, 1964] considers the seawater intrusion 
in a rectangular confined aquifer with the aspect ratio of the length to the depth to be 2. It is 
considered a 1 m by 2 m aquifer. The parameter values are listed in Table 2. As shown in Figure 
4, a constant freshwater flux is applied to the left boundary at a rate of 56.6 10−× m3/s with zero 
saline concentration. A hydrostatic head boundary is applied to the right boundary. The upper 
and lower model boundaries are the no-flow boundary condition to the groundwater head and 
salt concentration. Initially, the aquifer is filled with freshwater. 
The lattice spacing is 0.05x∆ =  m in all numerical examples. The salt transport time step 
is 2 6 22.096Ct x D∆ = ∆ = s. For numerical stability criteria check, the local Peclet number is 0.5 
based on the inlet seepage velocity, the Courant number is 32.26 10 1−× ? , and    
22 ( ) 1/ 3 1CD t x∆ ∆ = ≤  because of 1τ = .  
Table 2. Parameter values for the Henry problem. 
Parameters Value 
D , dispersion coefficient, [m2/s] 1.8857 10-5 
fK , freshwater hydraulic conductivity, [m/s] 0.01 
inQ , inflow flux, [m
3/day-m] 5.702 
n , porosity, [-] 0.35 
fρ : freshwater density, [kg/m3] 1000 
sρ : seawater density, [kg/m3] 1025 
sC : seawater concentration, [kg/m
3] 35 
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Figure 4. Domain and boundary conditions for the Henry problem. 
The typical freshwater specific storage results in ( )1C ht t O∆ ∆ ? . Because groundwater 
head redistribution is much faster than the concentration redistribution, in one transport time step 
the groundwater always reaches the steady state. Therefore, the groundwater flow equation can 
be reduced to a Poisson equation. However, the LBM is a time-marching method, which still 
needs some sort of specific storage in order to evolve the particle distribution functions. It is 
introduced a pseudo time 't  and a pseudo specific storage 
fs
S′  to the groundwater flow equation 
to find the steady-state solution for each time transport time step: 
( )1
f f f f
f f f f f f
s s s s
h K h K h K nE C
t x S x z S z z S S t
φ φ φ φ⎛ ⎞ ⎛ ⎞ ⎛ ⎞∂ ∂ ∂∂ ∂ ∂ ∂⎜ ⎟ ⎜ ⎟ ⎜ ⎟= + + − −⎜ ⎟ ⎜ ⎟ ⎜ ⎟′ ′ ′ ′ ′∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 (75) 
It is given 410
fs
S −′ = m-1. Therefore, the flow time step is 64.1667 10ht −∆ = × s for 1τ = , which 
satisfies the numerical stability criterion. The steady-state head solution is obtained when the 
absolute error in head between two consecutive flow time steps in all nodes satisfies the 
convergence criterion ( 610 m− ). Also, when the relative errors in head and concentration are 
below 310− , LBM moves to the next transport time step.  
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6.2.1 Constant Concentration Boundary Condition 
Considering the constant concentration of salt at the seaside, Figure 5 shows the LBM 
results of the Henry problem against the Henry analytical solution recalculated by Segol [1994]. 
The 50% isochlor is almost exactly on the analytical solution. The 25%, 50% and 75% isochlors 
agree with the Henry analytical solution recalculated by Simpson and Clement [2004]. In Figure 
6, the flow field and the fresh groundwater head distributions demonstrate the seawater 
circulation from the sea floor into the aquifer and flushing out the aquifer [Cooper, 1964]. The 
maximum velocity maxu =0.00121 m/s  occurs at the upper right corner with a local Peclet 
number xPe∆ = 3.2033. The saltwater circulation is characterized by the interface of zero 
horizontal velocity in Figure 6. The zone below this interface represents the saltwater intrusion 
zone, where the flow is coming from the seaside. The zone above the interface represents the 
seaward flowing water from both the inland boundary and the returning seawater. The outflow 
region at the seaside boundary is 0.43 1z≤ ≤ . It notes in Figure 6 that the fresh groundwater 
equipotential lines are not perpendicular to the no-flow boundary because of the density 
variation. Instead, the salt groundwater equipotential lines are orthogonal to the impermeable 
boundaries. 
The LBM solution is obtained by running a transient problem for a four-hour simulation. 
Figure 7 shows temporal migration of the 50% isochlor. Similar to the observation in Pinder and 
Cooper [1970], the intrusion is fairly fast at the early period and the differences between two-
hour and four-hour 50% isochlors are very small. Thus, it is assumed that the salt transport will 
reach the steady state after four hours. The values of C  in Figure 5 using the LBM are provided 
in appendix A, Table 5. 
 
 37
 
Figure 5. Comparison of isochlors between the Henry solution (Segol, 1994) and the LBM 
solution with the Dirichlet boundary condition. 
 
 
Figure 6. Fresh groundwater head distribution and the flow field for the Henry problem with the 
Dirichlet boundary condition. The solid line represents the location of the zero horizontal 
velocity. 
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Figure 7. Transient solution of the 50% isochlor. 
6.2.2 Mixed Dirichlet-Neumann Boundary Condition 
A mixed Dirichlet-Neumann boundary condition for concentration at the seaside was 
initially suggested due to the numerical difficulties to impose the constant concentration where 
the water is flashed out the domain Segol et al., [1975]. The LBM did not show such a difficulty 
in section 6.2.1. Since then, many studies focus on the modified Henry problem with the 
Neumann boundary condition at a prescribe portion, i.e., 0C x∂ ∂ =  at 1 0.8z≤ ≤  for verifying 
the numerical results [Frind, 1982; Huyakorn et al., 1987; Simpson and Clement, 2003]. In this 
study, It is tested two mixed Dirichlet-Numerical boundary conditions in the LBM. The results 
are shown in Figure 8, where 0C x∂ ∂ =  is applied to 1 0.8z≤ ≤  and 1C =  is applied to 
0.8 0z< ≤ . The maximum velocity is maxu =0.00128 m s  with the local Peclet number 
xPe∆ = 3.3937. The isochlors larger than 50% merging at the seaside around 0.8z =  shows 
reasonable results due to the Dirichlet boundary condition (see Figure 5). The inflow and outflow 
is separated at 0.43z =  at the seaside boundary. Similar shape as in Figure 8 for isochlors larger 
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than 50% using prescribed Neumann boundary condition can be seen in Frind [1982], Boufadel 
et al., [1999] and Simpson and Clement [2003] although different conditions are used in the 
modified Henry problem.  
 
 
Figure 8. Isochlor distribution and flow field for the Henry problem with the specified mixed 
Dirichlet-Neumann boundary condition. The solid line represents the location of the zero 
horizontal velocity. 
 
A more convenient approach is to impose the boundary condition for concentrations at 
the seaside depending on the direction of the flow. In the area where the seawater is intruding the 
aquifer, Dirichlet boundary condition can be applied, while Neumann boundary condition must 
be applied where the flow is flashed out the aquifer. This has been implemented by Sherif et al., 
[1988] and Galeati et al., [1992]. In each time step, the locations where the boundary conditions 
are applied are updated. This is challenging because the groundwater head and saline 
concentration as well as the inflow-outflow division need to meet the convergence criteria in 
each transport time step. The resulted isochlors in Figure 9 show the isochlors larger than 75% 
merging at the seaside around 0.48z = , which is the inflow-outflow division. Again, the merging 
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is due to the Dirichlet boundary condition at 0 0.48z≤ ≤ . The merging will disappear if there is 
no specified Dirichlet boundary condition at the seaside. However, the 50% or larger isochlors in 
Galeati et al., [1992] do not reveal the similar shape as in Figure 9 when the flow-dependent 
Dirichlet-Neumann boundary condition is considered. Instead, the shapes of the isochlors in 
Voss and Souza [1987], Galeati et al., [1992], Oldenburg and Pruess [1995], and Sanz and Voss 
[2006] are very close to the results obtained by the mixed Neumann-Cauchy boundary condition, 
which will be demonstrated in the next section. 
 
Figure 9. Isochlor distribution and flow field for the Henry problem with the mixed Dirichlet-
Neumann boundary condition determined by the flow direction. The solid line represents the 
location of the zero horizontal velocity. 
 
No significant difference in isochlors for 0.8z <  in Figure 5 and Figure 8 make many 
numerical models look valid in the Henry problem. It also found that the isochlor difference 
between Figure 8 and Figure 9 is significant only for those isochlors close to the seaside 
boundary. Most intercode comparisons are made at 50% isochlor Huyakorn et al., [1987], which 
may not be sufficient. In other words, an invalid model may not be identified without 
comparison to the Henry analytical solution for 0.8z >  and for isochlors larger than 50%.  
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6.2.3 Mixed Neumann-Cauchy Boundary Condition 
 It is also presented the mixed Neumann-Cauchy boundary condition in the Henry 
problem because it is believed that this type of boundary condition is more suitable for the real 
saltwater intrusion problem. At the seaside, the Cauchy boundary condition X sD C uC uC− ∂ + =  
is applied to the inflow segment, and the Neumann boundary condition 0X C∂ =  is applied to the 
outflow segment. Figure 10 shows the flow field and isochlors, which are similar to Figure 9. 
However, the isochlor shapes close to the seaside boundary are quite different between these two 
figures. Without the Dirichlet boundary condition the mergent isochlors is not seen in Figure 10. 
The maximum velocity is maxu =0.00130 m s  with the local Peclet number xPe∆ = 3.4353 in this 
case. The inflow-outflow division is at 0.42z = . It is interesting to see the comparison between 
the LBM results with SUTRA [Segol, 1994; Sanz and Voss, 2006] in Figure 11. Although these 
two solutions are close to each other, the seaside boundary condition in SUTRA is not clear for 
the Henry problem [Segol, 1994; Sanz and Voss, 2006].  
 
 
Figure 10. Isochlor distribution and flow field for the Henry problem with the mixed Neumann-
Cauchy boundary condition determined by the flow direction. The solid line represents the 
location of the zero horizontal velocity. 
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Figure 11. Comparison of the isochlors for the Henry problem between SUTRA (Sanz and Voss, 
2006) and LBM results. LBM uses the mixed Neumann-Cauchy boundary condition determined 
by the flow direction. 
 
6.3 Saltwater Intrusion in Heterogeneous Aquifer 
Based on our literature review, it has not been found any studies using the lattice 
Boltzmann method to simulate saltwater intrusion in the heterogeneous hydraulic conductivity 
field. It will be considered two random fields to demonstrate the method proposed in section 4.1 
to handle the heterogeneity problem with the LBM.  
The hydraulic conductivity is considered as a second-order stationary random field. The 
spatial covariance for the logarithmic hydraulic conductivity ( 10log fK ) is described by an 
exponential model: 
( ) ( ) ( )2 22Cov , exp x zx zx z I Iδ δδ δ σ ⎡ ⎤= − +⎢ ⎥⎣ ⎦  (76) 
where xδ  and zδ  are the distance lags in x and z directions, respectively; xI  and zI  are the 
integral scales for x and z directions, respectively; and 2σ  is the unconditional variance. The 
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mean 10log 2Y K= = −  is the same as the 10log K  value in the Henry problem, and the LU 
decomposition method is used to generate realizations. The parameter values used in this section 
is the same as in Table 2 except for the hydraulic conductivity. The mixed Neumann-Cauchy 
boundary condition is considered at the seaside. The values of fK  in Figure 12 are provided in 
appendix B, Table 6. 
The correlated logarithmic fK  field shown in Figure 12 is generated using the structural 
parameters 0.5m/sσ = , 0.5xI = m, and 0.1zI = m. The hydraulic conductivity ranges 
44.984 10 0.1646fK
−× ≤ ≤ m/s . With the maximum fK  value, the flow time step is 
74.2413 10ht
−∆ = × s. It is obtained the maximum velocity 0.00198  m/s and the maximum local 
Peclet number 5.2604. Less saltwater intrusion is observed in Figure 12 in comparison with the 
homogeneous case. Larger flow velocities are also observed at the high fK areas.  
 
Figure 12. Isochlor distribution and flow field for the Henry problem with the correlated 
heterogeneous hydraulic conductivity field ( 0.5xI m= and 0.1zI m= ) using the mixed 
Neumann-Cauchy boundary condition. 
 
 44
 A second logarithmic fK distribution is generated using 0.5m/sσ =  and zero correlation 
lengths ( 0x zI I= = ), which is an uncorrelated random field shown in Figure 13. The fK  ranges 
42.832 10 0.4339fK
−× ≤ ≤ m/s . The values of fK  in Figure 13 are provided in appendix B, 
Table 7. It is obtained the maximum velocity 0.00189  m/s and the maximum local Peclet 
number 5.0172. The isochlors in Figure 13 are very close to those in Figure 10 in the 
homogeneous aquifer even though the flow pattern in Figure 13 is not distinct compared to 
Figure 12. This indicates that completely random heterogeneity is insignificant in changing the 
scale of the saltwater intrusion from that predicted using the mean fK  value. However, the 
correlated fK  field has significant impact on the saltwater intrusion result different from that 
obtained by the mean fK  field.  
 
Figure 13. Isochlor distribution and flow field for the Henry problem with the uncorrelated 
heterogeneous hydraulic conductivity field ( 0x zI I= = ) using the mixed Neumann-Cauchy 
boundary condition. 
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6.4 Freshwater Injection into a Saltwater Domain 
In this section, the proposed model is used to carry out numerical simulations of a 
hypothetical experiment. This experiment consists of injecting freshwater into a square domain 
containing sediment saturated with saltwater. The dimensions of the domain are one meter long 
and one meter high. The top boundary is impermeable as well as the bottom one. The boundary 
conditions at the left and right boundaries of the domain are similar: hydrostatic pressure for 
seawater and mixed Cauchy-Neumann for the transport problem. Initially, the domain is 
saturated with saltwater. Then, in a point located 0.1m above the bottom in the vertical axis of 
symmetry, freshwater is injected at a rate of 6 32.778 10 m /s−⋅ . Figure 14 shows the domain and 
boundary conditions.  
 
Figure 14. Domain and boundary conditions for the injection experiment. 
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A rectangular mesh has been used with 21.639 10 mx −∆ ≈ ⋅ , and a 32 hours simulation has 
been carried out. Two simulations have been performed: the first one corresponds to a 
homogeneous value of the hydraulic conductivity; the second one corresponds to a 
heterogeneous hydraulic conductivity field with a given covariance structure. 
6.4.1 Homogeneous Hydraulic Conductivity Field 
 Table 3 shows the parameters used in this simulation. The hydraulic conductivity, fK , is 
homogeneous equal to 0.01 m/s . With this fK value, the flow time step is 
34.479 10 sht
−∆ = ×  
and the transport time step, 23.75 sCt∆ = . The convergence criterion for groundwater head such 
that almost steady-state has been reached was set up to 810− m. This value has a special 
importance because the compressibility of the problem depends on it, and the lower convergence 
criterion, the more incompressible the flow becomes. On the other hand, it is advisable to 
increase this value in order to speed up the simulation as long as the compressibility effect is 
weak. In this experiment, as a consequence of the compressibility effect, values of concentration 
higher than 100% are obtained during the simulation. However, these values never exceed 105%. 
Table 3. Parameter values for the injection problem. 
Parameters Value 
D , dispersion coefficient, [m2/s] 1.8857 10-6 
fK , freshwater hydraulic conductivity, [m/s] 0.01 
injQ , freshwater injection, [m
3/s] 2.778 10-6 
n , porosity, [-] 0.35 
fρ : freshwater density, [kg/m3] 1000 
sρ : seawater density, [kg/m3] 1025 
sC : seawater concentration, [kg/m
3] 35 
 
Figure 15 shows the saline concentrations at different times. It can be observed the 
development of a plume with lower concentration around the injection point.  
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The advection is produced by two factors: first the increase of head in the injection point, 
and second the buoyancy force due to the dependency of the density on the saline concentration. 
In this particular case, the buoyancy has a strong effect that makes the plume to grow upwards 
without touching the bottom despite of the closeness of the injection point.  
The development of the plume induces flow circulation. In the earliest stages, two 
vortexes appear at both sides of the injection point, moving clockwise the right one and 
anticlockwise the left one. These vortexes grow in time until they touch the right and left 
boundaries. At that time, the flow is moving upwards in the vertical axis of symmetry, and 
horizontal close to the left and right boundaries.  
In the earliest times, the growing of the plume is very fast due the high gradients in 
concentration, then growing slower as the time advance and the gradient becomes smoother. 
A steady state solution was not reached. On the contrary, the saline distribution keeps 
changing periodically after around 9 hours of simulation with an approximated period of 6 hours 
and 20 minutes. Figure 16 shows the isochlors lines at six different instants during one period 
time. The dash line represents the 80% isochlors line, which is the one that suffers more variation 
within one period. 
Another detail that might call the attention is the fact that at the injection point, the 
concentration remains almost constant with a value close to 40%. 
6.4.2 Heterogeneous Hydraulic Conductivity Field 
Table 4 shows the parameters used when a heterogeneous hydraulic conductivity is 
considered. The fK is heterogeneous and ranges 
3 21.784 10 3.2099 10fK
− −× ≤ ≤ × . As in section 
6.3, the heterogeneous logarithmic hydraulic conductivity field has been generated by means of 
the LU decomposition method. The spatial covariance for the logarithmic fK has been an 
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exponential model, keeping the mean value equal to the hydraulic conductivity used in the 
homogeneous case. 
 
Figure 15. Saline concentration distribution and flow field: after (a) 10 minutes; (b) 30 
minutes; (c) 1 hours; (d) 2 hours; (e) 4 hours; (f) 8 hours. 
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Figure 16. Isochlors distribution for concentration and flow field: after (a) 9 hours; (b) 10 hours; 
(c) 11 hours; (d) 12 hours; (e) 13 hours; (f) 14 hours. 
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With this maximum fK value, the flow time step is 
31.395 10ht
−∆ = × s, and the transport time 
step is 23.75 sCt∆ = . The convergence criterion for groundwater head such that almost steady-
state has been reached was set up to 910− m. As a consequence of the compressibility effect, 
values of concentration higher than 100% are obtained during the simulation. However, these 
values never exceed 105%. 
Table 4. Parameter values for the injection problem. 
Parameters Value 
D , dispersion coefficient, [m2/s] 1.8857 10-6 
fK , mean freshwater hydraulic conductivity, [m/s] 0.01 
injQ , freshwater injection, [m
3/s] 2.778 10-6 
n , porosity, [-] 0.35 
fρ : freshwater density, [kg/m3] 1000 
sρ : seawater density, [kg/m3] 1025 
sC : seawater concentration, [kg/m
3] 35 
:σ  standard deviation for log fK [m/s] 0.25 
xI : horizontal integral scale, [m] 0.5 
zI : vertical integral scale, [m] 0.1 
 
 
Figure 17 shows the saline concentrations at different times. It can be observed that the 
development of the plume, compared to the plume in the homogeneous case (see figure 15), 
follows a very similar pattern and differences can be only observed locally due to the effect of 
the local flow field. Again, the plume doesn’t touch the bottom boundary due to the strength of 
the buoyancy effect. 
A steady state solution was not reached in the heterogeneous case either. On the contrary, 
the saline distribution keeps changing periodically after around 9 hours of simulation with the 
same period that the homogeneous case. Figure 18 shows the isochlors lines at six different 
instants during one period time. The dash line represents the 80% isochlors line, which is the one 
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that suffers more variation within one period. However, the changes in the heterogeneous case 
are smaller than in the homogeneous case. 
Also in the heterogeneous case, the concentration at the injection point remains almost 
constant in time, being in this case slightly higher than the homogeneous case.  
6.5 Computational Cost 
 All the numerical examples were carried out in a laptop with the following features: 
- Microprocessor: AMD TurionTM 64x2 Dual-Core Mobile Technology TL-52 
(1.6GHz). 
- RAM memory: 1GB 
Table 5 shows time and memory usage in all numerical examples carried out in section 6. 
In sections 6.2 and 6.3, the simulations were carried out for four hours. In section 6.4, the 
simulations were carried out for thirty-two hours. 
Table 5. Computational cost. 
Section Description Number of nodes 
First time 
step (s) Time (s) Difference (s) 
Memory usage 
(KB) 
6.2.1 Henry P: Dirichlet BC 41x21 35 120 85 1760 
6.2.2 Henry P: Prescribed Dirichlet-Neumann BC 41x21 35 121 86 1760 
6.2.2 Henry P:  Dirichlet-Neumann BC 41x21 47 129 82 1760 
6.2.3 Henry P:  Cauchy-Neumann BC 41x21 47 125 78 1760 
6.3 
Heterogeneous Henry P: 
correlated fK  41x21 95 156 61 1788 
6.3 
Heterogeneous Henry P: 
uncorrelated fK  41x21 381 612 231 1788 
6.4.1 Homogeneous injection 63x63 19 1098 1079 4044 
6.4.1 Heterogeneous injection 63x63 23 2470 2447 4096 
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Figure 17. Saline concentration distribution and flow field: after (a) 10 minutes; (b) 30 minutes; 
(c) 1 hour; (d) 2 hours; (e) 4 hours; (f) 8 hours. 
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Figure 18. Isochlors distribution for concentration, flow field and hydraulic conductivity field: 
after (a) 9 hours; (b) 10 hours; (c) 11 hours; (d) 12 hours; (e) 13 hours; (f) 14 hours 
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CHAPTER 7. SUMMARY AND CONCLUSIONS 
7.1 Summary 
The LBM is a promising numerical method still in its early stages of development in its 
application to solve ADE type equations. 
In this thesis, first a review of the most commons approaches to solve the saltwater 
intrusion problem has been provided, as well as a general view of the state of the art in the 
application of the LBM, especially to solve the advection dispersion equation. Second, the 
governing equations for the saltwater intrusion problem have been presented in detail, explaining 
the influence of the density variability due to changes in saline concentration. Third, an 
introduction to the LBM explains the main features of this innovative numerical method. Fourth, 
the general Advection-Diffusion Equation up to second order has been recovered at macroscopic 
scale by means of the Chapman-Enskog expansion. Fifth, a new LBM capable to solve the 
governing equations and to handle heterogeneity in the hydraulic diffusion coefficient was 
developed. Sixth, the implementation of the method and boundary conditions were presented. 
And Seventh, a few numerical examples were carried out to test the validity of the LBM to 
handle saltwater intrusion problems. 
7.2 Conclusions 
It has been showed the innovation of applying the lattice Boltzmann method (LBM) to 
the saltwater intrusion simulation in coastal aquifers. Some key conclusions are followings.   
Keeping nonlinear terms in the equilibrium distribution functions (EDFs) and using more 
lattice directions (e.g., D2Q9) increase the accuracy of the LBM solution for solving the mass 
transport equation with high mesh Peclet number. Linear EDFs and less lattice directions (e.g., 
D2Q5) are sufficient for solving the groundwater flow equation, even though it is complex in the 
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saltwater intrusion problem, and the mass transport problem when the mesh Peclet number is low 
enough due to a high grid resolution. 
The explicit relationship between the aquifer parameters and the parameters of the LBM 
give a way to avoid the LBM numerical instability. Computationally speaking, it is affordable to 
use a relaxation parameter equal to one when solving the Henry problem, which is very helpful 
to ensure the stability of the LBM.  Also, the square of the sound speed is set up to be one-third 
of the square of the lattice speed to find the appropriate lattice time step.  
It is surprising to see that in the Henry problem the lattice time step for the groundwater 
flow problem is much smaller than the lattice time step for the mass transport problem. This is 
because the hydraulic diffusion is much larger than the dispersion coefficient in the Henry 
problem. 
The ease of use of the LBM implementation has been shown for the relaxation parameter 
to be 1. The particle distribution functions are only updated using the equilibrium distribution 
functions (EDFs), which allow us to reduce computer memory demand and easily handle 
different boundary conditions. 
It has been demonstrated the capability of the LBM to handle mixed boundary conditions 
at the seaside for the Henry problem. The isochlors away from the seaside under different 
concentration boundary conditions at the seaside do not show significant difference, which 
indicates that the meaningful model verification should be checked close to the seaside 
boundary, and based on the shape and location of the isochlors.  
The use of the equivalent squared speed of sound is found to be an effective approach to 
deal with the spatial-temporal heterogeneity. It has been demonstrated the validation of this 
innovative approach in an example where an analytical solution is available for heterogeneous 
hydraulic conductivity. In the Henry problem, examples with correlated and uncorrelated random 
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hydraulic conductivity ( )fK  distributions show reasonable flow fields and isochlor distributions. 
It has been found that completely random heterogeneity in fK is insignificant in changing the 
scale of the saltwater intrusion from that predicted using the mean fK value. However, the 
correlated fK field has significant impact on the saltwater intrusion, resulting different from that 
obtained by the mean fK field.  
The LBM has demonstrated capability to solve problems where the buoyancy forces due 
to the variability of the density dominate the flow field. Two cases were considered: one with 
homogeneous fK  and another one with heterogeneous fK . In the second case, it was used the 
same covariance structure that was used in the heterogeneous and correlated Henry problem, but 
with half the standard deviation. The isochlors lines are very close with those obtained in the 
homogeneous case, while in the Henry problem higher deviations from the homogeneous case 
where found. This might be because of the lower value of the standard deviation used in the 
injection problem. However, one realization for each case is not enough to conclude if the mean 
value can qualitatively well represents any heterogeneity for a given covariance structure.  
It has been surprising to find out that the injection problem does not reach a steady state. 
On the contrary, it reaches a periodic solution. Since few problems reach periodic solutions, this 
may be proposed as a test for numerical codes solving variable-density driven flows. 
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APPENDIX A: SALINE CONCENTRATION VALUES FOR THE HENRY 
PROBLEM USING LBM 
 
Table 5. Saline concentration values in percentage for the classic Henry problem using LBM 
after four hours simulation. 
X/Z 0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 
0 0 0 0 0 0 0 0 0 0 0 0 
0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.25 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 
0.30 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 
0.35 0.02 0.02 0.02 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01 
0.40 0.04 0.03 0.03 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.01 
0.45 0.06 0.06 0.06 0.05 0.05 0.04 0.04 0.03 0.03 0.03 0.02 
0.50 0.10 0.09 0.09 0.09 0.08 0.07 0.06 0.06 0.05 0.04 0.03 
0.55 0.16 0.15 0.15 0.14 0.13 0.12 0.10 0.09 0.08 0.06 0.05 
0.60 0.25 0.25 0.24 0.23 0.21 0.19 0.17 0.14 0.12 0.10 0.08 
0.65 0.41 0.40 0.39 0.36 0.33 0.30 0.26 0.22 0.19 0.16 0.13 
0.70 0.64 0.64 0.61 0.58 0.52 0.47 0.41 0.35 0.29 0.24 0.20 
0.75 1.01 1.00 0.96 0.90 0.82 0.72 0.63 0.53 0.44 0.36 0.29 
0.80 1.56 1.55 1.49 1.38 1.25 1.10 0.95 0.81 0.67 0.55 0.44 
0.85 2.38 2.35 2.26 2.09 1.89 1.66 1.43 1.20 0.99 0.81 0.64 
0.90 3.56 3.51 3.36 3.11 2.80 2.45 2.10 1.76 1.45 1.17 0.93 
0.95 5.21 5.13 4.91 4.53 4.06 3.55 3.03 2.53 2.08 1.68 1.33 
1 7.44 7.34 7.01 6.46 5.77 5.03 4.29 3.58 2.94 2.37 1.88 
1.05 10.37 10.22 9.76 8.98 8.02 6.98 5.94 4.96 4.06 3.27 2.59 
1.10 14.08 13.86 13.23 12.17 10.86 9.46 8.06 6.73 5.52 4.45 3.53 
1.15 18.58 18.29 17.45 16.06 14.36 12.53 10.69 8.95 7.36 5.94 4.72 
1.20 23.84 23.48 22.41 20.65 18.51 16.20 13.87 11.65 9.61 7.79 6.20 
1.25 29.75 29.31 28.01 25.88 23.28 20.46 17.61 14.87 12.32 10.03 8.02 
1.30 36.17 35.65 34.13 31.65 28.60 25.27 21.88 18.59 15.51 12.70 10.21
1.35 42.89 42.31 40.59 37.80 34.35 30.56 26.65 22.81 19.17 15.82 12.81
1.40 49.73 49.10 47.22 44.19 40.42 36.22 31.85 27.50 23.31 19.40 15.84
1.45 56.50 55.84 53.85 50.66 46.66 42.17 37.42 32.61 27.91 23.44 19.32
1.50 63.04 62.36 60.33 57.07 52.96 48.27 43.25 38.08 32.94 27.96 23.28
1.55 69.22 68.55 66.52 63.29 59.18 54.44 49.27 43.85 38.36 32.93 27.73
1.60 74.95 74.30 72.33 69.22 65.23 60.56 55.38 49.85 44.13 38.36 32.69
1.65 80.17 79.55 77.68 74.78 71.02 66.56 61.52 56.02 50.21 44.21 38.18
1.70 84.83 84.25 82.54 79.90 76.48 72.35 67.59 62.30 56.55 50.48 44.22
1.75 88.90 88.37 86.85 84.56 81.55 77.87 73.55 68.62 63.13 57.17 50.85
1.80 92.35 91.90 90.61 88.71 86.21 83.09 79.35 74.96 69.94 64.31 58.15
1.85 95.18 94.81 93.79 92.34 90.41 87.96 84.94 81.30 76.99 71.99 66.30
1.90 97.37 97.11 96.41 95.44 94.14 92.45 90.31 87.63 84.34 80.36 75.62
1.95 98.95 98.82 98.47 98.00 97.36 96.50 95.38 93.91 92.03 89.64 86.65
2 100 100 100 100 100 100 100 100 100 100 100 
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        (table 5 cont.) 
X/Z 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1 
0 0 0 0 0 0 0 0 0 0 0 
0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.35 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
0.40 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
0.45 0.02 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 
0.50 0.03 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01 
0.55 0.04 0.03 0.03 0.02 0.02 0.01 0.01 0.01 0.01 0.01 
0.60 0.07 0.05 0.04 0.03 0.03 0.02 0.02 0.01 0.01 0.01 
0.65 0.10 0.08 0.06 0.05 0.04 0.03 0.02 0.02 0.02 0.02 
0.70 0.16 0.12 0.10 0.07 0.06 0.04 0.04 0.03 0.03 0.02 
0.75 0.23 0.18 0.14 0.11 0.08 0.07 0.05 0.04 0.04 0.03 
0.80 0.35 0.27 0.21 0.16 0.12 0.09 0.07 0.06 0.05 0.05 
0.85 0.51 0.39 0.30 0.23 0.17 0.13 0.10 0.08 0.07 0.07 
0.90 0.73 0.57 0.43 0.33 0.25 0.19 0.14 0.11 0.10 0.09 
0.95 1.04 0.81 0.61 0.46 0.35 0.26 0.20 0.16 0.13 0.12 
1.00 1.46 1.13 0.86 0.64 0.48 0.36 0.27 0.21 0.18 0.17 
1.05 2.02 1.55 1.18 0.88 0.65 0.48 0.36 0.28 0.24 0.22 
1.10 2.75 2.11 1.60 1.19 0.88 0.65 0.49 0.38 0.32 0.30 
1.15 3.68 2.83 2.14 1.60 1.18 0.87 0.64 0.50 0.41 0.39 
1.20 4.85 3.74 2.83 2.11 1.56 1.14 0.84 0.65 0.54 0.50 
1.25 6.30 4.87 3.69 2.76 2.03 1.49 1.10 0.84 0.69 0.64 
1.30 8.07 6.25 4.76 3.57 2.63 1.92 1.41 1.07 0.88 0.82 
1.35 10.18 7.94 6.07 4.56 3.37 2.46 1.80 1.36 1.11 1.04 
1.40 12.68 9.95 7.65 5.77 4.27 3.12 2.28 1.72 1.40 1.30 
1.45 15.60 12.34 9.55 7.24 5.37 3.93 2.87 2.15 1.74 1.62 
1.50 18.98 15.15 11.82 9.01 6.72 4.92 3.59 2.67 2.16 2.00 
1.55 22.86 18.43 14.51 11.14 8.35 6.13 4.46 3.32 2.67 2.46 
1.60 27.28 22.24 17.69 13.71 10.34 7.62 5.54 4.10 3.28 3.02 
1.65 32.28 26.66 21.45 16.79 12.77 9.46 6.88 5.06 4.02 3.70 
1.70 37.93 31.77 25.92 20.54 15.78 11.75 8.56 6.26 4.94 4.53 
1.75 44.30 37.70 31.24 25.12 19.54 14.68 10.72 7.80 6.09 5.56 
1.80 51.56 44.68 37.71 30.86 24.39 18.55 13.62 9.87 7.62 6.92 
1.85 59.98 53.11 45.83 38.37 30.99 24.01 17.83 12.91 9.83 8.87 
1.90 70.10 63.79 56.73 49.05 40.97 32.81 25.04 18.38 13.90 12.49
1.95 82.93 78.39 72.91 66.43 58.94 50.53 41.50 32.67 26.30 24.18
2.00 100 100 100 100 100 100 100 100 100 100 
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APPENDIX B: HYDRAULIC CONDUCTIVITY VALUES FOR 
HETEROGENEOUS PROBLEMS 
 
Table 6. Hydraulic conductivity values in meters per second for the Henry problem in correlated 
heterogeneous aquifer. 
X / Z  0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 
0 0.0665 0.0051 0.0082 0.0015 0.0070 0.0086 0.0058 0.0148 0.0205 0.0117 0.0264 
0.05 0.0387 0.0087 0.0150 0.0032 0.0039 0.0048 0.0039 0.0165 0.0088 0.0260 0.0197 
0.10 0.0389 0.0094 0.0094 0.0104 0.0044 0.0023 0.0049 0.0139 0.0077 0.0137 0.0152 
0.15 0.0336 0.0182 0.0267 0.0340 0.0071 0.0027 0.0072 0.0069 0.0083 0.0228 0.0217 
0.20 0.0548 0.0198 0.0183 0.0437 0.0119 0.0058 0.0065 0.0085 0.0082 0.0298 0.0331 
0.25 0.0661 0.0271 0.0128 0.0333 0.0173 0.0131 0.0023 0.0073 0.0098 0.0253 0.0925 
0.30 0.0524 0.0244 0.0222 0.0275 0.0094 0.0094 0.0028 0.0047 0.0126 0.0281 0.0741 
0.35 0.0161 0.0189 0.0272 0.0157 0.0101 0.0059 0.0050 0.0062 0.0081 0.0603 0.1146 
0.40 0.0242 0.0128 0.0141 0.0165 0.0106 0.0111 0.0088 0.0118 0.0189 0.0636 0.0815 
0.45 0.0207 0.0095 0.0047 0.0115 0.0098 0.0079 0.0190 0.0167 0.0305 0.0412 0.0936 
0.50 0.0223 0.0142 0.0099 0.0244 0.0069 0.0100 0.0304 0.0852 0.0487 0.0330 0.1057 
0.55 0.0308 0.0127 0.0071 0.0270 0.0102 0.0248 0.0236 0.1646 0.0736 0.0212 0.0457 
0.60 0.0555 0.0157 0.0063 0.0201 0.0147 0.0277 0.0254 0.0577 0.0803 0.0213 0.0307 
0.65 0.0645 0.0110 0.0094 0.0244 0.0207 0.0422 0.0305 0.0414 0.0450 0.0188 0.0252 
0.70 0.0342 0.0169 0.0084 0.0160 0.0200 0.0116 0.0172 0.0389 0.0298 0.0173 0.0271 
0.75 0.0271 0.0163 0.0100 0.0144 0.0212 0.0069 0.0294 0.0255 0.0322 0.0187 0.0234 
0.80 0.0518 0.0304 0.0060 0.0297 0.0119 0.0116 0.0270 0.0270 0.0308 0.0085 0.0181 
0.85 0.0874 0.0495 0.0239 0.0342 0.0118 0.0107 0.0272 0.0114 0.0138 0.0069 0.0143 
0.90 0.0636 0.0486 0.0289 0.0212 0.0161 0.0193 0.0164 0.0130 0.0080 0.0084 0.0067 
0.95 0.0982 0.0403 0.0276 0.0329 0.0280 0.0238 0.0158 0.0171 0.0074 0.0057 0.0063 
1 0.0366 0.0595 0.0291 0.0344 0.0179 0.0259 0.0282 0.0386 0.0086 0.0077 0.0057 
1.05 0.0269 0.0654 0.0237 0.0178 0.0116 0.0179 0.0178 0.0447 0.0106 0.0064 0.0049 
1.10 0.0378 0.0513 0.0217 0.0116 0.0181 0.0098 0.0172 0.0489 0.0248 0.0087 0.0093 
1.15 0.0106 0.0511 0.0147 0.0136 0.0108 0.0056 0.0119 0.0351 0.0298 0.0104 0.0139 
1.20 0.0062 0.0388 0.0159 0.0159 0.0144 0.0036 0.0114 0.0334 0.0248 0.0116 0.0310 
1.25 0.0043 0.0204 0.0207 0.0134 0.0221 0.0033 0.0122 0.0403 0.0253 0.0141 0.0301 
1.30 0.0031 0.0110 0.0187 0.0147 0.0114 0.0052 0.0089 0.0163 0.0295 0.0333 0.0096 
1.35 0.0039 0.0070 0.0194 0.0137 0.0063 0.0044 0.0070 0.0311 0.0187 0.0270 0.0115 
1.40 0.0032 0.0061 0.0115 0.0061 0.0023 0.0057 0.0076 0.0482 0.0319 0.0243 0.0178 
1.45 0.0024 0.0071 0.0095 0.0028 0.0011 0.0043 0.0107 0.0408 0.0711 0.0197 0.0427 
1.50 0.0009 0.0049 0.0138 0.0028 0.0013 0.0034 0.0074 0.0227 0.0685 0.0184 0.0235 
1.55 0.0016 0.0076 0.0167 0.0013 0.0009 0.0028 0.0057 0.0326 0.0237 0.0146 0.0258 
1.60 0.0018 0.0079 0.0152 0.0016 0.0015 0.0023 0.0055 0.0262 0.0358 0.0135 0.0219 
1.65 0.0044 0.0066 0.0163 0.0029 0.0009 0.0040 0.0050 0.0289 0.0376 0.0141 0.0374 
1.70 0.0046 0.0089 0.0238 0.0020 0.0006 0.0011 0.0057 0.0215 0.0435 0.0190 0.0370 
1.75 0.0044 0.0095 0.0109 0.0011 0.0024 0.0009 0.0049 0.0431 0.0200 0.0142 0.0193 
1.80 0.0079 0.0091 0.0136 0.0018 0.0021 0.0005 0.0063 0.0169 0.0175 0.0079 0.0147 
1.85 0.0084 0.0120 0.0068 0.0028 0.0016 0.0008 0.0056 0.0166 0.0146 0.0080 0.0078 
1.90 0.0057 0.0139 0.0076 0.0012 0.0012 0.0012 0.0036 0.0120 0.0091 0.0084 0.0176 
1.95 0.0074 0.0203 0.0074 0.0006 0.0011 0.0036 0.0049 0.0203 0.0154 0.0033 0.0122 
2 0.0124 0.0436 0.0159 0.0007 0.0010 0.0037 0.0143 0.0158 0.0243 0.0050 0.0049 
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   (table 6 cont.) 
X / Z  0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1 
0 0.0394 0.0297 0.0030 0.0063 0.0620 0.0020 0.0042 0.0042 0.0284 0.0690 
0.05 0.0685 0.0244 0.0031 0.0108 0.0586 0.0043 0.0043 0.0046 0.0196 0.0831 
0.10 0.0473 0.0332 0.0047 0.0096 0.0334 0.0054 0.0048 0.0053 0.0193 0.0435 
0.15 0.0339 0.0792 0.0062 0.0289 0.0368 0.0041 0.0041 0.0078 0.0103 0.0149 
0.20 0.0736 0.1024 0.0102 0.0198 0.0387 0.0025 0.0047 0.0112 0.0069 0.0042 
0.25 0.0416 0.1097 0.0126 0.0174 0.0192 0.0017 0.0040 0.0103 0.0059 0.0053 
0.30 0.0914 0.0550 0.0131 0.0097 0.0069 0.0017 0.0039 0.0146 0.0073 0.0085 
0.35 0.1069 0.0275 0.0065 0.0091 0.0056 0.0017 0.0081 0.0125 0.0082 0.0144 
0.40 0.1493 0.0099 0.0046 0.0079 0.0037 0.0009 0.0098 0.0075 0.0203 0.0181 
0.45 0.0793 0.0087 0.0046 0.0097 0.0023 0.0022 0.0060 0.0077 0.0142 0.0138 
0.50 0.0620 0.0151 0.0040 0.0122 0.0052 0.0015 0.0057 0.0086 0.0148 0.0093 
0.55 0.0263 0.0430 0.0069 0.0285 0.0042 0.0015 0.0029 0.0094 0.0167 0.0134 
0.60 0.0394 0.0131 0.0061 0.0179 0.0022 0.0014 0.0021 0.0169 0.0269 0.0333 
0.65 0.0355 0.0196 0.0081 0.0107 0.0041 0.0011 0.0034 0.0185 0.0184 0.0518 
0.70 0.0236 0.0202 0.0245 0.0139 0.0054 0.0025 0.0042 0.0191 0.0383 0.0993 
0.75 0.0177 0.0185 0.0216 0.0400 0.0049 0.0023 0.0015 0.0246 0.0731 0.0672 
0.80 0.0268 0.0111 0.0408 0.0158 0.0050 0.0036 0.0020 0.0561 0.0219 0.0455 
0.85 0.0189 0.0150 0.0498 0.0310 0.0020 0.0036 0.0022 0.0374 0.0307 0.0459 
0.90 0.0083 0.0089 0.0714 0.0126 0.0049 0.0036 0.0048 0.0315 0.0594 0.0277 
0.95 0.0056 0.0105 0.0278 0.0145 0.0097 0.0043 0.0037 0.0351 0.0691 0.0195 
1 0.0028 0.0106 0.0336 0.0103 0.0074 0.0031 0.0020 0.0253 0.0947 0.0143 
1.05 0.0039 0.0061 0.0485 0.0149 0.0090 0.0040 0.0023 0.0217 0.0392 0.0185 
1.10 0.0029 0.0065 0.0217 0.0110 0.0061 0.0057 0.0078 0.0121 0.0325 0.0086 
1.15 0.0040 0.0071 0.0102 0.0238 0.0080 0.0024 0.0156 0.0068 0.0426 0.0066 
1.20 0.0030 0.0084 0.0133 0.0132 0.0074 0.0054 0.0157 0.0049 0.0215 0.0089 
1.25 0.0043 0.0204 0.0207 0.0134 0.0221 0.0033 0.0122 0.0403 0.0253 0.0141 
1.30 0.0031 0.0110 0.0187 0.0147 0.0114 0.0052 0.0089 0.0163 0.0295 0.0333 
1.35 0.0039 0.0070 0.0194 0.0137 0.0063 0.0044 0.0070 0.0311 0.0187 0.0270 
1.40 0.0032 0.0061 0.0115 0.0061 0.0023 0.0057 0.0076 0.0482 0.0319 0.0243 
1.45 0.0024 0.0071 0.0095 0.0028 0.0011 0.0043 0.0107 0.0408 0.0711 0.0197 
1.50 0.0009 0.0049 0.0138 0.0028 0.0013 0.0034 0.0074 0.0227 0.0685 0.0184 
1.55 0.0016 0.0076 0.0167 0.0013 0.0009 0.0028 0.0057 0.0326 0.0237 0.0146 
1.60 0.0018 0.0079 0.0152 0.0016 0.0015 0.0023 0.0055 0.0262 0.0358 0.0135 
1.65 0.0044 0.0066 0.0163 0.0029 0.0009 0.0040 0.0050 0.0289 0.0376 0.0141 
1.70 0.0046 0.0089 0.0238 0.0020 0.0006 0.0011 0.0057 0.0215 0.0435 0.0190 
1.75 0.0044 0.0095 0.0109 0.0011 0.0024 0.0009 0.0049 0.0431 0.0200 0.0142 
1.80 0.0079 0.0091 0.0136 0.0018 0.0021 0.0005 0.0063 0.0169 0.0175 0.0079 
1.85 0.0084 0.0120 0.0068 0.0028 0.0016 0.0008 0.0056 0.0166 0.0146 0.0080 
1.90 0.0057 0.0139 0.0076 0.0012 0.0012 0.0012 0.0036 0.0120 0.0091 0.0084 
1.95 0.0074 0.0203 0.0074 0.0006 0.0011 0.0036 0.0049 0.0203 0.0154 0.0033 
2 0.0124 0.0436 0.0159 0.0007 0.0010 0.0037 0.0143 0.0158 0.0243 0.0050 
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Table 7. Hydraulic conductivity values in meters per second for the Henry problem in 
uncorrelated heterogeneous aquifer. 
X / Z  0 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 
0 0.0271 0.0665 0.0407 0.0033 0.0263 0.0461 0.0060 0.0024 0.0172 0.0133 0.0096 
0.05 0.1083 0.0020 0.0037 0.0031 0.0152 0.0113 0.0025 0.0007 0.0213 0.0050 0.0104 
0.10 0.0191 0.0125 0.0042 0.0134 0.0388 0.0289 0.0036 0.0079 0.0448 0.0026 0.0151 
0.15 0.0456 0.0510 0.0154 0.0081 0.0303 0.0800 0.0062 0.0045 0.0018 0.0232 0.0249 
0.20 0.0190 0.0025 0.0186 0.0206 0.0123 0.1099 0.0119 0.0167 0.0036 0.0158 0.0046 
0.25 0.0137 0.0538 0.0149 0.0174 0.0035 0.0016 0.0083 0.0039 0.0073 0.0068 0.0098 
0.30 0.0186 0.0043 0.0048 0.0084 0.0313 0.0137 0.0144 0.0222 0.0012 0.0243 0.0023 
0.35 0.0026 0.0065 0.0038 0.0103 0.0079 0.0023 0.0046 0.0041 0.0262 0.0058 0.0356 
0.40 0.2022 0.0073 0.0246 0.0415 0.0071 0.0028 0.0156 0.0080 0.0024 0.0041 0.0048 
0.45 0.0042 0.0048 0.0080 0.0216 0.0628 0.0212 0.0869 0.0175 0.0026 0.0279 0.0063 
0.50 0.0125 0.0055 0.0047 0.0112 0.0030 0.0046 0.0026 0.0061 0.0106 0.0311 0.0075 
0.55 0.0348 0.0060 0.0112 0.0094 0.0066 0.0236 0.0031 0.0080 0.0043 0.0716 0.0338 
0.60 0.0090 0.0025 0.0069 0.0047 0.0026 0.0141 0.0192 0.0094 0.0558 0.0117 0.0060 
0.65 0.0196 0.0104 0.0256 0.0204 0.0067 0.0125 0.0070 0.0569 0.0314 0.0072 0.0012 
0.70 0.0032 0.0035 0.0190 0.0015 0.0097 0.0029 0.0141 0.0110 0.0256 0.0033 0.0068 
0.75 0.0057 0.0105 0.0107 0.0379 0.0201 0.0186 0.0118 0.0049 0.0154 0.0088 0.0029 
0.80 0.0075 0.0291 0.0020 0.0128 0.0085 0.0030 0.0213 0.0017 0.0300 0.0328 0.0028 
0.85 0.0367 0.0187 0.0014 0.0137 0.0012 0.0035 0.0289 0.0316 0.0106 0.0136 0.0149 
0.90 0.0052 0.0327 0.0011 0.0247 0.0051 0.0101 0.0014 0.1436 0.0045 0.0152 0.0169 
0.95 0.4339 0.0498 0.0206 0.0618 0.0345 0.0023 0.0027 0.0098 0.0041 0.0081 0.0306 
1 0.0184 0.0205 0.0094 0.0045 0.0030 0.0146 0.0048 0.0006 0.0053 0.0188 0.0197 
1.05 0.0071 0.0450 0.0025 0.0010 0.0100 0.0590 0.0070 0.0066 0.0014 0.0064 0.0555 
1.10 0.0081 0.0168 0.0311 0.0462 0.3146 0.0450 0.0207 0.0221 0.0106 0.0043 0.0203 
1.15 0.0181 0.0200 0.0173 0.0141 0.0023 0.0058 0.0432 0.0080 0.0064 0.0487 0.0043 
1.20 0.0191 0.0018 0.0094 0.0136 0.0102 0.0167 0.0026 0.0141 0.0090 0.0133 0.0031 
1.25 0.0058 0.0090 0.0004 0.0330 0.0090 0.0189 0.0045 0.0045 0.0315 0.0034 0.0160 
1.30 0.0274 0.0059 0.0132 0.0310 0.0025 0.0063 0.0131 0.0154 0.0026 0.0184 0.0055 
1.35 0.0136 0.1116 0.0078 0.0059 0.0011 0.0112 0.0087 0.0075 0.0006 0.0503 0.1030 
1.40 0.0177 0.0083 0.0200 0.0079 0.0087 0.0207 0.0552 0.0011 0.0399 0.0067 0.0123 
1.45 0.0029 0.0182 0.0233 0.0189 0.0056 0.0109 0.0283 0.0046 0.0039 0.0051 0.0038 
1.50 0.0153 0.0631 0.0027 0.0094 0.0196 0.2061 0.0144 0.0054 0.0019 0.0008 0.0049 
1.55 0.0020 0.0206 0.1738 0.0034 0.1331 0.0054 0.0075 0.0207 0.0146 0.0178 0.0614 
1.60 0.0297 0.0047 0.0055 0.0102 0.0667 0.0162 0.0022 0.0340 0.0034 0.0021 0.0019 
1.65 0.0096 0.0093 0.0145 0.0225 0.0418 0.0049 0.0349 0.0121 0.0009 0.0612 0.0378 
1.70 0.0065 0.0632 0.0132 0.0032 0.0718 0.0091 0.0064 0.0210 0.0978 0.0141 0.0861 
1.75 0.0166 0.0050 0.0177 0.0573 0.0149 0.0036 0.0021 0.0010 0.0037 0.0521 0.0190 
1.80 0.0194 0.0120 0.0123 0.0054 0.0648 0.0098 0.0194 0.0068 0.0058 0.0238 0.0208 
1.85 0.0340 0.0982 0.0236 0.0065 0.0040 0.0093 0.0021 0.0129 0.0110 0.0348 0.0091 
1.90 0.0003 0.0016 0.0088 0.0053 0.0107 0.0140 0.0049 0.0051 0.0692 0.0039 0.0296 
1.95 0.0044 0.0266 0.0133 0.0041 0.0560 0.0024 0.0062 0.0194 0.0025 0.0023 0.0058 
2 0.0668 0.0111 0.0048 0.0049 0.0171 0.0583 0.0255 0.0048 0.0069 0.0014 0.0062 
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         (table 7 cont.) 
X / Z  0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1 
0 0.1266 0.0036 0.0069 0.0147 0.0188 0.0008 0.0113 0.0081 0.0023 0.0518 
0.05 0.0052 0.0284 0.0257 0.0075 0.0485 0.0033 0.0130 0.0325 0.0279 0.0010 
0.10 0.0083 0.0555 0.0033 0.0067 0.0165 0.0005 0.1573 0.0128 0.0082 0.0256 
0.15 0.0032 0.0063 0.0023 0.0065 0.0033 0.0015 0.0143 0.0133 0.0174 0.0090 
0.20 0.0170 0.0027 0.0049 0.0058 0.0072 0.0046 0.0242 0.0117 0.0041 0.0028 
0.25 0.0032 0.0515 0.0019 0.0080 0.0070 0.0274 0.0103 0.0078 0.0337 0.0138 
0.30 0.0028 0.0045 0.0305 0.0076 0.0226 0.0056 0.0071 0.0270 0.0255 0.0060 
0.35 0.0038 0.0162 0.0077 0.0067 0.0071 0.0016 0.0268 0.0043 0.0163 0.0037 
0.40 0.0278 0.0042 0.0132 0.0296 0.0008 0.0785 0.1640 0.0288 0.0317 0.0015 
0.45 0.0081 0.0116 0.0023 0.0108 0.0059 0.0321 0.0102 0.0590 0.0124 0.0116 
0.50 0.0056 0.0035 0.0085 0.0592 0.0127 0.0111 0.0116 0.0190 0.0096 0.0075 
0.55 0.0156 0.0179 0.0164 0.0014 0.0109 0.0076 0.0125 0.0989 0.0036 0.0732 
0.60 0.0053 0.0295 0.0441 0.0078 0.0211 0.0054 0.0056 0.0506 0.0231 0.0505 
0.65 0.0062 0.1272 0.0345 0.0832 0.0163 0.0086 0.0065 0.0130 0.0039 0.0032 
0.70 0.0126 0.0021 0.0125 0.0172 0.0389 0.0158 0.0044 0.0400 0.0117 0.0067 
0.75 0.0008 0.0035 0.0105 0.0138 0.0062 0.0067 0.0049 0.0148 0.0588 0.0131 
0.80 0.0029 0.0065 0.0041 0.0049 0.0072 0.0506 0.0389 0.0089 0.0167 0.0039 
0.85 0.0243 0.0057 0.0149 0.0249 0.0055 0.0065 0.0060 0.0124 0.0020 0.0092 
0.90 0.0024 0.0065 0.0039 0.0095 0.0171 0.0117 0.0026 0.0747 0.0059 0.0100 
0.95 0.0579 0.0242 0.0144 0.0631 0.0109 0.0352 0.0768 0.0050 0.0090 0.0118 
1 0.0133 0.0009 0.0030 0.0064 0.0191 0.0046 0.0895 0.0115 0.0091 0.0183 
1.05 0.0239 0.0197 0.0074 0.0039 0.0380 0.0037 0.0044 0.0014 0.0027 0.2144 
1.10 0.0066 0.0119 0.0068 0.0066 0.0019 0.0118 0.0109 0.0086 0.0157 0.0392 
1.15 0.0024 0.0349 0.0079 0.0803 0.0062 0.0048 0.0054 0.0043 0.0029 0.0198 
1.20 0.0185 0.0668 0.0364 0.0047 0.0050 0.0090 0.0035 0.0053 0.2390 0.0110 
1.25 0.0110 0.0159 0.0577 0.0078 0.0159 0.0083 0.0053 0.0308 0.0098 0.0398 
1.30 0.0073 0.0167 0.0027 0.0088 0.0919 0.0105 0.0254 0.0062 0.0021 0.0064 
1.35 0.0074 0.0008 0.0097 0.0077 0.0201 0.0066 0.0051 0.0054 0.0176 0.0191 
1.40 0.0282 0.0072 0.0086 0.0006 0.0089 0.0263 0.0099 0.0081 0.0032 0.0036 
1.45 0.0020 0.0089 0.0062 0.0101 0.0301 0.0086 0.0756 0.0748 0.0156 0.0114 
1.50 0.0120 0.0010 0.0026 0.1328 0.0239 0.0180 0.0068 0.0056 0.0398 0.0049 
1.55 0.0030 0.0064 0.0074 0.0021 0.0046 0.0158 0.0638 0.0171 0.0084 0.0089 
1.60 0.0165 0.0079 0.0020 0.0018 0.0049 0.0066 0.0103 0.0043 0.0303 0.0037 
1.65 0.0073 0.0434 0.0280 0.0108 0.0043 0.0171 0.0108 0.0031 0.0288 0.0312 
1.70 0.0042 0.0107 0.0031 0.0025 0.0215 0.0383 0.0028 0.0033 0.0034 0.0147 
1.75 0.0021 0.0466 0.0231 0.0056 0.0064 0.0561 0.0162 0.0057 0.0261 0.0110 
1.80 0.0065 0.0006 0.0189 0.0457 0.0003 0.0104 0.0066 0.0157 0.0059 0.0089 
1.85 0.0825 0.0151 0.0025 0.0086 0.0103 0.0067 0.0167 0.0101 0.0234 0.0126 
1.90 0.0740 0.0008 0.0044 0.0031 0.0173 0.0039 0.0023 0.0352 0.0122 0.0168 
1.95 0.1444 0.0071 0.0227 0.0243 0.0032 0.0362 0.0368 0.0130 0.0030 0.0118 
2 0.0301 0.0200 0.0500 0.0011 0.0143 0.0043 0.0025 0.0194 0.0010 0.0007 
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Table 8 - Hydraulic conductivity values in meters per second in the heterogeneous freshwater 
injection experiment. 
X/Z -0.0082 0.0082 0.0246 0.0410 0.0574 0.0738 0.0902 0.1066 0.1230
-0.0082 0.0000 0.0040 0.0022 0.0018 0.0029 0.0021 0.0030 0.0034 0.0071
0.0082 0.0000 0.0036 0.0021 0.0021 0.0027 0.0021 0.0031 0.0035 0.0057
0.0246 0.0000 0.0035 0.0024 0.0024 0.0026 0.0024 0.0034 0.0029 0.0052
0.0410 0.0000 0.0038 0.0026 0.0031 0.0023 0.0021 0.0033 0.0029 0.0049
0.0574 0.0000 0.0042 0.0031 0.0038 0.0022 0.0022 0.0033 0.0034 0.0053
0.0738 0.0000 0.0044 0.0031 0.0035 0.0026 0.0021 0.0032 0.0037 0.0046
0.0902 0.0000 0.0044 0.0034 0.0039 0.0027 0.0023 0.0031 0.0044 0.0051
0.1066 0.0000 0.0041 0.0028 0.0033 0.0027 0.0019 0.0038 0.0035 0.0046
0.1230 0.0000 0.0044 0.0027 0.0037 0.0032 0.0026 0.0040 0.0039 0.0045
0.1393 0.0000 0.0039 0.0029 0.0041 0.0028 0.0027 0.0038 0.0052 0.0051
0.1557 0.0000 0.0038 0.0027 0.0028 0.0029 0.0030 0.0044 0.0048 0.0050
0.1721 0.0000 0.0040 0.0031 0.0029 0.0030 0.0027 0.0042 0.0041 0.0049
0.1885 0.0000 0.0037 0.0032 0.0031 0.0035 0.0031 0.0047 0.0047 0.0047
0.2049 0.0000 0.0037 0.0026 0.0034 0.0037 0.0031 0.0046 0.0053 0.0054
0.2213 0.0000 0.0038 0.0025 0.0036 0.0032 0.0041 0.0047 0.0043 0.0051
0.2377 0.0000 0.0035 0.0029 0.0038 0.0038 0.0044 0.0049 0.0052 0.0059
0.2541 0.0000 0.0034 0.0026 0.0037 0.0039 0.0046 0.0049 0.0043 0.0058
0.2705 0.0000 0.0031 0.0026 0.0045 0.0044 0.0048 0.0041 0.0042 0.0055
0.2869 0.0000 0.0026 0.0031 0.0059 0.0046 0.0048 0.0045 0.0039 0.0053
0.3033 0.0000 0.0028 0.0036 0.0060 0.0046 0.0048 0.0048 0.0046 0.0051
0.3197 0.0000 0.0027 0.0035 0.0053 0.0052 0.0059 0.0053 0.0050 0.0046
0.3361 0.0000 0.0034 0.0035 0.0045 0.0057 0.0051 0.0055 0.0064 0.0068
0.3525 0.0000 0.0029 0.0039 0.0054 0.0057 0.0048 0.0060 0.0058 0.0075
0.3689 0.0000 0.0037 0.0040 0.0068 0.0054 0.0046 0.0062 0.0059 0.0069
0.3852 0.0000 0.0047 0.0044 0.0064 0.0061 0.0044 0.0062 0.0067 0.0078
0.4016 0.0000 0.0045 0.0060 0.0079 0.0068 0.0045 0.0058 0.0073 0.0066
0.4180 0.0000 0.0047 0.0083 0.0084 0.0071 0.0055 0.0065 0.0065 0.0067
0.4344 0.0000 0.0062 0.0091 0.0074 0.0075 0.0063 0.0080 0.0072 0.0089
0.4508 0.0000 0.0093 0.0127 0.0080 0.0075 0.0063 0.0083 0.0093 0.0114
0.4672 0.0000 0.0082 0.0129 0.0079 0.0082 0.0066 0.0087 0.0107 0.0160
0.4836 0.0000 0.0097 0.0119 0.0125 0.0081 0.0086 0.0121 0.0133 0.0173
0.5000 0.0000 0.0106 0.0140 0.0158 0.0090 0.0104 0.0113 0.0125 0.0166
0.5164 0.0000 0.0100 0.0173 0.0148 0.0111 0.0112 0.0103 0.0140 0.0161
0.5328 0.0000 0.0108 0.0155 0.0161 0.0110 0.0113 0.0111 0.0129 0.0142
0.5492 0.0000 0.0107 0.0140 0.0143 0.0088 0.0111 0.0119 0.0140 0.0131
0.5656 0.0000 0.0129 0.0178 0.0140 0.0086 0.0091 0.0107 0.0114 0.0124
0.5820 0.0000 0.0090 0.0218 0.0141 0.0089 0.0089 0.0094 0.0108 0.0143
0.5984 0.0000 0.0087 0.0219 0.0158 0.0099 0.0098 0.0069 0.0087 0.0148
0.6148 0.0000 0.0090 0.0188 0.0186 0.0129 0.0101 0.0072 0.0102 0.0140
0.6311 0.0000 0.0091 0.0212 0.0214 0.0129 0.0100 0.0062 0.0090 0.0139
0.6475 0.0000 0.0097 0.0199 0.0233 0.0142 0.0118 0.0066 0.0068 0.0114
0.6639 0.0000 0.0100 0.0172 0.0225 0.0169 0.0103 0.0061 0.0071 0.0114
0.6803 0.0000 0.0111 0.0147 0.0183 0.0164 0.0081 0.0056 0.0059 0.0102
0.6967 0.0000 0.0106 0.0130 0.0176 0.0142 0.0080 0.0068 0.0072 0.0072
0.7131 0.0000 0.0095 0.0151 0.0150 0.0133 0.0105 0.0073 0.0088 0.0073
0.7295 0.0000 0.0095 0.0144 0.0149 0.0086 0.0091 0.0074 0.0095 0.0059
0.7459 0.0000 0.0091 0.0140 0.0149 0.0072 0.0087 0.0070 0.0075 0.0054
0.7623 0.0000 0.0104 0.0141 0.0148 0.0098 0.0083 0.0071 0.0092 0.0046
0.7787 0.0000 0.0110 0.0155 0.0148 0.0109 0.0102 0.0075 0.0098 0.0057
0.7951 0.0000 0.0100 0.0137 0.0120 0.0113 0.0106 0.0078 0.0060 0.0052
0.8115 0.0000 0.0096 0.0123 0.0168 0.0128 0.0112 0.0095 0.0070 0.0044
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0.8279 0.0000 0.0101 0.0111 0.0170 0.0126 0.0128 0.0095 0.0070 0.0052
0.8443 0.0000 0.0100 0.0111 0.0200 0.0159 0.0109 0.0096 0.0075 0.0062
0.8607 0.0000 0.0091 0.0109 0.0171 0.0150 0.0093 0.0097 0.0069 0.0056
0.8770 0.0000 0.0115 0.0129 0.0151 0.0134 0.0094 0.0079 0.0053 0.0051
0.8934 0.0000 0.0109 0.0129 0.0107 0.0101 0.0072 0.0068 0.0048 0.0049
0.9098 0.0000 0.0133 0.0118 0.0103 0.0092 0.0084 0.0053 0.0045 0.0046
0.9262 0.0000 0.0129 0.0098 0.0105 0.0085 0.0071 0.0052 0.0054 0.0045
0.9426 0.0000 0.0128 0.0107 0.0115 0.0089 0.0065 0.0070 0.0063 0.0040
0.9590 0.0000 0.0101 0.0115 0.0106 0.0087 0.0068 0.0065 0.0083 0.0047
0.9754 0.0000 0.0129 0.0095 0.0095 0.0080 0.0066 0.0056 0.0083 0.0050
0.9918 0.0000 0.0107 0.0102 0.0097 0.0102 0.0054 0.0042 0.0069 0.0056
1.0082 0.0000 0.0077 0.0087 0.0130 0.0083 0.0054 0.0047 0.0048 0.0072
  
        (table 8 cont.) 
X/Z 0.1393 0.1557 0.1721 0.1885 0.2049 0.2213 0.2377 0.2541 0.2705
-0.0082 0.0104 0.0108 0.0076 0.0067 0.0083 0.0140 0.0095 0.0083 0.0076
0.0082 0.0083 0.0106 0.0079 0.0059 0.0066 0.0127 0.0098 0.0083 0.0085
0.0246 0.0083 0.0134 0.0079 0.0061 0.0059 0.0127 0.0098 0.0071 0.0102
0.0410 0.0079 0.0100 0.0076 0.0060 0.0068 0.0139 0.0122 0.0068 0.0080
0.0574 0.0062 0.0079 0.0071 0.0068 0.0090 0.0153 0.0151 0.0075 0.0089
0.0738 0.0068 0.0081 0.0068 0.0077 0.0130 0.0180 0.0175 0.0078 0.0100
0.0902 0.0056 0.0073 0.0064 0.0081 0.0123 0.0237 0.0169 0.0103 0.0125
0.1066 0.0053 0.0078 0.0063 0.0090 0.0110 0.0191 0.0133 0.0103 0.0117
0.1230 0.0045 0.0070 0.0058 0.0096 0.0096 0.0234 0.0133 0.0105 0.0113
0.1393 0.0047 0.0070 0.0057 0.0089 0.0092 0.0178 0.0136 0.0090 0.0133
0.1557 0.0035 0.0063 0.0055 0.0073 0.0101 0.0172 0.0122 0.0079 0.0123
0.1721 0.0040 0.0053 0.0042 0.0075 0.0116 0.0146 0.0113 0.0082 0.0125
0.1885 0.0042 0.0052 0.0038 0.0079 0.0107 0.0107 0.0112 0.0075 0.0155
0.2049 0.0051 0.0040 0.0042 0.0063 0.0085 0.0120 0.0112 0.0073 0.0163
0.2213 0.0053 0.0038 0.0042 0.0088 0.0077 0.0133 0.0106 0.0131 0.0181
0.2377 0.0057 0.0048 0.0052 0.0083 0.0066 0.0137 0.0090 0.0148 0.0151
0.2541 0.0056 0.0044 0.0058 0.0082 0.0075 0.0173 0.0101 0.0142 0.0151
0.2705 0.0054 0.0054 0.0053 0.0078 0.0087 0.0174 0.0099 0.0175 0.0135
0.2869 0.0045 0.0054 0.0053 0.0086 0.0089 0.0220 0.0104 0.0185 0.0136
0.3033 0.0055 0.0054 0.0076 0.0097 0.0106 0.0188 0.0122 0.0188 0.0128
0.3197 0.0069 0.0053 0.0077 0.0101 0.0120 0.0120 0.0123 0.0152 0.0139
0.3361 0.0070 0.0060 0.0081 0.0109 0.0134 0.0148 0.0138 0.0163 0.0110
0.3525 0.0057 0.0066 0.0071 0.0103 0.0125 0.0146 0.0119 0.0179 0.0142
0.3689 0.0081 0.0072 0.0083 0.0085 0.0155 0.0175 0.0131 0.0183 0.0147
0.3852 0.0073 0.0075 0.0111 0.0094 0.0166 0.0187 0.0170 0.0161 0.0151
0.4016 0.0102 0.0092 0.0118 0.0095 0.0152 0.0216 0.0169 0.0188 0.0169
0.4180 0.0106 0.0143 0.0093 0.0116 0.0161 0.0230 0.0176 0.0191 0.0181
0.4344 0.0126 0.0127 0.0084 0.0134 0.0170 0.0227 0.0204 0.0198 0.0224
0.4508 0.0121 0.0126 0.0092 0.0146 0.0153 0.0250 0.0190 0.0215 0.0215
0.4672 0.0139 0.0140 0.0096 0.0145 0.0121 0.0258 0.0236 0.0227 0.0184
0.4836 0.0116 0.0161 0.0095 0.0150 0.0143 0.0197 0.0179 0.0194 0.0210
0.5000 0.0140 0.0175 0.0123 0.0125 0.0174 0.0199 0.0201 0.0182 0.0232
0.5164 0.0139 0.0167 0.0197 0.0151 0.0196 0.0191 0.0227 0.0163 0.0273
0.5328 0.0116 0.0160 0.0190 0.0162 0.0211 0.0221 0.0208 0.0178 0.0227
0.5492 0.0095 0.0185 0.0259 0.0168 0.0162 0.0271 0.0321 0.0168 0.0256
0.5656 0.0103 0.0136 0.0242 0.0155 0.0179 0.0278 0.0301 0.0207 0.0209
0.5820 0.0107 0.0150 0.0251 0.0179 0.0160 0.0213 0.0283 0.0260 0.0205
0.5984 0.0108 0.0147 0.0205 0.0147 0.0162 0.0162 0.0305 0.0263 0.0158
0.6148 0.0122 0.0148 0.0182 0.0121 0.0165 0.0167 0.0302 0.0259 0.0186
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0.6311 0.0134 0.0158 0.0228 0.0164 0.0139 0.0108 0.0254 0.0239 0.0226
0.6475 0.0122 0.0122 0.0173 0.0140 0.0125 0.0093 0.0185 0.0168 0.0220
0.6639 0.0102 0.0123 0.0146 0.0107 0.0093 0.0075 0.0137 0.0166 0.0210
0.6803 0.0097 0.0105 0.0115 0.0093 0.0093 0.0072 0.0164 0.0167 0.0200
0.6967 0.0092 0.0101 0.0102 0.0076 0.0082 0.0068 0.0135 0.0147 0.0189
0.7131 0.0090 0.0098 0.0105 0.0087 0.0063 0.0070 0.0109 0.0133 0.0182
0.7295 0.0070 0.0091 0.0110 0.0081 0.0061 0.0081 0.0097 0.0139 0.0139
0.7459 0.0062 0.0097 0.0108 0.0067 0.0053 0.0082 0.0076 0.0127 0.0123
0.7623 0.0065 0.0089 0.0104 0.0073 0.0049 0.0086 0.0074 0.0117 0.0092
0.7787 0.0047 0.0079 0.0094 0.0071 0.0054 0.0066 0.0070 0.0096 0.0103
0.7951 0.0045 0.0102 0.0085 0.0070 0.0051 0.0074 0.0077 0.0083 0.0091
0.8115 0.0050 0.0083 0.0086 0.0102 0.0060 0.0095 0.0067 0.0071 0.0094
0.8279 0.0047 0.0073 0.0078 0.0074 0.0048 0.0092 0.0074 0.0071 0.0095
0.8443 0.0045 0.0069 0.0082 0.0062 0.0055 0.0080 0.0094 0.0072 0.0122
0.8607 0.0053 0.0073 0.0096 0.0060 0.0050 0.0065 0.0087 0.0073 0.0118
0.8770 0.0069 0.0092 0.0096 0.0063 0.0049 0.0062 0.0069 0.0090 0.0123
0.8934 0.0072 0.0084 0.0094 0.0059 0.0058 0.0071 0.0083 0.0106 0.0111
0.9098 0.0081 0.0098 0.0093 0.0057 0.0076 0.0074 0.0087 0.0110 0.0101
0.9262 0.0094 0.0102 0.0079 0.0061 0.0080 0.0079 0.0107 0.0108 0.0110
0.9426 0.0076 0.0141 0.0076 0.0052 0.0061 0.0104 0.0109 0.0118 0.0124
0.9590 0.0084 0.0147 0.0075 0.0062 0.0050 0.0099 0.0093 0.0105 0.0133
0.9754 0.0105 0.0121 0.0068 0.0065 0.0058 0.0086 0.0096 0.0110 0.0104
0.9918 0.0093 0.0103 0.0052 0.0076 0.0048 0.0097 0.0105 0.0142 0.0108
1.0082 0.0090 0.0109 0.0056 0.0076 0.0047 0.0081 0.0108 0.0134 0.0116
 
        (table 8 cont.) 
X/Z 0.2869 0.3033 0.3197 0.3361 0.3525 0.3689 0.3852 0.4016 0.4180
-0.0082 0.0076 0.0098 0.0109 0.0148 0.0118 0.0143 0.0157 0.0080 0.0135
0.0082 0.0084 0.0089 0.0112 0.0107 0.0129 0.0134 0.0151 0.0106 0.0174
0.0246 0.0074 0.0108 0.0090 0.0114 0.0113 0.0106 0.0121 0.0138 0.0184
0.0410 0.0090 0.0132 0.0079 0.0093 0.0129 0.0111 0.0111 0.0126 0.0153
0.0574 0.0100 0.0119 0.0077 0.0085 0.0127 0.0122 0.0132 0.0113 0.0137
0.0738 0.0087 0.0109 0.0087 0.0071 0.0104 0.0122 0.0127 0.0127 0.0127
0.0902 0.0094 0.0105 0.0078 0.0083 0.0089 0.0089 0.0127 0.0120 0.0134
0.1066 0.0121 0.0097 0.0063 0.0076 0.0080 0.0082 0.0135 0.0132 0.0136
0.1230 0.0115 0.0106 0.0073 0.0089 0.0092 0.0079 0.0133 0.0160 0.0106
0.1393 0.0172 0.0118 0.0052 0.0089 0.0081 0.0073 0.0179 0.0132 0.0099
0.1557 0.0165 0.0125 0.0059 0.0083 0.0083 0.0078 0.0163 0.0158 0.0106
0.1721 0.0131 0.0116 0.0089 0.0099 0.0103 0.0090 0.0139 0.0136 0.0086
0.1885 0.0140 0.0131 0.0097 0.0102 0.0124 0.0098 0.0113 0.0151 0.0102
0.2049 0.0130 0.0113 0.0090 0.0126 0.0109 0.0089 0.0098 0.0143 0.0102
0.2213 0.0125 0.0113 0.0090 0.0121 0.0087 0.0088 0.0109 0.0129 0.0103
0.2377 0.0096 0.0102 0.0107 0.0118 0.0092 0.0086 0.0103 0.0115 0.0104
0.2541 0.0113 0.0072 0.0116 0.0130 0.0105 0.0090 0.0098 0.0108 0.0108
0.2705 0.0112 0.0080 0.0084 0.0143 0.0124 0.0078 0.0079 0.0116 0.0106
0.2869 0.0092 0.0077 0.0089 0.0189 0.0131 0.0076 0.0082 0.0103 0.0092
0.3033 0.0106 0.0078 0.0105 0.0189 0.0128 0.0087 0.0105 0.0110 0.0103
0.3197 0.0110 0.0079 0.0143 0.0166 0.0142 0.0086 0.0081 0.0097 0.0105
0.3361 0.0110 0.0120 0.0132 0.0158 0.0141 0.0094 0.0113 0.0097 0.0129
0.3525 0.0121 0.0119 0.0121 0.0161 0.0137 0.0096 0.0110 0.0096 0.0130
0.3689 0.0129 0.0100 0.0159 0.0177 0.0160 0.0118 0.0089 0.0095 0.0109
0.3852 0.0125 0.0105 0.0186 0.0169 0.0134 0.0127 0.0077 0.0103 0.0097
0.4016 0.0157 0.0103 0.0153 0.0149 0.0155 0.0121 0.0077 0.0082 0.0080
0.4180 0.0208 0.0163 0.0140 0.0122 0.0158 0.0101 0.0074 0.0104 0.0096
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0.4344 0.0221 0.0149 0.0140 0.0109 0.0124 0.0080 0.0063 0.0080 0.0092
0.4508 0.0207 0.0146 0.0136 0.0075 0.0124 0.0108 0.0069 0.0074 0.0090
0.4672 0.0170 0.0170 0.0111 0.0066 0.0122 0.0124 0.0083 0.0090 0.0091
0.4836 0.0178 0.0169 0.0118 0.0070 0.0115 0.0121 0.0082 0.0082 0.0071
0.5000 0.0214 0.0188 0.0114 0.0060 0.0107 0.0135 0.0083 0.0073 0.0079
0.5164 0.0215 0.0181 0.0120 0.0085 0.0101 0.0133 0.0087 0.0065 0.0079
0.5328 0.0171 0.0221 0.0095 0.0082 0.0093 0.0112 0.0077 0.0057 0.0058
0.5492 0.0182 0.0204 0.0132 0.0067 0.0087 0.0077 0.0067 0.0056 0.0071
0.5656 0.0193 0.0202 0.0104 0.0089 0.0063 0.0077 0.0071 0.0057 0.0074
0.5820 0.0172 0.0220 0.0126 0.0097 0.0068 0.0065 0.0068 0.0058 0.0085
0.5984 0.0185 0.0256 0.0109 0.0091 0.0076 0.0074 0.0060 0.0055 0.0096
0.6148 0.0207 0.0287 0.0106 0.0089 0.0072 0.0062 0.0079 0.0067 0.0104
0.6311 0.0189 0.0276 0.0109 0.0110 0.0073 0.0068 0.0067 0.0064 0.0117
0.6475 0.0201 0.0198 0.0135 0.0092 0.0079 0.0080 0.0063 0.0068 0.0107
0.6639 0.0196 0.0137 0.0127 0.0092 0.0076 0.0079 0.0056 0.0071 0.0089
0.6803 0.0163 0.0128 0.0105 0.0077 0.0065 0.0072 0.0047 0.0072 0.0086
0.6967 0.0133 0.0089 0.0106 0.0070 0.0053 0.0077 0.0051 0.0059 0.0071
0.7131 0.0121 0.0083 0.0093 0.0067 0.0055 0.0061 0.0052 0.0059 0.0060
0.7295 0.0107 0.0092 0.0097 0.0052 0.0059 0.0061 0.0063 0.0056 0.0081
0.7459 0.0081 0.0081 0.0086 0.0062 0.0042 0.0057 0.0050 0.0044 0.0073
0.7623 0.0086 0.0068 0.0079 0.0073 0.0045 0.0056 0.0047 0.0046 0.0082
0.7787 0.0102 0.0084 0.0073 0.0066 0.0040 0.0059 0.0044 0.0043 0.0086
0.7951 0.0095 0.0082 0.0071 0.0072 0.0038 0.0042 0.0031 0.0049 0.0068
0.8115 0.0081 0.0093 0.0054 0.0074 0.0039 0.0034 0.0033 0.0044 0.0077
0.8279 0.0097 0.0092 0.0067 0.0079 0.0042 0.0030 0.0037 0.0047 0.0084
0.8443 0.0127 0.0099 0.0079 0.0112 0.0052 0.0034 0.0035 0.0045 0.0071
0.8607 0.0127 0.0085 0.0073 0.0117 0.0057 0.0041 0.0046 0.0050 0.0066
0.8770 0.0151 0.0100 0.0095 0.0128 0.0059 0.0063 0.0050 0.0049 0.0083
0.8934 0.0138 0.0098 0.0095 0.0089 0.0058 0.0078 0.0062 0.0061 0.0075
0.9098 0.0107 0.0108 0.0109 0.0077 0.0078 0.0072 0.0070 0.0075 0.0082
0.9262 0.0109 0.0112 0.0106 0.0086 0.0096 0.0074 0.0082 0.0075 0.0097
0.9426 0.0109 0.0116 0.0114 0.0097 0.0085 0.0085 0.0083 0.0094 0.0098
0.9590 0.0134 0.0110 0.0136 0.0120 0.0101 0.0118 0.0072 0.0078 0.0082
0.9754 0.0132 0.0125 0.0132 0.0130 0.0131 0.0127 0.0110 0.0082 0.0088
0.9918 0.0133 0.0117 0.0108 0.0106 0.0138 0.0117 0.0101 0.0097 0.0090
1.0082 0.0141 0.0103 0.0102 0.0112 0.0118 0.0127 0.0097 0.0108 0.0087
 
        (table 8 cont.) 
X/Z 0.4344 0.4508 0.4672 0.4836 0.5000 0.5164 0.5328 0.5492 0.5656
-0.0082 0.0306 0.0274 0.0308 0.0313 0.0291 0.0174 0.0128 0.0068 0.0106
0.0082 0.0239 0.0291 0.0304 0.0294 0.0316 0.0136 0.0142 0.0079 0.0091
0.0246 0.0186 0.0266 0.0287 0.0308 0.0284 0.0161 0.0141 0.0088 0.0089
0.0410 0.0231 0.0213 0.0239 0.0276 0.0205 0.0175 0.0145 0.0084 0.0070
0.0574 0.0248 0.0221 0.0237 0.0193 0.0155 0.0142 0.0129 0.0090 0.0095
0.0738 0.0230 0.0199 0.0203 0.0187 0.0139 0.0134 0.0119 0.0111 0.0115
0.0902 0.0158 0.0183 0.0263 0.0159 0.0153 0.0132 0.0136 0.0080 0.0099
0.1066 0.0140 0.0197 0.0195 0.0156 0.0150 0.0135 0.0133 0.0083 0.0090
0.1230 0.0124 0.0259 0.0163 0.0165 0.0207 0.0201 0.0152 0.0101 0.0071
0.1393 0.0120 0.0240 0.0117 0.0150 0.0208 0.0218 0.0148 0.0119 0.0070
0.1557 0.0101 0.0223 0.0127 0.0151 0.0179 0.0159 0.0163 0.0100 0.0068
0.1721 0.0088 0.0142 0.0123 0.0149 0.0152 0.0136 0.0118 0.0092 0.0067
0.1885 0.0088 0.0110 0.0125 0.0156 0.0153 0.0187 0.0112 0.0062 0.0066
0.2049 0.0108 0.0113 0.0145 0.0154 0.0152 0.0184 0.0118 0.0058 0.0066
0.2213 0.0115 0.0093 0.0143 0.0139 0.0160 0.0185 0.0098 0.0056 0.0055
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0.2377 0.0110 0.0097 0.0123 0.0135 0.0181 0.0164 0.0110 0.0054 0.0049
0.2541 0.0124 0.0078 0.0092 0.0095 0.0162 0.0163 0.0138 0.0050 0.0042
0.2705 0.0112 0.0067 0.0116 0.0110 0.0134 0.0161 0.0111 0.0065 0.0039
0.2869 0.0110 0.0068 0.0100 0.0108 0.0139 0.0145 0.0108 0.0078 0.0037
0.3033 0.0126 0.0071 0.0113 0.0110 0.0136 0.0143 0.0108 0.0070 0.0037
0.3197 0.0101 0.0067 0.0073 0.0116 0.0167 0.0170 0.0095 0.0068 0.0042
0.3361 0.0114 0.0096 0.0089 0.0120 0.0191 0.0200 0.0136 0.0076 0.0048
0.3525 0.0156 0.0107 0.0110 0.0096 0.0177 0.0183 0.0147 0.0086 0.0059
0.3689 0.0136 0.0132 0.0121 0.0092 0.0156 0.0122 0.0113 0.0090 0.0085
0.3852 0.0133 0.0139 0.0131 0.0119 0.0194 0.0130 0.0138 0.0106 0.0090
0.4016 0.0131 0.0190 0.0127 0.0112 0.0141 0.0148 0.0133 0.0106 0.0079
0.4180 0.0103 0.0157 0.0152 0.0111 0.0143 0.0177 0.0135 0.0103 0.0087
0.4344 0.0081 0.0197 0.0181 0.0131 0.0136 0.0180 0.0123 0.0102 0.0093
0.4508 0.0082 0.0189 0.0211 0.0132 0.0126 0.0181 0.0106 0.0111 0.0097
0.4672 0.0109 0.0232 0.0214 0.0180 0.0134 0.0178 0.0119 0.0087 0.0095
0.4836 0.0093 0.0205 0.0245 0.0185 0.0142 0.0135 0.0117 0.0086 0.0101
0.5000 0.0114 0.0211 0.0231 0.0174 0.0137 0.0124 0.0094 0.0087 0.0076
0.5164 0.0132 0.0201 0.0249 0.0211 0.0162 0.0112 0.0122 0.0078 0.0081
0.5328 0.0117 0.0203 0.0251 0.0210 0.0136 0.0109 0.0105 0.0072 0.0072
0.5492 0.0132 0.0232 0.0248 0.0238 0.0175 0.0106 0.0091 0.0071 0.0062
0.5656 0.0158 0.0278 0.0229 0.0203 0.0177 0.0098 0.0096 0.0089 0.0071
0.5820 0.0186 0.0252 0.0254 0.0222 0.0152 0.0116 0.0104 0.0107 0.0084
0.5984 0.0160 0.0229 0.0265 0.0237 0.0137 0.0113 0.0101 0.0097 0.0089
0.6148 0.0194 0.0248 0.0205 0.0248 0.0137 0.0095 0.0093 0.0079 0.0081
0.6311 0.0166 0.0238 0.0218 0.0218 0.0156 0.0111 0.0073 0.0080 0.0104
0.6475 0.0170 0.0204 0.0239 0.0211 0.0165 0.0097 0.0076 0.0073 0.0099
0.6639 0.0148 0.0195 0.0224 0.0252 0.0174 0.0119 0.0077 0.0089 0.0094
0.6803 0.0136 0.0201 0.0192 0.0264 0.0181 0.0090 0.0093 0.0115 0.0086
0.6967 0.0124 0.0178 0.0196 0.0222 0.0137 0.0094 0.0089 0.0107 0.0081
0.7131 0.0126 0.0143 0.0178 0.0157 0.0131 0.0128 0.0090 0.0086 0.0074
0.7295 0.0101 0.0114 0.0147 0.0140 0.0117 0.0104 0.0098 0.0073 0.0065
0.7459 0.0119 0.0093 0.0140 0.0121 0.0097 0.0102 0.0106 0.0063 0.0054
0.7623 0.0124 0.0071 0.0104 0.0133 0.0071 0.0086 0.0080 0.0068 0.0042
0.7787 0.0105 0.0064 0.0089 0.0118 0.0062 0.0097 0.0087 0.0059 0.0037
0.7951 0.0073 0.0067 0.0090 0.0102 0.0067 0.0078 0.0053 0.0062 0.0045
0.8115 0.0092 0.0082 0.0100 0.0094 0.0067 0.0069 0.0047 0.0052 0.0036
0.8279 0.0070 0.0093 0.0102 0.0092 0.0073 0.0058 0.0036 0.0057 0.0033
0.8443 0.0060 0.0071 0.0115 0.0083 0.0066 0.0050 0.0032 0.0061 0.0047
0.8607 0.0050 0.0069 0.0138 0.0095 0.0070 0.0047 0.0051 0.0060 0.0054
0.8770 0.0054 0.0077 0.0155 0.0097 0.0067 0.0046 0.0051 0.0071 0.0063
0.8934 0.0047 0.0080 0.0190 0.0157 0.0075 0.0041 0.0048 0.0065 0.0061
0.9098 0.0055 0.0072 0.0151 0.0117 0.0062 0.0039 0.0050 0.0071 0.0068
0.9262 0.0066 0.0088 0.0149 0.0122 0.0087 0.0037 0.0046 0.0055 0.0045
0.9426 0.0086 0.0098 0.0130 0.0129 0.0072 0.0039 0.0048 0.0057 0.0062
0.9590 0.0093 0.0091 0.0114 0.0119 0.0070 0.0049 0.0036 0.0057 0.0062
0.9754 0.0101 0.0104 0.0120 0.0120 0.0070 0.0047 0.0040 0.0050 0.0071
0.9918 0.0104 0.0134 0.0106 0.0104 0.0074 0.0047 0.0055 0.0054 0.0066
1.0082 0.0133 0.0111 0.0115 0.0103 0.0087 0.0049 0.0049 0.0051 0.0059
 
        (table 8 cont.) 
X/Z 0.5820 0.5984 0.6148 0.6311 0.6475 0.6639 0.6803 0.6967 0.7131
-0.0082 0.0110 0.0100 0.0133 0.0161 0.0091 0.0054 0.0038 0.0046 0.0062
0.0082 0.0104 0.0106 0.0123 0.0142 0.0088 0.0051 0.0036 0.0045 0.0074
0.0246 0.0107 0.0138 0.0142 0.0148 0.0105 0.0059 0.0040 0.0047 0.0080
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0.0410 0.0115 0.0113 0.0143 0.0141 0.0105 0.0065 0.0037 0.0052 0.0080
0.0574 0.0098 0.0130 0.0160 0.0155 0.0080 0.0053 0.0037 0.0049 0.0062
0.0738 0.0083 0.0126 0.0159 0.0121 0.0080 0.0047 0.0039 0.0062 0.0081
0.0902 0.0074 0.0121 0.0146 0.0121 0.0081 0.0053 0.0051 0.0056 0.0055
0.1066 0.0091 0.0097 0.0173 0.0096 0.0058 0.0052 0.0053 0.0057 0.0061
0.1230 0.0082 0.0127 0.0172 0.0099 0.0054 0.0062 0.0052 0.0042 0.0059
0.1393 0.0081 0.0112 0.0158 0.0087 0.0041 0.0069 0.0057 0.0033 0.0059
0.1557 0.0074 0.0095 0.0163 0.0098 0.0048 0.0086 0.0068 0.0042 0.0051
0.1721 0.0058 0.0089 0.0143 0.0105 0.0050 0.0069 0.0064 0.0035 0.0050
0.1885 0.0056 0.0089 0.0154 0.0083 0.0064 0.0063 0.0065 0.0050 0.0049
0.2049 0.0056 0.0067 0.0089 0.0073 0.0057 0.0066 0.0059 0.0046 0.0046
0.2213 0.0048 0.0045 0.0074 0.0053 0.0048 0.0060 0.0054 0.0042 0.0051
0.2377 0.0039 0.0036 0.0066 0.0052 0.0048 0.0066 0.0046 0.0053 0.0038
0.2541 0.0039 0.0038 0.0060 0.0046 0.0056 0.0073 0.0045 0.0046 0.0045
0.2705 0.0042 0.0036 0.0052 0.0043 0.0051 0.0073 0.0058 0.0047 0.0047
0.2869 0.0035 0.0036 0.0040 0.0055 0.0053 0.0077 0.0060 0.0052 0.0050
0.3033 0.0040 0.0042 0.0044 0.0056 0.0063 0.0082 0.0046 0.0047 0.0052
0.3197 0.0039 0.0045 0.0041 0.0065 0.0069 0.0074 0.0037 0.0045 0.0068
0.3361 0.0039 0.0062 0.0047 0.0077 0.0063 0.0075 0.0037 0.0041 0.0054
0.3525 0.0036 0.0088 0.0052 0.0065 0.0077 0.0059 0.0047 0.0052 0.0071
0.3689 0.0049 0.0061 0.0047 0.0059 0.0087 0.0053 0.0043 0.0056 0.0073
0.3852 0.0046 0.0055 0.0053 0.0057 0.0072 0.0045 0.0045 0.0064 0.0072
0.4016 0.0049 0.0052 0.0050 0.0040 0.0070 0.0051 0.0051 0.0062 0.0073
0.4180 0.0073 0.0046 0.0039 0.0045 0.0057 0.0051 0.0057 0.0076 0.0087
0.4344 0.0083 0.0057 0.0040 0.0052 0.0048 0.0054 0.0067 0.0076 0.0089
0.4508 0.0098 0.0071 0.0040 0.0052 0.0057 0.0051 0.0080 0.0092 0.0109
0.4672 0.0081 0.0069 0.0044 0.0055 0.0050 0.0053 0.0072 0.0117 0.0121
0.4836 0.0071 0.0096 0.0056 0.0060 0.0059 0.0064 0.0067 0.0140 0.0117
0.5000 0.0064 0.0105 0.0071 0.0083 0.0057 0.0063 0.0069 0.0147 0.0104
0.5164 0.0058 0.0121 0.0080 0.0090 0.0047 0.0061 0.0068 0.0135 0.0140
0.5328 0.0056 0.0099 0.0083 0.0070 0.0051 0.0066 0.0074 0.0120 0.0139
0.5492 0.0055 0.0114 0.0090 0.0072 0.0061 0.0062 0.0077 0.0113 0.0117
0.5656 0.0060 0.0098 0.0085 0.0068 0.0064 0.0062 0.0088 0.0105 0.0127
0.5820 0.0070 0.0109 0.0115 0.0069 0.0061 0.0067 0.0077 0.0108 0.0127
0.5984 0.0078 0.0099 0.0107 0.0066 0.0063 0.0068 0.0087 0.0096 0.0112
0.6148 0.0079 0.0096 0.0098 0.0081 0.0067 0.0079 0.0086 0.0109 0.0100
0.6311 0.0081 0.0092 0.0079 0.0085 0.0066 0.0071 0.0091 0.0103 0.0115
0.6475 0.0073 0.0094 0.0086 0.0106 0.0067 0.0082 0.0103 0.0068 0.0089
0.6639 0.0076 0.0108 0.0111 0.0089 0.0077 0.0082 0.0077 0.0072 0.0075
0.6803 0.0091 0.0111 0.0116 0.0079 0.0070 0.0069 0.0070 0.0070 0.0093
0.6967 0.0076 0.0101 0.0109 0.0085 0.0062 0.0069 0.0070 0.0060 0.0077
0.7131 0.0069 0.0109 0.0101 0.0072 0.0087 0.0074 0.0059 0.0064 0.0076
0.7295 0.0078 0.0115 0.0121 0.0066 0.0067 0.0089 0.0056 0.0059 0.0063
0.7459 0.0071 0.0102 0.0094 0.0077 0.0059 0.0079 0.0059 0.0051 0.0069
0.7623 0.0056 0.0099 0.0092 0.0070 0.0070 0.0072 0.0056 0.0049 0.0069
0.7787 0.0054 0.0103 0.0075 0.0060 0.0066 0.0064 0.0060 0.0044 0.0063
0.7951 0.0047 0.0090 0.0080 0.0054 0.0069 0.0049 0.0072 0.0038 0.0049
0.8115 0.0047 0.0084 0.0072 0.0037 0.0063 0.0050 0.0059 0.0033 0.0046
0.8279 0.0044 0.0082 0.0073 0.0039 0.0051 0.0060 0.0071 0.0034 0.0046
0.8443 0.0034 0.0058 0.0060 0.0043 0.0042 0.0049 0.0056 0.0035 0.0040
0.8607 0.0039 0.0056 0.0073 0.0047 0.0032 0.0051 0.0055 0.0039 0.0038
0.8770 0.0040 0.0060 0.0076 0.0036 0.0030 0.0049 0.0051 0.0049 0.0041
0.8934 0.0043 0.0051 0.0070 0.0032 0.0034 0.0044 0.0052 0.0054 0.0042
0.9098 0.0040 0.0054 0.0064 0.0038 0.0040 0.0056 0.0054 0.0057 0.0037
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0.9262 0.0044 0.0070 0.0057 0.0043 0.0034 0.0055 0.0062 0.0058 0.0036
0.9426 0.0043 0.0050 0.0046 0.0047 0.0039 0.0073 0.0078 0.0053 0.0043
0.9590 0.0042 0.0052 0.0045 0.0053 0.0051 0.0099 0.0073 0.0044 0.0047
0.9754 0.0039 0.0053 0.0042 0.0055 0.0066 0.0092 0.0065 0.0043 0.0054
0.9918 0.0057 0.0056 0.0041 0.0056 0.0094 0.0079 0.0058 0.0036 0.0052
1.0082 0.0073 0.0045 0.0048 0.0053 0.0080 0.0065 0.0059 0.0039 0.0044
 
        (table 8 cont.) 
X/Z 0.7295 0.7459 0.7623 0.7787 0.7951 0.8115 0.8279 0.8443 0.8607
-0.0082 0.0089 0.0126 0.0076 0.0095 0.0075 0.0036 0.0052 0.0054 0.0062
0.0082 0.0114 0.0137 0.0112 0.0125 0.0078 0.0035 0.0042 0.0052 0.0046
0.0246 0.0124 0.0113 0.0108 0.0108 0.0079 0.0037 0.0038 0.0054 0.0047
0.0410 0.0116 0.0113 0.0105 0.0105 0.0084 0.0047 0.0041 0.0050 0.0040
0.0574 0.0091 0.0100 0.0096 0.0128 0.0070 0.0042 0.0043 0.0042 0.0047
0.0738 0.0074 0.0104 0.0086 0.0142 0.0077 0.0055 0.0043 0.0037 0.0048
0.0902 0.0050 0.0094 0.0074 0.0102 0.0089 0.0046 0.0043 0.0039 0.0040
0.1066 0.0046 0.0104 0.0073 0.0094 0.0105 0.0048 0.0041 0.0033 0.0032
0.1230 0.0040 0.0082 0.0076 0.0099 0.0095 0.0050 0.0046 0.0035 0.0036
0.1393 0.0044 0.0074 0.0090 0.0078 0.0088 0.0073 0.0047 0.0051 0.0042
0.1557 0.0042 0.0064 0.0092 0.0078 0.0076 0.0067 0.0056 0.0061 0.0051
0.1721 0.0047 0.0044 0.0060 0.0096 0.0075 0.0059 0.0061 0.0064 0.0059
0.1885 0.0043 0.0055 0.0062 0.0077 0.0088 0.0092 0.0071 0.0065 0.0053
0.2049 0.0050 0.0052 0.0055 0.0057 0.0100 0.0091 0.0084 0.0078 0.0070
0.2213 0.0052 0.0037 0.0049 0.0056 0.0081 0.0086 0.0095 0.0087 0.0081
0.2377 0.0051 0.0048 0.0063 0.0055 0.0098 0.0093 0.0078 0.0063 0.0110
0.2541 0.0051 0.0053 0.0067 0.0059 0.0082 0.0094 0.0076 0.0068 0.0075
0.2705 0.0058 0.0066 0.0062 0.0059 0.0084 0.0070 0.0072 0.0071 0.0093
0.2869 0.0057 0.0064 0.0068 0.0068 0.0094 0.0075 0.0063 0.0083 0.0079
0.3033 0.0070 0.0073 0.0072 0.0076 0.0070 0.0073 0.0066 0.0081 0.0098
0.3197 0.0072 0.0094 0.0088 0.0081 0.0073 0.0081 0.0073 0.0097 0.0114
0.3361 0.0080 0.0108 0.0094 0.0110 0.0087 0.0093 0.0077 0.0098 0.0134
0.3525 0.0080 0.0121 0.0114 0.0083 0.0079 0.0069 0.0094 0.0116 0.0121
0.3689 0.0090 0.0112 0.0107 0.0096 0.0078 0.0078 0.0094 0.0109 0.0121
0.3852 0.0082 0.0115 0.0111 0.0113 0.0073 0.0090 0.0073 0.0141 0.0116
0.4016 0.0099 0.0139 0.0108 0.0115 0.0092 0.0111 0.0081 0.0125 0.0101
0.4180 0.0091 0.0126 0.0139 0.0124 0.0098 0.0116 0.0088 0.0124 0.0100
0.4344 0.0094 0.0107 0.0145 0.0134 0.0106 0.0099 0.0080 0.0126 0.0083
0.4508 0.0095 0.0128 0.0144 0.0144 0.0103 0.0098 0.0093 0.0131 0.0093
0.4672 0.0098 0.0131 0.0165 0.0138 0.0083 0.0094 0.0105 0.0124 0.0086
0.4836 0.0118 0.0134 0.0145 0.0171 0.0086 0.0091 0.0116 0.0119 0.0101
0.5000 0.0127 0.0130 0.0179 0.0179 0.0088 0.0105 0.0092 0.0100 0.0095
0.5164 0.0109 0.0108 0.0175 0.0162 0.0081 0.0078 0.0081 0.0097 0.0091
0.5328 0.0112 0.0103 0.0199 0.0186 0.0088 0.0080 0.0082 0.0093 0.0080
0.5492 0.0138 0.0116 0.0185 0.0170 0.0094 0.0088 0.0089 0.0101 0.0085
0.5656 0.0112 0.0140 0.0171 0.0180 0.0108 0.0071 0.0084 0.0094 0.0089
0.5820 0.0120 0.0119 0.0161 0.0156 0.0106 0.0081 0.0062 0.0087 0.0095
0.5984 0.0124 0.0118 0.0119 0.0162 0.0096 0.0091 0.0061 0.0081 0.0076
0.6148 0.0130 0.0096 0.0119 0.0153 0.0100 0.0097 0.0069 0.0079 0.0070
0.6311 0.0117 0.0067 0.0129 0.0123 0.0099 0.0088 0.0063 0.0073 0.0065
0.6475 0.0107 0.0070 0.0123 0.0103 0.0095 0.0083 0.0093 0.0086 0.0075
0.6639 0.0087 0.0073 0.0124 0.0099 0.0105 0.0083 0.0080 0.0077 0.0069
0.6803 0.0092 0.0076 0.0101 0.0100 0.0074 0.0065 0.0087 0.0055 0.0085
0.6967 0.0094 0.0076 0.0081 0.0093 0.0078 0.0057 0.0095 0.0056 0.0104
0.7131 0.0086 0.0068 0.0079 0.0086 0.0087 0.0071 0.0069 0.0072 0.0099
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0.7295 0.0068 0.0062 0.0065 0.0067 0.0067 0.0060 0.0067 0.0074 0.0092
0.7459 0.0065 0.0054 0.0055 0.0071 0.0062 0.0062 0.0086 0.0091 0.0100
0.7623 0.0059 0.0039 0.0062 0.0074 0.0062 0.0061 0.0100 0.0075 0.0115
0.7787 0.0053 0.0041 0.0062 0.0069 0.0054 0.0083 0.0103 0.0073 0.0123
0.7951 0.0041 0.0045 0.0063 0.0057 0.0061 0.0085 0.0092 0.0067 0.0102
0.8115 0.0040 0.0035 0.0062 0.0052 0.0061 0.0085 0.0106 0.0083 0.0089
0.8279 0.0040 0.0037 0.0049 0.0059 0.0055 0.0082 0.0136 0.0088 0.0088
0.8443 0.0038 0.0037 0.0044 0.0069 0.0052 0.0071 0.0112 0.0095 0.0080
0.8607 0.0029 0.0033 0.0049 0.0061 0.0057 0.0094 0.0119 0.0103 0.0067
0.8770 0.0032 0.0035 0.0050 0.0054 0.0059 0.0095 0.0118 0.0128 0.0060
0.8934 0.0025 0.0038 0.0055 0.0059 0.0055 0.0090 0.0105 0.0126 0.0058
0.9098 0.0027 0.0040 0.0056 0.0050 0.0056 0.0099 0.0085 0.0137 0.0064
0.9262 0.0029 0.0043 0.0053 0.0048 0.0051 0.0076 0.0077 0.0146 0.0063
0.9426 0.0033 0.0050 0.0047 0.0047 0.0050 0.0072 0.0087 0.0138 0.0076
0.9590 0.0031 0.0056 0.0043 0.0037 0.0048 0.0072 0.0080 0.0120 0.0084
0.9754 0.0032 0.0052 0.0045 0.0042 0.0045 0.0059 0.0071 0.0100 0.0081
0.9918 0.0030 0.0046 0.0044 0.0041 0.0036 0.0053 0.0073 0.0097 0.0093
1.0082 0.0032 0.0042 0.0051 0.0042 0.0041 0.0051 0.0070 0.0105 0.0106
 
        (table 8 cont.) 
X/Z 0.8770 0.8934 0.9098 0.9262 0.9426 0.9590 0.9754 0.9918 1.0082
-0.0082 0.0056 0.0053 0.0101 0.0129 0.0150 0.0180 0.0158 0.0138 0.0000
0.0082 0.0073 0.0061 0.0093 0.0115 0.0147 0.0155 0.0135 0.0135 0.0000
0.0246 0.0078 0.0064 0.0093 0.0077 0.0125 0.0158 0.0135 0.0129 0.0000
0.0410 0.0071 0.0084 0.0087 0.0070 0.0138 0.0149 0.0099 0.0148 0.0000
0.0574 0.0068 0.0078 0.0095 0.0066 0.0128 0.0145 0.0090 0.0136 0.0000
0.0738 0.0067 0.0079 0.0080 0.0073 0.0146 0.0143 0.0146 0.0171 0.0000
0.0902 0.0056 0.0070 0.0096 0.0109 0.0129 0.0186 0.0126 0.0226 0.0000
0.1066 0.0062 0.0072 0.0100 0.0110 0.0135 0.0181 0.0151 0.0197 0.0000
0.1230 0.0058 0.0060 0.0095 0.0114 0.0130 0.0226 0.0119 0.0208 0.0000
0.1393 0.0049 0.0062 0.0072 0.0099 0.0117 0.0270 0.0119 0.0171 0.0000
0.1557 0.0066 0.0066 0.0086 0.0100 0.0143 0.0240 0.0116 0.0141 0.0000
0.1721 0.0059 0.0079 0.0084 0.0091 0.0111 0.0211 0.0102 0.0143 0.0000
0.1885 0.0064 0.0058 0.0089 0.0072 0.0083 0.0151 0.0109 0.0146 0.0000
0.2049 0.0070 0.0049 0.0075 0.0068 0.0093 0.0129 0.0083 0.0106 0.0000
0.2213 0.0072 0.0052 0.0073 0.0081 0.0105 0.0144 0.0079 0.0110 0.0000
0.2377 0.0070 0.0053 0.0066 0.0087 0.0114 0.0133 0.0083 0.0111 0.0000
0.2541 0.0052 0.0056 0.0074 0.0079 0.0108 0.0118 0.0098 0.0096 0.0000
0.2705 0.0047 0.0042 0.0067 0.0087 0.0088 0.0134 0.0100 0.0118 0.0000
0.2869 0.0071 0.0060 0.0090 0.0079 0.0094 0.0126 0.0123 0.0125 0.0000
0.3033 0.0079 0.0071 0.0085 0.0091 0.0094 0.0101 0.0126 0.0110 0.0000
0.3197 0.0079 0.0080 0.0071 0.0096 0.0094 0.0104 0.0135 0.0105 0.0000
0.3361 0.0108 0.0098 0.0081 0.0079 0.0090 0.0096 0.0122 0.0099 0.0000
0.3525 0.0104 0.0091 0.0093 0.0062 0.0083 0.0096 0.0112 0.0115 0.0000
0.3689 0.0102 0.0089 0.0096 0.0061 0.0078 0.0129 0.0115 0.0109 0.0000
0.3852 0.0096 0.0102 0.0094 0.0064 0.0089 0.0162 0.0113 0.0128 0.0000
0.4016 0.0109 0.0103 0.0108 0.0087 0.0110 0.0167 0.0148 0.0135 0.0000
0.4180 0.0107 0.0111 0.0100 0.0098 0.0134 0.0175 0.0161 0.0180 0.0000
0.4344 0.0106 0.0156 0.0094 0.0112 0.0159 0.0130 0.0203 0.0178 0.0000
0.4508 0.0085 0.0170 0.0100 0.0114 0.0166 0.0137 0.0164 0.0183 0.0000
0.4672 0.0087 0.0152 0.0107 0.0111 0.0151 0.0117 0.0178 0.0151 0.0000
0.4836 0.0097 0.0119 0.0126 0.0130 0.0158 0.0150 0.0154 0.0173 0.0000
0.5000 0.0084 0.0096 0.0122 0.0127 0.0147 0.0181 0.0165 0.0222 0.0000
0.5164 0.0086 0.0088 0.0136 0.0155 0.0155 0.0196 0.0174 0.0203 0.0000
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0.5328 0.0089 0.0098 0.0139 0.0137 0.0210 0.0189 0.0184 0.0190 0.0000
0.5492 0.0081 0.0097 0.0155 0.0161 0.0230 0.0147 0.0143 0.0177 0.0000
0.5656 0.0078 0.0087 0.0145 0.0157 0.0187 0.0197 0.0147 0.0182 0.0000
0.5820 0.0094 0.0084 0.0131 0.0152 0.0178 0.0242 0.0176 0.0173 0.0000
0.5984 0.0107 0.0137 0.0150 0.0141 0.0222 0.0293 0.0178 0.0176 0.0000
0.6148 0.0108 0.0143 0.0165 0.0145 0.0240 0.0265 0.0142 0.0139 0.0000
0.6311 0.0102 0.0156 0.0170 0.0155 0.0256 0.0213 0.0140 0.0121 0.0000
0.6475 0.0092 0.0164 0.0189 0.0179 0.0282 0.0256 0.0193 0.0093 0.0000
0.6639 0.0069 0.0185 0.0164 0.0174 0.0233 0.0234 0.0195 0.0105 0.0000
0.6803 0.0074 0.0219 0.0190 0.0155 0.0238 0.0243 0.0182 0.0092 0.0000
0.6967 0.0122 0.0208 0.0201 0.0146 0.0199 0.0170 0.0192 0.0102 0.0000
0.7131 0.0108 0.0212 0.0214 0.0138 0.0186 0.0167 0.0160 0.0103 0.0000
0.7295 0.0113 0.0230 0.0217 0.0134 0.0144 0.0156 0.0169 0.0109 0.0000
0.7459 0.0120 0.0215 0.0225 0.0123 0.0105 0.0147 0.0182 0.0086 0.0000
0.7623 0.0101 0.0213 0.0199 0.0145 0.0140 0.0136 0.0194 0.0078 0.0000
0.7787 0.0117 0.0169 0.0199 0.0165 0.0108 0.0139 0.0201 0.0081 0.0000
0.7951 0.0115 0.0204 0.0141 0.0183 0.0122 0.0159 0.0168 0.0091 0.0000
0.8115 0.0102 0.0140 0.0136 0.0162 0.0131 0.0148 0.0162 0.0102 0.0000
0.8279 0.0122 0.0107 0.0141 0.0134 0.0127 0.0143 0.0159 0.0086 0.0000
0.8443 0.0117 0.0080 0.0171 0.0152 0.0109 0.0141 0.0152 0.0105 0.0000
0.8607 0.0084 0.0073 0.0140 0.0163 0.0116 0.0163 0.0142 0.0111 0.0000
0.8770 0.0075 0.0097 0.0134 0.0152 0.0147 0.0171 0.0138 0.0093 0.0000
0.8934 0.0089 0.0107 0.0152 0.0206 0.0153 0.0167 0.0113 0.0084 0.0000
0.9098 0.0094 0.0100 0.0205 0.0196 0.0155 0.0151 0.0115 0.0079 0.0000
0.9262 0.0107 0.0122 0.0203 0.0182 0.0182 0.0138 0.0101 0.0085 0.0000
0.9426 0.0113 0.0099 0.0162 0.0177 0.0196 0.0128 0.0086 0.0077 0.0000
0.9590 0.0100 0.0103 0.0129 0.0218 0.0154 0.0132 0.0086 0.0065 0.0000
0.9754 0.0093 0.0077 0.0139 0.0146 0.0127 0.0127 0.0078 0.0066 0.0000
0.9918 0.0091 0.0084 0.0123 0.0177 0.0148 0.0139 0.0092 0.0067 0.0000
1.0082 0.0119 0.0078 0.0114 0.0210 0.0134 0.0132 0.0096 0.0059 0.0000
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APPENDIX C: ACRONYMS 
ADE: Advection-Dispersion Equation. 
BGK:  Bhatnagar-Gross-Krook. 
EDF: Equilibrium Distribution Function. 
LBM: Lattice Boltzmann Method. 
LGA: Lattice Gas automata. 
MRT: Multi-Relaxation Time. 
REV: Representative Elementary Volume. 
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