We present an adaptive iterative learning based flow imputation algorithm, to estimate missing flow profiles in on ramps and off ramps using a freeway traffic flow model. We use the LinkNode Cell transmission model to describe the traffic state evolution in freeways, with on ramp demand profiles and off ramp split ratios (which are derived from flows) as inputs. The model based imputation algorithm estimates the missing flow profiles that match observed freeway mainline detector data. It is carried out in two steps: (1) adaptive iterative learning of an "effective demand" parameter, which is a function of ramp demands and off ramp flows/ split ratios; (2) estimation of on ramp demands/ off ramp split ratios from the effective demand profile using a linear program. This paper concentrates on the design and analysis of the adaptive iterative learning algorithm. The adaptive iterative learning algorithm is based on a multi-mode (piecewise non-linear) equivalent model of the Link-Node Cell transmission model. The parameter learning update procedure is decentralized, with different update equations depending on the local apriori state estimate and demand estimate. We present a detailed convergence analysis of our approach and finally demonstrate some examples of its application.
Introduction
Freeway traffic flow simulations allow traffic engineers to perform non-intrusive studies of different operational strategies like ramp metering, speed control, demand management as well as real time scenario predictions. Tools for Operations Planning (TOPL) [1, 2] , is a suite of tools for network model creation, simulations, operations planning and real time management. TOPL * Address all correspondence to this author.
currently uses Aurora, a simulation tool based on the cell transmission model (CTM) [3] for fast and reliable simulations. CTM is a first order macroscopic model which simulates aggregate traffic behavior characterized by flow, density and speed. The freeway is modeled as a set of sequential segments, and onramps and off-ramps are represented by input(source) and output(sink) links respectively. The simulation model is specified using link parameters (represented by a fundamental diagram of traffic flow), input demands (along ramps) and routing parameters (split ratios). Empirical data, collected from loop detectors are used to calibrate the freeway model to replicate observed freeway behavior. Density and flow measurements obtained from loop detectors along the freeways are used to estimate fundamental diagram parameters for freeway segments, while input flows in on ramps are used as ramp demands. Split ratios, which represent portion of flows exiting a particular off ramp can be derived from off ramp and mainline flows [4] .
Performance Measurement System (PeMS) [5] -an online repository, provides a rich archive of loop detector data for freeways present in California. While the measurements along the freeway mainlines are efficiently archived, data for flows in ramps are often found to be missing or incorrect. Since these ramp flows are critical for specifying inputs to the simulations, these flows need to be imputed (estimated). Model based imputation/estimation can be used to determine ramp flows that replicate the observed freeway mainline behavior. The common challenges to estimation is the inherent non-linearity and high dimensionality of these models. Also, since flows need to be estimated over large time periods (typically over a day), optimization based approaches, which minimize a suitable error, cannot be expected to compute optimal solutions in a reasonable amount of time.
The authors have presented an iterative learning based es-timation algorithm in [6] and [7] . The ramp flow (or related parameters) are represented as unknown inputs, and these are estimated iteratively to match the output profile (represented by available mainline measurements). [6] presents a provably convergent continuous time adaptive "repetitive" learning algorithm for ramp flow imputation based on the asymmetric cell transmission model (ACTM) [8] . In this algorithm, the ramp flows are estimated sectionwise, sequentially from the most upstream section to the end of the freeway. The problem is decoupled due to a special property of the estimation algorithm owing to the structure of the ACTM. This also lends to an easier analysis of the developed algorithm. However, the ACTM model is not well suited for modeling traffic in freeway with large on ramps, like freeway to freeway interconnections. In [7] , ramp flow imputation algorithms have been proposed using the Link Node Cell Transmission model, which overcomes the restrictions posed by the ACTM.
In this paper, we present an adaptive iterative learning algorithm based on the algorithm presented in [7] . We analyze the dynamics and prove the convergence of the learning estimates. The analysis approach presented here is different from that presented in [6] , which employed a Lyapunov functional approach to prove convergence. Section 2 presents the Link-Node Cell Transmission model and the imputation algorithm. Boundedness and convergence analysis for this algorithm is presented in Section 3. Section 4 illustrates an example of an application of the algorithm. Conclusions are provided in Section 5.
Link Node Cell transmission model and the imputation algorithm 2.1 Link Node Cell Transmission model
The Link-Node Cell transmission model (LN-CTM) is an extension of the CTM, which can be used to simulate traffic in any road network. Aurora is a simulation tool that employs this model ( [9] ). LN-CTM is suitable for traffic simulation in networks (freeways and arterials) as compared to the ACTM ( [8] ), which is suitable only for traffic simulation in freeway sections without major freeway to freeway interconnections. The traffic network is represented as a directed graph of links connecting nodes in the LN-CTM. Figure 1 shows the directed graph representation of a freeway. Links, which represent road segments belongs to three types (a) normal (b) source and (c) sink. Nodes, which correspond to link junctions are specified with a timevarying split-ratio matrix (routing parameters), which represents the portion of traffic moving from a particular input link to an output link. A fundamental diagram (which specifies the flowspeed-density characteristics) is specified for each link, while the source links are also specified with an input demand profile. Table 1 lists the variables used in the algorithm. We use a triangular fundamental diagram, characterized by the free-flow speed (v i ), congestion wave speed (w i ) and Capacity F i . In particular, 0 < v i , w i < 1 is assumed by a proper choice of simulation time step. The LN-CTM procedure is explained in [9] . For imputation, we use an equivalent four mode piecewise nonlinear model for density evolution [7] . The modes are based on flow conditions at input/output. In-flow into Link i (and out flow from Link i − 1) is said to be in congestion if the total demand from Link i − 1 (c i−1 (k)) exceeds available space in Link i (w i (k)(n J i − n i (k))); otherwise it is in free flow. Thus the four modes of density evolution (for each link) are FF, FC, CC ,CF (Ccongestion, F-free flow). The model evolution can be described by the following equations.
. A common assumption is that the last cell is in free-flow. This can usually be done by choosing boundaries appropriately.
The input to the freeway is supplied through a source link which implements a point queue model. 
Imputation algorithm
The imputation algorithm estimates ramp flows that replicate observed freeway behavior (freeway mainline density and flow measurements). Formally, the problem can be stated as :
Problem 2.1. Estimate ramp demands, input flows and split ratio profiles (
d i (k),f l in i (k),β i (k)) such
that the model evolution (Eqn (1) ) using these estimates replicate the given flow and density measurements (n i (k), f meas i (k)) obtained from detectors along the freeway.
The imputation procedure involves two stages: (a)Total (effective) demand estimatesĉ i are determined using an adaptive learning procedure based on the the error between the model calculated densities and the observed density profiles. (b)The demands and split-ratios are extracted from the total demand, using a linear program that minimizes the error between the model calculated flows and the observed flow profiles [7] .
This imputation algorithm computes all of the effective demands for the entire freeway simultaneously, as compared to the sequential imputation procedure employed in [6] . This is because LN-CTM does not offer the same decoupling properties as the ACTM. Also, the LN-CTM has both input and state nonlinearity, in contrast to ACTM which is piecewise linear. The algorithm in [7] assumes that the profile is 24-hour periodic, and presents an adaptive repetitive learning algorithm based on [10] . In contrast, the algorithm presented here does not need that assumption, and is based on an adaptive learning algorithm where exact re-initialization of the initial conditions is used. This class of adaptation algorithms, which requires exact re-initialization of the initial conditions are generally known in the controls and robotics community as adaptive iterative learning laws and have been widely used in robotics and other mechatronics applications [11, 12] . The algorithm assumes (non-zero) initial estimates for the effective demand profilesĉ i , and runs the model for the given time period and adaptively estimates the ramp flows from the density state errors. Then the procedure is iterated with exact re-initialization of the initial state of the link densities. Unlike many iterative control applications, exact re-initialization does not pose a problem here, since initial conditions are usually specified in the simulation model.
Let the model estimates be represented by placing a hat on top of the respective variable (eg.n i (k)) and actual measurement data left unaccented (eg. n i (k)). A-priori error are represented by placing a tilde and a ' o ' (eg.ñ o i (k)) while a-posteriori errors estimates and actual a-posteriori errors represented with a bar (eg.n i (k)) and tilde (eg.ñ i (k)). The index j is used to denote the parameter adaptation iteration number. It is assumed that effective demand estimates are bounded 0 < cmin <ĉ i (k) < cmax < ∞. Moreover, non zero initial estimates are assumed (eg. c j i = cmin for j = 0). Also exact re-initialization impliesn
) determine the apriori and a-posteriori mode (congested / free flow conditions) corresponding to flows from Link i − 1 to Link i. The following equations describe one iteration of the implemented imputation procedure.
where c t,1 =ĉ
where c t,2 = 1
These link density update equations can be separated into four distinct equations corresponding to the density update mode for each link. It is important to note thatĉ i is updated with density errors corresponding to either Link i or Link i + 1, not both. The procedure can be broadly interpreted to contain the following steps : (a) Compute a-priori mode (FF,FC,CF,CC) and apriori density error (b) Compute a-posteriori density error estimate depending on the a-priori mode (for example, in FC mode both c i−1 (k) and c i (k) affect Link density) (c) Update dependent demand estimates using the density error. It is noted that the a-posteriori density error estimaten i (k) is different from the actual a-posteriori error (ñ i (k)), since the updates adheres to the minimum and maximum bounds. With these bounds, the actual a-posteriori estimates ensure that the a-posteriori mode is same as the a-priori modeM
, so that the update equations can exploit the piecewise nonlinearity structure of the state equations. In case M j i (k) = 0 (which will correspond to the point when flow conditions can be interpreted to be either in congestion or free-flow), the mode is assigned corresponding to whether the parameter updates can decrease the density error in Link i−1. In the above algorithm,Ḿ The update equations in the CF mode do not depend on eitherĉ i orĉ i−1 and hence the a-posteriori error will equal a-priori error when this mode is in effect. Finally, the update equations are decentralized, and local updates only require knowledge of local modes, not the actual mode of the entire system. This is a desirable feature as the total number of modes in the entire systems is 2 N , which grows as size of the freeway increases. In addition, the algorithm also involves a trigger scheme. We explain that along with the analysis section.
The above procedure identifies the total/effective demand vectors, from which the on-ramp demand and off-ramp split ratios are decoupled using a linear program. Figure 2 illustrates the position of the mainline detector, from which flow data is available. Depending on the existing flow conditions, the flows preceding the off ramp and following the on ramp can be described by the equations presented in Figure 2 . A linear program that minimizes
can be used to identify the on ramp and off ramp flows that best match the observed mainline flow [7] . If one of the ramp flows is also measured, then it is also included in the objective function. Once the on ramp flows and demands are obtained, the on ramp input flows can be backcalculated using Eq 1.
Convergence Analysis
In this section, we will study the boundedness and convergence of the density errors under the adaptation laws given in the previous section. The change in density across iterations is given byn
The following lemmas will be useful for analyzing the equations above. We will not prove all of them here due to lack of space.
Lemma 3.1. The following two relations hold
where 0 ≤ η 1 , η 2 ≤ 1.
These relations are frequently used in the following lemmas. This lemma can be proved by observing thatŵ
are piecewise affine non decreasing with lipschitz constants w i , v i respectively.
Lemma 3.2. For the imputation algorithm defined in eqn. (2),
These cases generalize to the expression given in the lemma.
Lemma 3.3. For the imputation algorithm defined in eqn. (2),
i (k) ≤ 1. The proof of this lemma is similar to that of the previous one.
Lemma 3.4. Consider the parameter updates corresponding to Link i in eqn. (2). There exists
0 ≤ Γ i, j 1 (k) ≤ G 1 and 0 ≤ Γ i, j 2 (k) ≤ G 2 such that i f Λ i, j 1 > 0 c j i−1 (k) =ĉ j−1 i−1 (k) + Γ i, j 1 (k)ñ j i (k + 1) i f Λ i, j 2 > 0 1 c j i (k) = 1 c j−1 i−1 (k) − Γ i, j 2 (k)ñ j i (k + 1) Lemma 3.5. Given 0 < n i (k) < n J i ∀ i ∈ 1, ...
, N, the error equations ensure that the density errors are bounded. In particular, |ñ
Proof. To prove the above lemma we will first prove that 0 < n j i (k) < n J i ∀ i ∈ 1, ..., N holds during any iteration. For a given iteration j, we can prove the preceding claim using induction on k, the time index. Sincen j i (0) = n i (0) ∀i, the claim holds for k = 0. Assume 0 <n j i (k) < n J i for some k. We also note that 0 < cmin <ĉ j i < cmax < ∞ using the update laws.Then for period k + 1,n
Substituting the results from Lemma 3.2 and Lemma 3.3 into equation (3), we see that
Collecting terms and noting thatñ
Finally, substituting Lemma 3.4 and re-arranging the terms,
wherē
Taking norm on both sides and using the triangular inequality we get,
where
From the equations above, we can also get
and |ñ
Theorem 3.1. For the imputation algorithm defined in (2) the error equations and the demand estimates are bounded and they converge.
follow would be to allow the equations to reach a steady state and then trigger appropriateĉ i (k) to reset the modes in critical locations. There exists principled (though theoretically slow) methods to ensure perfect convergence when an input profile exists which can follow the given profiles. However, in most of the cases, due to noisy/incorrect measurements, no c i exists such that cmin < c i (k) < cmax that can follow the profile. Hence, we need to resort to heuristic methods. Here we list a heuristic method that has worked well in practice.
Step 1 : Assume initial estimates
Step 2 : Iterate till rate of change of errors is below tolerance
Stop if error reaches within tolerance, or go to Step 3 Step 3 : Trigger and go back to step 2.
The trigger algorithm is given by
where f actor1 > 1 and f actor2 < 1 are reset factors. The philosophy of the updates is that if a particular Link gets stuck in the CF mode, then resets are made according to the sign of the error to ensure that the correct parameters are reset. It must be noted that the triggering procedure may increase the error, in which case, the best results are used.
The total demand vector estimates are used to estimate the split ratios and ramp demands using a linear program. If the total demand vector estimate converges to its true values, then the solution of the linear program will correspond to zero errors between model calculated flows and measured flows (assuming that the measured flows are consistent with the measured densities, with no measurement errors). A simple analysis indicates that the ramp demands and split ratios will also converge. However, it can be seen that total demand vector need not converge to its true value as : (a) the adaptive learning procedure does not ensure exact density profile matching due to incorrect convergence in the CF mode(b) Even in case the density profiles match, it is not possible to uniquely determine the total demand vector in the FC mode, due to lack of observability. The FC mode is present at the upstream of the congestion region, and it is usually transient as congestion tail passes through the section.
Example
We use a Link-Node Cell transmission model of a 23 mile section (with 32 on ramps and 26 off ramps) of the I-210W freeway in Pasadena, California for demonstration. The geometry of the freeway gives rise to some constraints on the estimation procedure. In particular, not all nodes have both an on-ramp and an off-ramp. In this case, additional constraints (bounds) onĉ
for sections without onramps). We run the actual imputation algorithm without these constraints for 10 iterations, to allow sufficient convergence, and then apply these constraints. In the first example, we supply the imputation algorithm with simulated measurements (for which there exists a solution). We also assume all ramps are imputed. Figure 3 shows the decrease in error across algorithm iterations(error = 100
With five predetermined trigger resets, the error decreases to 0.004%. In comparison, without trigger resets, the error decreases to 0.02%. In the second example, measured data from loop detectors obtained from PeMS was used (Refer [4] for freeway calibration procedure). I-210W users experience both morning (from 7AM-10AM) and evening (4PM-8PM) congestion. 5 onramps and 12 offramps needed to be imputed and the sections with both onramp/offramp measurements were not imputed. Figure 4 shows the decrease in errors across iterations. In this case, the final error with trigger resets is 4.1% as compared to 9.1% final error obtained without any heuristic resets. Figure 5 and Figure 6 presents a comparison of simulation results (obtained using imputed ramp flows/split ratios) with the loop detector measurements. High density regions(greater than 300 veh/mile), which denote congestion in this case are also well captured in the simulation. The final density and flow errors for this simulation were 4.2% and 9.3 % respectively. 
Conclusion and comments
In this paper, we presented an imputation algorithm for ramp flow estimation using the LN-CTM model. The problem is solved in two steps, with the first step employing an adaptive iterative learning procedure for estimation of the total demand vector from the density measurements across the freeway. We presented a convergence analysis for this algorithm, along with heuristic approaches designed to improve the final steady state errors obtained by this procedure. The analysis did not assume the existence of an effective demand profile estimate needed for perfect tracking, but still demonstrated the convergence of the procedure, albeit to non-zero errors. We also introduced a heuristic trigger procedure to improve the final profile errors. The total demand vector is used in the second step to derive the ramp demands and split ratios using a linear program that minimizes the error between model calculated flows and measurements.
This adaptive iterative algorithm has similar structure to the algorithm presented in [7] , where an total demand vector is represented as a kernel smoothed profile. However, the procedure presented in this paper uses exact re-initialization at each iteration, and hence does not require the profiles to be periodic.
