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Abstract
We give a direct evaluation of a curious integral identity, which follows from the work of Ismail
and Valent on the Nevanlinna parametrization of solutions to a certain indeterminate moment
problem.
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1 Introduction and the main results
At the International Conference on Orthogonal Polynomials and q-Series, which was held in Orlando
in May 2015 in celebration of the 70th birthday of Mourad Ismail, Dennis Stanton gave a plenary talk
titled “A small slice of Mourad’s work”. One of the topics in that talk was about “the mystery integral
of Mourad Ismail”: a curious integral that has first appeared in the paper [3] by Ismail and Valent (see
also [1] for a special case). To present this integral, we fix k ∈ (0, 1) and denote by
K(k) =
pi
2
× 2F1(12 , 12 ; 1; k2)
the complete elliptic integral of the first kind. We also denote K = K(k), k′ =
√
1− k2 and K ′ = K(k′).
The “mystery integral”, which Dennis Stanton referred to in his talk, is the following one:
1
2
∫
R
dx
cos(
√
xK) + cosh(
√
xK ′)
= 1. (1)
This is essentially formula (1.16) in [3], after correcting the typo – an extra factor of 1/2 multiplying√
x.
The identity (1) is indeed rather unusual and mysterious. First of all, there is a free parameter k that
affects in a non-trivial way the integrand in the left-hand side, but the right-hand side stays constant. The
appearance of the complete elliptic integral in combination with trigonometric and hyperbolic functions
is also uncommon. The integrand looks very simple (after all, it only has two elementary trigonometric
functions and well-known complete elliptic integrals), but this simplicity is deceptive. In fact, this is
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the most striking feature of this integral: it is not at all clear how to prove such a result directly. The
identity (1) follows as a by-product of explicit computations related to Nevanlinna parametrization in a
certain indeterminate moment problem, see [3]. It is the goal of this paper is to evaluate the integral in
(1) directly, without using the theory of the indeterminate moment problem.
Our main result is the following theorem, which gives a more general statement than (1). As we will
see later, this theorem allows to compute explicitly all moments of the probability measure appearing in
(1). In what follows we will be working with Jacobi elliptic functions; we refer the reader to [5][Chapter
22] for their definition and various properties.
Theorem 1. Assume that k ∈ (0, 1) and denote k′ = √1− k2, K = K(k) and K ′ = K(k′). Then for
u ∈ C satisfying |Re(u)| < K and | Im(u)| < K ′ we have
1
2
∫
R
sin(
√
xu)√
x
× dx
cos(
√
xK) + cosh(
√
xK ′)
=
sn(u, k)
cd(u, k)
. (2)
Proof. Our plan is to establish (2) for u = v(K + iK ′)/2 with v ∈ (−1, 1), and then apply an analytic
continuation argument to extend this result to other values of u. Thus, we fix v ∈ (−1, 1) and we denote
I :=
1
2
∫
R
sin(
√
xv(K + iK ′)/2)√
x
× dx
cos(
√
xK) + cosh(
√
xK ′)
. (3)
Our first step is to change the variable of integration x = (2z/K)2 in (3). This implies z = K
√
x/2,
and the original contour of integration R 3 x is mapped into the contour L 3 z, where L consists of two
half-lines (+i∞, 0] ∪ [0,+∞), see Figure 1. This contour is traversed in the direction +i∞→ 0→ +∞.
After this change of variables we obtain
I =
2
K
∫
L
sin(zv(1 + τ))dz
cos(2z) + cos(2zτ)
, (4)
where we have denoted
τ := i
K ′
K
.
Using trigonometric sum-to-product identity we rewrite (4) in the form
I =
1
K
∫
L
sin(zv(1 + τ))dz
cos(z(1 + τ)) cos(z(1− τ)) . (5)
Our second step is to compute the integral in (5) via Cauchy’s Residue Theorem. Note that the
integrand in (5) is a meromorphic function that has only simple poles. Only the poles lying in the first
quadrant are of importance to us, and these are given by
zn := pi(n− 1/2) 1
1− τ , n ∈ N.
We also introduce the following notation:
wn := pin
1
1− τ , and t :=
1 + τ
1− τ .
It is clear that the points zn all lie on a ray in the first quadrant, and wn are the midpoints between zn
and zn+1, see Figure 1.
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Figure 1: Here we see the contour of integration L that is used in formula (5), the poles at points {zn}n≥1
and the shifted contour of integration L+ wN when N = 4.
We choose N ∈ N and we shift the contour of integration L 7→ L + wN , apply the Cauchy Residue
Theorem and take into account the residues at z = zn, 1 ≤ n ≤ N :
I = 2pii× 1
K
N∑
n=1
rn(v) + IN , (6)
where we have denoted
IN :=
1
K
∫
L+wN
sin(vz(1 + τ))dz
cos(z(1 + τ)) cos(z(1− τ)) , (7)
and
rn(v) := Res
( sin(vz(1 + τ))
cos(z(1 + τ)) cos(z(1− τ))
∣∣∣ z = zn) = (−1)n
1− τ
sin(pi(n− 1/2)tv)
cos(pi(n− 1/2)t) . (8)
Note that shifting the contour of integration is justified, since the integrand decays exponentially fast as
z →∞ in the area between the two contours L and L+ wN (this is the gray area in Figure 1).
Next we plan to show that IN → 0 as N → +∞. By changing the variable of integration z = wN +w
we rewrite (7) in the form
IN =
(−1)N
K
∫
L
sin(vw(1 + τ) + piNtv)dw
cos(w(1 + τ) + piNt) cos(w(1− τ)) . (9)
Note that arg(1 + τ) ∈ (0, pi/2) and arg(1− τ) ∈ (−pi/2, 0), therefore
Im(t) > 0 and Im(w(1 + τ)) > 0, for all w ∈ L.
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The above conditions imply Im(w(1 + τ) + piNt) > 10 for all w ∈ L and all N large enough. Using the
following trivial estimates
| sin(a)| < exp(Im(a)), for a ∈ C such that Im(a) > 0,
| cos(a)| > exp(Im(a))/10, for a ∈ C such that Im(a) > 10,
we conclude that for all z ∈ L and all N large enough we have∣∣∣sin(vz(1 + τ) + piNtv)
cos(z(1 + τ) + piNt)
∣∣∣ < 10 exp((v − 1) Im(z(1 + τ)) + piN Im(t)(v − 1)) (10)
< 10 exp(piN Im(t)(v − 1)).
Combining (9) and (10) we obtain
|IN | ≤ 10
K
exp(piN Im(t)(v − 1))×
∫
L
|dz|
| cos(z(1− τ))| ,
and the right-hand side converges to zero as N → +∞ (recall that v− 1 < 0 and Im(t) > 0). The above
result and formula (6) imply the following identity
I =
2pii
K(1− τ)
∞∑
n=1
(−1)n sin(pi(n− 1/2)tv)
cos(pi(n− 1/2)t) . (11)
Our third step is to express the infinite sum in (11) in terms of Jacobi elliptic functions. Formula
22.11.5 in [2] tells us that
pi
∞∑
n=1
(−1)n sin(pi(n− 1/2)z)
cosh(pi(n− 1/2)K ′/K) = −Kkk
′ sn(Kz, k)
dn(Kz, k)
.
Using this result and formulas 22.2.4 and 22.2.6 in [2], which express Jacobi elliptic functions in terms
of theta functions, and formulas 22.2.2 in [2], which express the constants k, k′ and K in terms of theta
functions, we arrive at the following expression
I = − pii
K(1− τ)θ2(0, t)θ4(0, t)
θ1(pitv/2, t)
θ3(pipitv/2, t)
. (12)
Here θi(z, t) (with z, t ∈ C and Im(t) > 0) are the four theta functions, as defined in formulas 20.2.1-20.2.4
in [2].
Our plan is to apply transformations of theta functions θi(·, t) with respect to the parameter t so
that we obtain an expression involving θi(·, τ). This will be done in four steps, and the sequence of
transformations is summarized here
t =
1 + τ
1− τ 7−→ t1 := t+ 1 =
2
1− τ 7−→ t2 := t1/2 =
1
1− τ 7−→
t3 := −1/t2 = τ − 1 7−→ t4 := t3 + 1 = τ.
Transformation 1, t 7−→ t1: We apply formulas 20.7.26-20.7.29 in [2] to the expression in (12) and
obtain
I = − pi
K(1− τ)θ2(0, t1)θ3(0, t1)
θ1(pitv/2, t1)
θ4(pitv/2, t1)
. (13)
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Transformation 2, t1 7−→ t2: We apply formulas 20.7.11-20.7.12 in [2] to the expression in (13) and
obtain
I = − pi
2K(1− τ)θ2(0, t2)
2 θ1(pitv/4, t2)θ2(pitv/4, t2)
θ3(pitv/4, t2)θ4(pitv/4, t2)
. (14)
Transformation 3, t2 7−→ t3: We apply formulas 20.7.30-20.7.33 in [2] to the expression in (14) and
obtain
I = − pi
2K
θ4(0, t3)
2 θ1(pitvt3/4, t3)θ4(pitvt3/4, t3)
θ3(pitvt3/4, t3)θ2(pitvt3/4, t3)
. (15)
Transformation 4, t3 7−→ τ : Finally, we apply formulas 20.7.26-20.7.29 in [2] to the expression in (15)
and obtain
I = − pi
2K
θ3(0, τ)
2 θ1(pitvt3/4, τ)θ3(pitvt3/4, τ)
θ4(pitvt3/4, τ)θ2(pitvt3/4, τ)
. (16)
Now we check that pitvt3/4 = −piv(1 + τ)/4, we apply formulas 22.2.4 and 22.2.8 in [2] and rewrite
the expression in (16) in terms of Jacobi elliptic functions, which gives us
I =
sn(vK(1 + τ)/2, k)
cd(vK(1 + τ)/2, k)
.
Recalling our definition of I in (3), we see that we have established formula (2) for u = v(K + iK ′)/2
with v ∈ (−1, 1).
As the final step, we need to show that (2) holds true in the bigger region D := {u ∈ C : |Re(u)| <
K, | Im(u)| < K ′}. This is easy to achieve by analytic continuation. Indeed, the integral in the left hand
side of (2) converges absolutely and uniformly for all u on compact subsets of D, thus this integral defines
an analytic function on D. The right-hand side of (2) is also analytic in D (one can check this by locating
the poles of sn(u, k) and the roots of cd(u, k), see Tables 22.4.1 and 22.4.2 in [2]). Thus, by analytic
continuation, the identity (2) is valid not only for u = v(K+iK ′)/2 with v ∈ (−1, 1), but for all u ∈ D. uunionsq
By expanding both sides in (2) in Taylor series in u we obtain the following result. The mystery
integral identity (1) follows by setting n = 0 in the formula (17) below.
Corollary 1. With the notation of Theorem 1 we have
1
2
∫
R
xndx
cos(
√
xK) + cosh(
√
xK ′)
= (−1)n × d
2n+1
du2n+1
sn(u, k)
cd(u, k)
∣∣∣
u=0
, (17)
for n ≥ 0.
2 A more general version of the mystery integral
In the paper [3] Ismail and Valent compute explicitly the functions D(x) and B(x) appearing in the
Nevanlinna parametrization of the indeterminate moment problem, which has the same moments as in
(17). These functions are
D(x) = − 4
pi
sin(
√
xK/2) sinh(
√
xK ′/2),
B(x) =
2
pi
ln(k/k′) sin(
√
xK/2) sinh(
√
xK ′/2) + cos(
√
xK/2) cosh(
√
xK ′/2),
5
see formulas (4.16) and (4.17) in [3]. For t ∈ R and γ > 0 we define
w(x; t, γ) :=
γ/pi
(D(x)− tB(x))2 + γ2B(x)2 , x ∈ R.
As was proved in [3] using the Nevanlinna parametrization and the theory of indeterminate moment
problems, the measures w(x; t, γ)dx have the same moments for all t ∈ R and γ > 0. One can check
(after some tedious algebraic computations) that for all x ∈ R
w(x; t∗, γ∗) =
1/2
cos(
√
xK) + cosh(
√
xK ′)
,
provided that
γ∗ =
4
pi(1 + C2)
, t∗ = −Cγ∗, and C = 2
pi
ln(k/k′).
Combining this fact with Corollary 1 we obtain the following result, which generalizes Theorem 1.
Theorem 2. Assume that t ∈ R, γ > 0, k ∈ (0, 1) and denote k′ = √1− k2, K = K(k) and K ′ = K(k′).
Then for u ∈ C satisfying |Re(u)| < K and | Im(u)| < K ′ we have∫
R
sin(
√
xu)√
x
× w(x; t, γ)dx = sn(u, k)
cd(u, k)
. (18)
It turns out that the integral in (18) also can be evaluated directly, without using the Nevanlinna
parametrization or the theory of the indeterminate moment problem. To do this, one only needs to show
directly that the measures w(x; t, γ)dx have the same moments. We plan to present this approach in a
more general setting in the forthcoming paper [4].
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