ABSTRACT. Let F q be a finite field of characteristic 2 and O + 2 (F q ) be the 2-dimensional orthogonal group over F q . Consider the standard representation V of O + 2 (F q ) and the ring of vector invariants O + 2 (F q ) which shows that the Hilbert ideal can be generated by invariants of degree
VECTOR INVARIANTS FOR TWO-DIMENSIONAL ORTHOGONAL GROUPS OVER FINITE FIELDS
theory. According to H. Weyl's famous book [20] , a theorem giving a set of explicit generators for F[mV ] G is referred to as a first main theorem for (G,V ).
The modular cases where the characteristic of F divides the order of G are more complicated. In 1990, Richman [14] began the study of the vector invariants of C p acting on its twodimensional indecomposable representation V 2 in characteristic p > 0, giving a conjecture on generators for F p [mV 2 ] C p with a proof of the case p = 2. In 1997, Campbell and Hughes [4] proved that Richman's conjecture was correct. In 2002, Shank and Wehlau [15] gave a minimal generating set for F p [mV 2 ] C p . In 2010, Campbell, Shank and Wehlau [5] proved that the minimal generating set is actually a SAGBI basis for F p [mV 2 ] C p . In 2013, Wehlau [19] gave a new proof for Richman's conjecture via classical invariant theory. Recently, Bonnafé and Kemper [1] , Chen [8, 9] , Chen and Wehlau [10] also initiated a study of modular invariants of one vector and one covector for some linear groups over finite fields.
The present paper is devoted to study of the vector invariant ring for the two-dimensional orthogonal group of plus type over a finite field of characteristic 2 with the standard representation.
The following theorem is our main result. 
is generated by q + 3 invariants: 
Let I ⊆ m be a nonempty subset and α = (α 1 , α 2 , . . . , α m ) ∈ N m be any vector with α i = 0 for all i I. We define x α I := i∈I x
. Similarly, we define y
for a nonempty subset J ⊆ m and any vector β with β j = 0 for all j J. We also define
where 1 is the vector whose the i-th component is 1 for every i ∈ I (or J) and other components are zero. Given two nonempty subsets I, J ⊆ m, we say that I is less than J, denoted I < J, if i < j for all i ∈ I and all j ∈ J.
PRELIMILARIES
Let F q denote a finite field of characteristic 2. Recall that a square matrix A = (a i j ) over any field k is said to be alternate if a i j = −a ji and a ii = 0. Thus a square matrix over F q is alternate if and only if it is symmetric with diagonals zero. Suppose A and B are two n × n matrices over F q .
We say that A is congruent to B, denoted A ≡ B, if A − B is an alternate matrix. We choose a fixed element w {x 2 + x | x ∈ F q }. It is well-known that the two-dimensional orthogonal groups, up to isomorphism, are just the following two types:
where From now on we always assume that char(F q ) = 2 and q = 2 s with s 2. The orthogonal
Proof. It follows immediately from Kemper [12, Proposition 16] .
MAIN LEMMA
The following criterion will be very useful for our proof of Theorem 1.1.
LEMMA 3.1. Let F be any field and W be an n-dimensional faithful representation of a finite group G over F. Let H G be a proper subgroup with
We denote the Reynolds operator by:
Suppose ∆ ∪ {1} is a homogenous generating set of F[W ] H as an A-module and δ A for any
δ ∈ ∆, i.e.,
Note that R is surjective and degreepreserving, so we need only to show the following claim:
We use the induction on degree of g to prove this claim. Suppose g ∈ F[W ] H is any homogenous element and suppose R(h) ∈ A for any homogenous element
Since ∆ ∪ {1} is a homogenous generating set of F[W ] H as an A-module, we may write
where all δ i ∈ ∆, a i ∈ A and r ∈ N + . Since every R(δ i ) ∈ J , we may write
where
.
Therefore, R(g) ∈ A and the claim holds.
This lemma leads us to reduce the calculation of 
where two sums are both finite, the vectors e, e ′ , δ, δ ′ ∈ N m , and B γ , B γ ′ ∈ B ′ .
Proof of the first assertion of Theorem 1.1. We define S := N ∪ B ∪ D, which will be our desired generating set as { f 1 , f 2 , . . . , f m } in Lemma 3.1 and let J denote the ideal generated by S in 
where 
. Since any element in D has degree 2, we need only to show that the elements in D with degree 2 are indecomposable. In fact this set of elements of degree 2 just coincides with U. We have seen that every U i j is indecomposable. This completes the proof.
LEMMAS
We follow the notations in previous section and begin with a simple but useful observation:
Proof. For any f ∈ J , we may write f = a i · f i with a i ∈ S and f i ∈ F q [mV ] P . Since R is an 
We claim that 
Thus the claim follows and B e α ≡ (x α ) e + (y α ) e (mod J ). In particular, when B α = L i = x i + y i , we have L e i ≡ x e i + y e i (mod J ).
LEMMA 5.3. For any nonempty sets I, J ⊆ m and d I,J
Proof. Note that d I,J (α, β) is a P-invariant. The proof will be separated into two cases: I ∩ J / 0
and I ∩ J = / 0. For the first case, we suppose that there exists an integer k ∈ I ∩ J. Since all
By Lemma 5.1, R(d I,J (α, β)) ∈ J in this case.
Secondly, we suppose I ∩ J = / 0. This situation can be separated into two subcases: SUBCASE 1. For all i ∈ I and all j ∈ J, α i = 1 = β j . For any i ∈ I, if there exists an integer
Since U ji · (x I−{i} · y J−{ j} + y I−{i} · x J−{ j} ) ∈ J and R(J ) ⊆ J , if we want to prove R(d I,J ) ∈ J , it is sufficient to show that
Proceeding in this fashion, we need only to show that SUBCASE 2. For some i ∈ I (resp. j ∈ J), we have α i 2 (resp. β j 2). By the symmetry of d I,J (α, β), we suppose that there exists an i ∈ I such that α i 2. For any j ∈ J, we have
x j )(y Proof. Indeed,
The last equation follows from Lemma 4.1. We have to prove the claim that B α ∈ J for all α with |α| = (q − 1) · r, where r ∈ N + . If r = 1, this claim holds clearly. Now suppose r > 1. We
where |α ′ | = q − 1 and |α ′′ | = (q − 1)(r − 1). Then
However,
Thus B α ∈ J and the claim holds. This completes the proof.
where K c = I − K denotes the complement of K in I, and the sum runs over the representatives of the quotient set of the power set of I on the equivalence relation: 
6. PROOF OF THEOREM 1.6
and {N 1 , N 2 , B 0 , B q−1 } is a homogeneous system of parameters for
Proof. Note that q = 2 s with s 2. If s = 2, then q = 4. It is easy to check that U 3 12 = U 2 12 + N 1 N 2 U 12 . This statement follows in this special case. Now we suppose s 3 and define 
Proof. We use induction on n. If n = 1, then v 1 = U 12 and the lemma follows immediately.
Suppose n 2, then v n = (y n−1
By the induction hypothesis and Proposition 6.2, we have
By Lemma 6.3, v k+i and v i−k both belong to f ∈M R · f , so does B k · B i . Similar arguments can be applied to the case when k + i > q − 1. Now we are ready to prove Theorem 1.6. [8, Lemma 2.1] . We observe that |M| = 2(q − 1). Thus to prove Theorem 1.6, we need only to show that for any 
Proof of Theorem
It is not hard to see that |B| = q + (q − 1) 
has degree 2(n − 1), the induction hypothesis implies that 
x j ∈ D 1 , it follows from the first subcase that d I,J ∈ A. Therefore, D 2 ⊆ A, completing the proof.
REMARKS ON
In the last section we discuss O 
