A major question regarding network reconstruction from RNAi data concerns the identifiability of topologies from the data. While the method we present in our paper is clearly also applicable when we observe all nodes in a network after a knockdown, or when we observe effects of a knockdown at different time points, we here consider identifiability in an extreme case. If we observe only few or a single node after knockdowns in the steady state of the network, under what conditions can we expect that the underlying network topology can be recovered? And, similarly, how many other network topologies would yield the same experimental data after knockdowns?
can exclude the topology shown in Figure 1 c, since under this topology, the single knockdowns of nodes 2 or 3 should show a downstream effect. Hence, we see that we can exclude some topologies, but we do not necessary arrive at a unique topology. Similarly, when considering the double-knockdown, of the three topologies shown in the figure, only topology a) is consistent with the data. But is this topology unique? To more systematically address these questions for general topologies, we carried out a systematic simulation study of identifiability of network topologies from data. For this purpose, we restricted our attention to a deterministic model, where a node i is activated, if any node j with an edge j → i is active. We simulated data with this deterministic model, and then use complete enumeration of all network topologies with a given number of nodes to determine how many topologies are compatible with the data.
Graph-theoretic formalism
We will use some terms from graph theory in this section, which we briefly repeat here. We interchangeably use the terms graph and network. A graph or network is a structure consisting of n distinct nodes v 1 , ..., v n ∈ V , and directed edges (=arcs) (i, j) ∈ A between the nodes. In our application, the nodes correspond to proteins or protein complexes in a signal transduction network. An arc (i, j) ∈ A leading from a node v i to a node v j means that protein v i activates (or inactivates) protein v j .
A path of length k is a sequence v i0 , (i 0 , i 1 ), v i1 , (i 1 , i 2 ), ..., v i k ∈ E × A × E × ... × A of nodes and edges, a (directed) cycle is a path in which v i0 = v i k . A graph is acyclic, if there is no directed cycle in the graph.
The indegree of a node v i is the number of arcs (a, b) ∈ A with b = v i , i.e., the number of arc that lead to node v i . The outdegree of v i is the number of arcs that emenate from v i . A node with indegree 0 is called source, a node with outdegree 0 is called sink.
Information-theoretic considerations
We start with some information-theoretic considerations of the identifiability problem. Let us assume we are looking at a network with n nodes, and let us furthermore assume that we stimulate node 1, that we perturb (knock-down) each node from 2 to n−1 individually, and that we observe the resulting phenotype of node n at the steady state. This observation of only a single node is an extreme case, and clearly the situation will be more favorable for network reconstruction if multiple nodes can be measured.
In this extreme case, we make the following observations:
1. For a network with n nodes, there are n × n directed edges (arcs) between the nodes.
2. If we disregard the sign of an arc (whether it activates or inactivates its target node), then, in a given network topology, each of these edges is either present or is not present. There are thus 2 n×n possible different topologies.
3. We knock down all nodes but node 1 and node n individually, hence we measure n − 2 different phenotypes. Since each phenotype is a binary measurement, there are 2 n−2 possible different outcomes of the experiment.
These few considerations already show a significant problem we have to face when we attempt to reconstruct network topologies from single knockdown-data with only a single phenotypic readout: We are trying to distinguish between 2 n×n networks with only roughly n bits of information. We can, for this reason, expect that on average 2 n×n /2 n = 2 n×(n−1) different networks will generate the same data. We will therefore either need more data (more observed nodes, more stimulations, time series, combinatorial knockdowns, ...), or have to make simplifying assumptions to allow successful network reconstruction. We note that, if we consider the sign of edges (activation or inactivation) as well, then the number of possible networks increases to 3 n×n . For this reason, we restrict our evaluation to networks with only activations.
Unidentifiable network substructures
We next observe that there are certain topological features that we cannot resolve with observations of only a single node at the steady state of the network. We detail these in the following: 
Nodes above stimulation or below readout
Let us consider a network where information flows from a node X source to a node X sink via several intermediate nodes. A node X i is upstream of another node X j , if information can flow from node X i to node X j , but not from node X j to node X i . Similarly, we then say that node X j is downstream of node X i .
Let us now furthermore assume that we stimulate a node X in , and make a readout of another node X out after knockdown of one or several other nodes in the network. We furthermore require that X out is downstream of X in , since otherwise the stimulation can never reach the readout node.
It is clear that we can make inference only about nodes that are located between the stimulated node X in and the readout node X out . If the only stimulation is at node X in , then any node upstream of X in will not affect downstream signaling. Similarly, if we do not observe any nodes downstream of X out , then we cannot make any inference about these nodes below X out . Hence, if X source is upstream of X in , and X sink is downstream of X out , then we can maximally hope to reconstruct the subnetwork between X in and X out , compare Figure 2 a.
Vertical topology
A second difficulty for inference with just a single readout node is best illustrated by a simple example, as shown in Figure 2 b. Let us assume the true network topology is A → B → C → D. Clearly, both a knockdown of node B and a knockdown of node C will have an effect on the readout D. However, the network A → C → B → D will generate the same observations, we hence cannot distinguish the two topologies from observations of single knockdowns alone.
To be able to reconstruct the correct sequence, we would need
• Either, in addition to the readout for node D, observations of one of the nodes B or C for each of the knockdowns. Then, for example, if a knockdown of node B shows an effect on the readout for node C, we know that B is upstream of C.
• Or separate measurements with stimulation of nodes B or C. Then if, for example, after stimulation of node B and knockdown of node C we observe an effect on node D, we know that C is downstream of B.
Feedback loops
A third limitation occurs if we observe only a steady state of the network (or observe only one fixed time point after stimulation, even when the network is not in a steady state), and do not have any time series data. In that case, it should be immediately obvious that we cannot learn anything about feedback loops, We note in passing that this does not hold for feedforward loops, see the example in Figure 2 d. Without the feedforward loop from B to D, a knockdown of node C would have an effect on the readout E, whereas with the edge B → D, there is an alternative path from A to E, we hence can infer the feedforward loop from the data.
Inner sources or sinks
Figure 2 e shows a last unidentifiable situation -if a graph contains unconnected nodes or nodes that have only incoming edges, such as node C in the example shown, we can not infer these edges properly. If node C is not observed, there is no information on its state available, since there also is no node downstream of C. We hence cannot make any inference about the edge from B to C.
The situation is only seemingly better for node D in the Figure. Although the observed node E is downstream of D, we are facing the problem that node D is not downstream of the stimulated node A. Therefore, unless other nodes not in the model will activate D, it will always remain inactive, and therefore have no effect on E. We then once again cannot infer anything about the edge from D to E.
Evaluation of identifiability on a small, simulated example
We now illustrate the discussion on a small simulated example. Consider the network shown in Figure  1 a, and the associated data. If we disregard negative edges, then there are 2 5×5 = 33, 554, 432 possible network topologies. We completely enumerated all network topologies with 5 nodes, and found that of these, 131,072 (0.39%) are consistent with the experimental data shown in the figure. Although this reduces the number of possible topologies by two orders of magnitude, still a significant amount of consistent topologies remains.
We next proceeded by considering the number of edges in these 131,072 topologies. An inspection of the distribution of edge numbers in these topologies shows, that only two graphs with 5 edges (and none with less edges) are consistent with the data, these are shown in Figure 3 . Furthermore, all other consistent topologies contained one of these two graphs as a subgraph. This observation motivates the regularization of reconstructed networks with respect to the number of edges they contain, as we discuss in the paper.
We note that the two topologies shown in Figure 3 arise from one another by vertically interchanging subgraphs, we are hence in the nonidentifiable situation illustrated in Figure 2 b.
As we discussed above, feedback-loops (directed cycles) cannot be learned without time series data. When regularizing graphs with respect to the number of nodes, we can therefore expect to obtain acyclic graphs, or, accordingly, can directly limit our attention to graphs containing no cycles. We thus repeated the enumeration above, this time for acyclic graphs only.
The total number of acyclic graphs with 5 nodes is considerably smaller than the total number of all n = 5 graphs. There are 29,280 acyclic graphs with five nodes. Of those, only 6 are consistent with the experimental data (0.02%), once again, all containing one of the two graphs shown in Figure 3 as subgraph. The other 4 graphs add edges between nodes 2 and 3 to the graphs shown.
We then evaluated how important the double knockdown of nodes 2 and 3 is for the identifiability of the network. If this double knockdown is not available, the total number of consistent graphs is 2,228,224 (6.64%), of which 1752 graphs have no more than 5 edges. When considering only acyclic graphs, 727 graphs are consistent with the data. The smallest consistent graphs contains only two edges in this case and is unique, this is the graph 1 → 4 → 5.
Systematic evaluation of identifiability from single readouts
We next extended our study to a more systematic evaluation. In order to do so, we enumerated all networks with given node number n, simulated single knockdowns for each network generated, and evaluated how many networks yield the same outcome after the single knockdowns. This then indicates how many different networks are consistent with any observed dataset, and thus provides valuable information on limitations and potential of network identification from the data.
We focus here on data after single knockdowns, when only the phenotype of a single downstream node has been observed. Our aim will be the reconstruction of a core topology or a set of candidate core topologies. This core topology may then serve as a starting point for further experiments to refine the inferred network, such as combinatorial knockdowns, time series data, stimulations of different nodes, or readout at different nodes.
Given the considerations on nonidentifiable structures in section 1.3, we impose some restrictions on the graphs that we admit as "core topologies":
1. We disallow feedback loops, i.e., we consider only acyclic directed graphs.
2. We require that the network contains a connection between the stimulated node and the readout node. Thus, without any knockout, after stimulation a signal is visible at the readout node. This is a reasonable assumption, since we would otherwise measure a phenotype that is not affected by the stimulation used.
3. We assume there is no direct connection from the stimulated node to the readout node. If this assumption is not granted, no knockdown would show an effect.
4. Finally, given the observation about inner sources or sinks and unconnected nodes made in section 1.3.4, we require every node in the network except the stimulated node and the readout node to have indegree and outdegree at least 1.
We point out here that when regularizing topologies with respect to the number of edges in automatic network reconstruction as described in our paper, points (1) and (4) will be taken care of implicitly, since feedback arcs or arcs leading to internal nodes that are sinks or coming from internal nodes that are sources can be pruned without affecting results. In such a regularized inference, unconnected nodes can arise, but can then simply be discarded.
Identifiability of networks with n = 3 nodes
There are 2 3×3 = 512 possible directed graphs consisting of 3 nodes. If we fix one node as the source node and a second node as the target node, and impose the constraints 1 -4 above, only one admissible graph with 3 nodes remains, this is the graph A → B → C with source A and sink C. Under the assumption that there is no direct connection between source and sink, and further assuming that there is some connection between source and sink, identifiability is not a problem for networks of size n = 3.
Identifiability of networks with n = 4 nodes
For n = 4 nodes, there exist 2 4×4 = 65, 536 possible graph topologies. Again fixing node v 1 as source node and node v 4 as sink, and imposing the constraints 1 -4, only 9 topologies remain, these are shown in Figure 4 .
If we stimulate the source node one in each of these graphs, carry out single knockdowns of the nodes two and three, and observe the resulting phenotype at node four, then there are 2 2 = 4 possible outcomes:
1. Both knockdowns show an effect, this will be the case for graphs G1 and G2 in the figure.
2. Knockdown of node 2 shows an effect, but the knockdown of node 3 does not. This will be the case for graphs G6 and G8.
3. Knockdown of node 2 shows no effect, but knockdown of node 3 has an effect. This will be the case for graphs G3 and G9. (2) there is no direct connection from source to sink, (3) there is an indirect connection from source to sink, (4) all nodes but the source and sink have indegree and outdegree at least 1, and (5) the graph is acyclic.
4. And both knockdowns show no effect, this will be the case in graphs G4, G5 and G7.
In cases (1), (2) and (3), the two resulting graphs contain the same number of edges, and differ in the vertical sequence of subgraphs (compare Figure 2 b. The two topologies will only be further distinguishable if additional readouts or stimulations of nodes two or three are done. In case (4), graph G7 is the unique graph with minimal number of edges.
Identifiability of networks with n = 5 nodes
The number of possible graph topologies now quickly increases with increasing n. For n = 5, we already have 2 5×5 = 33, 554, 432 possible directed graphs. Constraining the graphs as above, 265 different acyclic graphs remain. For single knockdowns of nodes 2, 3 and 4, there are 2 3 = 8 possible outcomes, as shown in the table below:
Knockdown 2 Knockdown 3 Knockdown 4 Number of Graphs
Obviously, the 6 graphs where each knockdown has an effect are the graphs with the six possible permutations of nodes in a linear sequence of nodes 2, 3 and 4: 1 → 2 → 3 → 4 → 5, 1 → 2 → 4 → 3 → 5, 1 → 3 → 2 → 4 → 5, 1 → 3 → 4 → 2 → 5, 1 → 4 → 2 → 3 → 5 and 1 → 4 → 3 → 2 → 5. Once again, in this case, the topology can only be resolved further by stimulation or readouts of the internal nodes 2, 3 and 4.
Let us now consider the 6 graphs where two of the knockdowns have an effect and one does not. Without loss of generality (by renumbering nodes), we consider the case where knockdowns of nodes 2 
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Figure 5: Graphs of size n = 5 where a knockdown of node 2 has an effect, and the two knockdowns of nodes 3 and 4, respectively, do not have an effect. Graphs G5 to G7 vertically exchange subgraphs with G1 to G3, these 6 graphs are the only 6 graphs with 5 edges that yield this data. : Example graph of size n = 5 with 5 edges, where no single knockdown of any node has an effect on the signal flow from source to sink. After knockdown of node 4, information can still flow via nodes 2 and 3, whereas after a knockdown of nodes 2 or 3, the path 1 → 5 → 5 remains intact. Double knockdowns could resolve the topology further. and 3 do have an effect, and a knockdown of node 4 does not. All 6 graphs contain either the subgraph 1 → 2 → 3 → 5 or the subgraph 1 → 3 → 2 → 5, let us consider the first case only here. Node 4 can then be used to connect 1 → 4 → 2, 2 → 4 → 3, or 3 → 4 → 5. The remaining three graphs similarly arise from the second subgraph above. Concerning identifiability of these six graphs from observations of only node 5 after stimulation of node 1, it is obvious that we cannot resolve the graph structure further without stimulation or readout of at least one of the inner nodes.
The case where the knockdown of one node in the graph has an effect and two other knockdowns do not is very instructive and interesting, we will therefore consider it in more detail. Once again without loss of generality, we consider the case where the knockdown of node 2 has an effect, whereas the two knockdowns of nodes 3 and 4, respectively, do not. There are 26 different graphs that satisfy our conditions, and would yield this pattern of observations. Of these, 6 graphs contain 5 edges, 16 graphs have 6 edges, and 4 graphs have 7 edges. Figure 5 shows the 6 graphs with 5 edges, plus two further graphs with 6 edges. Graphs G5 to G7 vertically exchange subgraphs with G1 to G3, these 6 graphs are the only 6 graphs with 5 edges that yield this data. All larger graphs consistent with the knockdown data, except graphs G4 and G8, contain one of the graphs G1, G2, G3, G5, G6 or G7 as a subgraph. Graphs G1 and G4 could be distinguished from the other graphs using a combinatorial knockdown of nodes 3 and 4.
We only briefly mention results for the final case where none of the knockdowns has an effect, i.e., for each node there is at least one redundant path from source to sink. There are in total 163 graphs which are consistent with this observation, but only six graphs are minimal with 5 edges. These are all graphs where we have a direct connection of source and sink via any node i, i.e. 1 → i → 5, and all other nodes are arranged linearly in an independent path between source and sink, see Figure 6 . The six minimal graphs arise from the topology shown by permutation of the inner nodes 2, 3 and 4.
1.5.4 Identifiability of networks with n = 6 and n = 7 nodes There are 33, 554, 432 directed graphs with n = 6 nodes, of which 21, 777 are acyclic. On the other hand, there are only 2 4 = 16 possible outcomes of the knockdown experiments, indicating that network inference will become progressively more difficult with increasing network size. For n = 7, there are already 68, 719, 476, 736 graphs, of which 4, 577, 041 are acyclic, and 2 5 = 32 possible datasets. Since results are symmetric with respect to numbering of internal nodes, we here summarize results by considering only the five respectively six cases shown in the following table:
Knockdowns
These results show very clearly that even with restricting our attention to acyclic graphs and regularizing with respect to the number of edges in a graph, we cannot hope to reconstruct event the core topology for much larger networks from single phenotypes after single knockdowns. We then need
• observations of several nodes in the graph (multiple phenotypes),
• combinatorial knockdowns,
• stimulation of different nodes,
• or time series data to resolve the network topology further. Clearly, the framework we present allows the inclusion of such data, if available.
Online updates of transition probability matrix
Equation (3) of the manuscript defines the transition probability matrix M ∈ R 2 n ×2 n for given weights w ∈ R n×n and w 0 ∈ R n , as
Here, we use the notation x(t) = η (i) to indicate that the system is in state η (i) at time t, and active(k, η (i) ) is an indicator function that is 1 if x k (t) is active in state η (i) , and 0 otherwise. Hence, M i,j is the probability of a transition in the next time step to state j, if the current state is i. M is easily computed given w and w 0 , using equations (1) and (2) in the manuscript. For the computation of the likelihood (5) in the manuscript, we need to recompute a state transition probability matrix M −k for each knockdown k. Given that this is required for a large number of different parameters tried in sampling, we are interested in a quick update scheme, that allows computation of M −k , the matrix after knockdown of node k, from the full matrix M without any knockdowns. Such a scheme is possible:
The effect of a knockdown in our model is, that we fix one of the nodes, say x k , to the off state, independent of the states of the other nodes and independent of time. Hence, we can never reach any state where x k = 1, and can therefore remove the corresponding rows from M (since the transition probabilities out of such states are not needed). On the other hand, if we are in any state i for which x k is inactive, what is the transition probability to the other states?
Let us illustrate the procedure with a simple example. Assume we have only two nodes, x 1 and x 2 each of which can be active or inactive. The original matrix M thus has four possible states, 00, 01, 10 and 11, and 16 possible transitions between the states. If we knockdown node x 2 , the only remaining states are 00 and 10, since x 2 is fixed to the 0 state.
Without knockdowns, given x 1 (t) and x 2 (t) at time t, the distribution for x a at time t + 1 is given by equation (1) from the manuscript as
and
The transition probability from state i with node activities x 1 (t) and x 2 (t) to a state j with activities x 1 (t + 1) and x 2 (t + 1) is given by the product
If we assume a knockdown of node 2, fixing x 2 to the 0 state, p{x a (t + 1) = 1|x 1 (t), x 2 (t)} from equation (2) becomes
otherwise.
and again
Combining these equations, it is obvious that for states i with x 2 (t) = 0
The last equation follows directly from equations (2) to (6). In calculating an updated matrix M −k after knockdown of node k, we can hence simply remove the rows corresponding to states where node k is active, and update the columns by adding up the two columns of M which correspond to the same values for all nodes, except node k (In our example, the new transition probability from state 00 to state 11 after knockdown of node 2 would be 0, and the new transition probability from state 00 to state 10 is
The scheme can be extended in a similar way for larger transition matrices or combinatorial knockdowns of multiple nodes together.
Experimental details: RNAi knockdowns of JAK/STAT pathway components
In the following, we describe in more detail the procedure used for the RNAi experiments. We carried out systematic knockdowns of the 10 genes IFNAR1, IFNAR2, IFNGR1, IFNGR2, JAK1, JAK2, TYK2, STAT1, STAT2 and IRF9 involved in the JAK/STAT pathway under three different conditions: No stimulation, IFN-α stimulation, and IFN-γ stimulation, as described below, in a human hepatoma cell line stably transfected with a subgenomic, self-replicating hepatitis C virus (HCV) RNA [1] . As negative controls, additional siRNAs against a viral gene from an unrelated virus was used, as well as wells containing naive cells only, without siRNA. The phenotype readout in our assay consists of measurements of reporter protein production (luciferase), whose amount depends on replication of the HCV RNA. Measurements were done in two complete biological replicates each, with two siRNAs per gene and three replicate knockdowns per siRNA and biological replicate, yielding a total of 6 measurements per siRNA or 12 measurements per gene for each of the three conditions.
Design of siRNAs
The refseq accession number (NM-number) for each gene of interest was assessed. If existing, validated siRNAs were used (Quiagen, Hilden, Germany). Otherwise, the siRNAs with the best score were chosen. For each gene 2 siRNAs were used. The siRNAs were resuspended and stored according to the manufacturer's instructions.
RNAi-based reporter assay
Cell monolayers of the human hepatoma cell line Huh-7 [2] , stably transfected with a subgenomic HCV genotype 1b I389/NS3-3'/LucUbiNeoET [3] , were grown in Dulbecco's modified Eagle medium (DMEM) (Gibco Invitrogen, Karlsruhe, Germany), supplemented with 2 mM L-glutamine, 1x nonessential amino acids (Gibco Invitrogen, Karlsruhe, Germany), 100 U of penicillin per ml, 100 µg of streptomycin per ml, and 10% fetal calf serum (DMEM cplt). G418 (Geneticin, Invitrogen) was added at a final concentration of 500 µg/ml for selection of cells carrying the subgenomic HCV reporter replicon.
Single-cell suspensions of the cells were prepared by trypsinization of monolayers, detaching the cells from the culture dish by rinsing with complete DMEM, counting, and resuspending the cells at 7.5 ×10 4 cells per ml in DMEM cplt. Four ml of the cell suspension were seeded in a 6 cm-diameter dish and incubated at 37
• C for 1 h to attach cells to the dish. Meanwhile, the transfection mixture was prepared using Hiperfect transfection reagent (Qiagen, Hilden, Germany) according to the manufacturer's instructions. In brief, 100 µl of DMEM cplt without fetal calf serum were mixed with 2 µl of the 20 µM siRNA stock solution to a final concentration of 10 nM, mixed and briefly centrifuged. After addition of 20 µl of the Hiperfect transfection reagent, the mixture was shaken vigorously for 10 sec and incubated at room temperature for 10 min. The mixture was centrifuged briefly and added dropwise to cells on the plate. After swirling the plate to ensure even distribution of the transfection mixture, cells were incubated for 8-10 h at 37
• C and medium was replaced by fresh DMEM cplt. After 96 h, every 6 cm dish was trypsinized, single cell suspensions prepared, counted separately and 6 ×10 4 cells of each single cell suspension were seeded into a 24-well plate with a volume of 500 µl per well and a total of 9 wells per siRNA.
For transfection, a mastermix was prepared by mixing 100 µl of DMEM cplt without fetal calf serum with 3 µl of the 20 µM stock solution of the corresponding siRNA to a final concentration of 10 nM, vortexing and briefly centrifuging. After addition of 20 µl Hiperfect transfection reagent, the mixture was vortexed for 10 sec and incubated for 10 min at room temperature. Following a brief centrifugation, 100 µl of the mixture were added dropwise to each well, the plate was swirled and incubated for 8-10 h at 37
• C. Of the 9 wells per siRNA, 3 were left untreated by adding 1 ml plain DMEM cplt, 3 were treated with 1 ml of 7 IU/ml of IFN-α (PBL Laboratories, USA) in DMEM cplt and 3 were treated with 1 ml of 0.375 IU/ml IFN-γ (R&D systems, USA) in DMEM cplt. After 36 h, a medium exchange to fresh DMEM cplt was performed for all wells.
To screen for phenotypes upon knockdown of JAK/STAT signaling components, 24 h later, cells were washed with phosphate-buffered saline, 100 µl of ice-cold luciferase lysis buffer (1% Triton X-100, 25 mM glycylglycine, 15 mM MgSO 4 , 4 mM EGTA, 1 mM DTT) were added to each well and the plates were directly transferred to -80
• C for one complete freeze-thaw cycle to ensure proper lysis of all cells. Measurement of luciferase activity in lysates was performed in a Berthold plate luminometer by injecting 400 µl of luciferase assay/substrate buffer (25 mM glycylglycine, 15 mM MgSO 4 , 4 mM EGTA, 1 mM DTT, 2 mM ATP, 15 mM K 2 PO 4 , 12.8 M Luciferin; pH 7.8) to each well, shaking for 2 sec, measuring luciferase activity for 10 sec and then stopping the reaction by injecting 100 µl of a 20% SDS solution followed by 2 sec of shaking.
