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We propose a hybrid sparse system solver for handling linear systems using algebraic
domain decomposition-based techniques. The solver consists of several stages. The first
stage uses a reordering scheme that brings as many of the largest matrix elements as
possible closest to themain diagonal. This is followed by partitioning the coefficientmatrix
into a set of overlapped diagonal blocks that contain most of the largest elements of
the coefficient matrix. The only constraint here is to minimize the size of each overlap.
Separating these blocks into independent linear systems with the constraint of matching
the solution parts of neighboring blocks that correspond to the overlaps, we obtain a
balance system. This balance system is not formed explicitly and has a size that is much
smaller than the original system. Our novel solver requires only a one-time factorization
of each diagonal block, and in each outer iteration, obtaining only the upper and lower tips
of a solution vector where the size of each tip is equal to that of the individual overlap.
This scheme proves to be scalable on clusters of nodes in which each node has a multicore
architecture. Numerical experiments comparing the scalability of our solver with direct
and preconditioned iterative methods are also presented.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The design of effective parallel sparse linear system solvers is of vital importance in many computational science and
engineering areas. These sparse linear systems can be solved directly or via a preconditioned iterative scheme.
It is well known that sparse direct solvers based on variants of LU-factorization implemented in software packages such
as PARDISO [1], Harwell Subroutine Library (HSL) subroutines MA57 and MA48 [2,3], UMFPACK [4,5] and others are quite
robust. Often, however, such direct solvers are limited to systems that do not exhibit excessive fill-in, and are not scalable
on parallel architectures with hundreds of cores.
Preconditioned Krylov subspace methods such as Conjugate Gradient (CG) and Stabilized Bi-Conjugate Gradient
(BiCGstab) [6–8], on the other hand, can be applied to much larger systems, and can achieve higher parallel scalability.
The reliability of these iterative schemes relies on effective preconditioning. In the absence of application specific
preconditioners, users often resort to black-box preconditioners such as approximate LU-factorizations [9], which even
with recent improvements, e.g. [10], cannot assure the robustness of these iterative methods [11–14].
The algebraic domain decomposition-based scheme we propose in this paper is a hybrid between iterative and direct
methods. It tears the matrix into a set of subsystems that depend only on a single, much smaller balance system. Once
the balance system is solved using our modified iterative scheme, the original linear system is reduced to a set of large
independent blocks which can be solved in parallel using a direct solver. We refer to our solver as a Domain Decomposition
Krylov (DDKrylov) scheme or more specifically as DDCG or DDBiCGstab for symmetric or nonsymmetric linear systems,
respectively.
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2. Brief theoretical review
We illustrate themain idea of the algorithm using only two overlapped blocks. The generalization tomultiple overlapped
blocks is straightforward, e.g. see [15,16]. We are interested in solving linear systems of the form
Ax = f (1)
where A ∈ Rn×n is nonsingular.
Let us assume that A has been reordered, for example using reverse CutHill–Mckee [17,18] or spectral [19–21] reordering
schemes, into the overlapped diagonal blocks below
A =
 A11 A12A21 A22 A23
A32 A33
 , x = (x1x2
x3
)
, and f =
(f1
f2
f3
)
(2)
where, Aij, xi and fi for i, j = 1, . . . , 3 are blocks of appropriate size. Let us define the partitions of A, delineated by lines in
the illustration in (2), as
Ak =
(
A(k)11 A
(k)
12
A(k)21 A
(k)
22
)
for k = 1, 2 (3)
where, except for the overlap, A(k)µν = Ak+µ,k+ν forµ, ν = 0, 1. The overlap A22 consists of the sum of the top leftµ = ν = 0
block of the second partition and the bottom right µ = ν = 1 block of the first partition. In other words, for this block the
following equality holds A(1)22 + A(2)11 = A22. For clarity of presentation, we assume that the partitions are of equal sizem and
that each overlap is of size τ .
Thus, we can rewrite (1) as two linear systems(
A(1)11 A
(1)
12
A(1)21 A
(1)
22
)(
x(1)1
x(1)2
)
=
(
f1
1
2
f2 + y
)
(4)
and (
A(2)11 A
(2)
12
A(2)21 A
(2)
22
)(
x(2)1
x(2)2
)
=
(1
2
f2 − y
f3
)
(5)
where we choose the adjustment vector y such that the solution of the lower part of (4) coincides with the upper part of (5),
in other words,
x(1)2 = x(2)1 . (6)
Let us assume, for now, that each overlapped partition is nonsingular, and that
A−1k =
(
B(k)11 B
(k)
12
B(k)21 B
(k)
22
)
. (7)
Thus, using (4), (5) and (6) we obtain the balance system
My = g (8)
where
M = B(1)33 + B(2)11 (9)
and
g =
(
−B(1)21 ,
1
2
(B(2)11 − B(1)22 ), B(2)12
)(f1
f2
f3
)
. (10)
Notice that once the balance system (8) is solved for y, linear systems (4) and (5) can be solved independently in parallel.
Since the coefficient matrixM is not available explicitly, we use a modified iterative method to solve the balance system
(8), where we compute the residual and matrix–vector products as described below.
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Using (9), (10) and
x(1)2 = B(1)21 f1 + B(1)22
(
1
2
f2 + y
)
(11)
x(2)1 = B(2)12 f3 + B(2)11
(
1
2
f2 − y
)
(12)
we obtain
r = g−My = x(2)1 − x(1)2 . (13)
Consequently, considering an initial guess yinit to be zero, the initial residual of the iterative solver can be computed
as
rinit = g = h(2)1 − h(1)2 (14)
where(
h(1)1
h(1)2
)
= A−11
(
f1
1
2
f2
)
and
(
h(2)1
h(2)2
)
= A−12
(1
2
f2
f3
)
. (15)
Since,
My = g− r = rinit − r, (16)
the matrix–vector product can be computed as
Mp = y¯(1)2 − y¯(2)1 (17)
where(
y¯(1)1
y¯(1)2
)
= A−11
(
0
p
)
and
(
y¯(2)1
y¯(2)2
)
= A−12
(−p
0
)
. (18)
Hence, in our modified iterative method the initial residual and matrix–vector products are computed using (14) and (17),
respectively. Generalization to multiple partitions is straightforward and is outlined in [15].
3. Efficient implementation
In every iteration of the modified iterative method, we need to solve two independent linear systems (18). The plain
application of the above formulas implies that each of the systems to be solved is of the order of each partition Ak. Observe,
however, that we are only interested in the bottom y¯(1)2 and top y¯
(2)
1 parts of the solutions in (18). Let the LU-factorization of
A1 be (
A(1)11 A
(1)
12
A(1)21 A
(1)
22
)
=
(
L(1)11
L(1)21 L
(1)
22
)(
U (1)11 U
(1)
12
U (1)22
)
, (19)
then,
L(1)22 U
(1)
22 y¯
(1)
2 = p (20)
and if the UL-factorization of A2 is(
A(2)11 A
(2)
12
A(2)21 A
(2)
22
)
=
(
U (2)11 U
(2)
12
U (2)22
)(
L(2)11
L(2)21 L
(2)
22
)
, (21)
we have
U (2)11 L
(2)
11 y¯
(2)
1 = −p. (22)
Hence, for two partitions we can obtain the result of the multiplication the coefficient matrix M of the balance system by
a vector p using a triangular solves involving only the corners of the factors of the partitions Ak. It is worth mentioning
that the size of each corner is the same as that of the overlap, which is usually small compared to the size of each
partition.
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In case of multiple partitions, each middle partition will have a top and bottom overlap. Thus, we will need to solve
systems of the formy¯
(k)
1
y¯(k)2
y¯(k)3
 = A−1k
(−pk−1
0
pk
)
(23)
for the tips y¯(k)1 and y¯
(k)
3 .
The straight forward approach with LU/UL-factorizations is no longer applicable. Instead we present a simple and more
elegant solution. Let
A−1k =
 B
(k)
11 B
(k)
12 B
(k)
13
B(k)21 B
(k)
22 B
(k)
23
B(k)31 B
(k)
32 B
(k)
33
 (24)
then the tips of the solution depend only on the corners of the inverse in (24) and are given by
y¯(k)1 = B(k)13 pk − B(k)11 pk−1 (25)
y¯(k)3 = B(k)33 pk − B(k)31 pk−1. (26)
Let PT be an orthogonal permutation given by
PT =
(0 Im−2τ 0
Iτ 0 0
0 0 Iτ
)
(27)
where Iτ is the identity matrix of size τ . Then,
(PTAkP)−1 = PTA−1k P =
B
(k)
22 B
(k)
21 B
(k)
23
B(k)12 B
(k)
11 B
(k)
13
B(k)32 B
(k)
31 B
(k)
33
 (28)
and premultiplying (23) by PT we obtainy¯
(k)
2
y¯(k)1
y¯(k)3
 = (PTAkP)−1 ( 0−pk−1
pk
)
. (29)
Using the LU-factorization of the permuted matrix PTAkP we can obtain y¯
(k)
1 and y¯
(k)
3 using the approach in (19).
4. The balance system
It is important to address under what conditions the nonsingularity of the overlapped partitions and the balance system
will be assured. First, we point out that for multiple partitions the balance system (9) is block tridiagonal and its coefficient
matrix is of the form
M =

B(1)33 + B(2)11 −B(2)13
−B(2)31 B(2)33 + B(3)11 −B(3)13
. . .
−B(p−2)31 B(p−2)33 + B(p−1)11 −B(p−1)13
−B(p−1)31 B(p−1)33 + B(p)11
 (30)
where B(k)ij are corners of A
−1
k delineated in (24). The following theorems address the above questions. The first three
theorems have been proven for banded systems in [15], but are also valid without any modification for general sparse
systems and are stated here without proof. In what follows, s.p.d. and d.d. will refer to symmetric positive definite matrices,
and strictly diagonally dominant matrices, respectively.
Theorem 1. If A is s.p.d. and the partitions Ak are also s.p.d, then the coefficient matrix M of the balance system is s.p.d.
Theorem 2. If A is s.p.d. and d.d., then the partitions Ak can be chosen such that they inherit the same properties. Further, the
coefficient matrix M of the balance system is s.p.d.
Theorem 3. If A is nonsingular and the partitions Ak are also nonsingular, then the coefficient matrix M of the balance system is
nonsingular.
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The last theorem is slightly modified to accommodate the sparse case and is given with a mildly modified proof below.
Without loss of generality, we illustrate the proof using the three-partition case.
Theorem 4. Let A have a positive definite symmetric part H = 12 (A+ AT ). Also, let
B1 =

0m−τ×τ
A(2)11
A(2)21
A(2)31
. . . A(p)11
A(p)21
A(p)31

and B2 =

0m−τ×τ
A(2)
T
11
A(2)
T
12
A(2)
T
13
. . . A(p)
T
11
A(p)
T
12
A(p)
T
13

. (31)
Assuming that partial symmetry holds, i.e. B1 = B2 = B, then there exists a splitting such that partitions Ak are nonsingular.
Proof. Let p = 3, and let A˜ be the block diagonal matrix in which the blocks are the partitions Ak,
A˜ =

A(1)11 A
(1)
12 A
(1)
13
A(1)21 A
(1)
22 A
(1)
23
A(1)31 A
(1)
32 A
(1)
33
A(2)11 A
(2)
12 A
(2)
13
A(2)21 A
(2)
22 A
(2)
23
A(2)31 A
(2)
32 A
(2)
33
A(3)11 A
(3)
12 A
(3)
13
A(3)21 A
(3)
22 A
(3)
23
A(3)31 A
(3)
32 A
(3)
33

. (32)
Let JT be the nonsingular matrix of order 3m given by,
JT =

Iτ
Im−2τ
Iτ Iτ
Im−2τ
Iτ Iτ
Im−2τ
Iτ
0τ Iτ
0τ Iτ

, (33)
then,
JT A˜J =

A(1)11 A
(1)
12 A
(1)
13
A(1)21 A
(1)
22 A
(1)
23
A(1)31 A
(1)
32 A
(1)
33 + A(2)11 A(2)12 A(2)13 A(2)11
A(2)21 A
(2)
22 A
(2)
23 A
(2)
21
A(2)31 A
(2)
32 A
(2)
33 + A(3)11 A(3)12 A(3)13 A(2)31 A(3)11
A(3)21 A
(3)
22 A
(3)
23 A
(3)
21
A(3)31 A
(3)
32 A
(3)
33 A
(3)
31
A(2)11 A
(2)
12 A
(2)
13 A
(2)
11
A(3)11 A
(3)
12 A
(3)
13 A
(3)
11

. (34)
Writing (34) as a block 2× 2 matrix, we have
JT A˜J =
(
A B1
BT2 K
)
. (35)
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Using the splitting A(k)11 = 12 (Aη+1,η+1 + ATη+1,η+1)+ βI and A(k−1)33 = 12 (Aη+1,η+1 − ATη+1,η+1)− βI we can choose β so that
B1 and B2 are of full rank and K is s.p.d. Thus, using Theorem 3.4 in [22] we conclude that JT A˜J is of full rank, hence A˜ has full
rank and consequently the partitions Ak are nonsingular. 
It is important to understand how the eigenvalues of the coefficient matrix M of the balance system and the original
matrix A are related. Let p = 3, and write A as
A =
(A1
0m−2τ
A3
)
+
(0m−τ
A2
0m−τ
)
. (36)
Also, denote
AL =
(A1
Im−2τ
A3
)
, AR =
(Im−τ
A2
Im−τ
)
(37)
and consider the nonsingular matrix C given by,
C = A−1L AA−1R
=
(Im
0m−2τ
Im
)Im−τ A−12
Im−τ
+
A−11 Im−2τ
A−13
(0m−τ Im
0m−τ
)
(38)
where Im and 0m are the identity and zero matrices of the order m, respectively. It has been shown in [15] that
λ(C) ⊆ {1, λ(M)}. (39)
In other words, preconditioning A by AL and AR from the left and right, respectively, results in an eigenvalue of 1 with
multiplicity n−2τ with the other 2τ eigenvalues being those ofM , which is a great advantage for a Krylov subspace scheme.
For symmetric positive definite systems, however, we can show that the spectral condition number of the balance system,
κ2(M) = ‖M−1‖2‖M‖2 is no worse than that of any partition Ak, k = 1, . . . , p, of the original system.
Theorem 5. If matrix A and partitions Ak are symmetric positive definite, then the condition number of the balance system and
block diagonal matrix A˜ in which the blocks are the partitions Ak as shown in (32) satisfy
κ2(M) ≤ κ2(˜A). (40)
Let p = 3, and let the inverse of A˜ be
A˜−1 =

B(1)11 B
(1)
12 B
(1)
13
B(1)21 B
(1)
22 B
(1)
23
B(1)31 B
(1)
32 B
(1)
33
B(2)11 B
(2)
12 B
(2)
13
B(2)21 B
(2)
22 B
(2)
23
B(2)31 B
(2)
32 B
(2)
33
B(3)11 B
(3)
12 B
(3)
13
B(3)21 B
(3)
22 B
(3)
23
B(3)31 B
(3)
32 B
(3)
33

. (41)
Let Q T be the matrix of order 2τ × 3m given by
Q T =
(
0τ 0m−2τ Iτ −Iτ 0m−2τ
0m−2τ Iτ −Iτ 0m−2τ 0τ
)
, (42)
then
M = Q T A˜−1Q =
(
B(1)33 + B(2)11 −B(2)13
−B(2)31 B(2)33 + B(3)11
)
. (43)
Using Theorem 1 we may conclude that M is symmetric positive definite. Let the eigenvalues be labeled according to an
increasing size, so that
λmin = λ1 ≤ λ2 ≤ · · · ≤ λn−1 ≤ λn = λmax. (44)
M. Naumov et al. / Journal of Computational and Applied Mathematics 234 (2010) 3025–3038 3031
Table 1
Reordering test systems.
Matrix Size Nonzeros Sym. Application
N1: Norris/torso2 115,967 1,033,473 No Biological modeling
N2: Sandia/ASIC_680k 682,862 3,871,773 No Circuit simulation
x 104
0
2
4
6
8
10
0 2 4 6 8 10
x 104
nz = 1033473
Fig. 1. torso2.
x 105
0
1
2
3
4
5
6
0 1 2 3 4 5 6
x 105
nz = 2638997
Fig. 2. ASIC_680k.
Notice that since Q TQ = 2I , using Corollary 4.3.16 in [23] we have
2λi(˜A−1) ≤ λi(M) ≤ 2λi+3m−2τ (˜A−1) (45)
for i = 1, . . . , 2τ . Then, we obtain
κ2(M) = λmax(M)
λmin(M)
≤ λmax(˜A)
λmin(˜A)
= κ2(˜A) (46)
as we wanted to show. 
5. Implementation on parallel architectures
It is important to mention here that the overlapped partitions are generated automatically by the software package. The
user only needs to supply the coefficientmatrix, the number of available processors and the size of the overlap. For example,
let us consider two nonsymmetric matrices with properties listed in Table 1 with the sparsity pattern shown in Figs. 1 and 2.
The sparsity patters of these twomatrices, after reordering the first via Reverse Cuthill-McKee (RCM), and the second via
a weighted spectral (WS) schemes, are shown in Figs. 3 and 4. Notice that only torso2 became banded, sparse within the
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x 104
nz = 1033473
Fig. 3. torso2 after RCM.
x 105
0
1
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5
6
0 1 2 3 4 5 6
x 105
nz = 2638997
4
Fig. 4. ASIC_680k after WS.
band. If the chosen overlapped block structure (four blocks for torso2 and two blocks for ASIC_680k), contain all elements
of the matrix, then the DDKrylov scheme can be used as a standalone solver, otherwise it is used as a preconditioner for an
outer iterative scheme.
Next we focus on some details of the implementation on parallel processors. The DDKrylov scheme distributes the
sparse partitions across p nodes. The interprocessor communication between the nodes is done using MPI communication
subroutines, while within each nodewe use threading, implicitly available in Intel’s Math Kernel Library (MKL) direct sparse
solver PARDISO. This allows us to take full advantage of mixed distributed and shared parallel platforms.
A possible time consuming part of the algorithm is the interprocessor communication involved in the modified
matrix–vector multiplication. In fact this is the core part of our DDKrylov scheme. Thus, it is important to describe it in some
detail. For clarity of presentation we assume that we are working with three partitions. Suppose that the matrix partitions
Ak are distributed such that each node k has a single partition Ak for k = 1, 2, 3. Then, let the initial guess yTinit = (yTinit1 , yTinit2)
be distributed across nodes ζ = 1, 2. All other vectors involved in the modified iterative method, including pT = (pT1, pT2)
and qT = (qT1, qT2), in the matrix–vector multiplication q = Mp, are distributed in the same fashion. Then, the dynamics of
the matrix–vector multiplication are shown on Fig. 5.
Notice that there are no fan-in operations in themodifiedmatrix–vectormultiplication. The communication across nodes
is pair-wise, which improves the scalability of the algorithm. Finally, the entire DDKrylov scheme is given in Algorithm 1.
6. Numerical experiments
In this sectionwe compare our DDKrylov schemewith sparse direct solvers and ILU-type preconditioned Krylov subspace
iterative methods. We use PARDISO as a direct solver, and use CG and BiCGstab schemes as the iterative solvers.
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Fig. 5. Communication pattern of matrix–vector multiplication.
Algorithm 1 DDKrylov scheme
1: Let the user specify the number of available nodes p and overlap τ .
2: Perform the RCM/WS reordering scheme on the coefficient matrix A.
3: Distribute the partitions Ak for k = 1, . . . , p across p nodes.
4: if STANDALONE == TRUE then
5: Run DDKrylov scheme.
6: else
7: Run an outer iterative method preconditioned via a DDKrylov scheme.
8: end if
Table 2
Test systems.
Matrix Size Nonzeros Sym. Application
N1: Norris/torso2 115,967 1,033,473 No Biological model
N2: Sandia/ASIC_680k 682,862 3,871,773 No Circuit simulation
N3: CEMW/tmt_unsymmetric 917,825 4,584,801 No Electromagnetics
N4: dw8192_128 1,035,876 5,307,189 No Electromagnetics
N5: ASIC_680k_4 2,731,148 15,488,641 No Circuit simulation
N6: ASIC_680k_8 5,462,196 30,977,182 No Circuit simulation
Although, we could have chosen any direct solver, PARDISO has the advantage of being a standard sparse solver in the
Intel Math Kernel Library, with built-in shared memory parallelism. The disadvantage of PARDISO is that in the current
version it does not give the user explicit access to the LU-factors. However, this characteristic is shared by other sparse
solvers from HSL and UMFPACK. Fortunately, the author of PARDISO, (Dr. Olaf Schenk), kindly provided us with a version
of PARDISO capable of computing only the relevant top and bottom tips of the solution vector when the right-hand-side is
almost all zero except of its top and bottom tips as described earlier.
In our experiments, the preconditioning of classical CG is done via incomplete LDLT -factorization, using subroutineMA61
of HSL with drop tolerance 10−3. The preconditioning of a standard BiCGstab is done through incomplete LU-factorization,
using a subroutine ILUT fromSPARSEKITwith drop tolerance 10−3 and 10% fill-in relative to the number of nonzero elements
in the matrix. Also, nonsymmetric matrices are preprocessed by subroutine MC64 of HSL, which performs a nonsymmetric
permutation that brings the largest elements to the diagonal, and Reverse Cuthill-McKee (RCM), as suggested in [10] or via
subroutine MC73 of HSL, which performs the weighted spectral (WS) reordering scheme.
The preconditioning of DDKrylov scheme is done using the approximation or the exact block diagonal of the balance
system. In our experiments we use PARDISO to compute the exact small corners of the inverse of each partition and use
them to precondition the implicit balance system. The stopping criteria for the outer and inner iterative methods is based
on relative residual being less than 10−5 and 0.5, respectively.
For test problems we select six large matrices from the University of Florida Matrix Collection [24], see Table 2. These
matrices are used as standalone examples or are overlapped to create larger test systems. The augmented test systems are
constructed by overlapping the original matrices with an overlap of 100 and adding a few (%0.01× # of nonzeros) random
elements (with value in the interval 0 to mini,j(|aij|)) to them. The right-hand-side in all of the experiments is f = Ae, where
vector e = [1, . . . , 1]T .
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Fig. 8. ASIC_680k_4.
The sparsity patterns of torso2 and ASIC_680k are shown above, and the sparsity patterns of matrices tmt_unsymmetric,
dw8192_128, ASIC_680k_4 and ASIC_680k_8 after RCM/WS reordering are depicted on Figs. 6–9.
The experiments are performed on an Intel cluster inwhich each node consists of two quad-core Xeon EM64T processors,
connected through an InfiniBand interconnection network.
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Fig. 10. N1: torso2.
Table 3
Sequential PARDISO and preconditioned Krylov subspace methods.
Matrix PARDISO Preconditioned Krylov
T ‖r‖2 T (# it.) ‖r‖2
N1: 1.6 2.3E−13 0.8 (6) 7.7E−12
N2: 50.3 7.4E−09 33.9 (12) 3.7E−07
N3: 13.4 5.6E−13 2.9 (2) 2.9E−04
N4: 12.4 5.8E−10 Ď
N5: Ď 156.8 (24) 1.1E−05
N6: Ď 275.9 (16) 2.1E−06
For the DDKrylov scheme thematrices are partitioned in up to sixteen overlapped partitions, with each partition assigned
to a single node. The number of partitions: k and cores: pi working on each of the partitions in the experiment is indicated
by ‘‘k×pi ’’. For smaller matrices the number of cores used in every node does not matter much, but for large matrices it can
significantly speed up the factorization phase of the algorithm. Here, we only show experiments using all eight available
cores per node. The time in seconds (T ), the number of iterations (# it.) of the iterative solver (if applicable), and the 2-norm
of the achieved residual (‖r‖2), are shown in Tables 3 and 4 for the methods used.
The plot of speed improvement, relative to the time taken by the direct solver PARDISO on a single core, is shown in
Figs. 10–13. If PARDISO is not able to solve the linear system, the speed improvement is computed with respect to the time
taken by the preconditioned iterative solver on a single core. Notice that in general our DDKrylov scheme exhibits good
scalability and in these experiments is superior to the direct and ILU-preconditioned Krylov solvers (Figs. 14 and 15).
To better understand the time consumed by the various stages of our algorithm, we perform a profiling run on thematrix
N6, see Fig. 16. It can be seen from the experiment thatwhen fewnodes are usedmore than 70%–80% of the time is consumed
by the PARDISO analysis and factorization phase, followed by about 10%–20% by the initial reordering of the linear system
and about 10% for the iterative phase of the algorithm. As the number of nodes used is increased the factorization takes
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Table 4
Parallel preconditioned DDKrylov method on several nodes.
M. 2× 8 4× 8 8× 8 16× 8
T (# it.) ‖r‖2 T (# it.) ‖r‖2 T (# it.) ‖r‖2 T (# it.) ‖r‖2
N1: 0.8(4) 1.0E−13 0.5(4) 1.0E−13 0.5(4) 2.0E−13 Ď
N2: 8.6(1) 5.0E−07 5.2(4) 8.3E−07 3.1(2) 1.1E−06 Ď
N3: 7.1(1) 3.1E−04 4.1(1) 4.3E−04 2.8(1) 5.6E−04 2.1(1) 5.6E−04
N4: 8.3(2) 1.1E−09 4.0(2) 1.1E−08 2.1(2) 6.2E−09 1.3(2) 9.0E−09
N5: 133.3(1) 7.1E−10 33.6(1) 7.1E−10 7.9(1) 9.9E−07 4.1(1) 2.3E−06
N6: Ď 112.9(1) 9.7E−10 31.2(1) 7.5E−10 8.7(1) 9.1E−09
Fig. 11. N2: ASIC_680k.
Fig. 12. N3: tmt_unsymmetric.
Fig. 13. N4: dw8192_128.
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Fig. 14. N5: ASIC_680k_4.
Fig. 15. N6: ASIC_680k_8.
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Fig. 16. Profiling of DDKrylov scheme on matrix N6 .
less and less time. The reordering of the original linear system, which is always performed before the start of the algorithm,
takes a constant amount of time, while the time consumed by the iterative phase grows with the number of nodes used.
The reordering time can be counted as part of the preprocessing stage of the algorithm and need not necessarily be
included in the overall timing. This would be the case if the matrix was naturally subdivided into overlapped blocks by the
underlying application. Nonetheless, we decided to include the reordering time in the overall time of our algorithm.
7. Conclusion
In this paper we have developed a robust scalable hybrid scheme for general sparse linear systems. The large cost
associated with solution of partitioned linear systems, which is required to perform the matrix–vector multiplication in
our iterative method, was avoided by presenting a scheme that requires only the solution of tiny linear systems of the
same size as that of the overlap between two partitions (19). The difficulties associated with the multi-partition approach
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are resolved by using the reordering (27). We have also capitalized on the multilevel parallelism inherent in our scheme
combining parallelism across nodes and shared memory within each node.
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