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Randomized benchmarking (RB) is a
popular procedure used to gauge the per-
formance of a set of gates useful for quan-
tum information processing (QIP). Re-
cently, Proctor et al. [Phys. Rev. Lett.
119, 130502 (2017)] demonstrated a practi-
cally relevant example where the RB mea-
surements give a number r very different
from the actual average gate-set infidelity
, despite past theoretical assurances that
the two should be equal. Here, we derive
formulas for , and for r from the RB pro-
tocol, in a manner permitting easy com-
parison of the two. We show in general
that, indeed, r 6= , i.e., RB does not mea-
sure average infidelity, and, in fact, nei-
ther one bounds the other. We give sev-
eral examples, all plausible in real exper-
iments, to illustrate the differences in 
and r. Many recent papers on experimen-
tal implementations of QIP have claimed
the ability to perform high-fidelity gates
because they demonstrated small r values
using RB. Our analysis shows that such a
statement from RB alone has to be inter-
preted with caution.
1 Introduction
Randomized benchmarking (RB) [1–17] is a
group-symmetrization procedure designed to
measure properties of quantum gates. In its most
widely used form, our focus here, RB is intended
for estimating the average infidelity of gates in the
n-qubit Clifford group, a useful figure-of-merit
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for quantum information processing (QIP). Com-
pared with quantum process tomography [18, 19],
RB is resource-efficient, and robust against state
preparation and measurement errors. Simple to
implement, RB has been used in a large variety
of experiments, from benchmarking gate perfor-
mances [4, 8, 20–39] to creative uses like partial
tomography and quantum control [40–45].
RB involves applying to an input state, a se-
quence of gates randomly chosen from the Clifford
group, subject to the constraint that they com-
pose to the identity operation in the absence of
noise. The fidelity between the input and output
states is estimated for varying sequence lengths,
yielding a single number—the RB decay rate p—
characterizing the exponential decline in fidelity.
Past analyses [6, 7] showed that the average gate-
set infidelity  is well-approximated by the RB
number r ≡ d−1d (1− p) (d is the dimension of the
system). This is confirmed by numerical simula-
tion [46] for a variety of noise models.
In the usual (Markovian) description, a noisy
gate can be written as G˜ = ΛLGG, where G is the
ideal gate, and ΛLG is the gate-dependent “left”
noise. Standard RB analyses are based on per-
turbation about a gate-independent ΛL, yielding
r '  if ΛLG for every gate in the gate-set is close to
ΛL, the situation of weakly gate-dependent noise.
Recently, however, Proctor et al. [47] demon-
strated an example where the numerically ob-
served RB decay rate is far from that predicted
by theory. Their example had noise with gate
dependence stronger than accommodated by the
perturbative approach past analyses. As their ex-
ample was practically relevant, an analysis toler-
ant to stronger gate-dependent noise was needed.
Ref. [47] gave an improved analysis for r; sep-
arately, Wallman [17] provided a formula for r
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accurate to high order in the gate-dependence of
the noise, using perturbative analysis about a dif-
ferent form for G˜. Both works gave theoretical
predictions for r that fit the observed RB behav-
ior well.
However, it is now unclear what r measures, as
 6= r remains for the example of [47]. Proctor
et al. argued that  is an unmeasurable quantity
as it is gauge-dependent, and discussed a gauge-
independent alternative. Yet, the average infi-
delity precisely quantifies how close the actual
situation is to the experimenters’ ideal descrip-
tion. It is a key figure of merit used in many
theoretical and experimental papers on QIP. The
question then remains: How is  related to r?
Here, we first provide a much more transpar-
ent derivation of Wallman’s formula for the RB
decay rate, making a simplifying but, in prac-
tice, insignificant assumption. We then derive
an exact expression for the average gate-set in-
fidelity, one that allows for easy comparison with
the RB number. This demonstrates very clearly
that  6= r in general, i.e., that RB does not mea-
sure average infidelity. In fact, one does not even
provide a bound for the other. We illustrate our
results with naturally motivated examples. Re-
cent QIP experiments have reported, using RB,
impressive fidelity of their gate-sets (see, for ex-
ample, [20, 22, 29, 35]). In light of our work,
those conclusions should be re-examined.
2 Math preliminaries
Let B(H) denote the set of operators on H, the
d-dimensional Hilbert space of a quantum sys-
tem. Every A ∈ B(H) is a vector |A〉〉 in a vector
space V with inner product 〈〈A|B〉〉 ≡ tr(A†B).
Vectors in V are represented by d2-element col-
umn vectors by choosing an orthonormal (ON)
basis {Oα}Dα=0 (D ≡ d2 − 1) for B(H) with
〈〈Oα|Oβ〉〉 = δαβ . 〈〈Oα|A〉〉 gives the αth entry
of the column representing |A〉〉. An ON basis
with O0 = 1/
√
d is called a 1-basis; a Hermitian
basis is a 1-basis with Oα = O†α ∀α.
Superoperators—linear maps taking operators
to operators—belong to B(V). A choice of ON
basis {Oα} for B(H) permits representing E as a
d2 × d2 matrix with entries Eαβ ≡ 〈〈Oα|E(Oβ)〉〉.
A trace-preserving (TP) superoperator is repre-
sented using a 1-basis as
E =̂
 1 0
t Eu
, (1)
where t is a D-element column vector, 0 is the
D-element zero row vector, and Eu is, a D × D
matrix, is the “unital part" of E . A quantum gate
G is a unitary superoperator acting as G( · ) =
G( · )G† with unitary G ∈ B(H). A quantum
channel (e.g., G and ΛLG) is a completely positive
(CP) TP superoperator.
Every superoperator can be associated with a
d4-dimensional vector via a vectorization map.
The vectorization can be defined in a basis-
independent manner (see Appendix A), but for
concreteness, we use a Hermitian basis for opera-
tors. Superoperator E ∈ B(V) is then represented
by a matrix, and we associate E with the vector
vec(E) formed by stacking the columns of that
matrix. Let |E) ≡ vec(E) and (E| ≡ [vec(E)]†.
Note the identity
|EFG) = (GT ⊗ E)|F), for any E ,F ,G ∈ B(V),
(2)
where G and E on the right-hand side are the ma-
trices representing the superoperators, and T de-
notes the transpose. For CP E , its matrix is real,
as is |E). We need two specific superoperators,
B0=̂
 1 0
0 0
, B1=̂
 0 0
0 1√
D
1u
, (3)
where 1u is the D×D identity. Let |0) ≡ vec(B0)
and |1) ≡ vec(B1). Often, we vectorize not the
entire E , but its unital part Eu, yielding a D2-
dimensional vector |Eu) = vec(Eu). We also use
|Eu) to denote a vector in the d4-dimensional
space of superoperators, with the additional com-
ponents set to zero. Note that |Eu) = (1 ⊗
Eu)|1u) =
√
D(1⊗ Eu)|1), for any D ×D Eu.
3 Average fidelity
The imperfect implementation of an ideal gate
G is G˜, a quantum channel. For a pure input
state ψ ≡ |ψ〉〈ψ|, the gate fidelity is FG(ψ) ≡
F
(G(ψ), G˜(ψ)), where F (ψ, ρ) ≡ tr(ψρ) ∈ [0, 1]
is the usual (squared) fidelity. The average gate
fidelity, FG , is FG(ψ) averaged over ψ, under the
2
Fubini-Study measure dψ [48, 49], or, equiva-
lently, the Haar measure for a fiducial state ψ0:
FG ≡
∫
dψFG(ψ)=
∫
dψ 〈〈ψ|ΛRG |ψ〉〉
= 〈〈ψ0|
∫
dU U†ΛRGU|ψ0〉〉, (4)
where ΛRG ≡ G†G˜ with G†(·) ≡ G†(·)G, the adjoint
of G. ΛRG is the “right" noise, i.e., G˜ = GΛRG .
In QIP, one is concerned with the performance
of a set of gates G . The quantity of interest be-
comes the average gate-set fidelity, defined as a
double average over ψ and gates in G :
FG ≡ 〈FG〉 = 〈〈ψ0|
(∫
dU U†ΛRG U
)
|ψ0〉〉, (5)
where ΛRG ≡ 〈ΛRG 〉, with 〈 · 〉 ≡ 1|G |
∑
G∈G ( · ), is
the gate-set average right noise.
The expression within the parentheses is the
twirl of ΛRG with respect to the unitary group [50].
The twirl of E gives the superoperator
T (E) ≡
∫
dU U†EU =̂
(
1 0
0 qE1u
)
, (6)
where qE = Tr(Eu)/D. For a CPTP E , q ∈
[− 1D , 1], with q = 1 when E is the identity.
We thus have FG = [(d− 1)qG + 1] /d, where
qG = Tr(G†G˜)u/D, and the average gate-set fi-
delity for G is FG = [(d− 1)qG + 1]/d, with
qG ≡ 〈qG〉 = 1
D
Tr〈(G†G˜)u〉 = 1
D
Tr〈G†uG˜u〉. (7)
The average gate-set infidelity is  ≡ 1 − FG =
[(d− 1)/d](1− qG ). Note that T (·) = 〈G · G†〉
for G ∈ GClif , the n-qubit Clifford group [5], hint-
ing at a link between FG and RB of Clifford gates.
4 RB decay rate
A standard RB sequence comprises m+ 1 gates,
Sm+1 ≡ G˜m+1G˜m · · · G˜2G˜1 ≡ G˜m+1:1. (8)
Gi are uniform-randomly chosen from GClif such
that Gm+1:1 = 1; G˜is are the imperfect Gis applied
in reality. Sm+1 acts on an input state ψ0 and the
fidelity of the output with ψ0 is measured. This is
repeated for many randomly chosen Sm+1s to es-
timate Fm+1 ≡ 〈〈ψ0|〈Sm+1〉sq|ψ0〉〉 (〈·〉sq denotes
the average over sequences) for many m values.
Fm+1 is fitted to a mtodel f(m) = apm + b. The
obtained value of p is the RB decay rate; a and b
are m-independent constants. The form of f(m)
was derived [6, 7] for gate-independent left noise
ΛLG = ΛL same for all G ∈ GClif ,. Weak gate-
dependence in the noise was incorporated pertur-
batively by considering ΛLG = ΛL + δG with δG
small.
As noted in the introduction, the assumption
of weakly gate-dependent left noise may not hold
well enough in practice for a perturbation about
ΛL to work. Instead, Wallman [17] computed p
for noise with weak gate-dependence in the fol-
lowing sense: G˜ = LGR+ δG, where L and R are
G-independent, and δG is small. This amounts
to a perturbation about L(·)R, rather than ΛL.
Wallman’s formula gives p accurate to mth-order
in ‖δG‖, giving greater tolerance to gate depen-
dences in the noise. Here, we give a simple deriva-
tion of Wallman’s result under the assumption
G˜1 = G1, i.e., the first gate in Sm+1 is noiseless.
This is a mild assumption for the usual case of
large m. In return, we gain an intuitive under-
standing of the formula for p (see also a different
derivation in the recent article [51]).
We begin with 〈Sm+1〉sq. The constraint
Gm+1:1 = 1 permits free choice of the last
m gates, and the first gate is fixed: G1 =
G˜1 = G†2G†3 . . .G†m+1. The independent choices of
G2, . . . ,Gm+1 entail independent group averages,
so
〈Sm+1〉sq = 〈G˜m+1〈G˜m · · · 〈G˜2G†2〉 · · · G†m〉G†m+1〉.
(9)
Vectorizing both sides, and repeatedly applying
Eq. (2), we have
| 〈Sm+1〉sq) (10)
= 〈Gm+1⊗ G˜m+1〉vec(〈G˜m · · · 〈G˜2G†2〉 · · · G†m〉)
= 〈Gm+1⊗ G˜m+1〉 · · ·〈G2 ⊗ G˜2〉 |1) =Mm|1),
with M ≡ 〈G ⊗ G˜〉, noting that G† = GT. Now,
Fm+1 = (ψ0|〈Sm+1〉sq) = (ψ0|Mm|1), where
|ψ0) ≡ vec(|ψ0〉〉〈〈ψ0|). The behavior of Fm+1 is
determined by the eigenstructure ofM.
One can show (see Appendix B) thatMideal ≡
〈G ⊗ G〉 = |0)(0| + |1)(1|. M is close to Mideal
for weak noise. For unital noise [G˜(1) = 1],M =
|0)(0|+Mu, whereMu ≡ 〈Gu ⊗ G˜u〉 involves only
the unital parts. For weak noise, M ≡Mu is not
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defective, and we write its eigendecomposition as
M =
D∑
i=1
pi
|Li)(R†i |
(R†i |Li)
, (11)
where |Li) and |R†i ) are normalized right and left
eigenvectors of M , respectively, with (R†i |Lj) =
δij(R†i |Li), and pi are the corresponding eigenval-
ues, with p1 ≥ p2 ≥ . . .. Consequently,
Fm+1 =
∑
i
pmi
(ψ0|Li)(R†i |1)
(R†i |Li)
+ b, (12)
where b ≡ (ψ0|0)(0|1), an m-independent con-
stant. For weak noise,M 'Mideal ≡ (Mideal)u =
|1)(1|, so one expects p1 ' 1, while pi≥2 '
0. Then, Fm+1 ' apm1 + b, where a ≡
(ψ1|L1)(R†1|1)/(R†1|L1). This is of the expected
form f(m) = apm + b, identifying the RB decay
rate p as p1, the largest eigenvalue of M . The
same conclusion holds for nonunital noise; see Ap-
pendix C.
Keeping only p1 amounts to the approximation
M ' p1 |L1)(R
†
1|
(R†1|L1)
(13)
= Dp1
(R†1|L1)
(1⊗ L1)Mideal(1⊗R1) ≡M (0).
M (0) can be viewed as the unital part ofM(0) =
〈G ⊗ G˜(0)〉 with G˜(0) = LGR, where L and R are,
up to a multiplicative factor, unital maps with
L1 and R1 as their respective unital parts. Then,
M (0) = 1D |Lu)(R†u| and
p = p(0) ≡ Tr(M (0)) = 1
D
(R†|L). (14)
One can regard the above analysis as the zeroth-
order case of a perturbative analysis that ac-
counts for weakly gate-dependent noise about
the gate-independent noise G˜(0) = LGR, i.e.,
G˜ = LGR+δG with δG small. Wallman’s analysis
carries out precisely this perturbation.
5 p versus q
We want to compare the RB decay rate p with
the average fidelity parameter q ≡ qGClif . For any
M = 〈Gu ⊗ G˜u〉,
p = p1 = largest eigenvalue of M, (15)
and q = 1
D
Tr(〈G†uG˜u〉) = (1|M |1), (16)
using Eq. (2) in writing q. Eq. (16) is exact, valid
for any G˜. We derived Eq. (15) by disregard-
ing the small eigenvalues; Wallman [17] showed
that the result is in fact accurate to mth order in
δG. Clearly, unless the eigenvector ofM with the
largest eigenvalue is |1), p 6= q.
To explore the difference between p and q,
it suffices to consider G˜(0) = LGR with gate-
independent and unital L and R. We drop all
0 superscripts and write G˜ = LGR and M =
1
D |Lu)(R†u|. In this case,
p = 1
D
(R†u|Lu)
and q = 1
D
(R†u|1)(1|Lu). (17)
Let α ≡ ‖Lu‖‖R†u‖/D > 0, where ‖E‖ ≡√
Tr(E†E) = √(E|E) ≡ ‖|E)‖. Define the unit
vectors |L) ≡ |Lu)/‖Lu‖ and |R†) ≡ |R†u)/‖R†u‖.
β ≡ (R†|L) denotes their overlap, and |R†) =
|L) + √1− β2|L⊥) where is a unit vector with
(L⊥|L) = 0. Then, M = α|L)(R†|, and
p
α
= β, q
α
= x1(βx1 +
√
1− β2x2), (18)
where x1 ≡ (L|1) and x2 ≡ (L⊥|1) are real num-
bers with x21 + x22 ≤ 1. When x1 = 1, p and
q are equal. This has x2 = 0 and |L) = |1),
corresponding to L being the identity and non-
trivial right noise R = ΛR. This is the situa-
tion of standard RB analyses [7]. Actually, [7]
used a gate-independent left noise ΛL, but since
〈〈ψ0|T (〈ΛLG〉)|ψ0〉〉 = 〈〈ψ0|T (〈ΛRG 〉)|ψ0〉〉 = FG ,
they arrived at the same conclusion as for a gate-
independent right noise.
More generally, p and q are unequal. For weak
noise, L and R are close to the identity, and β
is close to, but less than 1. We hence focus on
β ∈ [0, 1]. For fixed α and β, p = αβ is fixed.
q, however, depends on x1 and x2, determined by
how L and R are related to the identity. Eq. (18)
gives, for fixed α and β,
0 ≤ q
α
≤ 12(1 + β). (19)
The limits are attainable: q/α = 0 when Tr(L) =
0, with R chosen to achieve the desired β; q/α =
(1 + β)/2 for x1 = cos(θ/2) and x2 = sin(θ/2)
where cos θ ≡ β. Fig. 1 shows the range of values
for q/α (shaded area); p/α is single-valued, indi-
cated by the dotted line. Clearly, not only are
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Figure 1: Plot of q/α and p/α versus β. The shaded
area indicates the possible range of q values for each
value of β; the dotted line marks the value of p/α.
p and q unequal, p is also neither an upper nor
lower bound for q.
Eq. (19) can be translated into a relation be-
tween the average gate-set infidelity  and the RB
number r:
 ≥ d− 12d (1− α) +
1
2r. (20)
For the single-qubit case, α ≤ 1 (see Appendix
D), so that
 ≥ 12r. (21)
From this, we see that  is large if r is large. How-
ever, when r is small, one cannot say anything
about . RB can thus be a witness for poor gate
performance, but cannot be used to demonstrate
high fidelity.
6 Examples
One does not need exotic L and R to see the
variety of behavior in the relative sizes of p and
q. L and R as Pauli channels suffice: L(·) = (1−
Σl)(·) + lxX(·)X + lyY (·)Y + lzZ(·)Z, with Σl ≡
lx+ly+lz ≤ 1, lx, ly, lz ≥ 0; R is similarly defined,
with analogous parameters sx, sy, sz, and Σs. In
this case, one finds q = p + 49 [(Σl)(Σs)− 3l · s],
where l ≡ (lx, ly, lz) and s ≡ (sx, sy, sz). When
L and R are both depolarizing channels, i.e., l =
(l, l, l) and s = (s, s, s), q = p. When L and R
are both dephasing channels, with l = (0, 0, l),
and s = (0, 0, s), q = p − 89 ls ≤ p. When L is a
dephasing (in Z) channel with l = (0, 0, l) while
R dephases in the X and Y directions equally so
that s = (12s,
1
2s, 0), we have q = p+
4
9 ls ≥ p.
A particularly stark example with q < p is
when L = R† = U a unitary (see recent indepen-
dent discussion of this in [52]). q 6= 1 whenever
U is different from the identity. However, since
‖Lu‖2 = ‖Ru‖2 = D, Eq. (17) gives p = 1. That
p = 1 is clear from the RB sequence for this case:
Sm+1 = UGm+1U†UGmU† . . .UG1U† = 1. This
is not a pathological case: A basis misalignment
gives such a situation.
By the same argument, two unitarily related
noisy gate-sets {G˜} and {G˜′ ≡ UG˜U†} for some
gate-independent U have the same p but differ-
ent q values. If G˜ = LGR, then G˜′ = L′GR′
with L′ = UL and R′ = RU†. Since (Lu|R†u) =
(L′u|R′†u ), {G˜} and {G˜′} have identical p values.
However, the primed and unprimed vectors have
different relationships with |1), and hence differ-
ent x1 and x2, giving different q values. Such
unitary freedom can result in drastically different
 and r. Suppose G˜ = GΛG(θ) for a CPTP noise
ΛG(θ) that differs from the identity by ∼ θ  1.
Eq. (17) gives  ∼ 1 − q ∼ θ. Now, if there
is a G-independent U(θ) such that, for every
G, U(θ)G˜U(θ)† = GΛ′G(θ2), where Λ′G(θ2) dif-
fers quadratically in θ from the identity, we have
r ∼ 1− p . θ2, drastically different from .
Another concrete case where 1 − p and 1 − q
differ significantly is that of [47]. There, they
numerically explored RB for noisy single-qubit
Clifford gates with coherent noise. Specifically,
every gate is composed from an order-1 sequence
of noisy “primitive" gates, namely, pi/2 rotations
along the x or y axes, with the same unitary
right noise UP (θ) = e−i 12 θm̂·σ, where m̂ is a unit
vector in the Bloch sphere (in [47], m̂ = êz),
and θ  1. Then, G˜k = GkUk where Uk ≡
e−i 12 θkm̂k·σ is a gate-dependent unitary for unit
vector m̂k and θk = θgk(θ)( 1) some function
of θ. Straightforward computation (see Appendix
E) gives  ' 16〈θ2k〉. For the example of [47],
〈θ2k〉 = 32θ2, so  ∼ θ2, as seen numerically in
[47]. To get p, we solve the eigenvalue equation
for M ≡Mideal +∑∞n=1 θnM (n) order-by-order in
θ to obtain p = 1+∑∞n=0 θnp(n). For the example
of [47], we find p(1), p(2), p(3) = 0, and p(4) = −233864
is the first nonzero term, giving r = 12(1−p) ∼ θ4,
as numerically observed in [47]. That r∼θ4 while
∼ θ2 seems peculiar, however, to this example.
General unitary noise on single-qubit gates, i.e.,
G˜k = GkUk, need not show this behavior. For ex-
ample, when θk = akθ for constants ak, one finds
5
(see Appendix E)  = 16〈a2k〉θ2 and r ' 12p(2)θ2
with a generally nonzero p(2). Of course, if the
noise is such that p(2) = 0, then we again have
r = O(θ3)  . Also, if the θ in the example of
[47] is random (e.g., Gaussian distributed), p(2)
no longer vanishes, and one has r ∼ θ2, just as
for .
The recent article [52], interestingly, showed
that, for the single-qubit case, there is always a
U that allows “correction” of this kind such that
 = r with error up to O(r2); for larger systems,
Ref. [52] gives some numerical evidence for such a
possibility, though no proof was provided. If this
conclusion is indeed extendible to higher dimen-
sions, one might then argue that, if one can al-
ways account for the deviation of  from r by such
a unitary change of basis, after which,  becomes
as small as r, then perhaps such a deterioration
in the average fidelity—without the U fix—is a
spurious one.
Whether this is the case depends on one’s goals.
If the goal is to use RB to deduce the actual size of
the average fidelity, defined as the comparison of
the noisy implementation to the ideal description,
then, such a fix is of no avail; one simply cannot
use RB to measure the average fidelity for a par-
ticular implementation. If the goal is, instead,
to have a figure of merit for gates, comparable
across different platforms, and modulo these uni-
tary problems, then RB works perfectly. How-
ever, one needs to be careful to take the step
of having good gate performance as measured
by RB to making the statement that one can
do high-fidelity computation. The unitary devia-
tions, thought of as basis misalignment between
the implementation and the description, have ex-
perimentally observable consequences: The inter-
pretation of computational and measurement re-
sults relies on our description of the setup, and
any such misalignment yields answers that devi-
ate from the expected ones.
7 Conclusion
We derive formulas for the average fidelity pa-
rameter q and the RB decay rate p in a man-
ner permitting easy comparison of the two. Re-
sulting inequality relations between the average
infidelity  and the RB number r show neither
one bounds the other. We give several exam-
ples, relevant for real experiments, to illustrate
differences between  and r. For the single-qubit
case,  is large whenever r is large, but the con-
verse is not true. This means that RB can tell
us when the qubit gates have poor fidelity, but
cannot be used to certify high fidelity. The main
assumption of past analyses, that the gate-noise
is well-approximated by a gate-independent left
noise, i.e., G˜ ' ΛLG, is simply one that can fail in
practice; the general situation requires both gate-
independent left and right noise, i.e., G˜ ' LGR.
Recently, many experimental implementations of
QIP gates have claimed the achievement of high-
fidelity quantum gates, as evidenced by small r
values using RB. Our analysis here indicates that
one needs to be careful about drawing such con-
clusions from  measured by RB.
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A Basis-independent vectorization
map
When we discussed vectorization of superoper-
ators, we chose a Hermitian basis for operators
and used that to associate with every superoper-
ator, the vector formed by stacking the columns
of the matrix representing that superoperator in
the chosen basis. This is what is usually known as
the Choi-Jamiolkowski isomorphism [53, 54]. The
vectorization map can, however, be defined in a
basis-independent manner, as we explain here.
We first define the involution ∗ : |A〉〉 ∈ V 7→
|A〉〉 ∈ V, such that ∀|A〉〉, |B〉〉 ∈ V and com-
plex scalars cas, 〈〈B|A〉〉 = 〈〈A|B〉〉 (*-symmetry),
and ∗
(∑
a ca|A〉〉
)
= ∑a c∗a|Aa〉〉 (anti-linearity).
The ∗-map is defined for superoperators by
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∗(|A〉〉〈〈B|) ≡ |A〉〉〈〈B|, and extended to all B(V)
by anti-linearity. We write ∗(E) ≡ E for E ∈
B(V). The vectorization map is then the linear
map
vec
(|A〉〉〈〈B|) ≡ ∗(|B〉〉)⊗|A〉〉 = |B〉〉⊗|A〉〉. (22)
One can check that vec(·) is basis independent
because ∗ is basis independent. Note that (G)† =
(G†), and the identity Eq. (2) reads as
|EFG) = (G† ⊗ E)|F), E ,F ,G ∈ B(V). (23)
In this basis-independent form,M from the main
text becomesM = 〈G ⊗ G˜〉.
B Formula forMideal
We first introduce an ON basis for superopera-
tors: {Bµν}Dµ,ν=0, with Bµν represented as d2 ×
d2[= (D + 1)× (D + 1)] matrices using a Hermi-
tian operator basis,
B00=̂

1 0 0 . . .
0
0 0...
, Bij=̂

0 0 0 . . .
0
0 Bij...
,
B01=̂

0 1 0 . . .
0
0 0...
, B0D=̂

0 . . . 0 1
0
0 0...
,
B10=̂

0 0 0 . . .
1
0 0...
, BD0=̂

0 0 0 . . .
...
0 0
1
,
(24)
where i, j = 1, . . . , D, and {Bij} forms a Hermi-
tian basis for the unital sector. Note that B0 of
Eq. (3) is just B00, and B1 = B11, with vectorized
versions |0) and |1), respectively. Observe that
Tr(B00) = 1, Tr(B11) =
√
D, and all other Bµνs
are traceless.
We also need to state the twirl of an arbitrary
superoperator more precisely. The twirl of E , as
defined in the main text, is T (E) ≡ ∫ dU UEU†,
and gives the following map on operators,
[T (E)]( · ) = 1
d
[t(E)− q(E)]tr( · )1d + q(E)( · ),
(25)
where t(E) ≡ 1dtr
(E(1d)), and q(E) ≡ 1DTr(Eu) as
in the main text. Equivalently, one can write
T (E) = t(E)B00 +
√
Dq(E)B11. (26)
Note that t(E) = 1 when E is TP.
Now, we can compute the matrix element
(Bµν |Mideal|Bµ′ν′) = (Bµν |〈G ⊗ G〉|Bµ′ν′)
= (Bµν |〈GBµ′ν′G†〉),
for G ∈ GClif . 〈GBµ′ν′G†〉 = T (Bµ′ν′) =
t(Bµ′ν′)B00 +
√
Dq(Bµ′ν′)B11, with
t(Bµ′ν′) = 1
d
tr
(Bµ′ν′(1d)) = δµ′0δν′0
q(Bµ′ν′) = 1
D
Tr
(
(Bµ′ν′)u
)
= 1√
D
δµ′1δν′1. (27)
Putting the pieces together, we have
(Bµν |Mideal|Bµ′ν′) (28)
= δµ′0δν′0(Bµν |B00) + δµ′1δν′1(Bµν |B11)
= δµ′0δν′0δµ0δν0 + δµ′1δν′1δµ1δν1,
so thatMideal = |B00)(B00|+|B11)(B11| = |0)(0|+
|1)(1| as stated in the main text.
C M and the RB decay rate for
nonunital noise
In the main text, we looked only at the simplest
case of unital noise, i.e., G˜(1) = 1, so thatM =
|0)(0| + M . Here, we discuss the general case
of nonunital G˜u, and show that we arrive at the
same conclusion, that p is the largest eigenvalue
of M = 〈Gu ⊗ G˜u〉.
Under a 1-basis, the unitary gate G can be writ-
ten as G = B00 +Gu where Gu is to be thought of,
when appropriate, as a matrix of the same size
as G, with vanishing first row and column. As a
result,M is split into two disjoint blocks,
M =
(
B00 ⊗ 〈G˜〉
)
+
(
〈Gu ⊗ G˜〉
)
(29)
In the ideal case, the first and second block
become |0)(0| and |1)(1|, respectively, giving
Mideal = |0)(0|+ |1)(1| as before.
More generally, M = Mideal + K, with K a
small perturbation. From the Bauer-Fike theo-
rem [55], the shift of each eigenvalue in going from
Mideal toM is bounded by the norm of K, small
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for weak noise. Hence,M has only two eigenval-
ues close to 1, and all other eigenvalues are close
to zero. For the situation of RB, one raisesM to
a large power m, so the small eigenvalues quickly
die off, leaving only the close-to-1 eigenvalues.
Now, the eigenvalues λ ofM satisfy the equa-
tion det(M − λ1) = 0. Both G and G˜ are TP
superoperators. In a 1-basis, they can be repre-
sented as
G =̂
(
1 0
0 Gu
)
, and G˜ =̂
(
1 0
t G˜u
)
. (30)
Consequently, M can be represented as the ma-
trix
M =̂

1 0
〈t〉 〈G˜u〉 0
0 〈Gu ⊗ G˜〉
 (31)
From this, keeping in mind that G˜ has its first
row as 1, 0, . . . , 0, it is not difficult to see that the
determinant ofM− λ1 takes the form
det(M− λ1) = (1− λ) det(〈G˜u〉 (32)
− λ1)(−λ)D det(〈Gu ⊗ G˜u〉 − λ1)
Setting this to zero, we find thatM has an eigen-
value equal to 1, and D zero eigenvalues. Since
〈G˜u〉 is small (it vanishes in the ideal case when
G˜u = Gu), the other close-to-1 eigenvalue must
come from the det(〈Gu ⊗ G˜u〉 − λ1) piece, i.e.,
it must be the largest eigenvalue p1 of M =
〈Gu ⊗ G˜u〉, just as in the unital case.
Because of the nonzero nonunital part t of G˜u,
the eigenvector corresponding to the eigenvalue
1 of M will not simply be |0) as we had for the
unital case. Nevertheless, we can still write
M = |0˜)(0˜|+ p1 |L1)(R
†
1|
(R†1|L1)
+ (small terms), (33)
with |0˜) the eigenvector ofM with eigenvalue 1,
and |L1) and (R†1| are the right and left eigenvec-
tors of (the nonunital)M with eigenvalue p1. As
before, when computing Fm+1 = (ψ0|Mm|1), |0˜)
contributes only to the m-independent b. We see
the dominant decay coming from the pm1 term,
and hence, just as in the unital case, we identify
the RB decay rate to be
p = p1 = largest eigenvalue of M. (34)
D α ≤ 1 for the single-qubit situation
With α as defined in the text, we have M =
α|L)(R†|. α is the (nonzero) singular value of
M , and
α = ‖M‖2 ≡ max|E)
‖M |E)‖
‖|E)‖ = max‖|E)‖=1 ‖M |E)‖.
(35)
Recall from the main text that ‖|E)‖ ≡ √(E|E) =√
Tr(E†E) = ‖E‖ is the Euclidean norm for vec-
tors, or the Hilbert-Schmidt norm for superop-
erators. Now, α = ‖M‖2 = ‖〈Gu ⊗ G˜u〉‖2 ≤
〈‖Gu‖2‖G˜u‖2〉. Here, ‖E‖2 is the analogous
quantity for superoperators acting on operators:
‖E‖2 = max‖|A〉〉‖=1 ‖E|A〉〉‖ = max‖A‖=1 ‖E(A)‖.
Since G is unitary, so is Gu and ‖Gu‖2 = 1. Ob-
serve that ‖G˜u‖2 = maxtr(A)=0,‖A‖=1 ‖G˜(A)‖, re-
stricted to traceless inputs. From Ref. [56] (The-
orem 3.2), any CPTP qubit map E has
max
tr(A)=0,‖A‖=1
‖E(A)‖ ≤ 1. (36)
Using this, we have ‖G˜u‖2 ≤ 1, and thus α ≤ 1
for the single-qubit case.
E Unitary noise for one qubit
Consider the situation where the elements in the
qubit Clifford gate-set have gate-dependent uni-
tary noise, i.e., G˜k = GkUk, for Gk ∈ GClif
(k = 1, 2, . . . , 24), and Uk is unitary: Uk(·) =
Uk(·)U †k with Uk ≡ exp(−i θk2 m̂k · σ), m̂k a three-
dimensional spatial unit vector. Straightforward
algebra gives the unital part of Uk, compactly
written in a three-dimensional dyadic notation as
(Uk)u = cos θk
↔
1 − sin θkm̂×k + (1− cos θk)m̂km̂k,
(37)
where
↔
1 is the identity dyadic (matrix), m̂×k ≡
m̂k ×
↔
1 denotes the antisymmetric matrix with
matrix elements (m̂×k )ij = ij`(m̂k)` where ij`
is the completely antisymmetric tensor. From
(Uk)u, q is easily computed,
q = 13Tr〈(Gk)†u(G˜k)†u〉 = 13Tr〈(Uk)u〉
= 13(1 + 2〈cos θk〉). (38)
For θk small, the typical case of weak noise, q '
1− 13〈θ2k〉.
It is useful to think of θk as a function of a
small parameter θ  1 such that θk = θgk(θ),
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where gk is some function of the small angle θ.
For example, one could have θk = akθ, where
gk(θ) = ak is an order-1 constant. In this case,
q ' 1− 13〈a2k〉θ2. In the example of [47], one can
take θ to be the rotation angle for the z-axis noise
for the primitive X and Y gates. There, gk(θ) is
generally a complicated function of θ, but with
the help of Mathematica, we find 〈θ2k〉 = 32θ2, so
that q ' 1− 12θ2. Below, we refer to the situation
where θk = akθ as case 1, and the example of [47]
as case 2.
To get p, we organize the eigenvalue calculation
in powers of θ. We write M =Mu = 〈Gu ⊗ G˜u〉,
Uk, p, |L) and (R†| in powers of θ:
U =
∞∑
n=0
θnU (n), p =
∞∑
n=0
θnp(n),
M =
∞∑
n=0
θnM (n) =
∞∑
n=0
〈Gk ⊗ GkU (n)k 〉,
|L) =
∞∑
n=0
θn|L(n)), (R†| =
∞∑
n=0
θn(R†(n)|. (39)
Note that U (0) = 1, M (0) = Mideal, p(0) = 1,
|L(0)) = |1) and (R†(0)| = (1|.
We solve the eigenvalue equationsM |L) = p|L)
and (R†|M = p(R†| order by order in θ. For the
linear-in-θ terms, we have
M (0)|L(1)) +M (1)|L(0)) = p(0)|L(1)) + p(1)|L(0)),
(40)
and a corresponding equation for (R†(n)|. Multi-
plying Eq. (40) on the left by (R†(0)| = (1| gives
p(1) = (R
†(0)|M (1)|L(0))
(R†(0)|L(0))
= (1|M (1)|1)
= 13Tr〈U
(1)
k 〉. (41)
In case 1, U (1)k = −akm̂×k which is traceless, so
p(1) = 0; for case 2, using Mathematica, one can
show that p(1) also vanishes. For both cases then,
|L(1)) = M (1)|1).
A similar calculation for the θ2 terms in the
eigenvalue equations, taking p(1) = 0 (true for
both cases), gives
p(2) = (1|(M (1))2|1) + (1|M (2)|1). (42)
In case 1, U (2) = 12a2k(
↔
1 − m̂km̂k) with trace
Tr(U (2)) = −12a2k(3 − m̂k · m̂k) = −a2k, so that
(1|M (2)|1) = 13Tr〈U (2)〉 = −13〈a2k〉. The other
term, (1|(M (1))2|1) = 13Tr(〈U
(1)
k 〉〈G`U (1)` G†` 〉), is
generally unequal to 13〈a2k〉, so one expects p(2) to
be nonzero for case 1. Then, p = 1−(constant)θ2,
of similar dependence on θ as q. Of course, one
can have a noise such that p(2) vanishes, resulting
in an r that is of higher-order in θ than . In case
2, for example, one finds (1|(M (1))2|1) = 12 and
(1|M (2)|1) = −12 , so p(2) = 0.
Continuing on with only case 2, with
p(1), p(2) = 0, the θ3 term gives
p(3) = (1|(M (1))3|1) + (1|M (3)|1) (43)
+ (1|M (1)M (2)|1) + (1|M (2)M (1)|1).
With the help of Mathematica, one has
(1|(M (1))3|1) = 0, (1|M (1)M (2)|1) = − 136 ,
(1|M (2)M (1)|1) = − 172 , and (1|M (3)|1) = 124 , the
sum of which gives p(3) = 0. One can continue
this process to obtain an expression for p(4) (the
first non-zero correction), but one already sees
that p = 1 + O(θ4), of a very different θ depen-
dence than q. Indeed, [47] observed numerically
that 1− p ∼ θ4 while 1− q ∼ θ2.
In fact, for case 2 where p(1), p(2), p(3) = 0, p(4)
is given by the intuitive formula,
p(4) = (1|(M (1))4|1) + (1|(M (2))2|1) + (1|M (4)|1)
+ (1|
[
M (1)M (3) +M (3)M (1)
]
|1)
+ (1|
[
(M (1))2M (2)+M (2)(M (1))2
+M (1)M (2)M (1)
]
|1). (44)
Using Mathematica, one finds (1|(M (1))4|1) =
1
4 , (1|(M (2))2|1) = 205864 , (1|M (4)|1) = 7144 ,
(1|
[
M (1)M (3) +M (3)M (1)
]
|1) = −4172 , and
(1|
[
(M (1))2M (2) +M (2)(M (1))2
]
|1) = −1772 , giv-
ing altogether, p(4) = −233864 6= 0.
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