Abstract. This paper introduces a new approach to database disk buffering, called the LFU-K method. The LFU-K page replacement algorithm is an improvement to the Least Frequently Used (LFU) algorithm. The paper proposes a theoretical-probability model for formal description of LFU-K algorithm. Using this model we evaluate estimations for the LFU-K parameters. This paper also describes an implementation of LFU-2 policy. As we demonstrate by trace-driven simulation experiments, the LFU-2 algorithm provides significant improvement over conventional buffering algorithms for the shared-nothing database systems.
Introduction
Until the early 80's, LRU (Least Recently Used) buffer replacement algorithm was used almost in all cases. LRU algorithm replaces the page that was least recently accessed or used. It has been shown in Sleator and Tarjan [17] that LRU never replaces more than a factor k as many elements as an optimal clairvoyant algorithm OPT, where k is the size of the buffer. However, the further investigations showed, that LRU strategy does not always adequately take into account specificity of database systems [3, 16, 22] . As a result, intensive efforts have been undertaken in search of the replacement algorithms, which meet the requirements of database systems better [3, 8, 11, 13, 15, 16, 18] .
One of the most impressing achievements in this direction is LRU-K algorithm proposed by Elizabeth O'Neil, Patrick O'Neil and Gerhard Weikum [13] . This algorithm is a generalization of LRU algorithm in the sense that LRU-1 algorithm coincides with algorithm LRU. However, for K ≥ 2, LRU-K provides significant improvement (up to 40%) over LRU, for the access patterns being peculiar to the relational database systems.
The basic idea of LRU-K is to keep track of the times of the last K references to popular database pages, using this information to statistically estimate the interarrival times of references on a page by the history basis. If P 1 page's Kth most recent access is more recent than P 2 page's, then P 1 will be replaced after P 2 . For practical use the 1) Supported by the Russian Foundation for Basic Research under Grant 03-07-90031.
authors advocate the LRU-2 method. For K > 2, the LRU-K algorithm provides a somewhat improved performance over LRU-2 algorithm for stable patterns of access, but it is less responsive to changes in access patterns, which is an important consideration for database applications.
In [14] , the authors proved optimality of LRU-K algorithm among all replacement algorithms that have the limited knowledge of the K most recent references to a page and no knowledge of future access. In [8] , Johnson and Shasha proposed the 2Q replacement algorithm that uses the same principles as LRU-K, but which is simpler and much faster to execute.
Algorithm LRU-K has initially been developed for the multitask environment providing simultaneous execution of multiple transactions in time-sliced mode. In such environment, distribution of the page reference probabilities has dynamic and hardly predicted character. Parallel database systems with shared memory and disks have the same access patterns. It occurs because all processors share the common buffer pool (the approach based on splitting the buffer pool on a number of processors leads to inefficient memory use [13] ). However, quite different access patterns are peculiar for shared-nothing database systems. In such systems the workload profile is optimal when on each node of the system during each moment of the time, a few relational operators belonging to the same query are being executed. At such a workload, the probability distribution of page references will have static character during some time interval, which is equal to the execution period of the query fragment scheduled to this processor node. Then the new query fragment will be scheduled to this processor node that will cause instant replacement of one probability distribution by another. After that there again will be some period of stability. Under such conditions, LRU-K algorithm doesn't work quite adequately. Indeed, after changing the current probability distribution, LRU-K algorithm will be for a while determining the ratings of the pages by means of the old distribution. If the period of LRU-K adaptation to the new distribution is approximately equal to the period of query fragment execution, effectiveness of algorithm LRU-K will be low.
In this paper, we introduce a new replacement algorithm, called LFU-K. This algorithm is destined, first of all, for the parallel shared-nothing database systems. The LFU-K algorithm is a generalization of the LFU algorithm. In the case when reference probabilities remain constants, the LFU algorithm demonstrates the outstanding effectiveness approaching the optimal. However, the LFU algorithm becomes inadequate in the case when these probabilities vary with time. Indeed, if the page had a lot of references in the past, LFU will keep it in the buffer for some time irrespective of the presence of future references to the page. In contrast to LFU, LFU-K algorithm counts amount of references to the page in the reference string segment intercepted by the fixed parameter m (LFU-0). The counted value can be refined by taking into account the "speed" (LFU-1) and the "acceleration" (LFU-2) of growing the amount of references to the page. Simulation experiments will demonstrate in this article that the LFU-K algorithm does not concede on effectiveness to known algorithms on conventional traces and considerably outperforms them on traces like those produced by parallel shared-nothing database systems.
The remainder of this paper has the following outline. In Section 2, we present the basic concepts of the LFU-K approach to page replacement. In Section 3, we construct an analytical model, which provides a theoretical setting for parameter m of the LFU-K algorithm. In Section 4, we present simulation performance results for LFU-2 in comparison with LFU, LRU, and LRU-2. Section 5 deals with setting the LFU-2 parameters. Finally, in Section 6 we summarize the major results of the paper and identify some directions for further research.
LFU-K Algorithm Definition
Assume we are given a set N N N N = {1, 2, . . . , N} of disk pages, denoted by positive integers, and that the database system under study makes a succession of references to these pages specified by the reference string:
where r t = i ( i∈N N N N ) means that the term numbered t in the reference string refers to disk page i. In the following discussion, we shall measure all time in terms of counts of successive page accesses in the reference string (t for r t ) rather than clock time. Moreover, we assume the time flowing from larger indices to lesser ones. So the next current moment of time could be denoted by zero index and the future moments of time could be denoted by negative indices in the reference string. In this context, M denotes the time interval elapsed from the instant of system start.
Let m be an integer number such that 1 ≤ m ≤ M. Given a page i∈N N N N , we consider sequence
Here
δ is Kronecker's symbol [9] ). Let 
Let us designate t = m/h 1 ) . We define 1) Without loss of generality, we can suppose that m is always multiple of h.
for an arbitrary integer K ≥ 0. In particular, we have
It is obvious that formula (5) counts the number of occurrences of page i in the sequence
If we assume that the page reference probabilities are stable, formula (5) can be used for estimating the number of page i occurrences in the future sequence of references
If the probability of reference to page i varies with time, formula (6) can give a more precise estimation for the number of page i occurrences in sequence (9) due to the second term, which includes as a factor the velocity of varying the reference frequency for page i. Respectively, formula (7) can provide even a more exact estimation due to the factor of acceleration in the third term if the factor of speed itself varies in time. Of course, the accuracy of estimation will be dependent on the parameters m and h.
In such a way, we are led to the generalized formula (4), which gives the following definition of the algorithm LFU-K.
Definition of LFU-K Algorithm. The LFU-K Algorithm specifies a page replacement policy when a buffer is needed for a new page being read in from disk: page i to be dropped (i.e., selected as a replacement victim) is the one whose R LFU-K value is the minimum of all pages in the buffer pool. The only time the choice is ambiguous is when more than one page has the same R LFU-K value. In this case, a subsidiary policy may be used to select a replacement victim among the pages with equal R LFU-K value.
Note that LFU-0 corresponds to the classical LFU algorithm in the case of m = M. However, for K ≥ 1, LFU-K provides significant improvement (up to 45%) over LFU and other conventional algorithms for the access patterns being peculiar to the parallel shared-nothing database systems.
Effectiveness of the algorithm LFU-K depends strongly on values of the parameters m and h. In the general case, obtaining the analytical estimations for an optimal choice of the specified parameters is not a trivial problem. In the following section, we provide an analytical estimation of parameter m with various page reference probability distributions. The problem of selecting the optimal values for parameter h will be considered in Section 5.
In the current section, we construct a probability model of page reference behavior in some abstract database system. Our model is based on the assumption that the access probabilities at different points in the reference string are independent. These assumptions are known as the independent reference model [4] .
Probability Model
Let N be a number of the caching pages (i.e., N = |N N N N |). Define p i as a reference probability of page i ( i∈N N N  N ) .
By the definition, we have 1
Let us assume that all probabilities p i are stationary and are distributed according to the following law [10] : 
= =
that corresponds to the Zipf's distribution [24] .
For harmonic numbers of order r, the following approximating formula is known [23] : where ) (r ζ is Riemann's zeta function, and B j is the Bernoulli number [9] . By formula (11), we can obtain the following simplified formula:
Using (12), we can transform (10) to
In particular, we have the following approximation for reference probability of the most "popular", in our model, page 1:
Now we explore the influence of parameter m on the effectiveness of LFU-K in the frame of our model. This means that, as the m value increases, the effectiveness of LFU-0 algorithm will approach the effectiveness of A0 algorithm that replaces the page that is the one whose reference probability is the minimum of all pages in the buffer pool. It has been shown in [1] that the A0 algorithm is optimal for stable probability distributions. It follows that increasing the value m will results in increasing the effectiveness of LFU-0 algorithm under static probability distribution. However, for practical use, we need a measure, which would give us the relationship between parameter m and LFU-K effectiveness.
Measure for Parameter m
Using the proposed probability model and apparatus of generating functions we constructed in [21] the measure M(m), which gives us a relationship between parameter m and LFU-K effectiveness:
where
. The smaller value M we have, the greater accuracy of calculating the value of p i we can attain by the formula
where k is the number of page i occurrences in the sequence r 1 , r 2 , . . . , r m . However, the measure determined by formula (15) cannot be used in practice because it seems difficult to find the function that is inverse to M(m). We solved this problem by constructing the Taylor series representation of normal function ) (x im ν to obtain the rougher measure ) ( m Μ Μ Μ Μ that could be used in practice: 700 where , 1 1 
Experimental Results
This section describes the trace-driven simulation of page buffering and the results obtained from our analysis. A program was written to simulate the buffer manager. The simulator reads a trace file consisting of trace records, and simulates the actions of a page buffer according to the trace record. Besides the LFU-2 algorithm, four other replacement algorithms, namely LFU, LRU [5, 12] , LRU-2 [13] and 2Q [8] , are simulated for comparison purposes. There is no 2Q algorithm in figures below because 2Q demonstrates the effectiveness, which is very close to that of LRU-2, in all the experiments. As a reference point, we use the OPT algorithm [2, 12] , which replaces the page with the longest future reference distance, and the A0 algorithm, which replaces the page with the lowest reference probability [4] .
Stationary Reference Probability Distribution
The first set of experiments investigates the effectiveness of LFU-2 on artificial traces with static reference probability distribution defined by formula (10) . In both cases, we generated 1000,000 references to N = 32000 pages (numbered 1 through N) . The results of these experiments are presented in Fig. 1 and Fig. 2 . As a reference point, we included the hit rate of the A0 algorithm which is known to be optimal for stable probability distributions [4] . The LRU algorithm is missing in these experiments because it is known (see, e.g., [8] ) that LRU always performs worse than LRU-2 on the traces with the static distribution (10) .
The first experiment (Fig. 1) exploits the parameter 0.86 = Θ Θ Θ Θ that approximately corresponds to the 80-20 rule (80% of the references accesses 20% of the database). The chart shows that LFU-2 provides substantial improvement over LFU and LRU-2.
The second experiment (Fig. 2) exploits the parameter 0.5
that approximately corresponds to the 45-20 rule (45% of the references accesses 20% of the database). The chart shows that LFU-2 provides perceptible improvement over LFU and LRU-2. At the same time we have to notice that this improvement is less on a less skewed distribution. These experiments show that the hit rate of LFU-2 is close to one of A0 for small values of the buffer size with the static reference probability distributions.
Periodic Reference Probability Distribution
The second set of experiments investigates the effectiveness of LFU-2 on the traces, which are typical of a shared-nothing database system. As mentioned in Section 1, shared-nothing processor node generates a trace consisting of intervals with relatively stable page reference probabilities, which are interleaved by very short intervals of a momentary changing of the probability distribution.
In accordance to this, we generated an artificial trace with the periodic distribution, which consists of 1000 equal-sized segments. Each segment consists of 1000 references which obey (10) . Each page has a single stationary reference probability within the segment at any point in time. However, the reference probability of the same disk page is varied from one segment to another. As a reference point, we included the hit rate of the clairvoyant algorithm OPT, which is known to be theoretically optimal [2, 12] .
We ran two experiments, each of which had a database size of 32000. In the first experiment (Fig. 3) , we used the distribution (10) with the parameter 0.86 = Θ Θ Θ Θ . In the second experiment (Fig. 4) we used the distribution (10) with the parameter 0.5 = Θ Θ Θ Θ . These charts show that LFU-2 provides significant improvement over LRU-2 (up to 15%). The performance improvement is highest when the buffer pool is small. The hit rate of LFU-2 is close to the optimal for small values of the buffer size. We also note from these experiments that the LFU algorithm demonstrates much worse results with periodic distribution, compared to the experiments with static distribution.
OLTP-style Index Accesses
An important observation of paper [13] is that LRU is unable to differentiate between pages that have relatively frequent references and pages that have very infrequent references until the system has wasted a lot of resources keeping infrequently referenced pages in memory for an extended period. The authors posited an example where there are 100 index pages and 10000 data pages. References come in pairs, one page selected uniformly at random from the set of index pages and one selected uniformly at random from the set of data pages. They showed that LRU-2 gives priority to the index pages as it should, since their hit rate with 100 page slots is almost 50%. We ran a simulation with identical parameters, and we found that LFU-2 also gives preference to index pages (Fig. 5) .
Experiments on Real Data
The final experiment of this section was based on the real trace that came from a commercial application of DB2. We received a trace file containing 1000,000 references to 52701 unique pages. The file was fed to our buffer management simulator.
As a reference point, we included the hit rate of the theoretically optimal algorithm OPT. The results in Fig. 6 show that LFU-2 outperforms both the LRU and LRU-2 algorithms. The hit rate of LFU-2 is close to the optimal for small values of the buffer size. To investigate the responsiveness of LFU-2 to variations of the A t value, we ran this algorithm on the stationary and periodic artificial traces described in sections 4.1 and 4.2. The results of these experiments are shown in Fig. 7 and Fig. 8 . For the stationary distribution, the hit rate of LFU-2 goes up as the A t value increases. For the periodic distribution, the hit rate of LFU-2 goes down as the A t value increases. This is to be expected because, increasing the A t value, we smooth the stochastic disturbances which decrease the LFU-2 efficiency for a stationary distribution. However, in the case of periodic distribution, the increase of A t value results in smoothing even the non-stochastic fluctuations caused by the change of probability distribution. As a result, the LFU-2 performance degrades. In accordance with this, we have to find a trade-off. For Θ Θ Θ Θ = 0.86 (Fig. 7) , we can see that the trade-off is A t = 100, while for Θ Θ Θ Θ = 0.5 ( Fig. 8) trade-off is A t = 8.
In the next experiment, we investigated the responsiveness of LFU-2 to variations of the h value. The results of this experiment are shown in Fig. 9 . For the stationary distribution, the hit rate of LFU-2 goes down as the h value increases. This takes place because, increasing h value, we increase the number of stochastic disturbances overcoming the boundary A t of non-zero accelerations, which decrease the effectiveness of the LFU-2 algorithm. For the periodic distribution, the hit rate of LFU-2 initially increases to its maximum at h = 3000 and then decreases slowly as the h value increases. The analysis of the chart shows that trade-off is h = 3000.
In this paper we introduced a new database buffering algorithm named LFU-K. Our simulation results provide evidence that the LFU-K algorithm has significant performance advantages over conventional algorithms for the shared-nothing database systems. The LFU-2 algorithm was integrated into Omega parallel database system running on the MBC multiprocessor [19, 20] . We believe, however, that the potential usage of our algorithm may be even wider. It is interesting to investigate an applicability of the LFU-K algorithm to the Web caching. We also developed an analytic reference model related to the LFU-K algorithm. Using this model, we derived an analytical estimation of parameter m with various page reference probability distributions. There are at least two directions of future research suggested by this work. First, it is useful to derive the analytical estimations of the parameters h и A t with various page reference probability distributions. Second, a proof of the optimality of LFU-K among all replacement algorithms which have not more knowledge of a trace than LFU-K has seems to be a solvable problem. . Effects of h on the LFU-2 algorithm using periodic (with period of 1000) and static distributions with Θ=0.5 and buffer of 1600 pages
