Abstract--The Langevin equation with the system-size expansion has been used to study the power fluctuation in a nuclear reactor at power taking into account the nonlinearities of the point reactor kinetic equation. The delayed neutrons are neglected. Both equilibrium and nonequilibrium cases are considered. It is demonstrated that during a transient the fluctuation may be very large. A special case is solved by an alternative method, the solution of the forward stochastic equation, for the purpose of comparison. The results obtained by these two methods agreed. They also indicated that negative feedback reduces the fluctuations and this result may serve as an alternative explanation for the so called 'variance catastrophe' as referred to by Williams.
I. INTRODUCTION
In this paper the effect of feedback on reactor noise has been studied. Reactor noise in the presence of feedback has been studied to some extent by Harris (1958 Harris ( , 1964 and Karmeshu (1978) . Harris, using analytical methods, solved the forward stochastic equation approximately to obtain the neutron distribution in some limiting cases. For example, when neutron multiplication approaches zero, then the neutron distribution becomes a Poisson distribution. He has shown that in the presence of feedback and an external source, one has to resort to some approximation or a priori knowledge of neutron distribution, and obtained the variance to mean ratio under the assumption that neutron distribution is gamma or normal. He has also shown that a system with a positive reactivity coefficient may be found stable when the disturbance from equilibrium is less than a certain threshold from the deterministic point of view; but may appear unstable if the system is considered to be stochastic. In a study of point reactor kinetic equations with feedback, Karmeshu (1978) used the Fokker-Planck theory assuming that the reactivity noise is white and Gaussian. In this paper the Langevin equation method is used. The implicit assumption of the method is that the basic noise sources are white. This assumption does not mean that the reactivity noise (which arises from these * Permanent Address: Institute of Nuclear Technology, Bangladesh Atomic Energy Commission, Dacca, Bangladesh.
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basic noise sources) is white, due to the time constants involved in the various feedback paths.
It is well known that although the Langevin equation method is simple in stationary linear systems, it is very cumbersome in nonlinear systems because the noise source is generally nonstationary and its power spectral density is dependent on the output of the system. Van Kampen (1972) elucidated the difficulties in the application of the Langevin equation method to a nonlinear system. Akcasu (1977) has shown that the Langevin equation method with system-size expansion is, however, applicable to a nonlinear system.
In this paper we used the Langevin equation with system-size expansion to study the power fluctuation in the reactor at power taking into account the nonlinearities of the point reactor kinetic equations. A numerical example is included to demonstrate that during a transient the fluctuations may be very large. For the purpose of comparison, a special case is solved by an alternative method, the solution of the forward stochastic equation. Results obtained by these two methods agreed and indicated that negative feedback reduces the fluctuation.
EVOLUTION EQUATIONS
Let X(t) and x(t) be the extensive (macro) and intensive (micro) variables respectively in a uniform system of size t2. Therefore X(t! = Dr(t). We assume that their fluctuations are described by a Markov process; and w(x, r, t), the transition probability per unit time at t from state x to x + r with a jump r, does not depend on f explicitly and satisfies the relation W(X, r, t) = fw (x, r, t) .
(1)
With the foregoing assumptions one obtains the following evolution equations for the mean and variance of the macrovariable being considered. These equations were first obtained by Kubo et al. (1973) and later by Akcasu (1977) using the system-size expansion.
The notations used in the above equations are explained below.
Here y and u0 are the terms in the following expansion.
where • = 1/ft. The variance of x(t) is •tr(t) and G(Y, t) are the moments of the transition probability: 
Equation (2) is known as the most probable path or the deterministic path and its solution yields deterministic results. Equation (3) describes the departure of mean from the deterministic path in the lowest order in E [cf. equation (5)]. Equation (4), describing the evolution of variance, can be solved in the case of time invariant system as ps(m) = probability of obtaining m neutrons in a source event.
We consider a simple static feedback model--the capture rate per neutron increases in proportion to the local neutron density. Thus we have
where r,(0) is the capture rate per neutron in the absence of feedback. Since we are considering a uniform system, we may write
where y = F/f. To simplify notation, we shall supress the argument of ro by expressing the total capture rate per neutron, re(N), as r~ + 7N; where r~ will always refer to r,(0). It should be noted that a positive y means a negative feedback and we shall consider negative feedback only. Using the above nomenclature we can express the transition probability per unit time from a state of N neutrons to a state of N + r neutrons as The moments of the transition probability are given by
c~(n) = ~ r~w(n, r)
We shall use the following definitions:
number of neutrons in the reactor, N(t)/f = neutron number density, fission rate per neutron, number of neutrons emitted per fission, probability of obtaining v neutrons in a fission, capture rate per neutron, Soft = source event rate, number of neutrons emitted per source event,
In particular
We define y and Uo as [cf. equation (5)]
(n) = y + EUo + O(E2). (14)
Now the most probable (deterministic) path, the evolution of the variance and the departure of the mean from the deterministic path are given by equations (2), (4) and (3), respectively.
Inserting equations (12) and (13) into the above equations we get the evolution equations in reactor parameters:
where A = <v>r: -(r: + re)
We notice that the variance is independent of ye. It is interesting to note that according to equation (21b) variance is larger if the equilibrium power level ( ~ ye) is higher; but as the equilibrium power increases (with increase of p or A) the variance saturates. This result can also be obtained by the linear treatment. But unlike the linear treatment, the Langevin technique with system-size expansion can be used to obtain more accurate expressions, retaining the effects of nonlinearity to desired extent. To do so one has to retain higher order terms in E (cf. Section 2).
(b) Nonstationary state. Let us consider a reactor operating at steady state initially (denoted by the subscript i) and at time t = 0, the parameter r~ has been changed from ra to rc~, This new value of r¢ will dictate a new equilibrium state of the reactor, denoted by the suffix e. Using equation (18), we can determine the state of the reactor as a function of time as the system relaxes from the initial (now excited) state to an equilibrium state.
The initial state (y, 0-2, etc.) can be obtained simply by substituting the following into equation (21) 
Since Ye is the neutron number density we should consider only the positive equilibria. Mean neutron number density is given by [cf. equation (14)] <n>, = Ye + eUoe + 0(¢2).
Various simplifications are possible depending on whether F or A is large or small. Very small feedback will be discussed later. In a reactor at power, the external or zero-feedback reactivity, Pe~t = A/<v>r:, is positive. Of course i the net reactivity, p, is slightly negative (or zero if there is no external source) because of the induced reactivity due to the feedback; P = Pext --nF/<v>r:. In that case ,.
The integrations above can be performed analytically (Quabili, 1979) . Once 0-2(y) is obtained Uo(y) can be obtained by solving equation (17)
. .ct(y) /"., cl(y). 2. ,, ci'(y') uo(y) = UOW, c~t(yi) +j, oy ~It0-[y, c,(y')"
A NUMERICAL EXAMPLE
Let us consider a hypothetical reactor, described by the following parameters.
(v) = 2.43, ((v -1) 2) = 3.264, (m)= 1,(m 2)= 1, ry = 103 fission n-1 s-1, s o= 100ncm-as -1, f~ = 2.5 x 107 cm 3 hop = 10ahem -a = neutron number density at operating power level, F = 6.14 x 10-Scapturen -1 s-1/(ncm-3), rco = 1.43 x 103 capture n-1 s-t = a reference value of rc corresponding to Po = 0.
The value of ro and therefore those of A and Po will be variable. The above value of feedback coefficient F, corresponds to a power reactivity coefficient 2.5 x 10 -5 Ak/k/%power.
The values of mean and variance computed for different values of A (or equivalently re) have been tabulated in Table 1 . The reactor is assumed to be at equilibrium in all three cases which may be considered to correspond to shutdown, low power and full power level.
From Table 1 , one can easily notice that even at fairly low power level the variance saturates, i. In the table eUoe was not shown because it is too small compared to Ye due to the large volume of the reactor. Now we turn our attention to the nonequilibrium case. One may ask how the fluctuation will behave when the power of the reactor is changing. We shall consider an extreme case to illustrate this numerically. Let us assume that the reactor is at shutdown initially (A = -0.1) and the control rods are raised suddenly to a level where the reactor assumes full power (A = 6.14). It means that the reactor is brought to full power from the shutdown state in a single instantaneous lift of the control rods or instantaneous removal of some other poison.
The evolution of mean and variance were computed from the relations (25) and (26) and are shown graphically in Fig. 1 . One notices that the mean power rises very slowly at first and then rises very rapidly before it levels off at full power. The variance increases very fast during the rapid rise of power and reaches a very high value. As the power starts levelling off, variance goes down rapidly again. From this illustration it is easily noticeable that a rapid rise of the power is associated with a very large fluctuation. The maximum variance occurs approximately at half power or when the power is changing fastest and then the standard deviation is 758~o of mean, very large indeed at that power level.
Of course, it is an exaggerated situation. It took only 3 s to reach 99~o of full power from shutdown. Besides the sudden removal of the control rods, there is another reason for such a short time required. We did not consider the delayed neutrons. So this situation is overly pessimistic but the point we want to make here is clear and important--during a transient, deterministic calculations may lose its reliability. The very large variance means that in a particular event, it is highly probable that the actual power is far from the deterministically calculated power.
This conclusion is general. Any system in a severe transient should have a relatively larger fluctuation than in equilibrium. In an analysis about the magnetization of magnetic material due to cooling from above Curie temperature to below Curie temperature, Kubo et al. (1973) In addition to that, the largest fluctuation during the transient depends on the severity of the transient (i.e. on the size of reactivity added) and on the initial mean and variance which in turn depend on the external source strength to some extent (Quabili, 1979) .
The variance to mean ratio at equilibrium, r/e, can be obtained from equation (28a) Approximating y~ in the above expression by no and using the near criticality assumption, i.e. r: .~ r, we obtain
A SPECIAL CASE
We intend to compare the results of the equilibrium case with those obtained by an alternative method. For that purpose we consider a special case--the feedback is very small, exactly two neutrons are emitted per fission and in a source event only one neutron is emitted, We further assume that the reactor is nearly critical. We intend to show that the results obtained in this simplified case can be reproduced by another method.
Substitution of v -= 2, m = 1, and therefore, A = rf -re, in equation (21) yields
where we have used -Fy~+Aye+so=O to eliminate So [cf. equation (18a)].
The mean of neutron number density is given by equation (22) and therefore
When the feedback is very small such that I2Fy~/AI <~ 1, we have
Also for small F, one obtains from equation (21a) y, = n0(1 -soF/A2),
where no = -so/A is the neutron number density in the absence of feedback. Combining above two equations we obtain
where we have kept terms in lowest order in F and used ef~ = 1. Now using the near criticality assumption, i.e. q ~ re and reverting to N, So, etc. (extensive variables) from n, So, etc. (intensive variables) we get
~l -1 -ry /rc
The probability generating function associated with a random variable x is defined by 0(/1, t) = ~/zXP(x, t).
x If x happens to be continuous, the summation should be replaced by an integration. The moments of x can be obtained from the derivatives of 0(P, t); e.g.
Inserting equation (9) 
We shall use the following properties of confluent hypergeometric function: M (u, v; It) 
Using equations (34~ (39) and (41) It was found that the reactor noise analysis using the Langevin equation with system-size expansion is straightforward. In equilibrium, the results obtained in the lowest order in ~ is the same as those obtained by the linear treatment. But unlike linear treatment, using this method one can pursue more accurate analysis (retaining the effects of nonlinearity) by using a higher order description (cf. Section 2). Keeping higher order terms in E is particularly important when the size of the system is small. However, the more important aspect of this method is the relative ease of studying the fluctuations in a nonstainary state.
The solution of the forward stochastic equation in the special case compares favorably with the Langevin equation with system-size expansion. The case considered is unrealistic so far as the nuclear reactors are concerned, because v was assumed to be 2. Such assumption was necessary even in equilibrium so that a reasonably simple solution for equation (37) can be found. It may be noted that the solution (39) may not prove to be a useful analytical solution always, because of the difficulties involved in the evaluation of confluent hypergeometric functions. Despite these facts, the solution (39) may be interesting to a biologist because this is an exact solution and v = 2 describes the cell multiplication exactly.
It was observed that in equilibrium, negative feedback reduces the variance to mean ratio, i.e. arrests fluctuation to some extent. Although it may be observed from equation (21), it is transparent in equation (32) or (50). We observe that even in the absence of a source (critical reactor) the system has finite variance with a nonzero mean. It has been long established that a critical system cannot have both mean and variance finite. That is if the mean is finite, the variance goes to infinity and if the variance is finite, the mean goes to zero with increase of time. The existence of critical systems in practice is popularly explained as follows. A critical system is never 'critical' because some external source, no matter how small, is always present. Therefore, the so called critical system is always 'subcriticai'. As mentioned by Williams (1974) , to some this explanation is not highly convincing and they maintain that possibly some feedback phenomenon prevents the 'variance catastrophe' to happen. Here we find feedback indeed does so.
Finally, we have observed that during transients fluctuations may be very large. In normal reactor operations the statistical fluctuations are of little importance, but in an accident condition, the transients may be large causing severe fluctuations which may reduce the significance of the deterministic calculations.
