The HKR (Hennings-Kaufmann-Radford) framework is used to construct invariants of 4-thickenings of 2-dimensional CW-complexes under 1-and 2-handle slides and cancellations (2-deformations). The input of the invariant is a finite dimensional unimodular ribbon Hopf algebra A and an element in a quotient of its center, which determines a trace function on A. We study the subset T 4 of trace elements which define invariants of 4-thickenings under 2-deformations. In T 4 are identified two subsets: T 3 ⊂ T 4 , which produces invariants of 4-thickenings normalizable to invariants of the border, and T 2 ⊂ T 4 , which produces invariants of 4-thickenings depending only on the 2-dimensional spine and the second Whitney number of the 4-thickening. The case of the quantum sl(2) is studied in details. We show that sl(2) leads to four HKR-type invariants and describe the corresponding trace elements. Moreover, the fusion algebra of the semisimple quotient of the category of representations of the quantum sl(2) is identified as a subalgebra of a quotient of its center.
Introduction

1.1
The (generalized) Andrews-Curtis conjecture [1] asserts that any simple homotopy equivalence of 2-complexes can be obtained by deformation through 2-complexes (expansions and collapses of disks of dimension at most three), to which we refer here as a 2-deformation. This conjecture is expected to be false and different proposals for counterexamples have been made, but there seem to be a lack of tools for actually detecting them as such. An extensive reference for all the problems connected with the AndrewsCurtis conjecture is [6] .
To any 2-dimensional CW-complex P , there corresponds a presentation of its fundamental group, which can be obtained by selecting a vertex as a base point b and a spanning three T in the one-skeleton P 1 on the complex. Then any one cell x i which is not in T with a choice of orientation, determines an element in π 1 (P 1 , b) and the attaching map of any two cell defines a word R j in the x i 's which represents a trivial element in π 1 (P, b). The presentation of π 1 (P, b) obtained in this way,P =< x 1 , x 2 , . . . , x n | R 1 , R 2 , . . . , R m >, depends on the choices made, but this dependence can be explicitly described. In [6] , (theorem 2.4) it is shown that the correspondence P →P induces a bijection between the 2-deformation types of connected 2-dimensional CW-complexes and the equivalence classes of finite presentations under the following moves:
(i) The places of R 1 and R s are interchanged;
(ii) R 1 is replaced with gR 1 g −1 , where g is any element in the group or the reverse of such a move;
(iii) R 1 is replaced with R (iv) R 1 is replaced with R 1 R 2 ;
(v) Adding of an additional generator y and an additional relator yR, where R is any word in the x i 's or the reverse of such a move;
We will refer to these six operations as AC-moves and, and hopefully without causing confusion, changing a presentation with a sequence of AC-moves will be called again a 2-deformation of this presentation. The inverseP → P of the bijection above is obtained by taking one-point union of n circles and attaching on them m two-cells as described by the relations. If two complexes X and Y are simple homotopy equivalent, then for some k there exists a 2-deformation from the one-point union of X with k copies of S 2 to the onepoint union of Y with k copies of S 2 . In particular, if an invariant of 2-complexes under a 2-deformation is multiplicative under one point union, in order to have some hope of detecting a counterexample of the conjecture, its value on S 2 should not be a unit. Since, using the correspondence above, we will talk instead about invariants of presentations under the AC-moves, a multiplicative invariant would be considered potentially interesting for the AC-conjecture if its value for < ∅ | 1 > is not a unit.
Such invariants were introduced by Quinn in [16] and studied in [2, 3] . The input for their construction is a finite semisimple symmetric monoidal category, which is taken to be one of the Lie families described by Gelfand-Kazhdan, obtained as subquotients of mod p representations of simple Lie algebras. Unfortunately, extensive numerical study of Quinn's invariants (described in [23] ) indicated that, in all numerically generated examples, the invariants come from a representation of the free group on the generators into a subgroup of GL N (Z/p) for some N , and in this representation every word has order p. Consequently, it was shown in [14] that any invariant possessing this property can't detect counterexamples to the AC -conjecture.
The goal of the present is to construct a more general framework for producing invariants of 2-complexes. The generalization has two aspects: on one hand the invariants are actually invariants of 4-dimensional thickenings of the 2-complex (but we shall indicate when the value of the invariant depends "mainly" on the spine) 1 , and on another hand the framework in [5, 10] is used, so that the invariants are constructed directly from a finite dimensional unimodular ribbon Hopf algebra, without additional assumptions for its semisimplicity or for the structure of its representation ring.
The present work addresses the following three problems:
(1) How many different HKR-type invariants of 4-thickenings can be derived from the same Hopf algebra, i.e. identify all trace elements in the center of the algebra which lead to invariance under 2-deformations;
(2) when the invariant of the 4-thickening can be normalized to 3-manifold invariant;
(3) when the invariant of the 4-thickening depends (almost) entirely on its spine, i.e. reduces to an invariant of 2-dimensional CW-complexes.
Question (2) is not new and has been studied for example in [7, 5, 9 ], but we reformulate them in the present framework. 2.3 Let C n ⊆ A ⊗n , n > 1, be the centralizer of the action of A on A ⊗n given by the comultiplication, i.e. a ∈ C n iff for any b ∈ A, ∆ n−1 (b)a = a∆ n−1 (b). Define also C 1 = Z(A). C 2 contains the commutative subalgebra C 2 Z generated by the elements of the form (a ⊗ b)∆c, where a, b, c ∈ Z(A). Let µ : C 2 Z ⊗ C 2 → k, be given by
And letμ : C 2 Z ⊗ C 2 Z → k be the corresponding restriction of µ. Define 
2.5
We will describe two subsets ofẐ S (A). The smaller one, T , is the subset where the traces leading to invariants under 2-handle slides will live, but this one is difficult to find explicitly. The bigger one, T Z , is easier to find (because of proposition 2.6 below) and seems to be restrictive enough itself (see section 8 for the example of the quantum sl(2) where conjecturally they coincide). So, let T ⊂ T Z ⊂Ẑ S (A) be
Observe that [z] ∈ T Z if and only if for any a, b, c ∈ Z(A), λ(zc(bz ⋆ a)) = λ(zc(b ⋆ (za))). Hence
2.7 Let J : Z(A) → Z(A), be defined as
This operator is related to the image of one of the generators, S, in the action of the torus group on Z(A) (see [8] , (2.55)) and it is essential in understanding when the invariant of the 4-thickening reducesto an invariant of the border. Let Z ⋆ (A) denote the algebra which has as a vector space Z(A) and the ⋆ product structure. Then
Observe that if J(1) = γΛ, where γ ∈ k is a unit, 2.8 (b) implies that J is bijective with an inverse J −1 = γ −1 (S • J). Then from 2.8 (a) and 2.2 (a) one obtains
Therefore we have proved the following:
is an algebra isomorphism. In particular, the algebra Z ⋆ (A) is commutative.
A quasitriangular unimodular Hopf algebra for which J(1) = γΛ, where γ ∈ k is a unit, will be called Λ -factorizable 2 .
Lemma 2.10 T is a commutative monoid with respect to the usual and the
We observe that proposition 2.8 implies that when the algebra is Λ -factorizable, J : T → T is a bijection whose square is a multiple of the identity.
2.11 A 4-thickening M of a 2-dimensional CW-complex P , denoted with (M, P ), is an orientable 4-dimensional manifold together with a decomposition as a handlebody with 0-, 1-and 2-handles and an identification of the spine of the handlebody structure with P . In particular, there is an embedding ι M,P : P → M , which induces an isomorphism on homology. We will restrict ourselves to 4-thickenings with a single 0-handle. A 2-deformation of such 4-thickenings is given by a sequence of the following handle moves:
2 A quasitriangular Hopf algebra is called factorizable ifJ :
(a) changing of the attaching maps of the 1-and 2-handles by isotopy; (b) creations or cancellations of 1-2 handle pairs.
The word 4-thickening is supposed to stress not only the fact that a spine has been fixed, but also that we have weakened the equivalence relations on the objects with respect to 4-manifolds (for example the creations or cancellations of 2-3 handle pairs are not allowed).
As we said, the monoid T will be shown to correspond to invariants under 2-handle slides. An invariance under 2-deformations requires in addition invariance under 1-2 handle cancellations, and the center elements which lead to such invariants correspond to
Let also T 3 ⊂ T 4 and T 2 ⊂ T 4 be as follows:
for some unit X z ∈ k} and 
Theorem 2.12 Given any [z] ∈ T 4 there exists an invariant of 4-thickenings under 2-deformations denoted with
In particular, Z A (S 2 × D 2 ) = 0 if and only if A is cosemisimple (A * is semisimple), and
Given a 4-manifold M , let w 2 (M ) ∈ H 2 (M ; Z/2) denote the second Whitney class of M .
Lemma 2.14 Let P be a 2-dimensional CW-complex and (M 1 , P ) and (M 2 , P ) be two 4-thickening 
Hence, a triangular Hopf algebra actually defines invariants of 2-complexes under 2-deformations, and they will be denoted with Z
2
[z] (P ). If M is a 4-thickening represented with a Kirby diagram L (see section 5), let σ + , σ − and σ 0 be the numbers of positive, negative and zero eigenvalues of the linking matrix of L.
The paper is organized as follows. Section 3 contains some notations and preliminaries on Hopf algebras. Section 4 is dedicated to the study of T , and proves 2.2, 2.4, 2.8 and 2.10. Section 5 introduces the notion of K-diagrams and K-tangles. Section 6 defines the invariant and proves theorem 2.12 and lemma 2.15. Section 7 studies the reducibility of the invariant to a 3-manifold invariant and proves lemma 2.16, and section 8 illustrates the construction with two examples: the case of a group algebra and the case of the quantum sl (2) . At the end we list some questions.
3 Basic facts about Hopf algebras.
We introduce some notations, assuming that the reader is familiar with the axioms of a Hopf algebra. A possible reference about Hopf algebras is [21] . Let (A, m, ∆, S, ǫ, e) is a Hopf algebra over a field k, where:
Note also that there are natural isomorphisms; k ⊗ A → A and A ⊗ k → A which we will often omit, identifying A ⊗ k and k ⊗ A with A.
3.1
The maps above need to satisfy a list of compatibility conditions, out of which we only mention the following:
where 1 denotes both the identity element e(1 k ) in A and the identity map A → A, and
An easy consequence of the definition of the antipode is that
When A is finite-dimensional, the Hopf algebra isomorphism A ≃ A * * implies that one can define a left (right) integral for A as an element Λ ∈ A, such that a.Λ = ǫ(a)Λ (Λa = ǫ(a)Λ) for any a ∈ A.
3.3
The following results ( [21, 18, 17] ) concern the existence of integrals when A is a finite-dimensional Hopf algebra over a field k. 
3.5 A quasitriangular Hopf algebra is a Hopf algebra A in which the antipode S is bijective, and there exist an invertible element
where as usual R (kl) ∈ A ⊗n indicates the image of R under the injective homomorphism of the group of invertible elements in A ⊗ A into the group of invertible elements of A ⊗n where the first factor is mapped into k'th position and the second into l'th position.
If (A, R) is a quasitriangular Hopf algebra, the following relations hold:
A quasitriangular Hopf algebra is called triangular if
In this case u is a group-like element, i.e. ∆(u) = u ⊗ u, which, in the terminology below, implies that any triangular Hopf algebra is ribbon with ribbon element u. A Hopf algebra A is called cocommutative if it possesses triangular structure with
3.7 A quasitriangular Hopf algebra A is called ribbon if there exists a grouplike element g ∈ A such that S 2 (a) = gag −1 (grouplike means that g is invertible and ∆g = g ⊗ g). It can be shown (see for example [19, 10] ) that if A is ribbon,
θ is called the ribbon element of A.
A trace function on A is an element f ∈ A * such that for any a, b ∈ A, f (ab) = f (ba) and f (a) = f (S(a)). In a ribbon Hopf algebra there is a bijection between the set of S-invariant central elements in A and the space of trace functions on A given by z → λ zg , where λ zg (a) = λ(zga) ( [5, 18] ). 4 The center of a unimodular finite dimensional ribbon Hopf algebra
In the rest of the paper, unless specified otherwise, (A, m, ∆, S, ǫ, e) will be a unimodular ribbon Hopf algebra over a field k with an integral Λ ∈ A, a right integral λ ∈ A * and a left integral λ S = λ • S, such that λ(Λ) = λ S (Λ) = 1, an R-matrix R = i α i ⊗ β i and a group like element g such that gag −1 = S 2 (a) for any a ∈ A. Many of the statements here can be easily illustrated using the diagrammatic language in the later chapters, but because of their purely algebraic significance we decided that it is better to prove them in a self-contained way.
4.1 Generating elements in C n .
(i) The first way to generate elements in C n , is by "going up", i.e. by applying some of the following embeddings on C n−1 :
The subalgebra of C n generated inductively in this way, starting with C 1 = Z(A), will be denoted with C n Z .
(ii) The second way to generate new elements in C n is through the action of the braid group on C ⊗n as follows. If B n is the braid group on n strings and q n : B n → S n is its homomorphism onto the symmetric group S n , let I n = q −1 n (id). The relation 3.5 (d) implies that one can define a representation of φ : B n → End(A ⊗n ) by defining the image of the generator which interchanges the i'th and the i + 1'st strings to be
where we first multiply the corresponding element in A ⊗n on the left with 1
and then apply the permutation. Suppose that s, s ′ ∈ B n are such that q n (s) = q n (s ′ ) −1 . Then the condition 3.5 (a) implies that given any a ∈ C ⊗n , φ(s) • a • φ(s ′ ) act on A ⊗n by multiplication with an element in C n . We write this fact as φ(s)
The statement implies in particular that φ(I n ) ⊂ C n 3 .
3 Using 3.7 (c) one can show that actually φ(In) ⊂ C n Z .
(iii) The third way to obtain elements in C n is by "going down", i.e. by applying the integrals to the elements in C n+k :
The proof is standard, but for completeness we will show the first part of the statement and the second is analogous. Given any i a i ⊗ b i ∈ C n+1 , where
By induction the last proposition implies that
Proposition 4.3 For any a ∈ C n and any partition
First we will prove the statement for n = 1. Suppose that a ∈ Z(A). Then using 3.7 it follows that
Let now a ∈ C n , n > 1. If n ′′ = 0, the statement is trivial. Suppose then that it is true for some n ′′ ≥ 0. Then proposition 4.2 implies that (
and hence the statement with n ′′ + 1 follows from the one for n ′′ and from the statement with n = 1. This proposition implies that the algebraẐ S (A) in 2.1 is well defined as follows. Suppose that a ∈ K(A). Then for any 
To complete the proof of 2.2(a) we observe that for any a, b ∈ Z(A),
which together with the definition of Λ implies that a = Λ ⋆ a = a ⋆ Λ. This completes the proof of proposition 2.2 (a). Now for any a, b, c ∈ Z(A), define 
First we observe that 2.2 (a) and 4.
We can complete the proof of the proposition as follows:
4.6 Proof of proposition 2.4. It is enough to show that for any z ∈ K(A) and any i a i ⊗ b i ∈ C 2 , the following three statements hold:
(a) and (c) follow directly from 4.3 and 4.2. On another hand to show (b) using 4.3 and the fact that z = z ⋆ Λ we obtain
4.7 Proof of proposition 2.8. Observe that J actually maps the center into itself since from 3.7 it follows that
This expression also implies (together with 2.2 (b) ) that J factors through a mapẐ(A) → Z(A). Now we can complete the proof of 2.8 (c). Let a ∈Ẑ S (A). Then using the fact that S(θ) = θ and 2.2 (b) and (c) we obtain that
It is left to show 2.8 (a) and (b).
(b) From 3.5 (b) and (c) it follows that
4.8 Proof of lemma 2.10. It is obvious that T is a monoid under the usual multiplication inẐ S (A). In proving the rest of the lemma, will be used repeatedly the criteria established in 4.1 and 4.2 for the elements in C n , proposition 4.3 and the integral properties of λ and λ S . First we want to show that ifδ (2) ).
Now the S-invariance of [z] together with the fact [z] ∈ T imply that
At this point we use the fact that [w] ∈ T and obtain:
Together with the fact that Λ ∈ T , this implies that T is a monoid with respect to the ⋆-product structure as well.
It is left to show that T is invariant under the action ofĴ, i.e for any [z] ∈ T , and
For the left hand side one has
Hence from the fact that [z] ∈ T and 3.5 (b) and (c) it follows that
Kirby diagrams.
Let M be an oriented 4-dimensional manifold together with a decomposition as a handlebody with a single 0-handle and a number of 1-and 2-handles. Then M can be represented by describing the attaching maps of the 1-and 2-handles in S 3 ( [12, 13] ). The attaching map of an 1-handle is a pair of 3-balls in S 3 or equivalently it can be described as a unknot of framing 0 in S 3 ( figure 1). In this last case the result of attaching the one handle is being thought as the manifold obtained by pushing into B 4 the disk bounded by the unknot and removing a neighborhood of it. We will use the second method putting a dot on the unknot to indicate that it describes an one handle. Then the attaching maps of the 2-handles are described by framed links in the 1-handlebody, where if the 2-handle goes over a one handle, it is drown to go through the corresponding dotted circle. 
. . , x n ) is a (not freely reduced) word in the x j 's and shows in which order and with which sign the i'th undotted component intersects the Seifert surfaces of the dotted ones starting from the base point. An example is shown in figure 2.
5.2 Two BOK-diagrams are said to be 2-equivalent if and only if they can be deformed into each other through a sequence of the following moves (corresponding to 1-and 2-handle moves of the underlying 4-manifold):
(a) isotopy of framed links;
(b) any pair of one dotted component x and one undotted component y can be removed or added if the geometric intersection number of y and the Seifert surface S x of x is ±1, while S x is disjoint from all other dotted and undotted components (1-2 handle cancellation or introduction). The moves are illustrated on figure 3.
Proposition 5.3 If two BOK-diagrams can be deformed into each other through the moves (a)÷ (f ) above then, they can be deformed into each other via moves (a)÷(c) and (f ).
The proof is sketched on figures 4 and 5.
5.4
There is the following connection between 2-deformations of the BOK-diagram and of the presentation associated to it ([6]): in the relations. Hence all AC-moves can be lifted to the thickening except the reverse direction in 1.1 (ii), since possible linking problems can prevent us from doing so.
5.5
We will describe 4-thickenings via their BOK-diagrams. In particular, there is a bijection between the 2-equivalence classes of BOK-diagrams and 2-equivalence classes
given by taking the cores of the 1-and 2-handles and extending them with a cone inside B 4 .
Given a presentationP , with [[P ]] we will denote the set of all BOK-diagrams L such thatP L =P . Suppose now that P is a 2-complex realizingP under the bijection in 1.1 and fix an element c ∈ H 2 (P, Z/2). Then for any L ∈ [[P ]], P L = P , and there is an embedding Whitney class w 2 (M ) ∈ H 2 (M, Z/2) of a 4-thickening M , represented by an extended link diagram, is given by the cocycle in H 2 (M, M 1 , Z/2) whose value on each 2-handle is its framing coefficient modulo 2. Hence, ifP has m relations and c is presented by a cocyclē c ∈ H 2 (P,
] whose framing coefficient on the i'th undotted component is equal toc i modulo 2.
5.6
We will assume that the reader is familiar with the notion of a framed tangle, which intuitively is a slice of a framed link. A good reference is Shum [20] , where it is called double tangle. In the future we will omit the word framed, since all tangles with which we will work will be such. A tangle with n incoming and m outgoing ends will be called an n − m tangle. A K-tangle will be a tangle in which some of the unknotted closed components of framing 0, bounding disjoint Seifert surfaces, have been dotted. An OKtangle is a K-tangle in which an orientation of any dotted or undotted component has been fixed, and an BOK-tangle is an OK-tangle equipped with a choice of numbering of the closed dotted, of the closed undotted and of the open components, a choice of a set of disjoint Seifert surfaces for all dotted components, and a choice of a basepoint on each undotted component s, where if the component is open, the basepoint is the positively oriented point in ∂s. A BOK-tangle is being described by its plane diagram which decomposes into a combination of the segments presented on figure 6 and the ones obtained from them by changing the orientation of some components. We make the convention that the incoming ends will be drawn on the top and the outgoing ends will be drawn on the bottom. The tangle plane diagrams used here come with a standard choice of Seifert surfaces which in the future won't be drawn, while the choice of base points on the closed undotted components needs to be indicated. 6 Definition of the invariant. -"cups" and "caps" as presented on figure 9 ; -at each crossing of two undotted components pointing downwards, label the various segments of the plane diagram according to the Hennings' rules presented on figure 9 . Any other crossing is obtained from those presented on the figure by changing the orientation of some component y. Then the label of y changes by applying S −1 ; Figure 9 : Hennings type rules for labeling extended plane diagrams.
S ( ) S( ) i i i
-Let x be a dotted component with color w and a Seifert surface S x and let v x be the normal vector of S x . Let w ′ = w if v x points up, and w ′ = S −1 (w) if v x points down. Then, if s 1 , s 2 , . . . , s t are the oriented segments intercepting S x , and if
, s i gets labeled with S −1 (w ′ (i) ) if it points up, and with w ′ (i) otherwise as presented on figure 9 .
(c) For each undotted component, starting from the base point, multiply on the right, in the order they are found according to the orientation of the component, the various labeling elements. In this way, one obtains an
6.2
Observe that the application of ǫ : A → k to the label of the j'th open component gives exactly the invariant of the tangle T ′ obtained from T by removing the j'th open component.
6.3
We illustrate the definition with the example of an oriented extended tangle T presented on figure 10 . If w ∈ A is the color of the dotted component and z ∈ A is the color of the undotted one
In the future if we want to investigate the value of Z(T ) for some particular color of dotted or undotted component, this color may be indicated on the plane diagram in a circle attached to the corresponding component as on figure 11 below.
6.4 Proof of theorem 2.12. The map defined so far obviously depends on the choices of numbering, base points and orientations. So we will start putting restrictions on the values of the colors in order to reduce this dependence and eventually obtain an invariant of BOK-diagrams under the 2-deformation moves in 5.2.
The proof consists of showing the following statements: 
value of Z(L) where any undotted component is colored by [z] and any dotted component is colored by [w]. Then if [zw] = [Λ], Z [w] [z] (L) is invariant under move 5.2 (b). Moreover if [z] ∈ T 4 and [zw] = [zw
[z] (L). This common value will be denoted with Z [z] (L).
Proof of (A).
First we remind Hennings' result ( [5] ) that if the colors of the undotted components are in the center of the algebra, Z(T ) : Z(A) ⊗m ⊗ A ⊗n → A ⊗r is independent of the choice of base points on the closed undotted components, and it is an invariant under the moves presented on figure 7 . Moreover, from the defining identity 3.5 (a) for the R-matrix and the defining property of g, it is easy to see that it is also an invariant under the moves (a)÷ (c) on figure 8 . Suppose now that the colors of the dotted components are in the center of the algebra as well. Then the identities (f), (g) and (h) are automatically satisfied. So, it is left to show that in this case are satisfied also (d) and (e). Let x be the dotted component which we want to slide over the cup, and w ∈ Z(A) be its color. Since w is in the center of a ribbon algebra, S 2 (w) = w, and actually the identities (d) and (e) become equivalent, so it is enough to show (e). Let w ′ = S −1 (w). Suppose that through x pass n undotted segments. Then depending on its orientation, under the move the label of the i'th segment changes as
where we have used 3.1 (d).
Proof of (B).
The proof is based on the following observation which is a version of the centrality result of the HKR-invariant in [11] . Let T be extended k − l tangle with n + m closed and r open components and let T ′ be the extended tangle obtained from T by embracing all incoming ends (figure 11 (a)) with a dotted component x ′ , and let T ′′ be the extended tangle obtained from T by embracing all outgoing ends with a dotted component x ′′ ( figure 11 (b) ). Fix the colors of x ′ and x ′′ to be an element a ∈ A and let c ∈ Z(A) ⊗(n+m) describes the coloring of the components of T . Then The statement above implies that if T be an r − r string tangle then
In particular, if T is a 1-1 oriented extended tangle with (n + m) closed components:
Now we can show (B). Let K(A) ⊂ Z(A) be the null space of the pairing on Z(A) induced by λ as in 2.1. Suppose that a undotted component y of L has a color z ∈ K(A). Then we can use isotopy moves to present L as a closure of a 1-1 string tangle T on y and
Hence for any a ∈ Z(A) ⊗(n+m−1) , Z(L)(z ⊗ a) = λ(z Z(T )(a)) = 0 by the definition of K(A). Now suppose that a dotted component x of L has a color w ∈ K(A). Since w = w ⋆ Λ without changing the value of the invariant we can introduce an undotted unknotted component y of color S(w) which passes ones through x and in the same time change the color of x to Λ as shown on figure 12 . But since the new tangle has an undotted component of color S(w) ∈ K(A) its invariant is 0 as shown previously. 
Proof of (C).
First, we consider the result of a change of orientation of a dotted component x with color w ∈Ẑ S (A). Changing the orientation of x has the same effect as leaving its orientation the same but changing its color to S(w) or S −1 (w). By definition ofẐ S (A), this changes w with element in K(A), and therefore leaves Z(L) unchanged.
The fact that changing the orientation of a undotted component doesn't change the invariant is a modification of the Hennings' argument when there is no dotted components. The link plane diagram can be deformed via the regular isotopy moves on figures 7,8 and if necessary changing orientation of dotted components into one which is composed totally of segments of the types presented on figure 13 . We do this by first pulling all dotted components on the left of the plane diagram using the moves (f) and (g) on figure 8. In this way on the right is left a tangle T which gets closed through the dotted components as shown on figure 14 (a) . Then using moves (c) on figure 8 we move all undotted segments which pass through a dotted component and point down to the right and absorb the resulting crossings into T obtaining another tangle T ′ as shown on figure 14 (b) . Then we pull down the upper ends and pull up the lower ends of these undotted segments which point down as they pass through a dotted component. In this way the plane diagram is presented as the closure (through the dotted components) of a string tangle T ′′ with positively oriented ends as shown on figure 14 (c) . At the end, by local deformations as the one on figure 14 (d) we obtain a plane diagram in which all crossings have the two segments pointing down. After doing some moves as the second one on figure 7 we can assume that the segments of undotted components in T ′′ between crossings and end points are of the type presented on figure 13 . Now we want to show that under a change of orientation, figures 13 (a) . The labeling of an undotted component which points up as it passes through a dotted circle of color w is of the type a = S −1 (w (i) )g −1 , and after its orientation has been changed becomes w (i) g = gS −2 (w (i) ) = S −1 (a). The label of an undotted component which which points down as it passes through a dotted circle of color w is of the type b = α j,(k) w (i) S(β j,(k) ), and after a change of the orientation becomes β j,(k) S −1 (w (i) )g −1 S(α j,(k) )g = S −1 (b). Since λ gz • S = λ gz , the statement follows.
Proof of (D)
. First, using isotopy moves, deform the link plane diagram as the closure of a tangle T on y and x, where x is oriented downwards and y is oriented upwards as shown on figure 15 (a) . Without loss of generality, we may assume that the band connected sum is like the one presented on 15 (b) 
On another hand,
Moreover, a i,(1) ⊗ b i a i,(2) ∈ C 2 , since it represents the invariant of a 2-2 string tangle. Hence, Figure 14 : Deformation of a link plane diagram. [z] (L) we will show that one can change the color of all dotted components from w to w ′ without changing the value of the invariant. Suppose that x 1 is a dotted component of color w. Since w = Λ ⋆ w = (zw ′ ) ⋆ w, we can add a canceling pair of dotted component x 2 of color w ′ and undotted component y of color z which passes once through x as shown on figure 16. Then using 6.4 (D) we slide the components which pass through x 1 over y as shown on figure 16 (b) . Now using the fact that (zw) ⋆ w ′ = w ′ we can cancel the pair x 1 , y.
Proof of (E)
This completes the proof of theorem 2.12. We define
The following is a straightforward consequence of the definition of the invariant: 
Corollary 6.10 For any
γ ∈ k, Z [γz] (M ) = γ χ(M )−1 Z [z] (M ), where χ(M ) is the Euler characteristic of M .
Factorization properties of the link invariant. Suppose that
The definition of J in 2. 
. L can be presented as a closure of a 1-1 string tangle T on x with
where in the last two equalities we have used 4.5 and 4. 6.13 Proof of lemma 2.14. Let P be a 2-CW complex, c ∈ H 2 (P, Z/2), andP =< x 1 , x 2 , . . . , x n | R 1 , R 2 , . . . , R m >. From 5.5 it follows that in order to prove lemma 2.14 it is enough to show that if L 0 is a standard representative in
. So, we proceed with the description of L 0 .
Without loss of generality we assume that ifP contains trivial relations, these are the last k relation. Let now
, where e i = ±1, be the unreduced word obtained by putting together all nontrivial relations inP , and let t + i (t − i ) denote the total positive (negative) exponent of the generator x i , i.e. the absolute value of the sum of the positive (negative) the exponents of x i in Q. The total exponent of the relation R i (the sum of the absolute values of the exponents of x j 's in R i ) will be denoted with l i . Let σ Q be the permutation element in the symmetric group S t , such that
Observe that σ Q applied on Q gives the word
n . Let also τ Q be the following element in S t presented as product of cycles:
Fix a braid B Q on t string oriented downwards, which has τ Q as underlying permutation. Then the standard representative L 0 in [[P, c]] depends only on the choice of B Q above. In particular, L 0 is the BOK-diagram of the type presented on figure 14 (c) , where the dotted components are ordered in increasing order from the right to the left and where T ′′ = T 0 is a string tangle which is obtained by putting next to B Q k unknots. The framing coefficients of all undotted components are 0 or 1 depending on the corresponding value of the cocyclec ∈ H 2 (P,
Repeating the moves in 6.7 we can deform L into a diagram L ′′ from the type presented on figure 14 (c) , where the dotted components are ordered in increasing order from the right to the left and such that , and therefore if x is any undotted component in L ′′ , we can use sliding of x over y ′ to change the sign of any crossing of y with x. Moreover, by sliding y over y ′ we can add two positive or two negative twists on y, i.e. change the framing coefficient of y with ±2. This implies that Z [z] (L ′′ ) doesn't change if we change the sign of a crossing in T ′′ or if we change a framing coefficient with ±2. But by applying a sequence of such operations T ′′ can be transformed into T 0 since they have the same underlying permutation.
6.14 Proof of corollary 2.15. If A is a finite-dimensional unimodular triangular Hopf algebra then J(a) = λ(a)1 for any a ∈ A. In particular T 2 = T 4 . Moreover, the ribbon element in a triangular algebra is θ = 1. Hence the invariant in lemma 2.14 won't depend any more on the framings of the undotted components, in particular for any i . But such term in L ′ corresponds to a undotted segment which enters into the i'th dotted component x i , links with other undotted components (but doesn't pass through other dotted ones) and then goes out of x. Now by cross changes we can unlink any such undotted component and then by isotopy moves, pull it out of x i without changing the value of the invariant. The result is an BOK-diagram
7 Relation with the 3-manifold invariants.
7.1 Suppose that we want un invariant of a 4-thickening to depend only on its border. This would imply (see [12] ) invariance under two additional moves:
(i) Removing (or adding ) a dot on an 0-framed unknot. This corresponds to replacing a one handle with its canceling 2-handle and vice versa
(ii) Deleting a unknot U ±1 of framing ±1, contained in a neighborhood disjoint from the rest of the link, which corresponds to taking a connected union with ±CP 2 .
In general, Z [z] won't be invariant under these additional moves, but in many examples (including all the ones coming from the quantum sl(2)) Z [z] can be normalized to depend only on the border. We will use the statement below only for [z] ∈ T , but observe that it is true in the following weaker form: , we obtain
7.3 Proof of lemma 2.16. Since C ± = λ(zθ ±1 ), the first assertion follows from the proposition above. The rest follows from the observation that the ordered pair (σ + − n, σ − − n) is an invariant under 2-deformations of M since a two handle slide 5. 
The proposition is a direct consequence of the propositions 6.10 and 6.12.
If the algebra is Λ-factorizable, i.e. J(1) = γΛ, one obtains that
Hence, in this case
In particular, this relates the Hennings and the Reshetikhin-Turaev invariants (see section 8 for the sl(2) example).
8 Examples.
To illustrate the generality of the present framework we describe two examples. The first one is useful to get familiar with the framework, and the second one is the quantum sl(2) case, which shows quite rich algebraic structure, but it is not interesting for the AC-conjecture. Indeed all sl(2) theories are actually 3-dimensional.
8.1
The cocommutative case: R = 1 ⊗ 1 Since this is a particular case of a triangular structure on A, we are talking about invariants of 2-complexes. First, observe that in this case, g = 1 and S 2 = 1. As a consequence, the invariant has very simple definition, which is worth writing down. Let
. . , R m > be a presentation, where R i = R i (x 1 , x 2 , . . . , x n ). Let also Q, σ Q , t ± i , l j and t be as in 6.13 and t i = t + i + t − i be the total exponent of x i . Associated to Q, define a bijective map S Q : A ⊗t → A ⊗t such that
where ǫ j = (1 − e j )/2, i.e. in case that the j'th exponent in Q is negative S Q applies the antipode on the j'th factor in A ⊗t . Letσ Q : A ⊗t → A ⊗t be the permutation of factors induced by σ Q and let
From the definition of Z
2
[z] in section 7 and the fact that we are in the case when R = 1⊗1, it follows that i a 2,i . . . a l 1 ,i )λ(za l 1 +1,i a l 1 +2,i . . . a l 1 +l 2 ,i ) . . . . . . λ(za t−lm+1,i a t−lm+2,i . . . a t,i ).
We illustrate the technique with the case of a group algebra and [z] = 1. The result being well known invariant which depends on the fundamental group of P .
Let
, where G is a finite group. Then the product on A is induced from the one in G, and for any a ∈ G
A is a unimodular algebra with Λ = a∈G a, and λ ∈ A * defined as λ(1) = 1, and λ(a) = 0 if a = 1. Hence the algebra is cosemisimple, and it is semisimple if and only if the characteristic of k doesn't divide the order of G. For z = 1 and w = Λ, the value of the invariant is : a 1 , a 2 , . . . , a n ))λ(R 2 (a 1 , a 2 , . . . , a n )) . . .
where R i (a 1 , a 2 , . . . , a n ) denotes the image of the word R i under the group homomorphism of the free group on the generators x 1 , x 2 , . . . , x n into G given by x j → a j . Hence Z
[1] (P ) is equal to the number of all possible group homomorphisms G → π 1 (P ).
8.2
The quantum enveloping algebra of sl (2) The quantum deformation sl q (2) of the classical algebra sl(2) has been defined for first time in [10] (see also [19] ). Later Lusztig in [15] defined a quantum deformation of any Lie algebra, as an algebra over Q(v), using slightly different set of generators from [19] in order to obtain highest weight theory analogous of that of the classical algebra. Moreover in chapter 31 of his book [15] for any quantum deformation U of some classical Lie algebra, a commutative ring k, and a ring homomorphism Z[v] → k, Lusztig defines an algebra kU such that Q(v)U in some sense has the same representation theory as U . This last algebra is the one we are going to use.
8.3
For the following definitions and facts we refer the reader to [15] 
8.4
The center of A is described in [8] , where the following notations are used:
. Following [8] we define
2 and let
The elements above can be written explicitly in terms of the algebra basic elements 1 s E (i) F (j) as follows (lemma 18 in [8] ) For any k = 0, . . . , q − 1:
and for k = q 8.5 (Kerler [8] ) Z(A) is 3q + 1 dimensional algebra with basis {P i , N ± j , i = 0, . . . , q, j = 0, . . . , q − 1} and products:
Moreover, the ribbon element in this basis is given by
Observe that since X and T j are S-invariant, any element in Z(A) is S-invariant and
. . , q − 1 and the following relations:
To be able to continue we need to understand also the ⋆ product structure of the algebra. An easy calculation shows that
where γ p = p 3 , i.e. the algebra is Λ-factorizable. Then according to corollary 2.9,
is an algebra isomorphism and therefore the ⋆ algebra structure can be derived from the knowledge of J.
The proof is based on the observation that any polynomial in X is contained in the span of P i , i = 1, . . . , q and N j , j = 1, . . . , q − 1 (see [8] ) and the following proposition:
. Then for any s ∈ Z/p,
From here by direct computation one can see that for any 0 ≤ a ≤ p − 2, 
J(N
Substituting the expression for the R-matrix and N + i in the expression above, one obtains
In particular,ν i −2s,p−1 = 0, and
Then the lemma follows from proposition 8.7 and the expression for P s . For any 0 ≤ i, j ≤ q − 1, let
SinceĴ is injective, the (q − 1) × (q − 1) matrix ω is nondegenerate and we havê
Observe that [Ṅ Proof of (b). Using that for any primitive p'th root of unity v and any a ∈ Z/p, 
The sl(2) HKR-type invariants
We saw that up to multiplication by an element in k the elements in T Z are four and using the results in [7] we can see that three of this four solutions actually do correspond to Hennings-type invariants: gives the RT-invariant;
Unfortunately in order to find all HKR-type invariants, according to theorem 2.12, we would need to describe the elements in T and not in T Z . Obviously [z H ], [z * H ] ∈ T , but we don't know if this is the case for the other two elements. Yet, since [z RT ] does define invariant under 2-handle slides, it is reasonable to make the following conjecture: 9 Questions.
9.1 Observe that if the conjecture 8.11 is false, this would imply that the condition [z] ∈ T in 2.12 is too strong and needs to be weakened. Then one may ask if it can be replaced with [z] ∈ T Z .
9.2
In the case of the quantum sl(2) we saw that the fusion algebra of the semisimple quotient of the representation category is a subalgebra ofẐ S (A) generated by nilpotent elements. What is in general the relationship betweenẐ S (A) and the representation theory of A?
9.3 Observe that if T 2 = T 4 (for example if the Hopf algebra is triangular), then T 3 = {X[Λ] | X ∈ k}, i.e. such algebra won't produce nontrivial 3-manifold invariants. On another hand if T 3 = T 4 (i.e. any 4-invariant is normalizable to a 3-manifold invariant) then T 2 = {X[Λ] | X ∈ k}, i.e. such algebra won't produce nontrivial invariants of 2-complexes. This is the example of the quantum sl(2). It would be interesting to know an example of Hopf algebra which has both subspaces nontrivial.
