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Abstract
This paper extends the recent articles [15, 17], dedicated to the effective viscosity of
suspensions without inertia, at low solid volume fraction φ. The goal is to derive rigorously a
o(φ2) formula for the effective viscosity. In [15, 17], such formula was given for rigid spheres
satisfying the strong separation assumption dmin ≥ cφ−
1
3 r, where dmin is the minimal
distance between the spheres and r their radius. It was then applied to both periodic
and random configurations, to yield explicit values for the O(φ2) coefficient. We consider
here complementary (and certainly more realistic) random configurations, satisfying soft
assumptions of separation and long range decorrelation. We justify in this setting the
famous Batchelor-Green formula [3]. Our result applies for instance to hardcore Poisson
point process with almost minimal hardcore assumption dmin > (2 + ε)r, ε > 0.
1 Introduction
The most basic model to study the effective viscosity created by a suspension of rigid balls
in a fluid is the following. Given the family (Bi)i∈I of the balls, indexed by a subset I of N,
and given S ∈ Sym3,σ(R), the space of 3x3 symmetric and trace-free matrices, we consider
the solution uI,S of
−∆uI,S +∇pI,S = 0, x ∈ R
3 \ (∪i∈IBi),
div uI,S = 0, x ∈ R
3 \ (∪i∈IBi),
DuI,S = 0, x ∈ ∪i∈IBi,∫
∂Bi
σ(uI,S, pI,S)n = 0, ∀i ∈ I,∫
∂Bi
σ(uI,S , pI,S)n× (x − xi) = 0, ∀i ∈ I,
lim
|x|→+∞
uI,S − Sx = 0.
(1.1)
This model neglects the inertia of the fluid, as well as the force (neutral buoyancy) and the
torque exerted on the rigid particles. Only a strain is considered, through the boundary
condition at infinity. It is well-known that the rigidity of the spheres adds resistance to this
strain, hence increasing the viscosity of the fluid. If the number of balls is large, meaning
that their diameter is small compared to the diameter of the fluid region they occupy, one
may expect some averaging to take place. The hope is to replace the fluid-particles system
by a simpler Stokes equation in the whole of R3, with an effective viscosity tensor in the
region where the particles stand.
A path towards the derivation of an effective model is homogenization theory. Typically,
one considers balls Bi,ε = B(xi,ε, ε), where ε ≪ 1 is the radius of the balls, and where
the centers xi,ε are built from a periodic or random stationary distribution of points. In
the context of suspensions, the random modeling is of course far more relevant. The balls
occupy a macroscopic domain O of typical size O(1), and one considers the asymptotics of
vε solution of (1.1) with Bi = Bi,ε, as ε→ 0. The limit is the solution of a Stokes equation
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over R3 with non-constant viscosity tensor µeff : one expects µeff = 1 outside O, µeff = µh
a homogenized viscosity tensor inside O. While such result has been known for long in the
context of the Laplace equation [25, chapter 3], to our knowledge, the Stokes case was only
analyzed in the recent paper [9]. See [5, 2, 14, 7, 18, 11] for other stochastic homogenization
results in fluid mechanics. In [9], the authors consider a stationary and ergodic point process
(xi)i∈N over R
3, and Bi,ε := εBi, where Bi := B(xi, 1) is the closed unit ball centered at xi.
The point process satisfies the assumption
∃R0 > 2, inf
i6=j
|xi − xj | ≥ R0 almost surely. (H1)
which is a slight reinforcement of the natural non-penetration condition of the particles. As
shown in [9], the effective viscosity tensor is then classically expressed in terms of a corrector
problem without small parameter, set in R3 \ (∪iBi). The corrector equations are
−∆ΦS +∇PS = 0, x ∈ R
3 \ (∪i∈NBi),
divΦS = 0, x ∈ R
3 \ (∪i∈NBi),
DΦS + S = 0, x ∈ ∪i∈NBi,∫
∂Bi
σ(ΦS , PS)n = 0, ∀i ∈ N,∫
∂Bi
σ(ΦS , PS)n× (x− xi) = 0, ∀i ∈ N.
(1.2)
The unique solvability of the corrector equation is given by
Proposition 1.1. [9, Proposition 2.1]
Assume that (xi)i∈N is given by an ergodic stationary point process satisfying the separation
condition (H1). Then, there exists a unique random field (ΦS , PS) such that
• Almost surely, (ΦS , PS) is a solution of (1.2) in H1loc(R
3)× L2loc(R
3 \ ∪Bi),
• ΦS , PS1R3\∪Bi are stationary,
• E∇ΦS = 0, EPS1R3\∪Bi = 0,
∫
∪Bi
ΦS = 0 almost surely.
• E |∇ΦS |2 + E
(
p2S1R3\∪Bi
)
< +∞
From there, one can define the effective or homogenized viscosity tensor µh in terms of the
solutions ΦS , S varying in Sym3,σ(R). It is the element of Sym
(
Sym3,σ(R)
)
given by:
∀S ∈ Sym3,σ(R), µhS : S := E|D(ΦS + S)|
2 (1.3)
The relevance of µh to the homogenization problem is asserted by the following proposition.
For later notational convenience, we denote ε = N−
1
3 , N ≫ 1.
Proposition 1.2. (adapted from [9, Theorem 1])
Let (xi)i∈N a stationary ergodic point process satisfying (H1), Bi := B(xi, 1), i ∈ N. Let O
any smooth bounded domain, and
IN := {i, Bi ⊂ N
1
3O}, vN,S := N
−1/3uIN ,S(N
1
3 ·), uIN ,S solution of (1.1) with I = IN .
Then, almost surely, vN,S goes weakly in H˙
1(R3) to veff,S satisfying
−div
(
2µeffDveff,S
)
+∇qeff,S = 0, x ∈ R
3
div veff,S = 0, x ∈ R
3
lim
|x|→+∞
veff,S − Sx = 0,
where µeff = µeff (x) ∈ Sym
(
Sym3,σ(R)
)
is defined by:
µeff (x)S : S = |S|
2, x ∈ Oc, µeff (x)S : S = µhS : S, x ∈ O,
where µh is defined in (1.3).
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Strictly speaking, only the case of a bounded domain O with Dirichlet condition is considered
in [9], but the case considered here (extension by the homogeneous Stokes solution outside
O) can be covered as well with minor modifications. See also the proof of Proposition 2.1
in Appendix A.
Still, the numerical approximation of the solution of (1.2) is very demanding, so that such
kind of effective model remains in practice hard to implement. To overcome this issue,
physicists try to obtain simplified models in particular subregimes, notably in the dilute
case, that is at small solid volume fraction φ. This is all the more relevant here that system
(1.1) seems to be appropriate only for φ . 0.2 : beyond this typical value, it is acknowledged
that frictional interactions play a substantial role on top of hydrodynamic interactions [19].
The goal is then to obtain effective approximate models, meaning with an error o(φα) for
some positive α, rather than effective limit models. To obtain such approximate models,
one may try to find an expansion in powers of φ of the homogenized tensor µh. Or one can
try to bypass homogenization theory, by exhibiting directly a o(φα) approximation of the
solution vN,S in Proposition 1.2.
A famous first step in this direction was made by Einstein [12]. He showed that if the
suspension is homogeneous, and if the interaction between the particles can be neglected,
a o(φ) approximation is given by µEin = 1 +
5
2φ. Many works, especially over the last two
years, have been devoted to the justification of this claim, trying to identify milder and milder
geometrical assumptions on the particles configuration under which particles interaction is
indeed neglectible [29, 26, 20, 28, 21]. To our knowledge, justification of Einstein’s formula
under the current mildest requirements is found in [16]. Let us note that this work is of a
deterministic nature: it does not use the existence of an effective viscosity, or some specific
random structure of the set of particles. This is consistent with the fact that Einstein’s
formula is about neglecting the interaction of small scale particles, while homogenization
theory is about understanding the macroscopic effect of such small scale interaction.
The derivation of a o(φ2) approximation turns out to be more tricky. A rigorous treatment
was carried in the recent paper [15], and further refined in [17], under a strong assumption
on the minimal distance between the particles. In the context of the random process (xi)i∈N
introduced here, it corresponds to saying that the particles xi inside N
1
3O satisfy
∃c > 0, inf
i6=j
|xi − xj | ≥ cφ
− 1
3 almost surely (1.4)
where φ = E1∪iBi is the solid volume fraction. Obviously, this assumption is more stringent
than (H1). Its main advantage is that, as particles are far from one another, one can solve
systems of the form (1.1) thanks to the so-called method of reflections, cf [24]. This allows
to rely on more explicit formula, and to show the existence of a o(φ2) effective approximate
viscosity in the form
µapp = 1 +
5
2
φ+
(
lim
N→+∞
1
N2
∑
xi 6=xj∈N
1
3O
M(xi − xj)−
∫
O×O
M(x− y)dxdy
)
φ2 (1.5)
for M an explicit function homogeneous of order −3.
Let us point out that, as in [16], part of the work carried in [15, 17] is not related to homog-
enization. More precisely, one does not impose a priori some specific random stationary or
periodic structure on the points xi: roughly, as shown in [17], a necessary and sufficient con-
dition for the existence of a o(φ2) effective approximate viscosity is the existence of the mean
field limit at the r.h.s. of (1.5), as well as local versions of it. Still, contrary to Einstein’s
formula, this mean field limit involves small scale interactions of the point process. Hence,
restricting to the usual homogenization setting is legitimate. Under such setting (periodic
or random), following recent progress in the analysis of Coulomb gases [30], we were able
to give explicit formula for this mean field limit, and to justify in this way results from the
physics litterature (while discarding others). For instance, in the random case, when the
2-point correlation function ρ2 of the process is radial and converges fast enough to φ
2, one
can show that
µapp = 1 +
5
2
φ+
5
2
φ2.
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The goal of the present paper is to go beyond this analysis, and derive a o(φ2) formula without
the strong assumption (1.4). This problem was tackled at the formal level in a celebrated
paper of Batchelor and Green [3]. See also [1, 22]. In a first part, the authors derive a
formula for the second order correction, involving the two point correlation function of the
process ρ2 and the field Φx,y that solves the Stokes problem (1.1) in the case of two balls
centered at x and y. In a second part, based on the companion paper [4], they discuss the
possible form of the two-point correlation function of the process, and deduce approximate
numerical values for the second order correction. For instance, in the case where the particles
are driven by a strain at infinity like in (1.1), they derive the formula
µapp = 1 +
5
2
φ+ 7.6φ2.
We focus here on the first part of [3]: our purpose is to recover rigorously a o(φ2) approxi-
mation in terms of ρ2 and Φx,y. We shall notably clarify the loose decorrelation arguments
used in [3], and bypass the so-called renormalization technique used there. Our strategy, as
well as the precise statement of our results will be given in the next section. Comparison to
the recent paper [10] on the same topic will also be made.
2 Explanation and statement of the results
2.1 Cluster expansions
Our goal is to provide a second order expansion in φ of the effective viscosity tensor µh
defined in (1.3). We recall that (xi)i∈N is an ergodic stationary process, that Bi := B(xi, 1)
and that
φ := E1∪i∈NBi . (2.1)
Our starting point is the following
Proposition 2.1. Let (xi)i∈N an ergodic stationary point process satisfying (H1), and
IN := {i, Bi ⊂ B(0, N
1
3 )}. Then,
µhS : S = |S|
2 + lim
N→+∞
E
1
2|B(0, N
1
3 )|
∑
i∈IN
∫
∂Bi
(
σ(uIN ,S , pIN ,S)n− 2uIN ,S
)
· Sn
This result is commented and proved in Appendix A.
The idea is to obtain an expansion of µhS : S through a so-called cluster expansion of uIN ,S .
Such cluster expansions were introduced by physicists in various problems from statistical
or solid physics. A good reference for this is the paper [13]. This kind of expansion was used
recently in [8] in the context of elliptic homogenization: the authors proved that when the
diffusion matrix is built through Bernoulli perturbations of parameter p, the homogenized
matrix depends analytically on p. The notion of cluster expansion is based on the following
remark. Let J a subset of N, and F = F (I) defined on the collection PJ of finite subsets
I ⊂ J . We define G on PJ by the following relation:
F (I) =
∑
J⊂I
G(J), ∀I ∈ PJ . (2.2)
It is easily seen that this relation defines G, with the first relations:
#I = 0 : G(∅) = F (∅),
#I = 1 : G({i}) = F ({i})−G(∅) = F ({i})− F (∅)
#I = 2 : G({i, j}) = F ({i, j})−G({i})−G({j})−G(∅) = F ({i, j})− F ({i})− F ({j}) + F (∅)
More generally, one can prove by induction on #I that
G(I) =
∑
J⊂I
(−1)#I−#JF (J).
4
Inspired by this kind of expansion, we look for an approximation
uIN ,S = u∅,S +
∑
{k}⊂IN
u{k},S − u∅,S +
∑
{k,l}⊂IN ,
k 6=l
(
u{k,l},S − u{k},S − u{l},S + u∅,S
)
+ . . .
= Sx+
∑
{k}⊂IN
Φ{k} +
∑
{k,l}⊂IN ,
k 6=l
(
Φ{k,l} − Φ{k} − Φ{l}
)
+ . . .
(2.3)
where, omitting the dependency in S for brevity, we denoted
ΦI := uI,S − u∅,S = uI,S − Sx, PI := pI,S. (2.4)
The hope is that in the dilute regime where the volume fraction φ of the suspension is small,
the successive terms in this approximation will contribute to successive powers of φ in a
possible expansion of the effective viscosity.
2.2 Formal expansion of the effective viscosity
Let
Ii(u, p) :=
∫
∂Bi
(
σ(u, p)n− 2u
)
· Sn. (2.5)
An important property to notice is that for any smooth (u, p) on Bi,
(u, p) solution of homogeneous Stokes equations on Bi ⇒ Ii(u, p) = 0. (2.6)
We plug the formal approximation (2.3) in Proposition 2.1 to find
µhS : S = |S|
2
+ lim
N→+∞
E
1
2|B(0, N
1
3 )|
∑
i∈IN
(
Ii(u∅, 0) +
∑
k∈IN
Ii(Φ{k}, P{k}) +
∑
{k,l}⊂IN
k 6=l
Ii(Ψ{k,l}, P{k,l})
)
+ . . .
(2.7)
where
Ψk,l := Φ{k,l} − Φ{k} − Φ{l} (2.8)
Clearly, by property (2.6), Ii(u∅, 0) = 0, so that
lim
N→+∞
E
1
2|B(0, N
1
3 )|
∑
i∈IN
Ii(u∅, 0) = 0.
For the next term, we notice that Φ{k} is explicit:
Φ{k} = Φ0(x− xk), P{k} = P0(x − xk)
with
Φ0(x) = −
5
2
S : (x⊗ x)
x
|x|5
−
Sx
|x|5
+
5
2
(S : x⊗ x)
x
|x|7
, P0(x) = −5
S : (x⊗ x)
|x|5
. (2.9)
A tedious calculation yields
DΦ0|∂B0(x) = −5(S : x⊗ x)x⊗ x+
5
2
(
Sx⊗ x+ x⊗ Sx
)
− S
so that
σ
(
Φ0, P0
)
n = σ
(
Φ0, P0
)
x = 3Sx at ∂B0. (2.10)
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and eventually
Ii(Φ{i}, P{i}) =
∫
∂B(0,1)
(σ(Φ0, P0)n− 2Φ0) · Sn =
20π
3
.
Furthermore, by (2.6), for all k 6= i,
Ii(Φ{k}, P{k}) = 0.
As E ♯INN → φ, we end up with
µhS : S = |S|
2 +
5
2
φ|S|2 + lim
N→+∞
E
1
2|B(0, N
1
3 )|
∑
i∈IN
∑
{k,l}⊂IN
k 6=l
Ii(Ψ{k,l}, P{k,l}) + . . .
The last expectation can be further decomposed into
E
1
2|B(0, N
1
3 )|
∑
i∈IN
∑
{k,l}⊂IN
k 6=l
Ii(Ψ{k,l}, P{k,l})
=E
1
2|B(0, N
1
3 )|
∑
i6=k∈IN
Ii(Ψ{i,k}, P{i,k}) + E
1
4|B(0, N
1
3 )|
∑
i6=k 6=l∈IN
Ii(Ψ{k,l}, P{k,l})
=E
1
2|B(0, N
1
3 )|
∑
i6=k∈IN
Ii(Ψ{i,k}, P{i,k})
using again (2.6). This expectation can be reformulated thanks to the second order reduced
moment measure of the underlying point process (xi)i∈N. We remind that for any k ∈ N∗,
the k−th order reduced moment measure is the symmetric measure ρk over (R3)k defined
by: for all F ∈ Cc(R3),∑
i1 6=i2 6=···6=ik
EF (xi1 , . . . , xik ) =
∫
(R3)k
F (y1, . . . , yk)ρk(dy1, . . . , dyk).
In the case ρk has more regularity, for instance when it has a density with respect to the
Lebesgue measure, this relation can be extended to discontinuous F . Note that here
ρ1(dx) = ρ1(x)dx :=
3
4π
φdx.
Also, under (H1), ρk is supported outside the sets {|xi − xj | ≤ R0}, 1 ≤ i 6= j ≤ k.
For any y 6= z, we denote By = B(y, 1), and Φy, resp. Φy,z the solution of
−∆Φy +∇Py = 0, x ∈ R
3 \By,
divΦy = 0, x ∈ R
3 \By,
DΦy + S = 0, x ∈ By,∫
∂By
σ(Φy , Py)n = 0,
∫
∂By
σ(Φy, Py)n× (x− y) = 0,
(2.11)
resp.
−∆Φy,z +∇Py,z = 0, x ∈ R
3 \
(
By ∪Bz
)
,
divΦy,z = 0, x ∈ R
3 \
(
By ∪Bz
)
,
DΦy,z + S = 0, x ∈ By ∪Bz,∫
∂By
σ(Φy,z, Py,z)n = 0,
∫
∂Bz
σ(Φy,z, Py,z)n = 0,∫
∂By
σ(Φy,z, Py,z)n× (x− y) = 0,
∫
∂Bz
σ(Φy,z, Py,z)n× (x− z) = 0.
(2.12)
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Finally, we set
Ψy,z := Φy,z − Φy − Φz , Ix(u, p) :=
∫
∂Bx
σ(u, p)n · Sn (2.13)
We find, still formally,
µhS : S = |S|
2 +
5
2
φ|S|2 + lim
N→+∞
1
2|B(0, N
1
3 )|
∫
x 6=y∈B(0,N
1
3 )
Ix(Ψx,y, Px,y)ρ2(dx, dy) + . . .
Our goal is to prove such a formula for a large class of stationary point processes.
2.3 Statement of the results
Let us formulate our assumptions on the point process (xi)i∈N. First, in order to apply
Propositions 1.1 and 2.1, we assume as before that (xi)i∈N is an ergodic stationary point
process satisfying (H1).
Moreover, we make the following assumptions on the reduced moment measures of the
process: there exists q ∈ (1,∞), F ∈ Lq(R3) ∩ L∞(R3), independent of φ, such that for all
1 ≤ k ≤ 5, ρk = φ
kgk(x1, . . . , xk)dx1 . . . dxk, with the correlation functions gk satisfying
g2(0, y) = 1 +R(y), (H2)
|R(y)| ≤ F
(
y
)
g3(0, y, z) = g2(0, y)g2(0, z) + (g2(y, z)− 1)g2(0, z) +R(y, z), (H3)
|R(y, z)| ≤ F
(
y − z
)
F
(
y
)
g4(0, y, z, z
′) = g3(0, y, z)g3(0, y, z
′) + g3(0, y, z)g3(0, z, z
′) (H4)
− g3(0, y, z)g2(0, y)g2(0, z
′) +R(y, z, z′)
|R(y, z, z′)| ≤ F (y − z′)F
(
z − z′
)
,
g5(0, y, y
′, z, z′) = g4(0, y, y
′, z)g4(0, y, y
′, z′) + g4(0, y, z, z
′)g4(0, y
′, z, z′) (H5)
− g3(0, y, z)g3(0, y
′, z)g3(0, y, z
′)g3(0, y
′, z′) +R(y, y′, z, z′)
|R(y, y′, z, z′)| ≤ F (y − y′)F (z − z′)
We shall comment on these assumptions just below. Note that the correlation functions gk
may still depend on φ, although it is not explicit in our notations. Our two results are the
following:
Proposition 2.2. (Formula for the φ2 coefficient)
Under assumptions (H1)-(H2), the formula
µ2S : S = lim
N→+∞
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
Ix(Ψx,y, Px,y)g2(x, y)dxdy (2.14)
defines an element of Sym
(
Sym3,σ(R)
)
(in particular, the limit exists). Moreover, µ2 is
bounded uniformly in φ.
Theorem 2.3. (Derivation of Batchelor-Green formula)
Under assumptions (H1) to (H5)
µh = Id+ φ
5
2
Id+ φ2µ2 +O(φ
5
2 )
with µ2 defined in (2.14).
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Remark 2.4. Let us comment on Assumptions (H1) to (H5). Assumption (H1), slightly
stronger than the non-penetration condition between the rigid spheres, relaxes a lot the
minimal distance assumption (1.4) under which previous studies were carried.
As regards (H2) to (H5), they contain two kinds of information on the point process: one
on the decay of correlations at infinity, and one on the amplitude of these correlations:
The decay of correlations is reflected in the asymptotic behaviour of the functions g2 to g5.
It is a slight reinforcement of the (very weak) decorrelation condition: for all 1 ≤ k ≤ 5,
gk(x1, . . . , xk−1, xk) − gk−1(x1, . . . , xk−2, xk−1)gk−1(x1, . . . , xk−2, xk) −−−−−−−−−→
|xk−1−xk|→∞
0
(2.15)
Indeed, under (2.15), one can show easily that gk satisfies the same identity as in (Hk), with
a remainder R that goes to zero (resp. when |y|, |y− z| or |y|, |y− z′| or |z − z′|, |y− y′| or
|z − z′| goes to infinity). Hence, the Lq ∩ L∞ control on R asserted in our assumptions is
somehow a quantitative version of this fact.
Moreover, as the function F in our assumptions is independent of φ, it follows that gk = O(1),
or ρk = O(φ
k), consistently with the assumption made in [3]. Let us stress that the functions
gk may nevertheless depend on φ, although such dependence is omitted in the notations.
Remark 2.5. Short before completion of this work, we got aware of the very nice preprint by
Duerinckx and Gloria [10], in which they perform an extensive study of the effective viscosity
of random suspensions. This study contains two parts. The first one is dedicated to two
somehow extreme examples of point processes : those obtained by random deletion (so that
ρk = φ
kgk for all k ∈ N, with gk independent of φ), and those satisfying a strong separation
assumption of type (1.4). It notably shows analyticity in φ of the effective viscosity for the
first example. The second part of the paper culminates in Theorem 7, showing the existence
of an expansion in φ of the effective viscosity tensor at arbitrary order, for a large class of
point processes. It validates as a special case both the Einstein’s formula and Batchelor
and Green’s correction. The key assumption there is that the approximations µh,L of µh
obtained by periodization over a grid of size L converges to µh with explicit rate L
−γ for
some γ > 0. It is shown that such assumption is satisfied under algebraic α-mixing condition
on the point process.
Although the analysis in [10] goes further than the one presented here, we feel that the latter
may be of independent interest, both by its results and by its method. First, our setting is
not restricted to the random deletion case, as gk is allowed to depend on φ (and is even fully
arbitrary for k ≥ 6). It is neither covered by [11, Theorem 7]: the mixing conditions that
we use, expressed through the asymptotic behaviour of the first correlation functions of the
process, seem a bit weaker than the α-mixing used there. Furthermore, the general bounds
given in [11, Theorem 7] would only imply in our context µ2 = O(| log φ|), to be compared
to the optimal bound µ2 = O(1) in Proposition 2.2. The reason behind the logarithm loss
in [11], is that the bounds obtained on the periodic approximations of size L have a slight
divergence with L. The assumption of quantitative convergence of µh,L to µh is then used
to circumvent this problem, by appropriately linking L to φ, or in our context linking N
to φ, as there is a parallel between L and N
1
3 . A main point of the present paper is that
our bounds are uniform in N : the derivation of an estimate with a slight loss in N (namely
(lnN)3) would be much simpler.
Eventually, the proof presented here turns out to be very different and much more elementary
than the one in [10], which relies on deep results in quantitative homogenization obtained
over the last years (see for instance the Appendix A, showing that α-mixing implies algebraic
convergence of periodic approximations of the effective viscosity tensor). It has to be said
however that we are not able to extend our proof to arbitrary high order approximations.
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3 Proofs
3.1 Preliminaries about the two-sphere configuration
As mentioned earlier,
Φy(x) = Φ0(x− y)
with Φ0 defined in (2.9). Note that Φ0 is linear in S, with main part homogeneous of order
−2. It implies that
DΦ0(x− y) =M0(x − y)S (3.1)
where M0 = M0(x) ∈ Sym
(
Sym3,σ(R)
)
, with main part homogeneous of order −3, of
Calderon-Zygmund type.
We now establish several properties of the field Ψy,z introduced in (2.13). Clearly, the
following symmetry properties hold:
Lemma 3.1. (Symmetry properties)
Ψy,z(x) = Ψz,y(x) = Ψz−x,y−x(0), Ψy,z(−x) = −Ψ−y,−z(x)
The next two propositions specify the behaviour of Ψy,z when the sphere centers y and z are
far from one another and when they are close from one another compared to their distance
to x.
Proposition 3.2. (Behaviour for large distance of the spheres centers)
There exists R1 > R0 such that for all x, y, z with |y − z| ≥ R1, |x− y|, |x− z| ≥
2+R0
4 ,
DΨy,z(x) = −
(
M0(x− y) +M0(x − z)
)
Ml(y − z)S +Ry,z(x)
where Ml and Ry,z(x) are smooth in their arguments, with:
|Ml(y − z)−M0(y − z)| ≤ C|y − z|
−4,
|Ry,z(x)| ≤ C
(
|x− y|−4|y − z|−4 + |x− z|−4|y − z|−4
)
Proof. This proposition relies on the fact that for |y − z| large enough, the solution Φy,z
of (2.12) can be solved thanks to the method of reflections. This method, that goes back
to Smoluchowski, was analyzed with great details in article [23] in the context of Stokes
equations of the form (2.12) or more generally of the form (1.1). As a consequence of this
analysis, one can express Ψy,z as a series
Φy,z =
(
Qy[S·] +Qz[S·]
)
−
(
QyQz[S·] +QzQy[S·]) +
(
QyQzQy[S·] +QzQyQz[S·]
)
+ (−1)k+1
(
QyQz . . .︸ ︷︷ ︸
k factors
[S·] +QzQy . . .︸ ︷︷ ︸
k factors
[S·]
)
+ . . .
(3.2)
where the operator Qy is defined by : for all y ∈ R3, for all w ∈ H1σ,loc(R
3), u = Qy[w] is
the solution in H˙1σ(R
3) of
−∆u+∇p = 0, x ∈ R3 \By,
divu = 0, x ∈ R3 \By,
D(u+ w) = 0, x ∈ By,∫
∂By
σ(u, p)n =
∫
∂By
σ(u, p)n× (x − y) = 0.
In [23], it is shown that the series in (3.2) converges in H˙1σ(R
3) for |y − z| ≥ R1, R1 large
enough. Actually, the convergence result in [23] is much more general, as an arbitrary
number of balls is considered. The case of two balls considered here could be handled more
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directly, but we shall not expand on that. Let us stress that in the region {x, |x−y|, |x−z| ≥
2+R0
4 }, the partial sums of the series are solutions of the homogeneous Stokes equation. By
classical elliptic regularity estimates, one can deduce that the convergence holds uniformly
in this region for all derivatives of order ≥ 1.
Noticing that Qy[S·] = Φy, we end up with
Ψy,z(x) =−QyQz[S · −Qy[S·] +QyQz[S·] + . . . ]
−QzQy[S · −Qz[S·] +QzQy[S·] + . . . ] = Ψ
1
y,z(x) + Ψ
2
y,z(x)
Clearly, to prove the proposition, it is enough to show that
DΨ1y,z(x) = −M0(x− y)M
1
l (y − z)S +R
1
y,z(x)
where M1l and R
1
y,z(x) have the same behaviour as Ml and Ry,z(x) in the proposition.
Indeed, as Ψ2y,z = Ψ
1
z,y, we get
DΨy,z(x) = −M0(x− y)M
1
l (y − z)S −M0(x− z)M
1
l (z − y)S +R
1
y,z(x) +R
1
z,y(x)
Moreover, using that DΨy,z(x) = D(Ψ−y,−z)(−x), cf. Lemma 3.1 and the parity of M0,
we obtain the appropriate formula, with
Ml :=
1
2
(
M1l +M
1
l (−·)
)
, Ry,z(x) =
1
2
(
R1y,z(x) +R
1
z,y(x) +R
1
−y,−z(−x) +R
1
−z,−y(−x)
)
To do so, we shall rely on the following properties:
Lemma 3.3. ([23, Lemmas 4.3 and 4.4]) For all y ∈ R3, for all |x − y| > 1, for all
S ∈ Sym3,σ(R),
DQy[S·](x) =M0(x− y)S.
For all y ∈ R3, for all |x− y| > 1, for all w ∈ H˙1σ,loc(R
3) with −
∫
By
Dw = 0,
|DQy[w](x)| ≤
C
|x− y|4
||Dw||L2(By).
Hence, for any w,
DQy[w](x) =M0(x − y)
(
−
∫
By
Dw
)
+O
(
|x− y|−4||Dw −−
∫
By
Dw||L2(By)
)
.
Let
w := −Qy[S·] +QyQz[S·] + . . .
so that Ψ1y,z = −QyQz[S·]−QyQz[w]. Clearly, by the first property in Lemma 3.3,
∀x˜ ∈ By, DQz[S·](x˜) =M0(x˜− z)S
= −
∫
By
M0(x
′ − z)Sdx′ +
(
M0(x˜− z)S −−
∫
By
M0(x
′ − z)Sdx′
)
where the last term has zero mean and is bounded by C/|y − z|4. By Lemma 3.3,
DQyQz[S·](x) =M0(x− y)−
∫
By
M0(x
′ − z)Sdx′ +O(|x − y|−4|y − z|−4)
=M0(x− y)M
a
l (y − z) +O(|x − y|
−4|y − z|−4)
where Mal := −
∫
By
M0(x′ − z)Sdx′ satisfies
Mal (y − z) =M0(y − z) +O(|y − z|
−4).
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For the other part of Ψ1y,z, we remark that by translational invariance, Qz[w](x
′) can be
seen as a function of x′ − y and y− z only: Qz[w](x
′) =W (x′ − y, y− z). It follows that its
average on the ball By can be seen as a function of y − z. Using the linearity in S, we end
up with an expression of the form
−
∫
By
DQz[w](x
′)dx′ =:Mbl (y − z)S.
Also, as w is of the form Qy[w˜], it satisfies for all x˜ ∈ Bz ,
|Dw(x˜)| ≤ C/|y − z|3.
we deduce that for all x˜ ∈ By,
|DQz[w](x˜)| ≤ C/|y − z|
6,
and in particular,
|Mbl (y − z)| ≤ C/|y − z|
6.
Eventually, using again Lemma 3.3, we end up with
DQyQz[w](x) =M0(x− y)M
b
l (y − z)S +O(|x − y|
−4|y − z|−6).
Setting M1l :=M
a
l +M
b
l concludes the proof.
Proposition 3.4. (behaviour for short distance of the spheres centers)
There exists R2 > 2R1+R0 such that for all x, y, z with
2+R0
4 ≤ |y−z| ≤ 2R1, |y−x| ≥ R2,
DΨy,z(x) = −
(
M0(x− y) +M0(x − z)
)
Ms(y − z)S +Ry,z(x)
where Ms and Ry,z(x) are smooth in their arguments, with
Ry,z(x) = O(|x − y|
−4), |x− y| → +∞
Remark 3.5. With our choice of R2, if |x− y| ≥ R2 and |y − z| ≤ 2R1, then |x− z| ≥ R0.
Proof. The proof is an adaptation of arguments given by Me´cherbet in the context of sedi-
mentation problems [27]. We give the main ideas and refer to [27] for complementary details.
First, by translation, rotation and rescaling, we can always assume that y = 0, z = 2, and
the point is to prove that
DΨ0,2(x) = (M0(x) +M0(x− 2))MS +O(|x|
−4)
for some tensor M. We recall that DΦ0(x) =M0(x)S, DΦ2(x) =M0(x − 2)S. Moreover,
clearly, M0(x− 2) =M0(x) +O(|x|−4). Hence, it is enough to show that
DΦ0,2(x) =M0(x)M +O(|x|
−4)
(see (2.12) for the definition of Φy,z). We denote u = Φ0,2 for brevity, and introduce a
smooth χ such that χ = 0 in B(0, 4) (vicinity of the two spheres), and χ = 1 outside B(0, 6).
As in [27], we set
u = χu+ u˜, p = χp
where u˜ is a corrector added to recover the divergence-free condition: div u˜ = −u · ∇χ.
By classical considerations involving the Bogovski operator, as u · ∇χ is smooth, compactly
supported in B(0, 6) \B(0, 4), and linear in S, so can be taken u˜. Also, as u is smooth and
divergence free on R3, it can always been written as a solution of an inhomogeneous Stokes
equation in R3:
−∆u+∇p = f, div u = 0.
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Note that f is compactly supported in B(0, 6). Introducing the Oseen tensor
G(x) :=
1
8π
(
Id
|x|
+
x⊗ x
|x3
)
,
∀|x| > 6, u(x) = u(x) =
∫
B(0,6)
G(x − y)f(y)dy
= G(x)
∫
B(0,6)
f(y)dy −
3∑
l=1
∂lG(x)
∫
B(0,6)
ylf(y)dy +O(|x|
−3)
using a Taylor expansion of the Oseen tensor at x. We claim that∫
B(0,6)
f(y)dy = 0
and that
Sf :=
∫
B(0,6)
f(y)⊗ y dy :=
(∫
B(0,6)
yjfi(y)dy
)
i,j
is symmetric and trace-free.
The first point was established in [27]. Denoting Σ := 2Du− pId, Σ := 2Du− pId, we find∫
B(0,6)
f(y)dy =
∫
B(0,6)
divΣ =
∫
∂B(0,6)
Σn =
∫
∂B(0,6)
Σn
=
∫
B(0,6)\(B0∪B2)
divΣ +
∫
∂B0∪∂B2
Σn = 0,
where the last equality comes from the first and fourth line of (2.12). For the second point,
we compute
Sf =
∫
∂B(0,6)
Σn⊗ y −
∫
B(0,6)
Σ =
∫
∂B(0,6)
Σn⊗ y −
∫
B(0,6)
Σ
=
∫
B(0,6)\(B0∪B2)
(divΣ)⊗ y +
∫
∂B0∪∂B2
Σn⊗ y +
∫
B(0,6)
Σ−
∫
B(0,6)
Σ
=
∫
∂B0∪∂B2
1
2
(Σn⊗ y + y ⊗ Σn) +
∫
B(0,6)
Σ −
∫
B(0,6)
Σ
using this time the first and fifth line of (2.12). The r.h.s is easily checked to be symmetric
and trace-free (under proper normalization of the pressure).
Back to the asymptotic expansion of u(x), taking into account the fact that Sf is symmetric
and trace-free, a little calculation shows the formula:
u(x) = −
3∑
l=1
∂lG(x)
∫
B(0,6)
ylf(y)dy +O(|x|
−3) =
3
8π
Sf : (x⊗ x)
|x|5
+O(|x|−3).
Note that this term is close to the expression of Φ0 in (2.9), replacing S by Sf and neglecting
the O(|x|−5) terms. More precisely, considering the symmetric gradients, we get
Du(x) = −
3
20π
M0(x)Sf +O(|x|
−4)
which concludes the proof.
To shorten the analysis of integrals involving DΨy,z(x), it will be convenient to sum up the
two previous propositions into a single one:
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Corollary 3.6. (Global behaviour)
Let χ0 a smooth radial function with χ0 = 0 in B(0,
2+R0
4 ), χ0 = 1 outside B(0, R0). The
function
Sy,z(x) := χ0(x− y)χ0(x− z)χ0(y − z)DΨy,z(x) (3.3)
satisfies
Sy,z(x) = −
(
χ0M0(x− y)χ0(x− z) + χ0M0(x − z)χ0(x − y)
)
N1(y − z)S +Ry,z(x)
where N1, Ry,z(x) are smooth in their arguments, with (〈ξ〉 :=
√
1 + |ξ|2):
|N1(x− y)− χ0M0(x− y)| ≤ C〈x− y〉
−4,
|Ry,z(x)| ≤ C
(
〈x− y〉−4〈y − z〉−4 + 〈x− z〉−4〈y − z〉−4),
Proof. Let R > 0, and χR a smooth radial function with χR = 0 in B(0, R), χR = 1 outside
B(0, 2R). We decompose
Sy,z(x) =χ0(x− y)χ0(x− z)χ0(y − z)DΨy,z(x)
=χ0(x− y)χ0(x− z)χR1(y − z)DΨy,z(x)
+χR2(x − y)χ0(x− z)(χ0 − χR1)(y − z)DΨy,z(x)
+(χ0 − χR2)(x − y)χ0(x− z)(χ0 − χR1)(y − z)DΨy,z(x)
=Iy,z(x) + Jy,z(x) +Ky,z(x).
The term Ky,z(x) can be put in the remainder. For Iy,z(x), we use Proposition 3.2:
Iy,z(x) =− χ0(x− y)M0(x− y)χ0(x− z)χR1(y − z)Ml(y − z)
− χ0(x− z)M0(x− z)χ0(x− y)χR1(y − z)Ml(y − z) + remainder
Finally, for Jy,z(x), we use Proposition 3.4:
Jy,z(x) =− χR2(x− y)M0(x− y)χ0(x − z)(χ0 − χR1)(y − z)Ms(y − z)
− χ0(x− z)M0(x − z)χR2(x− y)(χ0 − χR1)(y − z)Ms(y − z) + remainder
=− χ0(x− y)M0(x− y)χ0(x− z)(χ0 − χR1)(y − z)Ms(y − z)
− χ0(x− z)M0(x − z)χ0(x − y)(χ0 − χR1)(y − z)Ms(y − z) + remainder
The corollary follows, by setting:
N1 = χR1Ml + (χ0 − χR1)Ms
Corollary 3.7. Under assumptions (H1)-(H2), for all k1, k2, k3 ∈ N, for all m ∈ (1,∞),∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
Sy,z(x
′)g2(x, y)
k1g2(x, z)
k2g2(y, z)
k3dydz
∣∣∣mdx′dx ≤ CN
Proof. We use Corollary 3.6:∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
Sy,z(x
′)g2(x, y)
k1g2(x, z)
k2g2(y, z)
k3dydz
∣∣∣mdx′dx ≤ C(I1+I2+I3)
where
I1 :=
∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
χ0M0(x− y)N1(y − z)Sg2(x, y)
k1g2(x, z)
k2g2(y, z)
k3dydz
∣∣∣mdx′dx
I2 :=
∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
χ0M0(x− z)N1(y − z)Sg2(x, y)
k1g2(x, z)
k2g2(y, z)
k3dydz
∣∣∣mdx′dx
I3 :=
∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
Ry,z(x
′)g2(x, y)
k1g2(x, z)
k2g2(y, z)
k3dydz
∣∣∣mdx′dx
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The third term is no problem: denoting again 〈ξ〉 :=
√
1 + |ξ|2,
I3 ≤ C
∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
|Ry,z(x
′)|dydz
∣∣∣mdx′dx
≤ C′
∫
B(0,N
1
3 )
∣∣∣ ∫
R6
(
〈x− y〉−4 + 〈x− z〉−4
)
〈y − z〉−4dydz
∣∣∣mdx
≤ C′
∫
B(0,N
1
3 )
∣∣∣ ∫
R6
(
〈y′〉−4 + 〈z′〉−4
)
〈y′ − z′〉−4dy′dz′
∣∣∣mdx ≤ C′′N.
(3.4)
The first and second terms are symmetric in y and z, we only consider the first one. By
stationarity, g2(x, y) = g(x− y). Moreover, by assumption (H2),
g2(x− z)
k2 = 1 + F (x− z)
with F ∈ Lq(R3) ∩ L∞(R3) for some q ≥ 1. Hence,
I1 ≤ 2
∫
B(0,N
1
3 )
(Ia(x) + Ib(x))dx
where
Ia(x) :=
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
χ0M0(x− y)N1(y − z)Sg(x− y)
k1g(y − z)k3dydz
∣∣∣mdx′
Ib(x) :=
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
χ0M0(x− y)N1(y − z)Sg(x− y)
k1g(y − z)k3F (x− z)dydz
∣∣∣mdx′
For the second term, uniformly in x,
Ib(x) ≤ C
∣∣∣ ∫
R6
1
〈x− y〉3
1
〈y − z〉3
|F (x− z)|dydz
∣∣∣m
≤ C
∣∣∣ ∫
R6
1
〈y′〉3〈y′′〉3
|F (y′ − y′′)|dy′dy′′
∣∣∣m = C∣∣∣ ∫
R3
1
〈y′〉3
( 1
〈·〉3
⋆ F
)
(y′)dy′
∣∣∣m.
As F is in Lq ∩L∞ for some finite q, and 1〈·〉3 is in L
p for all p > 1, the convolution belongs
to Lr for all finite r > q, and finally the integral is finite. This implies that∫
B(0,N
1
3 )
Ib(x)dx ≤ CN. (3.5)
As regards Ia, we decompose
Ia(x)
≤C
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
(
χ0M0(x
′ − y)− χ0M0(x − y)
)
N1(y − z)Sg(x− y)
k1g(y − z)k3dydz
∣∣∣mdx′
+C
∣∣∣ ∫
B(0,N
1
3 )2
χ0M0(x− y)N1(y − z)Sg(x− y)
k1g(y − z)k3dydz
∣∣∣m =: CIa,1(x) + CIa,2(x).
As regards the first term, for all x′ ∈ Bx,
∣∣χ0M0(x′ − y) − χ0M0(x − y)| ≤ C〈x − y〉−4,
hence
Ia,1(x) ≤ C
∣∣∣ ∫
B(0,N
1
3 )
g(x− y)k1
〈x− y〉4
|jN (y)|dy
∣∣∣m ≤ C′∣∣∣ ∫
R3
1
〈x− y〉4
|jN (y)|dy
∣∣∣m,
where jN :=
(
N1Sgk3
)
⋆ 1
B(0,N
1
3 )
. The crucial point is that
(
N1Sgk3
)
⋆ is continuous over
Lm. Indeed, by assumption (H2), gk3 belongs to 1 + Lq ∩ L∞. Moreover, N1 belongs
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to χ0M0 + L1. It follows that N1Sgk3 belongs to χ0M0 + L1 and therefore satisfies the
assumptions of the Calderon-Zygmund theorem. We deduce
‖jN‖Lm(R3) ≤ C‖1B(0,N
1
3 )
‖Lm(R3) ≤ C
′N
1
m
Finally,∫
B(0,N
1
3 )
Ia,1(x)dx ≤
∫
R3
Ia,1(x)dx ≤ ‖
1
〈·〉4
⋆ |jN |‖
m
Lm ≤ C‖jN‖
m
Lm(R3) ≤ C
′N (3.6)
Eventually, a similar bound may be established on Ia,2. Namely, we find that∫
B(0,N
1
3 )
Ia,2(x)dx ≤
∫
R3
Ia,2(x)dx ≤ C‖χ0M0g
k1 ⋆ jN‖
m
Lm ≤ C‖jN‖
m
Lm(R3) ≤ C
′N (3.7)
Here, we have used that χ0M0gk1⋆ is continuous over Lm, as it belongs to χ0M0 +L1. We
conclude that
I1 ≤ CN. (3.8)
As mentioned earlier, by symmetry, the same bound holds for I2:
I2 ≤ CN. (3.9)
By gathering estimates (3.4)-(3.8)-(3.9), we conclude the proof.
Corollary 3.8. Under (H1)-(H2)-(H3), for all k1, k2, k3 ∈ N, for all m ∈ (1,∞)∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
Sy,z(x
′)g2(x, y)
k1g2(x, z)
k2g3(x, y, z)
k3dydz
∣∣∣mdx′dx ≤ CN
Proof. By assumption (H3), we see that g3(x, y, z)
k3 is a linear combination of terms of
the form g2(x, y)
k′1g2(x, z)
k′2g2(y, z)
k′3 for various integer values of k′1, k
′
2, k
′
3 plus some term
bounded by F (x − y)F (y − z) for some F ∈ Lq ∩ L∞. By the previous Corollary 3.7, we
deduce that∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
Sy,z(x
′)g2(x, y)
k1g2(x, z)
k2g3(x, y, z)
k3dydz
∣∣∣mdx′dx
≤ CN + C
∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
|Sy,z(x
′)|F (x − y)F (y − z)dydz
∣∣∣mdx′dx
As regards the last term, we use a crude bound deduced from Corollary 3.6: namely,∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
|Sy,z(x
′)|F (x− y)F (y − z)dydz
∣∣∣mdx′dx
≤ C
∫
B(0,N
1
3 )
∣∣∣ ∫
B(0,N
1
3 )2
( 1
〈x− y〉3
+
1
〈x− z〉3
) 1
〈y − z〉3
F (x − y)F (y − z)dydz
∣∣∣mdx
Clearly, uniformly in x∣∣∣ ∫
B(0,N
1
3 )2
F (x− y)
〈x− y〉3
F (y − z)
〈y − z〉3
dydz
∣∣∣ ≤ ∣∣∣ ∫
R6
F (y′)
〈y′〉3
F (y′ − z′)
〈y′ − z′〉3
dy′dz′
∣∣∣
≤C
∥∥∥ F
〈·〉3
⋆
F
〈·〉3
∥∥∥
L1
≤ C′
while uniformly in x∣∣∣ ∫
B(0,N
1
3 )2
F (x− y)
〈x− z〉3
F (y − z)
〈y − z〉3
dydz
∣∣∣ ≤ C ∫
R6
F (y′ − y′′)
〈y′〉3
F (y′′)
〈y′′〉3
dy′dy′′
∣∣∣ ≤ C′
Indeed, the integral is finite as the integrand is the product of F ⋆ 〈·〉−3 which is in Lr for
any r > q, and F 〈·〉−3 which is in Ls for any s ≥ 1 (remember that F ∈ Lq ∩ L∞). We
conclude∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
|Sy,z(x
′)|F (x − y)F (y − z)dydz
∣∣∣mdx′dx ≤ CN (3.10)
and the corollary follows.
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The next corollary can be proved very similarly to the previous one. We state it without
proof:
Corollary 3.9. Under (H2)-(H3), for all k1, k2, k3 and all n ≥ m in (1,∞):∫
B(0,N
1
3 )
∫
Bx
(∫
B(0,N
1
3 )
∣∣∣ ∫
B(0,N
1
3 )
Sy,z(x
′)g2(x, y)
k1g2(x, z)
k2g3(x, y, z)
k3dz
∣∣∣mdy) nm dx′dx ≤ CN
3.2 Proof of Proposition 2.2
To prove that the limit exists and is bounded with respect to φ, we first notice that from
integration by parts, cf. (2.6):
Ix(Ψx,y, Px,y) =
∫
∂B(x,
2+R0
4
)
(
σ(Ψx,y, Px,y)n− 2Ψx,y
)
· Sn.
By classical considerations, as the compatibility condition
∫
∂B(0,
2+R0
4
)
Sn = 0 is satisfied,
there exists a smooth matrix valued S˜ = S˜(z) satisfying
div S˜ = 0 for
2 +R0
4
< |z| <
R0
2
, S˜|
∂B(0,
2+R0
4
)
= S, S˜|
∂B(0,
R0
2
)
= 0.
Similarly, as
∫
∂B(0,
2+R0
4
)
Sn · n = 0, there exists a smooth vector valued s˜ = s˜(z) satisfying
div s˜ = 0 for
2 +R0
4
< |z| <
R0
2
, s˜|
∂B(0,
2+R0
4
)
= Sn, s˜|
∂B(0,
R0
2
)
= 0.
We find
Ix(Ψx,y, Px,y) =
∫
2+R0
4
<|z−x|<
R0
2
DΨx,y(z) :
(
−Ds˜+ S˜
)
(z − x)dz.
As in 2+R04 < |z − x| <
R0
2 , one has both |x− z|, |z − y| ≥
2+R0
4 . We can apply Proposition
3.2 (be careful that the roles of x and z are switched):
DΨx,y(z) = −
(
M0(z − y) +M0(z − x)
)
Ml(y − x)S +Rx,y(z)
= −M0(z − x)M0(y − x)S +O(|x − y|
−4).
Eventually, we get that
Ix(Ψx,y, Px,y) = N1M0(y − x)N2S : S +O(|x − y|
−4),
for some fixed N1, N2. Writing M the part of N1M0N2 that is homogeneous of order −3,
we end up with
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
Ix(Ψx,y, Px,y)g2(x, y)dxdy
=
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
χ0M(x− y)S : Sdxdy
+
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
χ0(x − y)
(
Ix(Ψx,y, Px,y)−M(x− y)S : S
)
dxdy
+
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
χ0(x − y)Ix(Ψx,y, Px,y)(g2(x, y)− 1)dxdy
=:IN + JN +KN
with χ0 the truncation mentioned in Corollary 3.6. Clearly,
|JN | ≤ C
1
|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
1
〈x − y〉4
dydx ≤ C,
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and thanks to (H2),
|KN | ≤ C
1
|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
F (x− y)
〈x− y〉4
dxdy ≤ C.
Finally
IN =
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3−R0)
∫
B(0,N
1
3 )
χ0M(x− y)S : Sdxdy
+
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3 )\B(0,N
1
3−R0)
∫
B(0,N
1
3 )
〈x− y〉−3dydx
=
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3−R0)
∫
B(0,N
1
3 )
χ0M(x− y)S : Sdxdy +O(N
− 1
3 lnN)
=
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3−R0)
∫
B(0,N
1
3 )
M(x− y)S : Sdxdy + o(1)
where we have used that for any y ∈ B(0, N
1
3 −R0),∫
B(0,N
1
3 )
(1− χ0)(x− y)M(x− y)S : Sdy =
∫
B(0,R0)
(1 − χ0)(x
′)M(x′)dx′ = 0.
Eventually, by homogeneity,
IN =
1
2|B(0, 1)|
∫
B(0,1)2
M(x− y)S : Sdxdy + o(1).
This concludes the proof of the proposition.
Remark 3.10. Writing the field Φ0 in (2.9) as Φ0(z) = P0(z)S, we notice that our proof of
Proposition 2.2 relies on the formula
DΨx,y(z) = DΨ
app
x,y (z) +O(|x − y|
−4),
with
Ψappx,y (z) := P0(z − x)M0,main(y − x)S, M0,main(x)S := D
(
−
5
2
S : (x⊗ x)
x
|x|5
)
.
Note that M0,main is the part homogeneous of degree −3 in M0. One can write
µ2 = lim
N→+∞
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
Ix(Ψ
app
x,y , P
app
x,y )g2(x, y)dxdy
+ lim
N→+∞
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
Ix(Ψx,y −Ψ
app
x,y , Px,y − P
app
x,y )g2(x, y)dxdy
(3.11)
where both limits exist separately, thanks to above arguments. With this decomposition,
one can see that the Batchelor-Green formula in Theorem 2.3 is also valid for processes
satisfying (1.4), and studied previously in [15]. Indeed, we proved in [15] that under (1.4),
the second order correction is given by
ν2S : S := lim
N→+∞
1
2|B(0, N
1
3 )|
∑
i6=k∈IN
Ii(Ψ
app
xi,xk , P
app
xi,xk)
which in the random setting coincides with the limit of the expectations, that is
ν2S : S = lim
N→+∞
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
Ix(Ψ
app
x,y , P
app
x,y )g2(x, y)dxdy.
Moreover, under (1.4), the second term at the r.h.s. of (3.11) satisfies
lim sup
N→+∞
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
Ix(Ψx,y −Ψ
app
x,y , Px,y − P
app
x,y )g2(x, y)dxdy
≤
C
|B(0, N
1
3 )|
∫
B(0,N
1
3 )2∩{|x−y|≥cφ−
1
3
1
|x− y|4
dydx ≤ Cφ1/3
Hence, ν2 = µ2 + O(φ
1/3) showing that the Batchelor-Green formula also applies to the
setting considered in [15].
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3.3 Proof of Theorem 2.3
Inspired by the cluster expansion (2.3), we define uN,err (the error term) through:
uIN ,S = u∅,S +
∑
{k}⊂IN
(u{k},S − u∅,S) +
∑
{k,l}⊂IN ,
k 6=l
(
u{k,l},S − u{k},S − u{l},S + u∅,S
)
+ uN,err
= Sx+
∑
{k}⊂IN
Φ{k} +
∑
{k,l}⊂IN ,
k 6=l
Ψ{k,l} + uN,err
(3.12)
where functions uI , ΦI and Ψk,l were introduced in (1.1), (2.4) and (2.8) respectively. By
Proposition 2.1, following the formal calculations of Paragraph 2.2, we find that
µhS : S = |S|
2 +
5
2
φ|S|2
+ lim
N→+∞
(
1
2|B(0, N
1
3 )|
∫
B(0,N
1
3 )2
Ix(Ψx,y, Px,y)ρ2(x, y)dxdy
+ E
1
2|B(0, N
1
3 )|
∑
i∈IN
Ii(uN,err, pN,err)
)
where Ii, Ix, Ψx,y were introduced in (2.5) and (2.13).
Key estimates are provided by:
Proposition 3.11.
lim sup
N→+∞
E
1
|B(0, N
1
3 )|
∫
∪i∈INBi
|D(uN,err)|
2 = O(φ3)
Proposition 3.12.
lim sup
N→+∞
E
1
|B(0, N
1
3 )|
∫
∪i∈INBi
|D(ΦIN −
∑
k∈IN
Φ{k})|
2 = O(φ2)
Let us show how they imply Theorem 2.3. we have to show that
lim sup
N→+∞
∣∣∣E 1
|B(0, N
1
3 )|
∑
i∈IN
Ii(uN,err, pN,err)
∣∣∣ = O(φ 52 ) (3.13)
We write∑
i∈IN
Ii(uN,err, pN,err) =
∑
i∈IN
∫
∂Bi
σ(uN,err, pN,err)n · Sn− 2
∑
i∈IN
∫
∂Bi
uN,err · Sn
= −
∑
i∈IN
∫
∂Bi
σ(uN,err, pN,err)n · ΦIN ,S − 2
∑
i∈IN
∫
Bi
D(uN,err) : S
Here, we have used the fact that ΦIN ,S = −S(x − xi) + rigid vector field, and the integral
relations in (1.1). Note that uN,err and ΦIN ,S both solve a homogeneous Stokes equation
outside ∪Bi. Hence, after a double integration by parts, we find∑
i∈IN
Ii(uN,err, pN,err) = −
∑
i∈IN
∫
∂Bi
uN,err · σ(ΦIN , PIN )n− 2
∑
i∈IN
∫
Bi
D(uN,err) : S
= −
∑
i∈IN
∫
∂Bi
uN,err · σ
(
ΦIN −
∑
k
Φ{k}, PIN −
∑
k
P{k}
)
n
−
∑
i∈IN
∫
∂Bi
uN,err · σ
(∑
k
Φ{k},
∑
k
P{k}
)
n− 2
∑
i∈IN
∫
Bi
D(uN,err) : S
=: AN +BN
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The first term can be written
|AN | =
∣∣∣2 ∫
R3\(∪Bi)
D(uN,err) : D
(
ΦIN −
∑
k
Φ{k}
)∣∣∣
≤ 2
(∫
R3
|D(uN,err)|
2
∫
R3
|D(ΦIN −
∑
k∈IN
Φ{k})|
2
)1/2
≤ C
(∫
∪i∈INBi
|D(uN,err)|
2
∫
∪i∈INBi
|D(ΦIN −
∑
k∈IN
Φ{k})|
2
)1/2
where the last line comes from the well-known minimizing properties of solutions of homoge-
neous Stokes equations with prescribed symmetric gradients at the boundary of the domain.
Using Cauchy-Schwartz inequality, Propositions 3.11 and 3.12, we find that
lim sup
N
E
1
|B(0, N
1
3 )|
|AN | = O(φ
5
2 ).
As regards BN , we split the sum over k in two:
BN = −
∑
i∈IN
∫
∂Bi
uN,err · σ
(
Φ{i}, P{i}
)
n −
∑
i∈IN
∫
∂Bi
uN,err · σ
(∑
k 6=i
Φ{k},
∑
k 6=i
P{k}
)
n
−2
∑
i∈IN
∫
Bi
D(uN,err) : S
As
∑
k 6=i Φ{k} solves the homogeneous equation inside Bi, we find
BN = −
∑
i∈IN
∫
∂Bi
uN,err · σ
(
Φ{i}, P{i}
)
n −
∑
i∈IN
∫
Bi
D(uN,err) : D(
∑
k 6=i
Φ{k})
− 2
∑
i∈IN
∫
Bi
D(uN,err) : S
= −
∑
i∈IN
∫
∂Bi
uN,err · σ
(
Φ{i}, P{i}
)
n −
∑
i∈IN
∫
Bi
D(uN,err) : D(
∑
k
Φ{k} − ΦIN )
− 2
∑
i∈IN
∫
Bi
D(uN,err) : S
= −
∑
i∈IN
∫
∂Bi
uN,err · σ
(
Φ{i}, P{i}
)
n− 2
∑
i∈IN
∫
Bi
D(uN,err) : S +O(φ
5
2 )N
using Cauchy-Schwarz and Propositions 3.11 and 3.12 to bound the second term. As regards
the first term, thanks to (2.10),∫
∂Bi
uN,err · σ
(
Φ{i}, P{i}
)
n− 2
∑
i∈IN
∫
Bi
D(uN,err) : S =
∫
Bi
D(uN,err) : S
Moreover, by definition of uN,err, one has
D(uN,err)|Bi = −
∑
{k,l}⊂IN\{i},
k 6=l
D(Ψ{k,l}) (3.14)
Hence,
BN =
1
2
∑
i,k,l∈IN
i6=k 6=l
∫
∂Bi
D(Ψ{k,l}) : S +O(φ
5
2 )N
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so that
|EBN | =
∣∣∣1
2
∫
B(0,N
1
3 )
∫
Bx
( ∫
B(0,N
1
3 )2
DΨy,z(x
′)ρ3(x, y, z)dydz
)
: Sdx′dx
∣∣∣ + o(φ2N)
≤ CN1/2
(∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
DΨy,z(x
′)ρ3(x, y, z)dydz
∣∣∣2dx′dx)1/2
≤ Cφ3N
where the second bound comes from Cauchy-Schwartz inequality, and the third one comes
from Corollary 3.8. It follows that
lim sup
N
E
1
|B(0, N
1
3 )|
|BN | = O(φ
5
2 ).
This concludes the proof of Theorem 2.3.
3.4 Proof of auxiliary Proposition 3.11
By (3.14), E
∫
∪i∈INBi
|D(uN,err)|2 is fully explicit in terms of Ψy,z and the first correlation
functions of the process. We find
E
∫
∪i∈INBi
|D(uN,err)|
2 =
∑
i∈IN
E
∫
Bi
∣∣∣ ∑
{k,l}⊂IN\{i}
k 6=l
D(Ψ{k,l})
∣∣∣2
=
1
2
∫
B(0,N
1
3 )3
∫
Bx
|DΨy,z(x
′)|2ρ3(x, y, z)dydzdx
′dx
+
1
4
∫
B(0,N
1
3 )4
∫
Bx
DΨy,z(x
′) : D(Ψy,z′)(x
′)ρ4(x, y, z, z
′)dydzdz′dx′dx
+
1
4
∫
B(0,N
1
3 )5
∫
Bx
DΨy,z(x
′) : D(Ψy′,z′)(x
′)ρ5(x, y, z, y
′, z′)dydy′dzdz′dx′dx
:=
1
2
φ3I +
1
4
φ4J +
1
4
φ5K.
Using crude bounds deduced from Corollary 3.6, we find
|I| =
∫
B(0,N
1
3 )3
∫
Bx
|Sy,z(x
′)|2g3(x, y, z)dydzdx
′dx
≤ C
∫
B(0,N
1
3 )3
( 1
〈x− y〉6
+
1
〈x− z〉6
) 1
〈y − z〉6
dxdydz
≤ CN.
For the analysis of J , we rely on the following fact, deduced from (H3)-(H4):
ρ4(0, y, z, z
′) = ρ3(0, y, z)ρ4(0, y, z
′) +R(y, z, z′), |R(y, z, z′)| ≤ F (z − z′), F ∈ Lq ∩L∞.
Hence:
|J | ≤
∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )
∣∣∣ ∫
B(0,N
1
3 )
Sy,z(x
′)g3(x, y, z)dz
∣∣∣2dydx′dx
+
∫
B(0,N
1
3 )4
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )
|Sy,z(x
′)| |Sy,z′(x
′)|F (z − z′)dx′dxdydzdz′
The first term is controlled thanks to Corollary 3.9, with k1 = k2 = 0, k3 = 1, n = m = 2.
For the other term, we use again crude bounds deduced from Corollary 3.6:∫
B(0,N
1
3 )4
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )
|Sy,z(x
′)| |Sy,z′(x
′)|F (z − z′)dx′dxdydzdz′
≤
∫
B(0,N
1
3 )4
( 1
〈x− y〉3
+
1
〈x − z〉3
) 1
〈y − z〉3
( 1
〈x− y〉3
+
1
〈x − z′〉3
) 1
〈y − z′〉3
F (z − z′)dxdydzdz′
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Expanding, one can see that this term is bounded by CN . First,∫
B(0,N
1
3 )4
1
〈x− y〉6
1
〈y − z〉3
1
〈y − z′〉3
F (z − z′)dxdydzdz′
≤CN
∫
R9
1
〈Y 〉6
1
〈Y − Z〉3
1
〈Y − Z ′〉3
F (Z − Z ′)dY dZdZ ′
≤CN
∫
R9
1
〈Y 〉6
1
〈s〉3
1
〈s′〉3
F (s− s′)dsds′dY ≤ C′N
∥∥∥(F ⋆ 〈·〉−3)〈·〉−3∥∥∥
L1
≤ C′′N
Also, ∫
B(0,N
1
3 )4
1
〈x− y〉3
1
〈y − z〉3
1
〈x− z′〉3
1
〈y − z′〉3
F (z − z′)dxdydzdz′
≤CN
∫
R9
1
〈Y 〉3
1
〈Y − Z〉3
1
〈Z ′〉3
1
〈Y − Z ′〉3
F (Z − Z ′)dY dZdZ ′
≤CN
∫
R9
1
〈Y 〉3
1
〈s〉3
1
〈s′ + Y 〉3
1
〈s′〉3
F (s− s′)dY dsds′
≤CN
∫
R9
1
〈Y 〉3
1
〈s〉3
1
〈s′ + Y 〉3
F (s− s′)dY dsds′
≤CN
∫
R3
1
〈Y 〉3
(
〈·〉−3 ⋆
(
F (−·) ⋆ 〈·〉−3
))
(Y )dY ≤ C′N
Indeed, arguing as we did several times before, one can show that 〈·〉−3 ⋆
(
F (−·) ⋆ 〈·〉−3
)
belongs to Lq for any q > r, so that the product with 〈·〉−3 is an integrable function of Y .
Eventually ∫
B(0,N
1
3 )4
1
〈x− z〉3
1
〈y − z〉3
1
〈x− z′〉3
1
〈y − z′〉3
F (z − z′)dxdydzdz′
≤CN
∫
R9
1
〈Z〉3
1
〈Y − Z〉3
1
〈Z ′〉3
1
〈Y − Z ′〉3
F (Z − Z ′)dY dZdZ ′
≤CN
∫
R9
1
〈Z〉3
1
〈t〉3
1
〈Z ′〉3
1
〈t+ Z − Z ′〉3
F (Z − Z ′)dtdZdZ ′
=CN
∫
R3
1
〈Z〉3
1
〈Z ′〉3
(
〈·〉−3 ⋆ 〈·〉−3
)
(Z − Z ′)F (Z − Z ′)dZdZ ′ ≤ C′N
Here, we used that the function 〈·〉−3 ⋆ 〈·〉−3 belongs to Lq for any q > 1, so that G :=(
〈·〉−3 ⋆ 〈·〉−3
)
F belongs to L1. Hence, 〈·〉−3 ⋆ G belongs to Lq for any q > 1, and its
product with 〈·〉−3 is integrable.
The last step is to handle K. We shall rely on assumption (H5). We first use (H3)-(H4)
to further decompose the right-hand side of the identity in (H5). The idea is to have a
final decomposition where the factors involved only depend either on (y, z) or (y′, z′). This
is of course not fully possible because of the remainder terms. For instance, the factor
g4(0, y, z, z
′) appearing in the second term at the right-hand side reads
g4(0, y, z, z
′) = g3(0, y, z)g3(0, y, z
′) + g3(0, y, z)g3(0, z, z
′)
− g3(0, y, z)g2(0, y)g2(0, z
′) +R(y, z, z′)
= g3(0, y, z)
(
g2(0, y)g2(0, z
′) + R˜(y, z′)
)
+ g3(0, y, z)
(
g2(0, z)g2(0, z
′) + R˜(z, z′)
)
− g3(0, y, z)g2(0, y)g2(0, z
′) +R(y, z, z′)
thanks to (H2) and (H3). All other factors can be decomposed similarly. After a tedious
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but straightforward calculation, one checks that g5 has the following form:
g5(0, y, y
′, z, z′)
= Pmain(y, y
′, z, z′)
+ P1(y, y
′, z, z′)R1(y, y
′) + P2(y, y
′, z, z′)R2(z, z
′)
+ P3(y, y
′, z, z′)R3(y, z
′) + P4(y, y
′, z, z′)R4(y
′, z)
+Q1(y, y
′, z, z′)R′1(y, z, y
′) +Q2(y, y
′, z, z′)R′2(y, z, z
′)
+Q3(y, y
′, z, z′)R′3(y
′, z′, y) +Q4(y, y
′, z, z′)R′4(y
′, z′, z) + R′′(y, y′, z, z′)
where P, Pi, Qi are polynomials in g3(0, y, z), g2(0, y), g2(0, z), g3(0, y
′, z′), g2(0, y
′), g2(0, z
′),
while for some F ∈ Lq ∩ L∞,
|Ri(y, y
′)| ≤ F (y − y′)
|R′i(y, y
′, z)| ≤ F (y − z)F (y′ − z)
|R′′(y, y′, z, z′)| ≤ F (y − y′)F (z − z′) + F (y − z′)F (z − y′)
(3.15)
Pondering on this decomposition, we write with obvious notations
K ≤ C(Kmain +
4∑
i=1
Ki +
4∑
i=1
K ′i +K
′′)
As regardsKmain, we can simply apply Corollary 3.8. Indeed, due to the structure of Pmain,
we can bound Kmain by a sum of terms of the form
C
∣∣∣ ∫
B(0,N
1
3 )5
∫
Bx
Sy,z(x
′)Pk1,k2,k3(x, y, z) : Sy,z(x
′)Pk′
1
,k′
2
,k′
3
(x′, y′, z′)dydy′dzdz′dx′dx
∣∣∣
with Pk1,k2,k3(x, y, z) = g2(x, y)
k1g2(x, z)
k2g3(x, y, z)
k3 . Applying Corollary 3.8 with m = 2,∣∣∣ ∫
B(0,N
1
3 )5
∫
Bx
Sy,z(x
′)Pk1,k2,k3(x, y, z) : Sy,z(x
′)Pk′
1
,k′
2
,k′
3
(x′, y′, z′)dydy′dzdz′dx′dx
∣∣∣
≤
1
2
∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
Sy,z(x
′)Pk1,k2,k3(x, y, z)dydz
∣∣∣2dx′dx
+
1
2
∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )2
Sy′,z′(x
′)Pk1,k2,k3(x, y
′, z′)dy′dz′
∣∣∣2dx′dx ≤ CN.
resulting in
Kmain ≤ CN.
As regardsK ′′, by symmetry considerations, it is enough to handle remainders R′′ satisfying
|R′′(y, y′, z, z′)| ≤ F (y − y′)F (z − z′),
hence to bound
K ′′′ :=
∫
B(0,N
1
3 )5
∫
Bx
|Sy,z(x
′)| |Sy′,z′(x
′)|F (y − y′)F (z − z′)dydy′dzdz′dx
Using the crude bound
|Sy,z(x)| ≤ C
( 1
〈x− y〉3
+
1
〈x− z〉3
) 1
〈y − z〉3
one checks easily that the function
Mx : (y, z)→ |Sy,z(x)|
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satisfies
∀r > 1, ∃Cr > 0, sup
x∈R3
‖Mx‖Lr(R6) ≤ Cr. (3.16)
Back to K ′′′, we notice that
|K ′′′| ≤ CN sup
x∈R3
∥∥Mx(G ⋆Mx)∥∥L1(R6)
where G is the function of the couple (y, z) defined by G(y, z) = F (y)F (z). From (3.16) and
the fact that G belongs to Lq(R6) as F belongs to Lq(R3), we deduce that the sup at the
right-hand side is finite, so that eventually.
|K ′′| ≤ CN.
It remains to treat Ki and K
′
i associated to remainders Ri and R
′
i, see (3.15). By symme-
try considerations, one can restrict to the case of K1 and K
′
1, associated to R1(y, y
′) and
R′1(y, z, y
′) satisfying
|R1(y, y
′)| ≤ F (y − y′), |R′1(y, z, y
′)| ≤ F (y − y′)F (z − y′)
A keypoint is played here by Corollary 3.9, which states that the function
Sk1,k2,k3(x
′, y) :=
∫
B(0,N
1
3 )
Sy,z(x
′)Pk1,k2,k3(x
′, y, z)dz
satisfies for all n ≥ m,∫
B(0,N
1
3 )
∫
Bx
‖1
B(0,N
1
3 )
Sk1,k2,k3(x
′, ·)‖nLm(R3)dx
′dx ≤ CN (3.17)
As regards K1, due the structure of the product P1R1, it is bounded by terms of the form
C
∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )2
∣∣Sk1,k2,k3(x′, y)∣∣ ∣∣Sk′1,k′2,k′3(x′, y′)∣∣F (y − y′)dydy′dx′dx
≤C
∫
B(0,N
1
3 )
∫
Bx
‖1
B(0,N
1
3 )
Sk1,k2,k3(x
′, ·)‖Lm(R3)‖1B(0,N
1
3 )
Sk′
1
,k′
2
,k′
3
(x′, ·) ⋆ F‖Lm′(R3)dx
′dx
≤C
∫
B(0,N
1
3 )
∫
Bx
‖1
B(0,N
1
3 )
Sk1,k2,k3(x
′, ·)‖Lm(R3)‖1B(0,N
1
3 )
Sk′
1
,k′
2
,k′
3
(x′, ·)‖Ls(R3)‖F‖Lq(R3)dx
′dx
≤C′
∫
B(0,N
1
3 )
∫
Bx
‖1
B(0,N
1
3 )
Sk1,k2,k3(x
′, ·)‖Lm(R3)‖1B(0,N
1
3 )
Sk′
1
,k′
2
,k′
3
(x′, ·)‖Ls(R3)dx
′dx
for all m > 1 and s such that 1s +
1
q = 1+
1
m′ . As s < m
′, we can pick an index n such that
n ≥ m and n′ ≥ s.By Ho¨lder inequality with exponents n and n′, and by inequality (3.17),
we conclude that∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )2
∣∣Sk1,k2,k3(x′, y)∣∣ ∣∣Sk′1,k′2,k′3(x′, y′)∣∣F (y − y′)dydy′dx′dx ≤ CN
so that eventually
K1 +K2 +K3 +K4 ≤ CN.
As regards K ′1, as R
′
1 does not depend on z
′, it is bounded by terms of the form
C
∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )3
|Sy,z(x
′)|Pk1,k2,k3(x, y, z)
∣∣Sk1,k2,k3(x′, y′)∣∣F (y − y′)F (z − y′)dydy′dzdx′dx
≤C′
∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )3
( 1
〈x′ − y〉3
+
1
〈x′ − z〉3
) 1
〈y − z〉3
∣∣Sk1,k2,k3(x′, y′)∣∣F (y − y′)F (z − y′)dydy′dzdx′dx
≤C′
∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )
∣∣Sk1,k2,k3(x′, y′)∣∣GN (x′, y′)dy′dx′dx
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where
GN (x
′, y′) :=
∫
B(0,N
1
3 )2
( 1
〈x′ − y〉3
+
1
〈x′ − z〉3
) 1
〈y − z〉3
F (y − y′)F (z − y′)dydz
≤
∫
R6
( 1
〈x′ − y〉3
+
1
〈x′ − z〉3
) 1
〈y − z〉3
F (y − y′)F (z − y′)dydz
≤
∫
R6
( 1
〈x− y′ − Y 〉3
+
1
〈x− y′ − Z〉3
) 1
〈Y − Z〉3
F (Y )F (Z)dY dZ
≤ 2G(x− y′), G =
(
FF ⋆ 〈·〉−3
)
⋆ 〈·〉−3 ∈ Lr(R3) ∀r > q.
Choosing m > 1 such that m′ = r, we deduce
C
∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )3
|Sy,z(x
′)|Pk1,k2,k3(x, y, z)
∣∣Sk′
1
,k′
2
,k′
3
(x′, y′)
∣∣F (y − y′)F (z − y′)dydy′dzdx′dx
≤C′
(∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )
∣∣Sk1,k2,k3(x′, y′)∣∣mdy′dx′dx
) 1
m
(∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )
∣∣G(x′ − y′)∣∣rdy′dx′dx
) 1
r
≤C′′N
1
mN
1
r = C′′N.
Eventually, we find
K ′1 +K
′
2 +K
′
3 +K
′
4 ≤ CN.
which concludes the proof of the Proposition.
3.5 Proof of auxiliary Proposition 3.12
We only sketch the proof, as it is much simpler than the one of Proposition 3.11, although
in the same spirit. We want a O(φ2N) bound on
E
∫
∪i∈INBi
|D(ΦIN −
∑
k∈IN
Φ{k})|
2 = E
∑
i∈IN
∫
Bi
|
∑
k∈IN ,k 6=i
DΦ{k})|
2
=E
∑
k 6=i∈IN
∫
Bi
|DΦ{k}|
2 + E
∑
k 6=k′ 6=i∈IN
∫
Bi
DΦ{k} : DΦ({k
′})
=φ2
∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )
|DΦy(x
′)|2g2(x, y)dydx
′dx
+φ3
∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )2
DΦy(x
′) : DΦy′(x
′)g3(x, y, y
′)dydy′dx′dx =: φ2I1 + φ
3I2.
We remind that the one-sphere solution Φy satisfies (2.11), and that DΦy(x) =M0(x−y)S,
cf. (3.1). The firs term is simply bounded by
|I1| ≤ CN sup
x′
∫
R3
1
〈x′ − y〉6
dy ≤ CN.
For the second term, we use that
g3(x, y, y
′) = g(x− y)g(x− y′) +R(x, y, y′), |R(x, y, y′)| ≤ F (y − y′), F ∈ Lq ∩ L∞.
This follows from (H2)-(H3). Hence,
I2 ≤ C
∫
B(0,N
1
3 )
∫
Bx
∣∣∣ ∫
B(0,N
1
3 )
χ0(x
′ − y)M0(x
′ − y)Sg(x− y)dy
∣∣∣2dx′dx
+ C
∫
B(0,N
1
3 )
∫
Bx
∫
B(0,N
1
3 )2
|DΦy(x
′)| |DΦy′(x
′)|F (y − y′)dydy′dx′dx := I2,a + I2,b
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Uniformly in x, we find that∫
Bx
∫
B(0,N
1
3 )2
|DΦy(x
′)| |DΦy′(x
′)|F (y − y′)dydy′dx′ ≤ C
∫
R6
1
〈y〉3〈y′〉3
F (y − y′)dydy′ < +∞
so that I2,b ≤ CN . As regards I2,a, we decompose χ0M0(x′ − y) = (χ0M0(x′ − y) −
χ0M0(x − y)) + χ0M0(x − y) resulting in
I2,a ≤ C
∫
R3
∣∣∣ ∫
B(0,N
1
3 )
1
〈x − y〉4
dy
∣∣∣2dx+ C ∫
R3
∣∣∣ ∫
B(0,N
1
3 )
χ0M0(x− y)dy
∣∣∣2dx
≤ C‖〈〉−4 ⋆ 1
B(0,N
1
3 )
‖2L2 + C‖M0 ⋆ 1B(0,N
1
3 )
‖2L2 ≤ CN,
using that convolution with 〈〉−4 or χ0M0 is continuous over L2. This ends the proof.
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A Proof of Proposition 2.1
We remind that
µhS : S = E|DφS + S|
2 = |S|2 + E|DφS |
2
as EDΦS = 0. We admit temporarily that
E|DφS |
2 = lim
N→+∞
E
1
|B(0, N
1
3 )|
∫
R3
|DuIN ,S − S|
2 (A.1)
Admitting this claim,∫
R3
|DuIN ,S − S|
2 =
∫
∪Bi
|DuIN ,S − S|
2 +
∫
R3\∪Bi
|DuIN ,S − S|
2
= | ∪Bi| |S|
2 −
1
2
∫
∪∂Bi
σ(uIN ,S − Sx, pIN,S )n · (uIN ,S − Sx)
= | ∪Bi| |S|
2 −
1
2
∫
∪∂Bi
σ(uIN ,S , pIN ,s)n · uIN ,S +
∫
∪∂Bi
Sn · uIN ,S
+
1
2
∫
∪∂Bi
σ(uIN ,S , pIN ,s)n · Sx−
∫
∪∂Bi
Sn · Sx
As uIN ,S is a rigid vector field in Bi, the second term is zero by the fourth and fifth lines of
(1.1), and the third term is zero as well. The first and last terms compensate, and we are
left with ∫
R3
|DuIN ,S − S|
2 =
1
2
∫
∪∂Bi
σ(uIN ,S , pIN ,s)n · Sn
=
1
2
∑
i∈IN
∫
∂Bi
(
σ(uIN ,S , pIN ,S)n− 2uIN ,S
)
· Sn
where we added artificially the term uIN ,S · Sn which has zero integral at the boundary,
again because uIN ,S is rigid. Back to the expression of µhS : S, we find the formula stated
in Proposition 2.1.
It remains to understand formula (A.1). This kind of formula is now classical in homoge-
nization theory (see for instance [6]): one recovers the homogenized matrix, given by the
corrector problem set in R3, through approximations of this cell problem on larger and
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larger finite domains (here B(0, N
1
3 )). The conditions set at the boundary do not really
matter: one can use periodicity conditions, Dirichlet conditions, or like here, extension by a
homogeneous Stokes solution outside B(0, N
1
3 ). The case of Dirichlet conditions is covered
in [9]. For the setting considered here, we may rely on the previous work [15], where a full
treatment is given for a kind of point approximation of system (1.2). We only give below
the sketch of the proof, and refer to [15, Propositions 5.2 and 5.3] for details.
Let ε := N−
1
3 , vε(x) := εuIN ,S
(
x
ε
)
− Sx, Bi,ε := B(εxi, ε) ⊂ B(0, 1). One has
−∆vε +∇pε = 0, div vε = 0 in R
3 \ (∪Bi,ε)
D(vε) + S = 0 in ∪Bi,ε,∫
∂Bi,ε
σ(vε, pε)n =
∫
∂Bi,ε
σ(vε, pε)n× x = 0 ∀i
(A.2)
Moreover, formula (A.1) is equivalent to
E|DφS |
2 = lim
ε→0
1
|B(0, 1)|
E
∫
R3
|Dvε|
2. (A.3)
Under assumption (H1), it is standard to show that the solution vε of (A.2) is bounded in
H˙1 uniformly in the realization of the point process. Hence, by the dominated convergence
theorem, it is enough to prove that
E|DφS |
2 = lim
ε→0
1
|B(0, 1)|
∫
R3
|Dvε|
2 almost surely.
To prove this property, one introduces an approximation (vε, pε defined by the following
conditions: vε ∈ H˙1(R3),
vε(x) = εΦS
(x
ε
)
−−
∫
B(0,1)
εΦS
( ·
ε
)
, x ∈ B(0, 1)
pε(x) = PS
(x
ε
)
−−
∫
B(0,1)
PS
( ·
ε
)
, x ∈ B(0, 1)
−∆vε +∇pε = 0, div vε = 0 outside B(0, 1).
The idea is then to show that
E|DφS |
2 = lim
ε→0
1
|B(0, 1)|
∫
R3
|Dvε|
2 almost surely
and that
lim
ε→0
∫
R3
|D(vε − vε)|
2 = 0.
The first, resp. second property, is the analogue of Proposition 2, resp. Proposition 3 in [15]
(compare vε and vε to ε
3hηε and ε
3h
η
ε in [15]). Adapting these propositions to the current
setting requires minor changes, that are left to the reader.
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