Introduction
Many computational problems have bene ted greatly from the study of the mathematical structure underlying the problems. In linear programming, the simplex algorithm, duality theory and sensitivity analysis can be understood through basic linear algebra. The more recent polynomial-time algorithms of Khaciyan 37] and Karmarkar 36] are based on solid geometry. The converse has also been true of linear programming, particularly, the simplex algorithm -it provides elegant proofs of structural results like Farkas' lemma.
Problems of a more combinatorial nature like the graph matching problem also illustrate this phenomenon -the development of algorithms like the Edmonds 12 ] matching algorithm and the study of the underlying polyhedral structure have gone hand in hand, each bene ting the other. There are many other areas of computer science -Cryptography, primality testing and factorization, graph isomorphism, graph embeddings, computational geometry -which have used various branches of mathematics. In general, all of these areas share one feature -the mathematics used by each area is what may be broadly classi ed as discrete mathematics (combinatorics, algebra) or continuous mathematics (geometry, analysis, topology); rarely does one area combine the two types of mathematics in signi cant proportions.
Many other combinatorial problems like the Traveling salesman problem, vertex coloring in a graph, knapsack and integer linear programming problems have, of course, resisted attempts so far to devise polynomial-time algorithms. The elegant theory of NP-completeness pioneered by Cook 6] and Karp 35] has been developed 17] to show that these and many other problems are equivalent as far as polynomial-time algorithms go. It has come to be widely believed that these and other NP-hard problems will not admit of polynomial-time algorithms. However, there is not a substantial body of evidence to back up such a belief. First, the known lower-bounds on computational resources needed to solve problems are a far cry from a non-polynomial lower bound on the computation time for any of these combinatorial problems; it is unclear that current lower bound techniques will ever yield such strong results. Further, it is di cult to assert that very sophisticated techniques have failed to produce e cient algorithms for NP-hard problems, for, there have not been many such techniques until recently. Thus, it is important to study the mathematical structure underlying NP-hard problems and develop new techniques for solving them.
There are, of course, other important reasons for studying mathematical structure. This may help devise more e cient algorithms than naive enumeration although the algorithms may not be polynomial-time bounded. Also, they may help solve signi cant special cases in polynomial-time.
An important beginning in this direction was made by H.W. Lenstra's polynomial-time algorithm for integer programming in a xed number of dimensions 47] . This algorithm pioneered the subject of this article -Algorithmic Geometry of Numbers. The fundamental basis reduction algorithm of Lov asz which rst appeared in Lenstra, Lenstra, Lov asz 46] was used in Lenstra's algorithm for integer programming and has since been applied in myriad contexts -starting with factorization of polynomials (A.K. Lenstra, 45] ). Classical Geometry of Numbers has a special feature in that it studies the geometric properties of (convex) sets like volume, width etc. which come from the realm of continuous mathematics in relation to lattices which are discrete objects. This makes it ideal for applications to integer programming and other discrete optimization problems which seem inherently harder than their \continuous" counterparts like linear programming.
In addition to the applications to algorithms, Algorithmic Geometry of Numbers has sparked a study of mathematical structure in pure Geometry Numbers 34] , 22] , 41] from a somewhat newer perspective, where sharper bounds (especially polynomial ones as opposed to super polynomial bounds) are sought. The very recent origin of the subject makes it di cult to assert at this point that the mathematics, or the algorithms, will have as pervasive an in uence as the more established elds like say linear programming or the theory of NP-completeness; but there is evidence that the in uence of the new subject will be substantial. The recent origin, however, gives us the advantage of being able to present a fairly self-contained introduction to the classical mathematics as well as to the algorithms in the subject and survey applications to cryptography, diophantine approximation, approximation of linear inequalities, factorization of polynomials among others. The attempt here has been to present nearly complete intuitive idea of various results from which the interested reader can work out the details rigorously. The ideas of Lenstra's integer programming algorithm and Lov asz's basis reduction algorithm are explained in full. Briefer descriptions of several other results are given.
Convex bodies and Integer points 2.1 Minkowski's theorems
The fundamental question addressed in Geometry of Numbers is to nd conditions on the volume (and other geometric properties) of a convex set in Euclidean space that would be su cient to imply the existence of certain points with all integer coordinates in the set. Classical Geometry of Numbers generally concentrates on convex sets that are symmetric with respect to the originabbreviated 0-symmetric. (A set is 0-symmetric if, whenever it contains a point x, it also contains ?x.) Minkowski' s convex body theorem which may be considered the fundamental theorem of Geometry of Numbers asserts that whenever a 0-symmetric convex set in Euclidean n?space R n has volume greater than 2 n , it contains a point with integer coordinates not all zero. We will now give an equivalent version of this statement with a proof.
Suppose K is a convex body in Euclidean n-space R n and is symmetric about the origin. For any positive real number t, denote by tK the set fx : x=t 2 Kg; thus tK is a dilation of K by a factor of t. It is interesting to ask for what t 0 s does tK contain a point with integer coordinates, not all of which are zero. Minkowski's theorem states that this happens whenever t exceeds 2V ?1=n where V is the volume of K. The proof is very simple: Let Y be the set of all points in R n with integer coordinates and consider the set of convex bodies f 1 2 tK + y : y 2 Y g. There is one point of Y per unit volume in space, each has a copy of 1=2 tK centered at it and the volume of 1=2 tK exceeds 1. So it can be rigorously argued that two such bodies -say 1=2 tK + y 1 and 1=2 tk + y 2 ; y 1 6 = y 2 must intersect. With y = y 1 ? y 2 ; 1=2 tK + y and 1=2 tK intersect, say, at a point w. Then w is in 1=2tK, so is ?w, by symmetry. Further, (w ? y) is in 1=2tK, so 1=2(w?y?w) = ?y=2 is in 1=2 tK by convexity. So ?y, a non-zero point with integer coordinates is in tK.
De ning the \ rst minimum" 1 ( ) of the convex body K to be the in mum over all t such that tK contains a non-zero point of Y , we see that 1 (K) 2V ?1=n . More generally, Minkowski de ned the \successive minima" 1 (K); 2 (K) : : :; n (K) as follows: i (K) is the in mum over all t such that tK contains i linearly independent points of Y . The \second theorem" of Minkowski strengthens the convex body theorem by showing that the product 1 (K) 2 (K) : : : n (K) is majorized by 2 n =V . The proof of this theorem remains hard 4 or 44] .
It is interesting to look at a special family of convex bodies -ellipsoids. If K is an ellipsoid, (open or closed) there is an invertible linear transformation that maps it into the sphere S of unit radius and origin as center (we denote this by K = S). Noting that tK intersects Y ? f0g i tS intersects Y ? f0g, we see that i (K) is the smallest positive real t such that there are i linearly independent elements of Y each of (Euclidean) length at most t. In particular, 1 (K) is the length of the shortest non-zero vector of the \lattice" Y . Describing by a matrix ( ij ), it is easy to see that ( 1 (K)) 2 is the minimum of the quadratic form P n j=1 P n i=1 ( ij y i y j ) where y = (y 1 ; ::; y n ) runs over Y ? f0g. The study of quadratic forms dates back at least to Lagrange 9, Volume III] and historically has been a motivation for Geometry of Numbers. As we discuss in the next section, the so-called shortest vector problem for lattices is the problem of computing 1 (K) for an ellipsoid K. 
Lattices and the shortest vector problem
The lower triangular representation of the basis matrix
Here, obviously, b ii = jb i j. In practice, we do not actually change the coordinate system, for example, jb i j may be irrational even if the entries of b j are all rational.
Suppose we are given a basis b 1 ; b 2 :::; b m of a lattice L in R n . A very natural and simply stated computational problem is to nd the (a) shortest (in Euclidean length) non-zero vector in L. We call this the shortest vector problem (SVP). Most of the computational applications of Geometry of Numbers are based on the SVP, its relaxation (that of nding an approximately shortest vector) and certain related problems. It is not known to date whether the SVP is NP-complete. No deterministic or random polynomialtime algorithm is known for it either; these remain important open questions in the area. The Lov asz basis reduction algorithm nds a non-zero vector in the lattice whose length is at most 2 m=2 times the length of the shortest one; it runs in polynomial-time. This algorithm is the foundation of many other algorithms in the area; it is the cornerstone of Algorithmic Geometry of Numbers.
The factor of 2 m=2 has subsequently been improved to c m for any constant c with the running-time remaining polynomial 58]; it would be interesting to approximate to a subexponential factor in polynomial-time. Before the papers of Lenstra 47] . Neither is known at the present time to be polynomial-time computable.
Reduced bases of a lattice
The successive minima 1 (L); 2 (L); : : : n (L) of an n dimensional lattice L described in the last section are an important set of constants for the lattice. If the minima are realized by n elements v 1 ; v 2 : : :v n of the lattice, the set fv 1 ; v 2 : : :v n g, of course spans the vector space spanned by L; however, it does not, in general, form a basis of the lattice. It is of interest to consider a basis of a lattice consisting of \short" vectors. We will de ne several notions of \reduced basis" of a lattice; a reduced basis consists of short vectors. First we make an intuitive connection between the vectors comprising a basis of a lattice being short and their being \nearly orthogonal" to each Cramer's rule for solving simultaneous linear equations, and Hadamar's inequality, j i j jb 1 j jb 2 j : : :jb i?1 j jvj jb i+1 j jb n j=d(L) M since jvj jb i j. So v may be found by enumerating relatively few candidates for 1 ; 2 : : :; n . The ratio jb 1 j jb 2 j : : :jb n j=d(L) was considered by Hermite 25] who rst showed that every lattice has a basis with the ratio bounded above by a function of its dimension alone, actually 2 O(n 2 ) . when the dimension is n. The ratio has been called the \orthogonality defect" 58] of the basis b 1 : : :; b n .
For a vector space, there is always a completely orthogonal basis -for example, the Grahm -Schmidt process nds one from any given basis. From simple 2-dimensional examples, it can be seen that a lattice may not always have a completely orthogonal basis. For example, consider the lattice generated by two vectors of equal length at an angle of 60 . However, it is interesting that there is always a basis with orthogonality defect bounded above by a function of the dimension of the lattice alone as Hermite showed. There are di erent notions of \reduced basis" in Geometry of Numbers. However, they all share the property that their orthogonality defect is bounded by a function of the dimension alone. We will call a basis satisfying these conditions plus the condition that for each i; for j = 1; 2; : : :; i ? 1g a K ? Z reduced basis. We will see in section 3 that the last condition which we refer to as properness of the basis is easily achieved by adding suitable integer multiples of b i?1 :b i?2 : : :; b 1 to b i (in that order) and that this does not a ect the previous conditions. The next paragraph contains an equivalent de nition of K ? Z reduced.
A basis is K?Z reduced if in the lower triangular representation of the basis discussed in section 2.2, each diagonal entry b ii is the length of the shortest nonzero vector in the lattice generated by the rows of the (n?i+1) (n?i+1) submatrix consisting of the last n?i+1 rows and columns; and furthermore, each entry b ij below the diagonal satis es ?b jj =2 < b ij b jj =2. The last condition is equivalent to properness.
It has been shown that K ? Z reduced basis has orthogonality defect at most n n 58]; this is the best known for any basis. Lov asz's algorithm nds a third reduced basis, we will de ne it later; it has an orthogonality defect of 2 O(n 2 ) 46] which we prove in section 3. The Lov asz reduced basis shares a feature with K ? Z reduced basis in that it puts requirements on the components of each basis vector orthogonal to the previous ones. But it is weaker than the K ? Z reduced basis. For both of these bases, Babai 1] that reduced basis involving projections may be more useful for computational purposes. Further evidence of this was provided by Kannan 31] where a polynomial time algorithm for nding a K?Z reduced basis for xed number of dimensions was given and was used to develop faster algorithms for integer programming and other lattice problems; this is described in section 5. Schnorr's 58] proof that the orthogonality defect of a K ?Z reduced basis was O(n n ) gives an explanation of the computational advantage enjoyed by the basis over a Minkowski reduced basis. Lagarias, Lenstra and Schnorr 41] proved some nice structural properties of K ? Z reduced basis and used these to prove sharper \transferrance " bounds than the classical ones obtained by using Minkowski reduced basis and successive minima 4,section XI.3] ; their work is described in section 7. Projections also play a crucial role in the study of structure of lattice point-free convex bodies undertaken by Kannan and Lov asz 34] described in section 7. This study was motivated by e ciency of algorithms. Thus, the renewed interest in using projections orthogonal to certain lattice vectors spurred on because of the computational advantages seems to be proving of value for purely structural reasons too. 
Dual Lattices

Gauss's basis reduction algorithm in 2 dimensions
The earliest basis reduction algorithm is due to Gauss 20 
Basic computational problems on lattices
The following basic questions on lattices are all solvable in polynomial-time (in any variable number of dimensions) when the data are rational numbers. given a m n matrix B of integers, we can nd in polynomial-time a unimodular m m matrix U and a permutation matrix P such that for i = 1; 2; : : :; m, the i th row of UBP has its rst min (i ? 1; n) entries equal to 0. All three problems mentioned at the beginning of this subsection can be solved in polynomial-time using this. We only touch upon (2).
Given the m n matrix A of problem (2), let B be its transpose and nd U; P as in the last paragraph. Let C be the transpose of UBP. C is lower triangular and C = P t AV with (V = U t ). So L = fx : Ax = 0; x 2 Z n g = fV y : C y = 0; y 2 Z n g (since V; V ?1 have integer entries). So it su ces to nd a basis for L 0 = fy : C y = 0; y 2 Z n g. If C has rank , it is easily checked (by the lower-triangularity of C) that fe +1 ; e +2 ; : : :e n g for a basis of L 0 : (If = n; L 0 = f0g, of course ).
Rounding convex bodies
In integer programming, as well as in general, it is useful to transform given convex bodies into \well-rounded" ones. We will make this precise presently. It is a classical theorem of John that if K is any convex body in R n , there is an ellipsoid E such that E is contained in K and the dilation of E about its center by a factor of n contains K.
In fact E can be taken to be the ellipsoid of largest volume in K. If is the linear transformation that sends E to the sphere S of unit radius, then S K S 0 , where S 0 is concentric with S and has radius n. Unfortunately, we do not know how to nd the ellipsoid E, given, say, a convex polytope K by its inequalities. Lov asz 48, theorem 2 4 1] has developed an ingenious polynomialtime algorithm to produce a \weak" John ellipsoid E for a polytope K; it has the property that E is contained in K and a dilation of E by a factor of (n + 1) p n contains K. This is based on Khaciyan's 37] ellipsoid algorithm for linear programming. Here is a very brief description of it :
by the ellipsoid algorithm, we can nd an ellipsoid F with center c such that c 2 K and K F. Suppose the end points of the axes of F are c a i (for i = 1; 2; : : :; n). We check if c a i =(n + 1) belong to K for i = 1; 2 : : :; n. If all these 2n points are in K, so is their convex hull Q. But Q contains the ellipsoid F 0 with center c obtained from F by shrinking by a factor of 1=(n + 1) p n. So F 0 would su ce as the answer. Suppose now that for example c + a 1 =(n+1) is not in K. Then it does not satisfy one of the inequalities describing K; we can use this inequality as a cut in the sense of the ellipsoid algorithm to produce a new ellipsoidF so that againF K. If the center c ofF does not belong to K, we use a cut passing through the center to get a smaller ellipsoid; if c 2 K, we apply the same procedure toF that we did to F. It is not di cult to see that either cut reduces the volume of the ellipsoid by a factor and this guarantees polynomial-time termination. At the end of the process, we must clearly have an ellipsoid with the required properties.
The transformation that sends the nal (concentric) ellipsoids into spheres, makes the polytope K well-rounded in the sense of the following de nition.
De nition : A convex body K in R n is well-rounded if there are two concentric spheres S and S 0 of radii r and r 0 such that S K S 0 r=r 0 (n + 1) p n Such a process can be carried out not only for polytopes, but closed convex sets K described only by a \separation oracle" of Gr otschel, Lov asz and Schrijver 21] . The separation oracle for K is a black box which when presented with y, either says y 2 K or gives a hyperplane c x = c o which separates y and K.
3 The Lov asz Basis Reduction Algorithm
De nition of Lov asz reduced basis, the algorithm
As we mentioned earlier, the complexity of the SVP is unknown. Clearly, no polynomial-time is known for nding either the Minkowski-reduced or the K ? Z reduced bases. In fact, it is easy to see that nding a Minkowski-reduced basis is NP-hard. K ? Z reduced bases can be found by repeatedly nding shortest non-zero vectors in projected lattices, so the problem of nding a K ? Z reduced basis is polynomial-time (Cook) equivalent to the SVP; so its complexity is open.
The question is to nd a suitable de nition of a \reduced basis" that has the following desirable properties: it has a low orthogonality defect; the shortest vector in the basis is approximately a shortest vector in the lattice; and the reduced basis can be found in polynomial-time. The basis reduction algorithm presented in Lenstra, Lenstra and Lov asz 46] accomplishes all these. We will slightly modify their de nition and the algorithm (but keeping the spirit of it) for ease of presentation. Choose any in the interval (0 Again, it is useful to go to the lower triangular representation of the basis matrix to understand the process to make the basis proper. To make the basis proper, we wish to make each o -diagonal entry at most half the diagonal entry in its column. This is easily seen to be acieved by doing the following : for i = 1; 2 : : :; n, subtract from row i a suitable integer multiple of row j for j = i ? 1; i ? 2 : : :1 in that order. The lower triangularity ensures that subtraction of a multiple of row j from row i does not a ect the i; k entries for k > j. Of course, the whole process does not change the diagonal entries as claimed.
We 
We have argued that D falls by a factor of at least 2 1=4 at each iteration; then combined with upper and lower bounds on D, it is not di cult to show that the number of iterations is bounded by a polynomial in the length of the (rational) data. It is more di cult (but only a technical matter) to show that the sizes (number of bits) of all numbers are bounded by a polynomial in the length of input; we do not give this proof here.
Remarks on the algorithm and time analysis
We proved bounds on the length of the rst vector in a Lov asz reduced basis and the orthogonality defect. The question arises : are these the best possible bounds ? The answer is nearly yes as the following example shows. Consider the lattice generated by the rows of a lower triangular matrix The time analysis of the basis reduction algorithm is in terms of two parameters : n, the dimension of the lattice and B the maximum length of one of the initial basis vectors which are all assumed to have integer entries. Let us rst consider the number of calls to the Gauss procedure :
the initial value of D is at most B n 2 and it is always an integer; so the number of calls is at most O(n after each change of basis, but update the orthogonal basis. Also, they continually keep the basis proper to avoid large numbers. With these modi cations, they show that a reduced basis may be found using O(n 4 log B) operations on operands of size O(n log B). It can be shown that the algorithm as we have described it in the last section also takes polynomial number of operations on polynomial size operands, but the complexity will not be as good. Recently, the complexity of the basis reduction algorithm has been improved to O(n 
Lenstra's algorithm for integer programming
The integer programming optimization problem is the problem of maximizing (or minimizing) a linear function c x over the integer points (points of Y ) in a polyhedron P in R n described by a set of linear inequalities with rational coe cients. This problem can be polynomial-time reduced to the integer programming feasibility question: given a polyhedron P, determine whether P contains an integer point in it. Further it has been shown 19] that if P does contain an integer point, then it must contain one whose coordinates have sizes (number of bits) bounded by a polynomial in the length of description of P; so adding these bounds, we may assume that P is a polytope (a bounded polyhedron). Further, we may assume that P has non-zero volume: if necessary, restrict to the a ne subspace of R n spanned by P and use unimodular transformations to transform the lattice into the standard one. This can be done in polynomial-time using the Hermite Normal Form algorithm of 32]. Lenstra 47] describes these technical matters in detail. So by integer programming, we will henceforth mean the problem of determining whether a polytope P in R n of non-zero volume has an integer point in it.
This problem is known to be NP-hard in general 35]. However, the question of interest was to nd a polynomial-time algorithm for the problem when n, the number of dimensions is xed. For n = 2, algorithms were given in 26], 30], and 57]. In an important breakthrough, Lenstra 47] used ideas from the Geometry of Numbers to solve the problem for general ( xed) n. To describe his algorithm, we introduce some terminology.
Suppose K is a convex body (set of non-zero volume) in R n . The di erence body of K written (K ? K) is the body fx ? y : x; y 2 Kg and the dual (body) of K written K equals fv : v x 1 for all x in Kg. Thus if K is a closed and bounded convex body, (K ? K) is precisely the set of all vectors v such that the \width" of K along v (= maxfv x : x 2 Kg ? minfv x : x 2 Kg) is at most 1. For xed n, Lenstra gave a polynomial-time algorithm that accomplishes the following: it either nds an integer point in the given polytope P or nds an integer vector v in c n 2 (P ? P) , (incidentally proving that such a vector exists if P \ Z = ;) where c is an absolute constant 2 .
We will presently describe this algorithm; but note that v has the following property: every integer point must lie on a hyperplane H of the form fx : v x = z; g; z an integer; further maxfv x : x 2 Pg ? minfv x : x 2 Pg c n 2 , so at most c n 2 + 1 such hyperplanes H intersect P. So it su ces to determine for these H, whether P \ H contains an integer point. The P \ H are all (n ? 1)-dimensional polytopes, so we have reduced the n-dimensional problem to c n 2 + 1 problems in (n ? 1) dimensions giving a recursive procedure for integer programming. The factor c n 2 has gone through several improvements to be described in section 7.
It is conceptually easier to rst describe Lenstra's algorithm assuming P is an ellipsoid, then do it for polytopes. For an ellipsoid E, there is an invertible linear transformation that sends E into a sphere S of unit radius. Thus we see that the number of hyperplanes of the sort V +z b n ; z 2 Z that intersect S is at most c n 2 , c constant. Now applying ?1 , we see that f ?1 V + z ?1 b n g; z 2 Z cover Y , and at most c n 2 elements of this family intersect E; this gives us a v -namely the normal to ?1 V that makes a unit dot product with ?1 b n . Indeed, it is easy to see that v = t b n =jb n j 2 where t is the transpose of . The fact that the family of hyperplanes fx : v x = zg z 2 Z covers Y implies that the components of v must be integers. In 1 dimension, the problem can be easily solved. This completes the description of Lenstra's recursive algorithm for ellipsoids. Note that equivalently, we have described an algorithm that given a sphere in R n and a general lattice L = ( Y for some linear transformation ), nds either a point of L in the sphere or reduces the problem to lower dimensional ones.
For a general polytope P we proceed as follows to determine whether P \ Y is nonempty : We apply the Lov asz algorithm (of section 2.7) to determine a weak -John ellipsoid E for P, i.e, an ellipsoid E such that E P and a dilation E 0 of E by a factor of (n + 1) p n (about the center) contains P. By our preceding algorithm, we either nd a point of Y in E (hence in P) or nd a integer vector v such that the width of E along v is at most c n 2 . Clearly, then, the width of E 0 along v is at most c n 2 (n + 1) p n d n 2 for some constant d. Thus the width of P along v is at most this too and we again have a reduction to lower dimensional problems.
This completes the description of Lenstra's algorithm for polytopes ; the proof of the polynomialtime bound is technical, but straight-forward; the interested reader is referred to Lenstra's paper.
It is possible to see that the same procedure can be carried out for all convex bodies described by a separation oracle (cf section 2), not just polytopes. Using this, it is not di cult to see that mixed integer programming problem with a xed number of integer variables can be solved in polynomial time; this generalizes Khaciyan's polynomial time algorithm for the case when the number of integer variables is zero.
The theoretical foundations of the Lenstra algorithm have been studied further; they can formulated in terms of the dual lattice and the dual convex body. We do so more fully in a later section.
Faster algorithms for Integer Programming and other lattice problems
Introduction
In this section, we will examine faster ways of solving integer programs as well as other lattice problems: shortest vector problem, its \inhomogeneous version" called the closest vector problem (to be de ned).
As we remarked in section 2.3, the SV P may be solved once we have a basis of low orthogonality defect. Since the Lov asz basis reduction algorithm gives such a basis (of orthogonality defect at most 2 n 2 ), the SV P may be solved by enumerating at most 2 n 3 candidates. Kannan 31] showed that with a \partial" K ? Z reduced basis on hand, only (O(n)) n=2 candidates need to be enumerated; further the \partial" K ? Z reduced basis may be found by K ? Z reducing lower dimensional lattices. The overall dependence of the complexity of SV P on n is O(n n ). A similar complexity is achieved for the so-called closest vector problem in the paper. The paper deals also with integer programming. Instead of looking for a few hyperplanes cutting the polytope, this algorithm looks for a ne subspaces of arbitrary dimension. Using a K ? Z reduced basis, it either nds an integer point in the given polytope P(in R n ) or nds for some i, (chosen by the algorithm), 1 i n an (n ? i) dimensional subspace of R n such that its translates cover Z n and at most (2n) ) per variable instead of an exponential one as in Lenstra's algorithm. These results are described in this section in some detail. Helfrich 24] has made some improvements in the algorithms of this paper. 
The algorithms
(L).
This gives a bound of 6 n n n=2 on the number of candidates (since 1 
). We may enumerate all these candidates and take the one that yields the shortest nonzero vector. To complete the recursive procedure, we must nd an entire K ? Z reduced basis, which of course is easily done by taking any basis containing the shortest nonzero vector in the lattice as the rst vector and ensuring (1) integers. Thus, the idea is to bound the number of \candidates" for i ; i+1 ; : : : n such that the distance between the centre of S and the a ne set H + P n j=i j b j is at most r. ) Using the bound r p n jb i j and Minkowski's convex body theorem, we see that this number is bounded by
Once a candidate i ; i+1 ; : : : n is xed, it clearly su ces to nd the point of (H + P n j=i j b j )\L closest to c 0 the projection of c into this a ne set. This is a i ? 1 dimensional CVP. Thus an ndimensional CV P is reduced to this many (i ? 1) dimensional CV P 0 s.
For integer programming, such an argument is extended to polytopes from spheres by using Lov asz's rounding algorithm just as Lenstra's approach does.
This method of bounding the number of candidates will be used later in section 7 to solve the approximate version of the CVP. It will be useful for that purpose to formulate the result as follows 6 Applications of the basis reduction algorithm
Introduction
As mentioned earlier, the basis reduction algorithm has a wide range of applications. We will describe some of these in this section. To cover more ground, we begin with an annotated bibliography of the papers. A.K. Lenstra 45] reduced the problem of factorization of polynomials with rational coe cients into irreducible factors over the rationals to the problem of nding short vectors in lattices. The Lenstra, Lenstra, Lov asz 46] paper shows that the Lov asz basis reduction algorithm nds short enough vectors to give a polynomial time algorithm for factorization. A variant of this method independently due to Sch onhage 60] and Kannan, Lenstra and Lov asz 33] is described in section 6.3.
Lenstra, Lenstra and Lov asz 46] show that the classical problem of simultaneous diophantine approximation can be approximately solved by the basis reduction algorithm in polynomial time. This is described in section 6.1.
Shamir 61] cracked the famous Merkle-Hellman crypto system.
Lagarias and Odlysko 42] considered \low-density " subset sum problems . Suppose a 1 ; a 2 ; : : :a n ; b
are integer coe cients and we wish to solve the subset sum problem :
P n i=1 a i x i = b ; x i 2 f0; 1g.
They show that if the a i are uniformly and independently distributed in the range 0 M] and there is guaranteed to be a solution to the problem, then with high probability, we can nd one in polynomial time provided M > c n 2 where c is a constant. Nothing can be said of the cases when there is no solution. Frieze 14] considerably simpli ed and improved their result. Furst and Kannan 16] show that there is a nondeterministic polynomial time algorithm that will yield proofs of infeasibility for all but a vanishing fraction of the infeasible subset sum problems when the a i are integers in the interval 0 M] provided M is greater than c n , c a constant. Further, they show that when the a i are in the interval 0 N], with N > c n 2 , there is a deterministic polynomial time algorithm that will determine for all but a vanishing fraction of the problems whether or not they are feasible and if feasible, nd a solution. Landau and Miller 43] devised a polynomial time algorithm for the classical problem of solvability by radicals -given a polynomial with integer coe cients, determine if the roots equal expressions involving +; ?; ; =; n p for arbitrary natural numbers n and the integers.
Hastad, Just, Lagarias and Schnorr 23] gave a polynomial time algorithm that given a vector x with n components, nds a n vector v of integers not all zero such that v x = 0 and whenever u x = 0 , u integral and nonzero, jvj 2 n juj; or determines that no nonzero integral vector u exists such that u x = 0. Here, x is a vector of reals given as an oracle.
Frieze, Hastad, Kannan, Lagarias and Shamir 15] give a polynomial time algorithm that with high probability reconstructs the values of the variables x 1 ; x 2 ; : : :x n given some linear congruences satis ed by the variables and some bits obtained by truncating the binary expansions of the values of the variables. This algorithm is essentially optimal in the use of information in that it will solve problems with high probability as soon as the variables become uniquely determined by their constraints. They have some cryptoanalytic applications of this algorithm. Frank and Tard os 13] give a method of approximating linear inequalities by so as to preserve \small" integer solutions. Their method is described in section 6.4.
Lov asz and Scarf 49] use the results described in section 7 to prove some structural results about integer programming.
6.2 Simultaneous diophantine approximation Suppose 1 ; 2 : : :; n are an arbitrary set of real numbers. For many applications, it is interesting to approximate them by n rationals p 1 =q; p 2 =q : : :; p n =q all with the same (integer) denominator q. This is the problem of simultaneous diophantine approximation. More precisely, we ask given reals 1 ; 2 : : :; n ; > 0 and a natural number Q, when is it possible to prove the existence of integers p 1 ; p 2 : : :; p n and q so that O < q Q and . Then we are asking for conditions under which P contains an integer point other than the origin (assuming j j < 1). P is, of course convex and symmetric about the origin and has volume = 2 n+1 n+1 =det(A) = 2 (n+1) Q n . So by Minkowski's convex body theorem, we have a solution whenever Q ?n . Clearly, we can make q positive after multiplying by -1 if necessary. Dirichlet's fundamental theorem on simultaneous diophantine approximation states precisely this:
For any n arbitrary reals 1 ; 2 : : :; n , and two reals ; Q satisfying > 0; Q ?n , there are integers p 1 ; p 2 : : :; p n ; q, with 0 < q Q and jq i ? p i j for all i. and of course jvj 1 jvj 2 . As we argued earlier, we would like jvj 1 . This would hold if
It can be checked that (except for small values of n), this is true whenever Q 2 n 2 ?n This completes the description of the algorithm for simultaneous diophantine approximation. We will make use of the algorithm of this section in rounding integer inequalities in section 6.4. A number of other applications are discussed in 48]. In fact one of Lov asz's main motivations for developing the basis reduction algorithm was to do simultaneous diophantine approximation.
Factorization of polynomials
A.K. Lenstra 45] reduced the problem of polynomial factorization to one of nding short vectors in lattices. This combined with the basis reduction algorithm, gave a polynomial-time for factoring polynomials with rational coe cients to its irreducible factors (over the rationals) 46]. Schonhage 60] and Kannan, Lenstra and Lov asz 33] gave another algorithm which used the approximate roots of the polynomials in the complex plane rather than over the p-adic numbers. It is this algorithm that we outline here. We need a few de nitions: A complex number is said to be algebraic if it is the root of a polynomial with integer coe cients. There is a unique primitive polynomial (a polynomial with integer coe cients with greatest common divisor equal to 1) satis ed by each algebraic number; this is called the minimal polynomial of the number. If f(x) is a polynomial with integer coe cients and with as a root, the minimal polynomial of is an irreducible factor of f(x). It is well-known that given f(x), an approximation of each root of (so that j ? j ; for a speci ed ) may be found in time polynomial in the number of bits needed to represent f(x) and the number of bits of the approximation, i.e. , dlog 2 (1= )e. We will show that if is suitably small, then with on hand, we may nd the minimal polynomial h(x) of the actual root which is of course an irreducible factor of f(x). For ease of description, we will initially make the assumption that we have the exact ; of course, we discard this later.
Suppose the degree of f(x) is n and the (unknown) degree of h(x) is m n. It can be shown that jhj 1 jfj 1 2 n where for a polynomial p(x) with integer coe cients, jpj 1 is the maximum absolute value of any coe cient of p(x). ).
Analogous to the last section, we consider the lattice L generated by the columns of A. We know that for the minimal polynomial h(x) of ; Ah is an element of L with L 1 -norm at most =2 n and that for any vector g which is not an integer multiple of h, Ag has L 1 -norm greater than . This implies that a Lov asz-reduced basis of L must contain as a rst vector an integer multiple of Ah, which must, per force be Ah or ?Ah since we have a basis of L. This completes the description of how to fund h with on hand.
Suppose we have now only an approximation 0 ; 1 : : :; m to the 's and 0 ; 1 : : :; m to the 's.
Let A be the matrix corresponding to A with these approximations. Let L be the lattice A Z m+1 .
Since the and are close to and 0 s's, it is possible to show that Ah is a vector in L with \small" norm. Further, any integer vector g which is a not multiple of h, violates one of the inequalities of ( ), so it violates either one of the rst (m + 1) inequalities or max(j P g i i j; j P g i i j) > whence for a suitably small ; max(j P g i i j; j P g i i j) > ? ; in either case we can argue that Ag has a \large" norm. So in a Lov asz reduced basis of L, the rst vector must be h. (log jfj) 3 ) bit operations where the polynomial f to be factored had integer coe cients of maximum magnitude jfj and degree n. Kaltofen 29] ) bit operations. Kannan, Lenstra and Lov asz 33] also give an e cient algorithm for solving the following problem which they use in the factorization algorithm : given a su ciently good rational approximation to the real and imaginary parts of an algebraic number, nd the minimal polynomial satis ed by it. This shows in a natural way that the bits of an algebraic number are not random. Further, it gives a way of computing with algebraic numbers by keeping their approximations. The reader is referred to their paper for details.
Approximation of linear inequalities
Suppose we have a linear inequality a x with arbitrary rational coe cients. The hyperplane H corresponding to this inequality divides space into three regions -fx : ax > bg; fx : ax = bg and fx : ax < bg. A natural question which turns out to have a lot of applications is: can we nd a linear inequality with \small" integer coe cients that preserves the sets \small" integer points in each of three regions? More precisely, given a real n? vector a; a real number and a natural number N, we wish to nd an integer vector a and an integer \right hand side" in time polynomial in the size number of bits of a; and N so that every integer vector x with jxj 1 N satis es a x > , a x > a x = , a x = a x < , a x < ; further we require that a and are bounded in size (number of bits) by a polynomial in n, the number of variables and the size of N. Frank and Tardos 13] gave an algorithm to do so. We will describe their interesting algorithm in this section. First, we wish to point out that it is a little surprising that they can do this: Consider the inequality
where is a very \small" positive rational. If is small enough, it is clear that the best approximation using \small" integer coe cients to the direction of the vector (1 ) is given by the vector (1 0). Unfortunately, the inequality x 1 + 0x 2 0 is a bad replacement for the original inequality. For example, x 1 = 0; x 2 = 1 satis es x 1 + x 2 > 0, but not x 1 + 0x 2 > 0. So indeed, the best approximation to the direction of the original inequality will not do; we may have to use a slightly worse approximation. If < 1=N, then we see that the sign of (N + 1)x 1 + x 2 is the same as the sign (positive, negative or zero) of x 1 + x 2 for integers x 1 ; x 2 with jx 1 j; jx 2 j N. (To see this, note that if x 1 is nonzero, the sign of both x 1 + x 2 and (N + 1)x 1 + x 2 is the sign of x 1 and if x 1 = 0, they are both equal to the sign of x 2 ). Now we give the Frank, Tard os algorithm in general. First note that it su ces to deal with homogeneous inequalities since a x ? equals (a ) (x 1). So assume we are given the rational vector a with n components. The algorithm will nd in polynomial-time an integer vector a with j aj 1 2 n 3 N n 2 such that for all integer x with jxj 1 N, the sign of a x equals the sign of a x (sign is positive, negative or zero). We let f(n) = 2 n 3 N n 2 in the sequel. We may assume that a is non-zero, so after a suitable division, we may assume jaj 1 = 1; and further that a 1 = 1. Let = 1=(2Nn). Using the simultaneous diophantine approximation algorithm of section 6.1, nd integers p 1 ; p 2 : : :; p n ; q such that ja i ? p i =qj q and 0 < q 2 n 2 ?n Clearly, we must have p 1 = q. Consider the vector a (1) = (1; p 2 =q; p 3 =q; ; p n =q). If x is any integer vector with jxj 1 N and a (1) x 6 = 0, then we claim that the sign of a x and a (1) x are the same: ja (1) xj 1=q and ja x ? a (1) xj ja ? a (1) j jxj Nn=q 1=2q establish this. So we need only worry about x 0 s such that a (1) x = 0. To handle this, let a 0 = a ? a (1) . Note that a 0 has at most (n ? 1) non-zero coordinates; recursively nd a integer vector v with jvj 1 f(n ? 1) so that for all integer x with jxj 1 N, the sign of v x and the sign of a 0 x are the same. Our nal resulting vector a will be a = 2Nnf(n ? 1)(qa (1) ) + v The correctness argument is as follows: consider any integer x with jxj 1 N. If a (1) x 6 = 0, it is easy to see that sign of a x and the sign of a (1) x are the same. We have already argued that the sign of a (1) x and a x are the same for this case. Now suppose a (1) x = 0. Then the sign of a x equals the sign of v x which equals the sign of a 0 x which equals the sign of a x. To complete the argument, a simple calculation shows that j aj 1 f(n) for all but small values of n. (noting that ja (1) j 1 = 1.)
Frank and Tardos 13] have applied their rounding algorithm to several problems of interest to us like integer programming. In both Lenstra's algorithm and Kannan's (sections 4,5), the successive reductions to lower dimensional problems may cause the sizes of coe cients to increase nonpolynomially. Indeed, both the original papers only proved nonpolynomial bounds on the sizes; using the rounding algorithm of this section, they can be kept polynomially bounded which improves their running-time and makes them aesthetically better. The fundamental nature of the problem of rounding inequalities seems to indicate a great potential for this method. Perhaps one application of such ideas might be to develop a strongly polynomial-time algorithm for linear programming . This interesting question remains unsolved. A stronger result would be to nd a polynomial-time algorithm which given a m n system of linear inequalities Ax b with rational coe cients, nds A; b with integer entries and size bounded by a polynomial in n and m such that Ax b is feasible if and only if Ax b is. Now, Ax b is feasible i there is a basic feasible solution, and every basic feasible solution has rational components with denominators bounded above by a number M which we can calculate. Unfortunately M depends on the size of A; b as well as m; n. If it depended on only m; n, we may round each of the inequalities in Ax b to preserve all \small" rational solutions with denominators at most M by slightly modifying the procedure that rounds preserving all integer solutions. Since this is not possible, some simultaneous rounding of all the inequalities in Ax b seems to be called for. 7 Structure of lattice point-free convex bodies and applications
Structural theorems
The structural result that allows the reduction of an n dimensional integer programming problem to lower dimensional ones is the fact that if K is a convex body which does not contain any integer points, then there is an integer vector v such that the \width" of K along v (=maxfv : x : x 2 Kg ? minfv : x : x 2 Kg) is bounded above by a function of n alone. Lenstra free of integer points and more generally, points of a lattice L. Such an analysis can be considered a natural extension to convex bodies that are not necessarily symmetric with respect to the origin of the so-called \transferrance" theorems of classical Geometry of Numbers 4 , 44] . We will rst describe a general setting for the study. Then we will describe some of the results and connections to classical theory.
The result on the width of convex bodies free of integer points easily extends to general lattices.
Suppose L is an n dimensional lattice in R n and K is a convex body free of points of L. Let be the linear transformation that sends L into the standard lattice Y of integer points. Then, K does not contain any integer points and thus, there is an integer vector v so that the width of K along v is at most say f(n). For any vector x in space, v:x equals t v: ?1 x, so the width of K along t v equals the width of K along v and is therefore at most f(n). By the same argument on dot products, t v belongs to the dual lattice L (cf section 2.4) of L. So, we have proved that if K is a convex body free of points of a lattice L (this is refereed to as \L admissible" in Geometry of Numbers), then there is an element y of L so that the width of K along y is at most f(n).
There is another way to state this in terms of dual bodies (cf section 4). 1 and thus 1 (K ; L ) c o n; i.e., there is a nonzero element v of L so that the width of K along v is at most 2c o n, by using the central symmetry of K. Stronger results can be obtained by similar arguments using the second theorem of Minkowski. Such theorems are called \transferrance theorems" -they connect the non-existence of nonzero lattice points in a 0-symmetric convex body K with the existence of points of the dual lattice in a dilation of the dual body, or equivalently, the width of the body K along dual lattice directions. As stated at the outset of this section, our concern is to extend these results to convex bodies not necessarily symmetric about the origin assuming they contain no points at all of the lattice -there is, of course, no need now to include the origin. For this, we follow the developement of Kannan and Lov asz 34] .
They consider what they call the \covering minima" of a general convex body (i.e., one that is not necessarily centrally symmetric) K in R n with respect to a lattice L. For i = 1; 2; : : :n, they de ne the i th covering minimum i (K; L) to be the in mum over all positive reals t such that (ftx : x 2 Kg + L) intersects every n ?i dimensional a ne subspace of span(L). It is not di cult to see that the covering minima are invariant under translations of K, so this de nition makes sense whether or not 0 belongs to K. Since, 0-dimensional a ne subsapces are points, it is clear that n (K; L) is the \covering radius" de ned earlier as (K; L) for 0-symmetric bodies. They prove the \transferrance" theorem :
where c is an absolute constant. This can be used to bound the width of convex sets K free of points of L as follows : if K \ L is empty, it is obvious that n (K; L) 1 
. We now give the simple proof of the transferrance result. Let 1 denote 1 ((K ?K); L) in this proof and 1 denote 1 ((K ?K) ; L ) and n = n (K; L) (Note that (K ? K) and (K ? K) are 0-symmetric.) For the case n = 1, it is easy to see that 1 (K; L) = 1 and thus the transferrance result easily follows. We proceed by induction on n. Let v be acieve the rst minimum of L with respect to K ? K. After translating K appropriately, we may assume that 0; v 2 1 K. Let V = span(v) and let K 0 = K=V ; L 0 = L=V . 4 Then we assert that As brie y mentioned in the introduction, the transferrance theorems have the avour of theorems of the alternative. Using these we can produce good characterizations in the sense of Edmonds 12] for the closest vector problem (CVP), but only \approximate" good characterizations. This is perhaps expected because of the NP-hardness of the CVP which means that a good characterization for it would make NP=co-NP. We will make some de nitions and explain this application.
Kannan and Lov asz prove some more general results bounding the other covering minima which we do not go into here. They address the question of what more can be said of lattice free convex bodies than the fact that their width along one direction in the dual lattice is small.
In an interesting paper, Hastad 22] has shown a transferrance result which is not subsumed by the results mentioned so far. Suppose L is an n dimensional lattice in R n and x is any point in R n . Let d(x; L) denote the distance of x to the closest point in L. For any real number let us denote by ff gg the distance from to the nearest integer. Suppose v is any nonzero element of the dual lattice L to L. Since v:y is an integer for any y 2 L, it is clear that d(x; L) ffv:xgg=jvj. Khintchine 38] had shown that for any x, there exists a dual lattice vector v such that ffv:xgg=jvj d(x; L)=(n!) 2 . Hastad has replaced the (n!) 2 by n 2 , a substantial improvement.
Approximating the shortest and closest vectors
We say that a deterministic algorithm approximates the SVP to a factor of f(n), if given any n independent vectors b 1 ; b 2 ; : : :b n , the algorithm nds a nonzero vector v 2 L = L(b 1 ; b 2 ; : : :b n ) such that jvj f(n) 1 (L). We will say the same of a nondeterministic algorithm if it produces a nonzero v in L and a proof that jvj f(n) 1 (L). (Note that if the time taken by the nondeterministic algorithm is t, then the length of the proof is at most t.) Similar de nitions are made for the CVP as well. Several relationships are known among these problems. Kannan 31] showed that if can solve the SVP exactly in deterministic polynomial time, then we can approximate the CVP to a factor of p n in deterministic polynomial time. Lagarias, Lenstra and Schnorr 41] showed that we can approximate the SVP to a factor of n and the CVP to a factor of n 3=2 both in nondeterministic polynomial time. We presently describe their algorithms, using the transferrance bounds.
Every lattice has a nice basis in the following sense. Suppose L is an n?dimensional lattice Clearly, 1 (L 0 ) 1 (L), so using induction on n, we see that it su ces to show the two inequalities for i = n. But, it is easily seen from the de nition of b 1 ; b 2 ; : : :; b n that jb n j = 1=jc 1 j = 1= 1 (L ). By section 2.4, we know that 1 (L ) 1 (L) n, so the rst inequality follows. The second one follows from the transferrance theorem that n (L) 1 (L ) n 3=2 . For approximating the SVP nondeterministically, we just guess such a basis and in addition a shortest nonzero vector. By the fact that 1 (L) min jb i j, the algorithm follows. For the CVP, we again guess such a basis and by a remark at the end of section 5, we may approximate the closest vector by enumerating at most one candidate.
In the deterministic case, it is possible to show using the transferrance bound that the problem of approximating the CVP to a factor of n 3=2 (f(n)) 2 is polynomial time Turing reducible (i.e.,
Cook reducible) to the problem of approximating the SVP to a factor of f(n) for any nondecreasing function f(n). Suppose we wish to nd a point of a lattice L close to a point x. First, observe that if we can approximate the SVP to a factor of f(n), we can easily nd an \approximately K-Z " reduced basis of a lattice L -i. which of the two cases we are in ; but note that we can nd b in polynomial time and recursively also nd b 0 and the closer of b; b 0 to x will su ce as the answer.
Babai 1] gave a polynomial time deterministic algorithm that approximates the closest vector to a factor of 2 n=2 ; this follows from the previous argument and the Lov asz basis reduction algorithm with = 1= p 2.
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