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SADRZˇAJ 1
Uvod
Analiza dozˇivljanja je skup tehnika kojima se procijenjuje i opisuje vrijeme potrebno do
pojave jednog ili visˇe odredenih dogadaja. Naziv ’Analiza dozˇivljenja’ dolazi od prvih is-
trazˇivanja gdje je dogadaj od interesa uglavnom bila smrt. Danas se primjenjuje i u mnogim
drugim sˇirim podrucˇjima, primjerice kod procjene vremena potrebnog za razvijanje nekih
bolesti, kvara strojeva, pojave potresa, u financijama, itd. Napredak analize dozˇivljenja u
novije doba je posljedica razvoja softverskih paketa i visokih performansi racˇunala koji su
sada u moguc´nosti veoma efikasno izvrsˇiti ove zahtjevne algoritme.
U ovom radu obraden je parametarski model proporcionalnog hazarda kojim se mode-
liraju podaci u analizi dozˇivljenja. Rad je podijeljen na tri poglavlja.
U prvom poglavlju ovog rada upoznati c´emo se s konceptom dozˇivljenja, skupom po-
dataka koji se koriste pri analizi te s problematikom cenzuriranja i rezanja tih podataka, pri
cˇemu c´emo objasniti razliku izmedu ta dva pojma.
Kroz drugo poglavlje upoznati c´emo se s osnovnim pojmovima iz analize dozˇivljenja.
Definirat c´emo funkciju dozˇivljenja, funkciju hazarda, ocˇekivano trajanje preostalog zˇivota
te c´emo dati parametarsku procjenu za te velicˇine.
U trec´em poglavlju obradujemo teorijsku pozadinu parametarskog proporcionalnog
modela rizika te procedure koje koristimo pri zakljucˇivanju o valjanosti modela. Takoder,
dajemo pregled nekih od vazˇnijih parametarskih distribucija dozˇivljenja, eksponencijalne i
Weibullove distribucije.
Na kraju trec´eg poglavlja kroz primjere su prikazane pretpostavke PH modela i njihova
vazˇnost.
Za izracˇune i grafove u radu korisˇten je programski jezik R.

Poglavlje 1
Analiza dozˇivljenja
Analiza dozˇivljenja (eng. survival analysis) obuhvac´a skup statisticˇkih metoda za analizu
podataka pri cˇemu je varijabla od interesa vrijeme do pojave odredenog dogadaja. Pod
vremenom podrazumijevamo godine, mjesece, tjedne ili dane koji produ od pocˇetka pro-
matranja nekog subjekta pa do trenutka pojavljivanja dogadaja. U praksi vrijeme do pojave
odredenog dogadaja cˇesto se naziva vrijeme neuspjeha, vrijeme dozˇivljenja ili jednostavno
vrijeme dogadaja.
1.1 Mjerenje i koncept dozˇivljenja
Pretpostavimo da zˇelimo proucˇavati ispitanike unutar neke skupine, odnosno proucˇavati
pojavu nekog dogadaja za svakog ispitanika zasebno. Ako vrijeme do pojave dogadaja
nije vazˇno, dogadaj se mozˇe analizirati kao binarni ishod pomoc´u logisticˇkog regresijskog
modela. Na primjer, kada analiziramo smrtnost ispitanika povezanu s operacijom srca nije
nam bitno hoc´e li pacijent umrijeti tijekom operacije ili c´e umrijeti nakon dva mjeseca
provedenih u komi. Za ostale ishode, osobito kod onih bolesti koje traju dugo ili se stalno
vrac´aju, vrijeme do pojave dogadaja je od velike vazˇnosti. Analiza koja izracˇuna samo
ukupan broj smrtnih dogadaja odbacila bi vrijedne informacije i zˇrtvovala moc´ statistike.
Analiza dozˇivljenja prvo se razvila za potrebe medicine i biologije, a potom za ekonom-
ske, drusˇtvene i inzˇenjerske potrebe. Osnovno znacˇenje same rijecˇi dozˇivljenje proizlazi iz
biljezˇenja podataka o vremenu smrti pojedinaca u odredenoj skupini. Biljezˇenja se mogu
provesti u ili blizu trenutka smrti, na primjer kada promatramo podatake o uzroku smrti,
duljini bolesti, fizicˇkoj karakteristici u blizini same smrti, ili u ranijem vremenskom pe-
riodu, na primjer biljezˇenje podataka o spolu, dobi, povijesti bolesti, fizicˇkim obiljezˇjima
u ranijim razdobljima. Odredene varijable, najcˇesˇc´e dob (vrijeme proteklo od rodenja)
i/ili vrijeme proteklo od nekih drugih vazˇnih dogadaja (na primjer pocˇetaka bolesti, da-
tuma operacije i slicˇno) smatraju se primarnim interesom. Analizom dozˇivljenja zˇeli se
procjeniti odnos izmedu smrtnosti i tih primarnih varijabli, odnosno procijenjuje se koliki
utjecaj primarne varijable imaju na smrt ispitanika unutar grupe. Pri tome se dopusˇta sˇto
je moguc´e visˇe utjecaja nekih drugih manje vazˇnih varijabli. Potonje, u ovom kontekstu,
nazivaju se popratnim varijablama. Popratne varijable uvedene su zbog moguc´eg utjecaja
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na primarne, ali nisu proucˇavane same za sebe. Ovisno o odnosima medu varijablama koje
zˇelimo proucˇavati, odabiremo koje c´emo varijable uzeti za primarne, a koje za popratne
varijable.
U ovom c´emo radu razmatrati opc´enitije situacije pa c´emo umjesto pojma ”smrtnosti”
uglavnom koristiti prikladniji pojam ”neuspjeha”. U takvom kontekstu pojedinci nisu
nuzˇno (iako mogu biti) zˇiva bic´a. Oni mogu biti na primjer masovno proizvedeni uredaji,
kao sˇto su elektricˇne svjetiljke. U tom kontekstu neuspjeh mozˇe znacˇiti nemoguc´nost funk-
cioniranja u predodredenoj ulozi.
Dakle, prvenstveno c´emo se baviti proucˇavanjem podataka o neuspjehu te odnosu ne-
uspjeha i nekoliko vazˇnih varijabli.
1.1.1 Izlozˇenost riziku
Kalendarski vremenski period pri kojem je subjekt izlozˇen procesu promatranja poznat je
kao vrijeme promatranja. Svaki subjekt, nezavisno jedan od drugog, ulazi u proces proma-
tranja u nekom vremenu. Vremenski period koji subjekt provede u procesu promatranja,
mjeren od pocˇetka promatranja, poznat je kao subjektovo vrijeme. S druge strane, period
od pocˇetka promatranja do trenutka kada je uslijedio neuspjeh subjekta naziva se vrijeme
dozˇivljenja.
U vec´ini analiza podataka o dozˇivljenju zainteresirani smo za proucˇavanje odnosa neus-
pjeha medu skupinama subjekata pod odredenim uvjetima. Jasno je, sˇto je dulje razdoblje
za koje je pojedinac pod promatranjem, to je vjerojatnije da c´e se prije ili kasnije uocˇiti
neuspjeh. Usporedivost broja neuspjeha zahtijeva da se usredotocˇimo na jedno razdob-
lje promatranja. Da bismo napravili usporedbu, trebali bismo za svakog pojedinca znati
koje je njegovo razdoblje izlaganja riziku, tj. kada c´e se za pojedinca dogoditi neuspjeh i
pridodati promatranim neuspjesima. Prilikom eksperimenta razdoblje je obicˇno dostupno
za svakog pojedinca, iako kada je velika kolicˇina podataka mozˇe se upotrijebiti priblizˇna
procjena podataka. Na primjer, za podatke o popisu stanovnisˇtva ovo razdoblje obicˇno nije
poznato i mora se procijeniti.
1.1.2 Upotreba teorije vjerojatnosti
Teorija vjerojatnosti je matematicˇka disciplina koja se bavi proucˇavanjem slucˇajnih pojava,
odnosno empirijskih dogadaja cˇiji ishodi nisu uvijek strogo definirani. Jedan od osnov-
nih alata u teoriji vjerojatnosti je eksperiment pomoc´u kojeg se provodi ispitivanje veze
izmedu uzroka i posljedice. Na ishod eksperimenta cˇesto utjecˇe visˇe uvjeta i ako se ekspe-
riment ponavlja visˇe puta pod jednakim uvjetima, pojavljuje se odredena zakonitost unutar
skupa ishoda. Teorija vjerojatnosti bavi se takvim zakonitostima uvodenjem kvantitativne
mjere u obliku realnog pozitivnog broja, odnosno vjerojatnosti. Vjerojatnost procjenjuje
moguc´nost, odnosno nemoguc´nost ostvarenja ishoda. Najjednostavnije recˇeno, vjerojat-
nost je mjera ostvarivosti slucˇajnog dogadaja.
Teorija vjerojatnosti ne oslanja se samo na empirijske i intuitivne metode vec´ na for-
malnu teoriju povezanu s drugim matematicˇkim pojmovima. Osnovni pojmovi vjerojat-
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nosti mogu se razlikovati ovisno o tocˇki gledanja te isto tako rezultati i interpretacije rezul-
tata mogu biti razlicˇite. Zakoni vjerojatnosti nisu uvijek jednostavni i lako razumljivi.
Buduc´i da proucˇavamo odnose, prirodno ih je predstaviti preko pojma vjerojatnosti.
Takoder, svaki dogadaj koji se osjeti i koji za posljedicu ima odredeni ucˇinak nosi odredenu
vjerojatnost. Te su vjerojatnosti podaci koji se najcˇesˇce izracˇunavaju naknadno i koji sluzˇe
za retroaktivnu analizu. Dakle, mozˇemo iskoristiti vrlo dobro razvijene tehnike i koncepte
teorije vjerojatnosti kako bismo bolje razumjeli dobivene podatke. U svim primjenama
statisticˇkih metoda zasnovanih na vjerojatnostima, modeli i pretpostavke na kojima se te-
melje nisu obicˇno u potpunosti zadovoljene. Zbog toga zˇelimo prikazati prednosti primjene
tih metoda, pogotovo kada su kompleksnije, primjerice u slucˇajevima kada se za analizu
koristi metoda maksimalne vjerodostojnosti, o kojoj c´emo visˇe govoriti u nastavku.
Teorija vjerojatnosti pruzˇa osnovnu pozadinu i alate za analizu dozˇivljenja, ali takoder
daje velike i raznovrsne moguc´nosti izlaska iz teorijskih modela u smislu odgovarajuc´eg
deskriptivnog dogovora.
1.1.3 Vrste varijabli
Prethodno smo spomenuli varijable od interesa, najcˇesˇc´e varijable koje poblizˇe predstav-
ljaju dozˇivljenje ili neuspjeh,koje nazivamo primarnim. Kao sˇto smo naveli najcˇesˇc´e pri-
marne varijable su dob i vrijeme do odredenog dogadaja. Ako odaberemo spol kao pri-
marnu varijablu, tada je primarna varjabla binarna gdje nula oznacˇava musˇki, a jedinica
zˇenski spol.
Varijable s istim ishodom, odnosno s istom vrijednosti se mogu mjeriti izravnim broje-
njem u situacijama eksperimentalnog tipa ili neizravnom procjenom na temelju popisanih
podataka, tzv. popisa. Najcˇesˇc´e se zˇeli izracˇunati, odnosno procijeniti, koliko pojedinaca
prezˇivi neki promatrani period u ovisnosti o nekoliko vazˇnih varijabli.
Kao sˇto smo vec´ spomenuli, uz primarne varijable, preostale izmjerene varijable od
interesa su popratne varijable. Popratne varijable mogu biti zemljopisni polozˇaj, drusˇtvena
klasa (cˇesto mjerena kao indeks koji se temelji na dohotku, obrazovanju, itd.) i fizicˇke
karakteristike kao sˇto su krvni tlak, tezˇina i vitalnost. Pozˇeljno ih je uvesti ovisno o tome
u kojoj mjeri utjecˇu na pojavu neuspjeha. Mogu se uvesti analiticˇki, uvodenjem nekog
prilicˇno jednostavnog modela ili izgradnjom zasebnih zˇivotnih tablica.
Metoda uvodenja popratnih varijabli izgradnjom zasebnih zˇivotnih tablica je sigurnija,
ali se mozˇe primijeniti samo ako se popratna varijabla mozˇe definirati u nekoliko kategorija.
Na primjer, uobicˇajno je imati odvojene zˇivotne tablice za musˇkarce i zˇene, jer praksa
pokazuje razlicˇite stope smrtnosti za zˇene u odnosu na musˇkarce.
1.2 Zˇivotne tablice
Prve zˇivotne tablice ili tablice smrtnosti sastavili su John Graunt (1662.), jedan od prvih
demografa, i engleski astronom Sir Edmond Halley (1678.). Zˇivotne tablice izgraduju se
za potrebe sˇireg kruga korisnika dajuc´i cjelovitu sliku smrtnosti stanovnisˇtva, odnosno broj
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osoba odredene starosti unutar jedne skupine koje godisˇnje umru. S obzirom na njihov
znacˇaj izgraduju se u gotovo svim zemljama svijeta.
Izrada tablica smrtnosti je jedna od najstarijih tehnika u demografskoj analizi. Ta-
blice sadrzˇe niz demografskih pokazatelja. Osnovni pokazatelj je vjerojatnost smrti na
osnovi koje se izracˇunavaju sve ostale biometrijske funkcije: vjerojatnost dozˇivljenja, broj
zˇivih, broj umrlih, ocˇekivano trajanje zˇivota i druge. Za izradu detaljnih tablica smrtnosti
potrebno je raspolagati podacima o stanovnisˇtvu, prema spolu i pojedinacˇnim godinama
starosti, podacima o broju zˇivorodenih prema spolu i podacima o umrlim prema spolu te
pojedinacˇnim godinama starosti.
Osim u analizi dozˇivljenja primjenjuju se u izradi projekcija stanovnisˇtva, definiranju
neto stopa reprodukcije zˇenskog stanovnisˇtva, itd. Od posebne su vazˇnosti za izracˇunavanje
i odredivanje visine premije na podrucˇju zˇivotnog osiguranja, u mirovinskom i invalid-
skom osiguranju. Tablice omoguc´avaju najkompletnije i najtocˇnije usporedbe smrtnosti
razlicˇitih populacija ili dijelova populacija. Razina i smjer promjene smrtnosti po starosti
neposredno odreduje duzˇinu ocˇekivanog trajanja zˇivota na dan rodenja kao sinteticˇkog po-
kazatelja smrtnosti stanovnisˇtva.
1.2.1 Biometrijske funkcije u tablicama smrtnosti
U zˇivotnoj tablici x oznacˇava starost i obicˇno se u tablicu unose samo velicˇine za prirodne
brojeve x. Sirove vjerojatnosti smrti q′x racˇunaju se za ukupno, musˇko i zˇensko stanovnisˇtvo
za sve dobne skupine, x = 0, 1, . . . , 99.
Izgladivanje sirovih vjerojatnosti smrti je postupak transformacije istih kako bi se otklo-
nile posljedice gresˇaka slucˇajne prirode. Te gresˇke najcˇesˇc´e su posljedica nedovoljno veli-
kih skupina zˇivih ili umrlih u odredenoj godini starosti, kao i nedovoljne tocˇnosti osnovnih
podataka, posebno o godinama starosti umrlih. Izgladene vjerojatnosti smrti oznacˇavaju se
sa qx i predstavljaju vjerojatnost da c´e osoba stara x godina umrijeti prije nego sˇto dosegne
starost od x+ 1 godine. Pomoc´u njih izracˇunavaju se sve ostale vrijednosti u tablicama.
Funkcija px (vjerojatnost dozˇivljenja) definirana je kao px = 1− qx. Predstavlja vjero-
jatnost da c´e osoba stara x godina dozˇivjeti starost od x+ 1 godine.
Pretpostavimo da promatramo grupu od l0 novorodene djece, dakle djece u dobi nula.
Pretpostavimo da u toj skupini nema novih radanja, ni useljavanja, ni iseljavanja. Kako
vrijeme prolazi grupa se postepeno smanjuje jer njeni cˇlanovi umiru, a ne radaju se novi.
Tablica smrtnosti je reprezentacija smrtnosti takve grupe. To je zapravo model dozˇivljenja
izrazˇen pomoc´u ocˇekivanog broja prezˇivjelih od pocˇetnog broja l0. Pocˇetni broj l0 naziva se
korijen tablice i predstavlja (ocˇekivani) broj novorodenih osoba u danoj populaciji. Obicˇno
se uzima l0 = 100000 ili l0 = 1000000.
Sa lx u tablici smrtnosti se oznacˇava broj osoba u danoj populaciji koje su zˇive u dobi
x, odnosno broj cˇlanova promatrane skupine koji su stari tocˇno x godina. Broj lx koristimo
za predvidanje smanjenja populacije jer se zbog smrtnosti smanjuje s povec´anjem starosti.
Prema navedenom, brojevi lx smisao dobivaju samo u usporedbi s pocˇetnim l0, odnosno
usporedbom svakog lx s prethodnim lx−1. Prema tome, funkcija lx (broj zˇivih) definira se
kao
lx = lx−1px−1,
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s pocˇetnom vrijednosti l0.
Granicˇna dob tablice smrtnosti oznacˇava se s ω i definira kao dob za koju vrijednost lx
postaje zanemarivo mala (u odnosu na l0), definira se kao lω = 0.
Funkcija dx koja predstavalja broj umrlih definirana je kao
dx = lx − lx−1 = lxqx
i pokazuje koliko od broja zˇivih osoba starosti x umire prije nego dostigne starost od x+ 1
godina.
Zbroj brojeva zˇivih osoba Nx racˇunamo:
Nx =
x∑
i=0
li.
Ovaj broj znacˇi fiktivne zbrojeve osoba koje su od skupine l0 istovremeno zˇivorodenih
prezˇivjele nultu godinu, zatim onih koje su od ovih prezˇivjele prvu, drugu itd., do stote
godine. Tehnicˇki se ovaj broj dobija kumuliranjem vrijednosti lx.
Funkcija Lx koja predstavalja srednji broj zˇivih definirana je kao
Lx =
(lx + lx+1)
2
i oznacˇava broj zˇivih u starosti od x do x+ 1 godina.
Funkcija Px predstavlja stopu dozˇivljenja i definirana je s
Px =
Lx+1
Lx
.
Dakle, stopa dozˇivljenja je omjer osoba starih izmdu x i x + 1 godina koji c´e dozˇivjeti
starost od x+ 1 do x+ 2 godina.
Funkcija ocˇekivano trajanje zˇivota e0x definirana je kao
e0x =
1
2
Nx
lx
.
Predstavlja ocˇekivano trajanje zˇivota jedne osobe stare x godina pod uvjetima starosti iz pe-
rioda na koji se odnose tablice. Ocˇekivano trajanje zˇivota jedan je od najboljih pokazatelja
razvijenosti drusˇtva.
Numericˇke vrijednosti biometrijskih funkcija prikazane su u odgovarajuc´im kolonama
u tabelarnom dijelu.
1.3 Baza podataka analize dozˇivljenja
Osnovni cilj analize dozˇivljenja je usporedba vremena dozˇivljenja dvije ili visˇe promatranih
skupina i otkrije razlikuju li se statisticˇki znacˇajno ta vremena dozˇivljenja. Pojedinci u
skupini koju proucˇavamo mogu biti ljudi, zˇivotinje, insekti i tako dalje. Sama skupina mozˇe
se definirati na razlicˇite nacˇine. Podaci mogu na primjer biti grupirani po zemljopisnom
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polozˇaju (stanovnisˇtvo grada ili drzˇave, pacijenti u bolnici ili u nizu bolnica) ili prema
povijesti (vrsti lijecˇenja, vrsti bolesti, zaposˇljavanju).
Baza podataka je skup prikupljenih podataka, osobito podataka o dozˇivljenju i neus-
pjehu. Tocˇnosti prac´enja zapisa je osobito vazˇna, buduc´i da su relevantni neuspjesi obicˇno
rasprostranjeni tijekom vremenskih razdoblja, a svaki novi neuspjeh zahtijeva novi ulazak
u taj zapis.
Podaci eksperimentalnog tipa zahtijevaju visˇe napora u analiziranju i pohranjivanju
jer se manje visˇe detaljni zapisi moraju odrzˇavati za subjekte koje promatramo tijekom
razdoblja studije. Iste varijable za pojedinacˇne subjekte takoder trebaju biti azˇurirane kada
je potrebno. Bitno je, da zapisi sˇto tocˇnije navode razdoblja tijekom kojih je pojedinac
bio izlozˇen riziku, u smisu da c´e se zabiljezˇiti neuspjeh ako se to dogodilo u bilo kojem
trenutku tijekom tog razdoblja, i nec´e se zabiljezˇiti ako se to dogodilo u bilo kojem drugom
trenutku.
Sva zapazˇanja trebaju biti zabiljezˇena na prvoj tocˇnosti koja je izvediva i smislena.
Ovaj opc´i princip, koji je opravdan na temelju korisˇtenja sˇto je visˇe moguc´e dostupnih
informacija, od velike je vazˇnosti u pogledu vremena opazˇanja smrti ili neuspjeha. Smrti
se ponekad biljezˇe samo ako se javljaju u duzˇim vremenskim intervalima. Na primjer u
odredenom tjednu, za razliku od odredenog dana ili sata.
Sˇto su duzˇi vremenski intervali, to je vec´a vjerojatnost da c´e jedan vremenski interval
sadrzˇavati visˇe od jedne smrti. Ta pojava cˇesto nosi naziv ”visˇestruke smrti” i u takvim
slucˇajevima nije moguc´e odlucˇiti o redoslijedu smrti. Prividno jednaka vremena smrti
nazivaju se vezanim ocˇitanjima. Predlozˇene su neke metode rjesˇavanja veza, no sve uglav-
nom ukljucˇuju dodatne probleme koji se temelje na sumnjivim pretpostavkama. Ako ne
postoji jasna predodzˇba razumnih dosljednih rezultata, medu moguc´im poredcima, treba
zakljucˇiti da je zapravo interval promatranja presˇirok i da bi ga trebalo pokusˇati suziti.
Naravno, moguc´e je napraviti razlicˇite pretpostavke o rjesˇavanju zabiljezˇenih veza. Na pri-
mjer, ako su dvije osobe zabiljezˇene u razdoblju od 6 mjeseci, a njihove dobi posljednjeg
rodendana na pocˇetku razdoblja bile su 28 i 58 godina, razumno je da nam to daje veliku
tezˇinu moguc´nosti da je druga osoba zapravo prva od dvije koja c´e umrijeti.
1.4 Cenzuriranje podataka
Iako je vrijeme do pojave odredenog dogadaja neprekidna varijabla, analiza dozˇivljenja
uzima u obzir glavni analiticˇki problem koji nazivamo cenzuriranje. Cenzuriranje se dogada
kada imamo djelomicˇne informacije o vremenu dozˇivljenja pojedinca, ali ne znamo tocˇno
vrijeme dozˇivljenja. Drugim rijecˇima, kad ispitujemo vrijeme do neuspjeha za odredenu
skupinu, na kraju vremena promatranja pojedini subjekti koji su u skupini nec´e dozˇivjeti
neuspjeh. Dakle, cenzuriranjem ne dobivamo potpunu informaciju o vremenu dozˇivljenja
vec´ samo znamo da je dosegla neku vrijednost.
Tri glavna razloga za cenzuriranje podataka:
1. Kod promatranog subjekta promatrani dogadaj se nije dogodio unutar promatranog
razdoblja.
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2. Iz nekog razloga visˇe nije moguc´e pratiti subjekt unutar perioda promatranja, subjekt
je izgubljen tokom procesa promatranja.
3. Subjekt se povlacˇi iz promatranja zbog smrtnog ishoda (ukoliko smrt nije promatrani
dogadaj) ili nekog drugog razloga.
Pretpostavimo da promatramo uzorak odN subjekata. Vrijeme cenzuriranja je slucˇajna
varijabla. Oznacˇimo s Ti stvarno vrijeme dozˇivljenje subjekta i = 1, 2, . . . , N (vrijeme
koje nas zanima u studiji), a sa Ci potencijalno cenzurirano vrijeme. Pretpostavimo da su
to nezavisne slucˇajne varijable. Sada vrijeme proteklo od ukljucˇivanja u studiju oznacˇimo
sa
ti = min(Ti, Ci).
Uvodimo indikator dogadaja za cenzuriranje, δi. Indikator poprima vrijednost δi = 1 uko-
liko je dogadaj od interesa opazˇen tj. ako je Ti < Ci, odnosno δi = 0 u slucˇaju cenzuriranja,
ako je Ti ≥ Ci.
Dakle, s obzirom na prisutnost cenzuriranja cˇesto je najbolji nacˇin prikazivanja poda-
taka u obliku uredenog para (ti, δi). Jedna od osnovnih pretpostavki statisticˇkih modela
analize dozˇivljenja jest da su podaci {(ti, δi), i = 1, 2, . . . , N} dobiveni u uzorku od N
subjekata nezavisni. Nadalje, ukoliko su podaci cenzurirani, pretpostavlja se da su varija-
ble Ti nezavisne, sˇto nam u praksi daje moguc´nost relativno tocˇne procjene cenzuriranih
podataka onim podacima koji su dobiveni od necenzuriranih u trenucima nakon cenzurira-
nja. To je zato sˇto takvo, neinformativno cenzuriranje (vrijeme cenzuriranja nezavisno od
vremena opazˇanih dogadaja) ne utjecˇe na vjerojatnost nekog ishoda u studiji, odnosno su-
bjekti cˇiji su podaci cenzurirani imaju istu vjerojatnost prezˇivljavanja kao i ostali subjekti
iz uzorka.
U praksi se prisutnost informativnog cenzuriranja pokusˇava izbjec´i pazˇljivim dizajnom
studije i oprezom pri njenom provodenju. Ukoliko je broj subjekata koji visˇe nisu dio
studije iz ranije navedenih razloga relativno malen, mogu se primijeniti metode analize
bazirane na neinformativnom cenzuriranju.
U praksi se najcˇesˇc´e javljaju dva tipa cenzuriranja, tzv. tip I i tip II.
• Cenzuriranje tipa I
Kod ovog tipa prikupljanja podataka pretpostavlja se da se promatranje slucˇajnog
uzorka prekida nakon izvjesnog fiksnog vremena te t predstavlja vrijeme dozˇivljenja
poznato samo za one subjekte koji su dozˇivljeli neuspjeh do tog vremena. Ukoliko
do tog trenutka osoba nije iskusila dogadaj od interesa, smatrat c´emo to cenzuri-
ranim promatranjem, jer je sasvim moguc´e da se dogadaj pojavio nakon zavrsˇetka
promatranja.
• Cenzuriranje tipa II
Problem cenzuriranja tipa I je fiksno vrijeme cenzuriranja. Ako je fiksno vrijeme ve-
liko, veliki su trosˇkovi eksperimenta. Ako je fiksno vrijeme malo, mozˇe se dogoditi
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da se promatra manji dio uzorka. Da bi se to izbjeglo, mozˇemo odrediti da eksperi-
ment zavrsˇi nakon sˇto odredeni broj subjekata dozˇivi neuspjeh, sˇto nam i predstavlja
cenzuriranje tipa II. Pretpostavimo da imamo ukupno n ∈ N podataka. Od n poda-
taka neka r ∈ N subjekata u uzorku dozˇivi neuspjeh, tada imamo n− r cenzuriranih
promatranja. Dakle, dani podaci su
T1 ≤ T2 ≤ · · · ≤ Tr.
U ovom slucˇaju vrijeme cenzuriranja je Tr, slucˇajni trenutak u kojem promatranje
zavrsˇava. Ova metoda je pogodna za testiranje raznih alata i oprema.
Nadalje, u praksi podaci mogu biti lijevo, desno i intervalno cenzurirani.
1.4.1 Desno cenzuriranje
Pretpostavimo da je subjekt usˇao u proces promatranja u nekom vremenu t0. Neka je su-
bjekt dozˇivio neuspjeh u nama nepoznatom trenutnu t0 + t. Posljednja informacija s kojom
raspolazˇemo je ta da se u trenutku t0 + c (c, t ∈ R+, c < t) nije dogodio neuspjeh. Tada
c nazivamo cenzuriranim vremenom dozˇivljenja i pritom je rijecˇ o desnom cenzuriranju.
Ovaj nacˇin promatranja se koristi kada zbog nedostatka vremena ili velikih trosˇkova is-
trazˇivanje mora zavrsˇiti prije nego sˇto sve osobe iskuse dogadaj od interesa ili napuste
promatranje zbog nekog razloga. Vrijeme promatranja nije isto za sve osobe, i ovisi o
tome jesu li iskusile dogadaj od interesa ili napustile promatranje prijevremeno. Dakle,
podaci su desno cenzurirani kada tocˇno vrijeme dozˇivljenja promatranog pojedinca postaje
nepotpuno na desnoj strani promatranog perioda.
1.4.2 Lijevo cenzuriranja
Vrijeme je lijevo cenzurirano u c ukoliko je vrijeme dozˇivljenja manje ili jednako c. Dakle,
dogadaj od interesa za promatrani subjekt se dogodio prije njegovog ulaska u istrazˇivanja
i ne znamo tocˇno kad se dogodio. Na primjer, promatrajmo starost djeteta u kojoj naucˇi
neki zadatak. Ako je dijete vec´ znalo to napraviti na pocˇetku istrazˇivanja taj podatak c´e
biti lijevo cenzuriran. Prema tome, lijevo cenzurirani podaci su oni kod kojih je vrijeme
dozˇivljenja promatranog subjekta nepotpuno na lijevoj strani. Pojavljuje se u medicini, na
primjer kad ne znamo tocˇno vrijeme prvog izlaganja virusu, vec´ pocˇinjemo pratiti osobu
nakon pozitivnog testa na promatrani virus. Iako podaci mogu biti i lijevo cenzurirani,
vec´ina podataka u analizi dozˇivljenja je desno cenzurirana.
1.4.3 Intervalno cenzuriranje
Kao kombinacija lijevog i desnog cenzuriranja javlja se pojam intervalnog cenzuriranja.
Dakle, kod intervalnog cenzuriranja imamo dvostruko cenzurirane podatke.
Intervalno cenzuriranje je prikupljanje podataka unutar nekog intervala 〈c1, c2〉, znacˇi
da je nepoznato vrijeme dozˇivljenja t0 + t vec´e, odnosno manje od opazˇenog vremena
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t0 + c1, odnosno t0 + c2 tj. t0 + c1 < t0 + t < t0 + c2 (c1, c2, t ∈ R+, c1 < t < c2). Tocˇan
trenutak neuspjeha znamo samo ako se dogodio unutar nekog intervala.
Ovaj tip cenzuriranja pojavljuje se u slucˇajevima gdje se promatranja ponavljaju neko-
liko puta u razlicˇitim intervalima. Pojavljuje se u nekim medicinskim istrazˇivanjima, gdje
pacijenti dolaze na promatranja u nekoliko perioda, te se samo na promatranju mozˇe utvr-
diti da je nastupio dogadaj od interesa. Primjer takvog istrazˇivanja je prac´enje bolesnika
svaka tri mjeseca da bi se otkrio povratak raka nakon operacije bolesnik.
Takoder, ovaj nacˇin promatranja je cˇest i kod ispitivanja raznih proizvoda, gdje inspek-
cija dolazi u periodima kako bi ispitala kvalitetu i valjanost samih proizvoda.
Osim cenzuriranja, problem pri provodenju studije mozˇe predstavljati i velika hetero-
genost podataka. Subjekti koji su dio studije se vrlo cˇesto razlikuju po odredenim karakte-
ristikama koje mogu imati utjecaj na konacˇni ishod. Iako se ovaj problem pokusˇava rijesˇiti
postavljanjem odredenih kriterija pri ulasku u studiju, o njemu je potrebno voditi racˇuna i
pri postavljanju statisticˇkih modela za svaku pojedinu studiju.
1.5 Odrezani podaci
Podaci u analizi dozˇivljenja se cˇesto skupljaju u ogranicˇenom vremenskom periodu ili unu-
tar odredenih vrijednosti. Na primjer, osiguravajuc´a drusˇtva cˇesto zanimaju samo sˇtete vec´e
od nekog odredenog iznosa, tada oni nemaju nikakvih saznanja o sˇtetama koje su manje
od tog iznosa niti postoje li takve sˇtete uopc´e. U takvim situacijama govorimo o rezanim
podacima (eng. truncation data) i potrebna je primjena rezanih distribucija.
Kazˇemo da je uzorak podataka odrezan ukoliko se u njemu nalaze samo podaci za
one osobe koje su iskusile dogadaj od interesa tocˇno u unaprijed odredenom intervalu
〈Yl, Yd〉 , l, d ∈ N. Osobe koje nisu iskusile dogadaj od interesa u navedenom intervalu
nisu promatrane i istrazˇitelji nemaju nikakve informacije o njima, one su ’odrezane’ od
istrazˇivanja. To je i razlika izmedu odrezanih i cenzuriranih podataka, jer smo kod cenzu-
riranih podataka imali barem djelomicˇnu informaciju i o tim osobama. Veoma je vazˇno da
znamo da su podaci s kojima radimo odrezani, jer se tada za procjene osnovnih parametara
analize dozˇivljenja koriste druge tehnike.
1.5.1 Lijevo odrezani podaci
Razanje slijeva javlja se kada subjekt (pojedinac ili predmet) ulazi u promatranje u odrede-
noj dobi i prati se od vremena ulaska do vremena kada dolazi neuspjeh ili do cenzuriranja
subjekata. Tada je Yd beskonacˇan, a u obzir dolaze samo oni subjekti kojima se dogadaj od
interesa dogodio nakon trenutka Yl.
Ovakvu vrstu podataka mozˇemo imati kada, primjerice, zˇelimo procijeniti distribuciju
velicˇina nekih sitnih cˇestica. Promjer tih cˇestica mjerimo pomoc´u mikroskopa, ali neke
cˇestice su mozˇda toliko malene da nec´e biti moguc´e niti pomoc´u mikroskopa izmjeriti
njihov promjer. Njih c´emo zanemariti, odnosno nec´emo uzeti nikakve podatke o njima.
U ovom slucˇaju odrezali smo sve podatke vezane za cˇestice koje imaju promjer manji od
onog kojeg mozˇe zabiljezˇiti mikroskop.
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Josˇ jedan primjer lijevog rezanja mozˇe biti istrazˇivanje nad stanovnicima umirovlje-
nicˇkog doma. Da bi osoba mogla biti primljena u umirovljenicˇki dom, ona mora imati
dovoljan broj godina, stoga sve osobe koje su umrle ranije ne mogu biti dio istrazˇivanja, i
zato ove podatke smatramo lijevo odrezanima.
1.5.2 Desno odrezani podaci
Desno rezanje javlja se kada promatramo samo subjekte koji su dozˇivjeli dogadaj od inte-
resa.
Pretpostavimo da zˇelimo procijeniti distribuciju udaljenosti zvijezda od zemlje. Neke
zvijezde su toliko daleke da nec´e biti moguc´e izmjeriti njihovu udaljenost od zemlje, stoga
njih nec´emo uzeti u obzir, odnosno podaci o njima c´e biti odrezani.
Desno odrezani podaci pojavljuju se primjerice i u istrazˇivanju gdje zˇelimo procije-
niti distribuciju vremena potrebnog za razvijanje neke zarazne bolesti, ukoliko se osoba
zarazila transfuzijom. Tada imamo fiksiran datum kada c´emo uzimati podatke za ovo is-
trazˇivanje, pa u obzir nec´emo uzimati podatke za one osobe kojima je razdoblje potrebno
za razvijanje bolesti vec´e od razdoblja koje je prosˇlo od dana transfuzije do datuma kada
se prikupljaju podaci. Stoga, su podaci za osobe kojima se bolest nije razvila do dana
uzimanja podataka desno odrezani.
Poglavlje 2
Distribucije dozˇivljenja
2.1 Distribucija dozˇivljenja
Podaci u analizi dozˇivljenja, kako smo spomenuli u prethodnom poglavlju, predstavljaju
vrijeme proteklo od odabrane tocˇke pocˇetka promatranja do vremena nekog dogadaja koji
nam je od interesa. Ova vremena su zapravo empirijska realizacija slucˇajne varijable T
koju nazivamo vrijeme dozˇivljenja. Odredenu vrijednost koju T poprima oznacˇit c´emo s t.
Prema prethodnom poglavlju, dogadaj mozˇe oznacˇavati smrt, pocˇetak razvoja neke
bolesti, pojavu tumora ili bilo koje iskustvo od interesa koje se mozˇe dogoditi pojedincu.
U skladu s tim dogadaj nazivamo neuspjeh odnosno pad.
Pretpostavimo da promatramo homogenu populaciju. Neka slucˇajna varijabla T po-
prima vrijednosti u skupu [0,+∞〉. Funkcija F : [0,+∞〉 → [0, 1] definirana formulom
F (t) = P(T ≤ t)
daje vjerojatnost da je vrijeme dozˇivljenja manje ili jednako t i naziva se funkcijom distri-
bucije varijable T . Funkcija distribucije je monotono neopadajuc´a i zadovoljava sljedec´a
dva svojstva:
F (0) = 0 i lim
x→∞
F (t) = 1.
Pretpostavimo da je funkcija distribucije F derivabilna u gotovo svim tocˇkama domene.
Tada njenu derivaciju
d
dt
F (t) = f(t)
nazivamo funkcijom gustoc´e slucˇajne varijable T .
Definicija 1 Funkcija dozˇivljenja S : R+ → [0, 1] slucˇajne varijable T definirana je sa
S(t) = P(T > t).
Funkcija dozˇivljenja (eng. survival function) je vjerojatnost da slucˇajna varijabla T
postigne vrijednost vec´u od t. Funkcija dozˇivljenja se obicˇno koristi u analizi dozˇivljenja
kao vjerojatnost da osoba zˇivi duzˇe od t godina ili da dozˇivi neki drugi dogadaj od interesa
tek nakon trenutka t.
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Ako je T neprekidna slucˇajna varijabla, tada je i S(t) neprekidna, nenegativna, pa-
dajuc´a funkcija. Kao sˇto mozˇemo vidjeti, funkcija dozˇivljenja je komplementarna funkciji
distribucije
S(t) = 1− F (t),
te za funkciju dozˇivljenja vrijede svojstva analogna svojstvima funkcije distribucije:
S(0) = 1 i lim
t→∞
S(t) = 0.
Ako je S(t) derivabilna, onda je funkcija gustoc´e
f(t) = −dS(t)
dt
. (2.1)
Stoga vrijedi
S(t) = P(T > t) =
∫ ∞
t
f(x)dx.
U analizi dozˇivljenja spomenuta funkcija gustoc´e ponekad se naziva i krivulja smrt-
nosti, te prema definiciji zapravo predstavlja trenutacˇnu stopu umiranja.
Neka je sada vrijeme dozˇivljenja T diskretna slucˇajna varijabla koja mozˇe poprimiti
vrijednosti {tj}; t1 < t2 < ... . Tada su odgovarajuc´e vjerojatnosti neuspjeha u trenutku
tj, j = 1, 2, . . . dane izrazom:
pj = P(T = tj) > 0, j = 1, 2, 3, ... . (p)
Pomoc´u ovih vjerojatnosti lako je odrediti funkciju dozˇivljenja, odnosno vjerojatnost pre-
zˇivljavanja nakon trenutka t.
Definicija 2 Funkcija dozˇivljenja diskretne slucˇajne varijable T je vjerojatnost da c´e je-
dinka prezˇivjeti interval [0, t〉 :
S(t) = P(T > t) =
∑
tj>t
pj, (2.2)
gdje su tj, j = 1, 2, . . . vrijednosti koje T mozˇe poprimiti te vrijedi t1 < t2 < ... .
Diskretna slucˇajna varijabla mozˇe biti posljedica zaokruzˇivanja rezultata istrazˇivanja,
grupiranja trenutaka u kojima je zabiljezˇen neuspjeh u intervale i slicˇno. U ovom slucˇaju
S(t) je takoder nerastuc´a funkcija.
Sada promatramo ove vjerojatnosti u dva uzastopna vremenska trenutka:
S(tj−1) = pj + pj+1 + . . .
S(tj) = pj+1 + pj+2 + . . .
Oduzimanjem dobijemo:
pj = S(tj−1)− S(tj). (2.3)
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Diskretna funkcija dozˇivljenja S(t) je padajuc´a step funkcija cˇije se vrijednosti mijenjaju
samo u vremenima tj te je, kao i funkcija dozˇivljenja u neprekidnom slucˇaju, neprekidna
zdesna:
S(t−j ) > S(tj) i S(t
−
j ) = S(tj−1), tj−1 ≤ t−j < tj,
pri cˇemu je
S(t−j ) = lim
t↑tj
S(t).
Alternativno, funkcijom dozˇivljenja mozˇemo smatrati vjerojatnost da c´e jedinka dosec´i
interval [t,+∞〉 :
S˜(t) = P(T ≥ t),
odnosno
S˜(t) = S(t−).
2.2 Funkcija hazarda
Uz funkciju dozˇivljenja osnovna velicˇina u analizi dozˇivljenja je funkcija hazarda (eng.
hazard function). Interpretiramo je kao priliku da osoba dobi t dozˇivi promatrani dogadaj
u sljedec´em trenutku. Poznata je i kao intenzitet smrtnosti u demografiji i aktuarstvu, te
kao funkcija rizika ili jednostavno kao stopa hazarda.
Definicija 3 Funkcija hazarda za neprekidnu slucˇajnu varijablu T , λ : R+ → R+ definira
se formulom
λ(t) = lim
4t→0+
P(t ≤ T < t+4t | T ≥ t)
4t . (2.4)
Prema definiciji λ(t)∆t mozˇemo interpretirati kao ”priblizˇnu” vjerojatnost da osoba
dobi t dozˇivi promatrani dogadaj u neposrednom sljedec´em trenutku. Pomoc´u funkcije
hazarda mozˇemo vidjeti kako se vjerojatnost da subjekt iskusi dogadaj od interesa mijenja
kroz vrijeme.
Izraz P(t ≤ T < t +4t | T ≥ t) oznacˇava uvjetnu vjerojatnost, tj. vjerojatnost da
slucˇajna varijabla T poprimi vrijednost iz intervala 〈t, t + ∆t] ako je njezina vrijednost
vec´a od t. Iskoristimo li formulu za uvjetnu vjerojatnost dogadaja dobivamo sljedec´e:
P(t ≤ T < t+4t | T ≥ t) = P(t ≤ T < t+4t, T ≥ t)
P(T ≥ t)
=
P(t ≤ T < t+4t)
P(T ≥ t)
=
F (t+4t)− F (t)
S(t)
.
Uvrstimo li dobivenu jednakost u (2.4) slijedi:
λ(t) =
1
S(t)
lim
4t→0
F (t+4t)− F (t)
4t .
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Buduc´i da je gornji limes jednak funkciji gustoc´e f(t), funkciju hazarda mozˇemo zapisati
i u sljedec´em obliku:
λ(t) =
f(t)
S(t)
=
f(t)
1− F (t) . (2.5)
Postoji visˇe oblika funkcije hazarda ovisno o problemu koji opisuje. Jedino zajednicˇko
svojstvo svim funkcijama hazarda je da su nenegativne, tj. λ(t) ≥ 0. Funkcija hazarda
mozˇe za vrijeme pojave promatranog dogadaja posjedovati razlicˇite karakteristike. Pri-
mjerice, mozˇe biti konstantna, rasti, padati, mozˇe biti bathtub oblika (oblik ’kade’) ili
humpshaped oblika (oblik ’grbe’). Modeli sa rastuc´im funkcijama hazarda mogu se poja-
viti kod prirodnog starenja. To je posljedica cˇinjenice da je kod starijih ljudi vec´a stopa
umiranja. Padajuc´e funkcije hazarda su rjede, pojavljuju se kod slucˇajeva kad je odmah
u pocˇetku najvec´a vjerojatnost neuspjeha. Upotrebljavaju se kod nekim tipovima elek-
tronicˇkih uredaja ili kod pacijenata koji su imali transplantacije. Bathtub oblik je najprik-
ladniji za populacije koje se prate od rodenja. U ovom slucˇaju, u ranom periodu, intezitet
(funkcija hazarda) je vrlo velik, zbog djecˇjih bolesti. S vremenom brzo pada, da bi se nakon
toga stabilizirao, tj. postao gotovo konstantan. U posljednjoj fazi funkcija hazarda pocˇinje
rasti pratec´i prirodno starenje. Razni strojevi se takoder mogu odmah na pocˇetku pokvariti
zbog neispravnih dijelova, a kasnije opet postati neispravni zbog dotrajalosti. Humpshaped
oblik obicˇno se koristi za modele nakon uspjesˇnih operacija gdje je pocˇetni rizik vec´i (zbog
infekcija, hemoragija ili drugih komplikacija), nakon cˇega slijedi stalan pad rizika pratec´i
pacijentov oporavak.
Definicija 4 Neka je dan skup J = {t1, t2, t3, ...}. Diskretna funkcija hazarda, λ : J → R+
dana je sa
λ(tj) = P(T = tj | T ≥ tj), tj ∈ J.
Prema (p) vrijedi
λ(tj) =
pj
S(t−j )
=
pj
pj + pj+1 + · · · ,
gdje je S(t0) = 1.
Koristec´i (2.3) slijedi
λ(tj) =
S(tj−1)− S(tj)
S(tj−1)
= 1− S(tj)
S(tj−1)
,
pa imamo:
S(tj) = S(tj − 1)(1− λ(tj)), j = 1, 2, . . . .
Stavimo li S(t0) = S(0) = 1 i rekurzivno primijenimo gornju formulu za vremena t1 <
t2 < ... mozˇemo primjetiti, da se funkcija dozˇivljenja mozˇe napisati i kao produkt uvjetnih
vjerojatnosti dozˇivljenja
S(t) =
∏
tj≤t
S(tj)
S(tj−1)
.
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Iz toga je lako izvesti relaciju koja povezuje funkciju hazarda i funkciju dozˇivljenja za
diskretnu slucˇajnu varijablu:
S(t) =
∏
tj≤t
(1− λ(tj)).
Ova formula potvrduje ono sˇto je intuitivno jasno, da dozˇivljenje trenutka t nuzˇno zahtijeva
i dozˇivljenje svih trenutaka tj izmedu 0 i t.
Sada imamo i vjerojatnost pada u intervalu [tj−1, tj〉 koja je dana sa
P(T = t) = λ(t)
∏
tj≤t
(1− λ(tj)).
Definicija 5 Funkcija kumulativnog hazarda Λ : R+ → R+ pripadne funkcije distribucije
F definirana je izrazom
Λ(t) :=
∫ t
0
λ(u)du, (2.6)
gdje je λ funkcija hazarda definirana u (2.4).
U diskretnom vremenu kumulativni hazard definiramo:
Λ(t) = −
∑
tj≤t
log(1− λ(tj)).
Za relativno mali λ(tj) vrijedi da je log(1−λ(tj)) priblizˇno jedanak−λ(tj), pa kumulativni
hazard postaje priblizˇno jednak izrazu:
Λ(t) =
∑
tj≤t
λ(tj).
Na osnovi funkcije hazarda mozˇemo odrediti kojem modelu pripadaju podaci, npr. eks-
ponencijalnom ili Weibullovom.
Primjer 6 (Weibullova funkcija) Distribuciju cˇija je funkcija dozˇivljenja dana formulom
S(t) = e−λt
α
, λ > 0, α > 0
zovemo Weibullova funkcija.
Za Weibullovu distribuciju funkcija rizika dana je izrazom
λ(t) = λαtα−1, t ≥ 0,
gdje je λ > 0 parametar oblika i α > 0 parametar skaliranja.
Slika 2.1 prikazuje Weibullove funkcije dozˇivljenja za razlicˇite parametre λ i α.
Sve krivulje dozˇivljenja imaju jednake osnovne osobine. Monotono padajuc´e su funk-
cije cˇija vrijednost je 1 u 0, a 0 kada t→∞.
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Slika 2.1
Funkcija rizika Weibullove distribucije je monotono rastuc´a za α > 1, padajuc´a za
0 < α < 1 i konstantna za α = 1.
Za Weibullovu distribuciju kumulativna funkcija rizika ima oblik
Λ(t) = λtα
i ona je nelinearna funkcija od t.
Eksponencijalni model je posebni slucˇaj Weibullovog modela, za α = 1.
Mozˇemo uocˇiti da su vjerojatnosna funkcija gustoc´e f(t), funkcija hazarda λ(t) i funk-
cija dozˇivljenja S(t) zapravo samo razlicˇiti nacˇini zapisivanja razdiobe vremena dozˇivljenja
T pa uspostavljamo veze izmedu njih kako bismo iz informacija koje pruzˇa jedna funkcija
odredili informacije koje su nam potrebne.
Veze su dane sljedec´im jednadzˇbama:
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λ(t) =
f(t)
S(t)
=
−d log [S(t)]
dt
.
Integriranjem dobijemo ∫ t
0
λ(u)du = − logS(u)|t0,
te iz cˇinjenice da je S(0) = 1, dolazimo do izraza za kumulativni hazard:
Λ(t) = − logS(t).
Djelujemo li sad eksponencijalnom funkcijom, dobit c´emo relaciju koja povezuje funkciju
dozˇivljenja i funkciju hazarda (odnosno kumulativnog hazarda):
S(t) = exp[−Λ(t)] = exp
[
−
∫ t
0
λ(u)du
]
, (2.7)
te
f(t) = λ(t) exp
(
−
∫ t
0
λ(u)du
)
= λ(t) exp(−Λ(t)).
Iskoristimo li cˇinjenicu da je S(∞) = 0 te da λ(t) ≥ 0, slijedi
lim
t→∞
∫ t
0
λ(u)du =∞.
Distribucija slucˇajne varijable T je u potpunosti odredena jednom od ovih jednadzˇbi. Takoder,
mozˇemo primjetiti da su funkcija dozˇivljenja i funkcija hazarda obrnuto proporcionalne
velicˇine za dano t, sˇto je vec´a funkcija dozˇivljenja to je manja funkcija hazarda i obrnuto.
2.3 Ocˇekivano trajanje zˇivota
Ocˇekivano trajanje zˇivota, kako smo naveli u prvom poglavlju, oznacˇavamo s e0t i govori
nam koliko je ocˇekivano trajanje ostatka zˇivota osobe koja ima t godina.
Definicija 7 Ocˇekivano trajanje ostatka zˇivota u trenutku t definiramo kao:
e0t := E[T − t | T > t]
Ako je T neprekidna slucˇajna varijabla, vrijedi:
e0t =
∫∞
t
(x− t)f(x)dx
S(t)
.
Nadalje, ako iskoristimo prethodno dokazanu jednakost f(x) = −S ′(x), imamo:
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E[T − t|T > t]S(t) =
∫ ∞
t
(x− t)f(x)dx =
= −(x− t)S(t)|∞t +
∫ ∞
t
S(x)dx =
= 0 +
∫ ∞
t
S(x)dx.
Sada ocˇekivano trajanje zˇivota mozˇemo zapisati kao
e0t =
∫∞
t
(x− t)f(x)dx
S(t)
=
∫∞
t
S(x)dx
S(t)
.
Uvrsˇtavanjem t = 0 i S(0) = 1 u gornju jednadzˇbu dobivamo formulu za ocˇekivano
ukupno trajanje zˇivota , µ := e00.
Ocˇekivano ukupno trajanje zˇivota ili srednja stopa neuspjeha µ definira se kao mate-
maticˇko ocˇekivanje slucˇajne varijable T :
µ = E[T ] =
∫ ∞
0
xf(x)dx =
∫ ∞
0
xλ(x)S(x)dx.
Mozˇemo uocˇiti da je ocˇekivano trajanje preostalog zˇivota jednako povrsˇini ispod krivu-
lje funkcije dozˇivljenja za vrijednosti vec´e od t, podijeljeno sa S(t). S druge strane za
ocˇekivano trajanje zˇivota µ vrijedi da je ono jednako ukupnoj povrsˇini ispod krivulje funk-
cije dozˇivljenja.
Sada lako mozˇemo uspostaviti vezu izmedu funkcije dozˇivljenja i varijance:
E[T 2] =
∫ ∞
0
x2f(x)dt = −x2S(t)|∞t +
∫ ∞
t
2xf(x)dx = 0 + 2
∫ ∞
0
xf(x)dx,
Var(T ) = E([T − E(T )]2) = E[T 2]− (E[T ])2 = 2
∫ ∞
0
xf(x)dx−
(∫ ∞
0
S(x)dx
)2
.
Definicija 8 p-ti kvantill distribucije T je najmanji tp takav da zadovoljava:
S(tp) ≤ 1− p,
odnosno, tp = inf{x : S(x) ≤ 1− p}.
Definicija 9 Medijan zˇivotnog vijeka je 0.5-kvantil distribucije slucˇajne varijable T , oznacˇava
se sa T0.5.
Za neprekidnu varijablu T vrijedi da medijan zˇivotnog vijeka zadovoljava jednadzˇbu
S(T0.5) = 0.5.
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2.4 Uvjetna vjerojatnost neuspjeha i sredisˇnja stopa
U analizi podataka o smrtnosti cˇesto nas zanima vjerojatnost da osoba koja je dozˇivjela
vrijeme t∗ prezˇivi i do vremena t za t ≥ t∗, tj. ne moramo nuzˇno proucˇavati samo vri-
jeme dozˇivljenja, vec´ mozˇemo promatrati vrijeme do odredenog dogadaja koji nam je
od vazˇnosti. Mozˇemo govoriti o vjerojatnosti da se dogadaj dogodio u malom intervalu
izmedu t i t + ∆t. Nadalje, hoc´emo da ta vjerojatnost bude uvjetna s obzirom na indiv-
dualno vrijeme dozˇivljenja za neko vrijeme t. To je vazˇno, jer ako je osoba vec´ umrla,
onda nije rizicˇna za taj dogadaj. Dakle, zˇelimo one osobe koje ulaze na pocˇetak intervala
[t, t+ ∆t〉.
Uvjetna vjerojatnost neuspjeha u intervalu [t, t + ∆t〉, uz dano dozˇivljenje vremena
(dobi) t, je priblizˇno λ(t)∆t, dok je za bezuvjetnu vjerojatnost neuspjeha u [t, t + ∆t〉
priblizˇno vrijedi
f(t)∆t = S(t)λ(t)∆t.
Takoder, prema (2.5) za vjerojatnosnu funkciju gustoc´e vrijedi
f(t) = S(t)λ(t). (2.8)
Uocˇimo da funkciju dozˇivljenja mozˇemo izraziti u terminima buduc´eg zˇivotnog vijeka
S(t) =
∫ ∞
t
f(u)du =
∫ ∞
t
λ(u)S(u)du,
dok je u (2.7) funkcija dozˇivljenja izrazˇena u teminima dozˇivljenog.
Zbog jednostavnosti zapisa umjesto ∆t pisat c´emo x. U aktuarskoj literaturi uvjetna
vjerojatnost da c´e osoba stara t godina umrijeti unutar narednih x godina oznacˇava se s xqt.
Sa x je prikazana duljina razdoblja tijekom kojeg se racˇuna ova vjerojatnost. Za x = 1
koristit c´emo krac´u oznaku qt umjesto xqt.
Imamo:
xqt = P(t ≤ T < t+ x|T ≥ t) =
∫ t+x
t
f(u)du∫ 0
t
f(u)du
=
∫ t+x
t
λ(u)S(u)du∫ 0
t
λ(u)S(u)du
=
S(t)− S(t+ x)
S(t)
.
Uocˇimo da je S(t) − S(t + x) udio neuspjeha izmedu dobi t i t + x. S druge strane,
ocˇekivana stopa smrtnosti koju smo oznacˇili sa e0t dana je izrazom
e0t =
∫ t+x
t
λ(u)S(u)du∫ t+x
t
S(u)du
=
S(t)− S(t+ x)∫ t+x
t
S(u)du
.
Slijedi da je vjerojatnost da c´e osoba koja je dozˇivjela t godina prezˇivjeti josˇ barem x
godina jednaka
xpt = 1−x qt = S(t+ x)
S(t)
.
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Za skup tocˇaka t0 = 0 < t1 < t2 < ... < tk imamo
S(tk) = exp
[
−
∫ tk
t
λ(u)du
]
= exp
[
−
k−1∑
i=0
∫ ti+1
ti
λ(u)du
]
=
k−1∏
i=0
exp
[
−
∫ ti+1
ti
λ(u)du
]
=
k−1∏
i=0
pxi =
k−1∏
i=0
(1−x qt). (2.9)
Formula (2.9) je vrlo vazˇna za izgradnju tablica smrtnosti, o kojoj smo visˇe govorili u
prvom poglavlju.
2.5 Parametarska distribucija dozˇivljenja
S ciljem pronalaska veze izmedu vremena dozˇivljenja promatranih subjekata i unaprijed
odredenih varijabli koristi se statisticˇko modeliranje. Ovakvim pristupom prema analizi
vremena dozˇivljenja mozˇemo otkriti kako za pojedine grupe subjekata vrijeme dozˇivljenja
ovisi o tim varijablama.
Jedna od moguc´ih klasa modela koju c´emo u ovom radu koristiti u statisticˇkoj analizi
su parametarski modeli. Parametarski model (ili parametarska familija) je familija distri-
bucija odredena konacˇnim brojem parametara. Ukoliko se radi o neprekidnom modelu,
zapisujemo ga kao:
P = {f(·; θ) : θ ∈ Θ},
gdje je f funkcija gustoc´e vremena dozˇivljenja, θ vektor parametara i Θ prostor dozvolje-
nih vrijednosti koje vektor parametara mozˇe poprimiti.
2.5.1 Postupci prilagodbe funkcije parametarske distribucije
Prilagodba parametarskih distribucija dozˇivljenja pretpostavlja da je oblik funkcije dozˇi-
vljenja (tj. familija kojoj pripada) vec´ poznat. Potrebno je procijeniti vrijednosti parame-
tara koji se pojavljuju u matematicˇkoj formuli funkcije distribucije dozˇivljenja koju pro-
matramo. Razlikujemo dvije glavne grupe metoda koje se u primijenjenim istrazˇivanjima
standarno koriste za procjenu parametara: graficˇke i analiticˇke. Obje grupe metoda imaju
svoje prednosti i nedostatke.
Brzina i jednostavnost su prednosti graficˇkih metoda. Vec´inom se zasnivaju na crta-
nju nekih funkcija funkcije hazarda (λ(t)) ili kumulativne funkcije hazarda (Λ(t)) nasuprot
nekih funkcija varijable t. Funkcije su obicˇno odabrane tako da c´e, ukoliko je parametar-
ski oblik funkcije dozˇivljenja prikladan, dobiveni graf biti priblizˇno jednak ravnoj liniji.
Upotreba posebnog graficˇkog papira kojeg nazivamo hazardni papir ili vjerojatnosni papir
mozˇe olaksˇati crtanje.
Od analiticˇkih metoda standarno se koristi metoda maksimalne vjerodostojnosti koja
se smatra vrlo pouzdanom i o njoj c´emo detaljnije govoriti u nastavku.
Iako se statisticˇke metode cˇesto koriste kod rjesˇavanja problema procjene parametara,
rezultati dobiveni korisˇtenjem ovih metoda nisu pouzdani u slucˇaju malog uzorka podataka,
te se ne preporucˇuju za korisˇtenje u takvim situacijama.
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2.5.2 Procjena parametara
Kao sˇto smo prethodno spomenuli, parametarski modeli su poznati do na nepoznati para-
metar θ ∈ Θ ⊆ Rk. Buduc´i da nam je parametar nepoznat cilj nam je na temelju podataka
procijeniti vrijednost parametra. Za pravu vrijednost nepoznatog parametra koristimo oz-
naku θ, a za procjenitelja koristimo oznaku θ̂. Definiciju navodimo u nastavku.
Definicija 10 Neka je P = {Fθ : θ ∈ Θ ⊆ Rk} parametarski statisticˇki model, θ k-
dimenzionalni parametar, Θ prostor dozvoljenh vrijednosti parametara. Neka je X =
(X1, . . . , Xn) slucˇajni uzorak s distribucijom iz danog modela i t : Rn → Θ funkcija.
Slucˇajan vektor T = t(X) je procjenitelj za θ.
2.5.2.1 Procjenitelj maksimalne vjerodostojnosti
Metoda maksimalne vjerodostojnosti (eng. Maximum Likelihood Method), krac´e ML-
metoda, jedna je od najpopularnijih opc´ih statisticˇkih metoda za nalazˇenje dobrih pro-
cjenitelja nepoznatih parametara u parametarskim modelima. Njezina prednost je u tome
sˇto se mozˇe primijeniti na vec´inu teorijskih distribucija, te na razne uzorke cenzuriranih
podataka. Osim toga, uz odredene uvjete, ova metoda ima dobra statisticˇka svojstva kao
sˇto su konzistetnost i asimptotska normalnost. Otkric´e ML-metode pripisuje se engleskom
statisticˇaru A. Fisheru (1890.− 1962.).
Parametarski modeli, kao sˇto su Weibullov ili eksponencijalni model, lako se mogu
procjenjivati. Parametri se procjenjuju metodom maksimalne vjerodostojnosti za sˇto nam
je potrebno odrediti funkciju vjerodostojnosti.
Definicija 11 Neka je (x1, x2, . . . , xn) vrijednost slucˇajnog uzorka X = (X1, X2, . . . , Xn)
iz parametarskog statisticˇkog modela s pripadnom funkcijom gustoc´e f(x|θ), gdje je θ ∈ Θ
nepoznati parametar. Funkcija vjerodostojnosti L : Θ→ R je zadana formulom:
L(θ) :=
n∏
i=1
f(xi|θ).
Definicija 12 Procjena metodom maksimalne vjerodostojnosti parametra θ je ona vrijed-
nost θ̂ ∈ Θ za koju funkcija vjerodostojnosti poprima maksimalnu vrijednost:
L(θ̂) = max
θ∈Θ
L(θ).
Ocˇito je θ̂ = θ̂(x1, . . . , xn). Dakle, procjenitelj maksimalne vjerodostojnosti, krac´e MLE,
parametra θ je statistika θ̂(X1, X2, . . . , Xn).
Zbog strogog rasta logaritamske funkcije problem maksimiziranja L(θ) ekvivalentan je
problemu maksimizacije logaritma funkcije vjerodostojnosti:
l(θ) = logL(θ) =
n∑
i=1
log f(xi|θ).
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Ako je l(θ) derivabilna funkcija i θ k-dimenzionalni parametar s vrijednostima u otvo-
renom skupu Θ, odnosno θ = (θ1, . . . , θk), onda mozˇemo odrediti ML-procjenitelj kao
stacionarnu tocˇku od l, tj. rjesˇavajuc´i sustav jednadzˇbi ∂l(θ)
∂θi
= 0 za svaki i = 1, . . . , k.
Gornji racˇun vrijedi uz pretpostavku da podaci nisu cenzurirani. Buduc´i da su podaci u
istrazˇivanjima najcˇesˇc´e cenzurirani, moramo tome prilagoditi funkciju vjerodostojnosti.
Svojstva ML-procjenitelja:
1. ML-procjenitelj ne mora biti nepristran,
2. ako je ML-procjenitelj jedinstven, onda je on funkcija bilo koje dovoljne statistike,
3. ako je ML-procjenitelj jedinstven i postoji potpuna dovoljna statistika, tada vrijedi
da ako je ML-procjenitelj nepristran, onda je ujedno i najmanje varijance.
Primjer 13 (Procjena parametra metodom maksimalne vjerodostojnosti) Neka je (X1
, . . . , Xn) jednostavan slucˇajan uzorak iz eksponencijalnog modela s parametrom λ > 0.
Slucˇajna varijabla X iz eksponencijalne distribucije dana je sljedec´om funkcijom gustoc´e:
f(x) = λe−λx, za x > 0.
Funkcija vjerodostojnosti dana je sljedec´im izrazom:
L(λ) =
n∏
i=1
λe−λx = θne−λ
∑n
i=1 xi = λne−nλx.
ML-procjenitelj za λ trazˇimo rjesˇavajuc´i jednadzˇbu log-vjerodostojnosti:
l(λ) = log λn − λ
n∑
i=1
xi. (2.10)
Deriviranjem izraza (2.10) te izjednacˇavanjem s nula dobivamo:
l´(λ) =
n
λ
−
n∑
i=1
xi = 0⇒ λ = 11
n
∑n
i=1 xi
,
l´ (´λ) = − n
λ2
< 0,
pa je λ̂ = 1
X
ML-procjenitelj za λ iz Exp(λ)-modela.
Procjenitelji dobiveni ovom metodom imaju dobra i lako odrediva asimptotska svoj-
stva, te su stoga posebno dobri za procjenitelje na osnovi velikih uzoraka. Nazˇalost ML-
procjenitelj ne mora uvijek postojati, a najcˇesˇc´e nije ni jedinstven. Ponekad je ML-procje-
nitelje tesˇko izracˇunati, ali mnogi racˇunalni programi kao sˇto su R i Matlab dostupni su za
pomoc´ u njihovu racˇunanju.
Poglavlje 3
Parametarski proporcionalni model
hazarda
U mnogim znanstvenim istrazˇivanjima, ali i u financijama, vazˇno je utvrditi ovisi li neka
odabrana velicˇina, (npr. duljina zˇivota) o drugim mjerenim velicˇinama npr. spolu, potrosˇnji
nekog proizvoda, visini u odrasloj dobi, itd. Veza izmedu takvih mjerenja je vrlo rijetko
jasna i deterministicˇka, pa je najcˇesˇc´e predstavljamo koristec´i vjerojatnosne modele.
Velicˇinu od interesa modeliramo kao slucˇajnu varijablu koju nazivamo zavisnom varija-
blom ili odzivom (eng. response), a sva ostala mjerenja nazivamo nezavisnim varijablama
ili poticajnim, te prediktorima ili kovarijatama (eng. predictors).
Podatke koje zˇelimo opisati tipicˇno reprezentiramo kao niz parova (xi, yi), i = 1, ..., n,
gdje je yi realizacija slucˇajne varijable Yi cˇija razdioba ovisi o kovarijatama xi. Kovari-
jate mogu primati numericˇke vrijednosti ili kategorijalne vrijednosti. U potonjem slucˇaju
zovemo ih faktorima (npr. spol ili kategorija vozila). Takoder, kovarijate mogu biti pro-
izvoljno velike dimenzije.
Problem kod promatranja populacija koje su heterogene, tj. gdje se pojedinci razlikuju
po obiljezˇjima koja mogu imati utjecaj na ishod, rjesˇavamo uvodenjem regresijskih mo-
dela. Regresijski model ukljucˇuje utjecaj razlicˇitih faktora na zavisnu varijablu, odnosno
na ishod.
Najpoznatiji takav model je jednostavna linearna regresija. Jednostavnom linearnom
regresijom opisuje se odnos medu pojavama za koje je svojstveno da svakom jedinicˇnom
porastu vrijednosti jedne varijable odgovara priblizˇno jednaka linearna promjena druge
varijable. Pretpostavljamo da slucˇajna varijabla Yi na linearan nacˇin ovisi o nekoj kovarijati
Xi, tj. linearna regresija ima oblik
Yi = β0 + β1Xi + εi,
gdje je (εi) niz nezavisnih jednako distribuiranih slucˇajnih varijabli s ocˇekivanjem 0 i vari-
jancom σ2. Ovaj model ima tri parametra β0, β1 i σ2.
U ovom odjeljku predstavljamo jedan nacˇin generalizacije modela dozˇivljenja na re-
gresijski model dozˇivljenja, tj. dozvoljavamo da uzorak bude heterogen dodavanjem vek-
tora kovarijata X = (X1, X2, . . . , Xn). Kao i kod drugih regresijskih modela, X mozˇe
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predstavljati kombinaciju binarnih, polinomnih, neprekidnih, spline-prosˇirenih, pa cˇak i
ordinalnih kovarijata ako postoji linearna zavisnost s varijablom odziva.
3.1 Model proporcionalnog hazarda
Modeli proporcionalnog hazarda su klasa statisticˇkih modela dozˇivljenja. Opc´enito, funk-
cija hazarda ovisi i o vremenu i o skupu kovarijata, od kojih neke mogu biti ovisne o
vremenu. Modeli proporcionalnog hazarda odvajaju te dvije komponente pa je funkcija
hazarda za vrijeme neuspjeha T u trenutku t, za pojedinca cˇiji je vektor kovarijata X, dana
formulom:
λ(t|X) = λ(t) exp(Xβ)
= λ(t) exp(β1X1 + β2X2 + . . .+ βnXn),
gdje je β = (β1, β2, . . . , βn) vektor regresijskih koeficijenata, a λ(t) osnovna funkcija
hazarda.
Ovu regresijsku formulaciju modela proporcionalnog hazarda skrac´eno c´emo oznacˇavati
s PH. Dakle, PH model nam daje izraz za rizik u vremenu t za subjekte sa skupom nezavis-
nih varijabli X. X predstavlja vektor nezavisnih varijabli koje su modelirane da predvide
pojedinacˇne rizike.
Uocˇavamo da je rizik u trenutku t umnozˇak dvije velicˇine. Prva velicˇina λ(t) predstav-
lja osnovnu funkciju hazarda ili funkciju hazarda za standarni subjekt, a druga velicˇina je
eksponencijalni izraz. Bitno svojstvo formule, a ticˇe se PH pretpostavke (pretpostavke o
proporcionalnom hazardu) je to da je osnovna funkcija hazarda samo formulacija vremena
t, a ne ukljucˇuje kovarijate. Suprotno tome, eksponencijalni izraz ukljucˇuje kovarijate, ali
ne ukljucˇuje t. Za ovakve kovarijate kazˇem da su vremenski nezavisne varijable. U ovom
radu bavit c´emo se iskljucˇivo vremenski nezavisnim kovarijatama.
Vremenski nezavisna varijabla definirana je kao varijabla cˇija se vrijednost za dani
subjekt ne mijenja kroz vrijeme. Primjetimo da se varijable kao sˇto su starosna dob i tezˇina
mijenjaju kroz vrijeme.
Osnovna funkcija hazarda λ(t) ne ovisi o kovarijatama tj. dobiva se kada sve kovarijate
izjednacˇimo sa 0 (X1 = X2 = . . . = Xn = 0), zato je i nazivamo osnovnom funkcijom.
Uvrsˇtavanjem u PH dobivamo:
λ(t|0) = λ(t) exp(β1 · 0 + β2 · 0 + . . .+ βn · 0)
= λ(t).
Dakle, model se svodi na funkciju hazarda λ(t) za baznu vrijednost kovarijata (X1, X2, . . .
, Xn) = (0, 0, . . . , 0). Slijedi da λ(t) mozˇe biti smatrana osnovnom verzijom funkcije
hazarda prije ukljucˇivanja i razmatranja nezavisnih varijabli.
Za λ(t) mozˇe se upotrijebiti bilo koja proporcionalna funkcija hazarda, a kasnije c´emo
pokazati da λ(t) mozˇe biti potpuno neodredena bez umanjivanja sposobnosti procjene β.
Ovisno o tome ima li osnovna funkcija hazarda λ(t) konstantan skalarni parametar β0, Xβ
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mozˇe ukljucˇiti ili iskljucˇiti β0. Xβ nazivamo linearni prediktor. Eksponencijalna forma
koristi se zbog pozitivnosti, a izraz exp(Xβ) mozˇe se nazvati relativna funkcija hazarda i u
mnogim je slucˇajevima funkcija primarnog interesa jer opisuje relativne ucˇinke kovarijata
na dozˇivljenje. Takav model implicira da je omjer hazarda kod dva subjekta iz populacije
konstantan tijekom danog vremena i da se kovarijate ne mijenjaju tijekom vremena. Kova-
rijate kao konstante su pozˇeljne buduc´i da se najcˇesˇc´e radi o podacima koji se ne mijenjaju
kroz vrijeme, kao sˇto su spol i rasa.
Model PH mozˇe se takoder izraziti pomoc´u kumulativnih funkcija hazarda i funkcije
dozˇivljenja:
Λ(t|X) = Λ(t) exp(Xβ)
S(t|X) = exp[−Λ(t) exp(Xβ)] = exp[−Λ(t)]exp(Xβ),
gdje je Λ(t) osnovna kumulativna funkcija hazarda, a S(t|X) vjerojatnost dozˇivljenja do
nekog odredenog trenutka t s obzirom na vrijednosti kovarijata X.
Propozicija 14
S(t|X) = S(t)exp(Xβ),
gdje je S(t) osnovna funkcija dozˇivljenja, exp(−λ(t)).
Dokaz.
S(t) = exp
(
−
∫ t
0
λ(u|x)du
)
= exp
(
− exp(Xβ)
∫ t
0
λ(u)du
)
=
(
exp
(
−
∫
0
tλ(u)du
))exp(Xβ)
= S(t)exp(Xβ).
Propozicija 15
f(t|X) = exp(Xβ)[S(t)]exp(Xβ)−1f(t),
gdje je f(t) funkcija gustoc´e (2.1).
Dokaz.
f(t|X) = λ(t|X)S(t|X)
= λ(t) exp(Xβ)[S(t)]exp(Xβ)
= exp(Xβ)[S(t)]exp(Xβ)−1f(t).
U zadanjoj jednakosti iskoristili smo (2.4).
Dakle, ucˇinak povec´anja udjela u kovarijatama multiplikativan je s obzirom na funkciju
hazarda i kumulativnu funkciju hazarda s faktorom exp(Xβ), ili ekvivalentno potenciranju
funkcije dozˇivljenja na exp(Xβ).
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3.2 Pregled modela i tumacˇenje parametara
U prethodnom poglavlju spomenuli smo prednosti log-hazarda ili log-kumulativnog ha-
zarda koji omoguc´uje jednostavnije razdvajanje i provjeru dijelova distribucije i regresije.
Sada navodimo dva izraza pomoc´u kojih mozˇemo lineralizirati model PH s obzirom na
Xβ:
log λ(t|X) = log λ(t) + Xβ
log Λ(t|X) = log Λ(t) + Xβ.
Bez obzira koji se od tri izraza modela koristi, prije nego model stavimo u upotrebu,
potrebno je provjeriti njegovu adekvatnost. Prvo treba provjeriti treba li neke od ukljucˇenih
varijabli transformirati prije ukljucˇivanja u model. Zatim imamo odredene pretpostavke u
parametarskom modelu dozˇivljenja PH:
1. Oblik osnovnih funkcija (λ,Λ i S) treba tocˇno odrediti.
2. Pri modeliranju funkcije hazarda odnos log-hazarda i jedne ili visˇe varijabli, koje su
prac´ene za svakog subjekta, je linearan.
3. Nacˇin na koji kovarijate utjecˇu na distribuciju treba biti mnozˇenje hazarda ili ku-
mulativnog hazarda s exp(Xβ) ili ekvivalentno dodavanje Xβ na log-hazard ili log-
kumulativni hazard za svaki t. Pretpostavlja se da je utjecaj kovarijata isti kod svih
vrijednosti t jer se log λ(t) mozˇe odvojiti od Xβ.
Regresijski koeficijent za Xj , βj , predstavlja povec´anje log hazarda ili log kumulativ-
nog hazarda u bilo kojoj fiksnoj tocˇki u vremenu, ako se Xj povec´ava za jednu jedinicu, a
sve ostale kovarijate se odrzˇavaju konstantnim. To formalno zapisujemo na sljedec´i nacˇin:
βj = log λ(t | X1, X2, . . . , Xj + 1, Xj+1, . . . , Xn)− log λ(t | X1, . . . , Xj, . . . , Xn),
sˇto je ekvivalentno zapisu log omjera hazarda u vremenu t.
Regresijski koeficijent se mozˇe jednako lako napisati kao omjer hazarda u vremenu t.
Omjer hazarda za Xj + d prema Xj , kada su sve ostale kovarijate konstantne, je exp(βjd).
Stoga je ucˇinak povec´anjaXj za d zapravo povec´anje hazarda dogadaja za faktor exp(βjd)
u svim vremenskim tocˇkama, sve to uz pretpostavku da je Xj linearno povezan s log λ(t).
Opc´enito, omjer hazarda za pojedinca s prediktorskim vektorom vrijednosti X∗ u od-
nosu na pojedinca s kovarijatama X je
λ(t|X∗)
λ(t|X) =
λ(t) exp(X∗β)
λ(t) exp(Xβ)
=
exp(X∗β)
exp(Xβ)
= exp[(X∗ −X)β].
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Omjer hazarda za dva pojedinca ovisi o razlici njihovih linearnih prediktora i ne ovisi
o vremenu. Laksˇe je predstaviti omjer hazarda koji ima vrijednost vec´u od 1 nego omjer
hazarda koji je manji od 1, a to c´e se dogoditi ako vrijedi
λ(t |X∗) ≥ λ(t |X).
Pretpostavimo sada da postoji samo jedna varijabla od interesa, X1, koja mozˇe popri-
miti vrijednost 0 ili 1 (tj. binarna je). PH se mozˇe zapisati kao :
λ(t|X1 = 0) = λ(t)
λ(t|X1 = 1) = λ(t) exp(β1).
U slucˇaju istinitosti pretpostavke o proporcionalnom hazardu u svakom trenutku t,
imamo da je exp(β1) omjer hazarda kada je X1 = 1 i hazarda kada je X1 = 0. Ovaj
jednostavan slucˇaj nema pretpostavku regresije, ali pretpostavlja PH i oblik funkcije λ(t).
Ako je jedina kovarijata X1 kontinuirana, model je oblika
λ(t | X1) = λ(t) exp(β1X1).
Bez daljnje modifikacije (kao sˇto je transformacija kovarijata), kada model pretpostavlja
pravac za log-hazard ili za sve t, povec´anjeX1 povec´ava funkciju hazarda za faktor exp(β1)
po jednoj jedinici.
3.3 Omjer hazarda, relativni rizik, razlike rizika
Drugi nacˇini modeliranja kovarijata takoder se mogu navesti uz multiplikativni ucˇinak na
hazard. Na primjer, mozˇe se pretpostaviti da je ucˇinak kovarijata pribrojen funkciji ha-
zarda neuspjeha, umjesto da se pomnozˇi s faktorom. Ucˇinak kovarijata mozˇe se takoder
opisati preko omjera smrtnosti (relativnog rizika), razlika u riziku, omjera vjerojatnosti ili
povec´anja ocˇekivanog vremena neuspjeha. Medutim, kao sˇto je omjer vjerojatnosti priro-
dan nacˇin opisivanja ucˇinka za binarnu razdiobu, tako je relativni rizik cˇesto prirodan nacˇin
opisivanja utjecaja na vrijeme dozˇivljenja. Jedan od razloga je zato sˇto omjer hazarda mozˇe
biti konstantan.
Rizik (eng. risk) je omjer ucˇestalosti (incidencija) neke pojave u nekom vremenskom
intervalu i broja izlozˇenih riziku te pojave na pocˇetku intervala
rizik =
ucˇestalost pojave
broj izlozˇenih na pocˇetku
.
Neka je dan eksperiment u kojem zˇelimo saznati koji je ucˇinak nekog tretmana na is-
pitanike. Promatramo dvije skupine ispitanika koje se razlikuju samo po tome primaju li
tretman ili ne. Grupa koja prima tretman u eksperimentu naziva se ispitna ili tretirana sku-
pina, skupina koja prima tretman naziva se kontrolna skupina. Kontrolna skupina trebala bi
se razlikovati od ispitne po istrazˇivanoj pojavi i istrazˇivanim kovarijatama. Ona nam pruzˇa
osnovnu liniju koja nam omoguc´ava da vidimo ima li odabrani tretman ucˇinak.
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Faktor, koji predstavlja razliku kontrolne i ispitne skupine, je nezavisna varijabla. Ne-
zavisna je varijabla jer ne ovisi o tome sˇto se dogada u eksperimentu. Umjesto toga, to
je nesˇto sˇto primjenjuje ili odabire osoba koja vrsˇi eksperiment. Nasuprot tome, zavisna
varijabla u eksperimentu je trazˇeni odgovor, mjera rizika kojom utvrdujemo je li ucˇinak
djelovao. Zavisna varijabla ovisi o nezavisnoj, a ne obrnuto.
Omjer broja oboljelih i broja osoba pod rizikom za razvoj bolesti predstavlja mjeru
koju zovemo apsolutni rizik. Za usporedbu rizika izmedu skupina, statistika ipak odabire
relativni rizik.
Relativni rizik (eng. relative risk), RR jednak je omjeru apsolutnog rizika osoba u
izlozˇenoj skupini i apsolutnog rizika osoba u neizlozˇenoj skupini. Formalno, ako je pi1
vjerojatnost da se dogadaj dogodio u skupini 1, a pi2 vjerojatnost da se dogadaj dogodio u
skupini 2, onda je relativni rizik
RR =
pi1
pi2
.
Razlog preferiranja relativnog rizik u odnosu na razlike rizika pi1−pi2 lezˇi u cˇinjenici da
je populacijski rizik za vec´inu bolesnika prilicˇno mali, a time su i razlike manje drasticˇne.
Na primjer, ako je vjerojatnost nekog raka u jednoj 0.001, a u ostalim 0.009, razlika je
0.008 (isto kao i izmedu 0.419 i 0.411), ali relativni rizik je 9.
Razmatranje ishoda cˇija se vjerojatnost u vremenu mijenja omoguc´ava nam omjer ha-
zarda jer koristi informacije prikupljene u razlicˇito vrijeme. Obicˇno se koristi u kontekstu
opstanaka tijekom vremena. Ako je omjer hazarda 0.5, onda je relativni rizik od umiranja
u jednoj skupini polovica rizika od umiranja u drugoj skupini.
Navedene pojmove c´emo bolje predocˇiti sljedec´im primjerom.
Primjer 16 Pretpostavimo da su eksperimentalni podaci zabiljezˇeni tijekom eksperimenta
i nalaze se u tablici 4.3.1. Tablica prikazuje podatke o razini dozˇivljenja, razlici i relativ-
nom riziku za tri hipotetske vrste ispitanika. Za svaku vrstu ispitanika A, B i C odabrani
su uzorci koji cˇine ispitnu skupinu (T) i oni koji cˇine kontrolnu skupinu (C), te se proucˇava
pojava smrti u obje skupine. To je eksperiment u kojoj su dvije skupine, sa i bez faktora,
prac´ene dovoljno dugo da se smrt pojavljuje u brojevima dovoljno velikim da se statisticˇki
testovi obave sa sˇto vec´om tocˇnosˇc´u.
Subjekt Dozˇivljenje 5-godina Razlike Relativni rizik
C T
A 0.98 0.99 0.01 0.01/0.02=0.5
B 0.80 0.89 0.09 0.11/0.2=0.55
C 0.25 0.50 0.25 0.5/0.75=0.67
(4.3.1)
Pretpostavljamo da subjekti A, B i C imaju sve vec´i rizicˇni cˇimbenik. Na primjer, dob
ispitanika na pocˇetku mozˇe biti 30 godina za subjekt A, 50 za subjekt B i 70 godina za
subjekt C.
Podatke u tablici c´emo poblizˇe objasniti na primjeru subjekta A. Iz tablice vidimo da
kod subjekta A, u ispitnoj skupini od 100 ispitanika imamo 98 koji su prezˇivljeli 5 godina,
a u kontrolnoj od 100 ispitanika 99. Iz danih vjerojatnosti izracˇunata je razlika rizika i
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relativni rizik. Razlika rizika za subjekt A jednaka je (1 − 0.99) − (1 − 0.98) = 0.1, a
relativni rizik (1− 0.99)/(1− 0.98) = 0.5.
Pretpostavimo da tretman utjecˇe na hazard konstantom 0.5 (tj. koristi se PH i kons-
tantan omjer hazarda 0.5). Prema tablici mozˇemo uocˇiti da razlika i relativni rizik ovise
o opstanku kontrolnog subjekta. Kontrolni subjekt koji ima ”dobre” vrijednosti kovarijata
ostavit c´e malo mjesta za bolju prognozu od tretmana.
Omjer hazarda je osnova za opisivanje mehanizma ucˇinka (nekog tretmana). U gore na-
vedenom primjeru, razumno je da tretman utjecˇe na svaki subjekt smanjenjem njegove
opasnosti od smrti za faktor 2, iako manje bolesne osobe imaju niske razlike u smrtnosti.
3.4 Eksponencijalni i Weibullov model
Neka Xβ u PH modelu oznacˇava linearnu kombinaciju predikatora, bez slobodnog cˇlana
β0.
3.4.1 Eksponencijalni regresijski model dozˇivljenja
Eksponencijalni model je osnovni parametarski model u analizi dozˇivljenja. Pretpostavimo
da je svako vrijeme eksponencijalno distribuirano s parametrom λ. Tada je ocˇekivanje od
T jednako E[T ] = 1/λ.
Korisˇtenjem PH formulacije, eksponencijalni regresijski model dozˇivljenja mozˇe se
prikazati na sljedec´i nacˇin :
λ(t|X) = λ exp(Xβ),
S(t|X) = exp[−λt exp(Xβ)] = exp(−λt)exp(Xβ).
Parametar λmozˇe se smatrati kao antilogoritam izraza buduc´i da se taj model mozˇe napisati
kao λ(t|X) = exp[(log λ) + Xβ].
Ucˇinak X na ocˇekivanje ili medijan vremena neuspjeha:
E[T |X] = 1
λ exp(Xβ)
,
T0.5|X = log 2
λ exp(Xβ)
.
Navedeni eksponencijalni regresijski model mozˇe se napisati u nekom drugom obliku
koji je visˇe numericˇki stabilan tako da prikazˇemo parametar λ pomoc´u odsjecˇka modela
Xβ, odnosno λ = exp(β0). Izraz exp(β0) mozˇemo promatrati kao stopu dozˇivljenja u kon-
trolnoj skupini koju identificiramo kovarijatom X = 0. Ta velicˇina, pomnozˇena s faktorom
koji ovisi o vrijednosti neke kovarijate, daje stopu hazarda u skupini koja je identificirana
tom kovarijatom. Model pretpostavlja da je hazard razlicˇitih skupina proporcionalan.
Nakon redefiniranja Xβ tako da ukljucˇuje β0, λ se mozˇe ispustiti u svim navedenim
formulama u ovom odjeljku.
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3.4.2 Weibullov model regresije
Weibullov model (distribucija) jedan je od najcˇesˇc´e korisˇtenih statisticˇkih modela u teoriji
pouzdanosti i teoriji zˇivotnog vijeka. Model je nazvan po sˇvedskom fizicˇaru Waloddi We-
ibullu (1887.− 1979.).
Vec´ smo spomenuli da je osnovna funkcija hazarda za Weibullov model dana izrazom
λ(t) = αγtγ−1, t ≥ 0, γ, α > 0, a osnovna kumulativna funkcija hazarda Λ(t) = αtγ.
Omjer λ(t)/Λ(t) = γ/t ovisi o nepoznatom parametru γ.
Model Weibullove regresije odreden je jednom od sljedec´ih funkcija, uz pretpostavku
da Xβ ne sadrzˇi slobodni cˇlan β0 :
λ(t|X) = αγtγ−1 exp(Xβ),
Λ(t|X) = αtγ exp(Xβ),
S(t|X) = exp[−αtγ exp(Xβ)] = [exp(−αtγ)]exp(Xβ),
gdje su α, γ i β nepoznati parametri.
Parametar α u homogenom Weibullovom modelu zamijenjen je s α exp(Xβ). Medijan
vremena dozˇivljenja dan je s
T0.5|X = {log 2/[α exp(Xβ)]}1/γ.
Kao i kod eksponencijalnog modela, parametar αmozˇe biti ispusˇten i zamijenjen s exp(β0)
ako je preslikavanje β0 dodano u Xβ. Iz numericˇkih razloga ponekad je korisno napisati
Weibullov PH model kao:
S(t|X) = exp(−Λ(t|X)),
gdje je
Λ(t|X) = exp(γ log t+ Xβ).
3.4.3 Procjena
Parametarski modeli kao sˇtu su Weibullov ili eksponencijalni model lako se mogu procje-
njivati u okviru generaliziranih linearnih modela. Parametri λ i β procjenjuju se metodom
maksimalne vjerodostojnosti za sˇto nam je potrebno odrediti funkciju vjerodostojnosti.
Tocˇnije procjenjuju se maksimiziranjem log funkcije vjerodostojnosti koju smo konstru-
irali u prethodnom poglavlju. Jedina razlika je umetanje exp(Xiβ) u funkciju vjerodostoj-
nosti:
l = logL =
∑
Yi necenzuriran
log[λ(Yi) exp(Xiβ)]−
n∑
i=1
Λ(Yi) exp(Xiβ).
Funkcija vjerodostojnosti za PH model se cˇesto naziva i parcijalna funkcija vjerodos-
tojnosti jer ona razmatra samo vjerojatnosti za one subjekte kod kojih se dogodio dogadaj
i ne razmatra vjerojatnosti za subjekte koji su cenzurirani.
Jednom kada se β̂, ML-procjenitelj od β, izracˇuna uz procjene standardnih pogresˇaka
velikih uzoraka, tada se mozˇe izracˇunati i procjena omjera hazarda te njihov pouzdani in-
terval. Ako sa s oznacˇimo procijenjenu standardnu pogresˇku od β̂j , (1−α)100% pouzdani
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interval za omjer hazarda λ(t|Xj+1)
λ(t|Xj) dan je sa exp(β̂j ± zs), pri cˇemu z predstavlja (1− α2 )
-kvantil za standardnu normalnu distribuciju.
Kad se procjenjuju parametri osnovne funkcije hazarda, mozˇe se izvesti ML-procjenitelj
za λ(t) , λ̂(t). ML-procjenitelj od λ(t|X), funkcije hazarda kao funkcije od varijable t i
kovarijate X , dan je sa
λ̂(t|X) = λ̂(t) exp(Xβ̂).
ML-procjenitelj od Λ(t), Λ̂(t), mozˇe se izvesti iz integrala od λ̂(t) u odnosu na t. Tada
se ML-procjenitelj od S(t|X) mozˇe izvesti na sljedec´i nacˇin:
Ŝ(t|X) = exp[−Λ̂(t) exp(Xβ̂)].
Za Weibullov model, ML-procjenitelje parametara funkcija hazarda α i γ oznacˇavamo
sa α̂, odnosno γ̂. ML-procjenitelji od λ(t|X), Λ(t|X) i S(t|X) za ovaj model su:
λ̂(t|X) = α̂γ̂tγ̂−1 exp(Xβ̂)
Λ̂(t|X) = α̂γ̂tγ̂ exp(Xβ̂)
Ŝ(t|X) = exp[−Λ̂(t|X)].
Pouzdani intervali za S(t|X) se dobivaju primjenom genalizirane matrice kako bi dobili
procjenu standardne pogresˇke od log[λ̂(t|X)] iz procijenjene informacijske matrice svih
parametara hazarda i regresije. Prema tome, pouzdani interval za Ŝ biti c´e u obliku
Ŝ(t|X)exp(±zs).
ML-procjenitelj od β i parametri hazarda vode izravno do ML-procjenitelja ocˇekivanja i
medijana duljine zˇivota. Za Weibullov model ML-procjenitelj medijana duljine zˇivota za
dani X je
T̂0.5|X = {log 2/[α̂ exp(Xβ̂)]}1/γ̂.
Za eksponencijalni model, ML-procjenitelj ocˇekivane zˇivotne duljine za subjekta s vrijed-
nostima kovarijate X dan je s
Ê[T |X] = [λ̂ exp(Xβ̂)]−1,
gdje je λ̂ ML-procjenitelj od λ.
3.5 Provjera pretpostavki PH modela
U potpoglavlju 3.2 naveli smo tri pretpostavke parametarskog proporcionalnog modela.
Kao sˇto ime govori, temeljna pretpostavka na kojoj model pocˇiva je upravo ona o propor-
cionalnom riziku. Takva pretpostavka podrazumijeva da su funkcije hazarda jednake do na
mnozˇenje konstantom, ucˇinak dane kovarijate ne mijenja tijekom vremena. Ako se prekrsˇi
ova pretpostavka, PH model je nevazˇec´i, te su potrebne slozˇenije analize. U ovom potpo-
glavlju c´emo detaljnije opisati koji odnosi bi trebali biti zadovoljeni u modelu, kako bi se
otkrilo odstupanje od pretpostavki.
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3.5.1 PH model s jednom binarnom varijablom
Prvo pretpostavimo model PH s jednim binarnim prediktorom X1. Tada je PH model
oblika
λ(t|X1) = λ(t) exp(β1X1).
Kako je X1 binarna varijabla imamo
λ(t|X1 = 0) = λ(t),
λ(t|X1 = 1) = λ(t) exp(β1).
Slijedi da je omjer hazarda jednak
λ(t|X1 = 1)
λ(t|X1 = 0) = exp(β1),
odnosno
log
λ(t|X1 = 1)
λ(t|X1 = 0) = β1.
U ovom slucˇaju omjer hazarda je konstantan obzirom na vrijeme, a time su i funk-
cije hazarda proporcionalne. Dakle, uz pretpostavku oblika λ(t) imamo ispunjenu i PH
pretpostavku.
Na slici 3.1 graficˇki je ilustrirano kada su pretpostavke ispunjene. Na graficˇkom prikazu
mozˇemo uocˇiti da je udaljenost izmedu funkcija hazarda konstantna i iznosi β1.
U posebnom slucˇaju, kada je λ(t) Weibullova imamo
log λ(t | X1 = 0) = log(αγ) + (γ − 1) log t,
log λ(t | X1 = 1) = log(αγ) + (γ − 1) log t+ β1.
U ovom slucˇaju, ako umjesto t na x-osi nacrtamo log t , onda c´e obje krivulje biti linearne.
Primjetimo takoder, da ako nema ovisnosi izmedu X i dozˇivljenja (β1 = 0), krivulje biti c´e
priblizˇno jednake. Odstupanja od jednakosti su zanemariva i ne predstavljaju problem PH
modelu.
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Slika 3.1: PH MODEL S JEDNIM BINARNI PREDIKTOROM
3.5.2 PH model s jednom neprekidnom varijablom
Promatramo model PH kada je jedini prediktor neprekidan:
λ(t | X1) = λ(t) exp(β1X1).
Odnos izmedu logaritamske funkcije hazarda i neprekidnog prediktora je linearan
log λ(t | X1) = log λ(t) + β1X1.
Osim pretpostavki PH modela i pretpostavke za oblik λ(t) imamo i pretpostavku linear-
nosti, osim ako je drukcˇije navedeno. Odstupanja od linearnosti za odredenu neprekidnu
kovarijatu ukazuju na to da varijabla nije ispravno uklopljena u model. Nelinearnost ne
stvara problem za kategoricˇke varijable.
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Promatramo li funkcije hazarda za vremena t1 i t2 takva da je t1 6= t2 imamo
λ(t1|X1) = λ(t1) exp(β1X1),
λ(t2|X1) = λ(t2) exp(β1X1).
Slijedi, omjer hazarda jednak
λ(t1|X1)
λ(t2|X1) =
λ(t1)
λ(t2)
,
odnosno
log
λ(t1|X1)
λ(t2|X1) = log
λ(t1)
λ(t2)
.
Odnosi koji se u ovom modelu moraju odrzˇati prikazani su graficˇki na slikama 3.2 i 3.3.
Slika 3.2: PH MODEL S JEDNOM NEPREKIDNOM VARIJALOM
Prema grafu na slici 3.2, za X1 ∈ [0, 1] izraz log(λ(t)) mijenja se linearno za svaki
fiksni t, a razlika izraza za dvije razlicˇite vrijednosti t1 i t2 je konstantna i iznosi log
λ(t1)
λ(t2)
.
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Analogno vrijedi ako umjesto funkcije hazarda promatramo kumulativnu funkciju hazarda,
tj. tada je razlika jednaka log Λ(t1)
Λ(t2)
.
Slika 3.3: PH MODEL S JEDNIM NEPREKIDNIM PREDIKTOROM
Sada c´emo promatrati odnos izmedu sljedec´e dvije funkcije hazarda:
λ(t|X1 = c) = λ(t) exp(β1c),
λ(t|X1 = d) = λ(t) exp(β1d).
Omjer hazarda za dane dvije krivulje je
λ(t|X1 = d)
λ(t|X1 = c) = exp((d− c)β1),
odnosno
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log
λ(t|X1 = d)
λ(t|X1 = c) = (d− c)β1.
U ovom PH modelu, oblik funkcije za zadanu vrijednost X1 mora biti u skladu s pret-
postavljenom funkcijom λ(t), te odnos izmedu dvije krivulje mora se odrzˇati za bilo koje
dvije vrijednosti c i d od X1, kao sˇto je prikazano na slici 3.3. Takoder, na grafu uocˇavamo
da je udaljenost izmedu funkcija hazarda jednaka (d− c)β1.
Kao i u 3.5.1, za Weibullov model sve funkcije moraju biti linearne u log t.
3.5.3 PH model s dvije kovarijate
Kada postoji visˇe prediktora, PH pretpostavka mozˇe se prikazati na nacˇin slicˇan slikama
3.1 i 3.3. Sada c´emo promatrati PH model s dvje kovarijate, X1 i X2:
λ(t|X) = λ(t) exp(β1X1 + β2X2)
Neka je X1 binarna, a X2 neprekidna kovarijata, te pretpostavimo da nema zavisnosti
izmedu te dvije varijable.
Dakle, promatramo:
λ(t|X1 = 0) = λ(t) exp(β2X2)
λ(t|X1 = 1) = λ(t) exp(β1 + β2X2).
Omjer hazarda jednak je
λ(t|X1 = 0)
λ(t|X1 = 1) = exp(β1),
odnosno
log
λ(t|X1 = 0)
λ(t|X1 = 1) = β1.
Graficˇki prikaz promatranog modela na slici 3.4 pokazuje da se odnos izmedu loga-
ritamske funkcije hazarda i kovarijate X2 mora odrzˇati pri svakom trenutku t, tj. da bi
PH pretpostavka bila ispunjena, ako pretpostavimo linearnost za X2 i da nema zavisnosti
izmedu X1 i X2. Udaljenost izmedu pravaca na grafu je β1, a nagib pravaca je β2.
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Slika 3.4: PH MODEL S DVIJE KOVARIJATE
U svim navedenim primjerima PH modela funkciju hazarda mozˇemo zamijeniti s ku-
mulativnom funkcijom hazarda.
3.6 Prednosti PH modela
PH model baziran je na pretpostavci proporcionalnog hazarda i ne uzima se odredena dis-
tribucija vjerojatnosti za vrijeme dozˇivljenja. Kljucˇni razlog popularnosti PH modela lezˇi
u cˇinjenici da se, unatocˇ tome da je funkcija osnovnog hazarda neodredena, dobre ocjene
koeficijenata regresije i prilagodene funkcije dozˇivljenja mogu izvesti za sˇirok spektar po-
dataka. Drugim rijecˇima, PH je robustan model.
Opc´enito robustnost PH modela i njegov specificˇan oblik je atraktivan iz nekoliko raz-
loga. Kao sˇto smo spomenuli, PH model je umnozˇak osnovne funkcije hazarda koja sadrzˇi t
i eksponencijalnog izraza koji sadrzˇi kovarijate, a ne sadrzˇi t. Eksponencijalni dio formule
privlacˇan je jer osigurava nenegativne ocjene prilagodenog modela. Ako bismo umjesto
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eksponencijalnog dijela imali linearnu funkciju od X, onda bi mogli dobiti nenegativne
ocjene hazarda sˇto nije dozvoljeno. Buduc´i da se po definiciji vrijednosti bilo koje funk-
cije hazarda mogu kretati izmedu 0 i +∞, zˇelimo da i drugi dio formule bude nenegativan.
Hazard za svaki promatrani subjekt je fiksna proporcija hazarda za bilo koji drugi subjekt i
konstantna je u vremenu. Bitna osobina PH modela je sˇto, iako funkcija osnovnog hazarda
nije odredena, mozˇemo procijeniti parametre β u eksponencijalnom dijelu modela, a oni
su nam potrebni da bi procijenili utjecaj varijabli od interesa. Omjer hazarda se takoder
racˇuna bez ocjene osnovne funkcije hazarda.
Takoder, mozˇemo primjetiti da se i funkcija hazarda λ(t|X) te odgovarajuc´a funkcija
dozˇivljenja S(t|X) mogu ocjenjeniti za PH model cˇak iako osnovna funkcija hazarda nije
odredena. Iz toga slijedi da uz minimum pretpostavki mozˇemo dobiti primarne informacije
iz analize dozˇivljenja, a to su omjer hazarda i funkcija dozˇivljenja.
Josˇ jedan razlog zbog koje je PH model popularan je upravo to sˇto ima prioritet nad
logisticˇkim modelom kad imamo informacija o vremenu dozˇivljenja i kada postoji cenzu-
riranje podataka. PH model koristi visˇe informacija tj. i vrijeme dozˇivljenja za razliku od
logisticˇkog modela koji razmatra samo opcije je li se dogadaj dogodio ili ne, te zanemaruje
vrijeme dozˇivljenja i cenzuriranje.
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Sazˇetak
Analiza dozˇivljenja je skup tehnika kojima se procjenjuje i opisuje vrijeme potrebno do
pojave jednog ili visˇe odredenih dogadaja. U radu uvodimo osnovne pojmove analize
dozˇivljenja kao sˇto su cenzuriranje i rezanje podataka, funkcija dozˇivljenja, funkcija ha-
zarda, kumulativna funkcija hazarda, ocˇekivano trajanje zˇivota, itd. One su detaljno defini-
rane u prva dva poglavlja. Prije njih navedene su osnovne definicije i pojmovi vjerojatnosti
i statistike. U prvom poglavlju objasˇnjeni su tipovi podataka koji se obraduju u analizi
prezˇivljavanja. Podaci mogu biti cenzurirani i odrezani. Postoji visˇe vrsta svakog tipa,
tako imamo lijevo i desno cenzurirane podatke, lijevo i desno odrezane podatke, intervalno
cenzurirane podatke, te kombinacije. Veoma je bitno da prepoznamo s kakvim oblikom
podataka radimo, jer se ovisno o njima mijenja i tehnika kojom procjenjujemo.
Upoznajemo se s procjeniteljem maksimalne vjerodostojnosti za funkciju dozˇivljenja,
kojom procjenjujemo promatrane velicˇine.
Detaljno obradujemo teorijsku pozadinu parametarskog proporcionalnog modela ri-
zika, stavljajuc´i naglasak na Weibullov i eksponencijalni model dozˇivljenja. Parametarski
proporcionalni model rizika pretpostavlja da funkcija ovisi o prediktorskim varijablama na
specificˇan nacˇin.
U konacˇnici, koristec´i se principima definiranim u teorijskom dijelu, poblizˇe opisujemo
pretpostavke PH modela te isticˇemo prednosti modela.

Summary
Survival analysis is a set of methods for analysing time duration until one or more events
happen. This paper introduces basic concepts of survival analysis such as censoring and
truncation data, survival function, hazard function, the cumulative hazard function, the
mean residual life function etc. They are considered in the second chapter. In the first
chapter, we deal with the types of survival data. There are left and right censored data, left
and right truncated data, interval censored data, and combination of them. It is important
to know which type of data we have, because depending on that, we choose the techniques
for estimation.
We define maximum likelihood estimation of the survival function.
The theoretical background for parametric proportional hazard model is developed.
Weibull and exponential survival model are given as examples of the most commonly used
specific models.
Ultimately, using the principles defined in the theoretical part, we described the assump-
tions and prominent advantages of PH model.
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