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Abstract
In this paper, we study the structure of the Fucík spectrum of −, the set of points (b, a) in R2 for which
the equation
{−u = au− + bu+, x ∈ Ω,
u = 0, x ∈ ∂Ω,
has a nontrivial solution. For this, we first prove a variant implicit function theorem. Then we use the
variant implicit function theorem to obtain C1 curves in the Fucík spectrum under a local nondegenerate
assumption. Solvability of the equation
{−u = au− + bu+ + f, x ∈ Ω,
u = 0, x ∈ ∂Ω,
is also investigated. Some nodal domain theorems are proved.
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1. Introduction
The Fucík spectrum (sometimes called the Dancer–Fucík spectrum) arises in the study of
semilinear elliptic boundary value problems of the form{−u = f (x,u), x ∈ Ω,
u = 0, x ∈ ∂Ω, (1.1)
where f (x, t) is a Carathéodory function on Ω × R satisfying f (x, t)/t → a as t → −∞ and
f (x, t)/t → b as t → ∞, and Ω is a bounded domain in Rn with smooth boundary. Recall that
the Fucík spectrum Σ of − is the set of points (b, a) ∈ R2 for which the problem{−u = bu+ + au−, x ∈ Ω,
u = 0, x ∈ ∂Ω, (1.2)
has a nontrivial solution, where u+ = max{u,0}, u− = min{u,0}.
In the pioneering work of Fucík [16] and Dancer [8], solvability of semilinear elliptic bound-
ary value problems with jumping nonlinearities was proved to be related to the Fucík spectrum.
One simple example is that if O is an open set in R2 disjoint with the Fucík spectrum and con-
taining a point of the form (c, c) then the equation{−u = bu+ + au− + f (x), x ∈ Ω,
u = 0, x ∈ ∂Ω, (1.3)
has a solution for each (b, a) ∈O and f ∈ L2(Ω) and (1.1) can also be solved if (b, a) ∈O.
Denote by λ1 < λ2 < λ3 < · · · the distinct eigenvalues of − with 0-Dirichlet boundary
condition. It is then clear that (λl, λl) ∈ Σ for any l ∈ N and ({λ1} × R) ∪ (R × {λ1}) ⊂ Σ . For
ordinary differential equations of the second order, Fucík [16] gave a complete description of Σ
and showed that Σ consists of smooth decreasing curves passing through (λl, λl), l = 1,2, . . . .
The higher-dimensional case is much more complicated and less information about the Fucík
spectrum is known in contrast to the one-dimensional case. Since the work of Fucík [16] and
Dancer [8], there have been many attentions focused on the Fucík spectrum, especially in the
higher-dimensional case. From the variational point of view, the solutions of (1.2) are the critical
points of the C1 functional
J(b,a)(u)
1
2
∫
Ω
|∇u|2 − b(u+)2 − a(u−)2, u ∈ H 10 (Ω).
Thus for (b, a) /∈ Σ , u = 0 is the only critical point of J(b,a) and the critical groups Cq(J(b,a),0)
are well defined. From [11] we know that for λl−1 < a < λl < b < λl+1,
Cq(J(b,a),0) = 0, if q < dl−1 or q > dl,
2500 C. Li et al. / J. Differential Equations 244 (2008) 2498–2528where dl = dimNl and Nl is the subspace of H 10 (Ω) spanned by the eigenfunctions correspond-
ing to λ1, λ2, . . . , λl . According to [13, Theorem 1], for (b, a) ∈ Ql \Σ in the type (II) region,
Cq(J(b,a),0) = 0, if q  dl−1 or q  dl.
In this paper, a (co)homology theory always means a singular (co)homology theory with coeffi-
cient group Z.
In this paper, we shall study properties of the Fucík spectrum in several aspects. We shall
first prove a variant implicit function theorem which will be used in studying the Fucík spec-
trum. Let X, Y , and Z be Banach spaces, and BX(a) and BY (a) be the open balls with radius
a > 0 and centered at 0 in X and in Y , respectively. Assume there exists δ > 0 such that
f :BX(δ)×BY (δ) → Z is a continuous map and f (0,0) = 0. Implicit function theorem (see, for
example, [21]) provides a device to uniquely solve the equation f (x, y) = 0 in x for (x, y) close
to (0,0). For this end, it is assumed in the classical implicit function theorem that fx(x, y) ex-
ists in BX(δ) × BY (δ), limx→0, y→0 fx(x, y) = fx(0,0), and fx(0,0) has a bounded inverse.
Instead of these assumptions, we shall assume in the variant implicit function theorem that
fx(0,0) exists and is an isomorphism from X to Z; there exists a dense subset G of BX(δ)
such that the Fréchet partial derivative fx(x, y) exists for any x ∈ G and y ∈ BY (δ) and that for
any x1, x2 ∈ G, λx1 + (1 − λ)x2 ∈ G a.e. λ ∈ [0,1]; and limx∈G,y∈BY (δ), x→0, y→0 fx(x, y) =
fx(0,0). Rewrite (1.2) into f (u, b, a) = 0, where f (u, b, a) = u − (−)−1(bu+ + au−). An
interesting fact is that even if f does not satisfy the assumptions of the classical implicit function
theorem, it do satisfy the assumptions of the variant implicit function theorem. In this way, our
abstract setting comes into effect.
In [10] and [28], the authors proved that if 1 < q < p, then the maps I± :Lp → Lq de-
fined by u 	→ u± are strictly Fréchet differentiable at any u ∈ D(Ω); see Section 3 below
for the definition of D(Ω). As a consequence, I±u :D(Ω) → L(Lp(Ω),Lq(Ω)) are continu-
ous, where L(X,Y ) denotes the space of linear bounded operators from X to Y . Denote by Σ˜
the set of points (u, b, a) ∈ S × Σ in which S = {u ∈ H 10 (Ω) | ‖u‖ = 1} and u is a solution
of (1.2). Let (w0, b0, a0) ∈ Σ˜ with b0, a0 > λ1. Then w0 ∈ D(Ω)∩C10(Ω¯) and fu(w0, b0, a0) ∈
L(H 10 (Ω),H 10 (Ω)) exists. The local nondegenerate assumption dim ker(fu(w0, b0, a0)) = 1 at
(w0, b0, a0) was first used in [22] to study the Fucík spectrum. The global nondegenerate assump-
tion requiring that dim ker(fu(u, b, a)) = 1 for all (u, b, a) ∈ Σ˜ was later assumed in [24,25]. In
this paper, we shall make use of the variant implicit function theorem to deduce local behav-
ior of Σ˜ at (w0, b0, a0) from the local nondegenerate assumption. Especially, we shall prove
that if the local nondegenerate assumption holds at (w0, b0, a0) then there is exactly one curve
(w(a), b(a), a) (a0 − r < a < a0 + r) in Σ˜ passing through (w0, b0, a0). Moreover, this curve
is C1, the slope of the curve has the expression b′(a) = − ∫
Ω
(w−(a))2/
∫
Ω
(w+(a))2, and a
formula for w′(a) is also available; this result generalizes related results in [2,17,18]. We shall
prove that (Theorem 3.5) if λl is simple, then the local nondegenerate assumption do hold for all
(u, b, a) ∈ Σ˜ with (b, a) ∈ Ql .
It turns out that (cf. [8]), in many cases, (1.1) has a solution if and only if (1.3) has a solution
for every f ∈ L2(Ω). One may expect (1.1) and (1.3) to behave similarly if (1.2) has no nontrivial
solution, i.e., (b, a) /∈ Σ (cf. [8] and [7]). A homotopy index introduced in [9] plays a key role
in solvability of (1.3). In this paper we shall verify that the homotopy index being nontrivial is
equivalent to the critical groups being nontrivial, which implies solvability of (1.3) and even (1.1)
in the case (b, a) /∈ Σ .
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mits at most dl nodal domains. In [14], the author proves that if u is a nontrivial solution of (1.2)
with (b, a) ∈ C1, the first curve through (λ2, λ2), then u admits exactly two nodal domains. In
this paper, a generalized version of Courant nodal domain theorem shall be given and a theorem
on upper semicontinuity of the number of nodal domains of a solution u of (1.2) with respect to
(u, b, a) shall be proved.
Note that many of our results could be generalized further. In particular, − could be replaced
by more general operators, such as second order uniformly elliptic operator.
The paper is organized as follows. In Section 2, we prove a new version of implicit function
theorem adapted to applications to the problem of the Fucík spectrum. In Section 3, C1 curves
are obtained under the local nondegenerate assumption, and the local nondegenerate assumption
is verified in Ql if λl is simple. Solvability is discussed in Section 4. In Section 5, we obtain
some nodal domain theorems.
2. Implicit function theorem and splitting theorem
Let X, Y , and Z be Banach spaces, and denote BX(a) = {x ∈ X | ‖x‖  a} and BY (a) =
{y ∈ Y | ‖y‖  a} for any a > 0. Assume δ > 0 and f :BX(δ) × BY (δ) → Z is a continuous
map and f (0,0) = 0. We start with a variant implicit function theorem which will be used in
Section 3 to study the Fucík spectrum of −.
Theorem 2.1 (Variant implicit function theorem). Assume:
(f1) f :BX(δ)×BY (δ) → Z is Lipschitz continuous;
(f2) A fx(0,0) exists and is an isomorphism from X to Z;
(f3) there exists a dense subset G of BX(δ) such that the Fréchet partial derivative fx(x, y)
exists for any x ∈ G and y ∈ BY (δ), and for any x1, x2 ∈ G, λx1 + (1 − λ)x2 ∈ G a.e.
λ ∈ [0,1];
(f4) limx∈G,y∈BY (δ), x→0, y→0 fx(x, y) = fx(0,0).
Then there exist r, τ ∈ (0, δ) and a unique map u :BY (r) → BX(τ) such that the following con-
clusions hold:
(i) u(0) = 0 and f (u(y), y) ≡ 0;
(ii) u :BY (r) → BX(τ) is Lipschitz continuous;
(iii) if u(BY (r)) ⊂ G, f is Fréchet differentiable at any (x, y) ∈ G × BY (δ), and f(x,y) =
(fx, fy) is continuous on G×BY (δ), then u :BY (r) → BX(τ) is of class C1 and
uy(y) = −
[
fx
(
u(y), y
)]−1
fy
(
u(y), y
)
, ∀y ∈ BY (r). (2.1)
Proof. The theorem will be proved by adapting standard arguments. Using (f2), equation
f (x, y) = 0 can be rewritten as
x = x −A−1f (x, y) g(x, y). (2.2)
We will show that for suitable r, τ > 0 and each fixed y ∈ BY (r), the map g(·, y) :BX(τ) →
BX(τ) is a strict contraction. So there is for each fixed y ∈ BY (r) a unique x = u(y) in BX(τ)
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that
∥∥fx(x, y)− fx(0,0)∥∥ 14M , if x ∈ G, ‖x‖ τ, ‖y‖ r1, (2.3)
where M  ‖A−1‖. Then choose 0 < r  r1 such that∥∥f (0, y)∥∥ τ
4M
, if ‖y‖ r. (2.4)
Let y ∈ BY (r) be fixed. From (2.2) and (2.3) we have, for x ∈ G∩BX(τ),
∥∥gx(x, y)∥∥= ∥∥I −A−1fx(x, y)∥∥

∥∥A−1∥∥ · ∥∥fx(x, y)− fx(0,0)∥∥M · 14M = 14 . (2.5)
For x1, x2 ∈ BX(τ) with x1 = x2, choose x′1, x′2 ∈ G∩BX(τ) such that
∥∥x′1 − x1∥∥< 116‖x2 − x1‖,∥∥x′2 − x2‖ < 116∥∥x2 − x1‖,
⎫⎪⎬⎪⎭ (2.6)
∥∥g(x′1, y)− g(x1, y)∥∥< 116‖x2 − x1‖,∥∥g(x′2, y)− g(x2, y)∥∥< 116‖x2 − x1‖.
⎫⎪⎬⎪⎭ (2.7)
From (2.7) we infer that
∥∥g(x1, y)− g(x2, y)∥∥ 18‖x2 − x1‖ + ∥∥g(x′1, y)− g(x′2, y)∥∥. (2.8)
Using Hahn–Banach theorem, we find x∗ ∈ X∗ such that ‖x∗‖ = 1 and
x∗
(
g
(
x′1, y
)− g(x′2, y))= ∥∥g(x′1, y)− g(x′2, y)∥∥, (2.9)
which, together with the assumptions (f1) and (f3), implies x′2 + θ(x′1 − x′2) ∈ G for a.e.
θ ∈ [0,1], and
∥∥g(x′1, y)− g(x′2, y)∥∥ 1∫
0
∥∥gx(x′2 + θ(x′1 − x′2), y)∥∥ · ∥∥x′2 − x′1∥∥dθ.
Combining (2.5), (2.6), (2.8), and (2.9) yields
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1∫
0
∥∥gx(x′2 + θ(x′1 − x′2), y)∥∥ · ∥∥x′2 − x′1∥∥dθ
 1
8
‖x2 − x1‖ + 14
∥∥x′2 − x′1∥∥
 1
8
‖x2 − x1‖ + 14
(
1
8
‖x2 − x1‖ + ‖x2 − x1‖
)
<
1
2
‖x2 − x1‖. (2.10)
For x ∈ BX(τ), (2.4) and (2.10) imply∥∥g(x, y)∥∥ ∥∥g(x, y)− g(0, y)∥∥+ ∥∥A−1∥∥∥∥f (0, y)∥∥
 1
2
‖x‖ +M τ
4M
< τ.
Therefore, g(·, y) :BX(τ) → int(BX(τ)) is a strict contraction and g(x, y) = x has a unique
solution x = u(y) in BX(τ), and thus u(0) = 0 and f (u(y), y) = 0. In order to see continuity of
u(y), let y1, y2 ∈ BY (r), x1 = u(y1), and x2 = u(y1). For fixed y1, we have
‖x2 − x1‖ =
∥∥g(x2, y2)− g(x1, y1)∥∥

∥∥g(x2, y2)− g(x1, y2)∥∥+ ∥∥g(x1, y2)− g(x1, y1)∥∥
 1
2
‖x2 − x1‖ +M
∥∥f (x1, y2)− f (x1, y1)∥∥ (2.11)
and continuity at y1 follows:
lim
y2→y1
‖x2 − x1‖ 2M lim
y2→y1
∥∥f (x1, y2)− f (x1, y1)∥∥= 0.
This proves conclusion (i).
Assume that f is Lipschitz continuous in BX(δ) × BY (δ) with a Lipschitz constant L,
then (2.11) implies ∥∥u(y1)− u(y2)∥∥ 2ML‖y1 − y2‖, (2.12)
and conclusion (ii) follows.
Decreasing r > 0 and τ > 0 selected in the first step, we can assume that, for x ∈ G ∩
int(BX(τ)) and y ∈ BY (r), fx(x, y), fy(x, y), and [fx(x, y)]−1 exist and∥∥[fx(x, y)]−1∥∥M1, ∥∥fy(x, y)∥∥M1,
for some M1 > 0. For y1, y2 ∈ BY (r), let x1 = u(y1), x2 = u(y2). Then∥∥u(y2)− u(y1)+ [fx(x1, y1)]−1fy(x1, y1)(y2 − y1)∥∥
M1
∥∥fx(x1, y1)(x2 − x1)+ fy(x1, y1)(y2 − y1)∥∥. (2.13)
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with (2.12) implies, as y2 → y1,∥∥fx(x1, y1)(x2 − x1)+ fy(x1, y1)(y2 − y1)∥∥= o(‖y2 − y1‖).
In view of (2.13), u :BY (r) → BX(δ) is of class C1 and (2.1) holds. This proves conclusion (iii)
and the proof is finished. 
Remark.
(1) Obviously, a similar result on solvability of the equation f (x, y) = 0 near any point (x0, y0)
instead of (0,0) can also be proved. This observation will be used in the next section.
(2) There are also other forms of implicit function theorem which can be applied in studying the
Fucík spectrum. One such example is [2, Theorem A.1] (which comes from [4]), where (f1)
and (f2) are assumed with fx(0,0) being a strict Fréchet derivative and where only partial
conclusions from Theorem 2.1 are obtained. Another example is [12, Lemma 1], where strict
Fréchet differentiability is required at any zero of f and where f−1(0) is proved to be a C1
manifold.
Let X and Y be Banach spaces and U be an open subset of X. Recall that F :U → Y is said
to be strictly Fréchet differentiable at x0 ∈ U if there exists A ∈ L(X,Y ) such that
lim
x1,x2→x0
‖F(x2)− F(x1)−A(x2 − x1)‖
‖x2 − x1‖ = 0.
Using Theorem 2.1, we can prove the following generalized splitting theorem.
Theorem 2.2. Let E be a Hilbert space, J ∈ C1(E,R), and u0 ∈ E be an isolated critical point
of J . Assume
(i) J ′ :E → E is Lipschitz continuous, J ′ is strictly Fréchet differentiable at u0, and A =
J ′′(u0) is a Fredholm operator with index 0;
(ii) with N = ker(A) and N⊥ being the orthogonal complement of N in E, there exists a dense
subset D of N⊥ such that λw1 +(1−λ)w2 ∈ D for a.e. λ ∈ [0,1] if w1,w2 ∈ D, J ′′(u0 +v+
w) exists for any v ∈ N and w ∈ D, and J ′′(u0 + · + ·) :N ×D → L(E,E) is continuous.
Then there exists a ball Bδ(u0) in E centered at u0 and with radius δ > 0, a u0-preserving local
homeomorphism h from Bδ(u0) to h(Bδ(u0)) ⊂ E and a Lipschitz continuous map g :Bδ(0) ∩
N → N⊥ such that
J
(
h(u)
)= 1
2
〈Aw,w〉 + J (u0 + v + g(v)),
where u− u0 = v +w (v ∈ N,w ∈ N⊥) is the corresponding decomposition of u− u0.
Proof. We follow the argument of [20, Theorem 8.3]. First observe that N⊥ = Range(A). Let
P :E → E be the orthogonal projection onto N⊥ and define
f (v,w) = PJ ′(u0 + v +w).
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f ′w(0,0) = PJ ′′(u0)|N⊥ = A|N⊥ .
By Theorem 2.1 there exist r > 0 and a Lipschitz continuous map g :Br(0)∩N → N⊥ such that
g(0) = 0 and
PJ ′
(
u0 + v + g(v)
)= 0. (2.14)
Define for t ∈ [0,1] and (v,w) ∈ (N ×N⊥)∩Br(0) the function
F(t, v,w) = (1 − t)
(
J
(
u0 + v + g(v)
)+ 1
2
〈Aw,w〉
)
+ tJ (u0 + v +w + g(v))
and the vector field
Φ(t, v,w) =
{
0, if w = 0,
−Ft(t, v,w) · Fw(t, v,w)/‖Fw(t, v,w)‖2, if w = 0.
At the moment, we assume that, for some r∗ ∈ (0, r), Φ is continuous in (t, v,w) ∈ [0,1] ×
Br∗(0) and there exists L> 0 such that |Φ(t, v,w1)−Φ(t, v,w2)| L‖w1−w2‖ for (t, v,wi) ∈
[0,1]×Br∗(0). Then there exists δ ∈ (0, r∗) such that for (v,w) ∈ (N×N⊥)∩Bδ(0), the Cauchy
problem
dη
dt
= Φ(t, v, η), η(0) = w
has a unique solution η(t, v,w) for t ∈ [0,1] and η is continuous in (t, v,w) ∈ [0,1] × Bδ(0).
For u = u0 + v +w ∈ Bδ(u0), define
h(u) = u0 + v + g(v)+ η(1, v,w).
Then h and its inverse, expressed as h−1(u) = u0 + v + η(−1, v,w − g(v)), are continuous.
It remains to prove continuity of Φ in (t, v,w) and its Lipschitz continuity in w. For (v,w) ∈
(N ×N⊥)∩Br(0), w = 0, rewrite Φ as
Φ(t, v,w) = −Ψ (v,w)(Aw + tΨw(v,w))/∥∥Aw + tΨw(v,w)∥∥2,
where
Ψ (v,w) = J (u0 + v +w + g(v))− J (u0 + v + g(v))− 12 〈Aw,w〉.
Observe that
Ψ (v,w) =
1∫ 〈
J ′
(
u0 + v + sw + g(v)
)− J ′(u0 + v + g(v))− sAw,w〉ds
0
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Ψw(v,w) = PJ ′
(
u0 + v +w + g(v)
)− PJ ′(u0 + v + g(v))−Aw.
Choose c > 0 such that
c−1‖w‖ ‖Aw‖ c‖w‖.
The strict Fréchet differentiability of J ′ at u0 implies that there exists r∗ ∈ (0, r) such that, for
‖v +w‖ r∗,
∣∣Ψ (v,w)∣∣ 1
2c
‖w‖2, ∥∥Ψw(v,w)∥∥ 12c‖w‖.
Thus, for t ∈ [0,1] and ‖v +w‖ r∗,∥∥Φ(t, v,w)∥∥ ‖w‖.
Therefore, Φ is continuous in (t, v,w) ∈ [0,1]×Br∗(0). Assume now (t, v,wi) ∈ [0,1]×Br∗(0)
with 0 < ‖w1‖ ‖w2‖. Defining ξi = Awi + tΨw(v,wi), we have
Φ(t, v,w2)−Φ(t, v,w1) = −
(
Ψ (v,w2)−Ψ (v,w1)
) ξ2
‖ξ2‖2 −Ψ (v,w1)
ξ2 − ξ1
‖ξ2‖2
−Ψ (v,w1)ξ1〈ξ1 + ξ2, ξ1 − ξ2〉‖ξ1‖2‖ξ2‖2 .
On the right side, the norm of the first term is less than or equal to
1
‖ξ2‖
1∫
0
∥∥Ψw(v,w1 + s(w2 −w1))∥∥‖w2 −w1‖ds  ‖w2 −w1‖,
while the sum of the second and the third terms is controlled by
6c‖ξ2 − ξ1‖ = 6c
∥∥t(PJ ′(u0 + v +w2 + g(v))
− PJ ′(u0 + v +w1 + g(v)))+ (1 − t)A(w2 −w1)∥∥.
Since J ′ is Lipschitz continuous, Φ is Lipschitz continuous with respect to w. The proof is
complete. 
Remark. Theorem 2.2 generalizes the classical splitting theorem (cf. [20, Theorem 8.3]).
Let H be a Hilbert space and μ> 0 be a number. Recall that a map M :H → H is said to be
μ-monotone if and only if(
M(u)−M(v),u− v) μ‖u− v‖2, ∀u,v ∈ H.
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there is an orthogonal decomposition N⊥ = W1 ⊕W2 such that j = dimW1 < ∞ and
(i) P2J ′(u0 + v +w + ·) :W2 → W2 is μ-monotone for all (v,w) ∈ N ⊕W1;
(ii) −P1J ′(u0 + v +w + ·) :W1 → W1 is μ-monotone for all (v,w) ∈ N ⊕W2,
where Pi :E → Wi is the orthogonal projection onto Wi . Denote J˜ (v) = J (u0 +v+g(v)). Then
Cq(J,u0) ∼= Cq−j (J˜ ,0).
Proof. According to [1, Theorem 2.3], J˜ :Br(0)∩N → R is continuously differentiable and for
v ∈ Br(0)∩N ,
J˜ ′(v) = (I − P)J ′(u0 + v + g(v)).
Since g :Bδ(0) ∩ N → N⊥ and J ′ :E → E are Lipschitz continuous, J˜ ′ :Bδ(0) ∩ N → N is
Lipschitz continuous. With such a regularity of J˜ , a careful inspection of the argument of [5,
pp. 48–51] yields the desired result. 
Remark. Theorem 2.3 generalizes the classical shifting theorem which requires C2 smoothness
of J to the case in which only C2−0 smoothness of J is needed. For related results see [19].
3. C1 curves in the Fucík spectrum
In the sequel, we use (·,·) to denote the standard inner product of the space H 10 (Ω) if no
ambiguity occurs, that is, (u, v) = ∫
Ω
∇u · ∇v for u,v ∈ H 10 (Ω). Let ‖ · ‖ be the induced norm.
The standard norm of u ∈ Lp(Ω) with p > 1 is denoted by ‖u‖p .
Recall that the Fucík spectrum of − on H 10 (Ω) is defined as the set Σ of (b, a) ∈ R2 such
that {−u− bu+ − au− = 0, x ∈ Ω,
u = 0, x ∈ ∂Ω, (3.1)
has a nontrivial solution u, where Ω is a bounded domain in Rn with smooth boundary,
u+ = max{u,0}, u− = min{u,0}. Note that Σ0 = {(b,λ1) | b ∈ R} ∪ {(λ1, a) | a ∈ R} ⊂ Σ and
b, a > λ1 if (b, a) ∈ Σ \Σ0. Differentiability of the operators defined by
I±(u) = u±, f (u, b, a) = u− (−)−1(bu+ + au−)
for u ∈ Lp(Ω) (p > 1) and (b, a) ∈ R2 is essential in studying the structure of Σ . And such a
differentiability can be verified at least on the sets
D0(Ω) =
{
u ∈ C10(Ω¯)
∣∣ ∣∣u(x)∣∣+ ∣∣∇u(x)∣∣ = 0},
D1(Ω) =
{
u ∈ C10(Ω¯)
∣∣mes{x ∈ Ω ∣∣ u(x) = 0}= 0},
D(Ω) = {u ∈ Lp(Ω) ∣∣mes{x ∈ Ω ∣∣ u(x) = 0}= 0}.
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a result from [10] and [28], which asserts that if 1 < q < p, the map I± :Lp(Ω) → Lq(Ω)
is strictly Fréchet differentiable at any u ∈ D(Ω). With the help of implicit function theorem
obtained in Section 2, C1 curves in Fucík spectrum are then shown to exist under some generic
assumptions.
Now assume that w0 ∈ H 10 (Ω) and (b0, a0) ∈ Σ \ Σ0 satisfy (3.1). By the partial regularity
of zero set of solutions of elliptic equations (see [3]), w0 only vanishes on a set of measure zero,
and thus w0 ∈ D1(Ω). Since b0, a0 > λ1, it is easy to see that w0 changes its sign. For this w0,
define V = {v ∈ C10(Ω¯) |
∫
Ω
∇w0 · ∇v = 0} and
D0(Ω,V ) =
{
v ∈ V ∣∣w0 + v ∈ D0(Ω)}. (3.2)
Lemma 3.1. The following conclusions hold:
(i) D0(Ω) ⊂ D1(Ω);
(ii) D0(Ω) is dense in C10(Ω¯);
(iii) If u1, u2 ∈ C10(Ω¯) and at least one of them is in D1(Ω), then λu1 + (1 − λ)u2 ∈ D1(Ω) for
a.e. λ ∈ [0,1];
(iv) D0(Ω,V ) is dense in V .
Proof. For u ∈ D0(Ω), denote E = {x ∈ Ω | u(x) = 0}. For any x ∈ E, ∇u(x) = 0 and the
standard implicit function theorem implies that there exists r > 0 such that B(x, r) ∩ E is an
(n − 1)-dimensional C1 surface, and hence mes(B(x, r) ∩ E) = 0, where B(x, r) = {y ∈ Rn |
|y−x| < r}. Choose a ball Bx such that its radius and all the coordinates of its center are rational
numbers and that x ∈ Bx ⊂ B(x, r), which implies mes(Bx ∩E) = 0 and
E =
⋃
x∈E
(Bx ∩E).
Since {Bx ∩E | x ∈ E} is a countable family of sets, mes(E) = 0. This proves conclusion (i).
Choose φ ∈ C10(Ω¯) such that φ(x) > 0 for x ∈ Ω . For any u ∈ C10(Ω¯), according to Sard
theorem, for a.e. μ ∈ R, if u(x)/φ(x) = μ at some x ∈ Ω then ∇(u/φ)|x = 0. Therefore, for a.e.
μ ∈ R, if u(x)−μφ(x) = 0 at some x ∈ Ω then
0 = φ(x)∇
(
u
φ
)∣∣∣∣
x
= ∇u(x)− u(x)
φ(x)
∇φ(x) = ∇(u(x)−μφ(x)).
This shows u−μφ ∈ D0(Ω) for a.e. μ ∈ R, and conclusion (ii) follows.
Now assume u1, u2 ∈ C10(Ω¯) and u2 ∈ D1(Ω) for definiteness. Denote Ω∗ = {x ∈ Ω |
u2(x) = 0}. The proof of conclusion (ii) shows that for a.e. μ ∈ R, if u1(x) − μu2(x) = 0 at
some x ∈ Ω∗ then ∇(u1(x)−μu2(x)) = 0. Thanks to conclusion (i), u1 −μu2 ∈ D1(Ω∗) for a.e.
μ ∈ R. But mes(Ω \Ω∗) = 0. Therefore, u1 −μu2 ∈ D1(Ω) for a.e. μ ∈ R. Letting μ = − 1−λλ
yields conclusion (iii).
Observe that D0(Ω,V ) = ∅. To see this, choose v1 ∈ C10(Ω¯) such that v1(x) > 0 for x ∈ Ω .
Then v1 ∈ D0(Ω,V ) if
∫
Ω
∇w0 ·∇v1 = 0. Otherwise, we assume
∫
Ω
∇w0 ·∇v1 > 0 for definite-
ness, that is,
∫
Ω
(b0w
+
0 +a0w−0 )v1 > 0. Choose a ball B ⊂ Ω such that w0 is negative in this ball
and then choose v2 ∈ C∞(B) such that v2  0 and v2 ≡ 0 in B . Then there is t0 > 0 such that0
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(b0w
+
0 +a0w−0 )(v1 + t0v2) = 0, that is, v1 + t0v2 ∈ D0(Ω,V ). Therefore, in any case one can
choose φ ∈ D0(Ω,V ) such that φ(x) > 0 for x ∈ Ω . For any v ∈ V , the proof of conclusion (ii)
shows that w0 + v −μφ ∈ D0(Ω) for a.e. μ ∈ R. Thus v −μφ ∈ D0(Ω,V ) for a.e. μ ∈ R, and
the conclusion (iv) holds. 
For u ∈ Lp(Ω), denote
Ω+(u) =
{
x ∈ Ω ∣∣ u(x) > 0},
Ω−(u) =
{
x ∈ Ω ∣∣ u(x) < 0},
Ω0(u) =
{
x ∈ Ω ∣∣ u(x) = 0}.
Lemma 3.2. The following conclusions hold:
(i) for any p > q > 1, I± :Lp(Ω) → Lq(Ω) is Fréchet differentiable at u0 ∈ D(Ω) and
I±u :D(Ω) → L(Lp(Ω),Lq(Ω)) is continuous;
(ii) for fixed (b, a) ∈ R2, fu(·, b, a) :D1(Ω) → L(C10(Ω¯),C10(Ω¯)) is continuous;
(iii) for fixed (b, a) ∈ R2, fu(·, b, a) :D(Ω)∩H 10 (Ω) → L(H 10 (Ω),H 10 (Ω)) is continuous.
Proof. This result was proved in [10] and [28] (indeed, strong Fréchet differentiability was
proved there); here we give a proof only for convenience. For u0 ∈ D(Ω), define a linear op-
erator A+u0 by
A+u0u(x) =
{
u(x), x ∈ Ω+(u0),
0, x ∈ Ω−(u0)∪Ω0(u0),
and a linear operator A−u0 by
A−u0u(x) =
{
u(x), x ∈ Ω−(u0),
0, x ∈ Ω+(u0)∪Ω0(u0),
for any u ∈ Lp(Ω). It easily checked that A+u0,A−u0 ∈ L(Lp(Ω),Lq(Ω)). We will show that the
Fréchet derivative of I± at u0 is A±u0 . For any u ∈ Lp(Ω), denoting
E(u,u0) =
(
Ω−(u0 + u)∩Ω+(u0)
)∪ (Ω+(u0 + u)∩Ω−(u0)),
we have ∥∥(u0 + u)± − u±0 −A±u0u∥∥q = (∫
Ω
∣∣(u0 + u)± − u±0 −A±u0u∣∣q dx)1/q
=
( ∫
E(u,u0)
|u0 + u|q dx
)1/q

( ∫
E(u,u0)
|u|q dx
)1/q
mes
(
E(u,u0)
)1/q−1/p‖u‖p.
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mes
(
E(u,u0)
)= o(1) as ‖u‖p → 0. (3.3)
For any  > 0, since limn→∞ mes{x ∈ Ω | 0 < u0(x) 1n } = 0, there exists n0 such that
mes
{
x ∈ Ω
∣∣∣ 0 < u0(x) 1
n0
}
<

2
. (3.4)
On the other hand,
mes
(
Ω−(u0 + u)∩Ω+
(
u0 − n−10
))
 np0
∫
Ω−(u0+u)∩Ω+(u0−n−10 )
|u|p  np0 ‖u‖pp,
which implies the existence of δ > 0 such that if ‖u‖p < δ then
mes
(
Ω−(u0 + u)∩Ω+
(
u0 − n−10
))
<

2
. (3.5)
Combining (3.4) and (3.5) yields, for ‖u‖p < δ,
mes
(
Ω−(u0 + u)∩Ω+(u0)
)
< .
That is,
mes
(
Ω−(u0 + u)∩Ω+(u0)
)= o(1) as ‖u‖p → 0.
In a similar way, we have
mes
(
Ω+(u0 + u)∩Ω−(u0)
)= o(1) as ‖u‖p → 0.
Therefore, (3.3) is valid, and I±u (u0) = A±u0 for u0 ∈ D(Ω). To show the continuity of
I±u :D(Ω) → L(Lp(Ω),Lq(Ω)), we assume u0, u0 + u ∈ D(Ω) and estimate as∥∥A±u0+u −A±u0∥∥L(Lp(Ω),Lq(Ω)) = sup‖v‖p=1
∥∥(A±u0+u −A±u0)v∥∥q
= sup
‖v‖p=1
(∫
Ω
∣∣A±u0+uv −A±u0v∣∣q)
1
q
= sup
‖v‖p=1
( ∫
E(u,u0)
|v|q
) 1
q
mes
(
E(u,u0)
)1/q−1/p
.
In view of (3.3), we see that I±u :D(Ω) → L(Lp(Ω),Lq(Ω)) is continuous. This completes the
proof of conclusion (i).
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C10(Ω¯) ↪→ Lp(Ω) bI
++aI−−−−−→Lq(Ω) (−)
−1
−−−−→W 2,q (Ω)∩W 1,q0 (Ω) ↪→ C10(Ω¯),
where the first and the last are two embedding operators and the third is a bounded linear
operator. Thus fu(·, b, a) :D1(Ω) → L(C10(Ω¯),C10(Ω¯)) exists and is continuous. This proves
conclusion (ii).
For fixed (b, a) ∈ R2, choose p,q such that 2n
n+2 < q < p <
2n
n−2 if n > 2 and
2n
n+2 < q < p if
n = 2. Then conclusion (iii) is a consequence of the following sequence of operators
H 10 (Ω) ↪→ Lp(Ω) bI
++aI−−−−−→Lq(Ω) (−)
−1
−−−−→W 2,q (Ω)∩W 1,q0 (Ω) ↪→ H 10 (Ω).
The proof is finished. 
Now we study the structure of the Fucík spectrum Σ of (3.1) by using Theorem 2.1. Let
X = H 10 (Ω) and (w0, b0, a0) satisfy Eq. (3.1) with w0 ∈ S and b0, a0 > λ1, where S = {u ∈
H 10 (Ω) | ‖u‖ = 1}. Then w0 ∈ D1(Ω) and fu(w0, b0, a0) ∈ L(X,X) exists. We assume that
X1 = ker(fu(w0, b0, a0)) is 1-dimensional and thus ker(fu(w0, b0, a0)) = span{w0}. Such a non-
degenerate assumption, with several varieties, has been used by many authors; see, for instance,
[2,22,24,25]. Since fu(w0, b0, a0) is a Fredholm operator of index 0, X2 = range(fu(w0, b0, a0))
is a closed linear subspace of X with codimension 1. Since for any v ∈ X2, there exists u ∈ X
such that∫
Ω
∇w0 · ∇v =
∫
Ω
∇w0 · ∇
(
fu(w0, b0, a0)u
)= ∫
Ω
∇(f (w0, b0, a0)) · ∇u = 0,
one infers that X is the direct sum of X1 and X2, that is,
X = X1 ⊕X2.
With respect to this decomposition, any u ∈ X can be written as u = w + v with w ∈ X1 and
v ∈ X2. Let Q be the associated projection from X onto X2. Then Eq. (3.1) is equivalent to the
system of the two equations
Q
(
u− (−)−1(bu+ + au−))= 0, (3.6)
(I −Q)(u− (−)−1(bu+ + au−))= 0. (3.7)
By positive homogeneity of the two equations in u, it can be assumed that w = w0 and
u = w0 + v. In view of the fact that (I − Q)(u) = (
∫
Ω
∇w0 · ∇u)w0, we can rewrite the two
equations (3.6) and (3.7) as
g˜(v, b, a) v −Q(−)−1(b(w0 + v)+ + a(w0 + v)−)= 0,
h˜(v, b, a) 1 −
∫ (
bw0(w0 + v)+ + aw0(w0 + v)−
)= 0.
Ω
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f˜ (v, b, a) = (g˜(v, b, a), h˜(v, b, a)).
For any v ∈ D0(Ω,X2) and (b, a) ∈ R2, we have
f˜(v,b)(v, b, a) =
(
id|X2 −Q(−)−1(bA+w0+v + aA−w0+v)|X2 −Q(−)−1(w0 + v)+
− ∫
Ω
(bw0A
+
w0+v + aw0A−w0+v)|X2 −
∫
Ω
(w0 + v)+w0
)
.
In particular,
f˜(v,b)(0, b0, a0) =
(
id|X2 −Q(−)−1(b0A+w0 + a0A−w0)|X2 −Q(−)−1w+0
− ∫
Ω
(b0w0A+w0 + a0w0A−w0)|X2 −
∫
Ω
(w+0 )2
)
.
Since for any v ∈ X2,
−
∫
Ω
(
b0w0A
+
w0v + a0w0A−w0v
)= −∫
Ω
(
b0w
+
0 + a0w−0
)
v = 0,
we obtain
f˜(v,b)(0, b0, a0) =
(
id|X2 −Q(−)−1(b0A+w0 + a0A−w0)|X2 −Q(−)−1w+0
0 − ∫
Ω
(w+0 )2
)
.
It is easy to see f˜ (v, b, a) :X2 × R2 → X2 × R1 is Lipschitz continuous and f˜(v,b)(0, b0, a0) :
X2 × R1 → X2 × R1 is an isomorphism. With f˜ and G = D0(Ω,X2) × R1, D0(Ω,X2) being
defined in (3.2), we see from Lemmas 3.1 and 3.2 that all the assumptions of Theorem 2.1 are
satisfied. Thus we are ready to prove the following main theorem of this section.
Theorem 3.3. If (w0, b0, a0) satisfies Eq. (3.1) with w0 ∈ S and b0, a0 > λ1, and
dim ker
[
id − (−)−1(b0A+w0 + a0A−w0)]= 1,
then there exist in S a neighborhood N of w0 and r > 0 such that for any a ∈ (a0 − r, a0 + r),
there exists a unique (u(a), b(a)) ∈N × (b0 − r, b0 + r) satisfying
f
(
u(a), b(a), a
)= 0, (3.8)
and thus
u(a0) = w0, b(a0) = b0. (3.9)
Furthermore,
(u, b) : (a0 − r, a0 + r) →N × (b0 − r, b0 + r) is a C1 map, (3.10)
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b′(a) = −
∫
Ω
(u−(a))2∫
Ω
(u+(a))2
(3.11)
and
u′(a) = [(−− (b(a)A+u(a) + aA−u(a)))∣∣X̂2(a)]−1
(
−
∫
Ω
(u−(a))2∫
Ω
(u+(a))2
u+(a)+ u−(a)
)
, (3.12)
where X̂2(a) = range(fu(u(a), b(a), a))∩H 2(Ω).
Proof. Note that if (v, b, a) ∈ X2 ×R2 satisfies f˜ (v, b, a) = 0 then f (w0 +v, b, a) = 0 and then
v ∈ D0(Ω,X2) [3]. Therefore, if (v, b, a) ∈ X2 × R2 satisfies f˜ (v, b, a) = 0 then (v, b) ∈ G.
According to Theorem 2.1, there exist a neighborhood U of 0 in X2 and r > 0 such that for any
a ∈ (a0 − r, a0 + r), there exists a unique (v(a), b(a)) ∈ U × (b0 − r, b0 + r) such that
f˜
(
v(a), b(a), a
)= 0,
and thus
v(a0) = 0, b(a0) = b0.
Moreover,
(v, b) : (a0 − r, a0 + r) → U × (b0 − r, b0 + r) is a C1 map,
and (
v′(a)
b′(a)
)
= −[f˜(v,b)(v(a), b(a), a)]−1f˜a(v(a), b(a), a).
Define
P(v) = w0 + v‖w0 + v‖
for v ∈ U and N  P(U). It is clear that P :U →N is a diffeomorphism. Therefore, for any
a ∈ (a0 − r, a0 + r), there exists a unique (u(a), b(a)) ∈N × (b0 − r, b0 + r) with u(a) given
by u(a) = (w0 + v(a))/‖w0 + v(a)‖ such that (3.8)–(3.10) hold. Denoting
A = id|X2 −Q(−)−1
(
b0A
+
w0 + a0A−w0
)∣∣
X2
,
we have
[
f˜(v,b)(0, b0, a0)
]−1 = (A−1 −(∫Ω(w+0 )2)−1A−1(Q(−)−1w+0 )∫ + 2 −1 )0 −(
Ω
(w0 ) )
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f˜a(0, b0, a0) =
(−Q(−)−1w−0
− ∫
Ω
(w−0 )2
)
.
Therefore, we obtain
b′(a0) = −
(∫
Ω
(
w−0
)2)(∫
Ω
(
w+0
)2)−1
and
v′(a0) = A−1
(
Q(−)−1w−0
)− ∫Ω(w−0 )2∫
Ω
(w+0 )2
A−1
(
Q(−)−1w+0
)
. (3.13)
Define
ξ± = A−1
(
Q(−)−1w±0
)
. (3.14)
Operating A on both sides of (3.14) yields
Q
[
ξ± − (−)−1
(
b0A
+
w0ξ± + a0A−w0ξ±
)− (−)−1w±0 ]= 0.
Since ∫
Ω
∇[ξ± − (−)−1(b0A+w0ξ± + a0A−w0ξ±)− (−)−1w±0 ]∇w0 = −∫
Ω
(
w±0
)2
,
we then have
ξ± − (−)−1
(
b0A
+
w0ξ± + a0A−w0ξ±
)− (−)−1w±0 = −(∫
Ω
(
w±0
)2)
w0,
which leads to
−ξ± −
(
b0A
+
w0ξ± + a0A−w0ξ±
)= w±0 +(∫
Ω
(
w±0
)2)
w0. (3.15)
Using (3.13)–(3.15), we see that
−v′(a0)−
(
b0A
+
w0v
′(a0)+ a0A−w0v′(a0)
)= w−0 −
∫
Ω
(w−0 )2∫
Ω
(w+0 )2
w+0 ,
which can be rewritten as
v′(a0) =
[(−− (b0A+w0 + a0A−w0))∣∣X2∩H 2(Ω)]−1
(
w−0 −
∫
Ω
(w−0 )2∫
(w+)2
w+0
)
.Ω 0
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u′(a0) =
[(−− (b0A+w0 + a0A−w0))∣∣X2∩H 2(Ω)]−1
(
w−0 −
∫
Ω
(w−0 )2∫
Ω
(w+0 )2
w+0
)
.
Properties of spectrum of compact linear operators and Lemma 3.2 imply that if (u, b, a) is a
solution of Eq. (3.1) and is sufficiently close to (w0, b0, a0) then
dim ker
[
id − (−)−1(bA+u + aA−u )]= 1.
Decreasing r if necessary, we can assume that the last equation with (u, b, a) = (u(a), b(a), a)
is valid for any a ∈ (a0 − r, a0 + r). Such an observation together with the above discussion
implies (3.11) and (3.12). The proof of the theorem is complete. 
Remark. Partial results of Theorem 3.3 have been obtained in [2, Theorem 4.2]. We have for-
mula (3.11) for all a in a neighborhood of a0, while [2, Theorem 4.2] states the same formula
only for a = a0; formula (3.12) is completely new. For related results see also [17, Remark 2.4]
and [18, Theorem 7]. After a former version of this paper was finished, we learned from Pro-
fessor E.N. Dancer that partial results of Theorem 3.3 (and also of the following Corollary 3.4)
were also obtained by Pope, who left mathematics without publishing his work.
The following corollary is a direct consequence of Theorem 3.3.
Corollary 3.4. Assume that (b0, a0) ∈ Σ and b0, a0 > λ1. If Eq. (3.1) has exactly k solutions
w1,w2, . . . ,wk in S, and
dim ker
[
id − (−)−1(b0A+wi + a0A−wi )]= 1, i = 1,2, . . . , k,
then for each i = 1,2, . . . , k, there exist in S a neighborhood Ni of wi and r > 0 such that for
any a ∈ (a0 − r, a0 + r), there exists a unique (ui(a), bi(a)) ∈Ni × (b0 − r, b0 + r) with the
property that
f
(
ui(a), bi(a), a
)= 0,
which implies
ui(a0) = wi, bi(a0) = b0.
Furthermore
(ui, bi) : (a0 − r, a0 + r) →Ni × (b0 − r, b0 + r) is a C1 map,
and for a ∈ (a0 − r, a0 + r),
b′i (a) = −
∫
Ω
(u−i (a))2∫
(u+(a))2Ω i
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u′i (a) =
[(−− (bi(a)A+ui(a) + aA−ui(a)))∣∣X̂i,2(a)]−1
(
−
∫
Ω
(u−i (a))2∫
Ω
(u+i (a))2
u+i (a)+ u−i (a)
)
,
where X̂i,2(a) = range(fu(ui(a), bi(a), a))∩H 2(Ω).
The next theorem provides an example in which the nondegenerate assumption holds. For
more examples, see [24,25]. To state the theorem, recall that Ql = (λl−1, λl+1)2, and for
l ∈ N, Nl is the subspace of H 10 (Ω) spanned by the eigenfunctions of − corresponding to
λ1, λ2, . . . , λl and Ml = N⊥l is the orthogonal complement of Nl in H 10 (Ω).
Theorem 3.5. Assume (b, a) ∈ Σ ∩ Ql and w0 ∈ S is a solution of Eq. (3.1). If λl is a simple
eigenvalue then
ker
[
id − (−)−1(bA+w0 + aA−w0)]= span{w0}.
Proof. Denote H = id − (−)−1(bA+w0 + aA−w0). It is clear that w0 ∈ ker(H). And it is easy to
check that (Hu,u) < 0 for u ∈ Nl−1 \ {0} and (Hu,u) > 0 for u ∈ Ml \ {0}. If dim ker(H) 2
then we can choose u ∈ ker(H) ∩ (Nl−1 ⊕ Ml) \ {0} due to the fact λl being simple. Write
u = v + w with v ∈ Nl−1 and w ∈ Ml . Then (H(v + w),v) = (H(v + w),w) = 0 and thus
(Hv, v) = (Hw,w) = −(Hv,w), which is a contradiction since v and w cannot simultaneously
be 0. This implies dim ker(H) = 1 and the result follows. 
Theorem 3.6. Assume λl with l  2 is a simple eigenvalue and ϕl ∈ S is a corresponding
eigenfunction such that ∫
Ω
(ϕ+l )2 =
∫
Ω
(ϕ−l )2. Then there exist two C1 curves (ui, bi) : Ii →
S × [λl−1, λl+1], Ii ⊂ [λl−1, λl+1] being closed intervals (i = 1,2), such that Σ ∩Ql = C1 ∩ C2
where Ci = {(bi(a), a): a ∈ Ii}, f (ui(a), bi(a), a) = 0,
u1(λl) = ϕl, u2(λl) = −ϕl, b1(λl) = b2(λl) = λl,
b′i (a) = −
∫
Ω
(u−i (a))2∫
Ω
(u+i (a))2
,
and
u′i (a) =
[(−− (bi(a)A+ui(a) + aA−ui(a)))∣∣X̂i,2(a)]−1
(
−
∫
Ω
(u−i (a))2∫
Ω
(u+i (a))2
u+i (a)+ u−i (a)
)
,
where X̂i,2(a) = range(fu(ui(a), bi(a), a))∩H 2(Ω).
Proof. Without loss, we assume that
∫
Ω
(ϕ+l )2 >
∫
Ω
(ϕ−l )2. According to Corollary 3.4, there
exist in S a neighborhood N1 of ϕl and a neighborhood N2 of −ϕl and r > 0 such that for any
a ∈ (λl − r, λl + r) and i = 1,2, there exists a unique (ui(a), bi(a)) ∈Ni × (λl − r, λl + r) with
the property that (ui, bi) : (λl −r, λl +r) →Ni ×(λl −r, λl +r) is a C1 map, (ui(a), bi(a), a) ∈
Σ˜ with Σ˜ being defined in the introduction,
u1(λl) = ϕl, u2(λl) = −ϕl, bi(λl) = λl, (3.16)
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b′i (a) = −
∫
Ω
(u−i (a))2∫
Ω
(u+i (a))2
in (λl − r, λl + r).
Especially, we have
b′1(λl) = −
∫
Ω
(ϕ−l )2∫
Ω
(ϕ+l )2
> −1, b′2(λl) = −
∫
Ω
(ϕ+l )2∫
Ω
(ϕ−l )2
< −1. (3.17)
For fixed i, lima↓λl−r (ui(a), bi(a)) exists and lima↓λl−r (bi(a), a) ∈ Σ . By Theorems 3.3 and 3.5
the C1 curve (ui, bi, ·) : (λl − r, λl + r) → Σ˜ can be uniquely extended to the left until (bi(a), a)
reaches the left side or the upper side of the boundary of Ql . The same extension can also be
operated to the right until (bi(a), a) reaches the right side or the lower side of the boundary
of Ql . In this way we obtain the maximal interval Ii ⊂ [λl−1, λl+1] of existence for (ui, bi, ·)
with all the conclusions except the assertion Σ ∩ Ql = C1 ∩ C2. As a consequence of (3.17), in
a neighborhood of (λl, λl), C2 is above C1 on the left side of (λl, λl) and C2 is below C1 on the
right side of (λl, λl).
To show Σ ∩ Ql consists of exactly C1 and C2, we assume on the contrary that there exists
(b, a) ∈ (Σ ∩ Ql) \ (C1 ∪ C2). Then either λl−1 < a < λl < b < λl+1 or λl−1 < b < λl < a <
λl+1. For definiteness, we assume λl−1 < a < λl < b < λl+1. By Theorems 3.3 and 3.5 again,
there is a Fucík spectral curve C emanating from (b, a) which goes down and to the left. It cannot
reach the two segments {(λl, a) | λl−1 < a < λl} and {(b,λl) | λl < b < λl+1}, and it also cannot
reach the two curves C1 and C2 except at (λl, λl). Therefore C will go down and to the left without
stop until it reaches (λl, λl). But this contradicts the fact that there are exactly two Fucík spectral
curves emanating from (λl, λl). 
Remark.
(1) Note that for any a ∈ I1 ∩ I2 and i = 1,2,
∫
Ω
ui(a)ϕl dx = 0, otherwise we would have
ui(a) = 0 since f (·, b(a), a) :Nl−1 → R is strictly concave and f (·, b(a), a) :Ml → R is
strictly convex, which contradicts the fact that ui(a) ∈ S. Then (3.16) together with continu-
ity of u1 and u2 implies, for all a ∈ I1 ∩ I2,∫
Ω
u1(a)ϕl dx > 0,
∫
Ω
u2(a)ϕl dx < 0.
(2) Under the assumptions of Theorem 3.6, the structure of Σ ∩ Ql has been described by
Gallouet and Kavian [17]. The result of Gallouet and Kavian was reformulated in [18, The-
orem 7], where it is asserted that, with the present notation, in a small ball around (λl, λl)
the Fucík spectrum consists of exactly two Lipschitz curves and ui is Lipschitz continuous
near λl , and where formulas of the slopes of the two curves were given only at λl . Here we
have global results in Ql and the curves are proved to be C1 and formulas not only for b′i (a)
and also for u′i (a) are given in the whole of Ql . Partial results of Theorem 3.6 may also be
deduced from some of Dancer’s work, for example, from [12, Lemma 1].
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First recall the definition of the two curves Cl1 and Cl2 constructed in Schechter [27]. With
Nl and Ml defined before Theorem 3.5, define
Ml(b, a) = inf
w∈Ml,‖w‖=1
sup
v∈Nl
J(b,a)(v +w),
ml(b, a) = sup
v∈Nl,‖v‖=1
inf
w∈Ml
J(b,a)(v +w),
νl(a) = sup
{
b: Ml(b, a) 0
}
,
μl(a) = inf
{
b: ml(b, a) 0
}
.
Then Cl1 is the (lower) curve b = νl−1(a) and Cl2 is the (upper) curve b = μl(a). If Cl1 and Cl2
do not coincide, then the region between them is called a type (II) region (see [23,26]).
In this section, we are going to study solvability of the equation
−u = bu+ + au− + f in Ω, u = 0 on ∂Ω (4.1)
for f ∈ L2(Ω). We assume (b, a) /∈ Σ and thus the equation
−u = bu+ + au− in Ω, u = 0 on ∂Ω (4.2)
has only the trivial solution. Note that ∇J(b,a)(u) = u − (−)−1(au− + bu+). Denote by
Br(0) the open ball in H 10 (Ω) with radius r and center at 0. Since (b, a) /∈ Σ , the degree
deg(∇J(b,a),Br(0),0) is well defined. The following two results are well known (see [8,16]
and [27]), and they can be regarded as consequences of Theorem 4.1:
(i) If deg(∇J(b,a),Br(0),0) = 0, then (4.1) admits at least one solution for every f ∈ L2(Ω).
(ii) Let (b, a) ∈ Ql \ Σ . If (b, a) is below Cl1 or above Cl2, then (4.1) has a solution for every
f ∈ L2(Ω).
Theorem 4.1. If (b, a) ∈ R2 \Σ and at least one of the critical groups Cq(J(b,a),0) is nontrivial
then (4.1) has a solution for every f ∈ L2(Ω).
Proof. Consider the flow η :H 10 (Ω)× R+ → H 10 (Ω) defined by
dη
dt
= −∇J(b,a)(η) for t  0, η(0) = u.
Using this flow, we can construct a Gromoll–Meyer pair (W,W−) for 0. Recall that (W,W−)
satisfies (see [5])
(i) W is a closed neighborhood of 0; if t1 < t2 and η(ti , u) ∈ W for i = 1,2 then η(t, u) ∈ W
for all t ∈ [t1, t2];
(ii) W− = {x ∈ W | η(t, u) /∈ W ∀t > 0} is closed in W ;
(iii) W− is a piecewise submanifold and the flow η is transversal to W−;
(iv) Hq(W,W−,Z) ∼= Cq(J(b,a),0) for all q ∈ Z.
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u ∈ B(0, δ/4), φ(u) = 0 for u /∈ B(0, δ/2), and 0  φ(u)  1 for u ∈ B(0, δ/2) \ B(0, δ/4).
Assume now for some f ∈ L2(Ω), (4.1) has no solution. By an approximation argument, we
may assume that f ∈ L∞(Ω). Multiplying (4.1) with a positive number if necessary, we may
assume f satisfies
∥∥(−)−1f ∥∥
H 10 (Ω)
<
1
4
inf
u∈W\B(0,δ/4)
∥∥∇J(b,a)(u)∥∥H 10 (Ω).
Then one readily verifies that (1 − φ(·))∇J(b,a)(·)+ φ(·)∇J(b,a,f )(·) is a pseudogradient vector
field of J(b,a,f ) defined by
J(b,a,f )(u) = 12
∫
Ω
[|∇u|2 − b(u+)2 − a(u−)2]− ∫
Ω
f u.
Using (1 − φ(·))∇J(b,a)(·) + φ(·)∇J(b,a,f )(·) instead of ∇J(b,a), one defines a flow ηf which
coincides with the flow η outside of the ball B(0, δ/2). In view of the properties (i)–(iii), a defor-
mation which shows that W− is a strong deformation retract of W can be constructed along the
flow ηf . Then by (iv), Cq(J(b,a),0) ∼= 0 for all q ∈ Z, a contradiction. 
In what follows, the argument on homotopy indices is largely inspired by Dancer [9]. No-
tations are taken from [9] with slightly different appearance. Assume ν,μ ∈ σ(−) ∪ {−∞},
ν < μ, and let Nν,μ be the subspace of L2(Ω) spanned by the eigenvectors of − correspond-
ing to eigenvalues in (ν,μ). Let P be the orthogonal projection from L2(Ω) onto Nν,μ. Set
A(u) = −u− bu+ − au− for u ∈ H 2(Ω)∩H 10 (Ω). It is a well-known simple consequence of
the contraction mapping theorem [9] that for any n ∈ Nν,μ the problem (I − P)A(n + w) = 0
has a unique solution, w = Sb,a(n), in N⊥ν,μ, and Sb,a is positively homogeneous and continuous
as a map from Nν,μ into N⊥ν,μ. For (b, a) ∈ R2 \Σ satisfying ν < a < b < μ, define
F+b,a,ν,μ =
{
n ∈ Nν,μ: ‖n‖ = 1 and fb,a,ν,μ(n) 0
}
,
where
fb,a,ν,μ(n) = 12
∫
Ω
∣∣∇(n+ Sb,a(n))∣∣2 − b2
∫
Ω
((
n+ Sb,a(n)
)+)2 − a
2
∫
Ω
((
n+ Sb,a(n)
)−)2
.
The Euler equation of fb,a,ν,μ is
Fb,a,ν,μ(n)n+ P
(
b(n+ Sb,a)+ + a(n+ Sb,a)−
)= 0.
Recall a result of [9] which states that if the homotopy index h(0,Fb,a,ν,μ) is nontrivial then (4.1)
has a solution for every f ∈ L2(Ω). It is proved in [9] that the homotopy index h(0,Fb,a,ν,μ)
is zero if and only if H˜q(F+b,a,ν,μ) = 0 for all q , where H˜q denotes reduced homology groups.
The next theorem shows that Dancer’s result is equivalent to Theorem 4.1. For related results see
also [11,13].
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h(0,Fb,a,ν,μ) = 0.
Proof. First we assume that (b, a) ∈ R2 \Σ and Cq(J(b,a),0) ∼= 0 for all q ∈ N. Define
Sν,μ =
{
n ∈ Nν,μ: ‖n‖ = 1
}
and
Z˜μ =
{
n ∈ Nν,μ: ‖n‖ = 1, fb,a,ν,μ(n) 0
}
.
Denote n = dimNν,μ. By the Alexander’s duality theorem,
Hq(Sν,μ, Sν,μ \ Z˜μ) ∼= Hn−q−1(Z˜μ), ∀q ∈ N. (4.3)
Observe that fb,a,ν,μ is positively homogeneous. If 0 is not a strict minimum point, the exact
sequence of homology groups yields Cq(fb,a,ν,μ,0) ∼= H˜q−1(f 0b,a,ν,μ \ {0}) for all q ∈ N, where
f 0b,a,ν,μ = {n ∈ Nν,μ | fb,a,ν,μ  0}. It is easy to check that the map
(
f 0b,a,ν,μ \ {0}
)× [0,1] → f 0b,a,ν,μ \ {0}, (n, t) 	→ (1 − t + t‖n‖
)
n
is a strong deformation retraction from f 0b,a,ν,μ \ {0} onto Z˜μ = f 0b,a,ν,μ ∩ Sν,μ, so
Cq(fb,a,ν,μ,0) ∼= H˜q−1(Z˜μ). (4.4)
By [13], Cq(J(b,a),0) ∼= 0 if q < t and Cq(J(b,a),0) ∼= Cq−t (fb,a,ν,μ,0) if q  t , where t is the
dimension of the space spanned by eigenfunctions of − corresponding to eigenvalues in (ν, a).
Since Cq(J(b,a),0) ∼= 0 for all q ∈ N, we deduce from (4.4) that Hq(Z˜μ) ∼= δq0Z, which implies
Hq(Z˜μ) ∼= δq0Z, ∀q ∈ N; (4.5)
for convenience we give a simple proof of this topological relation in Appendix A.
Recall from Corollary 6.5 in [15, p. 73] that (since Sν,μ \ Z˜μ is an open proper subset of Sν,μ)
Hq(Sν,μ \ Z˜μ) = 0 for q  n−1 and Hn−2(Sν,μ \ Z˜μ) is a free abelian group. On the other hand,
using (4.3) and (4.5) and the exact sequence
· · · → Hq+1(Sν,μ, Sν,μ \ Z˜μ) ∂→ Hq(Sν,μ \ Z˜μ) i∗→ Hq(Sν,μ) j∗→ Hq(Sν,μ, Sν,μ \ Z˜μ) → ·· · ,
(4.6)
we obtain
Hq(Sν,μ \ Z˜μ) ∼= Hq(Sν,μ), for q  n− 3.
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quence (4.6) reduces to a short exact sequence
0 → H˜n−1(Sν,μ) j∗→ H˜n−1(Sν,μ, Sν,μ \ Z˜μ) ∂→ H˜n−2(Sν,μ \ Z˜μ) i∗→ 0.
From this we see that H˜n−2(Sν,μ \ Z˜μ) ∼= 0. In summary, we obtain
H˜q(Sν,μ \ Z˜μ) ∼= 0, ∀q ∈ N.
According to [9], F+b,a,ν,μ and Sν,μ \ Z˜μ have the same homotopy type and thus
H˜q
(
F+b,a,ν,μ
)∼= H˜q(Sν,μ \ Z˜μ) ∼= 0, ∀q ∈ N.
Thus, by [9] again, the homotopy index h(0,Fb,a,ν,μ) is zero. By the proof in [19] of a C1 version
of the Poincaré–Hopf theorem, Cq(J(b,a),0) is finitely generated, so the converse of the above
argument is also expedite. 
By [9, Proposition 3] we have
Theorem 4.3. Assume that (b, a) ∈ Ql \Σ and λl is simple. Then the following three statements
are equivalent:
(1) (b, a) is in a type (II) region in Ql ,
(2) the homotopy index h(0,Fb,a,ν,μ) = 0,
(3) ∃f ∈ L2(Ω) such that (4.1) has no solution.
One cannot expect that homotopy index being trivial is equivalent to topological degree being
zero. An example given in [9] exhibits a case in which the homotopy index is nonzero, but the
topological degree is zero.
5. Number of nodal domains of the Fucík eigenfunctions
In this section, we denote all the eigenvalues of − by λ1 < λ2  λ3  · · · with each
eigenvalue counted as many times as its multiplicity, ϕ1, ϕ2, ϕ3, . . . being the corresponding
normalized eigenfunctions. Denote El = span{ϕ1, . . . , ϕl}. Let Ω ⊂ Rn and u ∈ C(Ω¯) \ {0}.
A connected component of the set {x ∈ Ω: u(x) = 0} is called a nodal domain of u. Courant
nodal domain theorem [6] states that any eigenfunction corresponding to the lth eigenvalue λl
admits at most l nodal domains. In [14], the author proves that if u is a nontrivial solution of (4.2)
and (b, a) lies in the first Fucík spectral curve passing through (λ2, λ2), then u admits exactly
two nodal domains. In this section, we will study the number of nodal domains of nontrivial
solutions of (4.2) when (b, a) lies in the Fucík spectral curves other than the first one.
Theorem 5.1. Let (b, a) ∈ Ql ∩Σ and u be a nontrivial solution of (4.2). Then u admits at most
l nodal domains.
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ui(x) =
{
u(x), x ∈ Ωi,
0, x ∈ Ω \Ωi.
Assume by contradiction that n > l. Then there exist numbers a1, . . . , an with at least one being
nonzero such that
u˜
n∑
i=1
aiui ⊥ El.
By the min–max principle,
λl+1 
∫
Ω
|∇u˜|2∫
Ω
u˜2
=
∑n
i=1 a2i
∫
Ω
|∇ui |2∑n
i=1 a2i
∫
Ω
u2i

∑n
i=1 a2i
∫
Ω
bu2i∑n
i=1 a2i
∫
Ω
u2i
= b < λl+1,
a contradiction. The proof is complete. 
The proof of the next theorem is based on the following two lemmas.
Lemma 5.2. Let Ω ⊂ Rn be a bounded domain and Ωn ⊂ Ω be domains having the properties
that |Ωn| → 0 as n → ∞ and H 10 (Ωn) ⊂ H 10 (Ω), u ∈ H 10 (Ωn) being defined to be 0 outside
of Ωn. Then λ1(Ωn) → +∞ as n → ∞, where λ1(Ωn) is the first eigenvalue of the problem{−u = λu, x ∈ Ωn,
u = 0, x ∈ ∂Ωn.
Proof. According to the definition
λ1(Ωn) = inf
u∈H 10 (Ωn),‖u‖L2(Ωn)=1
∫
Ωn
|∇u|2. (5.1)
Let un be the minimizer of (5.1) and define
u˜n(x) =
{
un(x), x ∈ Ωn,
0, x ∈ Ω \Ωn. (5.2)
Then we have ∫
Ωn
|∇un|2 =
∫
Ω
|∇u˜n|2 = λ1(Ωn).
Assume, by contradiction, that λ1(Ωn)  +∞ as n → ∞. Without loss of generality, there exists
M > 0 such that λ1(Ωn)M for all n, which implies that {u˜n} is bounded in H 10 (Ω). Passing
to a subsequence, we can assume that
u˜n → u∗ in L2(Ω). (5.3)
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Ωn
[
(un)
2 − (u∗)2]∣∣∣∣ (∫
Ωn
∣∣un + u∗∣∣2) 12 ·(∫
Ωn
∣∣un − u∗∣∣2) 12

(∫
Ω
∣∣u˜n + u∗∣∣2) 12 ·(∫
Ω
∣∣u˜n − u∗∣∣2) 12 → 0, as n → +∞,
which yields
lim
n→+∞
∫
Ωn
u2n = 1 = lim
n→+∞
∫
Ωn
(
u∗
)2
.
However, absolute continuity of integral implies
lim
n→+∞
∫
Ωn
(
u∗
)2 = 0,
a contradiction. Thus the conclusion follows. 
Lemma 5.3. Let Ω ⊂ Rn be an open, path-connected and bounded set with mes(∂Ω) = 0. Then,
for any ε > 0, there exists a set F ⊂ Rn which is closed and path-connected such that F ⊂ Ω
and
mes(Ω \ F) < ε.
Proof. Since mes(∂Ω) = 0, there exists a sequence {In}∞n=1 of open cubes in Rn such that ∂Ω ⊂⋃∞
n=1 In and
∑∞
n=1 |In| < ε. Denote
F1 = Ω \
∞⋃
n=1
In = Ω¯ \
∞⋃
n=1
In.
Then F1 is a closed set. Fix a point x∗ ∈ F1. We claim that there exists r > 0 such that for any
x ∈ F1 there exists a path h : I  [0,1] → Ω joining x∗ and x with ρ(h(x), ∂Ω) > r . If this is
not true, then there is a sequence {xn} ⊂ F1 such that
sup
h∈Γn
ρ
(
h(I), ∂Ω
)
<
1
n
, (5.4)
where
Γn =
{
h ∈ C(I,Ω) ∣∣ h(0) = x∗, h(1) = xn}.
Without loss of generality, we may assume that xn → z ∈ F1. Choose a path h ∈ C(I,Ω) with
h(0) = x∗ and h(1) = z and denote δ = ρ(h(x), ∂Ω). For n large enough, |xn − z| < δ2 . Define
hn(t) =
{
h(2t), 0 t  12 ,
(2 − 2t)z+ (2t − 1)x , 1  t  1.n 2
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r
2 -neighborhood of ∂Ω . Then
∂Ω ⊂ N(∂Ω, r/2)∩
( ∞⋃
n=1
In
)
=
∞⋃
n=1
(
In ∩N(∂Ω, r/2)
)
.
Define
F2 = Ω \
(
N(∂Ω, r/2)∩
∞⋃
n=1
In
)
.
Then F1 ⊂ F2 and F1 is contained in some path-connected component of F2. We denote this
path-connected component of F2 by F . Then F ⊂ Ω and mes(Ω \ F) < ε. 
Theorem 5.4. Define
Π = {(b, a,u) ∣∣ (b, a) ∈ Σ, u ∈ C(Ω¯) is a nontrivial solution of (4.2)}.
For (b, a,u) ∈ Π , denote by n(b, a,u) and m(b,a,u) the number of connected components of
Ω+(u)  {x ∈ Ω | u(x) > 0} and Ω−(u)  {x ∈ Ω | u(x) < 0}, respectively. Then the maps
n :Π → N and m :Π → N are upper semicontinuous.
Proof. Fix (b, a,u) ∈ Π . Let Ω+1 , Ω+2 , . . . ,Ω+n be the components of Ω+(u) and Ω−1 ,
Ω−2 , . . . ,Ω−m be the components of Ω−(u). By Lemma 5.2, there exists δ > 0 such that if
(b′, a′, u′) ∈ Π satisfies |b′ − b| < 1, |a′ − a| < 1, and ‖u′ − u‖C < 1 then any nodal domain Ω ′
of u′ satisfies
mes(Ω ′) δ. (5.5)
By Lemma 5.3, there are closed and path-connected sets F+1 ,F
+
2 , . . . ,F
+
n , and F
−
1 ,F
−
2 , . . . ,F
−
m
satisfying
F+i ⊂ Ω+i , i = 1,2, . . . , n,
F−i ⊂ Ω−i , i = 1,2, . . . ,m,
and
n∑
i=1
mes
(
Ω+i \ F+i
)+ m∑
i=1
mes
(
Ω−i \ F−i
)
<
δ
2
. (5.6)
Choose r > 0 such that if |b′ − b| < r , |a′ − a| < r and ‖u′ − u‖C < r , then u′ > 0 on ⋃ni=1 F+i
and u′ < 0 on
⋃n
i=1 F
−
i . Let Ω
′ be any nodal domain of u′. Since F+i and F
−
i are path-
connected, if Ω ′ does not contain any F+i or F
−
i , then
Ω ′ ⊂
{
Ω \
[(
n⋃
Ω+i
)
∪
(
m⋃
Ω−i
)]}
∪
[
n⋃(
Ω+i \ F+i
)∪ m⋃(Ω−i \ F−i )
]
. (5.7)i=1 i=1 i=1 i=1
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mes
{
Ω \
[(
n⋃
i=1
Ω+i
)
∪
(
m⋃
i=1
Ω−i
)]}
= 0,
(5.6) and (5.7) together imply
mes(Ω ′)
n∑
i=1
mes
(
Ω+i \ F+i
)+ m∑
i=1
mes
(
Ω−i \ F−i
)
<
δ
2
,
which contradicts (5.5). Thus any nodal domain of u′ either contains one of F+i or contains
one of F−i . Therefore n(b′, a′, u′)  n(b, a,u) and m(b′, a′, u′)  m(b,a,u) provided that|b′ −b| < r , |a′ −a| < r and ‖u′ −u‖C < r . This proves upper semicontinuity of n :Π → N and
m :Π → N. 
Theorem 5.5. The following conclusions hold.
(i) If (b, a,u) ∈ Π and a  λl , then n(b, a,u) l.
(ii) If (b, a,u) ∈ Π and b λl , then m(b,a,u) l.
Proof. We only prove the first result (i). Denote n(b, a,u) = n and let Ω1, . . . ,Ωn be the con-
nected components of Ω+(u). Define
ψi(x) =
{
u(x), x ∈ Ωi,
0, x ∈ Ω \Ωi.
By Rayleigh’s theorem
λn = inf
W⊂H 10 (Ω)
sup
u∈W
∫
Ω
|∇u|2∫
Ω
u2
 sup
u∈span{ψ1,...,ψn}
∫
Ω
|∇u|2∫
Ω
u2
= a  λl.
Thus
n(b, a,u) = n l,
and the conclusion follows. 
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A.1. Preliminaries
A.1.1. Group of homomorphisms between abelian groups
On the set of homomorphisms between abelian groups there is an addition which is defined
pointwise. It is easy to see that the set is an abelian group under the operation and satisfies the
following: Given abelian groups A,B,C, one has
1. Hom(0,A) ∼= 0,
2. Hom(A⊕B,C) ∼= Hom(A,C)⊕ Hom(B,C),
3. Hom(Z,A) ∼= A,Hom(Zn,A) ∼= {a ∈ A | na = 0}.
Remark A.1. Since any finitely generated abelian group is a direct sum of cyclic groups, it is
easy, by the above properties, to determine Hom(A,B) for all finitely generated abelian groups
A and B .
A.1.2. The group of extensions of abelian groups
Given abelian groups A,B , an extension of B by A is a short exact sequence 0 → A → C →
B → 0. On the set of suitable equivalence classes of all extensions of B by A, there is an abelian
group structure which satisfies the following: Given abelian groups A,B,C, one has
1. Ext(A,B) ∼= 0 if A is free,
2. Ext(A⊕B,C) ∼= Ext(A,C)⊕ Ext(B,C),
3. Ext(Zn,A) ∼= A/nA.
The same remark as above applies.
A.1.3. Universal coefficient theorem
There is a way to compute cohomology of a space from the integral homology of the space
which is stated as follows [29]:
Lemma A.2. Let X be a topological space. Then one has:
Hi(X,G) ∼= Ext(Hi−1(X,Z),G)⊕ Hom(Hi(X,Z),G),
where G is an abelian group.
A.2. Main theorem and its proof
Theorem A.3. Let X be a topological space such that
Hi(X,Z) = δi0Z.
Then
Hi(X,G) = δi0G.
C. Li et al. / J. Differential Equations 244 (2008) 2498–2528 2527Proof. To compute Hi(X,G), by the above lemma, it suffices to compute Ext(Hi−1(X,Z),G)
and Hom(Hi(X,Z),G). Now the assumption implies that Hi−1(X,Z) = 0 or Z when i  0, it
follows that Ext(Hi−1(X,Z),G) = 0 when i  0. Similarly, Hom(Hi(X,Z),G) = 0 if i > 0 and
Hom
(
H0(X,Z),G
)= Hom(Z,G) = G.
In summary,
Hi(X,G) = δi0G. 
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