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学 位 論 文 内 容 の 要 旨 
 機械学習をはじめとする高度情報技術は急速に発展しており，様々な分野への応用が望まれて
いる．特に，教師情報を持つデータから学習する教師あり学習は，教師情報に基づいた判別・予
測が可能であるため，幅広い活用が期待されている．教師あり学習では，精度の高い判別・予測
を実現するためには，十分な訓練用データの収集とそのすべてに対して目的に従って適切に教師
情報を与える必要がある．しかし，生産現場などではデータの収集コストが高く，また高信頼な
教師情報を付加するための管理コストも高いため，実際には少ないデータのみの収集にとどま
る．そのため，多量かつ高信頼な教師情報を与えられたデータを用いた学習が困難であり，少量
の高信頼データを有効に活用する必要がある． 
 高信頼な教師情報を持つ少数のデータに加え，低信頼な教師情報を持つ多数のデータを利用す
る学習問題として，飼いならし学習問題が提案されている．飼いならし学習問題では，高信頼な
教師情報を持つ少数のデータを飼育データ，低信頼な教師情報を持つ多数のデータを野生データ
と呼ぶ．野生データに与えられた教師情報は，飼育データと同水準で与えられているものもあれ
ば，異なる水準で与えられた教師情報も含まれている．飼いならし学習問題の手法として提案さ
れているBaggTamingは，野生データから飼育データと同水準の教師情報を持つデータを選択的
に活用することで，飼育データを補完して学習する手法である．しかしながら，野生データから
いくつのデータが活用可能であるかは未知であり，飼育データと同水準の教師情報を持つデータ
が少ない場合，学習精度の向上が見込めないという課題がある．本論文では，飼いならし学習問
題を題材として，野生データ中に飼育データと同水準の教師情報を持つデータが少ない場合でも
適用可能な新たな手法を提案している． 
 本論文では，野生データに与えられている教師情報を飼育データの水準で再度ラベリングする
ことで，低信頼なデータのうち活用可能なデータの数を増やす新たな手法を提案している．不適
切な教師情報の付与を回避するために，BaggTaming の手続きにおいて不採用となったデータを
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対象として教師情報を付与する．再度ラベリングしたデータを用いて学習を行うことで，
BaggTaming よりも多くのデータを活用した学習法を実現している．提案手法の妥当性を検証す
るために汎用データセットを用いたシミュレーション実験を行い，提案手法の教師情報の推定精
度や提案手法による活用可能データ数の推移を確認した．また，テストデータを用いて
BaggTamingと提案手法の性能を比較し，判別能力が向上することを確認した． 
 また，提案手法の有用性を検証するため，半導体接合技術の一つであるワイヤボンディングに
おける抜取検査を題材とした品質推定への応用展開を行った．ワイヤボンディングは破壊試験を
伴う抜取検査によって品質を確保しているため，全数に対する品質推定ができず突発的に発生す
る不良の流出や良品の誤廃棄などによる歩留まり低下が問題となっている．産業技術総合研究所
が開発した薄型ＡＥセンサを用いてワイヤボンディング接合時の印加超音波を計測し，飼いなら
し学習に基づいた品質推定法を組み合わせることで，抜取検査に係るコストを維持しつつ，全数
に対して適用可能な品質推定法を提案した．マニュアルワイヤボンダを用いて作製した実サンプ
ルを用いて抜取検査を模擬したデータセットを構築し，提案手法の有効性を検証した． 
 本論文では，以下の手順で研究成果を報告している． 
 第1章では，研究の社会的背景と機械学習に関する従来手法の紹介，および研究目的について
述べている． 
 第2章では，本研究で対象とする飼いならし学習問題と，少数の高信頼データを対象としたそ
の他の従来手法との比較を通じて飼いならし学習が扱う問題について述べている． 
 第3章では，飼いならし学習問題の従来手法における問題点を整理し，それらを克服するため
の提案手法のアルゴリズムについて述べている． 
 第4章では，汎用データセットを用いた検証実験を通じて提案手法の妥当性を検証し，従来手
法との比較による提案手法の有用性の検証を行っている． 
 第5章では，提案手法の実用性を検証するため，ワイヤボンディングの抜取検査を題材とした
品質推定法を提案し，品質推定精度や提案手法の導入効果について述べている． 
 第6章では，本研究で得られた新たな知見をまとめ，結論としている．  
 
 
学 位 論 文 審 査 の 結 果 の 要 旨 
 本論文に関し、調査委員から学習器は何を用いたのか，適用場所として何を想定しているのか，
関連する学習手法は何か，アルゴリズムが有効に作用する説明，ラベル推定精度の是非，予測結
果の統計的な信頼性はどうなのか，正判別率ではなくその他の指標による評価では有効性はある
のか，飼育データの数は適切か，実証実験において取得した特徴量は何か，実証実験の判別率が
低いが原因は何か，実環境への応用に向けて目指すべき判別率などの指標はあるか，などについ
て質問がなされたが, いずれも著者から満足で明確な回答が得られた. 
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 また, 公聴会においても, 多数の出席者があり, 種々の質問がなされたが, いずれも著者の
説明によって質問者の理解が得られた. 
 
 以上により、論文審査及び最終試験の結果に基づき、審査委員会において慎重に審査した結果、
本論文が博士（ 工学 ）の学位に十分値するものであると判断した。 
