Abstract-The performance of a mobile wireless network depends on the time-varying connectivity of the network as nodes move around. Hence, there has been a growing interest in the distribution of intermeeting times between two nodes in mobile wireless networks. We study the distribution of intermeeting times under the generalized Hybrid Random Walk mobility model. We show that when 1) the (conditional) probability that two nodes can communicate directly with each other given that they are in the same cell is small and 2) node's transitions in locations are independent over time, the distribution of intermeeting times can be well approximated using an exponential distribution. Moreover, the mean of intermeeting times can be estimated using the number of cells in the network and the aforementioned conditional probability of having a communication link when the two nodes are in the same cell. We also offer some insight behind the emergence of an exponential distribution, borrowing well-known results in existing literature on rare events.
INTRODUCTION
R ECENTLY, there has been a growing interest in understanding the distribution of intermeeting times between mobile nodes in wireless networks (e.g., [1] , [5] , [10] , [13] , [19] ). An intermeeting time between two nodes refers to the amount of time during which they stay unable to communicate directly with each other after they lose the "communication link" between them. 1 Since the ability of a (multihop) wireless network to transfer information between a pair of nodes in a timely manner depends critically on the (time-varying) network connectivity, understanding the statistical properties of intermeeting times is of much interest. Such an understanding is even more pressing in Disruption Tolerant Networks (DTNs) that rely on intermittent and/or sparse connectivity between nodes to forward information, in which we are primarily interested.
Short Survey of Relevant Literature
We summarize a few studies that are most relevant to this paper: Groenevelt et al. [9] studied the distribution of intermeeting times between two nodes under the popular Random Waypoint (RWP) mobility model and indicated that the distribution can be well approximated by an exponential distribution. Chaintreau et al. [4] examined several sets of traces collected in different settings and reported an interesting observation that the empirical distributions exhibit a power law decay over a wide range (from a few minutes to a day or more).
Karagiannis et al. [12] , using additional sets of measurements, first illustrated the existence of a power law decay up to a certain point, which they call a characteristic time, followed by an exponential decay, hinting at a dichotomy in the empirical distributions of intermeeting times. Then, they demonstrated that such a dichotomy exists even under a simple Random Walk (RW) mobility model on a circle.
An interesting study by Cai and Eun [3] suggests that, in most scenarios where the domain of mobility is bounded, the distribution is expected to have an exponential tail. A similar finding by Karagiannis et al. [12] also proves that when nodes move according to mutually independent irreducible Markov chains on a finite-state space, the distribution of intermeeting times is exponentially bounded. Cai and Eun also showed that when the domain is unbounded, a power law can emerge, indicating the possibility that a bounded domain used for simulation may be a main source of the emergence of an exponential tail in some cases.
Summary of Contributions
In this paper, we study the distribution of intermeeting times under a generalized Hybrid Random Walk (HRW) mobility model (described in Section 3). It is a generalization of the HRW mobility model first introduced by Sharma et al. [18] , which includes the RW mobility model [6] and the independent and identically distributed (i.i.d.) mobility model used in [15] as special cases. We prove that, under this generalized HRW mobility model, as the conditional probability that two nodes can communicate directly with each other, given that they are in the same cell, decreases to zero, (suitably scaled) intermeeting times converge in distribution to an exponential rv.
This finding implies that when 1) the intensity of meetings between two nodes is sufficiently small and 2) node's 1. We say that there is a communication link between two nodes if their achievable signal-to-noise ratio (SNR) is sufficiently high to allow correct decoding of the signal from each other with a high probability. transitions in location are independent over time, 2 the intermeeting times between them may be well approximated by exponential random variables (rvs). Our result allows heterogeneous mobility among the nodes and does not require that the network size grow unbounded. Moreover, the specifics of transition probabilities assumed in the mobility model affect only its parameter, but not the limiting distribution. These findings suggest that the distribution of intermeeting times is not sensitive to the details of nodes' mobility and may resemble an exponential distribution under a set of mild assumptions when the nodes' mobility is independent.
We also provide the intuition behind the finding; intermeeting times between two nodes in the generalized HRW mobility model can be represented as delayed geometric sums of independent rvs [11] . It is well known that a geometric sum of many i.i.d. rvs with a finite mean can be approximated using an exponential rv, which was first shown by Rényi [16] . Our finding follows from a generalization of Rényi's result to the case where the first summand in the geometric sum has a different distribution than the others.
Note that, although we focus on the distribution of intermeeting times under the generalized HRW mobility model, the intuition behind our result is much more general and may be applicable to other mobility models; if the intermeeting times under some other mobility models can be approximated as a random sum of independent rvs where the rvs have similar, if not identical, distributions and the number of summands tends to be large and is roughly geometrically distributed, the distribution may still resemble an exponential distribution. In this sense, we use the generalized HRW mobility model as a concrete example of a larger class of mobility models with certain properties, under which our result will hold.
We emphasize that it is not our goal to disprove the power law decay or a dichotomy observed in empirical distributions of intermeeting times (e.g., [4] , [12] ). Instead, our goals are the following: First, as mentioned above, we illustrate that, when running simulation with a certain class of mobility models, including the generalized HRW mobility model, under which the intermeeting times may be approximated as delayed geometric sums of i.i.d. rvs, one can expect the distribution of intermeeting times to resemble an exponential distribution. Second, we provide additional insight into the emergence of limiting exponential distributions in some mobility models and how to estimate their parameters. We hope that these will enhance our growing understanding of the distribution of intermeeting times under different sets of assumptions and settings, which is currently an active research area.
The rest of this paper is organized as follows: Section 2 describes the RW and HRW mobility models. The generalized HRW mobility model is explained, and the intermeeting times between two nodes are defined in Section 3. Our main finding is presented in Section 4, followed by a discussion in Section 5 on the role of one of assumptions we introduce for our result. Simulation results are provided in Section 6.
BACKGROUND
In this section, we describe two previously proposed mobility models-the RW mobility model and the HRW mobility model. They are special cases of the generalized HRW mobility model we describe in the following section and under which we study the distribution of intermeeting times.
Random Walk Mobility Model
The RW mobility model was used by El Gamal et al. in [6] in the context of studying the scaling laws of the network transport throughput for multihop wireless networks. For each fixed n ¼ 1; 2; . . . , a unit square area is divided into a discrete torus of size n Â n. Each of n 2 rectangular areas is called a cell, and each cell is identified by a pair ði; jÞ, i; j 2 f0; 1; . . . ; n À 1g, as shown in Fig. 1 .
Time is slotted into contiguous timeslots t ¼ 0; 1; . . . At timeslot t ¼ 0, a node is initially placed in one of n 2 cells according to some probability mass function (pmf). After its initial placement, a node in a cell, say (i; j), first selects one of four adjacent cells, i.e., cells (i þ 1; j), (i À 1; j), (i; j þ 1), and (i; j À 1), 3 with equal probability of 1=4 independently of the past, and moves to the selected cell at timeslot t ¼ 1. The node then repeats this process in every subsequent timeslot.
The location of a node at timeslot t ¼ 0; 1; . . . , is denoted by C ðnÞ ðtÞ, which indicates the cell where the node lies. From the description of the RW mobility model, it is clear that the discrete-time stochastic process fC ðnÞ ðtÞ; t ¼ 0; 1; . . .g is a time homogeneous Markov chain with state space fði; jÞ j i; j 2 f0; 1; . . . ; n À 1gg.
Hybrid Random Walk Mobility Model
The HRW mobility model can be viewed as a generalization of the RW mobility model in the previous section [18] . It is parameterized by ; 0 1=2. For each fixed n ¼ 1; 2; . . . , the unit square area is first divided into a 2. Precise assumptions on mobility are provided in Section 3.
3. All operations are modulo n operations. to some pmf. Then, one of the subcells in the cell C ðnÞ ð0Þ is selected according to the discrete uniform distribution over the set of n 1À2 subcells in the cell. The transition of a node from one subcell at timeslot t ¼ 0; 1; . . . , to another subcell at timeslot t þ 1 is described by the following: A node located at subcell ' ðnÞ at timeslot t first selects one of four adjacent cells with equal probability of 1/4 (as in the RW mobility model). Then, it chooses one of the subcells in the selected adjacent cell with equal probability of n Àð1À2Þ , independently of the past and the selected cell. Hence, [15] . This is because there is only one cell consisting of n subcells and the node selects one of the subcells with equal probability n À1 in each timeslot, independently of the past.
GENERALIZED HRW MOBILITY MODEL AND INTERMEETING TIMES
In this paper, we are interested in studying the distribution of intermeeting times between two nodes under a generalized HRW mobility model (described in Section 3.1), especially when nodes do not meet frequently. To this end, we investigate the asymptotic distribution of intermeeting times (under appropriate scaling) as the frequency of meetings decreases. This is done by introducing a parametric scenario with a sequence of networks in which the likelihood of meeting diminishes. We assume a discretetime model where the time is divided into contiguous timeslots t ¼ 0; 1; . . . throughout the rest of the paper.
Generalized HRW Mobility Model
In the rest of this paper, we consider a generalized HRW mobility model described in this section: For each fixed n ¼ 1; 2; . . . , the unit square area is divided into a discrete torus of h 4. All additions are modulo h 1 ðnÞ. 5. Here, for simplicity of exposition and notation in our analysis, we assume that the pmf P ðnÞ s;i for choosing subcells is identical for all cells. However, it is not necessary for our analysis. We will comment on this later in Section 4.
6. We assume that nodes move to a new subcell at the beginning of each timeslot.
where jjÁjj denotes the L 1 -norm, and 0 otherwise. This mobility model allows node i to remain in the same subcell for more than one timeslot if P [15] , the probability with which a cell is selected for the following timeslot can depend on the current location of the node, retaining some memory.
Intermeeting Times between Two Nodes
For each n ¼ 1; 2; . . . , we have two nodes i ¼ 0; 1, moving according to the generalized HRW mobility model on a discrete torus with NðnÞ subcells as described in Section 3.1. The pmfs P Throughout the paper, we assume that two nodes can communicate directly with each other at timeslot t ¼ 0; 1; . . . , if and only if they are in contact during the timeslot t. This suggests that our model is more suitable for scenarios in which most of the meetings between two nodes take place when they are in proximity of each other at a distinct set of locations (as opposed to while they are on the move between locations); an analysis of mobility traces by Karagiannis et Recall from the description of the generalized HRW mobility model that the selection of the next cell and the subcell within the chosen cell is 1) independent of the past and 2) determined according to the fixed pmfs P ðnÞ c;i and P ðnÞ s;i for all t ¼ 0; 1; . . . . Therefore, as nodes move on a discrete torus, from the viewpoint of the nodes, each time two nodes meet at timeslot t, they start anew from the same conditions they were in the last time they met. This suggests that the number of timeslots that elapse between two consecutive meetings, M ðnÞ ðk þ 1Þ À M ðnÞ ðkÞ; k ! 1, are i.i.d. Note (from the example in Fig. 3 ) that the difference M ðnÞ ðk þ 1Þ À M ðnÞ ðkÞ; k ! 1, is the sum of two independent rvs-1) the number of consecutive timeslots the two nodes
DISTRIBUTIONAL CONVERGENCE OF INTERMEETING TIMES UNDER THE GENERALIZED HRW MOBILITY MODEL
In this section, we examine the distribution of the intermeeting times I ðnÞ ðkÞ; k ! 2, 7 between two nodes under the generalized HRW mobility model. In particular, we are interested in their distribution when the two nodes meet infrequently as we focus on DTNs in which one-hop connectivity is often assumed sparse.
For each n ¼ 1; 2; . . . , define ðnÞ :¼ P Since the state space C ðnÞ is finite for every n ¼ 1; 2; . . . , Assumption 1(i) implies that the Markov chains C ðnÞ i ; i ¼ 0; 1, are also positive recurrent and, hence, ergodic [17, p. 177] . Therefore, it does not allow the case where the probability of staying in the same cell is one, i.e., P ðnÞ c;i ðð0; 0ÞÞ < 1. Furthermore, starting from any initial locations L ðnÞ i ð0Þ; i ¼ 0; 1, the two nodes will arrive at the same cell at some finite t with probability one. When ðnÞ ¼ 0, the two nodes never meet with probability one. Thus, in order to ensure that the two nodes will eventually meet with probability one, we need to assume ðnÞ > 0. Moreover, in order to study the distribution when two nodes meet infrequently, we study the asymptotic distribution (under appropriate scaling) as the frequency or intensity of meetings decreases with n, i.e., ðnÞ ! 0. Note that Assumption 1(ii) can be satisfied with a bounded number of subcells in the network, i.e., there exists finite N such that NðnÞ N for all n ¼ 1; 2; . . . . In fact, we can have a fixed number of (cells and) subcells in the network while satisfying Assumption 1(ii). 
In other words, the rvs
ðh1ðnÞÞ 2 = ðnÞ , n ¼ 1; 2; . . . , converge in distribution to an exponential rv with parameter one as n ! 1.
Since I ðnÞ ðkÞ; k ! 2, are i.i.d. rvs, Theorem 1 tells us that, for all sufficiently large n, the intermeeting times can be well approximated using exponential rvs with mean ðh 1 ðnÞÞ 2 = ðnÞ . A practical implication is that when the conditional probability ðnÞ is small so that intermeeting times can be written as a delayed geometric sum of many independent rvs, they are almost exponentially distributed. In addition, simulation results (Section 6) suggest that an exponential distribution offers an accurate approximation even for nonnegligible values of ðnÞ.
Intuition behind Theorem 1 and Its Implications
Let us provide some intuition behind the theorem, which is also related to other fields (e.g., queuing and risk analysis [2] ): There are several well-known results that prescribe the conditions under which the interarrival times between consecutive rare events can be approximated by exponential rvs and how to estimate their parameters. In one of earlier studies, Rényi [16] considered the following scenario. Suppose that we start with a renewal process with i.i.d. interarrival times, Y 1 ; Y 2 ; . . . , between successive events. Let G denote the distribution of interarrival times of the events with finite mean m ? ¼ E½Y 1 . Each event in the first renewal process, independently of the others, generates an event in a second renewal process with the same probability p; 0 < p < 1 (called thinning or rarification).
It is clear that interarrival times of the events in the second renewal process are also i.i.d. Moreover, the number of events in the first renewal process needed to generate an event in the second process is geometrically distributed with parameter p. Hence, the interarrival times of the events in the second 7 . We do not investigate the distribution of I ðnÞ ð1Þ as it depends on the initial locations of the nodes and, more importantly, does not refer to a real intermeeting time between two consecutive meetings as mentioned in the previous section.
8. When the pmf P 
Rényi's theorem has been generalized under different sets of assumptions and scaling of time (e.g., [14] ). In particular, when Y 1 has a different distribution than Y k ; k ! 2, the sum P K p k¼1 Y k is called the generalized or delayed geometric sum. A similar distributional convergence can be proved for a delayed geometric sum under suitable scaling [11] .
We show in the proof of Theorem 1 in Section 4.2 that the intermeeting time I ðnÞ ð2Þ can be written as a random sum of independent rvs, where the number of summands is geometrically distributed. Moreover, the summands, except for one, are identically distributed. Therefore, I
ðnÞ ð2Þ can be viewed as a delayed geometric sum of rvs [11] . Although we can leverage existing results for delayed geometric sums to provide a shorter proof of the theorem, for completeness of the paper, we provide a self-contained proof. We refer interested readers to a monograph [11] for more details on geometric sum.
This insight behind the proof of the theorem suggests that, if intermeeting times can be approximated as random sums of many independent rvs with similar distributions, under certain assumptions their distribution may be well approximated by an exponential distribution. It also offers, in addition to the bounded domains [3] , [12] , another, perhaps related, possible explanation for (nearly) exponential distributions one may observe in some of existing and future mobility models.
In the generalized HRW mobility model, one can interpret a cell as a neighborhood or a block, 9 and each subcell as a building or a business (e.g., a store). Thus, one can view the nodes' mobility as a series of moves from a building or business in a neighborhood to another either in the same neighborhood or in a different neighborhood, where the moves are independent of the past.
The (sequence of) neighborhoods and the businesses or buildings visited by a node over a finite period can be biased by its preferences (from electronics stores to cosmetics or clothing stores to cafés) through the choices of the pmfs P ðnÞ c;i and P ðnÞ s;i . 10 Suppose that nodes have a limited transmission range (e.g., Bluetooth) and can communicate with each other only if they are in the same store or building. In this case, it may be rather unlikely that, even when two nodes are in the same block or neighborhood, they can communicate directly. Hence, the conditional probability that two nodes are in contact when they are in the same neighborhood may indeed be small, and our result will be applicable.
Proof of Theorem 1
In order to prove the theorem, we first introduce two other sequences of rvs that are closely related to the meeting times, is the time between the ðk À 1Þth and kth contacts. In the earlier example in Fig. 3 Thus, when two nodes meet and remain in contact for more than one consecutive timeslots, although they meet only once, we assume that they make multiple counts of contact during the period. As a result, while the nodes stay in contact in consecutive timeslots, the intercontact times are equal to one. One can argue that, for a similar reason that the intermeeting times I ðnÞ ðkÞ; k ! 2, are i.i.d. (explained at the end of Section 3), the intercontact times X ðnÞ ðkÞ; k ! 2, are also i.i.d. 11 In addition, the distribution of the intermeeting times I ðnÞ ðkÞ; k ! 2, is the same as the conditional distribution of X ðnÞ ð2Þ À 1 given the event fX ðnÞ ð2Þ > 1g. This can be seen from the earlier example in Fig. 3 
We introduce a lemma that is used to complete the proof. The proof of the lemma is provided in Appendix A. 
The lemma states that, under Assumption 1, the (appropriately scaled) intercontact times converge in distribution to an exponential rv with parameter one.
In light of Lemma 1, in order to complete the proof of the theorem, it suffices to show that, for all x > 0, 9 . Although cells are assumed contiguous rectangular regions in Section 3.1, one can assume a mobility domain that is a collection of neighborhoods that are not necessarily contiguous (for instance, a graph), without altering the finding.
10. Recall that the pmf P ðnÞ s;i can be allowed to vary from one cell to another as long as the conditional probability of being in contact, namely ðnÞ, is the same for all cells.
11. The distribution of X ðnÞ ð1Þ is different from that of X ðnÞ ðkÞ; k ! 2. Note that X ðnÞ ð1Þ can be zero, whereas X ðnÞ ðkÞ ! 1 for all k ! 2. In this sense, X ðnÞ ð1Þ is not a real intercontact time, and we do not concern ourselves with X ðnÞ ð1Þ. 
where the first equality follows from (4), and the second equality is an application of the Bayes' rule [20, p. 20] . First, Pr½X where the third equality follows from the assumption that ðnÞ ! 0 as n ! 1 while h 1 ðnÞ ! 1, and the last equality is a consequence of Lemma 1. As a result, both intercontact times and intermeeting times (appropriately scaled) converge in distribution to an exponential rv with parameter one under Assumption 1. This completes the proof of the theorem.
DISCUSSION
In this section, we briefly discuss the role of Assumption 1(ii) in the emergence of a limiting exponential distribution (not an exponential tail) in Theorem 1 and the assumed independence of nodes' mobility.
Role of Assumption 1(ii) in Theorem 1
Assumption 1(ii) implies that the event that two nodes are in contact, even when they are in the same cell, becomes rarer as n ! 1. In this section, we discuss the consequence of removing this assumption and explain the reason that the limiting distribution, even when it exists, is not necessarily an exponential distribution in some cases (although its tail may be exponential). However, one should keep in mind that it is more of a technical assumption introduced to carry out an asymptotic analysis and to ensure the existence of a well-defined limiting distribution we can identify. In practice, as an example in Section 6 will illustrate, even when the conditional probability ðnÞ is not negligible (i.e., ðnÞ 6 % 0), the distribution of intermeeting times closely resembles an exponential distribution.
Consider the same setting employed in Section 4 with the generalized HRW mobility model, but suppose that Assumption 1(ii) does not hold and there exists ? > 0 such that ðnÞ ! ? for all n ¼ 1; 2; . . . . Furthermore, we assume that there exists > 0 such that, for all n ¼ 1; 2; . . . , 
This allows intermeeting times to be one. From (4), we have we obtain the following lower bound. is the probability that two nodes starting in the same subcell at timeslot t ¼ 0 will 1) first move to different cells at timeslot t ¼ 1 and 2) then arrive at a common cell at timeslot t ¼ 2.
From the assumption in (7), this probability is lower bounded by . Hence, from (8) and (9), 
where the second inequality is a consequence of the assumption that Á ðh 1 ðnÞÞ 2 ! 1, and the last inequality follows from (10) . Because (11) 
In order for the rvs
ðh 1 ðnÞÞ 2 = ðnÞ to converge in distribution to an exponential rv with parameter one as n ! 1, the limit on the left-hand side of (12) must equal zero (because an exponential rv is a nonnegative continuous rv). Hence, (12) implies that the rvs
2 =p ðnÞ do not converge in distribution to an exponential rv with parameter one as n ! 1 (because nonzero probability gets concentrated near zero). However, the limiting distribution (when it exists) may still have an exponential tail, although the parameter may be different from that predicted by Theorem 1.
As mentioned earlier, the RW mobility model is a special case of the HRW mobility model with h 2 ðnÞ ¼ 1, hence, ðnÞ ¼ 1, for all n ¼ 1; 2; . . . It is easy to see that the assumption in (7) is satisfied by both the RW and HRW mobility models. Therefore, (appropriately scaled) intermeeting times under the RW mobility model do not converge in distribution to an exponential rv as n ! 1. However, when < 0:5 in the HRW mobility model described in Section 2.2, ðnÞ ¼ n Àð1À2Þ ! 0 as n ! 1, and the (appropriately scaled) intermeeting times converge to an exponential rv as n ! 1.
Independence of Nodes' Mobility
Although we assumed that the trajectories of the two nodes L ðnÞ i ; i ¼ 0; 1, are mutually independent throughout, we can relax this assumption as follows: Suppose that when two nodes meet, they coordinate their movements so that they can stay in contact while exchanging information. During this period, they may not follow the generalized HRW mobility model. Once they complete the transfer of message(s), they resume following the generalized HRW mobility model, independently of each other, until they meet again, at which point they repeat the process. It is clear that, under this assumption, the distribution of the intermeeting times remains the same as before, whereas the number of consecutive timeslots they spend in contact after a meeting may change. Hence, our result still holds.
SIMULATION
In this section, we simulate the generalized HRW mobility model with two nodes and study the empirical distribution of the intermeeting times. We demonstrate that, although our finding in Theorem 1 is an asymptotic result obtained as ðnÞ ! 0, even for a nonnegligible value of the conditional probability ðnÞ the distribution of intermeeting times closely resembles an exponential distribution with a good match between the predicted and empirical parameters.
Two nodes move according to the generalized HRW mobility model on a unit square area divided into 49 ¼ ðh 1 Þ 2 cells. 12 Each cell is then further divided into 9 ¼ ðh 2 Þ 2 subcells. We assume that the pmf P c;i ðÁcÞ, Ác 2 fði; jÞ j i; j 2 f0; AE1; AE2; AE3gg for selecting a next cell, is equal to 1/12 if 1 jjÁcjj 1 2 and 0 otherwise. In other words, a node in cell CðtÞ at timeslot t moves to one of the 12 shaded cells in Fig. 4 with equal probability of 1/12 at timeslot t þ 1. We use the discrete uniform distribution 
12.
We drop the superscript ðnÞ in the variables in this section since we consider only one scenario.
for subcell selection with P s;i ðsÞ ¼ 1=9, s 2 fða; bÞ j a; b 2 f0; 1; 2gg, yielding the conditional probability ¼ 1=9, which is not negligible.
A total of 449,949 intermeeting times are collected in the simulation. Their histogram and the logarithm of the histogram are plotted in Fig. 5 . The dotted '' line in Fig. 5b is the logarithm of the exponential fitting curve obtained from the collected intermeeting times, using the expfit function in Matlab, which provided the fitting parameter of ¼ 2:26 Â 10 À3 . The plotted logarithm of the histogram and that of the exponential fitting curve suggest that indeed the distribution of the intermeeting times closely resembles an exponential distribution with a mean
441. This hints that even for nonnegligible values of , an exponential distribution provides a good approximation and its parameter can be estimated using our analysis.
CONCLUSION
We studied the distribution of intermeeting times under the generalized HRW mobility model. We showed that when the conditional probability that two nodes are in contact given that they are in the same cell is small, the intermeeting times can be written as a delayed geometric sum of many independent rvs. This, in turn, implies that the distribution of intermeeting times is well approximated by an exponential distribution even under heterogeneous mobility of the nodes. Moreover, the details of transition probabilities between cells and selection of subcells change only the parameter of the limiting exponential distribution, but not the qualitative result (i.e., distributional convergence to an exponential distribution). These findings indicate that the distribution of intermeeting times is insensitive to the details of nodes' mobility, and an exponential distribution may provide a good approximation in a broad set of settings. While our findings are based on an asymptotic analysis, simulation results suggest that even for nonnegligible values of the aforementioned conditional probability, an exponential distribution offers a good approximation. Borrowing from the existing literature, we also provided the intuition behind the emergence of a limiting exponential distribution.
APPENDIX A PROOF OF LEMMA 1
The roadmap for proving the lemma is as follows: First, following the spirit of Rényi's theorem, we will show that the intercontact times X ðnÞ ðkÞ; k ! 2, can be written as a random sum of i.i.d. rvs, where the number of rvs in the summation is geometrically distributed with parameter ðnÞ , i.e., a geometric sum. Second, using this observation, we will prove that the Laplace transforms of the scaled intercontact times X ðnÞ ð2Þ ðh 1 ðnÞÞ 2 = ðnÞ converge to that of an exponential rv with parameter one. 13 We first define a sequence of timeslots at which the two nodes visit the same cell together, i.e., C 13. The second step can be shortened by first showing that the summands in the geometric sum have a finite mean and then invoking Rényi's theorem.
14. 
