How aerodynamic power required for animal flight varies with flight speed determines optimal speeds during foraging and migratory flight. Despite its relevance, aerodynamic power provides an elusive quantity to measure directly in animal flight. Here, we determine the aerodynamic power from wake velocity fields, measured using tomographical particle image velocimetry, of pied flycatchers flying freely in a wind tunnel. We find a shallow U-shaped power curve, which is flatter than expected by theory. Based on how the birds vary body angle with speed, we speculate that the shallow curve results from increased body drag coefficient and body frontal area at lower flight speeds. Including modulation of body drag in the model results in a more reasonable fit with data than the traditional model. From the wake structure, we also find a single starting vortex generated from the two wings during the downstroke across flight speeds (1-9 m s
Introduction
From a Newtonian perspective, a flying animal generates both drag and lift by accelerating the air around it. This increase in kinetic energy of the air requires power that varies with flight speed. The total mechanical power (P tot ) required for flying is the sum of the power required to generate lift (induced power, P ind ) and the drag dependent power, i.e. body drag related power ( parasitic power, P par ), and drag related to the flapping wings ( profile power, P pro ):
ð1:1Þ
The magnitude of the different components varies over flight speed so that the sum is predicted to follow a U-shaped curve [1, 2] . However, this U-shaped relationship comes from theories of steady flight in fixed-wing configurations and depends on a number of assumptions. The assumptions include a negligible increase in induced power due to increased thrust demands as flight speed increases [3] , and a constant product of body frontal area and body drag coefficient (equal flat plate area) across flight speeds. The attempts made to estimate how mechanical power requirements vary over speed in real animals have mostly supported a U-shaped curve, but some indirect measurements have suggested a relatively flat relationship (see [4] for a review). One drawback of these previous studies is that they almost all estimate mechanical power indirectly. The most common approach is to measure & 2018 The Author(s) Published by the Royal Society. All rights reserved.
chemical power requirements through respirometry or the doubly labelled water method and then calculate the mechanical power assuming a constant conversion efficiency [4] . A few studies have measured the muscle work using a workloop approach from electromyography and sonomicrometry measurements of muscle contractions, which resulted in a Ushaped relationship between muscle power and airspeed [5, 6] . However, a more recent approach is to directly measure the kinetic energy added to the air behind the animal [7] . This method relies on accurate, time resolved, measurements of the vortical structures in the wake behind the animals, which has only recently been feasible to attain. Here, we test if the power curve is U-shaped from time resolved wake measurements to determine the mechanical power output by freely flying pied flycatchers, Ficedula hypoleuca, a species feeding on aerial insects, and capable of flying at a wide range of speeds. When comparing how efficient birds and bats are at generating lift, it has been found that birds outperform bats [8, 9] . The reasons for this have been speculated on, with a focus on what makes the bats less efficient than birds [8] [9] [10] . One likely contributing factor is the protruding ears of bats that seem to affect the flow over the body to increase drag and reduce the generation of lift by the body compared with birds [10] [11] [12] . However, so far, no one has asked what it is that makes birds more efficient than bats. Animals use flapping wings to propel themselves, which results in a speed gradient along the wing, with local speed increasing towards the wing tips, and potentially resulting in a sub-optimal lift distribution across the wing with an associated non-uniform (i.e. non-ideal) downwash distribution (although significant washout, i.e. twist along the span to reduce the angle of attack, can reduce the problem, as found in the desert locust [13] ). Unless the body is very efficient at generating lift, the result of flapping wings will be a compromised span efficiency as a result of reduced downwash behind the body compared with that behind the wings. From a wake perspective, this is reflected by the generation of wing root vortices [14] . Wing root vortices are often found in bats [15 -20] , but are mostly absent in birds, including the pied flycatcher [21] . Here, we ask how these birds achieve flapping flight without producing root vortices. We hypothesize that birds are able to adjust the lift generation along the span and across the body such that a starting vortex of homogeneous strength is generated, connecting downwash of the wings across the body without leaving any root vortices.
In the current study, we used time resolved, high-resolution, quantitative measurements of the air accelerated by the animals. Quantitative studies of bird wakes to understand the aerodynamics have now been conducted for more than three decades [22] . During this time, the technical development has been substantial. The first studies involved manual tracking of helium-filled bubbles in stereo photographs to measure the flow induced in the wake of birds [22, 23] . These studies provided our best insight into how birds fly for a long time and it was not until 2003 that particle image velocimetry (PIV) was adapted for studying animals in free flight [24, 25] . The use of PIV allowed for a greatly increased sample size of wake images and when used in a wind tunnel a greatly improved description of how aerodynamic properties of animal flight vary in relation to speeds [25] . These first PIV studies still required a substantial amount of manual work in patching the vector fields together to obtain a coverage of the complete wake [25] [26] [27] [28] and a substantial improvement of the usability of wake measurements was gained with the development of high-speed PIV [29] . This technique, when used in stereo configuration, allowed for a complete reconstruction of the wake and quantitative estimates of forces, without assumptions regarding the wake topology [21, 30, 31] . Despite these great advances, the spatial and temporal resolutions of these previous studies were limited (1 k Â 1 k at 200 Hz), and recent analyses of bat flight have showed that earlier analyses may have over-looked wake structures and thereby affected force estimates and interpretations about control of flight [11] . Therefore, we now revisit the flight of pied flycatchers [21] using a PIV system with four times the spatial (2 k Â 2 k) and more than three times the temporal resolution (640 Hz) compared with previous studies on birds [21, 30, 31] . In addition, we analyse the wake using the latest generation of PIV techniques, tomographic PIV (tomo PIV), to compare power estimates based on stereo and tomo PIV to test how consistent these methods are for future power estimates.
Material and methods

Birds
Two juvenile pied flycatchers were caught at the Falsterbo bird station (Lat 55.384185, Long 12.816815) in southern Sweden in the summer 2015, and trained to fly in the wind tunnel at Lund University, Sweden [32] . The choice of species was motivated by the species' wide range of flight speeds, which includes hovering and cruising speeds for long distance migration. Furthermore, we have previously worked with the species and know it performs well in our laboratory environment [21, 33] . The birds flew at speeds U 1 ¼ 1, 3, 5, 7 and 9 m s 21 and the number of sequences captured for each individual at each speed is shown in the electronic supplementary material, table S1. The exact speeds of each sequence were estimated from an undisturbed region of the wake images. The birds' body mass was measured after each experimental trial and we obtained morphological data from photos as prescribed by Pennycuick [34] (electronic supplementary material, table S2).
Particle image velocimetry
For the analysis we defined a right-handed orthogonal coordinate system with the x-axis aligned with the freestream direction, the y-axis in the spanwise direction, and the z-axis in the vertical upwards direction. We measured the flow behind the birds using a tomographic PIV set-up, with four high-speed cameras (LaVision Imager pro HS 4M, 2016 Â 2016 pixels) aiming obliquely from above and behind at a transverse (y-, z-plane) light sheet (LDY304PIV laser, Litron Lasers Ltd, Rugby, UK). The light sheet was approximately 5.2 mm thick. Images of particles (DEHS, 1 mm) were captured at a frame rate f L ¼ 640 Hz. The imaged area was approximately 30 Â 30 cm (width Â height). Cameras were calibrated (LaVision type 22 calibration plate), and the images were analysed in Davis 8.3.0 and 8.3.1 (LaVision Gmbh, Goettingen, Germany). We processed the images using either a stereo or a tomo routine. In total, we analysed 27 sequences consisting of one to five wingbeats each.
For the stereo analysis, we used the GPU routine on preprocessed (sliding minimum of six pixels subtracted) images from two of the cameras (three and four) and with decreasing box size (64 Â 64 pixels with 50% overlap followed by decreasing box size down to 24 Â 24 pixel boxes with 50% overlap (three times) with maximum displacement 7, 3, 2, 1, 1 pixels in the successive rounds). We used the high accuracy mode in the final passes and a between rounds 2Â median filter to remove erroneous vectors, rsif.royalsocietypublishing.org J. R. Soc. Interface 15: 20170814 followed by a 2 Â smoothing (3 Â 3 pixels). The resulting vector fields (approx. 7.4 vectors cm 21 ) were post-processed using a removal of vectors with correlations below 0.3, a 2Â outlier detection and a 2Â median filter to remove and replace erroneous vectors. Empty spaces were filled by interpolation. No smoothing was required after the final pass, because the vector fields were considered to be of high quality.
The tomo analysis started by a preprocessing (subtract sliding minimum 3 pixels, normalize to local average of 300 pixels, Gaussian 3 Â 3 smoothing, sharpening and multiplication with a factor 10) of images from all four cameras. A three-dimensional particle space (2101 Â 2062 Â 39 voxels) was then derived using the FastMART routine. We used the three-dimensional FFT routine with decreasing box size (64 Â 64 Â 20 with 50% overlap (twice), followed by 48 Â 48 Â 20 with 50% overlap (twice), followed by 32 Â 32 Â 20 boxes with 50% overlap (three times) with maximum displacement box size/2). Between rounds we used a 2Â remove and replace median filter [7 Â 7 Â 7 voxels] to remove erroneous vectors, followed by a 2Â smoothing (3 Â 3 Â 3 voxels). The resulting vector fields (approx. 7.6 vectors cm 21 in y-and z-dimensions) were post-processed using a 2Â remove and replace median filter [7 Â 7 Â 7 voxels] to remove erroneous vectors, followed by a 2Â smooth (3 Â 3 Â 3 voxels). Empty spaces were filled by interpolation and the final vector fields were smoothed (1Â with a 3 Â 3 Â 3 box Gaussian filter). We used the centre plane along the free stream axis (x) of the resulting volume of vectors for all analyses (i.e. force and power). Error estimates for the estimated velocities are found in electronic supplementary material, table S3.
We generated three-dimensional matrices with spacing between vectors in the measurement plane (dy ¼ dz % 0.0013 m), and U 1 /f L (greater than 0.0013 m) in the out of plane direction. For the tomo processed data, we used the vorticity directly from the centre plane of the tomo processed data. For the stereo processed data, we estimated the vorticity from the threedimensional matrices of the stacked data using the Matlab (R2016b, Mathworks Inc.) curl function. For illustrations, we interpolated the data from the tomo analysis to acquire a homogeneously spaced (dx ¼ dy ¼ dz ¼ 0.0013 m) dataset (interp3 [cubic spline] function in Matlab) and applied a Gaussian smoothing (smooth3 [5 Â 5 Â 5 voxels] function in Matlab). To identify vortices, we calculated the Q-criteria [35] (VortexID function Matlab, written by Martin Kearney-Fischer (https://github.com/ganglere/matlab/ blob/master/VortexID.m)) and generated isosurface plots of the three-dimensional vortex structures using a Q-criterion of 5000.
Weight support
The images covered more than half the wing span of the bird, but not the full span (i.e. distance between wing tips). We therefore estimated average weight support (F vert ) by doubling (due to the semi-span data) the average area integrated out of plane vorticity (v x ) multiplied by the distance to the centre of the body (b 0 ) multiplied by the freestream velocity as follows:
ð2:1Þ
where r is the air density (1.2 kg m
23
), n f the frame number, n wb the number of wingbeats, and N f the total number of frames [36] . The centre of the body was determined manually, as the symmetry plane of the wake structures and the areas outside the wake of the animal were masked. The force estimate represents the force associated with the circulation around the wing. In addition, unsteady forces (e.g. added mass) may be generated and determined from the wake [37] . However, determining unsteady forces requires an estimate of fluid acceleration, which we did not measure because our set-up did not allow for overlapping volumes of air in successive frames. The derived weight support was then compared with the actual weight of the animal (electronic supplementary material, figure S5a).
Power
The mechanical power was calculated from the kinetic energy added by the bird to the wake. We used a modified version [38] of the method proposed by von Busse et al. [7] , in which Helmholtz-Hodge decomposition was used to infer the velocity fields beyond the measurement plane (to the cross-sectional limits of the wind tunnel, which was assumed to be a square with 1.2 m sides) based on the vorticity in the measurement area. Although the air outside the immediate wake is not accelerated to high speeds, the volume of this air is large and an extension of the vector field was necessary to capture all the added kinetic energy [7] (electronic supplementary material, figure S8 ). Before extending the velocity field, we mirrored the wake in the centre plane to generate a full-span wake. For the analysis of the stereo processed data, we stacked the sequence of measurement planes, estimated the vorticity in all three dimensions and then derived the extended velocity field. For the tomo processed data, we had vorticity in all three dimensions and used them directly for the extension of the velocity field. The actual velocities in the masked measurement area were kept for the analysis. The average kinetic energy added to the wake (E wb ) during a wing beat was calculated by summing the kinetic energy over a fixed number of wingbeats, and subsequently dividing by the number of wingbeats [38] :
Here u(y, z, n f ) is the velocity vector at position (y, z) in frame n f and u is the velocity component along the x-axis. We performed an error propagation analysis for the effect of velocity error on energy estimates using a Monte Carlo simulation (electronic supplementary material, table S3). The mean power, P tot , during a wingbeat was calculated as the product between the average kinetic energy and the wingbeat frequency, f, as
ð2:3Þ
Using the morphological data (electronic supplementary material, table S2) and the average wing beat frequency from the wake measurements (15.3 Hz), we also estimated the theoretical power requirements using the model of Klein Heerenbrink et al. [2] . The model estimates the total mechanical power of a wingbeat (from the optimized flapping amplitude and stroke plane angle) for a given thrust to weight ratio and wingbeat frequency. In the model, we used a body drag coefficient of 0.2, which represents the most recent body drag coefficient estimate for a passerine bird measured using PIV in a wind tunnel [39, 40] , and a body frontal area based on the scaling equations of Hedenström & Rosén [41] .
Statistics
The flycatchers use upstroke pauses more often and with longer duration as flight speed increases, which results in difficulties in estimating the expected weight support in our relatively short duration samples (1 -5 [average 3.0] wing beats). We therefore normalized the estimated power with the average vertical force generated during each sequence. According to theory, the different power components relate to flight speed as follows [1] :
1 S w C dp ð2:5Þ
and where L is the lift (i.e. in this model the weight support, F vert ), e the span efficiency, b the span, S w the projected wing area, C dp the profile drag coefficient, S b the body frontal area and C db the body drag coefficient. According to Pennycuick [1] , the profile power may be modelled as constant across speed and we therefore fitted a model
Individual was included as a random variable to account for the repeated measures set-up. We also included the interaction between Individual and U 3 1 and 1/U 1 , i.e. allowing the estimated coefficients to differ between individuals. Number of wingbeats in each sequence was used as a weight in the statistical model. The fit was made using JMP 13.0 (SAS Institute Inc.) using the Expected Mean Square routine.
We tested the difference between the estimated vertical force, normalized by weight, from the stereo and tomo processed data by fitting a model with stereo/tomo as a fixed factor and Individual as a random factor. To test for a difference in power estimate between the stereo and tomo processed data, we fitted the same model as above, but also included stereo/tomo as a fixed variable.
Results
Wakes
At the lowest speed, 1 m s 21 , the wake was highly complex and compressed (figure 1; electronic supplementary material, figures S1 and S2). Owing to the self-induced motion of the wake and the horizontally inclined stroke plane, the end of the downstroke wake will have had time to move further downwards than the beginning of the downstroke wake before reaching the measurement plane (electronic supplementary material, figure S4 ). In addition, we found a spatial overlap between successive wingbeats, such that the stop vortex of one downstroke was in the downwash of the successive wingbeat. Together, this resulted in a vertically stretched out wake with a steeper 'stroke plane' than was achieved by the wings. We found a unified starting vortex for the two wings, but at the same time there were root vortices maintained throughout most of the downstroke. At the end of the downstroke, a stop vortex was shed. At this point, the wings were held downwards and forwards with respect to the body, resulting in the stop vortex being shed in the same direction as the trailing edge of the wing. The resulting downstroke wake therefore has a horseshoe shape. The width of the wake was larger than the span of the bird. It was difficult to identify the upstroke wake elements, but our interpretation was that vortices aligned more or less vertically, between the stop vortex and entwine around the starting/tip vortex of the preceding wingbeat, belongs to the upstroke. At intermediate speeds, 3 and 5 m s 21 , the downstroke started with a unified starting vortex for the two wings (figures 1 and 2; electronic supplementary material, figures S1 and S2). The starting vortex was generated above the drag wake (defined by an out of plane speed deficit) of the body (figure 2). As the downstroke progressed, the tip vortices moved further apart and displayed what looks like a multi-cored swirling pattern (figure 1; electronic supplementary material, figures S1 -S3). However, when looking in detail at the Q-criteria (where separated patches can be used to identify vortices) we cannot motivate the existence of separate cores in the main tip vortex, but rather an asymmetric core rotating around its own axis. Surrounding the main tip vortex, we found several smaller vortices enclosing the main tip vortex. These vortices were connected to spanwise vortices, which in turn were connected to small root vortices. As the downstroke approaches the end, the tip vortex broke up into several minor vortices, resulting in a rather complex wake (figure 1). At least some of the vortices from the two wings connect, again resulting in a single vortex structure generated by the downstroke of the two wings. The out of plane velocity suggests a higher thrust being generated during the second half of the downstroke compared to the first half. The upstroke, as seen from videos of the birds, was initiated by a rearward sweeping of the hand wing (flexing the wrist, resulting in the wing-tip moving rearwards relative to the body) in combination with a folding of the arm wing. In some of the sequences (6 out of 6 at 5 m s 21 ),
we observed a vortex loop inside the downstroke vortex, towards the end of the downstroke. We interpret this as resulting from the sweeping motion of the wing during the beginning of the upstroke. The upstroke wake was dominated by one or two vertically aligned vortices, in a plane parallel to the flight direction, shed from each wing. The orientation of these vortices suggests lateral forces being generated. These vortices roll around the starting vortex of the preceding downstroke, forming some of the vortices swirling around the tip vortex (figure 1). When flying at cruising speeds, 7 and 9 m s 21 , we found a unified starting vortex for the two wings situated above the drag wake of the body (figure 2). The tip vortices grew in strength as the downstroke progressed and then decreased in strength towards the end of the downstroke, but no clear stop vortex was present (figure 1; electronic supplementary material, figures S1 and S2). In most of the sequences, there was what looks like a double tip vortex, with a weaker vortex below the main tip vortex. The upstroke wake was weak and narrow and at these speeds often contains a pause (figure 1d,e). One clear difference compared to the lower speeds was that the drag wake of the body was discernible as a complex vortex wake. In many of the wingbeats (6 out of 11), the drag structures were more pronounced during the upstroke compared to the downstroke.
Power
The estimated power was highest at the lowest speed, then decreases to a minimum at 7 m s 21 and then increases ever so slightly at 9 m s 21 (electronic supplementary material, figure S6 ). The power estimates showed a relatively large scatter (especially at higher speeds), which we partly attribute to the variation in weight support due to upstroke pauses (electronic supplementary material, figure S5b). We therefore normalized the power by dividing with the estimated vertical force before fitting the model to the data. The normalized data (figure 3a) followed the same pattern as the original data (electronic supplementary material, figure S6 ), but with lower variation. The model has a significant explanatory value ( p , 0.0001) with both k 1 , k 2 and k 3 being significantly separated from zero (k 1 ¼ 0. 
Stereo particle image velocimetry versus tomographic particle image velocimetry
The weight normalized weight support (electronic supplementary material, figure S5a) estimated using the stereo processed data (1.08 + 0.031) was not significantly higher than the vertical force estimated using tomo processed data only (0.96 + 0.031) ( p ¼ 0.056). There was no difference in the power estimated from the two datasets ( p ¼ 0.98).
Discussion
Our wake power measurements support the expected U-shaped curve between mechanical power and flight , coloured by downwash (scaled according to colourbar where maximum is defined by the cmax table). Vortices are visualized using iso-surfaces of a Q-criterion of 5000. Note the long upstroke pause between the second wing beat and third wing beat in (e).
rsif.royalsocietypublishing.org J. R. Soc. Interface 15: 20170814 speed, although the curve is relatively flat over a large speed range compared with the theoretical model (figure 3b). One of the explanations for this could be that the body drag coefficient and projected body frontal area do not stay constant at all speeds, but decrease as the bird changes the angle of the body relative to the flow (electronic supplementary material, figure S7a). This would indicate a large degree of control of the power requirements across speeds, while maintaining the force balance. If muscle conversion efficiency stays constant, our results would also indicate the possibility of relatively constant power output from the muscles during variable flight conditions.
Power
How the aerodynamic power varies with speed determines the optimal flight speeds of animals, for example, the speed to choose when trying to get somewhere or nowhere [43] . This has relevance for our understanding of animal energy budgets, for example, during migration when choice of flight speed determines the flight range. Therefore, evaluating animal flight models currently used in ecological studies (e.g. [1, 2] ) is crucial. Estimating the mechanical power curve of animal flight has provided a significant challenge because direct measurements of mechanical power output, similar to the present study, have been impossible to achieve previously. Instead researchers have relied on indirect measures, which depend on assumptions regarding the conversion efficiency between metabolic and mechanical Comparison between stereo processed data (red) and tomo processed data (blue) (a) with lines representing fitted models
Comparison between the tomo processed data and flapping flight model [42] data (b). Black line is the model prediction using a fixed C db of 0.2. Green line represents model prediction assuming a decreasing body drag coefficient (C dbVar ) with flight speed. Blue line is the fitted model to the tomo processed data with a decreasing body drag coefficient (C dbVar ) with flight speed (i.e. not the same line as in a). power output or model assumptions. Our results therefore provide one of the first true possibilities to test the power models available for animal flight (but see [7, 12] ). What we find when comparing our data with a recent model for flapping flight [2] is that the model fits reasonably well with data. The fit is however not perfect and the model requires assumptions about certain parameters, such as a body drag coefficient, and assumes a preset span reduction during the upstroke, which differs from our birds (span ratio approx. 0.35). In other words, there is still room for improvements to achieve a better agreement between model and data.
When we compare the curve fitted to the data with the flapping flight model results, we note that the curvature is lower for the curve fitted to data than the model (figure 3b). One potential reason for this is that P par does not follow the expected modelled relationship with U 1 [3] . One model assumption is that the drag coefficient (C db ) times the body frontal area (S b ) is constant across speed. Anyone who has studied a flying animal has probably observed that this is unlikely to be true because we generally find a higher angle of the body relative to the horizon at low flight speeds compared with high flight speeds (e.g. [27, 44, 45] ). A higher body angle results in a larger projected body frontal area and most likely also a higher drag coefficient due to the less streamlined shape [46] . There is thus good reason to assume that the product of drag coefficient and body frontal area will be relatively high at low speeds and then decrease to some minimum value at higher speed. This behavioural adjustment of the bird may relate to the need for a more horizontal stroke plane at low flight speeds to maintain force balance (i.e. higher angle of attack or larger horizontally projected area swept by the wings) or to achieve a more optimal (i.e. lower induced power) wake structure [2] . The link between stroke plane (electronic supplementary material, figure S7c) and body angle (electronic supplementary material, figure S7a) comes from the limited motion the wing seems to be able to perform in the shoulder joint [47] . The consequence of the speed dependence of a body drag coefficient and projected body frontal area would be a relatively flat power curve at intermediate flight speeds, and if true our flycatchers would need to fly faster than 9 m s 21 to experience a significant increase in power, as expected by the increase in parasite power with increased flight speed (also after the body drag coefficient and body frontal area product has reached a minimum). In order to test the effect of body angle on the product of projected body frontal area and drag coefficient we measured the body angle, using stereo calibrated views of one of the birds (bird #1), across flight speed (electronic supplementary material, figure S7a). Assuming a prolate spheroid shape of the body, we used drag measurements of Patel & Kim [46] to determine how C db S bv /S b (where S bv is the varying body frontal area) changes across a range of body angles. Combining the data, we fitted a second-order polynomial to C db S bv /S b across flight speeds. When we fit a model that incorporates this variable body drag coeffi- 6), but more importantly the k 3 coefficient, which represents the profile power, is reduced compared to the original model. The k 3 in the original model suggested that on average 49% of the power can be attributed to the profile power, which is unreasonably high.
In the flapping flight model [2] , profile power is on average only 35%. In our revised model, with a variable body drag coefficient, k 3 suggests that only 39% of the total power is attributed to profile power. If we use the variable drag coefficient in the Klein Heerenbrink et al. [2] model, the power curve becomes flatter than the original model ( figure 3b) . However, to get a reasonable fit with our data, the minimum drag coefficient needs to be lower (0.08) than the drag coefficient of 0.2 used originally. Together this supports the notion that the change in body angle we find across speeds in this species can help explain the shallow power curve observed. One striking result from this study and other recent highresolution animal wake studies (i.e. [11, 48] ) is that the level of complexity and 'uncleanliness' of the wake is higher than suggested by earlier results [21, 30, 31] and assumed in models (e.g. [1, 2] ). A conclusion from this would be that animals are perhaps not able to generate the optimal wakes assumed in the models. This has consequences for our expectations regarding power consumption and then in particular the induced power. However, separating out induced drag from profile drag, based on the type of measurements used here may not be feasible for flapping wings. Induced power is for fixed wings normally estimated from the in-plane velocity components in the Trefftz plane [49] , but for flapping wings the magnitudes of these velocity components are influenced by the profile drag of the wings. Until a suitable method for separating profile and induced components is developed we can only speculate on how much the complexity of the wake influences the estimation of induced power from wakes in freely flying animals.
Stereo versus tomo
One aim of this paper was to compare the results from the stereo and tomo processing to evaluate the use of the two methods for determining mechanical power from the wake. In general, the results are quite similar, but with a tendency (although not significant, p ¼ 0.056) of higher vertical force estimates from the stereo processed data compared with the tomo processed data (electronic supplementary material, figure S5a). Weight support estimated from stereo processed data is 14% higher than that estimated from the tomo processed data. Power estimates did not differ between the two methods ( p ¼ 0.98; electronic supplementary material, figure S6 ) and our results suggests that power can be estimated with consistent results using vector fields acquired using either method. However, our vertical force normalized power differed between the two datasets, likely as a result of the near significant difference in vertical force. The difference in vertical force estimate between the two PIV methods may be difficult to explain. However, one possible explanation may be that the smoothing applied during the tomo processing is done in three dimensions, which could result in a stronger smoothing compared with the very low in-plane smoothing performed in the stereo processing (only done during the steps before the final estimation).
Wakes
As expected, there was a higher degree of complexity of the wake vortices compared with previous time resolved wake studies [21, 30, 31, 50] . The higher spatial and temporal resolution rsif.royalsocietypublishing.org J. R. Soc. Interface 15: 20170814 allowed us to capture more details of the wake, but in general the overall wake structures are similar to previous studies (e.g. [21] ). One of the main differences is the composite spiralling tip vortex with multiple smaller vortices encircling the main tip vortex ( figure 1; electronic supplementary material, figure S3 ). Similar structures have also been found in desert locusts Shistoerca gregaria [48] and brown long eared bats Plecotus auritus [11] . At least in bats, these vortices were connected with spanwise vortices shed as a result of changes in circulation about the wing throughout the wingbeat [11] . When lowering the iso-value of the Q-criteria in our plots, which is used to identify vortices [35] , we also find these spiralling vortices to be connected to spanwise vortices, which is in agreement with findings for bats [11] . This is consistent with a continuous change in bound circulation found during the wingbeat in birds [51] . Our results thus suggest a continuously varying circulation throughout the wingbeat to be a general aspect of animal flight [11, 48] .
An alternative explanation of the spiralling tip vortex is that multiple cores are generated due to a multi-slotted wing-tip configuration. Multi-slotted wings have been shown to generate individual tip vortices for each individual primary feather [52] and inspecting kinematic images of our flycatchers (data not shown) as well as previous studies [33, 53] indeed show separated primary feathers during the downstroke. However, when looking in detail at the Q-criterion we cannot find separate cores in the main tip vortex, but rather an asymmetric core rotating around its own axis. This suggests that we have too low a resolution to resolve multiple cores in our current setup, that the wing tip does not generate individual tip vortices from each primary feather, or that the individual vortices have interacted in a way that makes it impossible to distinguish them at the downstream location where wakes were captured. Further studies, with higher resolution and with measurement position at varying distances behind the animals are needed to resolve this.
There are other aspects of the wake worth mentioning. One is the wake towards the end of the downstroke, where we observe what may be interpreted as a splitting up of the tip vortex into multiple cores, especially at low and intermediate speeds ( figure 1 ; electronic supplementary material, figures S1 and S2). This is associated with shedding of spanwise vorticity, which reflects reduced bound circulation. In other words, there is no single distinct stop vortex shed towards the end of the downstroke, but instead several smaller vortices. A streamwise cut through this region would show multiple smaller vortices, which is consistent with the findings in previous PIV studies performed on birds (thrush nightingales Luscinia luscinia [25] , house-martin Delichon urbica [27] ). At the lowest speed, 1 m s 21 , a streamwise cut mid-wing would most likely miss the stop vortex entirely and rather cut through the spiralling tip vortex, considering the forward motion of the wings at low speeds. In a recent paper, Gutierrez et al. [54] present a similarly complex wake when studying parrots (Forpus coelestis) flying through a transverse laser sheet in still air. However, Gutierrez et al. [54] interpreted the wake as a result of vortex breakdown which led them to question the 'frozen wake' assumption that wake circulation is conserved between the initial roll-up of the wake and a measurement plane in the far wake. Gutierrez et al.'s [54] interpretation is tenuous considering the set-up of their experiment. They claimed that the evolution of the tip vortex generated mid-downstroke could be tracked as it convected downwards in their measurement plane. The problem is that Gutierrez et al.
[54] assume a vertically convecting wake, when in reality the wake convects downwards and backwards (due to thrust generation during the downstroke; electronic supplementary material, figure S4 ). The result is that what is interpreted as vortex breakdown could be the complex wake we observe towards the end of the downstroke, which we interpret as a result of a reduction of the circulation around the wing. We suggest that further experiments, ensuring the same vortex structure is tracked over time (i.e. taking the direction of the self-induced vortex motion into account), are needed to resolve if vortex breakdown plays a role within the time frames typically used in animal wake studies. In small passerines, the upstroke is often more or less inactive [33, 50, 55] . In our data, we find little or no indications of weight support generated during the upstroke (electronic supplementary material, figure S5b). At the same time, there are vortices generated during the upstroke, more or less aligned with the flight direction ( figure 1 ). This orientation indicates generation of lateral forces, which could be the result of the sweeping motion the hand wing performs when it is extended during the second half of the upstroke. There may be two possible causes for the origin of these vortices. Either they are undesirable side effects only adding to the induced power or they may be the result of roll controlling manoeuvres. The latter may be less likely because most of the times we find one structure generated from each wing. The wings have a slightly cambered profile and even if the bird tries to keep the wing aligned with the flight direction (i.e. close to the zero lift angle of attack), it may be difficult to avoid the generation of lift altogether (especially if the wing has some twist). However, because the vortices reflect lateral force generation the cost must be relatively small, because it does not result in negative thrust that needs to be compensated during the downstroke. Instead, the lateral force is counteracted by the other wing due to the symmetric shedding, so no excessive compensation is necessary.
Arguably the most interesting finding in the wake is that the starting vortex generated by the wings forms a unified structure above and across the body at all flight speeds (figure 2). This results in a single vortex loop being generated by the two wings during each downstroke, unlike the bilateral structures found in bats [10] and slow flying hummingbirds [56, 57] . Our interpretation of this finding is that the flycatchers move their arm wings close to each other during the end of the upstroke, such that the trailing edges of the arm wings are in contact (figure 2c). The hand wing extends upwards and laterally and begins the downstroke while the arm wings are still pointing straight up and in close proximity. When the downstroke progresses, the arm wings peel apart when the wings extend to reach full span. The result from this should be a relatively more uniform downwash distribution than found in bats, which is consistent with measurements [9] . This may be the reason for the higher aerodynamic efficiency in birds compared with bats [8, 9] . This mechanism is distinctly different from the adjustment of lift coefficient across the body to generate a homogeneous downwash that we expected to find. However, this type of flight kinematics, which involves an aerodynamically inactive upstroke, is restricted to smaller birds and/or slow speed flight. When we revisit our data on blackcaps [30] , it is evident that the same wake structure is present there as well. A similar wing action with close proximity of the arm wings during the late stages of the upstroke/beginning of downstroke has also been observed in zebra finches, rsif.royalsocietypublishing.org J. R. Soc. Interface 15: 20170814 Taeniopygia guttata, during slow flight, which was associated with (but not noted) a starting vortex shed above the body [50] . Larger birds often use a partly active upstroke and rarely move their arm wings close together during the upstroke in cruising flight [42] . It would therefore be of great interest to test if other mechanisms are used by larger birds or if their efficiency is compromised as that of bats.
Concluding remarks
High-resolution tomo PIV measurements provide a detailed insight to the mechanisms associated with bird flight. We describe a novel mechanism for generating a smooth downwash distribution by generating a single starting vortex from interacting wings in birds with aerodynamically inactive upstrokes. Our data also provide one of the first attempts to evaluate the flight power models used in animal flight studies. Although our results are in general agreement with the latest model for flapping flight, the shape of the power curve is shallower and our results suggest that models can be improved by allowing the body drag coefficient and body frontal area to change across flight speeds. A future challenge will be to determine how profile power changes with flight speed in flapping flight, as a response to varying demands on lift and thrust production, and how that may affect the shape of the total power curve.
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