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ON THE CENTROID OF A LEAVITT PATH ALGEBRA
DANIEL GONC¸ALVES, DOLORES MARTI´N BARQUERO, CA´NDIDO MARTI´N GONZA´LEZ,
AND MERCEDES SILES MOLINA
Abstract. We describe the centroid of some Leavitt path algebras. More precisely, we show
that for Leavitt path algebras over a field K that are simple its centroid is isomorphic to K,
and for prime Leavitt path algebras its centroid is isomorphic to K except if the graph is a
row-finite comet, in which case the centroid is isomorphic to K[x, x−1].
1. Introduction
The center of an algebra and its generalizations (as the centroid and extended centroid) play
an important role in ring theory. For example, the center is preserved by Morita equivalence,
that is, if two algebras are Morita equivalent their centers are isomorphic (this follows from
the fact that the center of an algebra can be derived from the category of its modules). For
strongly prime rings (see [19, Theorem 2.1]) it is known that Morita equivalent rings have
isomorphic extended centroids (see [19, Theorem 2.5]). But as far as we know a definitive
answer to the relation between the centroids of Morita equivalent (non-unital) rings is still
not clear. The center also plays a key role in determining simplicity of (partial) skew group
rings, see [9, 15, 16, 22]. When studying prime rings satisfying a generalized polynomial
identity the extended centroid plays an important role, see [20]. In Lie theory , the centroid
appears in a number of papers about affine Lie algebras and also in relation to triple systems
([8], [23]). It has been also intensively studied in Jordan theory ([18]) and recently in the
theory of evolution algebras ([17]).
The description and study of the center of Leavitt path algebras has started with the
description of the center for simple Leavitt path algebras ([4]), followed by the description
for prime Leavitt path algebras ([12], for row finite algebras ([13]), and finally for arbitrary
Leavitt path algebras ([10]). In [11] the center is studied using the description of Leavitt path
algebras as Steinberg algebras (see [24] for the definition of Steinberg algebras).
As we will see below the center of a Leavitt path algebra associated to a finite graph
coincides with its centroid. But for infinite graphs very often the center of a Leavitt path
algebra is zero, while the centroid is not. Therefore the centroid carry aditional information
about the algebra that can not be extracted from the center, and it is relevant to describe
then for Leavitt path algebras.
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We organize our work as follows. After this brief introduction, we include a section of
preliminaries and notation regarding Leavitt path algebras and centroids. We also include in
this section some initial results that will be used along the text. In Section 3 we compute
the centroid of a simple Leavitt path algebra and we devote Section 4 to a study of centroids
via direct (inverse) limits, which we apply to describe the centroid of certain Leavitt path
algebras. We study the centroid of the remaining prime Leavitt path algebras in Section 5.
Finally, in Section 6 we summarize our results in the main theorem of the paper.
2. Preliminaries
2.1. Leavitt path algebras. A directed graph consists of a 4-tuple E = (E0, E1, rE, sE)
consisting of two disjoint sets E0, E1 and two maps rE , sE : E
1 → E0. The elements of E0
are the vertices and the elements of E1 are the edges of E. Further, for e ∈ E1, rE(e) and
sE(e) are called the range and the source of e, respectively. If there is no confusion with
respect to the graph we are considering, we simply write r(e) and s(e).
A vertex v such that s−1(v) = ∅ is called a sink ; v is called an infinite emitter if s−1(v)
is an infinite set. Otherwise, a vertex that is neither a sink nor an infinite emitter is called
a regular vertex. The set of infinite emitters will be denoted by Inf(E) while Reg(E) will
denote the set of regular vertices.
In order to define the Leavitt path algebra, we need to introduce the extended graph of
E. This is the graph Ê = (E0, E1 ∪ (E1)∗, r
Ê
, s
Ê
), where (E1)∗ = {e∗i | ei ∈ E
1} and the
functions r
Ê
and s
Ê
are defined as
rÊ |
E1
= r, sÊ |
E1
= s, rÊ(e
∗
i ) = s(ei), and sÊ(e
∗
i ) = r(ei).
The elements of E1 are called real edges, while for each e ∈ E1 we call e∗ a ghost edge.
A nontrivial path µ in a graph E is a finite sequence of edges µ = e1 . . . en such that
r(ei) = s(ei+1) for i = 1, . . . , n− 1.
In this case, s(µ) := s(e1) and r(µ) := r(en) are the source and range of µ, respectively, and
n is the length of µ, denoted |µ|. We also say that µ is a path from u := s(e1) to v := r(en)
and write u ≥ v. We write µ0 for the set of the vertices which are sources or ranges of the
edges appearing in the expression of µ, i.e., µ0 := {s(e1), r(e1), . . . , r(en)}.
We view an element v of E0 as a path of length 0. In this case s(v) = r(v) = v. The
set of all (finite) paths of a graph E is denoted by Path(E). We will use also the notation
Path(E)∗ with the meaning Path(E)∗ := {λ∗ | λ ∈ Path(E)}. We define a walk in LK(E) as
an element of the form αβ∗ where α, β ∈ Path(E) with r(α) = r(β). If µ is a path in E, and
if v = s(µ) = r(µ), then µ is called a closed path based at v. If s(µ) = r(µ) and s(ei) 6= s(ej)
for every i 6= j, then µ is called a cycle. An edge e is an exit for a path µ = e1 . . . en if there
exists i ∈ {1, . . . , n} such that s(e) = s(ei) and e 6= ei.
In this paper we will consider N = {0, 1, . . . } and K will denote a field.
An infinite path is an infinite sequence of edges λ = f0f1 . . . such that r(fi) = s(fi+1) for
every i ∈ N. We define the source of an infinite path to be s(λ) := s(f1). We denote the set
of all infinite paths by E∞.
Given a (directed) graph E and a commutative unital ring R, the path R-algebra of E,
denoted by RE, is defined as the free associative R-algebra generated by the set of paths of
E with relations:
ON THE CENTROID OF A LEAVITT PATH ALGEBRA 3
(V) vw = δv,wv for all v, w ∈ E
0.
(E1) s(e)e = er(e) = e for all e ∈ E1.
The Leavitt path algebra of E with coefficients in R, denoted LR(E), is the quotient of the
path algebra RÊ by the ideal of RÊ generated by the relations:
(CK1) e∗e′ = δe,e′r(e) for all e, e
′ ∈ E1.
(CK2) v =
∑
{e∈E1|s(e)=v} ee
∗ for every v ∈ Reg(E).
Observe that in RÊ the relations (V) and (E1) remain valid and that the following is also
satisfied:
(E2) r(e)e∗ = e∗s(e) = e∗ for all e ∈ E1.
It is not difficult to show that
LR(E) = span{αβ
∗ | α, β ∈ Path(E)}.
and that LR(E) is a Z-graded R-algebra, where for each n ∈ Z, the degree n-component
LR(E)n is spanned by the set
{αβ∗ | α, β ∈ Path(E) and |α| − |β| = n}.
For vertices u, v we say u ≥ v whenever there is a path µ such that s(µ) = u and r(µ) = v,
A subset H of E0 is called hereditary if v ≥ w and v ∈ H imply w ∈ H . A hereditary set is
saturated if every regular vertex which feeds into H and only into H is again in H , that is,
if s−1(v) 6= ∅ is finite and r(s−1(v)) ⊆ H imply v ∈ H . Given a vertex u ∈ E0, the tree of u,
denoted by T (u), is the set:
T (u) = {v ∈ E0 |u ≥ v}.
For a subset of vertices X , the tree of X , denoted by T (X), is the set:
T (X) =
⋃
u∈X
T (u).
For a set X ⊆ E0, the hereditary and saturated closure of X , denoted X , is the smallest
hereditary and saturated subset of E0 containing X . It can be described in the following way
(see [1, Lemma 2.0.7]): Let Λ0(X) := T (X) and Λn+1(X) := {v ∈ Reg(E0) : r(s−1(v)) ∈
Λn(X)} ∪ Λn(X). Then X = ∪n≥0Λ
n(X). If there is no confusion with respect to the set X
we are considering, we simply write Λn. The set of all hereditary and saturated subsets of E0
is denoted by HE. Following [2, Definition 3.2], we say that a graph E is a comet if it has
exactly one cycle c with T (v) ∩ c0 6= ∅ for every vertex v ∈ E0, and every infinite path ends
in the cycle c. For the definitions not included in the paper, we refer the reader to [1].
Remark 2.1. Consider a Leavitt path algebra LK(E) and fix a basis B as specified in [3,
Theorem 1, Section 3] or [1, Corollary 1.5.12]. An element z =
∑
i kiαiβ
∗
i ∈ LK(E), where
ki ∈ K and the elements αiβ
∗
i belong to B, will be said to be written in normal form relative
to B. We also speak about the normal expression of z.
Definition 2.2. Consider a Leavitt path algebra LK(E) and fix a basis B as explained in
Remark 2.1. Define ∂B : LK(E)→ N as follows:
(i) ∂B(α) = length(α) for α ∈ Path(E),
(ii) ∂B(αβ
∗) = ∂B(α) for any αβ
∗ ∈ B,
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(iii) ∂B(z) = max(∂B(αiβ
∗
i )), where z =
∑
kiαiβ
∗
i is the normal expression of z relative to
B.
2.2. The centroid of an algebra. Recall that the centroid of a K-algebra A, denoted by
C (A), is the K-vector space of all linear maps τ : A→ A such that
τ (xy) = τ (x)y = x τ(y),
for any x, y ∈ A. The centroid is also a K-algebra under composition. In particular, if
A2 = A then C (A) is commutative. The elements of C (A) will be called centralizers. For
any centralizer τ ∈ C (A) its kernel and image are both ideals of A. Thus, in the case
of a simple algebra, each τ ∈ C (A) is invertible and the centroid C (A) is a field. Notice
that there is a homomorphism L : Z(A) → C (A) such that a 7→ La (the left multiplication
operator), where Z(A) denotes the center of A. If Lann(A) = 0 then the previous map L
is a monomorphism (recall that Lann(A) := {x ∈ A : xA = 0}), and if A is unital then L
is actually an isomorphism. In particular for the Leavitt path algebra associated to a finite
graph, we have that
(2.1) Z(LK(E)) = C (LK(E)),
but for infinite graphs, very frequently we encounter the situation Z(LK(E)) = 0 and
C (LK(E)) 6= 0.
Proposition 2.3. (First extension property). Let E be an arbitrary graph and K a field. Let
τ : E0 → LK(E) be a map satisfying τ (s(f))f = f τ(r(f)) and τ(r(f))f
∗ = f ∗ τ (s(f)) for any
f ∈ E1. Then there is a unique centralizer of LK(E) whose restriction to E
0 is τ .
Proof. By induction it is easy to prove that, for any λ, µ ∈ Path(E),
τ (s(λ))λ = λ τ(r(λ))
τ (r(λ))λ∗ = λ∗ τ (s(λ)).
From here it follows that, for any walk λµ∗,
τ(s(λ))λµ∗ = λµ∗ τ(s(µ)).
Taking into account that any element of LK(E) can be written, in normal form relative to a
fixed basis, as a linear combination of walks, by linearity we may extend τ to σ : LK(E) →
LK(E) as the linear map such that for any element λµ
∗ in the above basis σ(λµ∗) :=
τ (s(λ))λµ∗. Now, it is not difficult to check that σ ∈ C (LK(E)) and σ|E0 = τ . 
Lemma 2.4. Let E be a graph and K an arbitrary field. Assume u ∈ E0 is not the base of a
cycle and fix a basis B of LK(E) as in Remark 2.1. For z ∈ Z(uLK(E)u) we have a normal
expression z = ku+
∑
fξff
∗, k ∈ K, (the sum being extended to all f ∈ s−1(u) and the ξf ’s
are elements in Z (r(f)LK(E)r(f)), all of them zero except for finitely many of them).
Proof. If u is a sink or |s−1(u)| = 1 the result is obvious. Otherwise we have a normal
expression z = ku +
∑
f,g fξf,gg
∗ where k ∈ K, and ξf,g ∈ LK(E) are zero except for finitely
many of them. In this expression we have taken into account that u is not the base of a
cycle, hence, no more summands appear. Moreover f, g ∈ s−1(u). Since z is in the center of
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the corner uLK(E)u we have zhh
∗ = hh∗z for any h ∈ s−1(u). Thus k hh∗ +
∑
f fξf,hh
∗ =
k hh∗ +
∑
g hξh,gg
∗ which gives
h(k + ξh,h)h
∗ +
∑
f 6=h
fξf,hh
∗ = h(k + ξh,h)h
∗ +
∑
g 6=h
hξh,gg
∗.
Thus
∑
f 6=h fξf,hh
∗ =
∑
g 6=h hξh,gg
∗. Multiplying on the right by h we get that
∑
f 6=h fξf,h = 0,
for any h ∈ s−1(u). Therefore
z = ku+
∑
f
fξf,gf
∗ +
∑
g
(
∑
f 6=g
fξf,g)g
∗ = ku+
∑
f
fξff
∗,
where ξf := ξf,f . Finally, to prove that ξf ∈ Z(r(f)LK(E)r(f)) take an arbitrary ele-
ment w ∈ r(f)LK(E)r(f). Then fwf
∗ ∈ uLK(E)u and hence zfwf
∗ = fwf ∗z. So
(ku +
∑
h hξhh
∗)fwf ∗ = fwf ∗(ku +
∑
h hξhh
∗). This implies fξfwf
∗ = fwξff
∗, giving
ξfw = wξf . 
Corollary 2.5. Let E be an acyclic graph and K an arbitrary field. Fix a basis B of LK(E)
as in Remark 2.1. If z ∈ Z(uLK(E)u) then we have a normal expression z =
∑
i kiαiα
∗
i with
ki ∈ K, and αi ∈ Path(E) with s(αi) = u for any i. In particular Z(LK(E)) ⊆ Z(LK(E))0,
the homogeneous component of degree 0 of Z(LK(E)).
Proof. Fix a basis B of LK(E) as in Remark 2.1. Write ∂ := ∂B and consider an element
z ∈ Z(uLK(E)u). If ∂(z) = 0 we have z = ku for some scalar k. In this case we are done.
Assume the results holds for any z with ∂(z) < n. Take z with ∂(z) = n. By Lemma 2.4
we have a normal form z = ku +
∑
fξff
∗, where ∂(ξf ) < n for any f ∈ s
−1(u). Since
ξf is in the center of r(f)LK(E)r(f), the induction hypothesis implies that each ξf has a
normal expression of the form
∑
kiαiα
∗
i . Replacing ξf by its normal expression we get a
normal expression for z as required. Finally, observe that Z(LK(E)) ⊆ Z(LK(E))0 follows
taking into account the obtained expression. This containment can be also derived from the
structure theorem of the center of a Leavitt path algebra (see [11, Theorem 3.3]). 
Recall that a graph is said to satisfy Condition (MT3), also called downward directedness,
if given vertices v and w, there exists a vertex u such that v ≥ u and w ≥ u. See [1, Definition
4.1.2] for details.
Proposition 2.6. Let E be an acyclic graph which satisfies Condition (MT3). If u ∈ E0 and
z ∈ Z(uLK(E)u), then z = ku for some k ∈ K.
Proof. Assume first that u is an infinite emitter. We use induction on the number ∂B for a
fixed basis B of LK(E) as in Remark 2.1. If ∂B(z) = 0 we are done. Assume ∂B(z) = 1. Write
z = ku+
∑
i kifif
∗
i in the basis B, where k, ki ∈ K and some ki is nonzero. Fix this i. Since u
is an infinite emitter, it is possible to find an edge fj which does not appear in the expression
of z. Then by Condition (MT3) the vertices r(fi) and r(fj) connect to a certain vertex w. So,
choose paths α from r(fi) to w and β from r(fj) to w. Then fiαβ
∗f ∗j ∈ uLK(E)u and therefore
zfiαβ
∗f ∗j = fiαβ
∗f ∗j z. This commutativity implies ki = 0, which is a contradiction. Now
assume that the property holds for any z satisfying the hypothesis and such that ∂B(z) < n.
Take z with ∂B(z) = n and consider a normal expression z = ku +
∑
fξff
∗ relative to B.
We have ∂B(ξf) < n for any f and by Lemma 2.4 each element ξf is in the center of the
corresponding corner. Thus, by the induction hypothesis, ξf = kfr(f) for some kf ∈ K.
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Consequently z = ku +
∑
f kfff
∗ so that ∂B(z) ≤ 1 and then z is a scalar multiple of u as
required.
If u is a sink we are done. Finally, assume then that u is neither an infinite emitter nor
a sink, and let z be in Z(uLK(E)u). Write again z in its normal form relative to a fixed
basis B. To prove the result we use induction on the number ∂B(z). Assume that f0 is one
of the “forbidden” elements in B (i.e. f0 is one element of the form e
ν
nν
in [1, Corollary
1.5.12]) and satisfies f0f
∗
0 ∈ uAu. If ∂B(z) = 0 we are done. Let us deal with the case
∂B(z) = 1. Then z = ku +
∑n
i=1 kifif
∗
i , where k, ki ∈ K and some ki is nonzero. Fix i such
that ki 6= 0. By Condition (MT3) the ranges r(fi) and r(f0) connect to a certain vertex w,
so there are paths α from r(fi) to w and β from r(f0) to w. Then fiαβ
∗f ∗0 ∈ uLK(E)u and
therefore zfiαβ
∗f ∗0 = fiαβ
∗f ∗0 z. This commutativity implies ki = 0, which is a contradiction.
Now assume that the property hold for any z in the hypothesis with ∂B(z) < n. Take an
z with ∂B(z) = n. We can write z = ku +
∑
fξff
∗ a normal expression of z relative to
B. We have ∂B(ξf) < n for any f and by Lemma 2.4 each element ξf is in the center of
the corresponding corner. Thus by the induction hypothesis ξf = kfr(f) for some kf ∈ K.
Consequently z = ku+
∑
f kfff
∗ so that ∂B(z) ≤ 1 and therefore z is a scalar multiple of u
as required. 
3. Computing the centroid of a simple Leavitt path algebra
For an arbitrary K-algebra A and an idempotent u of A, we define:
Cu := {τ(u) | τ ∈ C (A)},
which is a a subalgebra of uAu. It is well known that when A is simple its centroid is a field.
For simple algebras, Cu will also be a field, as shown in the lemma that follows.
Lemma 3.1. Let A be a K-algebra and u an idempotent in A. Then:
(i) Cu is contained in the center of uAu.
Assume that A is simple. Then:
(ii) Cu is a field.
(iii) For x, y 6= 0, with x ∈ Cu and y ∈ uAu, we have xy 6= 0.
Proof. (i) Take τ(u) ∈ Cu and x ∈ uAu. Then τ (u)x = τ(ux) = τ (x) = τ (xu) = x τ(u).
(ii) Take 0 6= τ (u) ∈ Cu. Since A is simple, C (A) is a field, hence there exists τ
−1 and we
have τ−1(u) τ(u) = τ−1(u τ(u)) = τ−1 τ(u2) = u. Thus τ (u)−1 = τ−1(u).
(iii) Consider elements 0 6= x ∈ Cu and y ∈ uAu. If xy = 0 then, since x = τ(u) for some
centralizer τ , we have 0 = τ(u)y = τ (uy) = τ (y) and being τ invertible (because C (A) is a
field) implies y = 0. 
Lemma 3.2. Let E be a graph whose associated Leavitt path algebra LK(E) is simple. Then
for any vertex u we have Cu ∩ Path(E) = {u} = Cu ∩ Path(E)
∗.
Proof. First we prove that Cu∩Path(E) ⊆ {u}. Take τ (u) ∈ Path(E) for some τ ∈ C (LK(E)).
If τ(u) is a trivial path, then, since τ (u) = u τ(u)u, we have τ (u) = u. If τ (u) = f1 · · · fn is a
nontrivial path, s(f1) = r(fn) = u, hence u is the source of the closed path f1 · · · fn.
We claim that there is a vertex w in (f1 · · · fn)
0 such that s−1(w) has at least two elements:
indeed, if f1 · · · fn turns out to be a cycle, the simplicity of LK(E) implies that the cycle has
an exit (see [1, Theorem 3.1.10]), hence for some w in (f1 · · · fn)
0 we have s−1(w) has at least
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two elements. If f1 · · ·fn is not a cycle, then by definition of cycle itself, some w ∈ (f1 · · · fn)
0
satisfies |s−1(w)| ≥ 2. So we may write τ (u) = f1 · · ·fkwfk+1 · · · fn and there is some edge
g ∈ s−1(w), with g 6= fk+1. Then
(f1 · · · fkgg
∗f ∗k · · ·f
∗
1 ) τ(u) = f1 · · · fkgg
∗fk+1 · · · fn = 0,
which contradicts Lemma 3.1 (iii).
Now suppose that τ (u) ∈ Path(E)∗, say τ (u) = e∗1 · · · e
∗
n. Then r(e1) = u = s(en) and
τ (en · · · e1) = r(e1) = u. Using that LK(E) is simple, we know that there exists τ
−1, so
en · · · e1 = τ
−1(u) and en · · · e1 ∈ Cu ∩ Path(E), a contradiction. 
Lemma 3.3. Let LK(E) be the Leavitt path algebra associated to an arbitrary graph E, and
let u, v ∈ E0. Consider a centralizer τ ∈ C (A). Then:
(i) If there is a path from u to v and τ (u) = ku, where k ∈ K, then τ(v) = kv.
(ii) If u is in {v} and τ(v) = kv, where k ∈ K, then also τ (u) = ku.
(iii) Assume that u is not in a cycle and τ(u) /∈ Ku. Let g be an edge which appear in the
normal form of τ (u) relative to a basis B. If v = r(g), then ∂B(τ (u)) > ∂B(τ (v)).
Proof. (i) If λ is a path with s(λ) = u and r(λ) = v then v = λ∗λ. Thus, if τ(u) = ku we
have τ (v) = τ(λ∗λ) = λ∗ τ (u)λ = kv.
(ii) For any w ∈ T (v), by (i) we have τ(w) = kw for k ∈ K such that τ (v) = kv. Now, for
u ∈ {v}, by [13, Lemma 1.2] we may write u =
∑
αiα
∗
i , where each αi is a path whose range
is in T (v). Therefore τ(u) =
∑
αikr(αi)α
∗
i = ku.
(iii) Since τ(u) ∈ Z(uLK(E)u) (use (i) in Lemma 3.1), by Lemma 2.4 we have a normal
expression τ (u) = ku+
∑
fξff
∗, where k ∈ K and the ξf ’s are elements in Z (r(f)LK(E)r(f)).
Then g∗ τ (u)g = kg∗ug+
∑
g∗fξff
∗g; i.e., τ(v) = τ(g∗g) = kv+ ξg. This implies ∂B(τ(v)) =
∂B(ξg) < ∂B(τ(u)). 
Corollary 3.4. If LK(E) is a simple Leavitt path algebra then, for any u ∈ E
0, we have
Cu = Ku.
Proof. Fix a vertex u and a centralizer τ . Applying [5, Proposition 3.1 ] to τ(u) and taking
into account that LK(E) satisfies Condition (L), we get paths α, β such that α
∗ τ(u)β = kv 6= 0
for some vertex v and k ∈ K×. So 0 6= kv = τ (α∗uβ) = τ(α∗β). Consequently 0 6= α∗β =
k τ−1(v). Now α∗β is either a path or a ghost path. In case α∗β = γ is a nontrivial path
we get a contradiction since γ ∈ Path(E) ∩ Cv = {v} by Lemma 3.2. Similarly we get a
contradiction if α∗β = γ∗, for a nontrivial path γ. Therefore, the only possibility is α∗β = v
and we conclude that τ(v) = kv. Now, since LK(E) is simple, the only nontrivial hereditary
and saturated set of vertices is E0, therefore u ∈ {v} and hence, by Lemma 3.3, we get
τ (u) = ku. 
Proposition 3.5. The centroid of a simple Leavitt path algebra LK(E) is isomorphic to K.
Proof. Take τ ∈ C (LK(E)). Since LK(E) is simple, for any vertex v ∈ E
0 we have {v} = E0
by [1, Theorem 2.9.1]. Fix v ∈ E0. Corollary 3.4 implies that τ(v) = kv for some k ∈ K.
Now, for any u ∈ {v}, by Lemma 3.3, τ(u) = ku for k as before. Now, apply Proposition 2.3
to get that τ(x) = kx for any x ∈ LK(E). Thus each centralizer is of the form k1LK(E), for
some k ∈ K (where 1LK(E) denotes the identity map). 
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4. Centroids and direct limits
Recall that a directed set (I,≤) is a set with a preorder relation ≤ such that any two
elements i, j ∈ I have an upper bound, that is, there is an element k ∈ I such that i, j ≤ k.
We will use the notation k ≥ i meaning i ≤ k. A direct system (or inductive system) of
objects in a category is just a family {Ai}i∈I of objects labelled by a directed set (I,≤), and
a collection of arrows {eji}i≤j such that eji : Ai → Aj satisfying (1) eii = 1Ai for any i, and
(2) ekjeji = eki when i ≤ j ≤ k. An inverse (or projective) system is a direct system in the
opposite category. If S = ({Ai}i, {eij}i≤j) is a direct system, an object A is a cocone of S
if there are arrows ei : Ai → A such ejeji = ei whenever i ≤ j. If A and B are cocones of
S, we have arrows ei : Ai → A and fi : Ai → B. Then an arrow t : A → B is said to be a
homomorphism from the cocone A to the cocone B if tei = fi for any i ∈ I. Similarly, one
can define the notion of cone for an inverse systems of objects in a category. If S is a direct
system and A is a cocone of S, we will say that A is a direct limit of S is for any other cocone
B of S there is a unique homomorphism of cocones from A to B. The notion of inverse or
projective limit is dual to this.
Let K be a field. Recall that for an (associative) K-algebra A and any idempotent e ∈ A,
we may write
A = eAe⊕ eAf ⊕ fAe⊕ fAf,
where fA := {a−ea | a ∈ A}, Af := {a−ae | a ∈ A} and fAf := {(a−ea)−(a−ea)e | a ∈ A}.
This is called the Peirce decomposition of A relative to the idempotent e. If A is unital, then
we may take f = 1 − e. The subspaces eAe, eAf , fAe and fAf are called the (1, 1), (1, 0),
(0, 1) and (0, 0) components of the Peirce decomposition of A relative to e. Usually the
notation for these subspaces is A11 := eAe, A10 := eAf , A01 := fAe and A00 := fAf . Note
that A11 and A00 are subalgebras of A. For any Peirce decomposition, there is a K-linear
map pi : A→ A11 such that a 7→ eae. Of course pi is not a homomorphism of algebras but its
restriction pi|A11 is a homomorphism A11 → A11 (in fact the identity map on A11).
Given a field K and K-algebras A and B, with A unital, we will say that A is nicely
embedded in B if there is a monomorphism i : A → B such that i(A) coincides with the
Peirce (1, 1)-component of B relative to the idempotent i(1A). In this context, we will say
that i is a nice embedding. We must remark that when B is unital the monomorphismm i is
not necessarilly unital. In case that i(1A) = 1B, where 1A and 1B denote the unital elements
in A and B, respectively, then the (1, 1)-component of B relative to 1B is the whole algebra
B. As a consequence i is an isomorphism. So the definition is interesting specially when i is
a monomorphism but does not map the unit of A to the unit of B. This happens for instance
in the canonical monomorphism Mn(K)→Mn+1(K) such that A 7→
(
A 0
0 0
)
.
Lemma 4.1. Assume A is nicely embedded in B through a monomorphism i : A → B. The
restriction of i : A→ i(A) is an isomorphism of algebras which we will denote θ. Let e = i(1A)
and pi : B → A the linear map such that pi(b) = θ−1(ebe). Then pi induces a homomorphism
of algebras σ : C (B)→ C (A) such that τ 7→ pi τ i.
Proof. By definition, pi restricted to B11 is an isomorphism B11 → A. Take τ ∈ C (B) and let
S := pi τ i. We prove first that S ∈ C (A). For any x, y ∈ A we have
S(xy) = pi [τ (i(x)i(y))] = pi [τ (i(x))i(y)] = pi(τ(i(x)))pi(i(y)).
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where this last equality comes from the fact that τ (i(x)) ∈ B11 because τ is a centralizer.
Thus S(xy) = S(x)y since pii = 1A. Symmetrically, we can prove S(xy) = xS(y) for any
x, y ∈ A. So far, we have S ∈ C (A) and we have a map σ : C (B) → C (A) such that
τ 7→ pi τ i. Next we prove that σ is a homomorphism of algebras. Take τ , τ ′ ∈ C (B), then
σ(τ τ ′) = pi τ τ ′ i. Take now a ∈ A, then
σ(τ )σ(τ ′)(a) = (pi τ i)(piτ ′(i(a))) = (pi τ i)(θ−1τ ′(i(a)))
and since iθ−1(z) = z for any z we get
σ(τ )σ(τ ′)(a) = pi τ τ ′(i(a)) = σ(τ τ ′)(a).

Lemma 4.2. Assume that i1 : A → B is a nice embedding with σ1 : C (B) → C (A) the
induced K-algebras homomorphism according to Lemma 4.1. Let i2 : B → C be another nice
embedding with σ2 : C (C) → C (B) the corresponding homomorphism between the centroids.
Then i2i1 is a nice embedding with associated homomorphism C (C)→ C (A) given by σ1σ2.
Proof. We know i1(A) = i1(1A)Bi1(1A) and i2(B) = i2(1B)Ci2(1B). From the first equality
i2i1(A) = i2i1(1A)i2(B)i2i1(1A) and so
i2i1(A) = i2i1(1A)(i2(1B)Ci2(1B))i2i1(1A).
But i2i1(1A)i2(1B) = i2i1(1A) = i2(1B)i2i1(1A). So
i2i1(A) = i2i1(1A)Ci2i1(1A).
This proves that i2i1 is a nice embedding. Consider now σ1 : C (B) → C (A) such that
σ1(τ )(a) = θ
−1
1 [i1(1A) τ(i1(a))i1(1A)] where θ1 is the isomorphism θ1 : A → i(A) such that
a 7→ i1(a). We also have σ2 : C (C) → C (B) such that σ2(S)(b) = θ
−1
2 [i2(1B)S(i2(b))i2(1B)]
being θ2 : B → i2(B) the isomorphism b 7→ i2(b).
Consider now the homomorphism σ1σ2 : C (C) → C (A) such that for any S ∈ C (C) and
a ∈ A, we have
σ1σ2(S)(a) = (θ2θ1)
−1[i2i1(1A)S(i2i1(a))i2i1(1A)] =
θ−11 [i1(1A)θ
−1
2 S(i2i1(a))i1(1A) = θ
−1
1 θ
−1
2 S(i2i1(a))
On the other hand
σ1(σ2(S))(a) = θ
−1
1 [i1(1A)σ2(S)(i1(a))i1(1A)] = θ
−1
1 [σ2(S)(i1(a))] =
θ−11 θ
−1
2 [i2(1B)S(i2i1(a))i2(1B)] = θ
−1
1 θ
−1
2 [S(i2i1(a))]
the last equality coming from the fact that S(i2(x)) ∈ i2(B) = i2(1B)Ci2(B). 
Assume that (I,≤) is a directed set and (Ai, eji)i≤j a direct system of unital K-algebras
such that every eji : Ai → Aj is a nice embedding of Ai in Aj . Under this hypothesis we have:
Lemma 4.3. If A = lim
→
Ai, the canonical map ei : Ai → A is also a nice embedding.
Proof. Recall that we can take A = ∪i∈I(Ai × {i})/ ≡ where the equivalence relation ≡ is
(x, i) ≡ (y, j) if and only if there is some k with i, j ≤ k such that eki(x) = ekj(y). Then,
the induced map ei : Ai → A is given by x 7→ [(x, i)] where [ ] denotes equivalence class.
We prove first that ei is a monomorphism: if (x, i) ≡ (0, j) there is some k ∈ I with i, j ≤ k
and eki(x) = ekj(0) = 0. This implies x = 0 since each eki is a monomorphism. Now we
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must prove that ei(Ai) = uAu with u = ei(1i) and 1i the unit of Ai. Consider an arbitrary
[(a, k)] ∈ A, then a ∈ Ak and we may take k ≥ i. Since all the maps of the direct systems
are nice embeddings we have eki(1i)Akeki(1i) = eki(Ai). So
u[(a, k)]u = [(1i, i)][(a, k)][(1i, i)] = [(eki(1i), k)][(a, k)][(eki(1i), k)] =
[(eki(1i)aeki(1i), k)].
But eki(1i)aeki(1i) ∈ eki(1i)Akeki(1i) = eki(Ai). So eki(1i)aeki(1i) = eki(z) for some z ∈ Ai.
Consequently
[(eki(1i)aeki(1i), k)] = [(eki(z), k)] = [(z, i)] ∈ ei(Ai).
We have proved uAu ⊂ ei(Ai). The other relation is trivial. 
Next, we keep on assuming that (I,≤) is a directed set and (Ai, eji)i≤j a direct system of
unital K-algebras such that every eji : Ai → Aj is a nice embedding of Ai in Aj .
Lemma 4.4. The induced K-algebra homomorphisms σij : C (Aj)→ C (Ai) form an inverse
system of algebras and
(4.1) C (lim
→
Ai) ∼= lim
←
C (Ai).
Proof. As before denote A = lim
→
Ai. By Lemma 4.3 the canonical monomorphisms ei : Ai → A
are nice embeddings so that they induce algebra homomorphisms σi : C (A) → C (Ai). But
on the other hand any eji : Ai → Aj induces a homomorphism σji : C (Aj) → C (Ai) and by
Lemma 4.2 we have σijσjk = σik when i ≤ j ≤ k. Let us prove now that lim
←
C (Ai) ∼= C (A).
We know that ejeij = ei whenever i ≤ j. This implies (by Lemma 4.2) that σijσj = σi. Next,
we have to prove that for any K-algebra U and algebra homomorphisms ti : U → C (Ai)
satisfying σjiti = tj for j ≤ i, there is a unique algebra homomorphism t : U → C (A) such
that σit = ti. So, in order to define t take an arbitrary u ∈ U . Let us prove the commutativity
of the diagrams:
Aj Ai
A
eij //
eiti(u)
ejtj(u) !!❈
❈❈
❈❈
❈❈
when j ≤ i. We have to prove eiti(u)eij = ejtj(u) and we know that tj(u) = pijiti(u)eij where
piji : Ai → Aj satisfies pijieij = 1Aj . So ejtj(u) = ejpijiti(u)eij. But for any x ∈ Aj
ejtj(u) = ejpijiti(u)eij(x) = ejpijieij(z) = ej(z)
where ti(u)(eij(x)) = eij(z) for some z (because ti(u) is a centralizer and eij a nice embedding).
On the other hand
eiti(u)eij(x) = eieij(z) = ej(z)
whence ejtj(u) = eiti(u)eij . Then, by the universal property of direct limits (taking into
account that the underlying vector space of A is the limit in the category of vector spaces
of the direct system of underlying vector spaces), there is a unique linear map t(u) : A → A
such that t(u)ei = eiti(u) for any i. Next we prove that t(u) ∈ C (A): taking x, y ∈ A we
know that there is some i ∈ I such that x, y ∈ Im(ei). Thus x = ei(x
′) and y = ei(y
′) and so
t(u)(xy) = t(u)ei(x
′y′) = eiti(u)(x
′y′) = ei[ti(u)(x
′)y′] =
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ei(ti(u)(x
′))ei(y
′) = t(u)(ei(x
′))y = (t(u)x)y
and similarly t(u)(xy) = xt(u)(y) for any x, y ∈ A. Consequently t(u) ∈ C (A). Finally we
prove that σit = ti for any i. Since ei : Ai → A is a nice embedding we have the Peirce
decomposition of A relative to ei(1), that is, A = A11 ⊕ A10 ⊕ A01 ⊕ A00 with A11 = ei(Ai).
Then pii : A → Ai is the canonical epimorphism. If we take an u ∈ U , then σi(t(u)) =
piit(u)ei = piieiti(u) = ti(u). This finishes the proof that C (A) ∼= lim
←
C (Ai). 
Let us give now two examples that may illustrate the use of the formula (4.1). Recall from
[2, Definition 3.2] that a row-finite graph E is called a comet if it has exactly one cyle c,
T (v) ∩ c0 6= ∅ for every v ∈ E0, and every infinite path ends in the cycle c.
For instance the Leavitt path algebra A associated to the graph:
· · · • • · · · •// // // // ee
This algebra is not simple but it is prime. To compute its centroid, we know
A ∼=M∞(K[x, x
−1]) ∼= lim
→
Mn(K[x, x
−1])
and C (Mn(K[x, x
−1]) ∼= K[x, x−1]. So, by Lemma 4.4 we have
(4.2) C (A) = lim
←
C (Mn(K[x, x
−1]) = lim
←
K[x, x−1] = K[x, x−1].
Let us try with the centroid of A = LK(E) when E is the graph:
· · · • • · · · • •// // // // ee//

This algebra is prime but not simple. Roughly speaking A = lim→An where An is the Leavitt
path algebra of the finite graph En:
•
vn
•
vn−1
· · · •
v0
•
v−1
// // //
ee
//

and by the finiteness of En we have C (An) = Z(An) = K1. So
C (A) = lim
←
C (An) ∼= lim
←
K ∼= K.
Consider finally the graph
· · · • • · · · •// // // //

YY
again with an infinite “tail” . Its Leavitt path algebra A is the direct limit of the Leavitt
path algebras of finite graphs:
• • · · · •// // //

YY
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with a “finite” tail. It is not difficult to realize that the centroid of these algebras (which
agrees with their centers) is isomorphic to K. Hence the centroid C (A) is the inverse limit of
a projective system in which all the algebras are K. Thus C (A) ∼= K again.
Proposition 4.5. Let A = LK(E) be the Leavitt path algebra associated to a row-finite graph
E wich is a comet. Then C (A) is isomorphic to K[x, x−1].
Proof. By [1, Proposition 3.4] we have LK(E) ∼= MΛ(K[x, x
−1]) wiht Λ finite or infinite. In the
first case, formula (2.1) gives that C (A) = Z(A) = K[x, x−1]. In the second case, applying
formula (4.2) we have C (A) = K[x, x−1]. 
To finish this section we analyze the centroid of a graded simple, non-simple, Leavitt path
algebra.
Proposition 4.6. Let LK(E) be a row-finite, graded simple, non-simple, Leavitt path algebra.
Then E is a comet with LK(E) ∼= MΛ(K[x, x
−1]) and its centroid is isomorphic to K[x, x−1].
Proof. By [1, Corollary 2.5.15], the only hereditary and saturated subsets of E0 are ∅ and
E0. Since LK(E) is graded simple but not simple, there exists a cycle without exits. There is
only one cycle without exits because, otherwise, the cardinal of HE would be strictly greater
than 2, a contradiction. Denote by c this unique cycle. We claim that there are no more
cycles. Assume, on the contrary, that d is another cycle, necessarily with an exit. Following
the same notation as in [1, Definition 2.0.6], for X = c0, we consider the sets Xn. We prove
that d0 ∩Xn = ∅ for any n >= 0. Let u ∈ d
0. This vertex cannot be in X0 because d
0 6= c0.
Assume now d0 ∩Xn = ∅ and prove that d
0 ∩ Xn+1 = ∅. If this is not the case, there is an
u ∈ d0 such that u ∈ Xn+1 hence u is a regular vertex and r(s
−1(u)) ∈ Xn. But for some
f ∈ s−1(u) we have r(f) ∈ d0 (and r(f) ∈ Xn a contradiction). So, there is only a cycle and
any vertex connects with the cycle. To conclude that E is a comet we need to prove that any
infinite path ends in the cycle (see [2, Definition 3.2]): indeed, let λ be an infinite path, since
λ0 = E0 we have λ0∩ c0 6= ∅ so that there is some v ∈ c0 ∈ λ0 which by [13, Lemma 1.2] gives
that v connects with λ0 hence some vertex of λ is in c which implies that λ “ends” in the
cycle. Then E is a comet and applying [1, Theorem 2.7.3] we have an isomorphism of LK(E)
with a direct sum whose summands are of the type MΛ(K[x, x
−1]) (take into account that,
since the graph is row finite, in our case the ideal generated by vertices in cycles without exits
is the whole algebra). Now, the primeness of LK(E) (by [21, Proposition II.1.4], a graded
Z-algebra is graded prime if and only if it is prime) implies that LK(E) ∼=MΛ(K[x, x
−1]) for
some possible infinite set Λ. The fact that C (LK(E)) ∼= K[x, x
−1] is given in formula (4.2).

In [2] the authors consider only row finite graphs and so comets were defined in this context.
But the definition of a comet can be read for arbitrary graphs without change. In this more
general setting we can not use the result above to compute the centroid of the algebra. For
example, let E be a graph with two vertices, u and v, where u is an infinite emitter such
that the range of each edge in s−1(u) is v, and v is the base of cycle without exit. This is a
(non row-finite) comet, but LK(E) is not isomorphic to MΛ(K[x, x
−1]). We will compute the
centroid of this example in the next section.
Remark 4.7. It is also possible to prove directly (without the use of direct limits) that
C (LK(E)) ∼= K[x, x
−1] for LK(E) graded simple but non-simple. To see this, let c be the
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unique cycle without exits in E. Let u ∈ c0 and define a map Ω : C (LK(E)) → Cu by
Ω(τ) = τ(u). It is clear that Ω is a surjective homomorphism. To see that Ω is injective assume
that τ(u) = 0. By Lemma 3.3[i] τ vanishes on T (u). We know that {u} = E0 = ∪nΛ
n (for
X = {u} and following the terminology in section 2). Suppose by induction that τ vanishes at
Λn. Let v ∈ Λn+1\Λn. Then v =
∑
fif
∗
i , where r(fi) ∈ Λ
n. Hence τ(v) =
∑
fiτ(r(fi))f
∗
i = 0
and τ({u}) = 0. Since {u} = E0 we obtain that τ = 0. Therefore C (LK(E)) is isomorphic
to Cu. To see that Cu is isomorphic to K[x, x
−1] define ψ : Cu → K[x, x
−1] in the following
way: given τ(u) ∈ Cu, since Cu ⊆ uLK(E)u = K[c, c
∗], then τ(u) = p(c, c∗) for some
polynomial p ∈ K[x, x−1]. Define ψ(τ(u)) = p(x, x−1). It is clear that ψ is an injective
homomorphism. To see that ψ is surjective, let p ∈ K[x, x−1]. Define τ(u) := p(c, c∗). For
any v ∈ Λ0 = T (u) = c0, write c = σσ′, where s(σ′) = v. Let τ(v) := σ∗p(c, c∗)σ. By
induction, suppose we have defined τ in Λn. Let w ∈ Λn+1 \Λn. Then s−1(w) = {g1, . . . , gk},
where r(gi) ∈ Λ
n for all i. Define τ(w) :=
∑k
i=1 giτ(r(gi))g
∗
i . Now, by Proposition 2.3, τ is
uniquely extended to C (LK(E)) and we are done.
5. The prime case
As the title says in this section we will deal with prime Leavitt path algebras. Recall that
a Leavitt path algebra LK(E) is prime if and only if the graph satisfyes Condition (MT3),
which is also known as downward directedness (see [14], [7]). If LK(E) is prime, we will
observe some cases in which the centroid is K and others in which it is K[x, x−1]. It is known
that in general, the centroid of a prime algebra is a domain.
The scheme in Figure 1 below explains the tree dichotomies that we have followed to
consider all the possible cases. Observe for instance that if E satifies MT3 and has cycles,
the contrary predicate of “∃ cycle with exits” is “∃! cycle without exits”, where the symbol
∃! stands for “exists a unique”. Note that, under the previous conditions, the predicate “∃!
cycle without exits” is equivalent to the assertion that there is a unique cycle and it has no
exits.
MT3
Acyclic (Prop. 5.7)
(Cor. 5.6)
(Cor. 5.9)
(Prop. 4.5)
(Prop. 5.12 )
(Cor. 5.6 )
With cycles
Non row-finite
∃ cycle with exits
∃! cycle without exits
Row-finite
∃! cycle without exits
Comet
No Comet
∃ cycle with exits
;;✈✈✈✈
##❍
❍❍
❍
99sssssssss
((❘❘
❘❘❘
❘
11❞❞❞❞
,,❩❩❩❩
22❞❞❞
--❩❩❩
22❢❢❢❢❢❢❢
--❩❩❩❩❩
Figure 1. Decision tree
Before we proceed analysing each case we prove a few general auxiliary results.
Lemma 5.1. Let A be a prime algebra and u an idempotent in A. Then:
14 D. GONC¸ALVES, D. MARTI´N, C. MARTI´N, AND M. SILES
(1) For any nonzero τ ∈ C (A) we have that τ is a monomorphism.
(2) For any 0 6= x ∈ Cu and 0 6= y ∈ uAu we have xy 6= 0.
(3) Let A = LK(E) and 0 6= τ ∈ C (A). If γ ∈ Path(E) and τ(γ) = ku 6= 0 with u ∈ E
0,
then γ ∈ Z(uAu).
(4) If γ ∈ Z(uAu)∩Path(E) for a Leavitt path algebra A = LK(E) and u is the base of a
cycle with exits, then γ is trivial.
Proof. For the first assertion we know that ker(τ ) and im(τ ) are ideals of A and ker(τ )im(τ ) =
0 (indeed, if τ (x) = 0 then x τ (y) = τ (x)y = 0). So by primeness of A we have ker(τ ) = 0
(because τ 6= 0). For the second assertion assume that x and y are nonzero elements in Cu
and uAu respectively. So x = τ (u) for some τ ∈ C (A) and xy = τ(u)y = τ (y). If xy = 0
we deduce that τ(y) = 0 and so y = 0 a contradiction. To prove the third assertion take
an arbitrary z ∈ uAu, then τ(γ)z = kuz = kz = z τ(γ). So τ(γz) = τ (zγ) and since τ is a
monomorphism γz = zγ whence γ ∈ Z(uAu). For the fourth item assume that γ 6= u, say
γ = g1 . . . gm, and let c be the cycle with s(c) = r(c) = u. Write c = σσ
′ (with σ′ nontrivial)
so that v := s(σ′) is an exit for c. Then, since γ and c := c1 . . . cn commute, we get that
g1 . . . gmc1 . . . cn = c1 . . . cng1 . . . gm.
Since c is a cycle, we get that γ = cβ for some path β. Now, let f be an edge such that
s(f) = v and f is different from the first edge of σ′. Then, since γ ∈ Z(uAu), we obtain that
γ(σff ∗σ∗) = (σff ∗σ∗)γ = (σff ∗σ∗)cβ = (σff ∗σ∗)σσ′β = σff ∗σ′β = 0.
Hence, multiplying on the right by σf , we have that γσf = 0, a contradiction. 
The idea on Remark 4.7 of identifying C (A) → Cu, for some u ∈ E
0, is key in the sequel.
So we make a precise statement for prime algebras below.
Proposition 5.2. For a prime Leavitt path algebra A = LK(E) and any u ∈ E
0, the map
Ω: C (A)→ Cu such that Ω(τ) := τ(u) is an isomorphism.
Proof. Let τ, σ ∈ C (A). Then
Ω(τσ) = τ(σ(u2)) = τ(uσ(u)) = τ(u)σ(u) = Ω(τ)Ω(σ).
Also by construction Ω is surjective and by Lemma 5.1 it is a monomorphism. 
Given the above proposition our next goal is to identify τ(u) when u is the base of a cycle
and τ is a centralizer. For this we need the two auxiliary lemmas below.
Lemma 5.3. Let c be a cycle of LK(E) based at u and consider the map S : uAu → uAu
given by S(x) = c∗xc. Assume that w ∈ uAu is such that Sn(w) 6= 0 for each n ≥ 1 and that
S(w) ∈ Path(E) ∪ Path(E)∗. Then S(w) = cm for some m ∈ Z.
Proof. Assume first that λ := S(w) ∈ Path(E). Then c∗λc 6= 0 implies the following di-
chotomy:
(1) There is a maximum natural n ≥ 1 and a path µ with λ = cnµ.
(2) There is a maximum natural n ≥ 1 and a path µ with c = λnµ.
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In the first possibility, if µ = u we have λ = cn and we are done. Thus we may assume µ 6= u.
Then c∗µ = 0 since otherwise c = µτ for some τ ∈ Path(E). But since µ, τ ∈ uAu and c is a
cycle we have 

µ = c, τ = u
or
µ = u, τ = c
,
however both possibilities above have been already excluded. Thus c∗µ = 0 and then
Sn+2(w) = c∗n+1λcn+1 = c∗n+1cnµcn+1 = c∗µcn+1 = 0,
a contradiction.
The second possibility of the dichotomy is that c = λnµ for a maximum n and certain
paths λ, µ ∈ uAu. Since c is a cycle and n ≥ 1, we have n = 1 and either c = λ (in which
case we are done) or λ = u and we are also done.
Finally if S(w) = λ∗ with λ ∈ Path(E), we have S(w∗) = S(w)∗ = λ and, applying the
previous discussion, we get again S(w) = cm for some integer m (the powers of negative
exponent as usual are powers of c∗ with positive exponent). 
Lemma 5.4. Let c be a cycle of LK(E) based at u, w = αβ
∗ be a walk in uLK(E)u and S as
in Lemma 5.3. Suppose that Sn(w) 6= 0 for all n ≥ 1. Then there exists an m ∈ N such that
Sm(w) belongs to Path(E) ∪ Path(E)∗.
Proof. Let w = αβ∗ ∈ uLK(E)u. If w = u the result follows directly. Write α = c
kα′ and
β = cqβ ′ where k and q are non negative integers and α′, β ′ are paths such that α′ 6= cα′′ and
β ′ 6= cβ ′′, for all α′′, β ′′ ∈ Path(E). We have the following possibilities:
• If q > k, then Sk(w) = α′β ′∗(cq−k)∗ and Sk+1(w) = c∗α′β ′∗(cq−k−1)∗ 6= 0. Thus c = α′µ
for some path µ and consequently Sk+1(w) = µ∗(β ′)∗(c∗)q−k−1 is a ghost path.
• If q < k, reasoning on Sq(w) and Sq+1(w), we get that the latter is a real path.
• If q = k = 0, we have that α and β are not multiples of c. Since 0 6= S(w) we have
c = αµ = βλ for some paths µ, λ. But then S(w) = µ∗α∗αβ∗βλ = µ∗λ and this is a
real or a ghost path (being nonzero).
• If q = k > 0, then w = ckα′β ′∗(c∗)k and Sk(w) = α′β ′∗ which proves that Sn(α′β ′∗) 6= 0
for any n. By the previous item, applied to α′β ′∗, we know that for some integer m,
we have Sm(α′β ′∗) is either a path or a ghost path. But Sk+m(w) = Sm(α′β ′∗).

Proposition 5.5. Let u ∈ E0 be the base of a cycle c and τ ∈ C (LK(E)). Then τ(u) is a
Laurent polynomial in c.
Proof. Observe first that τ(u) ∈ Z(uAu) and hence τ(u) ∈ Fix(S) := {x ∈ LK(E) : S(x) =
x}. Of course τ(u) ∈ Fix(Sm) for any m ≥ 1. We write τ(u) = k1w1 + · · · + knwn where
ki ∈ K
×, the wi’s are walks and n is minimum. Then for any m we have τ(u) = S
m(τ(u)) =∑n
i=1 kiS
m(wi) and hence S
m(wi) 6= 0 for each i = 1, . . . , n (and for arbitrary m). Applying
Lemma 5.4 we get for each i the existence of an exponent qi such that S
qi(wi) ∈ Path(E) ∪
Path(E)∗. Thus, taking t ≥ max(qi) we have that τ(u) = S
t(τ(u)) =
∑
i kiS
t(wi) is a linear
combination of path or ghost paths. Applying now Lemma 5.3 we get that each τ(u) is a
linear combination of powers (possibly negative) of c. 
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The above proposition allow us to identify the centroid of prime Leavitt path algebras
associated to graphs that posses a cycle with exit.
Corollary 5.6. Under the hypothesis of the previous proposition if the cycle has an exit, then
τ(u) ∈ Ku. In particular, if A = LK(E) is prime and there is a cycle with exits in E, we
have C (A) ∼= K.
Proof. By Proposition 5.5, τ(u) =
∑
i kic
i a polynomial in c. If c has an exit we may write
c = σλ with σ, λ ∈ Path(E) and λ nontrivial, in such a way that there is an edge f which
is an exit for c and s(f) = s(λ), but f does not coincide with the first edge of λ, that is,
f ∗λ = 0. Then by (i) of Lemma 3.1, imposing commutativity of
∑
i kic
i with σff ∗σ∗, we get
ki = 0 for i 6= 0, that is, τ(u) ∈ Ku. Indeed: we can write τ(u) =
∑
i kic
i = k0u + p + q
where p is a polynomial in c and q a polynomial in c∗ both of positive degree. Observe that
qσff ∗σ∗ = 0 = σff ∗σ∗p and consequently the commutativity of τ(u) and σff ∗σ∗, equating
terms of the same degree, gives ki = 0 for i 6= 0. For the second part of the Corollary consider
a cycle with exits c and apply Proposition 5.2. Then C (A) ∼= Cu = Ku ∼= K. 
After Corollary 5.6, we must focus our attention of prime Leavitt path algebras associated
to graphs E in which every cycle (if any) is a no-exit cycle. If LK(E) is prime and there is
a cycle with no exits, there is only one such a cycle. In the case of absence of cycles, or the
existence of an infinite emitter, the centroid is isomorphic to K, as we show below.
Proposition 5.7. Consider a prime Leavitt path algebra A = LK(E) with E acyclic. Then
C (A) ∼= K.
Proof. By Lemma 3.1, if u ∈ E0, then τ(u) ∈ Z(uAu). By Proposition 2.6 we have τ(u) = ku
for some k ∈ K and by Proposition 5.2 we conclude Cu ∼= C (A), hence C (A) ∼= K. 
Proposition 5.8. Let E be a graph satisfying MT3 and suppose that there is an infinite
emitter v ∈ E0 which is not the base of a cycle. If z ∈ Z(vLK(E)v) then z ∈ Kv.
Proof. If we write z in normal form relative to a basis B, then z = kv +
∑n
i=1 kiαiβ
∗
i where
k, ki ∈ K and the αi’s and the βi’s are real paths of length ≥ 1 whose source is v and
r(αi) = r(βi) (recall that v is not base of a cycle). Write also s
−1(v) = {fj}j∈J . Since s
−1(v)
is infinite we can select fj ∈ s
−1(v) such that β∗i fj = 0 for i = 1, . . . , n.
Assume that some ki in the expression of z is not zero. For the nonzero scalars ki select
one of the αi’s of maximal length. So we fix i0 such that length(αi0) ≥ length(αi) for
any i. Then ki0 6= 0 (this is important because we will get a contradiction to this in due
course). Since the graph satisfies MT3 there are paths λ and µ such that s(λ) = r(fj),
s(µ) = r(αi0) and r(λ) = r(µ). So η := fjλµ
∗α∗i0 ∈ vLv hence z commutes with η. But
zη = kη +
∑
i kiαiβ
∗
i fjλµ
∗α∗i0 = kη since β
∗
i fj = 0 for any i. On the other hand, ηz =
kη+
∑
i kifjλµ
∗α∗i0αiβ
∗
i and given that the length of each αi is less than or equal to the length
of αi0 , we can write αi0 = αiγi (otherwise α
∗
i0
αi = 0). So ηz = kη +
∑
i kifjλµ
∗(αiγi)
∗αiβ
∗
i =
kη +
∑
i kifjλµ
∗γ∗i β
∗
i . Consequently
∑
i kifjλµ
∗γ∗i β
∗
i = 0 and observe that there is at least
one nonzero fjλµ
∗γ∗i β
∗
i , precisely fjλµ
∗γ∗i0β
∗
i0
(because if this element is zero then fjλ = 0
which is a contradicton). So
0 =
∑
i
kifjλµ
∗γ∗i β
∗
i = (fjλµ
∗)
∑
i
kiγ
∗
i β
∗
i
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thus 0 = λ∗f ∗j (fjλµ
∗)
∑
i kiγ
∗
i β
∗
i =
∑
i kiµ
∗γ∗i β
∗
i implying ki = 0 because any collections of
real or ghost paths is linearly independent. So far we have proved that ki = 0 if αi0 = αiγi,
but this is the case precisely for i0. Thus ki0 = 0 a contradiction. 
Corollary 5.9. Under the conditions of the previous proposition we have that C (LK(E)) ∼= K.
Proof. By Proposition 5.2 we have that C (LK(E)) ∼= Cv, where v can be choosen as the
infinite emitter of Proposition 5.8. Since every element of Cv is in the center of vLK(E)v the
results follows. 
So our task now is to consider row-finite prime Leavitt path algebras A = LK(E) such that
E has a unique cycle with no exits c and such that E is not a comet. We give an example of
this type of graph below.
u
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· · · • • • • · · ·
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// // // // //
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Before we characterize the centroid of A we need a lemma.
Lemma 5.10. Let E be an arbitrary graph, H a hereditary set, and v a vertex in the hereditary
and saturated closure of H, but not in H. Then
Πv,H := {λ = f1 · · · fn ∈ Path(E)|s(λ) = v, r(λ) ∈ H, s(fn) /∈ H}
is finite and hence we can write
(5.1) v =
∑
α∈Πv,H
αα∗.
Proof. We give a proof by induction: since H = ∪n∈NΛ
n(H) and v ∈ H \H , if v ∈ Λ1(H) then
s−1(v) = {f1, . . . , fn} is finite because v is a regular vertex. Thus the number of paths from
v to H in this case is n and Equation 5.1 clearly holds. Now assume that for w ∈ Λn(H) \H
the set Πw,H is finite and w =
∑
α∈Πw,H
αα∗. Taking v ∈ Λn+1(H) \H we have that r(s−1(v))
is a finite subset of Λn(H). Writing r(s−1(v)) = {u1, . . . , uq, . . . , uk} we may assume that
u1, . . . , uq ∈ H while uq+1, . . . , uk /∈ H . Then we can apply the induction hypothesis to each
of uq+1, . . . , uk and the final conclusion is that Πv,H is finite. Proceeding as in the proof of
[13, Lemma 1.2] we conclude that
v =
∑
α∈Πv,H
αα∗.

To prepare for our next result, let E be a row-finite graph that has a unique cycle c; assume
that it has no exits and that E is not a comet. For v /∈ H := c0 define
Γ1(v) := {f ∈ E
1 | s(f) = v, r(f) /∈ H}, and
Γ2(v) := {g ∈ E
1 | s(g) = v, r(g) ∈ H}.
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Lemma 5.11. Let A = LK(E) be a prime Leavitt path algebra such that E has a unique cycle
c; assume that it has no exits and that E is not a comet. Let τ ∈ C (A). For v /∈ H := c0
write τ(v) = kv +
∑
f∈Γ1(v)
fξff
∗ +
∑
g∈Γ2(v)
gξgg
∗ as in Lemma 2.4. If ξf = 0, for some
f ∈ Γ1(v), then ξg = 0 for every g ∈ Γ2(v).
Proof. Suppose that there exists f0 ∈ Γ1(v) such that ξf0 = 0.
Given an arbitrary h ∈ Γ2(v), we know that r(h) ∈ H . We distinguish two possibilities:
(1) If r(h) ∈ c0, since every vertex connects with c0, there is a path λ such that s(λ) =
r(f0) and r(λ) = r(h). Then defining ν := f0λh
∗ and taking into account τ(v)ν =
ντ(v) we get ξh = 0.
(2) If r(h) /∈ c0, given any path µ ∈ Πr(h),c0 , since every vertex connects to c, there exists
a path λ such that s(λ) = r(f0), and r(λ) = r(µ). Let ν := f0λµ
∗h∗. Then
kν = τ(v)ν = ντ(v) = kν + f0λµ
∗ξhh
∗.
This implies µ∗ξh = 0 and, consequently, µµ
∗ξh = 0. Note that µ is an arbitrary
path in Πr(h),c0 . Since the graph is row finite, by Lemma 5.10, we have that r(h) =∑
µ∈Π
r(h),c0
µµ∗ and therefore
ξh =
∑
µ∈Π
r(h),c0
µµ∗ξh = 0.

Proposition 5.12. Let A = LK(E) be a row-finite, prime Leavitt path algebra such that E
has a unique cycle c; assume that it has no exits and that E is not a comet. Then C (A) ∼= K.
Proof. Let τ ∈ C (A), take v /∈ H = c0 (so Γ1(v) 6= ∅) and write τ(v) = kv+
∑
f∈Γ1(v)
fξff
∗+∑
g∈Γ2(v)
gξgg
∗ as in Lemma 2.4. We then have the following dichotomy:
(1) ξf 6= 0 for all f ∈ Γ1(v), or
(2) There exists f ∈ Γ1(v) such that ξf = 0.
In the second case above, by the previous lemma, we have that ξg = 0 for all g ∈ Γ2(v).
Let f1 ∈ Γ1(v) with ξf1 = 0. Then τ(r(f1)) = f
∗
1 τ(v)f1 = kr(f1), and hence applying
Proposition 5.2, with u = r(f1), we have C (A) ∼= K.
Let us analyze the possibility (1). If this happens, we have again a dichotomy:
(a) For all v′ ∈ T (v) the element τ(v′) is in case (1) above.
(b) ∃ v′ ∈ T (v) such that τ(v′) satisfies possibility (2) above.
If Condition (b) above is satisfied then we proceed as in case (2) and obtain that C (A) ∼= K.
So we are left with the alternative where for all v′ ∈ T (v) the element τ(v′) is in case (1).
Let v1 = r(e1) where e1 ∈ Γ1(v). Since v1 /∈ H , Γ1(v1) 6= ∅. Proceed inductively: Once en
and vn are defined, let vn+1 = r(en+1) where en+1 ∈ Γ1(vn). Notice that each vn falls under
alternative (1) above (since vn ∈ T (v) for all n). Furthermore the infinite path e1e2 . . . do not
connect to H . Now, notice that ∂(τ(vi)) > ∂(τ(vi+1) for all i (notice the strict inequality).
Indeed, if
τ(vi) = kvi +
∑
f∈Γ1(vi)
fξff
∗ +
∑
g∈Γ2(vi)
gξgg
∗
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then
τ(vi+1) = τ(r(ei+1)) = τ(e
∗
i+1viei+1) = e
∗
i+1τ(vi)ei+1 = kvi+1 + ξei+1.
But then ∂(τ(v)) has to be infinity, a contradiction. This concludes the proof. 
6. Main Theorem
We summarize the results of our paper below.
Theorem 6.1. Let E be a graph, LK(E) the associated Leavitt path algebra, and denote by
C (LK(E)) the centroid of LK(E). Then
(1) If LK(E) is simple, then C (LK(E)) ∼= K (see Proposition 3.5).
(2) If LK(E) is row-finite, graded simple and non-simple, then the graph E is a comet and
C (LK(E)) ∼= K[x, x
−1] (see Proposition 4.6).
(3) If LK(E) is prime and E is acyclic, then C (LK(E)) ∼= K (see Proposition 5.7).
(4) If LK(E) is prime and there is a cycle with exits in E, then C (LK(E)) ∼= K (see
Corollary 5.6).
(5) If LK(E) is prime and there is an infinite emitter in E which is not the base of a
cycle, then C (LK(E)) ∼= K (see Corollary 5.9).
(6) Suppose that A = LK(E) is a row-finite prime Leavitt path algebra such that E has a
unique cycle (and this cycle has no exits). If E is not a comet then C (A) ∼= K (see
Proposition 5.12 ), and if E is a comet then C (A) ∼= K[x, x−1] (see Proposition 4.6).
A more compact form of the above statement is the following:
Theorem 6.2. Let E be a graph, LK(E) the associated Leavitt path algebra, and denote by
C (LK(E)) the centroid of LK(E). If LK(E) is prime, then C (LK(E)) ∼= K except if E is a
row-finite comet, in which case C (LK(E)) ∼= K[x, x
−1].
Proof. If E is acyclic, then C (LK(E)) ∼= K by Proposition 5.7. Otherwise E has cycles. If
there are cycles with exits, then C (LK(E)) ∼= K applying Corollary 5.6. So, we consider the
case that E has a unique cycle and it has no exit. If there is an infinite emitter then this is
not the base of the cycle and, applying Corollary 5.9, we have again that C (LK(E)) ∼= K.
Therefore we assume in the sequel that E is row finite. If E is a comet, then C (LK(E)) ∼=
K[x, x−1] by the proof of Proposition 4.6 and, if E is not a comet, then C (LK(E)) ∼= K by
Proposition 5.12.

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