Abstract. Local models are schemes, defined in terms of linear algebra, that were introduced by Rapoport and Zink to study theétale-local structure of integral models of certain PEL Shimura varieties over p-adic fields. A basic requirement for the integral models, or equivalently for the local models, is that they be flat. In the case of local models for even orthogonal groups, Genestier observed that the original definition of the local model does not yield a flat scheme. In a recent article, Pappas and Rapoport introduced a new condition to the moduli problem defining the local model, the so-called spin condition, and conjectured that the resulting "spin" local model is flat. We prove a weak form of their conjecture in the split, Iwahori case, namely that the spin local model is topologically flat. An essential combinatorial ingredient is the equivalence of µ-admissibility and µ-permissibility for two minuscule cocharacters µ in root systems of type D.
Introduction
An important problem in the arithmetic theory of Shimura varieties is the definition and subsequent study of reasonable integral models. For certain PEL Shimura varieties with parahoric level structure at p, Rapoport and Zink [RZ] have constructed natural models over the ring of integers in the completion of the reflex field at any place lying over p. One of the most basic requirements for the models is that they be flat. The essential tool to investigate this and other questions of a local nature, also introduced in [RZ] , is the local model: this is a schemeétale-locally isomorphic to the original model, but defined in terms of a purely linear-algebraic moduli problem, and thus -at least in principle -more amenable to direct study.
Local models for groups involving only types A and C have received much study in the past decade; see, for example, work of Pappas [P] , Görtz [G1, G2, G3, G4] , Haines and Ngô [HN1] , Pappas and Rapoport [PR1, PR2, PR3, PR4] , Krämer [K] , and Arzdorf [A] . By contrast, the subject of this paper is the essential case of type D: local models for the split orthogonal similitude group GO 2n with Iwahori level structure.
Unfortunately, as observed by Genestier (see [PR4, §8.3, p. 560] ), the local model defined in [RZ] fails to be flat in the orthogonal case, even when the group is split; subsequently, this scheme has come to be renamed the naive local model M naive . Failure of flatness has also been observed, first by Pappas [P] , for local models in type A and C cases for groups that split only after a ramified field extension. As in these cases, there is a "brute force" correction available to non-flatness of M naive :
one simply defines the true local model M loc to be the scheme-theoretic closure in M naive of the generic fiber M naive η
. A priori, this definition of M loc carries the disadvantage of not admitting a ready moduli-theoretic description. Thus it is of interest when such a description can be found. In [PR4] Pappas and Rapoport propose to describe M loc by adding a new condition, the so-called spin condition (see §2.3), to the moduli problem defining M naive . We denote by M spin the subscheme of M naive representing Pappas's and Rapoport's strengthened moduli problem. One obtains M spin ⊂ M naive as a closed subscheme, and Pappas and Rapoport show that the generic fibers of the two schemes agree. They conjecture the following.
Conjecture Conj. 8.1] ). M spin = M loc , that is, M spin is the scheme-theoretic closure in M naive of the generic fiber.
Although the conjecture remains open in general, Pappas and Rapoport have obtained a considerable amount of computer evidence in support of it, and they explicitly work out the case n = 1 and part of the case n = 2 in [PR4] . Hand calculations in the case n = 3 show that M spin is indeed flat with reduced special fiber. The main result of this paper is the following weak form of the conjecture.
Theorem (7.6.1). M spin is topologically flat, that is, it has dense generic fiber.
In other words, the theorem asserts that the underlying topological spaces of M spin and M loc are the same. The strategy to prove the theorem is the same as that pioneered in Görtz's original paper [G1] : we (1) embed the special fiber M naive k in an appropriate affine flag variety F , this time attached to GO 2n , over the residue field k; (2) identify the set-theoretic images of M ; and this translates to a purely combinatorial problem in the Iwahori-Weyl group W of GO 2n , which indexes the Schubert cells in F . In this form, the problem becomes essentially that of µ-permissibility vs. µ-admissibility considered by Kottwitz-Rapoport [KR] and subsequently by . More precisely, consider the dominant minuscule cocharacters (1.1) µ 1 := (1 (n) , 0 (n) ) and µ 2 := (1 (n−1) , 0, 1, 0 (n−1) )
for GO 2n (expressed as cocharacters for the standard diagonal torus in the ambient GL 2n ), and regard them as translation elements in W . Let W • denote the finite Weyl group of the identity component GO has two connected components, and it is easy to see that the Schubert cells corresponding to the W
• -conjugates of µ 1 (resp., µ 2 ) are all contained in one component (resp., the other). Of course, the closures of the Schubert cells obtained in this way are again contained in M spin k . For µ ∈ {µ 1 , µ 2 }, the µ-admissible set Adm
• (µ) consists of the w ∈ W whose corresponding Schubert cell C w is contained in the closure of C µ ′ for some µ ′ ∈ W • µ. On the other hand, the condition for a given Schubert cell C w to be contained in M spin k admits a combinatorial formulation in terms of w, and we define the µ-spin-permissible set Perm sp (µ) to consist of the w ∈ W for which C w is contained in the connected component of M spin k marked by µ. There is also a third set to consider, the µ-permissible set Perm(µ) defined in [KR] .
Theorem (7.6.1, 8.8.1). For µ ∈ {µ 1 , µ 2 }, we have equalities of subsets of W
Adm
• (µ) = Perm sp (µ) = Perm(µ).
The theorem is an analog of theorems for GL n and GSp 2n obtained by Kottwitz and Rapoport [KR, 3.5, 4.5, 12.4] . It is especially worth comparing with the symplectic case. Indeed, denote by W GL2n (resp., W GSp2n ) the Iwahori-Weyl group for GL 2n (resp., GSp 2n ). Then W and W GSp2n become identified under these groups' respective natural embeddings into W GL2n . However, the relevant admissible and permissible sets in W and W GSp2n do not agree. In the symplectic case, Kottwitz and Rapoport show these sets are obtained by intersecting W GSp2n with the relevant sets in W GL2n , so that the theorem for GSp 2n follows from the theorem for GL 2n . But there seems to be no such royal road in the orthogonal case. To prove our theorem, we go back to Kottwitz's and Rapoport's original argument for GL n and adapt it to the orthogonal setting, where some new subtleties arise.
Kottwitz and Rapoport define µ-admissibility and µ-permissibility for any cocharacter µ in any extended affine Weyl group attached to a root datum, and they show that µ-admissibility always implies µ-permissibility. However, Haines and Ngô [HN2, 7.2] have shown that the reverse implication does not hold in general. On the other hand, motivated by considerations arising from Shimura varieties, Rapoport [R, §3, p. 283] has raised the question of whether µ-admissibility and µ-permissibility agree for minuscule cocharacters µ, or even for sums of dominant minuscule cocharacters. In the particular setting of this paper, W contains exactly three dominant minuscule cocharacters modulo the subgroup Z · (1, . . . , 1): µ 1 , µ 2 , and
We give a proof of the equality Adm • (µ 3 ) = Perm(µ 3 ) in [S1] . Results of KottwitzRapoport [KR] , this paper, and [S1] combine to answer Rapoport's question in the affirmative for all minuscule µ in root data involving only types A, B, C, and D. By contrast, we shall show in [S3] that the answer to the more optimistic question, namely whether µ-admissibility and µ-permissibility are equivalent for µ a sum of dominant minuscule cocharacters, can be negative.
Somewhat surprisingly, Pappas and Rapoport have discovered that a version of the spin condition also turns up in their study of local models for ramified, quasi-split GU n [PR4] . We shall show that the "spin" local models they define are topologically flat in [S2, S3] .
For simplicity, in this paper we focus solely on the case of Iwahori level structure, and we ignore the explicit connection between local models and Shimura varieties -although this is certainly our main source of motivation to study local models. We intend to take up the case of general parahoric level structure, as well as the connection to Shimura varieties, in a subsequent paper.
We now outline the contents of the paper. In §2 we review the definitions of orthogonal local models, both the naive version and the strengthened version incorporating the Pappas-Rapoport spin condition. Sections 3-5 consist of some preparation of a group-theoretic nature for our subsequent discussion of the affine flag variety for GO 2n over k. In §6 we review the affine flag variety itself. In §7, we embed the special fiber of the naive local model into the affine flag variety, and we use this to reduce the question of topological flatness for the spin model to the combinatorial identity Adm
• (µ) = Perm sp (µ) for µ ∈ {µ 1 , µ 2 }. In §8 we prove the identity Adm
• (µ) = Perm sp (µ), as well as the identity Perm sp (µ) = Perm(µ), for µ ∈ {µ 1 , µ 2 }; this forms the technical heart of the paper. (r) , b (s) , . . . ) denotes the tuple with a repeated r times, followed by b repeated s times, and so on. Given an element i ∈ {1, . . . , 2n}, we write i * := 2n + 1 − i ∈ {1, . . . , 2n}.
Orthogonal local models
We begin by recalling the definition and some of the discussion of orthogonal local models from the paper of Pappas and Rapoport [PR4, §8] .
2.1. Lattices. In this subsection we collect some notation and terminology on Olattices in the vector space V := F 2n . Let e 1 , e 2 , . . . , e 2n denote the standard ordered basis in V . We endow V with the split symmetric F -bilinear form h whose matrix with respect to the standard basis is (2.1.1)
that is, h(e i , e j ) = δ i * ,j . Given an O-lattice Λ ⊂ V , we denote by Λ the h-dual of Λ,
Then Λ is an O-lattice in V , and h restricts to a perfect O-bilinear pairing
Given a nonempty collection L of lattices in V , we say that L is
• a chain if the lattices in L are totally ordered under inclusion.
We say that a periodic lattice chain is complete if all successive quotients are kvector spaces of dimension 1.
For i = 2nk + r with 0 ≤ r ≤ 2n − 1, we define the O-lattice
Then Λ i = Λ −i for all i, and the Λ i 's form a complete, periodic, self-dual lattice chain Λ • , which we call the standard chain,
multiply the ith standard basis element by π and send all other standard basis elements to themselves. Then there is a unique isomorphism of chains of O-modules
such that the leftmost vertical arrow identifies the standard ordered basis of O 2n with the ordered O-basis e 1 , . . . , e 2n of Λ 0 .
2.2. Naive local models. In this subsection we recall the definition of naive local models from Rapoport's and Zink's book [RZ] in the orthogonal case. Given an O-module M and an O-scheme S, we write M S for the quasi-coherent
attached to L is the following contravariant functor on the category of O-schemes. 
has generic fiber OGr(n, 2n) F , the orthogonal Grassmannian of totally isotropic n-planes in 2n-space; this is a smooth n 2 -dimensional scheme with two components, each isomorphic to SO(h)/P , where P ⊂ SO(h) is a parabolic subgroup stabilizing some totally isotropic n-plane.
In this paper we restrict to the Iwahori case, that is, to local models attached to complete lattice chains. It is not hard to verify directly that the special orthogonal group SO(h)(F ) acts transitively on the complete periodic self-dual lattice chains in V . Hence the local models attached to any two complete lattice chains are isomorphic. We shall work with respect to the standard chain Λ • , and we abbreviate
. The chain isomorphism (2.1.4) permits a very concrete description of the points of
, where R 2n carries the split symmetric form having matrix (2.1.1) with respect to its standard basis. by adding a new constraint, the spin condition, to the moduli problem. They define the spin condition in the case of an arbitrary nondegenerate symmetric bilinear form h on V . We are only concerned in this paper with the case that h is split. The formulation of the spin condition simplifies a bit in the split case: namely, we can get by without explicit use of the discriminant algebra of [PR4, §7.1] . It is a simple exercise to check that the formulation of the spin condition we're about to give is equivalent to the spin condition in [PR4] in the split case.
To formulate the spin condition, we shall recall only the bare minimum of linear algebra we need from [PR4, §7] . In particular, we refer to [PR4] for a more expansive and satisfying version of the following discussion.
For a subset E ⊂ {1, . . . , 2n} of cardinality n, set (2.3.1)
where E = {j 1 , . . . , j n } with j 1 < · · · < j n . Given such E, we also set (2.3.2) E * := 2n + 1 − E and
where the set complements are taken in {1, . . . , 2n}. Then E * specifies the indices j ′ such that h(e j , e j ′ ) = 1 for some j ∈ E, and E ⊥ specifies the j ′ such that h(e j , e j ′ ) = 0 for all j ∈ E.
We define an operator a on n V by its action on the standard basis elements e E for varying E, a(e E ) :
where σ E is the permutation on {1, . . . , 2n} sending {1, . . . , n} to the elements of E * in decreasing order, and sending {n + 1, . . . , 2n} to the elements of E ⊥ in increasing order. Then a satisfies a 2 = id n V [PR4, Prop. 7 .1]. Hence n V decomposes as
where n V ± denotes the ±1 eigenspace for a. Using that a 2 is the identity, we see that
where E ranges through the subsets of {1, . . . , 2n} of cardinality n.
We are now ready to state the spin condition. Let L be a periodic self-dual lattice chain. We say that an S-point 
As in the previous subsection, when working with
is independent of L up to isomorphism, and we put
Orthogonal similitude group
In this section we review some basic facts about split GO 2n . We switch to working over the field K. Except in §3.4, K may be an arbitrary field of characteristic not 2; in §4 we'll return to our blanket assumptions on K stated in the introduction.
3.1. Orthogonal similitudes. Abusing notation, we denote again by h the symmetric bilinear form on K 2n whose matrix with respect to the standard ordered basis is (2.1.1). We denote by G := GO 2n := GO(h) the algebraic group over K of orthogonal similitudes of h: for any K-algebra R, G(R) is the set of elements g ∈ GL 2n (R) satisfying h R (gx, gy) = c(g)h R (x, y) for some c(g) ∈ R × and all x, y ∈ R 2n , where h R is the induced form on R 2n . As the form h is nonzero, the scalar c(g) is uniquely determined, and c defines an exact sequence of K-groups
with evident kernel O := O 2n := O(h) the orthogonal group of h. The displayed sequence splits (noncanonically), so that the choice of a splitting presents G as a semidirect product O ⋊ G m .
3.2. Center. The center Z := Z G of G consists of the scalar matrices; on R-valued points,
where id denotes the identity matrix, so that Z ∼ = G m . We write G ad := P GO 2n := P GO(h) := G/Z for the adjoint group.
3.3. Connected components. The group G possesses two connected components. For g ∈ G(R) with Spec R connected, the corresponding morphism Spec R → G factors through the identity component or the non-identity component accord-
3.4. Standard maximal torus. Let T denote the standard split maximal torus of diagonal matrices in G; on R-points,
m . Now let us assume K is as in the introduction, so that it is discretely valued with valuation ring O K and uniformizer t. Then we identify the cocharacter lattice X * (T ) with
via ord. These identifications in turn identify • X * (T der ) with the subgroup of ( * ) of elements (r 1 , . . . , r 2n ) such that r 1 + r 2n = · · · = r n + r n+1 = 0, where G der := SO := SO 2n := SO(h) is the derived group of G and T der is its split maximal torus T ∩ G der ; and • X * (T ad ) with the quotient of ( * ) by the subgroup Z · (1, . . . , 1), where T ad := T /Z is the split maximal torus in G ad obtained as the image of T .
3.5. Roots, coroots. Let χ i denote the character on T sending
The roots of the pair (G, T ) are the set
where we use the same symbol c to denote the composite
m is abelian and Φ G = Φ G ad = ∅. Otherwise, the root system Φ G ad is of type A 1 × A 1 for n = 2, A 3 for n = 3, and D n for n ≥ 4.
For n > 1, we take the n roots (3.5.1)
as simple roots. For 1 ≤ i ≤ n, let λ i ∈ X * (T ) denote the cocharacter
where x is in the ith slot and x −1 is in the i * th slot. Then for n > 1, the coroots consist of the cocharacters
3.6. Weyl group. The torus T has normalizer N := N G T in G the algebraic group of monomial matrices contained in G, and finite Weyl group
The Weyl group W acts naturally on the set of lines in K 2n spanned by the standard ordered basis vectors, and this canonically identifies W with the group S h 2n of permutations σ of {1, . . . , 2n} satisfying
The group S h 2n decomposes as a semidirect product {Z/2Z} n ⋊ S n , where the nontrivial element in the ith copy of Z/2Z acts as the transposition (i, i * ), and where the symmetric group S n acts on {1, . . . , n} in the standard way and on {n + 1, . . . , 2n} in the way compatible with the display.
Note that W is not the Weyl group attached to the root system Φ G . Rather, let (3.6.1)
is naturally contained in W as a subgroup of index 2. In terms of permutations, W
• corresponds to the elements of S h 2n which are even as elements of the symmetric group S 2n . 3.7. Fundamental group. In terms of the identifications in §3.4, the coroot lattice
consists of all (r 1 , . . . , r 2n ) ∈ Z 2n such that r 1 + r 2n = · · · = r n + r n+1 = 0 and r 1 + · · · + r n is even. The fundamental group of G is the fundamental group of the identity component G
• ,
Note that the derived group G der = G
• der = SO is not simply connected, as its fundamental group X * (T der )/Q ∨ ∼ = Z/2Z.
Iwahori subgroup
We return to our assumptions on K stated in the introduction. In this section we discuss the standard Iwahori subgroup of G (K) . In particular, we realize it as a lattice chain stabilizer.
4.1. Standard apartment. Let B := B(G ad ) denote the building of G ad . We call the apartment in B associated with T ad the standard apartment, and we denote it by a := a T ad . In terms of the identifications in §3.4,
4.2. Base alcove. We take as our base alcove the alcove A in a containing the origin and contained in the negative Weyl chamber relative to our choice of simple roots (3.5.1). The alcove A has n + 1 vertices
all taken mod R · (1, . . . , 1). The vertices a 0 , a 0 ′ , a n , and a n ′ are hyperspecial; the other vertices are nonspecial.
Standard Iwahori subgroup. Let us say that an Iwahori subgroup of G(K)
is just an Iwahori subgroup of G • (K) in the usual sense for any connected reductive group. We denote by B the Iwahori subgroup of G(K) attached to our base alcove A, and we call it the standard Iwahori subgroup.
To realize B as a lattice chain stabilizer, let λ • denote the O K -lattice chain in K 2n defined as the obvious analog of the O-lattice chain Λ • (2.1.3), where O K replaces O and t replaces π. Let
To prepare for the proof, recall [HR, 3; BT, remark after 5.2.8 ] that for any facet F in B, the associated parahoric subgroup P F is precisely the set of all g ∈ G
• (K) with trivial Kottwitz invariant such that ga = a for all vertices a of F . The Kottwitz homomorphism admits a simple description for any split connected reductive group H with split maximal torus S: it is a functorial surjective homomorphism
which is characterized in terms of the Cartan decomposition
as being trivial on H(O K ) and as restricting on S(K) to the composite
where Q ∨ H,S denotes the coroot lattice for S in H. In the case of our group G
• , upon choosing a splitting G
• ≃ SO ⋊ G m , we identify its fundamental group with Z/2Z ⊕ Z in the way that
Proof. Given g ∈ P λ• , we must show that c(g) n = det(g). Since char(k) = 2 and the only other possibility is c(g) n = − det(g), it suffices to show c(g) n ≡ det(g) mod t. Write g as a matrix (g ij ). Since g preserves the form h up to the scalar c(g), the ith and i * th columns of g pair to c(g) for 1 ≤ i ≤ 2n. Hence
Proof of (4.3.1). Since plainly
On the other hand, we see from the explicit form of κ G • that any g ∈ B ⊂ ker κ G • has determinant of valuation 0. The equality B = P λ• now follows easily from the explicit expressions for the vertices of A and from the usual identification of B with homothety classes of certain norms on K 2n .
Iwahori-Weyl group
In this section we discuss a few matters related to the Iwahori-Weyl group of G. Once we specialize to the function field case later on, we'll use the Iwahori-Weyl group to index Schubert cells in the affine flag variety attached to G.
We shall also need the Iwahori-Weyl group W
• of the identity component G • ,
It will be convenient for us to single out the permutation matrix τ ∈ G(K) corresponding to the transposition (n, n + 1). Then τ is contained in the nonidentity component of O(K) and normalizes T , so that there is a decomposition
5.2. Affine Bruhat decomposition. Let H be a split connected reductive Kgroup with split maximal torus S, and let I ⊂ H(K) be the Iwahori subgroup corresponding to an alcove in the apartment associated with S. The affine Bruhat decomposition asserts that the natural map
InI is a bijection; see Haines and Rapoport [HR, 8] . In this subsection we show that the analogous result still holds for our disconnected group G.
Proposition 5.2.1. The natural map W → B\G(K)/B is a bijection of sets.
Proof. This follows from the affine Bruhat decomposition for G • . Indeed, we have decompositions
and we at least obtain W
So it remains to show that the map τ W
• → B\τ G • (K)/B is a bijection. Since τ plainly stabilizes the base alcove A,
So we get what we need again from the affine Bruhat decomposition for G
• .
5.3. Semidirect product decompositions. As usual, W admits two standard semidirect product decompositions, which we now describe. The first decomposition is
where we lift the finite Weyl group W to N (K) by choosing permutation matrices as representatives, and where we identify
In this way, we refer to X * (T ) as the translation subgroup of W , and we denote the image of µ ∈ X * (T ) in W by t µ . Concretely, in terms of our identifications for X * (T ) and W in §3.4 and §3.6, respectively, we have
. The second decomposition involves the affine Weyl group W a of G. In terms of our first semidirect product decomposition, we have
is the coroot lattice (3.7.1) and W • ⊂ W is the finite Weyl group of G
• (3.6.1). Then
• W a is a normal subgroup of W ; and • W a is canonically identified with the affine Weyl group of the root system (Φ G ad , X * (T ad )⊗R), so that W a acts simply transitively on the set of alcoves in the standard apartment.
Hence W is the semidirect product of W a and the stabilizer Ω of the base alcove A,
We remark that, in contrast with the analogous situation for a connected reductive group, the quotient W /W a ∼ = Ω is nonabelian. Indeed, we have an identification W /W a ∼ = X * (T )/Q ∨ ⋊ W/W • ; and the point is that W/W • is nontrivial and acts nontrivially on X * (T )/Q ∨ . To see this, recall the cocharacters µ 1 , µ 2 ∈ X * (T ) from (1.1); these yield distinct dominant minuscule coweights for G ad . Hence µ 1 and µ 2 have distinct images in
is generated by the image of τ , and the action of τ on X * (T ) interchanges µ 1 and µ 2 . 5.4. Length, Bruhat order. The decomposition W ∼ = W a ⋊ Ω furnishes a length function and Bruhat order on W in the standard way, which we briefly recall. The reflections through the walls of the base alcove form a generating set for the Coxeter group W a . Hence we get a length function ℓ and Bruhat order ≤ on W a . These then extend to W as usual: for xω, x ′ ω ′ ∈ W with x, x ′ ∈ W a and ω, ω ′ ∈ Ω, we have ℓ(xω) := ℓ(x) and xω ≤ x ′ ω ′ exactly when ω = ω ′ and x ≤ x ′ in W a . We remark now that, in the function field case, the Bruhat order gives the correct closure relations for Schubert varieties in the affine flag variety; see (6.4.1) below.
5.5. µ-admissible set. Let µ ∈ X * (T ) be a cocharacter. Then we define the µ-admissible set Adm(µ) ⊂ W in the most obvious way based on the usual definition for connected groups,
Of course, we in fact have Adm(µ) ⊂ W • .
In the case of a connected group, all elements of the µ-admissible set are congruent mod W a since W /W a is abelian; in fact, as shown by Rapoport [R, 3.1] , this common element in W /W a depends only on the geometric conjugacy class of µ. In the case of our disconnected group G, we have already seen that W /W a is nonabelian. And indeed, it can happen that Adm(µ) possesses elements that are distinct mod W a . For example, this is the case for µ = µ 1 (1.1), since τ µ 1 τ −1 = µ 2 . To make this a bit more precise, consider
the admissible set of µ in G • . Then for any µ,
Hence the study of admissible sets for G reduces to the study of admissible sets for G • . We see from this last display that Adm(µ) contains either 1 or 2 elements mod W a ; the union is disjoint precisely in the latter case.
5.6. Extended alcoves. We conclude the section by giving a combinatorial description of W in terms of extended alcoves that will be convenient later on when we consider Schubert cells in the affine flag variety. Identifying W ∼ = W GSp2n as in §5.4, our description will be the same as that for W GSp2n given by Kottwitz and Rapoport in [KR, 4 .2], except we shall adopt some slightly different conventions to make the relation with the affine flag variety clearer. Following the notation of [KR] , given v ∈ Z 2n , we write v(i) for the ith entry of v, and we write Σv for the sum of the entries of v. We write v ≥ w if v(i) ≥ w(i) for all i.
An extended alcove for G is a sequence v 0 , . . . , v 2n−1 of elements in Z 2n such that, putting v 2n :
We frequently refer to (A3) as the duality condition. The sequence of elements
is an extended alcove, with d = −1, which we call the standard extended alcove. The group W acts naturally on extended alcoves via its expression in (5.3.1). Just as in [KR, 4.2] , this action is simply transitive, and we identify W with the set of extended alcoves by taking the standard extended alcove as base point.
Affine flag variety
In this section we discuss a few basic aspects of the affine flag variety attached to G in the function field case. We take K = k((t)) and
] from now on. We follow closely [PR4, § §3.1-3.2].
6.1. Affine flag variety. We recall the construction of the affine flag variety over k.
To begin, the loop group LG is the functor on k-algebras
where R((t)) is the ring of Laurent series with coefficients in R, regarded as a K-algebra in the obvious way.
Next recall the standard Iwahori subgroup B ⊂ G (K) . Abusing notation, we denote again by B the associated Bruhat-Tits scheme over O K ; this is a smooth affine group scheme with generic fiber G
• and with connected special fiber. We denote by L + B the functor on k-algebras
where R [[t] ] is regarded as an O K -algebra in the obvious way. Finally, the affine flag variety F is the fpqc quotient LG/L + B of sheaves on the category of k-algebras. It is an ind-k-scheme of ind-finite type [PR3, 1.4] . Note that F is a disjoint union of two copies of the affine flag variety
with τ ∈ G(K) the element of §5.1.
6.2. Lattice-theoretic description. In this subsection we describe points on the affine flag variety in terms of certain lattice chains in K 2n . Let R be a k-algebra.
Recall that an R[[t]]-lattice in R((t))
2n is an R
[[t]]-submodule L ⊂ R((t)) 2n which is free as an R[[t]]-module Zariski-locally on Spec R, and such that the natural arrow L⊗ R[[t]] R((t)) → R((t))
2n is an isomorphism. Borrowing our earlier notation, given
]-lattice L, we write L for the dual lattice
2n is an indexed chain if all successive quotients are locally free R-modules. We say that an indexed chain L • is periodic if tL i = L i−2n for all i, and complete if all successive quotients are locally free R-modules of rank 1.
We define F ′ to be the functor on the category of k-algebras that sends each algebra R to the set of all complete periodic indexed lattice chains L • in R((t)) 2n with the property that Zariski-locally on Spec R, there exists a scalar α ∈ R((t)) × such that L i = αL −i for all i. The natural action of G R((t)) on R((t)) 2n yields an action of LG on F ′ . Taking the standard chain λ • ∈ F ′ (k) as base point, we obtain a map LG → F ′ which induces, quite as in [PR4,
We shall always identify F and F ′ in this way.
Schubert cells and varieties.
In this subsection we discuss Schubert cells and varieties in the affine flag variety. For w ∈ W , the associated Schubert cell C w is the reduced k-subscheme
whereẇ is any representative of w in G(K). The associated Schubert variety S w is the reduced closure of C w in F . Since L + B ⊂ LG • , every Schubert cell and variety is contained entirely in F
• or entirely in τ F • . By (5.2.1), W is in bijective correspondence with the set of Schubert cells in F . We have dim C w = dim S w = ℓ(w).
6.4. Closure relations between Schubert cells. We now discuss closure relations between Schubert cells in F . In the case of a connected reductive group over K, closure relations between Schubert cells correspond exactly to the Bruhat order in the Iwahori-Weyl group. Our aim here is to show that this statement carries over to our disconnected group G.
Proof. We reduce to the analogous statement for G
• , using the decompositions 
So the conclusion in this case follows again from the statement for G • .
Embedding the special fiber in the affine flag variety
In this section we embed the special fiber of M naive into the affine flag variety F .
The map. We write
naive k ֒→ F we wish to construct will make use of the lattice-theoretic description of F from §6.2. We first note that the O K -lattice chain λ • admits a "trivialization" in obvious analogy with (2.1.4), where λ i replaces Λ i , O K replaces O, and t replaces π.
Then this trivialization together with (2.1.4) itself and the canonical identifications
] be the submodule rendering the diagram
Cartesian, where the identification in the bottom right corner is made via ( * ). Then
2n . The chain extends periodically to an R-point of F (we may globally take the scalar α discussed in §6.2 to equal t −1 ), which we take to be the image of our original R-point of M , in this subsection we translate the condition that S w be contained in the image of M naive k in F into a condition on the extended alcove v 0 , . . . , v 2n−1 attached to w ∈ W ( §5.6).
Upon inspecting definitions, the previous subsection makes plain that S w is con-
. . , 1) for all 0 ≤ i ≤ 2n − 1; and (P2) Σv 0 = n. We say that such a w is GL-permissible. If w is GL-permissible, then necessarily d = 0 in the duality condition (A3), and it follows from the duality condition that the inequalities in (P1) hold for all i as soon as they hold for all 0 ≤ i ≤ n. The condition that w be GL-permissible is exactly the condition that it be permissible in W GL2n relative to the cocharacter (1 (n) , 0 (n) ), or that, modulo conventions, its associated extended alcove be minuscule of size n in the terminology of [KR] .
Given a GL-permissible w, the point w · λ • in F (k) corresponds to a point On the other hand, for any point
, let us say that {F i } is a Tfixed point if it satisfies (T); it is easy to check that the T -fixed points are exactly the points in M
In this way, we get a bijection between the GL-permissible w ∈ W and the T -fixed points in M naive k (k). The T -fixed point {F w i } associated with a GL-permissible w is easy to describe in terms of the extended alcove v 0 , . . . , v 2n−1 . Indeed, let (7.3.1) µ
Then µ w i is a vector in Z 2n having n entries equal to 0 and n entries equal to 1, and
where ǫ 1 , . . . , ǫ 2n is the standard ordered basis in k 2n . , we need to understand which T -fixed points satisfy the spin condition. This is the object of this subsection.
T -fixed points in
We begin by fixing some notation. We continue to write e 1 , . . . , e 2n for the standard basis in V and ǫ 1 , . . . , ǫ 2n for the standard basis in k 2n , and we identify Λ i with O 2n , and hence Λ i ⊗ k with k 2n , via (2.1.4). Quite generally, for any subset E ⊂ {1, . . . , 2n}, we define
When E has cardinality n, consider the wedge product, in increasing index order, of the n standard basis vectors in O 2n indexed by the elements of E; we denote by e i E ∈ n F V the image of this element under the map
. . , 2n} be the subset of indices j such that ǫ j ∈ F i , so that F i = kE i and
To understand the spin condition for the F i 's, we need to get a good handle on the elements e 
i}).
Then, referring again to (2.3.1),
and we need to understand the integer d
To proceed, we'll consider pairs of the form (i, 2n − i) simultaneously, so that we may assume 0 ≤ i ≤ n. Let
. . , 2n} and B i := {i + 1, . . . , 2n − i}, so that we get an orthogonal decomposition k 2n = kA i ⊕ kB i . Since F n is totally isotropic, E i cannot contain any pair of the form j, j * with j ≤ i. Hence we may write A i as a disjoint union
Plainly, the sets R i and S i have even cardinalities, say equal to 2r i and 2s i , respectively. We have
We now need a couple of lemmas.
Lemma 7.4.1. For 1 ≤ i ≤ n, the image of F i in F 2n−i under the structure maps is totally isotropic.
Proof. Since F i is spanned by standard basis vectors, the image in question is contained in
The i = 0 version of (7.4.1) is simply the statement that
Proof. The intersection F i ∩ kA i is the precisely the image of F i in F 2n−i under the structure maps, hence is totally isotropic by the previous lemma. Since the form on k 2n restricts to a nondegenerate form on kA i , we conclude
The lemma leaves us with two cases to consider.
and the image of this element under the map
Indeed, in this case F i ∩ kA i is maximal totally isotropic in kA i , and it suffices to show that F i ∩ kB i is totally isotropic of dimension n − i. For this, consider the structure map f : F 2n−i → F i . Then im f is plainly contained in kB i and is totally isotropic by the argument in (7.4.1). So it suffices, in turn, to show that ker f = F 2n−i ∩ kA i has dimension i. But
where the equality in the display follows from our case assumption, and the reverse inclusion F i ∩ kA i ⊂ F 2n−i ∩ kA i is trivial. The claim follows. We deduce that e We obtain the following.
The following are equivalent.
(ii) Upon identifying the Λ i ⊗ k's with k 2n via (2.1.4), all the F i 's for 0 ≤ i ≤ n which are totally isotropic in k 2n specify points on the same connected component of the orthogonal Grassmannian OGr(n, 2n). (iii) Under the above identifications, whenever F i and
(ii) ⇐⇒ (iv) is clear from the facts that the orthogonal group acts transitively on OGr, and that the element τ ( §5.1) interchanges the two components. . We now use the previous subsection to express the condition that the Schubert variety S w attached to w ∈ W is contained in M spin k . Continuing from §7.3, we shall express this condition in terms of the extended alcove v 0 , . . . , v 2n−1 attached to w.
Let w be GL-permissible. Then the condition we wish to formulate can be essentially read off from (7.4.3). Recall the vector µ w i (7.3.1) and the subspace F w i ⊂ k 2n (7.3.2). We say µ w i is totally isotropic if µ i (j) = 1 − µ i (j * ) for all j, or equivalently if F w i is totally isotropic in k 2n . It is now immediate from our considerations of T -fixed points and from (7.4.3) that S w is contained in M spin k ⇐⇒ w is GL-permissible and, in addition, satisfies (P3) (spin condition) the vectors µ w i for 0 ≤ i ≤ n which are totally isotropic are all W
• -conjugate.
The following trivial reformulation of (P3) is sometimes convenient. Borrowing our notation from the previous subsection, let E w i ⊂ {1, . . . , 2n} be the subset (7.5.1) E
The sets E w i for 0 ≤ i ≤ n which are totally isotropic are all W
We say that w ∈ W is spin-permissible if it satisfies (P1), (P2), and (P3), or equivalently (P1), (P2), and (P3 ′ ). It follows from the duality condition (A3) that for GL-permissible w, the vectors µ w 0 and µ w n are always totally isotropic; but in general, even for spin-permissible w, the possibilities can range from these two being the only totally isotropic vectors to all the all µ w i 's being totally isotropic. It is useful to formulate a slight refinement of the notion of spin-permissible. There are exactly two orbits for the action of W
• on the set of totally isotropic vectors with n entries equal to 0 and n entries equal to 1, namely
where µ 1 = (1 (n) , 0 (n) ) and µ 2 = (1 (n−1) , 0, 1, 0 (n−1) ) are the cocharacters of (1.1). For j = 1, 2, we say that w is µ j -spin-permissible if w is GL-permissible and µ w i ∈ W
• µ j whenever µ w i is totally isotropic. We write Perm sp (µ j ) for the set of µ j -spin-permissible elements in W . Thus the set of spin-permissible elements in W is the disjoint union Perm sp (µ 1 ) ∐ Perm sp (µ 2 ). We shall see in §8.8 that for j = 1, 2, Perm sp (µ j ) is precisely the µ j -permissible set defined by Kottwitz and Rapoport [KR] . 7.6. Topological flatness of M spin . We now come to the main result of the paper. We again recall the dominant minuscule cocharacters µ 1 and µ 2 for G from (1.1), and for any cocharacter µ ∈ X * (T ), we recall the µ-admissible sets Adm(µ) and Adm
• (µ) from §5.5. Let A (µ) denote the reduced union of Schubert varieties w∈Adm • µ S w in the affine flag variety. Theorem 7.6.1.
(i) Adm
• (µ 1 ) = Perm sp (µ 1 ) and Adm • (µ 2 ) = Perm sp (µ 2 ). In particular, the set Adm(µ 1 ) = Adm(µ 2 ) equals Perm
(ii) The underlying topological space of the special fiber M spin k coincides with
has two isomorphic connected components, and the irreducible components of these are in respective bijective correspondence with W
• µ 1 and W • µ 2 . (iii) The underlying topological space of M spin is the closure of the generic fiber in M naive . In particular, M spin is topologically flat.
Proof. Assertion (ii) follows immediately from (i) and §7.5. To prove (ii), we must show that the irreducible components of M (1) has dimension equal to the dimension of M spin F ; and (2) contains a closed point which is contained in no other irreducible component and which lifts to the generic fiber. For (1), for µ ∈ W
• µ 1 ∪ W • µ 2 , one readily computes from the formula of Iwahori-
On the other hand, it is well-known that , that is, the W • -conjugates of t µj in W , which is obvious. We are left to prove the containments Adm
• (µ j ) ⊃ Perm sp (µ j ) for j = 1, 2 in (i). This is the main object of §8.
Admissible, permissible, and spin-permissible sets
Let µ ∈ {µ 1 , µ 2 }. In this section we complete the proof of part (i) of (7.6.1) by showing that Perm sp (µ) ⊂ Adm • (µ). In essence, this amounts to working through the argument of Kottwitz-Rapoport [KR, §5] in the case of the orthogonal similitude group. In the last subsection §8.8, we show that the notion of µ-spin-permissibility ( §7.5) agrees with the notion of µ-permissibility from [KR] .
8.1. Strategy. Our strategy for proving Perm sp (µ) ⊂ Adm • (µ) is, in the large, the same strategy Kottwitz and Rapoport used to prove the analogous assertion for GL r . Namely, let w ∈ Perm sp (µ). Then the asserted containment holds ⇐⇒ w is a translation element, or w is not a translation element and we can find a reflection s ∈ W a such that sw ∈ Perm sp (µ) and sw > w in the Bruhat order. In the GL case, when w is not a translation element, Kottwitz and Rapoport found an explicit affine root α such that the associated reflection had the desired properties. Since every affine root for G is the restriction of an affine root for GL 2n , we can approach the problem in our case in the following way: regarding w as an element in W GL2n , we can take the affine root α prescribed by Kottwitz and Rapoport, attempt to restrict α to the maximal torus T in G, and then take the corresponding reflection in W a . Two problems arise.
(1) α may not restrict to an affine root of G.
(2) Even when α does restrict to an affine root of G with associated reflection s α , although one can show that s α w > w and that s α w satisfies (P1) and (P2), s α w need not satisfy (P3). It turns out that the first problem is quite easy to overcome. But the second is more serious and leads us to a more complicated case analysis than that encountered in [KR] .
Reflections. Consider the affine linear function
for i < j and d ∈ Z. Then α := α i,j;d is an affine root of (G, T ) precisely when j = i * , and up to sign, all affine roots are obtained in this way. Plainly α i,j;d = α j * ,i * ;d . Attached to α is the reflection s α = s i,j;d ∈ W a which acts on X * (T ) ⊗ R by sending (x 1 , . . . , x n ) to the tuple with x j + d in the ith slot, x i − d in the jth slot, x i * + d in the j * th slot, x j * − d in the i * th slot, and all other slots the same; visually, in the case i < j < j
If w ∈ W has extended alcove v 0 , . . . , v 2n−1 , then s α w has extended alcove s α v 0 , . . . , s α v 2n−1 . 8.3. The set K m . Fix a GL-permissible w ∈ W , and recall the vector µ w k for 0 ≤ k ≤ 2n−1 from (7.3.1). As in [KR] , for 1 ≤ m ≤ 2n, we define K m ⊂ {0, . . . , 2n−1} to be the subset [KR, , and in the notation and terminology used there, the set K m is either empty, all of {0, . . . , 2n − 1} ∼ = Z/2nZ, or an interval in Z/2nZ of the form [ m, m) for some m = m; in this last case, we say that m is proper and that K m has lower endpoint m and upper endpoint m. For proper m, we always denote by m the lower endpoint of K m . Of course, the lower endpoint m ∈ Z/2nZ is characterized by the property
When m is proper, m is evidently proper too, and we have the simple formula m is defined in (7.5.1). Plainly, the function m → m defines a fixed-point-free bijection from the set of proper elements in Z/2nZ to itself. Note that, asymmetrically, we embed w into our notation for E w i but suppress w in our notation for K m . The duality condition (A3) may be expressed in terms of the E w 's as
and in terms of the K's as
Moreover, m fails to be proper exactly when K m = Z/2nZ and K m * = ∅, or K m = ∅ and K m * = Z/2nZ.
8.4.
Reflections and GL-permissibility. Suppose w ∈ W is GL-permissible. In this subsection we determine the affine roots α such that s α w is again GLpermissible. As usual, we denote by v 0 , . . . , v 2n−1 the extended alcove attached to w.
Recall from §7.3 that w is GL-permissible ⇐⇒ Σv 0 = n and
By the duality condition, the last two containments in ( * ) hold for all k ⇐⇒ the first two hold for all k.
It is convenient to express the conditions in ( * ) in terms of the sets [i, j), K i , and K j . For any subset S ⊂ {0, . . . , 2n − 1}, let χ S denote the characteristic function of S. Then for all k and m,
Hence we may rewrite the first two conditions in ( * ) as
and
for all 0 ≤ k ≤ 2n − 1. Similarly to [KR, 5.2] , either of these last two conditions implies that d equals 0 or −1. We similarly conclude from the two conditions together that for d = 0,
The following is a convenient reformulation of the above discussion.
Lemma 8.4.1. Let i, j ∈ {1, . . . , 2n} with j = i, i * . Then either i < j and s i,j;0 w is GL-permissible, or j < i and s j,i;−1 is GL-permissible
Proof. This is clear from the above discussion and the fact that K i , resp. K j , is either empty, all of Z/2nZ, or an interval with upper endpoint i, resp. j.
8.5.
Reflections and the Bruhat order. We continue with our w ∈ W and affine root α = α i,j;d with i < j = i * . The elements w and s α w are related in the Bruhat order, and we have w < s α w exactly when our base alcove A and the alcove wA lie on the same side of the hyperplane in a where α vanishes. We wish to understand this condition in terms of α and the extended alcove attached to w.
Actually, instead of working directly with A, it will be more convenient to use the analogous alcove A ′ for the symplectic group: this is the interior of the convex hull in a of the n + 1 points
Then A ′ ⊂ A, so that it suffices to use A ′ and wA ′ to detect the Bruhat relation between w and s α w. The vertices of wA ′ are
, the values of α on the vertices of A ′ are nonpositive. Hence, in this case, w < s α w ⇐⇒ the value in ( * ) is negative for some k.
On the other hand, when d ≤ −1, the values of α on the vertices of A ′ are nonnegative. Hence, in this case, w < s α w ⇐⇒ the value in ( * ) is positive for some k.
The following lemma builds on (8.4.1) to give a useful characterization of when s α w is GL-permissible and w < s α w.
Lemma 8.5.1. Let i, j ∈ {1, . . . , 2n} with j = i, i * . Suppose that i is proper, so that K i is an interval [ ı, i) with ı = i. Then either i < j, s i,j;0 w is GL-permissible, and w < s i,j;0 w; or j < i, s j,i;−1 w is GL-permissible, and w < s j,i;−1 w ⇐⇒ i ∈ K j and ı / ∈ K j .
Proof. We'll only need to use the implication "⇐=" later on, so we'll just prove that and leave the implication "=⇒" to the reader. Let α denote the affine root α i,j;0 or α j,i;−1 according as i < j or j < i. We first address GL-permissibility. By (8.4.1), regardless of the ordering of i and j, we must show j − 1 / ∈ K i . But our hypotheses i ∈ K j and ı / ∈ K j clearly imply j − 1 ∈ [i, ı) = K c i , where the superscript c denotes the complement in Z/2nZ, as desired.
So it remains to show w < s α w. We first suppose i < j, which leads us to look at the expression χ Kj − χ Ki − χ [i,j) . Since j is plainly proper by hypothesis, K j is an interval [ , j) for some  = j. Since i ∈ K j , we have [i, j) ⊂ K j , and
Note that here ı =  by injectivity of the map m → m. Hence
2 is certainly negative for some 0 ≤ k ≤ n, as desired.
In the case j < i with α = α j,i;−1 , one must find a vertex of wA ′ on which α is positive. This time one considers the expression
which by the above reasoning equals χ [ ı, ) , and the rest of the proof goes through similarly.
As an important application, we obtain the following lemma.
Lemma 8.5.2. Let r ∈ {1, . . . , 2n}, and suppose that K r is an interval [ r, r) for some r = r, r * .
(i) If [r, r) ⊂ K r and r < r, let α := α r, r;0 .
(ii) If [r, r) ⊂ K r and r < r, let α := α r,r;−1 . (iii) If K r ⊂ [r, r) and r < r, let α := α r, r;−1 . (iv) If K r ⊂ [r, r) and r < r, let α := α r,r;0 .
Then in each case, s α w is GL-permissible and w < s α w.
Note that, since [r, r) and K r are both intervals with upper endpoint r, the hypotheses in at least one of (i)-(iv) will always be satisfied. So the force of the lemma is that, provided r is proper and r = r * , we always get an affine reflection that preserves GL-permissibility and increases length.
Proof of (8.5.2). We use (8.5.1). To handle (i) and (ii), we must show r ∈ K r and r / ∈ K r , both of which are obvious. To handle (iii) and (iv), we must show r ∈ K r and r / ∈ K r . The first of these is obvious, and the second follows from r ∈ K r ⊂ [r, r) = K c r .
8.6. Reflections and the spin condition. We continue with our w and α = α i,j;d with i < j = i * . We now suppose that w and s α w are GL-permissible, and we wish to relate the spin condition on s α w to the spin condition on w. By §8.4, we must have d = 0 or d = −1. Let l 1 < l 2 < l 3 < l 4 denote the elements of the set {i, i * , j, j * } in increasing order, and consider the sets E w k and E sαw k (7.5.1) for 0 ≤ k ≤ n. It is easy to verify that for 1 ≤ k < l 1 and for l 2 ≤ k ≤ n, the sets E w k and E sαw k are equal or conjugate by the permutation (i, j)(i * , j * ). Hence, if w is µ-spin-permissible, then we at least know that the totally isotropic E sαw k for k ∈ {0, . . . , n} [l 1 , l 2 ) are W
• -conjugate to E w 0 , and hence to E tµ 0 . It is a more subtle matter to handle the E sαw k 's for k ∈ [l 1 , l 2 ). Since i < j = i * , there are four possibilities to consider: i < j < j * < i * , i < j * < j < i * , j * < i < i * < j, or j * < i * < i < j.
our minimality assumption implies a < a. We claim a = a * . For suppose to the contrary that a = a * . Since a * is the maximal proper element, we have E 8.7.C. Case: a is the only proper element in [a, m). By taking r = b in (8.5.2), we have that s α w is GL-permissible and w < s α w for α := α a,b;0 or α := α a,b;−1 . Thus we reduce to proving the claim:
If s α w is GL-permissible for α ∈ {α a,b;0 , α a,b;−1 }, then s α w is spin-permissible.
So suppose we have such an α. Our minimality assumption on a and our case assumption together imply This completes our case analysis, and with it the proof of (7.6.1).
Remark 8.7.1. Implicit in our proof is a slight simplification of part of the proof [KR, 5.8 ] of the main result for GL n in Kottwitz's and Rapoport's paper. Indeed, our Lemma 8.5.2, formulated without the requirement that r = r * , continues to hold in the GL n setting. So, using the language of [KR] , if w ∈ W GLn has minuscule associated alcove v and is not a translation element, then there must exist a proper r ∈ {1, . . . , n}, and the lemma immediately furnishes an α such that s α v is minuscule and w < s α w. On the other hand, [KR] actually proves a little more: namely, that α can always be chosen to satisfy the additional constraint that the translation parts of w and s α w are the same. We can find such an α by letting a denote the minimal proper element in {1, . . . , n}; then α a, a;0 or α a, a;−1 does the job.
As noted by Kottwitz and Rapoport, it follows that ( * ) w ∈ W GLn is µ-admissible for minuscule µ =⇒ w is less than or equal to its translation part in the Bruhat order.
Proof. The containment ⊂ follows from the equality Perm sp (µ) = Adm • (µ) (7.6.1) and the general result [KR, 11.2 ] that µ-admissibility implies µ-permissibility for any cocharacter µ in any extended affine Weyl group attached to a root datum. (Note that while W is not the extended affine Weyl group attached to a root datum, W
• is, and the sets in question are all contained in W • .) To prove the reverse containment, suppose w ∈ Perm(µ). Since Conv(W • µ) is contained in Conv(W µ) (this is the relevant convex hull that comes up for GSp 2n ), [KR, 12.4] shows, modulo conventions, that (P1) and (P2) hold for w. It remains to show that if the vector µ w k (7.3.1) is totally isotropic for 0 ≤ k ≤ n, then µ Although we didn't need it for the proof, it is not hard to give an explicit description of the convex hull Conv(W • µ). We set V := X * (T ) ⊗ R, and we identify it with { (x 1 , . . . , x 2n ) ∈ R 2n | x 1 + x 2n = x 2 + x 2n−1 = · · · = x n + x n+1 }.
For x = (x 1 , . . . , x 2n ) ∈ V , we write c(x) for the common value x 1 + x 2n = · · · = x n + x n+1 . We write x · y for the usual dot product of vectors in R 2n . Then it is readily verified that, when n is odd, Using a subscript GL 2n to denote the corresponding notions for elements in W GL2n , let Z denote the common set Adm GL2n (µ 1 ) = Adm GL2n (µ 2 ) = Perm GL2n (µ 1 ) = Perm GL2n (µ 2 );
here we use the equivalence between admissibility and permissibility for minuscule cocharacters in GL 2n due to Kottwitz and Rapoport [KR, 3.5 ]. Then we have relations between Y 1 , Y 2 , and Z,
(Recall that we always assume n ≥ 2; here the first becomes an equality when n = 1.)
