In contrast to the large amount of dual-task research investigating the coordination of a linguistic and a nonlinguistic task, little research has investigated how two linguistic tasks are coordinated. However, such research would greatly contribute to our understanding of how interlocutors combine speech planning and listening in conversation. In three dual-task experiments we studied how participants coordinated the processing of an auditory stimulus (S1), which was either a syllable or a tone, with selecting a name for a picture (S2). Two SOAs, of 0 ms and 1000 ms, were used. To vary the time required for lexical selection and to determine when lexical selection took place, the pictures were presented with categorically related or unrelated distractor words. In Experiment 1 participants responded overtly to both stimuli. In Experiments 2 and 3, S1 was not responded to overtly, but determined how to respond to S2, by naming the picture or reading the distractor aloud. Experiment 1 yielded additive effects of SOA and distractor type on the picture naming latencies. The presence of semantic interference at both SOAs indicated that lexical selection occurred after response selection for S1. With respect to the coordination of S1 and S2 processing, Experiments 2 and 3 yielded inconclusive results. In all experiments, syllables interfered more with picture naming than tones. This is likely because the syllables activated phonological representations also implicated in picture naming. The theoretical and methodological implications of the findings are discussed.
Introduction
A key issue in cognitive psychology is how different cognitive processes are coordinated with one another. This issue has often been investigated in dual-task paradigms, where on each trial participants are asked to respond to two stimuli presented in quick succession. Many dual-task studies have investigated combinations of a linguistic and a non-linguistic task (e.g., Ayora et al., 2011; Cleland, Tamminen, Quinlan, & Gaskell, 2012; Cook & Meyer, 2008; Ferreira & Pashler, 2002) . There is much less research concerning combinations of two linguistic tasks. Such research is, however, of great importance for psycholinguistics. This is because language is most often used in conversation, where upcoming speakers can begin to plan their utterances while they are still listening to their interlocutor (Barthel, Sauppe, Levinson, & Meyer, 2016; Bögels, Magyari, & Levinson, 2015; Levinson & Torreira, 2015; Sjerps & Meyer, 2015) . While such linguistic dualtasking is often seen as essential for holding a conversation, the underlying skills are still poorly understood. For instance, it is currently unknown how utterance comprehension is affected by concurrent speech planning, or how speech planning is affected by concurrent comprehension. Evidence concerning these important issues can come from dual-task studies with two linguistic tasks. In the present study, we used dual-task paradigms to examine how the processing of a syllable or a tone was combined with picture naming. This research had two goals:
(1) to explore the usefulness of dual-task paradigms for research on the coordination of speaking and listening; specifically to determine whether previous key findings of studies using non-linguistic stimuli could be replicated with linguistic stimuli, and (2) to contribute to psycholinguistic theories of conversation; specifically to examine how a key component of speech planning, lexical selection, could be combined with the processing of a spoken syllable.
We used two paradigms, the psychological refractory period (PRP) paradigm (Pashler, 1994) , and the task choice (TC) paradigm (Besner & Care, 2003) . Both paradigms used the same stimuli, namely one of two tones or syllables (stimulus 1, S1) and a picture with a written distractor word (stimulus 2, S2), but they differed in the tasks. In the PRP experiment (Experiment 1) two overt responses were required: identification of the tone or syllable and naming of the picture. In the TC experiments (Experiments 2 and 3) no overt response was required for S1. Instead, S1 instructed the participant in how to respond to S2, by naming the picture or by reading aloud the distractor. Earlier PRP experiments (Piai, Roelofs, & Schriefers, 2014; Schnur & Martin, 2012) using non-linguistic S1 found that participants strongly preferred to postpone lexical selection until after response selection of S1. In contrast, earlier TC experiments have shown that the initial processing of non-linguistic S1 can occur in parallel with lexical selection. Our aim was to determine whether we would replicate these patterns with both non-linguistic and linguistic S1. One hypothesis is that syllables and tones should be processed in the same way. An alternative is that syllables, being linguistic stimuli, may automatically activate associated linguistic representations and consequently interfere more with lexical selection than tones, and/or that the processing of a linguistic S1 may be hampered more by concurrent picture naming than processing of a non-linguistic S1. Because of such cross-talk participants may adopt more sequential processing strategies when syllables rather than tones are used as S1. In the remainder of this Introduction we focus on the predictions for the PRP experiment (Experiment 1). The predictions for the TC paradigm are laid out later (Experiments 2 and 3).
Experiment 1 was a near-replication and extension of Experiment 4 conducted by Piai et al. (2014) , which we describe in some detail. On each trial of Piai et al.' s study, participants carried out a response to a tone (S1) and named a picture (S2). The stimulus onset asynchrony (SOA) between tone and picture onset was 0 ms or 1000 ms. Piai et al. (2014) manipulated the difficulty of lexical selection by combining the pictures with written distractor words that were categorically related to the picture names (as in "deer-rabbit") or unrelated. Numerous studies have demonstrated that categorically related distractors slow down picture naming compared to unrelated ones (e.g., Damian & Martin, 1999; Roelofs, 2003; Schriefers, Meyer, & Levelt, 1990) . The difference in naming latencies between the related and unrelated distractor conditions is termed the semantic interference effect (Glaser & Düngelhoff, 1984; Schriefers et al., 1990) and is attributed to competition between distractor and picture names arising during lexical selection (Roelofs, 1992 (Roelofs, , 2003 . Briefly, when a picture-word compound is seen, the written distractor and picture activate their associated lexical representations in parallel. Due to mutual activation between categorically related lexical representations, lexical selection for the target name is hampered more by a related compared to an unrelated distractor, as it takes longer to resolve competition.
The main question addressed by Piai et al. (2014) was when lexical selection occurred relative to the selection of the response to the tone. Relevant evidence came from comparing the interference effects at the two SOAs. At the 1000 ms SOA, response selection for the tone and lexical selection were most likely carried out in sequence. Consequently, the usual semantic interference effect should be observed. In contrast, when the tone and picture were presented simultaneously, response selection for the tone and lexical selection could be coordinated in different ways. Dual-task theories often distinguish three task stages: pre-selection, response selection, and post-selection (Meyer & Kieras, 1997; Pashler, 1994; Pashler & Sutherland, 1998; Tombu & Jolicoeur, 2003) . Response selection constitutes a processing bottleneck; that is, only one response can be selected at a time (Pashler, 1984 (Pashler, , 1994 . This bottleneck has been assumed to be structural (Pashler, 1994) or strategic (Meyer & Kieras, 1997) . 1 In contrast to response selection, the pre-selection and post-selection processes for two tasks can run in parallel with any other stage.
To return to Piai et al.' s study, if lexical selection is part of preselection processes, it should occur in parallel with pre-selection and response selection processes for the tone. Any competition between target and distractor should be resolved during the "cognitive slack" (Pashler, 1994) , i.e. the time that lexical selection waits until the response to the tone has been selected. Therefore at the 0 ms SOA, the semantic interference effect should be absent or much reduced compared to the effect seen at the 1000 ms SOA. In contrast, if lexical selection is part of response selection or post-selection processes (see Fig. 1 ), there is no cognitive slack to absorb the semantic interference effect. Consequently, the effect should be as strong at the 0 ms as at the 1000 ms SOA. This is because in both cases, lexical selection occurs after response selection for the tone. Piai et al. (2014) 's results supported the latter hypothesis. Participants were overall slower to name the pictures at the 0 ms than at the 1000 ms SOA, and slower in the related than in the unrelated distractor condition, and these effects were additive. In other words, the interference effect was not absorbed into cognitive slack at the 0 ms SOA. This pattern of results is consistent with the pattern seen in a number of other studies using the same paradigm (Ayora et al., 2011; Ferreira & Pashler, 2002; Piai, Roelofs, & Schriefers, 2011; Piai et al., 2014; Schnur & Martin, 2012; but see Dell'Acqua, Job, Peressotti, & Pascali, 2007) . It supports the view that the semantic interference effect does not arise prior to, but during or after response selection. It also implies that participants strongly preferred to select the responses to the tone and the picture in sequence.
The main question for Experiment 1 of the present study was whether we would observe the same pattern of results as Piai et al. (2014) when we combined picture naming with tone identification, as they had done, and with syllable identification. Thus, in addition to SOA (0 ms and 1000 ms) and relatedness between target and distractor, we varied whether S1 was one of two syllables or one of two tones (S1 type). An obvious hypothesis is that the nature of S1 should not affect Fig. 1 . Diagram of tone/syllable identification (S1; task 1 -top bar) and picture naming with distractors (S2; task 2 -bottom two bars) at SOA 0 ms. The pre-selection stages of the two tasks are carried out simultaneously. The response selection stage of S1 is carried out before the response selection stage of S2. Semantic interference occurs in the response selection stage, with a longer stage for related compared to unrelated stimuli. The greyed area shows the cognitive slack.
1 Other theories assume no such bottleneck. Response selection of two tasks can be carried out in parallel, but posit a finite amount of capacity which is shared between tasks (Tombu & Jolicoeur, 2003) .
the pattern of interference. At the 1000 ms SOA the response to S1 should be selected well before S2 appears, regardless of the type of S1. At the 0 ms SOA the pre-selection processes for S1 and S2 should run in parallel but the responses should be selected sequentially, again regardless of the type of S1.
Alternatively, one might expect to find effects of S1 type. This is because the syllables should activate matching and similar phonological representations (Luce & Pisoni, 1998; Marslen-Wilson, 1987) and possibly word meanings (Gaskell & Marslen-Wilson, 2002) . If, as recently has been proposed (Miozzo, Pulvermüller, & Hauk, 2015; Strijkers, Costa, & Pulvermüller, 2017) , pictures rapidly activate phonological information, interference may arise affecting the processing of the syllables, which may slow down syllable compared to tone processing. The same holds if written distractor words rapidly activate associated phonological forms (Brown, Joneleit, Robinson, & Brown, 2002) . In other words, when speakers prepare to name pictures, concurrently presented syllables might be harder to identify than tones. In addition, there may be effects of S1 type on picture naming. Syllables should not interfere more than tones with the visual and conceptual processing of the pictures, but additional interference may arise during linguistic encoding. In particular, interference in phonological encoding of the picture names may arise (Schriefers et al., 1990) . This would lead to longer picture naming latencies when syllables compared to tones are used as S1.
The prediction that syllables should interfere more with picture naming than tones is consistent with results of a recent PRP study by Fargier and Laganaro (2016) , where S1 were tones or syllables and S2 pictures. 2 As task 1 participants pressed a button to respond to one of five tones or syllables (a go/no-go task; only no-go trials were analysed), and as task 2 they named the picture. Fargier and Laganaro (2016) found longer picture naming latencies in the syllable than the tone condition. ERP modulations in the syllable condition around 350 ms before speech onset suggested that this effect arose during the phonological encoding of the picture names. The interpretation of these results is complicated by the fact that the syllables were existing words of the participants' native language, that only a single SOA (300 ms) was used, and that the manual response latencies were not recorded. Nevertheless, the results point towards specific linguistic interference arising from syllable compared to tone processing on picture naming.
Experiment 1: PRP paradigm
Experiment 1 tested dual-tasking in a PRP paradigm. Participants carried out syllable or tone identification as task 1, with a button press response, and named pictures with distractors as task 2. Two SOAs were tested (0 ms and 1000 ms). The distractor words were categorically related or unrelated to the picture names. In this experiment we had two aims: 1) to replicate the finding of semantic interference at both SOAs with S1 as tones (e.g., Piai et al., 2014; Schnur & Martin, 2012) ; and 2) to investigate whether a similar pattern held with S1 syllables. Participants additionally carried out a single S1 identification task block before the dual-tasking trials to practice tone/syllable identification.
Methodology

Participants
36 participants (M = 23 years, SD = 3.5, 31 female) were recruited from the Max Planck Participant Database. All self-reported as righthanded, with no language, sight or hearing disorders. Participants were paid €12 for participation, and were given sweets to motivate them to stay on task. The experiment was granted ethical approval by the Radboud University Social Sciences ethics committee in accordance with the Declaration of Helsinki.
Materials
Two sine wave pure tones were generated using Audacity (Audacity team 2012) at 300 Hz (low tone) and 800 Hz (high tone). Two Dutch syllables, [a:k] and [i:k], referred to as 'aak' and 'iek', were recorded by a female native Dutch speaker. The syllables were of the form VVC so that they were maximally discriminable from the onset of the syllable, and so they roughly matched the tones in height discrimination ([a:] is 'low' and [i:] is 'high' in the vowel trapezium). Participants were made aware of the high/low mapping for both tones and syllables. All sounds were 460 ms long. The vowel length of 'aak' was 263 ms and the vowel length of 'iek' was 264 ms. Both 'aak' and 'iek' were on average 222 Hz over the entire syllable. Tones and syllables were equalised to 70 dB.
The tones and syllables were pre-tested to ensure equal reaction times (RTs) as a proxy for difficulty. In a pre-test with 16 participants there was no significant difference between RTs to the tones and syllables (M Tone = 497ms(SD = 216ms), M Syllable = 511ms (SD = 191ms), t = − 0.72). The same stimuli were also used in a previous experiment (Fairs, Bögels, and Meyer, in preparation) where RTs in the single identification task were almost identical between conditions (M Tone = 443.7ms (SD = 157ms), M Syllable = 444.4ms (SD = 178ms), t = 0.37, 33 participants). We concluded that the syllables and tones were matched in difficulty.
The picture materials were taken from Piai et al. (2014) . The pictures were 32 white line drawings on a black background, and each picture was shown once with a related distractor and once with an unrelated distractor. Distractors were part of the response set. These 64 picture-distractor pairs were shown once at each SOA with each tone and each syllable. This led to 512 trials, 256 with each S1 (tone or syllable). A further 20 images with distractor words were selected for practice trials. These images were not used in the experiment proper. Of the practice images, only two distractors belonged to the response set (i.e. were also practice picture names). All images were sized 300 × 300 pixels and centered in the middle of the screen. The distractor words were printed in white size 36 arial font in the center of the picture.
Design
Participants carried out single tone/syllable identification for 60 trials before moving on to the dual-task trials. Each participant had a unique input file with a pseudo-random order for the single task, generated with the Mix programme (van Casteren & Davis, 2006) , with the constraint that the same tone/syllable could repeat at most five times. For the dual-task trials, task 1 was tone/syllable identification. Button press latencies were measured as the task 1 response. Task 2 was picture naming (with a written distractor). Picture naming latencies from picture onset were measured as the task 2 response. Stimulus 1 type (S1 type; tone or syllable) was a within-participant factor, and blocked, and this block order was counterbalanced between participants. Two SOAs were tested: 0 ms and 1000 ms. SOA and relatedness were within-participant factors, and were pseudo-randomly presented within each block. Each participant had a unique input file with the following constraints: a) maximum of three repetitions of SOA; b) maximum of three repetitions of relatedness; c) minimum distance of 20 pictures between each picture repetition; d) maximum of five repetitions of the same S1; e) minimum distance of two written distractors between each distractor repetition.
256 experimental trials were shown with each S1 type. An additional six warm-up trials (from the practice set) were added: two at the beginning of each block, and two after each break, which were removed prior to analysis. Participants practiced the dual-task on a separate set of 24 practice trials, which (aside from the six warm-up trials) were not 2 A study by Paucke et al. (2015) tested two production tasks concurrently, where two pictures were displayed side by side. Task 1 was picture naming of the first picture and task 2 was phoneme detection in the planned name of the second picture. displayed during experimental trials.
Apparatus
The experiment was presented on a Benq monitor using the software Presentation (version 16.5, www.neurobs.com) . Participants listened to the tones/syllables through Sennheiser HD437 headphones. A custom made quiet button box (created at the MPI, using small microphones rather than buttons) recorded button presses to task 1. A Sennheiser microphone recorded participants' speech to task 2 and the vocal response on each trial was recorded in an individual sound file of 3000 ms by the Presentation software.
Procedure
Participants were first familiarised with each practice and experimental picture in the experiment. All pictures were presented in a random order. Each picture was displayed slightly above the center of the screen with the name of the picture written underneath. Participants were instructed to look at the picture before reading the name out loud and to remember the picture name. Once the participant had read the name aloud, the experimenter displayed the next picture.
Participants were then familiarised with each tone/syllable. After this, participants carried out 60 single task trials. Each trial began with a fixation cross for 700 ms followed immediately by the auditory stimulus. Participants pressed the left button for the low tone/aak syllable, and the right button for the high tone/iek syllable. The trial ended when a button was pressed or after 1500 ms if there was no response. A blank screen was then presented for 500 ms before the onset of the next trial. The response buttons were not counterbalanced across participants to avoid disrupting any inherent stimulus-response mappings (i.e. low is left, high is right).
Participants then practiced the dual-task. For the first six trials of the practice block, participants saw only pictures with distractors, and were instructed to name the pictures. After this, each dual-task trial began with a fixation cross for 700 ms. In trials with SOA 0 ms, the auditory stimulus and visual stimulus (S1 snd S2) were displayed at the same time. The S2 stimulus remained on screen for 500 ms before being replaced with a blank screen for 1750 ms. In trials with SOA 1000 ms, the S1 stimulus was presented first and 1000 ms after auditory onset the S2 stimulus was displayed for 500 ms, with a blank screen displayed afterwards for 1750 ms. Experimental trials were presented with exactly the same structure. Participants were instructed to respond to the auditory stimulus with a button press before naming the picture.
Participants took a break between each new task of the experiment, and were given two breaks (one after 90 trials and the other after 180 trials) during the dual-task trials. In the middle of the experiment, participants were encouraged to have a longer break and to leave the testing booth. The experimenter controlled when the participant would start the next block of the experiment. After the experiment, participants were fully debriefed. The entire testing session took approximately 75 min.
Results
Pre-processing and analysis
Data were checked for errors. A trial contained an error if the wrong button was pressed for the tone/syllable, if there were any hesitations or disfluencies in the speech recording, if the picture name was incorrect, or if participants named the picture before pressing the button. Any participant who made > 20% errors in either the single or the dual-task was removed. 4 participants were removed from the dataset for having extremely long RTs in the single task (N = 1), not following task instructions (N = 1), or having > 20% errors in picture naming trials (N = 2). This left analysable datasets from 32 participants.
The first 30 trials of the single task were removed as practice trials before error checking. Incorrect responses and RTs shorter than 200 ms were removed (N = 45, 2.3%). For the dual-task, button press RTs were automatically measured by the experimental software. Speech latencies were manually measured using Praat (Boersma et al., 2002) for each trial. Before error checking, warm-up trials and any trials with an RT of < 200 ms were removed. 8.2% (N = 1386) of all dual-task trials were removed as errors.
Data were analysed with linear mixed effects models (lme4 package; Bates, Maechler, Bolker, Walker, et al., 2014) using R (R Core Team, 2014). The maximal random structure that would lead to convergence (after adjusting simulation runs and the optimizer) is presented (Barr, Levy, Scheepers, & Tily, 2013) . All RTs were log-transformed (base 10) prior to analysis to reduce skew, continuous variables were centered and categorical variables were sum-to-zero contrast coded. Error data were analysed with a binomial logit mixed model, and with the control variable trial centered and scaled. The same models were also run on the raw RT data to confirm that effects were not masked by the logtransformation. Results from these models are presented in the Supplementary Materials (see Appendix). All raw RT models found the same pattern of results. We took |t| > 2 to be our marker of significance. 95% confidence intervals are reported, calculated using the 'profile' option in the confint.merMod function in lme4. All post-hoc tests were carried out with the lsmeans package (Lenth, 2016) .
Experiment 1: Single identification task
For the single identification task, mean RTs to the tones were 410 ms (SD = 125 ms), and mean RTs to the syllables were 450 ms (SD = 137 ms). The difference between conditions was not predicted as explained in Materials (Section 2.1.2).
A linear mixed effect model with log RT as the dependent variable, S1 type as an experimental fixed effect, and fixed control effects of block order (was the tone or syllable block carried out first), trial, and a block order by S1 type interaction was modelled. The random effects structure included a random intercept by participant and random slope of S1 type by participant.
For the fixed control effects, we found an effect of trial (estimate = −0.0006, SE = 0.0002, t = −3.2, CI [−0.001 −0.0003]) as participants sped up through the block. The main effect of block order was not significant (t < 1) but the block order by S1 type interaction was significant (estimate = 0.017, SE = 0.007, t = 2.58, CI [0.004 0.03]). This was driven by the fact that participants who carried out the syllable identification block before the tone identification block had a 78 ms difference between single task RTs (M syllable = 462ms (SD = 125ms), M tone = 384ms (SD = 108ms)), whereas participants with the reverse order had only a 7 ms difference between RTs (M tone = 433ms (SD = 155ms), M syllable = 440ms (SD = 135ms)). We also found a main effect of S1 type (estimate = 0.023, SE = 0.007, t = 3.44, CI [0.01 0.036]), indicating that responses to syllables were slower than to tones, even when controlling for the block order effect.
A linear mixed effects model of the error data (2.3% of the data; 1.7% in syllable identification and 3.1% in tone identification) was conducted with the same model structure as for the RT data. We found no significant effects (all z's < 2, all p's > 0.1). Fig. 2 shows the mean RTs for task 1 by S1 type and SOA in the dualtask. At SOA 0 ms, syllables were responded to 54 ms slower than tones. At SOA 1000 ms, syllables were responded to 38 ms slower than tones.
Experiment 1: Task 1 RTs -tone/syllable identification
A linear mixed effects model run on the task 1 data included log transformed RT as the dependent variable. Fixed control predictors included trial, block order, and a block order by S1 type interaction. The fixed experimental predictors were SOA, S1 type, relatedness (related or unrelated distractor word), and a S1 type by SOA interaction. The random effects structure included random intercepts by participant and item, and random slopes of SOA, S1 type and relatedness by participant.
We found no effect of block order or significant block order by S1 type interaction (both t's < 2). There was a significant effect of trial such that participants sped up within each block (estimate = −1.52e-04, SE = 1.31e-05, t = −11.62, CI [−0.0002 −0.0001]). There was no main effect of relatedness (estimate = 2.5e-04, SE = 1.03e-03, t = 0.24, CI [−0.002 0.002]). There was a significant effect of S1 type (estimate = 1.49e-02, SE = 4.42e-03, t = 3.36, CI [0.006 0.024]), such that participants responded more slowly to syllables than tones. There was no effect of SOA (estimate = 7.09e-03, SE = 4.81e-03, t = 1.47, CI [−0.002 0.017]), meaning that participants responded equally fast at both 0 ms and 1000 ms, and no significant S1 type by SOA interaction (estimate = 1.78e-03, SE = 9.87e-04, t = 1.8, CI [−0.0002 0.004]), indicating that the RT difference between syllables and tones was of the same magnitude at both SOAs.
2.6% of the data were task 1 errors. The error counts are presented in Table 1 . A linear mixed effects model of this error data was conducted with the same model structure as for the RT data except with no S1 type random slope. There was an effect of trial (estimate = 0.08, SE = 0.04, z = 2.22, p = .03), as participants made more errors as the experiment went on. There was an effect of relatedness (estimate = −0.19, SE = 0.05, z = −3.77, p < .001), as participants made more errors in the related condition than the unrelated condition. There were also significant interactions between S1 type and block order (estimate = −0.12, SE = 0.06, z = −2.2, p = .03) and S1 type and SOA (estimate = −0.1, SE = 0.04, z = −2.53, p = .01). The first interaction arose because there was no difference in error proportions in the order syllable-tone (z = 0.8, p = .42), but more errors in syllable identification than tone identificationin the order tone-syllable (z = −2.08, p = .04). There was a higher proportion of errors at SOA 0 ms in the syllable compared to the tone condition (z = −2.16, p = .03), whereas the proportion of errors by S1 type at SOA 1000 ms was similar (z = 0.53, p = .6). These results parallel those found in the RT analysis. There was no evidence for a speed-accuracy trade off as higher numbers of errors were made in the conditions which have the slowest RTs. Fig. 3 shows the mean latencies for task 2 by S1 type, SOA and relatedness in the dual-task. The descriptive relatedness effect at SOA 0 ms with S1 syllables was 36 ms and with S1 tones was 29 ms. At SOA 1000 ms the effect with S1 syllables was 19 ms and with S1 tones was 22 ms.
Experiment 1: Task 2 latencies -picture naming
A linear mixed effects model included log-transformed task 2 latencies as the dependent variable. Fixed control predictors included trial, block order, log-transformed task 1 RTs and a block order by S1 type interaction. Log-transformed task 1 RTs were included as a control predictor. Because participants were explicitly instructed to respond to task 2 after task 1, and we measure longer RTs to task 1 syllable identification at SOA 0 ms than tone identification, we would expect that task 2 naming latencies would also be longer at SOA 0 ms with S1 syllables than S1 tones. We thus included task 1 RTs as a control predictor. The fixed experimental predictors were SOA, S1 type, relatedness, and all interactions. The random effects structure included random intercepts by participant and item, random slopes of SOA, S1 type and relatedness by participant, and random slopes of SOA and S1 type by item. All control predictors were significant: trial (estimate = −6.41e-05, SE = 7.71e-06, t = −8.32, CI [−7.9e-05 −4.9e-05]), log-transformed task 1 RTs (estimate = 0.28, SE = 4.73e-03, t = 58.57, CI [0.27 0.29]), block order (estimate = 1e-02, SE = 4.46e-03,t = 2.25, CI [0.001 0.02]), and block order by S1 type interaction (estimate = 3.32e-03, SE = 1.43e-03, t = 2.33, CI [4.6e-04 6.2e-03]). As with the single task RT analysis, participants who began the experiment with the tone block had similar naming latencies regardless of S1, whereas participants who began with the syllable block were slower to name pictures with S1 as syllables compared to tones. As the order of blocks was a betweenparticipant variable and due to counter-balancing, this difference was likely due to variation in participants. Importantly, including this predictor as a control means that our experimental variables of interest can be interpreted over and above any counterbalancing effects.
The experimental predictor S1 type was not significant (t < 1), meaning that naming latencies were similar regardless of S1 type. The predictors SOA (estimate = 8.79e-02, SE = 4.33e-03, t = 20.29, CI [0.079 0.096]) and relatedness (estimate = 5.19e-03, SE = 7.98e-04, t = 6.5, CI [0.004 0.007]) were significant. Participants were significantly slower at SOA 0 ms than SOA 1000 ms, and participants were significantly slower naming in the related condition compared to the unrelated condition. The interaction between S1 type and SOA was significant (estimate = 5.53e-03, SE = 5.78e-04, t = 9.57, CI [0.004 0.007]). At 0 ms latencies with S1 syllables were slower than with S1 tones, with a smaller difference at SOA 1000 ms. The SOA by relatedness interaction and relatedness by S1 type interaction did not reach significance, indicating that the relatedness effect was not different between SOAs, and the relatedness effect did not differ by S1 type. The three-way interaction also did not reach significance (all t's < 1).
4.4% of the data were analysable task 2 errors, presented in Table 2 . This excluded unanalysable errors, such as trials with sneezing, yawning, or coughing. A mixed effects model of the analysable error data was conducted with a similar model structure as for the latency data, but without log-transformed task 1 RTs, and with a random slope of relatedness by item. There was a main effect of trial (estimate = 0.14, SE = 0.04, z = 3.62, p < .001) as participants made more errors as the experiment progressed, and a significant interaction between S1 type and block order (estimate = −0.13, SE = 0.06, z = −2.39, p = .02). There was also a main effect of relatedness (estimate = −0.24, SE = 0.06, z = −3.88,p < .001), as participants made more errors in the related condition than the unrelated condition. The interaction between S1 type and SOA was also significant (estimate = −0.11, SE = 0.04, z = −2.71, p = .007). With S1 syllables, there was no difference in errors made at SOA 0 ms compared to SOA 1000 ms (z = −0.55, p = .58). With S1 tones, more errors were made at SOA 1000 ms than SOA 0 ms (z = 2.27, p = .02). Thus, there is some evidence for a speed-accuracy trade-off, but only with S1 tones.
Discussion
In this experiment we replicated the key findings of the PRP experiment reported by Piai et al. (2014;  see also Schnur & Martin, 2012) :
We found additive effects of SOA and relatedness on picture naming latencies. In other words, we saw semantic interference effects of equal size at both SOAs. This shows that participants first selected the response to S1 and then selected the name of the picture (see Fig. 1 ). Importantly, this held for both types of S1, tones and syllables. Thus, the type of S1 did not affect how the participants coordinated the response selection processes for the two stimuli with each other. This is important as it indicates that a key finding of dual-task experiments using tones as S1 was replicated with syllables as S1.
For task 1 (syllable or tone identification), we observed longer RTs to syllables than to tones. This may be due to the syllables being harder to identify than the tones, or, as suggested in the Introduction, due to interference from concurrent picture processing. While we cannot rule out the latter explanation, the former seems more plausible for two reasons. Firstly, in the single identification task, RTs were longer for syllables than tones. This effect was unexpected as a pre-test and previous use of the stimuli had shown no RT difference between these tones and syllables. Secondly, in the analysis of task 1 RTs, the interaction between S1 type and SOA was not significant. Yet, an interference effect from picture naming onto identification should only be observed if the two tasks were carried out in parallel (at the 0 ms SOA), and not if they were performed in sequence (at the 1000 ms SOA). Thus, it appears that the participants found the syllables harder to identify than the tones.
For task 2 (picture naming), we found an interaction of S1 type and SOA. Naming latencies were longer in the syllable condition than in the tone condition at the 0 ms SOA, but not at the 1000 ms SOA. Note that in the analysis of picture naming latencies the effect of identification RT was controlled for. Thus, the interaction was not a direct consequence of the longer identification RTs for syllables discussed above. The interaction indicates that concurrent responding to a syllable interfered more with the naming task than concurrent responding to a tone. Thus, we observed cross-talk between similar tasks, as reported in earlier dual-task studies (e.g., Hommel, 1998; Lien, Ruthruff, Hsieh, & Yu, 2007; Logan & Schulkind, 2000; Paucke, Oppermann, Koch, & Jescheniak, 2015) . We return to the implications of this finding in the General Discussion.
Experiment 2: Task choice paradigm
Experiment 1 showed that participants postponed lexical selection until after response selection for task 1. This is consistent with the view that in dual-task paradigms participants generally prefer to execute response selection processes in sequence rather than in parallel. Theories of dual-task performance commonly assume that the selection stage for a task, where stringent capacity restrictions apply, is preceded by a pre-selection stage, during which multiple cognitive processes can run in parallel (Pashler, 1994; Tombu & Jolicoeur, 2003) . A number of studies, using the task choice (TC) paradigm described below, have investigated whether lexical selection for a picture name could occur during the pre-selection stage for a non-linguistic stimulus. In Experiments 2 and 3 we used the same paradigm to study whether lexical selection could occur during the early processing of a tone and a syllable.
The TC study that is most relevant to the present research was conducted by Piai, Roelofs, and Schriefers (2015;  see also Janssen, Schirm, Mahon, & Caramazza, 2008; Mädebach, Oppermann, Hantsch, Curda, & Jescheniak, 2011) . In this study, the same pictures but tones with different frequencies were used as in Experiment 1 reported above.
Tones and pictures were presented with SOAs of 0 ms and 1000 ms (Experiment 1) or with SOAs of 0 ms and 350 ms (Experiment 2). No overt response to the tone was required. Instead the tone instructed the participant to name the picture or read aloud the distractor word. As Piai et al. (2011) pointed out, in this task participants could carry out some preparation for both verbal responses, but had to suspend these processes at some point and make the task decision (to read aloud the word or name the picture). They proposed that a good suspension point would be just before the initiation of word form retrieval. This is because word form retrieval for picture naming and for reading aloud requires processing capacity and cannot be easily combined with the task decision (Piai et al., 2011 (Piai et al., , 2015 . Thus, planning processes for the picture name would be suspended after lexical selection. If processing the tone and making the task decision take more time than preparing the picture name up to lexical selection, the semantic interference effect should be absorbed into the cognitive slack created by slower task decision processes. Consequently, the effect should be absent at the 0 ms SOA. In contrast, it should be present at the later SOAs, where the task decision precedes lexical selection. This was exactly the pattern Piai et al. (2015) observed: Semantic interference effects were seen at late SOAs but not at the SOA of 0 ms. This indicates that lexical selection was combined with the pre-selection processes for the tones.
In Experiment 2 we used the TC paradigm with the same materials as in Experiment 1. The aim was to establish whether we would replicate the pattern seen in the TC experiment by Piai et al. (2015) when S1 were tones, and whether this pattern would also be observed when S1 were syllables. As before, a plausible hypothesis is that syllables and tones should not differ in their effects on picture naming latencies. If this is the case, we should only observe an interaction of SOA and relatedness on the picture naming latencies, with the semantic interference effect being absent at the 0 ms SOA and present at the 1000 ms SOA. However, Experiment 1 yielded evidence for additional interference of the syllables compared to the tones with the picture naming task, and one might expect this effect to be replicated in the TC paradigm. There should then be a main effect of S1 type, with naming latencies being longer in the syllable than in the tone condition. Finally, because of the additional interference arising in the linguistic condition, participants might choose to schedule the processing of the stimuli differently in the linguistic and non-linguistic condition. While processing may overlap in the tone condition, task choice and lexical selection might occur in sequence in the syllable condition. In the latter case, there would be no slack to absorb the semantic interference effect. Consequently, there should be a three-way interaction, due to additive effects of SOA and relatedness when S1 are syllables, and an interaction of SOA and relatedness when they are tones. For the word reading task, we did not expect to find a semantic interference effect or an effect of S1 (Glaser & Düngelhoff, 1984; Piai et al., 2015) since in adults word reading is highly automatized and rather immune to distractor effects. Note that in the TC paradigm there are no task 1 RTs to record.
Methodology
Participants
38 participants (M = 22.6 years, SD = 2.4, 31 female) were recruited from the Max Planck Participant Database. All self-reported as right-handed, with no language, sight, or hearing disorders. Participants were paid €12 for participation, and were given sweets to motivate them to stay on task. The experiment was granted ethical approval by the Radboud University Social Sciences ethics committee in accordance with the Declaration of Helsinki.
Materials & apparatus
The same materials and apparatus were used as in Experiment 1.
Design
The design was the same as Experiment 1, except where indicated. Participants did not carry out any single task identification trials. For the task choice trials, participants were instructed to name the picture if they heard the low tone/'aak' syllable, and read the word if they heard the high tone/'iek' syllable.
One additional constraint was used in generating each participant's input list: there were a minimum of four items between the repetition of any spoken item (either the picture name or the distractor word, depending on what participants should have said on that particular trial).
Procedure
The experimental procedure was identical to Experiment 1 except where indicated. Participants began the experiment with the same picture familiarisation phase as in Experiment 1. Participants then practiced the task choice task. Participants first named the picture (with a distractor word present) for four trials, then read the word aloud for two trials, before then being familiarised with the tones/syllables and carrying out 24 practice task choice trials. Written reminders of the tone/syllable mappings were on the table in front of the participants.
Results
Pre-processing and analysis
Data were checked for errors in the same way and with the same error criteria as in Experiment 1. Four participants were removed because they did not follow task instructions (N = 1), or had > 20% errors (N = 3), resulting in analysable datasets from 34 participants. Speech latencies were pre-processed in the same way as Experiment 1. 6.4% (N = 1119) of the data were removed due to errors. Latencies and errors were analysed in the same way as Experiment 1. Fig. 4 shows the mean naming latencies by S1 type, SOA, and relatedness. The descriptive relatedness effect at SOA 0 ms with S1 syllables was 34 ms and with S1 tones was −1 ms. At SOA 1000 ms the effect with S1 syllables was 27 ms and with S1 tones was 5 ms.
Experiment 2: Naming latencies
A linear mixed effects model included log transformed naming latencies as the dependent variable. Fixed control predictors included trial and block order. The fixed experimental predictors were SOA, S1 type, relatedness, and all interactions. The random effects structure included random intercepts by participant and item, and random slopes of SOA, S1 type and relatedness by participant and item.
For the control predictors, the effect of trial just failed to reach significance (estimate = −2.67e-05, SE = 1.36e-05, t = −1.97, CI [−5.3e-05 −8.8e-07]). We found no main effect of block order (t < 2).
For the experimental predictors, we found a main effect of SOA (estimate = 6.79e-02, SE = 2.58e-03, t = 26.31, CI [0.063 0.073]) as responses at 0 ms were slower than at 1000 ms, a main effect of relatedness (estimate = 3.82e-03, SE = 1.32e-03, t = 2.9, CI [0.001 0.006]) as latencies in the related condition were slower than in the unrelated condition, and no main effect of S1 type (estimate = 4.1e-03, SE = 2.47e-03, t = 1.66, CI [−0.0008 0.009]). The interaction between SOA and S1 type was significant (estimate = 6.56e-03, SE = 1.02e-03, t = 6.46, CI [0.005 0.009]), driven by the fact that at 0 ms, latencies with S1 syllables were 60 ms slower than with S1 tones (M syllable = 1154ms, M tone = 1094ms; t(49.5) = 4, p < .001), whereas at 1000 ms Fig. 4 . Experiment 2: Mean naming latencies (in ms) by S1 type, SOA and relatedness. Error bars are standard errors and are calculated within-participant. Note that the y-axis does not begin at zero. latencies were more similar (11 ms difference; M syllable = 807ms, M tone = 818ms; t(50.4) = − 0.9, p = .36). Relatedness and S1 type also interacted (estimate = 2.85e-03, SE = 1.02e-03, t = 2.8, CI [0.0009 0.005]), demonstrating that the relatedness effect with S1 syllables was significantly larger (t(64.03) = 4, p < .001) than with S1 tones (t (62.47) = 0.59, p = .56). SOA and relatedness did not interact (t < 1), meaning that the semantic interference effect was the same size at both SOAs. The three-way interaction also did not reach significance (t < 1).
8.4% of the naming data were analysable naming task errors, presented in Table 3 . A mixed effects model of the error data was conducted with a similar model structure as for the naming latency data, but included a random slope of SOA by item. There was a main effect of SOA (estimate = 0.19, SE = 0.05, z = 4.04, p < .001), as participants made more errors at SOA 1000 ms than at SOA 0 ms. There was a main effect of relatedness (estimate = −0.15, SE = 0.06, z = −2.26, p = .02), as more errors were made in the related than the unrelated condition. There was main effect of S1 type (estimate = −0.15, SE = 0.05, z = −2.87, p = .004), as more errors were made with S1 syllables than S1 tones. The interaction between SOA and S1 type was significant (estimate = −0.09, SE = 0.04, z = −2.12, p = .03), as there were more errors with S1 syllables at SOA 0 ms than with S1 tones (z = −3.28, p = .001), with similar error proportions at SOA 1000 ms (z = −1.09, p = .27). The error data is in line with the latency data, and there is no evidence for a speed-accuracy trade-off. Fig. 5 shows the mean reading latencies by S1 type, SOA, and relatedness. The descriptive relatedness effect at SOA 0 ms with S1 syllables was −2 ms and with S1 tones was −2 ms. At SOA 1000 ms the effect with S1 syllables was −3 ms and with S1 tones was −8 ms.
Experiment 2: Reading latencies
A linear mixed effects model included log transformed reading latencies as the dependent variable. Fixed control predictors included trial and block order. The fixed experimental predictors were SOA, S1 type, relatedness, and all interactions. The random effects structure included random intercepts by participant and item, random slopes of SOA and S1 type by participant and item, and a random slope of relatedness by participant.
We found no main effects of trial or block order (both t's < 1). There was a significant effect of SOA (estimate = 0.11, SE = 3.06e-03, t = 36.01, CI [0.104 0.116]), as latencies were longer at SOA 0 ms than at SOA 1000 ms, and a significant effect ofS1 type (estimate = 7.12e-03, SE = 2.57e-03, t = 2.77, CI [0.002 0.012]), as latencies were longer with S1 syllables compared to S1 tones. There was no main effect of relatedness (t < 2). The only interaction to reach significance was the SOA by S1 type interaction (estimate = 7.31e-03, SE = 1.03e-04, t = 7.09, CI [0.005 0.093]; all other interactions t < 1). This was because reading latencies at 0 ms with S1 syllables were 65 ms longer than with S1 tones (M syllable = 1004ms, M tone = 939ms; t(44.81) = 5.23, p < .0001), whereas at 1000 ms the latencies were roughly equal (M syllable = 584ms, M tone = 588ms; t(44.78) = − 0.07, p = .95). 2.4% of the reading data were analysable errors, presented in Table 4 . A mixed effects model of the error data was conducted with a similar model structure as for the reading latency data, but with no random slope of SOA by participant, and no random slopes by item. There were no significant effects.
Discussion
For the picture naming latencies, we obtained a main effect of SOA, indicating that the participants named the pictures faster when the cue to do so preceded rather than coincided with picture onset. There was also a main effect of relatedness, showing that related distractor words interfered more with picture naming than unrelated ones. Importantly, these effects did not interact. Thus, there was no evidence that at the 0 ms SOA, the interference effect was absorbed by the cognitive slack created by the response choice task. This may mean that the response choice task was made too fast to create sufficient slack. Alternatively, it may mean that the participants scheduled the tasks differently: Instead of selecting the picture name before making the task choice, as Piai et al. (2015) proposed, participants first selected the task and then proceeded to select the picture name.
There was no triple interaction of SOA, relatedness and S1 type, indicating that the way the response choice task and picture naming were coordinated was not affected by the linguistic or non-linguistic nature of S1. We did, however, find an interaction of S1 type with SOA, showing that at the SOA of 0 ms, but not at the SOA of 1000 ms, syllables interfered more with picture naming than tones. The same pattern had also been observed in Experiment 1. This interaction was also seen for the reading times, along with a main effect of SOA. Thus, both tasks -picture naming and reading -were hindered more by the presentation of the syllables compared to the tones.
While these results form a coherent pattern, suggesting sequential processing of the two stimuli and little influence of S1 type on the processing strategy, there was one important unexpected finding, namely the interaction of relatedness and S1 type. As Fig. 4 shows, the semantic interference effect was obtained at both SOAs when S1 was a syllable, but it was not seen at either SOA when S1 was a tone. While the absence of a distractor effect at the 0 ms SOA is consistent with the results obtained by Piai et al. (2015) , its absence at the 1000 ms SOA is surprising and complicates the interpretation of the remaining findings of this experiment. This is because effects at the 0 ms SOA are interpreted by comparison with 'baseline' effects at the 1000 ms SOA.
Our TC experiment differed from the experiments by Piai et al. (2015) in a number of ways. One potentially important difference is that we varied SOA within blocks (as in our Experiment 1), whereas Piai et al. (2015) used a blocked design. We opted for within-block variation of SOA because our experiments featured an additional variable, S1 type, which was varied between blocks. Both within and between-block manipulations of SOA have been used in earlier TC studies (for within-block manipulations see Besner & Care, 2003; Besner & Risko, 2005; O'Malley & Besner, 2011; Paulitzki, Risko, O'Malley, Stolz, & Besner, 2009; Risko & Besner, 2008 ; for between-block (but also between-participant) manipulations see Janssen et al., 2008; Mädebach et al., 2011; Piai et al., 2011) . From this literature it is not obvious how this design choice would affect the strength of the semantic interference effect. However, in order to facilitate the comparison of the present results to those obtained by Piai et al. (2015) , we conducted an additional experiment varying SOA between rather than within blocks.
Experiment 3: Blocked task choice paradigm
Experiment 3 was the same in design and materials to Experiment 2 except that SOA was blocked rather than variable.
Methodology
Participants
38 participants (M = 21 years, SD = 2.9, 30 female) were recruited from the Max Planck Participant Database. All self-reported as righthanded, with no language, sight, or hearing disorders. Participants were paid €12 for participation, and were given sweets to motivate them to stay on task. The experiment was granted ethical approval by the Radboud University Social Sciences ethics committee in accordance with the Declaration of Helsinki.
Materials, Apparatus & Procedure
The same materials, apparatus, and procedure were used as in Experiment 2.
Design
The design was the same as for Experiment 2, except that SOA was blocked. Block order was counterbalanced such that a participant would either carry out blocks in the order 0 ms-1000 ms, or 1000 ms-0 ms. The same block order was used for both S1 types (e.g., participant 1 carried out the S1 syllable 0 ms block, then the S1 syllable 1000 ms block, then the S1 tone 0 ms block, then the S1 tone 1000 ms block).
Results
Pre-processing and analysis
Data were checked for errors in the same way and with the same error criteria as in Experiments 1 and 2. One participant was removed (> 20% errors), leaving analysable datasets from 37 participants. Speech latencies were also preprocessed in the same way. 6.5% (N = 1231) data was removed due to errors. Data were analysed and are presented in the same way as Experiment 2.
Experiment 3: Naming latencies
Naming latencies for Experiment 3 are presented in Fig. 6 . At SOA 0 ms, there was a descriptive interference effect of 20 ms with S1 syllables and of 18 ms in with S1 tones. At SOA 1000 ms, there was a descriptive interference effect of 24 ms with S1 syllables and of 15 ms with S1 tones.
A linear mixed effects model included log transformed naming latencies as the dependent variable. Fixed control predictors included trial and block order. The fixed experimental predictors were SOA, S1 type, relatedness, and all interactions. The random effects structure included random intercepts by participant and item, random slopes of S1 type and relatedness by participant and item, and a random slope of SOA by participant.
For the control predictors trial and order, there were no significant main effects (t < 2). For the experimental predictors, we found main effects of SOA (estimate = 5.24e-02, SE = 3.1e-03, t = 16.9, CI [0.046 0.058]), as latencies were longer at SOA 0 ms than SOA 1000 ms, and relatedness (estimate = 4.77e-03, SE = 1.64e-03, t = 2.9, CI [0.002 0.008]), as latencies were longer in the related condition than the unrelated condition. There was no effect of S1 type (estimate = 3.39e-03, SE = 2.6e-03, t = 1.3, CI [−0.002 0.009]), meaning that latencies were similar regardless of S1 type. The interaction between S1 type and SOA was significant (estimate = 3.15e-03, SE = 9.7e-04, t = 3.2, CI [0.001 0.005]), driven by the fact that at SOA 0 ms, latencies with S1 syllables were 33 ms slower than latencies with S1 tones (M syllable = 1076ms, M tone = 1043ms; t(48.39) = 2.35, p = .02), whereas at SOA 1000 ms the difference was smaller at 2 ms (M syllable = 833ms, M tone = 831ms; t(47.86) = 0.08, p = .93). All other interactions were not significant (t < 1). The lack of significant interactions involving relatedness indicates that the relatedness effect did not vary by S1 type or by SOA. 5.6% of the naming data were analysable errors, presented in Table 5 . A mixed effects model of the error data was conducted with a similar model structure as for the naming latency data, but with no random slopes by item. There was a main effect of SOA (estimate = −0.21, SE = 0.07, z = −3, p = .003), as there were more errors at SOA 0 ms than SOA 1000 ms. There was a main effect of S1 type (estimate = 0.16, SE = 0.08, z = −2.18, p = .03), as there were more errors with S1 syllables. The interaction between SOA and S1 type was significant (estimate = −0.13, SE = 0.05, z = −2.55, p = .01), as there were more errors with S1 syllables than S1 tones at SOA 0 ms (z = −3.15, p = .002), whereas the difference at SOA 1000 ms was much smaller (z = −0.41, p = .68). There is no evidence for a speedaccuracy trade-off.
Experiment 3: Reading latencies
Reading latencies are presented in Fig. 7 . At SOA 0 ms, there was a descriptive interference effect of 5 ms with S1 syllables and of 5 ms with S1 tones. At SOA 1000 ms, there was a descriptive interference effect of 5 ms with S1 syllables and of −5 ms with S1 tones.
A linear mixed effects model included log transformed reading latencies as the dependent variable. Fixed control predictors included trial and block order. The fixed experimental predictors were SOA, S1 type, relatedness, and all interactions. The random effects structure included random intercepts by participant and item, and random slopes of SOA, S1 type and relatedness by participant and item.
For the control predictors, there was a main effect of trial (estimate = 5.92e-05, SE = 2.63e-05, t = 2.26, CI [7.75e-06 1.11e-04]), as participants slowed down within each block of the experiment. There was no effect of block order (t < 1). For the experimental predictors, we found a main effect of SOA (9.34e-02, SE = 3.83e-03, t = 24.38, CI [0.086 0.1]), as participants read aloud faster at the 1000 ms SOA than the 0 ms SOA. There were no main effects of S1 type or relatedness (t's < 2). None of the interactions reached significance (all t's < 2).
1.9% of the reading data were analysable errors, presented in Table 6 . A mixed effects model of the error data was conducted with a similar model structure as for the reading latency data, but with no random slopes of SOA or relatedness by participant or by item. There was a main effect of trial (estimate = 0.24, SE = 0.08, z = 3.19, p = .001) as participants made more errors as the experiment went on. There was a main effect of SOA (estimate = −0.36, SE = 0.08, z = −4.45, p < .001), as there were more errors at SOA 0 ms than at SOA 1000 ms. No other effects were significant. There is no evidence for a speed-accuracy trade-off.
Discussion
The results of Experiment 3 largely correspond to those of Experiment 2. For the picture naming latencies, we obtained the expected effects of SOA and relatedness, with picture naming being faster at the 1000 ms than the 0 ms SOA, and faster with an unrelated distractor compared to related distractor. These effects did not interact, which, as explained above, may either indicate that at the 0 ms SOA the processing of the auditory stimulus did not create enough slack to absorb the semantic interference effect, or that participants strategically scheduled lexical selection to follow, rather than precede, the choice of task. Importantly, the interaction of relatedness and S1 type, seen in Experiment 2, was not significant. Instead, moderate semantic interference effects were seen in naming for both S1 types and at both SOAs.
As before, S1 type interacted with SOA, with syllables interfering more with picture naming than tones, but only at the short SOA.
For the reading latencies, we only observed the expected main effect of SOA, with reading times being shorter at the 0 ms SOA than at the 1000 ms SOA. Thus, both responses, picture naming and word reading, were initiated faster when the cue preceded the picture compared to when it occurred at the same time, as one would expect. The S1 type effect on reading RTs at the 0 ms SOA, seen in Experiment 2, was not replicated.
Bayesian analysis of RTs
Given the inconsistency of the patterns of results obtained in our experiments and the TC experiment reported by Piai et al. (2015) , we explored whether the experiments were adequately powered to draw conclusions regarding the presence or absence of the semantic interference effect. If lexical selection occurred in parallel with the processing of S1, most participants should show negligible semantic interference effects. We considered effects (absolute response time differences between the related and unrelated condition) of |10|ms to be negligible. Most published semantic interference experiments obtained effect sizes of at least 20 ms (Ayora et al., 2011; Damian & Martin, 1999; Ferreira & Pashler, 2002; Glaser & Düngelhoff, 1984; Piai et al., 2011 Piai et al., , 2014 Schnur & Martin, 2012; Schriefers et al., 1990) , and in the present experiments, the smallest significant interference effect was 15 ms. Thus, a 10 ms band seemed a good range for negligible effects.
The panels in Figs. 8 and 9 display the semantic interference effect by participant at SOA 0 ms in each experiment. The black dotted lines at zero make it easier to see positive and negative effects. The grey band Fig. 7 . Experiment 3: Mean reading latencies (in ms) by S1 type, SOA and relatedness. Error bars are standard error and are calculated within-participant. Note that the y-axis does not begin at zero.
Table 6
Experiment 3: Error proportions in reading latencies by S1 type, SOA and relatedness. S1 syllable S1 tone SOA 0 ms SOA 1000 ms SOA 0 ms SOA 1000 ms Participant Semantic interference effect Experiment 3: S1 syllables, 0ms Fig. 8 . Semantic interference effects (in ms) by participant in Experiments 1, 2 and 3 at the 0 ms SOA only. The left column of figures (with purple dots) plots S1 syllables in each experiment. The right column (with blue dots) plots S1 tones. Top row = Experiment 1; middle row = Experiment 2; bottom row = Experiment 3. A dotted line is plotted at y = 0 ms for ease of interpreting positive and negative effects. The grey band spans y = 10 ms to y = −10 ms and signifies the band of negligible effects. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) spans 10 ms to −10 ms to show which effects fall within this negligible band. In the top row of Fig. 8 , showing the results of Experiment 1, most participants have positive semantic interference effects with both S1 types. In the middle row (Experiment 2), with S1 syllables (left middle figure) , the interference effects are still largely positive, but there is a wider distribution than in Experiment 1. With S1 tones (middle right figure) , the interference effects are almost equally balanced between positive and negative. In the bottom row (Experiment 3), with both S1 types the effect distributions are wide, but most are positive. In Experiments 1 and 2 reported in Piai et al. (2015) , displayed in Fig. 9 , almost equal numbers of participants have positive and negative interference effects. Across all experiments, very few individual semantic interference effects are in the negligible band (8-25% of effects by experiment). Thus, from visual inspection of the effect patterns, we conclude that there is no evidence supporting parallel processing.
We carried out a series of Bayesian paired t-tests to test whether Piai et al. (2015) and the present experiments had enough evidence to support the presence or absence of a semantic interference effect. Bayesian two-tailed t-tests carried out in R compared the related and unrelated naming latencies at each SOA with each S1 type using the BEST package (Kruschke & Meredith, 2017) , and Bayes Factors were calculated using the BayesFactor package (Morey & Rouder, 2015) . For each t-test three chains with approximately 34,000 iterations per chain were used for calculation. One chain with 34,000 iterations was used for calculation of each Bayes Factor. We set a prior distribution as the log-transformed effect size of 24 ms (the average of the 16 semantic interference effects found in the three experiments reported in this paper and the two experiments reported in Piai et al., 2015) , with a standard deviation of 8 ms. When using the default non-informative prior, the same pattern of results was found. All results are presented in Table 7 . The column Difference reports the difference between conditions on the log (base 10) scale. The column 95% HDI reports the highest density credible interval. This interval contains the 95% most plausible values of the effect size. The column % below 0 shows the percentage of the effect sizes which fall below zero. The % in ROPE column reports what proportion of the data falls within a region of practical equivalence (ROPE; Kruschke, Aguinis, & Joo, 2012) . We set the region of practical equivalence to be approximately 10 ms, as displayed in Figs. 8 and 9 . Thus, this column tells us what proportion of the difference between related and unrelated conditions is essentially negligible. The final column, BF, displays the Bayes Factor for the comparison. Following Kass and Raftery (1995) we take Bayes Factors > 3 as indicating support for the alternate hypothesis, as > 10 providing strong support for the alternate hypothesis, and < 1/3 (0.334) as providing support for the null hypothesis.
For Experiment 1 we have fairly strong support at both SOAs with both S1 types for the presence of a semantic interference effect. With S1 tones at 0 ms we found slightly weaker support. Almost no data in this experiment fell below zero. Additionally, almost no data fell within the ROPE, meaning that at least 97% of the effects are larger than a negligible effect.
In Experiment 2 we found evidence for the presence of a semantic interference effect with S1 syllables at SOA 1000 ms, and inconclusive evidence at SOA 0 ms. However, only a small proportion of data fell below zero (< 1%) and only 2% of the effect fell within the negligible band. This means that the effect is largely meaningful. For S1 tones, we found evidence supporting a null effect, meaning that in this condition the absence of the semantic interference effect is meaningful. The Bayes Factors for tests at the two SOAs were both lower than 0.334, supporting the null hypothesis. The HDI for both tests ranged from negative to positive, and almost 50% of the data at 0 ms was below zero. Around half of the data from both OAs fell within the ROPE, meaning that approximately half of the effects were within the negligible band. Therefore, we find support for the null hypothesis.
In Experiment 3 we do not have enough evidence to support either the null or the alternate hypothesis in either condition at the early SOAs, and at the late SOA with S1 tones. The Bayes Factors were inconclusive, and almost 10% of the effects fell within the negligible band. The HDIs were also very wide, estimating a wide range of the size of the plausible effect. Only with S1 syllables at 1000 ms did we find evidence, albeit weak, of the presence of the semantic interference effect.
In Experiments 1 and 2 reported in Piai et al. (2015) we found that at the early SOA there was not enough evidence to support either the null or the alternate hypothesis. In comparison with the results from Experiment 2 reported in this paper, only a small amount of the data fell within the ROPE (16% and 17%), and a smaller proportion fell below zero. These results suggest that the data from Piai et al. (2015) are not strong enough to suggest that the absence of semantic interference supports the null hypothesis. 3 Participant Semantic interference effect Piai et al. (2015) Experiment 2: 0ms Fig. 9 . Semantic interference effects (in ms) by participant in Experiments 1 (left) and 2 (right) from Piai et al. (2015) at the 0 ms SOA only. A dotted line is plotted where y = 0 ms for ease of interpreting positive and negative effects. The grey band spans y = 10 ms to y = −10 ms and signifies the negligible band of effects.
In sum, Experiment 1 of the present study, which used the PRP paradigm, provided solid evidence for the presence of semantic interference at both SOAs and regardless of whether the first stimulus was a tone or a syllable. In line with many earlier studies, this indicates that the participants first selected the response to the auditory stimulus and then selected the name of the picture. The remaining experiments, using the TC paradigm mostly provided solid evidence for the presence of semantic interference at the 1000 ms SOA. The only exception was the non-linguistic condition of our Experiment 2, where we found solid evidence for the absence of such an effect. As noted above, it is not clear why the effect was absent in this condition. More importantly, the results obtained for the 0 ms SOA are inconclusive. None of the TC studies examined here provided convincing evidence for the presence or for the absence of a semantic interference effect at this SOA (except the nonlinguistic condition in Experiment 2, but again it is unclear why this was the case). Thus, on the basis of these data, no general claims concerning the way participants schedule the processing of the first and second stimuli can be made.
General discussion
The aim of this study was to examine how participants coordinated lexical selection for a picture name with the processing of a concurrent tone or syllable. In Experiment 1, the psychological refractory period (PRP) paradigm was used to study whether lexical selection could occur in parallel with the selection of the response to the auditory stimulus. Experiments 2 and 3 used the task choice (TC) paradigm to determine whether lexical selection could occur concurrently with the processing of an auditory stimulus which determined the type of response, either picture naming or distractor reading. Below we first focus on the results of Experiment 1, and then turn to those of Experiments 2 and 3 and the Bayesian analysis.
In Experiment 1, semantic interference effects were observed at both SOAs. We interpret this pattern within the framework of dual task theories (Meyer & Kieras, 1997; Navon & Miller, 1987; Pashler, 1994; Pashler & Sutherland, 1998; Tombu & Jolicoeur, 2003 ; see Fig. 1 ). Preselection processes, i.e. visual and early conceptual processes, occurred in parallel for the auditory stimulus and the picture. However, the selection of the response to the tone or syllable and the selection of the picture name occurred in sequence. The semantic interference effect arose because lexical selection took more time in the related than in the unrelated condition. If lexical selection had occurred in parallel with the processing and the response selection for the auditory stimulus, the interference effect would have been absorbed into cognitive slack created by these concurrent processes. In other words, the presence of the semantic interference effect at both SOAs shows that lexical selection followed the selection of the response to the tone or syllable. Our results replicate those of previous PRP studies using similar stimuli and designs (e.g., Ayora et al., 2011; Piai et al., 2011 Piai et al., , 2014 Schnur & Martin, 2012) . However, in the earlier studies the first stimulus was a tone. Here, we have shown that the same pattern of results was obtained when the first stimulus was a syllable. This is important because PRP research can potentially contribute to our understanding of the way interlocutors coordinate listening and speech planning in conversation. In order to use the paradigm in this context, we first needed to establish whether basic findings obtained with the PRP paradigm can be replicated when the two tasks are linguistic. Our Experiment 1 shows that this is the case.
Additionally we found, not only in Experiment 1 but in all experiments, that at the 0 ms SOA the picture naming latencies were longer when the first stimulus was a syllable than when it was a tone. In the statistical analyses of the picture naming latencies, the RTs to the tones or syllables were controlled for. Therefore, it was not the case that lexical selection was simply initiated and completed later because the preceding processes of response selection occurred later for syllables than for tones. At the 1000 ms SOA, picture naming latencies after tones and syllables did not differ from one another. This pattern indicates that concurrently presented syllables interfered more with picture naming than tones. In Experiment 2 this was also true for distractor word reading. Most likely additional interference arose in the linguistic condition because the syllables, but not the tones, activated linguistic representations that were relevant to the naming and reading task. The nature of the relevant representations and the precise origin of this cross-talk effect need to be determined in future work. Given that the Table 7 Bayesian analysis of the semantic interference effect in the experiments reported here and Piai et al. (2015) . Bayes Factors lower than 0.334 provide support for the null hypothesis. Values > 3 provide some evidence for the alternate hypothesis. Values > 10 provide strong support for the alternate hypothesis. For values between 0.334 and 3 there is not enough evidence for either hypothesis to be supported. Exp = experiment; Difference = mean log difference between related and unrelated conditions; HDI = highest density interval, the 95% most plausible values of the true effect; % below 0 = the proportion of the data which falls below zero; % in ROPE = the proportion of data that falls into a pre-defined region which we deemed a negligible effect, here this is approximately 10 ms (0.003 on the log base 10 scale); BF = Bayes Factor.
Experiment
Difference 95% HDI % below 0 % in ROPE BF Exp 1: S1 syllable, 0 ms 0.013 0.007, 0.018 0 0 284.47 Exp 1: S1 tone, 0 ms 0.009 0.003, 0.015 0.2 3 7.67 Exp 1: S1 syllable, 1000 ms 0.01 0.004, 0.016 0 1 39.3 Exp 1: S1 tone, 1000 ms 0.012 0.006, 0.019 0 0 60.36 Exp 2: S1 syllable, 0 ms 0.013 0.003, 0.023 0.6 2 2.2 Exp 2: S1 tone, 0 ms 0.0007 −0.009, 0.009 49.9 51 0.1 Exp 2: S1 syllable, 1000 ms 0.015 0.006, 0.023 0.1 0 30.73 Exp 2: S1 tone, 1000 ms 0.002 −0.007, 0.011 29.4 43 0.11 Exp 3: S1 syllable, 0 ms 0.01 0.0007, 0.019 1.9 7 0.75 Exp 3: S1 tone, 0 ms 0.009 0.0005, 0.017 auditory stimuli were syllables but not words of the participants' native language, it is most likely that the implicated representations were phonological (rather than lexical) and that the effect arose late, during the generation of the phonological forms of the picture names. Fargier and Laganaro (2016) also conducted a dual-task study involving tone or syllable identification as task 1 and picture naming as task 2, and likewise reported longer picture naming latencies in the syllable than the tone condition. The EEG results obtained in this study pointed towards a late, phonological origin of this effect. However, in Fargier and Laganaro's study the syllables corresponded to words of the participants' language; hence additional interference may have occurred at the lexical level. In the present study, the syllables were not words, but they may nevertheless have activated word meanings through spreading activation (Gaskell & Marslen-Wilson, 1997 , 2002 . The importance of phonological and lexical interference in dual-tasking with two linguistic tasks can now be explored in future work using the same paradigm. Such research would importantly contribute to attaining the goal of understanding the coordination of speaking and listening in everyday conversations. The PRP experiment (Experiment 1) yielded robust evidence for the presence of semantic interference effects at both SOAs, in the presence of tones as well as syllables. Though there are some exceptions (Dell'Acqua et al., 2007) , this pattern of results is in line with the findings reported in earlier studies (e.g., Piai et al., 2014; Schnur & Martin, 2012) . The majority of the evidence indicates that response selection for the auditory stimulus precedes the selection of a picture name. The stable pattern of results seen for PRP experiments contrasts sharply with the variable pattern seen in TC experiments compared above (Table 7 , Experiments 2 and 3, Piai et al. (2015) 's Experiments 1 and 2). The most consistent finding across the TC experiments was the semantic interference effect at the 1000 ms SOA, though even this effect was not seen in the non-linguistic condition of our Experiment 2. By contrast the effects seen at the 0 ms SOA were highly variable and do not constitute convincing evidence for the presence or for the absence of semantic interference. Consequently, no firm conclusions can be drawn about the research question motivating the use of this paradigm, namely whether lexical selection co-occurred with the early processing of the first stimulus.
Other TC experiments assessing the presence of semantic interference have likewise yielded inconsistent findings. Janssen et al. (2008) presented target pictures with distractor words written in blue or red ink. Depending on the ink colour, participants read the distractor aloud or named the picture. SOAs of 0 ms and 1000 ms were used, and semantic interference effects were found at both SOAs. In contrast, Mädebach et al. (2011) used the same method and found no semantic interference effect at the 0 ms SOA. Several studies (O'Malley & Besner, 2011; Paulitzki et al., 2009 ) have used the TC paradigm in conjunction with word and non-word reading tasks in order to study whether lexical and/or prelexical processes can co-occur with the processing of the task choice cue, and have likewise generated somewhat inconsistent findings.
It is always difficult to establish why some paradigms appear to yield more stable results than others. With respect to the PRP and TC paradigms, the comparison made in Table 7 is instructive because all studies recruited participants from the same academic community, used very similar materials and equipment, and were closely matched in number of observations. The main difference between the paradigms is obviously the task. We propose that the PRP paradigm is likely to yield more stable results (i.e. conclusive evidence from individual studies and consistency across studies) because the participants are explicitly instructed about the order of processing the auditory and visual stimuli and, perhaps more importantly, their speed of processing the auditory task is monitored.
To elaborate, on each trial of our PRP experiment, participants were presented with three stimuli: an auditory stimulus, a picture, and a distractor word. They were explicitly instructed to respond to the auditory stimulus before naming the picture and to ignore the distractor. These instructions held for all trials and the participants were aware that their performance on both tasks, identification of the auditory stimulus and picture naming, was monitored. Consequently, they should have been highly and consistently motivated to first prioritize processing of the auditory stimulus and then turn to the picture, ignoring the distractor word as much as possible.
In the TC paradigm, the same stimuli were presented, but no overt response to the auditory stimulus was required. However, this stimulus was response-relevant, as it determined how to respond to the visual stimulus, by reading the distractor or naming the picture. Thus, the picture name and distractor word were equally as important on each trial. Piai et al. (2011) discussed how task decision and speech planning processes could be scheduled relative to each other. As explained above, they proposed that speakers initially prepared responses to the picture and to the distractor word in parallel, but then suspended these processes to make the task choice. Based on earlier evidence (Reynolds & Besner, 2006; Roelofs, 2008) they argued that a good suspension point would be prior to word form encoding. This implies that lexical selection for picture names occurred prior to suspension and semantic interference was absorbed into the cognitive slack created by the task choice.
In line with Piai and colleagues' proposal, there are two ways to schedule task processes in the TC paradigm. One way is to make the task choice as early as possible and then proceed with the encoding of either the word or the picture. This strategy should minimize the amount of linguistic encoding carried out in parallel for both stimuli. If such a strategy is adopted, lexical selection for the target picture may not have occurred before task suspension, and consequently a semantic interference effect should be measured. In contrast, if the task choice is made slowly (creating cognitive slack), lexical selection should be completed and no semantic interference effect should be measured. In other words, whether or not a semantic interference effect is observed will depend on how strongly and consistently participants strive to make an early task decision in each trial. The same line of reasoning holds for the PRP paradigm: Task 1 only creates sufficient cognitive slack to absorb differences in the speed of concurrent processes pertaining to task 2 when it takes long enough to complete. In the PRP paradigm, participants are clearly instructed on how to prioritize the tasks and performance on both tasks is monitored. In the TC paradigm participants have to develop a processing strategy themselves and they may vary across trials on how early they make the task decision. We suggest that the higher degree of uniformity of the processing strategies enforced in the PRP paradigm may importantly contribute to the higher consistency of the response strategies within and across participants and, ultimately, of the results across studies.
For psycholinguistic research, the TC paradigm is appealing precisely because it does not force participants to respond overtly to the stimuli they hear. This renders the paradigm more similar to dualtasking in conversation, where interlocutors listen to others and simultaneously prepare their utterances (Barthel et al., 2016; Bögels et al., 2015; Levinson & Torreira, 2015) . However, the dependency of the results on the participants' variable response strategies is problematic. In future research one might aim to develop versions of the TC paradigm addressing this issue. For instance, one could explicitly instruct participants to prioritize processing one of the stimuli, or one could force them to attend early to the pictorial stimulus by presenting it for a very brief period of time. In addition, one might use neurobiological indicators of the allocation of attention to the stimuli (for review see Luck, Woodman, & Vogel, 2000) or the onset of response selection (e.g., Lien et al., 2007) .
In conclusion, this study had two goals: (1) to explore the usefulness of dual-task paradigms for research on the coordination of speaking and listening, and (2) to examine how lexical selection for picture naming was combined with the processing of syllables and tones. With respect to the first goal, we found that both paradigms used here were equally as useful for syllable as for tone identification as task 1. Thus, both paradigms can be used in future psycholinguistic research, though the task choice paradigm should be adapted to increase the uniformity of the participants' response strategies or/and to trace these strategies. Concerning the second goal, we did not observe that syllable identification encouraged participants to alter their processing strategy dramatically compared to tone identification. We did however find that syllables interfered more with picture naming than tones. This might not seem too surprising, but is remarkable since only two syllables, not corresponding to words, were used and presented over many trials. One might have thought that under these circumstances the linguistic or non-linguistic nature of the auditory stimuli would not matter much. We found, however, that it did matter, and that the syllables consistently interfered more with picture naming. Future dual-task work can further explore the origin of this cross-talk effect and determine how properties of concurrent speech comprehension affect speech planning.
