If the nonhomogeneous part f of the linear elliptic PDE in the region D with boundary C, Lu = f in D, Bu = g on C, can be approximated by a polyflomial in its variables Xi, i = 1,. . . , n, n = 2, (31, then it is possible to write a particular solution lcp of this equation as a linear combination of the particular solutions PklCmj of Lu = x~x~(x~>. The double (triple) sequence of solutions PklCnlj can be determined recursively. As a consequence. the particular solution lcp of the gisren equation can also be evaluated recursively in each point of interest. This allo-ws us to reduce rile given nonhomogeneous problem to the homogeneous case, and to use the recursive method already described fwr that problem to find a solution 14,, of this new elliptic problem, Lrr,= 0 in D, Bu, = g -Brr, on C, and thus obtaining the solution 24 of the initial problem as a sum of 14~ and 14~. It is to be emphasized that this solution, as well as its derivatives, can be evaluated in each point from the coefficients of up and uh in a fast add stable way.
Hctroduction
A simple scheme for solving linear elliptic problems in a compact simply connected region D is the least-squares method. It was described in [2] in the following way.
S&p I. Generate a complete set {h,J, t2 = 1, 2,. . . , of particular solutions of the partial differential equation. Srep 2. Orthonormalize this system in a suitable sense over a given domain to get a new set of solutions {@,,}, II = 1, 2,. . . .
Step 3. From the presc.ibed boundary values, determine a linear combination N closely approximating the desired solution.
In the case of a Laplace equation we will work with the harmonic polynomials p,# = Re((x + iy)") and Q, = Im((x + iy)"), which is complete in the uniform norm space as assured by classic theorems of Bergman [l] and Walsh [lo] , asserting that "Every function, harmonic in a compact simply connected domain, can be uniformly approximated by a harmonic polynomial to within any e > 0". When D is compact, uniform convergence implies menu-square convergence with respect to any reasonable integral.
The approximate solution of Dirichlet problems using least-squares approximation by harmonic polynomials was already automated in 1946 by Bergman and further developed in [3] , observing that three procedures could be followed to find a closest approximation of the solution of an elliptic problem. Either:
(1) @,* satisfy the PDE but not the boundary conditions; (2) @,, satisfies the boundary conditions while {a,#}, n > 0, satisfy homogeneous boundary conditions, but not the PDE; (3) @J,~ neither satisfy the boundary conditions nor the PDE.
In [4] , generalizing an idea of [6] and an algorithm of [9] , we approached the problem of solving homogeneous linear PDEs with constant coefficients using recursive techniques for the determination of a complete set of particular solutions as well as for the evaluation of the final approximation and of its derivatives, and we applied these techniques to the classical examples of the Laplace equations in I@ and R3 and to simple parabolic and hyperbolic equations.
In this paper we also want to present a recursive technique for the determination of a set of particular solutions to nonhomogeneous linear PDEs when the nonhomogeneous part f of the PDE Lu=f, in D, Bu =g, on C=aD,
has a sufficiently accurate polynomial approximation f. In this case, each term of f is of the form b, Q,, Q, = fi (xi)? with J= (iI,..., j,) EN(", i= 1 (2) and n the dimension of the problem. Our aim is to provide a recursive method to determine a particular solution of FJ of (1) for each Q,. Once this recursion is obtained we can eva!cate the particular solution corresponding to r and its derivatives recursively, allowing us to transform the nonhomogeneous PDE in the following homogeneous one:
for which a recursive solution was already provided in [4].
2. where for each J E N", we define i=l Application of L to both members of (7), taking into account the definitions (6) and (i(), we obtain
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The term with J = J, can be identified with the first member of this equation, yielding pal,, I-I I-I (m, +& + 1 -4 = 1.
k=l I=1
For the other terms in the second member we can make the identifications II ik a,+pa,n n(m,+j,,+l--I)=O.
A=1 I=1 It follows that the coefficients cyJ and p in (7) 
Remarks.
(1) For M=(O,..., 0) = 0, we obtain from (7) and (9) 1 n =-
a polynomial. The relation (7) indicates that all PM will be polynomials if it determines them recursively.
(2) In (7) the terms with 1 J I> i, = 1 J, 1 all have degree M + J,, -J less than M, as for the remaining terms with 1 J I = i, the fact that J f J, implies that for some index i * we will have ji i > jui J 5 yielding mi+, + joif -ji* < ?ni*, enabling us to set up a recursion to construct all the polynomials Phi we need.
Prmticd consequences
The recursion obtained in (7) for which it is possible to apply the ideas and formulas presented in [4] , in order to obtain the corresponding recursions for the evaluation of (31.
To clarify the method, in the next section we will give an example of its application to the second-order PDE in two variables: with, according to (9) 
We can put (12) in the form of a homogeneous recursion if we write In this case, different possibilities have to be considered.
(1) a,, f 0: applying (7) we obtain the recursion 
The transformation of all these recursions to homogeneous systems of recursions, and the subsequent determination of the recursion to evaluate (17) can be treated in analogy with Section 3.1. Finally, we obtain for the evaluation of K,:
Interface problems for Laplace operators like those treated in [7, (l. l)] could be treated by the above method inside the domain D, while for the homogeneous problem outside this domain a solution of the form a, log(x2+y2)+ kajPj(x, y)+ ~h,P,(X, y), Pi=Re(z-'), Qi=Im(t-'), i=l i=l could be adjusted, where the rational functions Pi and Qi can be evaluated recursively almost as simply as the harmonic polynomials used inside D.
Laplace equation in W"
Application of formulas (7) and (9) The transformation to standard form and the determination of the inverse recursion for the evaluation of zdp can be obtained in analogy with Section 4.1, the only complication being that now three nested loops will be necessary.
Bihamtonic equation in 88'
Application of formulas (7) and (9) with aa = a04 = 1, = a22 = 2, 2nd all the other ai,j = 0, yields the recursion . We further apply in this case the same method as in Section 4.1.
Fourier equation in [w2
The application of the recursive method described in preceding subsections is by no means limited to elliptic equations. As an example we can treat the nonhomogeneous 
Numerical stability of the recurrence rehtions
For the homogeneous pari of the solution of the given problem we have to evaluate two recursions.
(i) The direct recursion needed to evaluate the sequence of polynomials, satisfying the given homogeneous PDE, in all the boundary points needed for the least-squares approximation of uh in (4).
(2) The inverse recursion needed to evaluate the solution in an arbitrary point of the domain. Because of the relation between these two recursions explained in 14, Section 3.21, stability of the direct recursion generally implies the stability of the inverse recursion.
As we apply the method to compact and simply connected domains in lR2 (or in R3), it is always possible, by a suitable translation and change of scale, to obtain a domain inside the unit ball B or inside a square S, = [ -1, 112 (or inside the cube S, = [ -1, 11". If we define
II f II ~sup{If(p)l:pEB,S20rS3)'
then it is always possible to transform the direct homogeneous recurrence relation in such a way that all the obtained polynomials are normalized with respect to this norm. We had to do this normalization in the case of the Fourier equation, because for high degrees the evaluation of the direct recursion yielded overflow in some points of the boundary. For the Poisson equation in the plane no such problems occurred as on the unit ball, polynomials we have IIP,,Il=IIQ,lI=L 'ika+~.
for all the harmonic
For the particular solution of the given problem we only need to evaluate the inverse recursion corresponding to (10). In this case too, when a high-degree particular solution is needed, a transformation of (10) yielding a normalization of the polynomials R, and PM on s, S, or S3 is possible.
We conclude that normalization in the direct recursion 1s sometimes necessary to prevent overflow during the evaluation of the polynomials. An interesting by-product of this normalization is that for the recursive evaluation of the final approximate solution, the absolute condition rclmbers of the coefficients obtained by nhe least-squares method are all smaller than 1.
Examples I (a) and jib)
To test the methods described in this article, we treated the Poisson (Example l(a) nf: degree of the polynomial f approximating f; II ef 11: maximum approximation error of f on S,;
: standard deviation of the same error; zc 11: norm of the solution of the PDE (1); n,.,: degree of the nonhomogeneous part of the approximation; II e, II : maximum approximation error of the solution u in S,; Si: standard deviation of the same error; II eb 11: maximum approximation error of the solution u on the boundary of S,; s,,: standard deviation of the same error; eps: order of the machine precision. Note that the numbers II e 11, s were obtained by calculating the difference between the exact and approximate solutions in 300 random points inside the domain S, for the domain-related errors, and depending on the degree of the approximation, in 600 to 9OC equally spaced points on the boundary for the boundary-related errors. The results obtained are presented in Table 1 for Example l(a) and in Table 2 for Example l(b).
All the calculations were performed on a PC AT with 11 digits accuracy using at most 64 Kb of WM. The integrations necessary for the least-squares problem were performed numericaily by th Gauss-Legendre method using n,, + 1 knots on each side of the square. If necessary, the polynomial approximdtion of the nonhomogeneous part f 0.i (1) was obtained by a least-squares method in (n, + 1J2 points distributed in S, like the ze?>s of a Chebyshev polynomial of degree nf f 1 in both X and Y directions. Table 2 Example O-5 0-" 0-"
Example 2
Here we treat some additional Poisson problems with Dirichlet boundary conditions we found in [S] . A column labelled "Number" was added, containing the number of the test problem, while the parameters mentioned have the same name as in [8] . If necessary the domain [0, 11' was transformed into the square S,. The results obtained are presented in Table  3 for Example 2. (6) In all the examples where the exact solution was a polynomial of degree n, the approximation coincided with the true solution to machine precision, using nf = n -2 and nh=n.
Concluding remarks
The recursive techniques described in this paper present us with a simple and economical way to evaluate particular solutions to nonhomogeneous linear partial differential equations with constant coefficients. The only condition to apply the method is that the nonhomogeneous part f of the PDE be sufficiently smooth to be approximated by a polynomial. To this effect one could try to subtract out the singularities of f, and study the corresponding particular solutions separately.
The interesting feature in this method in combination with an analogical treatment of the homogeneous PDE is that the approximated solution is obtained in analytical form and such that it can be easily evaluated recursively, together with each of its partial derivatives in arbitrary points of the domain of interest.
In all the examples treated so far, the stabi!ity of the proposed algorithm and the condition of the polynomial basis for the homogeneous problem on the square [ -1, 112 was sufficient to guarantee that errors in the solution were due principally to the approximation error of the nonhomogeneous part f of the PDE. However, if the form of the compact simply connected domain D differs significantly from the circle for the Poisson problem, it is clear that the ~~~o~al basis will become ill-conditioned. In this case we suggest that L) should be subdivided into a number of more suitable subdomains, and that this method should be applied to each of them separately, taking into account the continui~ of the solution and its first derivative on their interface.
Further research on the performance of the method presented here should be conducted in the case where the nonhomogeneous part f of the PDE has a discontinuity of the first kind along a CUT\'" S in R' (or a surface S in R3J as was the case in 171. Separate apphcation of the method at both sides of S is suggested, where the continuity of u and Vu along S could be obtained by adding a suitable solution to the homogeneous problem in one of the subdomains, with boundary conditions for the functional values and first derivatives equal to those of the difference of the particular solutions in the two adjacent regions.
