The paper describes improved techniques for factoring univariate polynomials over the integers. The authors modify the usual linear method for lifting modular polynomial factorizations so that e cient early factor detection can be performed. The new lifting method is universally faster than the classical quadratic method, and is faster than a linear method due to Wang, provided we lift su ciently high. Early factor detection is made more e ective by also testing combinations of modular factors, rather than just single modular factors. Various heuristics are presented that reduce the cost of the factor testing or that increase the chance of successful testing. Both theoretical and empirical computing times are presented.
Introduction
Modern algorithms for factoring a univariate polynomial over the integers Z are based on some variant of the familiar Berlekamp-Zassenhaus scheme:
(1) For a suitable prime p, compute the factors of the polynomial modulo p; (2) Lift the factors modulo p to factors modulo p k for some su ciently large integer k; (3) From the factors modulo p k , determine the irreducible factors over Z.
The integer k must be large enough that p k B, where B is a certain bound that will ensure that the irreducible factors over Z, also called true factors, can be determined from the factors modulo p k . For most polynomials, the best known bounds B are loose. Motivated by this observation, Wang (1983) introduced the technique of early factor detection, which attempts to determine the true factors while lifting.
Wang's technique can detect only those factors that remain irreducible modulo p. This is a serious limitation since the probability that a random polynomial will remain irreducible modulo p is about 1=n, where n is the degree of the polynomial (see Knuth (1981) , exercise 4.6.2{4). We enhance the e ectiveness of early factor detection by introducing an e cient method for also testing combinations of modular factors to determine if they have been lifted su ciently high. We present heuristics that reduce the amount of time spent on unsuccessful factor testing, and that increase the chance that testing will be successful.
Crucial for early factor detection is a lifting method that lifts all the factors simultaneously, by which we mean that all factors are lifted to the next level before any factors are lifted further. We describe a new lifting method that lifts factors simultaneously, and which is faster than the classical quadratic lifting method. Wang (1992) also describes a lifting method that lifts factors simultaneously. Our algorithm is faster than Wang's, provided we lift to su ciently high levels.
In the next section we present our lifting method and compare its theoretical and empirical computing times with those of the classical quadratic method and Wang's method. In Section 3 we describe the various techniques that we use to e ciently test combinations of modular factors. The results of experiments with an implementation are also presented in that section.
The New Lifting Method
The lifting method that we present in this section consists of small but important changes to the usual linear Hensel lifting algorithm (see Miola & Yun (1974) ) that allow us to perform early factor detection e ciently. We will be comparing our lifting scheme with the classical quadratic method, which does not allow e cient early factor detection, as well as with a linear method due to Wang (1992) , which does allow early factor detection.
Let C 2 Z x] be a primitive and squarefree polynomial to be factored and let p be a prime dividing neither the leading coe cient nor the discriminant of C. Let C Q r i=1 A i (mod p) be the complete factorization of C modulo p, where the leading coe cients satisfy ldcf(C) ldcf(A 1 ) (mod p), and A i is monic for i = 2, : : :, r. Using the classical quadratic Hensel algorithm, as presented for example by Musser (1971 Musser ( , 1975 , we lift this factorization modulo p to a factorization modulo q, where q is the largest power of p that is still single-precision, that is, ts in a single computer word. Let this lifted factorization be C Q r i=1 A i;1 (mod q), and in general let C r Y i=1 A i;j (mod q j ) be the factorization lifted to one modulo q j . When lifting from modulus p to modulus q, we also compute the lift basis polynomials S i , T i 2 Z q x], i = 1, : : :, r ? 1, which satisfy A i;1 S i + B i;1 T i 1 (mod q); where B i;j = Q r h=i+1 A h;j . A key ingredient of our lifting method is that we compute the q-adic expansion of C; this allows us to lift all the factors to modulus q j+1 before lifting any to modulus q j+2 , an essential requirement for early factor detection.
For each m 1, let C m = q m (C) and
We start by lifting the factorization of C modulo q to a factorization modulo q 2 by the usual linear Hensel method, as follows. For i 2 the situation is virtually the same, but with B i?1;j+1 in place of C j+1 . This not really di erent since C j+1 = B 0;j+1 . But whereas C j+1 = C j + q j D j , we have The times for these computations dominate the times for the others so the time for lifting all factors from modulus q j to q j+1 is O(jn 2 + rn 2 + cn). Summing on j, the total time for lifting from modulus q to q k is O(k 2 n 2 + rkn 2 + kcn): (2:6) Lifting quadratically from modulus p to q, as well as computing the lift basis polynomials, takes O(rn 2 + cn) time. Therefore, the total time for lifting the factorization modulo p to one modulo q k is also given by (2.6).
In comparison, the classical quadratic method takes O(rk 2 n 2 + kcn) time to lift the factorization modulo p to one modulo q k . (See Musser (1971) for a detailed analysis.) We see that the time for quadratic lifting strictly dominates the time for the new linear method.
Quadratic lifting methods are not well suited for early factor detection since there are not enough opportunities for testing factors, or combinations thereof. This is especially true of the latter lifting steps, when there is a higher chance of successful factor testing. For this reason, we will be comparing our lifting method with the linear method of Wang (1992) , which we will now brie y describe. The method then computes the correction coe cients H i := DV i (mod A i;j ). Finally the factors are lifted by setting A i;j+1 := A i;j + q j H i . The time to produce the lift basis for Wang's method is O(rn 2 ). Computing the residue in (2.7) takes O(j 2 n 2 +jnc) time and this dominates the time for the other computations. Hence the time to lift from modulus p to q k by Wang's method is O(k 3 n 2 + rn 2 + k 2 nc): (2:8) Comparing (2.6) and (2.8), we can expect our lifting method to be faster than Wang's if we have to lift to a su ciently high level (k is large). However, we can expect Wang's method to be faster if there are relatively many modular factors (r is large). 
Empirical Computing Time
The three lifting methods|the classical quadratic method, Wang's method, and the new method|were implemented in SACLIB, a C-language library of algebraic algorithms (Collins et al., 1993) . We applied each of the methods to squarefree polynomials of degree 40, which were constructed by multiplying together f randomly generated polynomials of degree 40=f with coe cients having bit length at most b, where f = 2, 4, 8, and b = 75, 150, 300, 600, 1200. These degree-40 polynomials were then factored modulo ve primes, none of which divided the leading coe cient or the discriminant of the polynomial. Beginning with the prime 3, successively larger primes were used until ve suitable primes were found. The smallest prime yielding the fewest factors was then chosen as the prime to use for lifting.
The results of our experiments are given in Table 1 . The modular factors were lifted to factors modulo q k , where q is the largest single-precision power of the prime used for lifting, and k is approximately the level at which we will be able to recover the coe cients of the true factors (see Section 3), assuming q is about 25 bits long. (Because of the way in which SACLIB handles memory management, the largest single-precision integer in our implementation on a 32-bit machine is 2 29 ? 1.) The values of k are given in the third column. (Notice that k need not be a power of 2 even when quadratic lifting is used, since for the nal quadratic lifting step we can reduce the lift basis polynomials by an appropriate power of q so that the nal lifting step lifts to precisely q k .) The column labeled r gives the number of modular factors being lifted. The columns labeled Q, W, and N give the times for the classical quadratic algorithm, Wang's linear method, and our new method, respectively. These times, measured on a DECstation 5000/240, are in seconds and do not include the time needed for garbage collection.
For these examples, we see that the new method is universally faster than the quadratic method. Compared to Wang's method, the new method is faster when we lift to su ciently high levels, as predicted by the theoretical analysis presented above.
Early Factor Detection Revisited
The technique of early factor detection was introduced by Wang (1979 Wang ( , 1983 with the goal of reducing the number of lifting steps that are performed. During the lifting process, the monic lifted factors are converted, if possible, to congruent monic polynomials with rational number coe cients, which are then used as trial divisors of C, the polynomial being factored. For reconstructing a rational number from its modular residue, an adaption of the extended Euclidean algorithm can be used (Wang, 1981; Wang et al., 1982) . The authors have recently described a more e cient algorithm for reconstructing rational numbers (Collins & Encarnaci on, 1994) .
Few of the true factors of C will be found unless products of lifted modular factors are also tested: A random irreducible polynomial of degree n will remain irreducible modulo a prime p with probability only 1=n, and will split into an average of H n irreducible modular factors. (The number H n is the harmonic number 1 + 1=2 + + 1=n; see Knuth (1981) , exercise 4.6.2{5.) Our algorithm factors C modulo ve primes and chooses the smallest prime that produced the fewest modular factors, but this improves the odds only slightly. Therefore, early factor detection can be made more e ective by testing not only single modular factors but also products of these factors.
Our algorithm tests single factors, then products of pairs of factors, and so on, up to products of any speci ed number of modular factors. However, we avoid actually computing these products in almost all cases except those where the product yields a true factor. First of all, we check whether the sum of the degrees of the modular factors being tested is a possible factor degree. We determine the set of possible factor degrees| henceforth referred to as the factor degree set|using the method in Musser (1978) . If the degree sum is in the factor degree set, then we compute the product of the trailing coe cients of the modular factors being tested. (When forming this product, we make use of partial products from previous computations. For instance, if we are testing the product of the modular factors A 1 , A 2 , and A 4 , and we have already tested the product of A 1 , A 2 , and A 3 , we would already have computed the product of the trailing coe cients of A 1 and A 2 . Therefore, forming the product of the trailing coe cients of A 1 , A 2 , and A 4 will require only one more multiplication, rather than two.) We then attempt to convert this trailing coe cient to a rational number using the algorithm described in Collins & Encarnaci on (1994) . If the conversion is successful, then we check, as Wang (1983) does, if the denominator divides the leading coe cient of C. If the division is exact, then we compute the product of the modular factors being tested and attempt to convert each of the coe cients of the product into rational numbers. If all the coe cients are successfully converted, then we trial divide C by the primitive integral polynomial similar to the rational polynomial.
It should be noticed that the time required for each rational number reconstruction is O(j 2 ), where q j is the current modulus. If there are r modular factors, and we test combinations of up to s factors, s < r, then the time required is O(r s j 2 ). Since the time for lifting at level j using the method described above in Section 2 is only O(jn 2 +rn 2 +cn), there is the danger that if s is too large, then the time spent on early factor detection will be larger than the lifting time saved. But if s is too small, then some factors will not be recovered as soon as would otherwise be possible, and lifting time will be wasted.
Another concern is to begin testing at a level at which we have a reasonable expectation that testing will be successful. If we start too early, then we waste time on unsuccessful testing. If we start too late, then we defeat the purpose of early factor detection, which is to avoid unnecessary lifting. We will presently investigate three heuristics to guide us in choosing how many (and which) factors to combine, and at which lifting level to perform factor testing; before doing so, we will rst discuss various topics that relate to early factor detection.
Estimating the Number of True Factors
The heuristics discussed below rely on an estimate of the number of true factors; computing such an estimate is the topic of this section.
The average number of linear factors of C modulo a random prime p is equal to the number of true factors of C, as p ! 1 (see Knuth (1981) , exercise 4.6.2{38). Although this is an asymptotic statement, we will proceed as if it were true also for small primes; the experimental results described below suggest that this is not unreasonable. We thus take f, our estimate of the number of true factors, to be the average number of linear factors of C modulo several small primes. We compute the number of linear factors of C modulo a prime p by simply counting the number of roots of C in the eld of integers modulo p, which we can do by evaluation at a cost of O(nw+np), where n = deg(C) and w is the word length of the max norm of C. The number of true factors can be determined exactly if we compute the average number of linear factors modulo su ciently many primes (Weinberger, 1984) . Unfortunately, \su ciently many" is much too large to be practical. The question then is: how many primes do we use? To help answer this question, we generated six sets of 100 polynomials having two, three, or four true factors, each having degree d = 10 or d = 25, respectively, and coe cients at most 100 bits long. We computed the number of linear factors of each polynomial modulo 10, 20, and 30 successively larger primes beginning with the prime 3. Primes dividing the leading coe cient of the polynomial were skipped. To avoid problems arising from the presence of multiple roots, we discarded and replaced those primes for Table 4 . Estimates for four-factor polynomials.
which the polynomials had multiple roots. The results of our experiment are displayed in Tables 2, 3 , and 4, the entries of which are the number of times, out of 100, that we estimated that we had f true factors, where the values of f are given in the rst column. These values of f were obtained as the average number of linear factors rounded to the nearest integer, with round-to-even to break ties. The headings of the second, third, and fourth columns give the number of primes that were used for the estimate. The italicized entries in the last row are the times, in seconds, required by the computations. Based on these tables, we decided to use 25 primes for estimating the number of true factors.
Computing a Lifting Bound
Let C = C 1 C 2 C t be a factorization of C, where t 2. Beauzamy et al. (1993) show that at least one of the factors, say C 1 , satis es avoiding rational arithmetic in the sum. In deriving this overestimate we assumed that n 3 since quadratic polynomials can be factored using the quadratic formula. We will refer to (3.2), evaluated at t = 2, as the two-factor lifting bound for the polynomial C. which requires only n multiplications and n divisions.
Ensuring Irreducibility
One problem that we have when testing products of two or more modular factors that we do not have when testing only single modular factors is that of ensuring the irreducibility (over the integers) of the product. It may happen, albeit rarely, that some reducible proper factor A of the polynomial we are factoring has an irreducible factor B with some coe cients that are larger than any coe cient of A. In this case, the factor A may be recoverable at a lower lifting level than B. To solve this problem, our algorithm computes the two-factor lifting bound for the product before doing the trial division (cf. Beauzamy et al. (1993) ). If the current modulus is larger than this bound, then we know that the product must be irreducible over the integers, should it be a divisor of the polynomial we are factoring. For quadratic factors, the algorithm uses the quadratic formula to ensure irreducibility, or to factor the polynomial when appropriate.
Recomputing the Factor Degree Set
When a true factor is found, we recompute the factor degree set for the remaining polynomial to be factored as follows. Let G 1 G 2 G t C (mod p) be the distinctdegree factorization of C modulo p, where G i is the product of all the irreducible factors of C modulo p of degree i. Let C := C=C, whereC is the true factor we found. Then the distinct-degree factorization of C modulo p will be H 1 H 2 H t C (mod p), where H i := G i = gcd(G i ;C). We thus compute the distinct-degree factorization of the remaining polynomial modulo each of the ve primes used for the modular factorizations in the manner just described, and determine the factor degree set of the remaining polynomial using the method in Musser (1978) .
Termination
The algorithm will terminate when it determines that the remaining factor (after dividing out any true factors that are found) is irreducible. This will happen in one of three ways: (a) The current modulus is larger than the two-factor lifting bound of the remaining polynomial, and the algorithm has tested all combinations of up to r ? 1 modular factors, where r is the number of remaining modular factors. (We may need to combine as many as r ? 1 modular factors since it could happen that the factor with the smallest coe cients factored into r?1 modular factors.) (b) The factor degree set contains only 0 and the degree of the remaining polynomial. (c) The remaining polynomial is quadratic, in which case the quadratic formula is applied. Our experience with numerous examples indicates that termination is e ected by method (b) more often than not.
Heuristics for Factor Testing
In the descriptions of the heuristics we will be comparing we often refer to unsuccessful testing time, which we de ne as follows. When we perform factor testing at any particular level, we will either nd true factors or we will not. If no true factors are found, then all the time spent on factor testing will be added to the unsuccessful testing time. This time includes the time for forming products of modular trailing coe cients, reconstructing rationals, dividing the leading coe cient by denominators, and possibly doing trial divisions that fail, though such trial divisions are rare. If at least one true factor is found at a certain level, then none of the time spent on factor testing at that level is added to unsuccessful testing time.
We assume that we have computed an estimate f of the number of true factors as discussed above, with the modi cation that if f < 2, then we set f := 2. Given this estimate, we can get an estimate s of the average number of modular factors of each true factor by setting s := r=f, rounded to the nearest integer, with round-to-even to break ties, where r is the total number of modular factors.
We will compare empirically the following three heuristics: Heuristic 1. Combine as many as s modular factors. Perform factor testing on the factors modulo q, and start factor testing again as soon as the modulus is larger than twice the square of the fth root of the max norm of C. Heuristic 2. Combine as many as s + 2 modular factors. Test after each lifting step as long as the time spent on unsuccessful factor testing is no larger than a fourth of the total time spent on linear lifting. If the unsuccessful testing time becomes larger than a fourth of the lifting time, then refrain from testing until the testing time again drops to at most a fourth of the lifting time. However, regardless of the time spent on unsuccessful testing, test at the rst level for which the modulus is larger than twice the square of the fth root of the max norm of C. Heuristic 3. Let c be the max norm of C and let k be the smallest integer such that q k 2c 2 . At level j, that is, when the current modulus is q j , test all products of modular factors that are such that the degree d of the product satis es d (j=k)n, where n = deg(C). As in the previous heuristic, we refrain from testing whenever unsuccessful testing time becomes larger than a fourth of total linear lifting time, but we test at the rst level for which the modulus is larger than twice the square of the fth root of the max norm of C, regardless of unsuccessful testing time. Each heuristic will be in force only until we have lifted to the two-factor lifting bound of C, at which point we test all possible combinations of modular factors.
Before presenting the results of our comparison, we will rst give the rationale behind these heuristics. In the rst heuristic, we suppose that the max norms of the true factors do not di er by much. The factors modulo q are tested to detect early in the lifting process small factors, such as x ? 1, which are not uncommon in applications. In the second heuristic, we combine two more modular factors than the estimated average since we can expect that some true factors will have more than the average number of modular factors. To prevent too much time being spent on unsuccessful factor testing, we place a cap on this time relative to the total lifting time; the ratio 4 was somewhat arbitrarily chosen. We test at the rst level for which the modulus is larger than twice the square of the fth root of the max norm of C since the stipulation that unsuccessful testing time be no more than a fourth of lifting time may otherwise force us to lift well beyond this level, a level at which we are likely to nd true factors. In the third heuristic, we suppose that the coe cient sizes of the true factors are roughly proportional to their degrees. For example, polynomials arising in the projection phase of cylindrical algebraic decomposition (Collins, 1975) behave in this way.
Each of the three heuristics was implemented in SACLIB and applied to randomly generated polynomials that were products of either two or three true factors. Table 5 gives the unsuccessful testing time and the lifting time for each of the three heuristics applied to polynomials with two true factors, which had degrees d 1 and d 2 and coe cients at most 10c 1 and 10c 2 bits long. The times, given in milliseconds, are averages for ten Table 6 . Comparison of the heuristics for three-factor polynomials.
polynomials. The italicized entries are the average maximum lifting levels. Table 6 gives similar data for polynomials with three true factors. The average lifting times and levels in rows 1 through 6 of Table 5 do not suggest any signi cant di erences between the heuristics, but we see that heuristics 2 and 3 spend more time on testing than heuristic 1, with heuristic 3 spending less time on testing than heuristic 2. For rows 7 through 9, however, we see that heuristics 2 and 3 are signi cantly better than heuristic 1, and, again, heuristic 3 is spending less time on unsuccessful testing than heuristic 2. Similar remarks apply to Table 6 .
Presenting only averages, Tables 5 and 6 do not reveal the variation from polynomial to polynomial. To illustrate this variation we display in Tables 7, 8 , and 9, respectively, the performance of the three heuristics on each of the ten polynomials corresponding to row 6 of Table 6 . Each row in the tables gives data for one polynomial. For all ten polynomials, we correctly estimated that there were 3 true factors. Column r gives the number of factors that the polynomial had modulo the prime used for lifting. Column s (column s + 2) in Table 7 (Table 8) gives the maximum number of modular factors that were combined. The columns labeled`mod. prod. count' give the total number of products of trailing coe cients that were computed, and those labeled`mod. prod. time' give the corresponding computing time. The columns`rat. recon. count' and`rat. recon. time', respectively, give the total number of rational reconstructions of products of modular trailing coe cients that were performed and the total computing time required for these reconstructions. We chose heuristic 3 as the best strategy for our purposes, but a word of caution is in order: If one expects that the true factors of the polynomial one is factoring deviate signi cantly from the presupposition that coe cient sizes are proportional to degrees, then one is probably better o using a di erent heuristic.
In Tables 10 and 11 , respectively, we give the results of our experiments comparing single-and multiple-factor testing applied to two-factor and three-factor polynomials. Single-factor testing is performed after each lifting step until we reach the single-factor bound of the polynomial, when we test all possible combinations of modular factors. Multiple-factor testing is performed using heuristic 3.
In the rst six rows of Table 10 we do not see a signi cant di erence between singleand multiple-factor testing. This is to be expected since an exhaustive search for true factors will be performed by either algorithm as soon as the modulus becomes larger than the two-factor lifting bound of the polynomial, which, for these polynomials, is not much larger than the square of the max norms of the two true factors. Looking at the other rows in Table 10 and those in Table 11 , we see that multiple-factor testing can be noticeably better than single-factor testing. 
