Under the traditional franchise value paradigm, competition in banking markets is considered to be risk enhancing because of its tendency to raise interest rates on deposits. Taking a contrarian view, Boyd and De Nicolo (2005) have argued that competition in the loan market can lead to lower interest rates and hence, reduce bank risk taking. Following these theoretical results, the empirical evidence on the relationship between risk and competition in banking has also been mixed. This JEL Classification: G21, G28
Introduction
The health of the financial sector aids in good economic performance and therefore, it is important that the banking sector of a country operates on sound lines. In recent years, the debate regarding the effects of competition on risk taking behavior of banks has gained momentum and become an area of increased interest for both academicians and policy makers. Two hypotheses are predominant in the literature with respect to the above relationship (Schaeck et al, 2006; Berger et al, 2008) . The "competition-fragility" view states that increased competition among banks lowers market power and profit margins, thereby increasing their risk taking. On the other hand, the "competition-stability" view suggests that more market power in the market for loans results in increased bank risk because higher interest rates on loans make repayment more difficult for the borrowers. However, the overall risk of banks may not increase if they protect themselves through higher capital or employ other risk-mitigating strategies (Berger et al, 2008) .
These arguments indicate that so far no consensus has been reached in the literature on the competition-bank risk taking nexus. Further, most of the studies analyzing this relationship, whether single or cross-country, have focused mainly on advanced economies. Research on emerging market economies (EMEs) is extremely sparse. This is despite the fact that recent global events demonstrate a key challenge facing banking regulators in EMEs today is maintaining the stability of their domestic banking systems in the face of increased competition from domestic as well as foreign banks. In EMEs, a rapidly developing financial system can pose systemic risks if policymakers underestimate its wider ramifications.
In order to fill this gap in the literature this paper analyzes the competition-risk taking relationship by considering the Indian banking sector as a case study. India is one of the most important EMEs with a GDP growth rate that has recently surpassed China's. India's banking sector is quite well developed and is characterized by a vast spectrum of banks of different sizes and ownership categories. Since the liberalization of the economy in 1990s with new banks entering the market, increasing competition has often raised concerns about its implications for stability. There are similar concerns in policy circles across EMEs. Our study contributes both specifically to the existing literature on EMEs as well as in general to the existing knowledge on the competition and risk taking behavior of banks. This is the first paper to examine the impact of competition on the various risks (i.e., default, market, asset, capital and liquidity risks) faced by Indian scheduled commercial banks (SCBs).
Following Anzoategui et al (2010) , we consider a non-structural measure of competition viz.
Panzar-Rosse (1987) H-Statistic and following Liu et al (2010) , several structural measures of market power viz. 5-bank concentration ratios (based on loans, deposits and assets) and the Hirfindahl-Hirschmann Index (HHI). We also take into account the effects of other bank specific and macroeconomic controls such as return on assets (ROA), size and the annual GDP growth rate.
The risk and concentration/ competition measures along with control variables are explained in greater detail in Section 3. The study spans the period 1999-2000 to 2012-2013 and uses an unbalanced panel data set consisting of 756 observations. Our results show that increased competition leads to higher stability when related to default, market and asset risks. However, competition adversely affects capital and liquidity risks, thus lowering stability. This mixed evidence has interesting policy implications as discussed in the concluding section.
The remaining paper is organized as follows. Section 2 reviews the existing literature on the competition-stability nexus. Section 3 highlights the data sources and methodology applied in the paper. Section 4 provides the analysis of descriptive statistics and broad trends while section 5 highlights the estimation results from panel data regressions. Section 6 concludes and provides policy implications of our findings.
Literature Review
In the past couple of decades, an extant theoretical and empirical literature has come up, investigating the issue of competition and stability in banking. This has occurred due to questions regarding what type of market structure leads to a productive and sound environment for banks to function in (Liu et al, 2010) .
The traditional competition-fragility view provides models which conclude that higher concentration and lower competition in banking systems lead to greater stability as higher profits act as a cushion against fragility. The need to protect their franchise value provides banks with incentives against excessive risk taking. In more competitive environments, there is greater pressure on maintaining profits, which makes banks take on more risks, resulting in higher fragility. On the other hand, in systems where entry is restricted, there is limited competition. Thus, banks have better profit opportunities, capital cushions and therefore fewer incentives to take on excessive risks, thus affecting financial stability positively (Beck, 2008) In contrast to the above, the competition-fragility argument asserts that greater concentration in banking structures results in more risk taking by banks (Beck, 2008) . Boyd and De Nicoló (2005) argue that viewpoint of market power boosting profits and hence banking stability ignores the potential impact of banks' market power on firm behavior. Instead of banks choosing the riskiness of their assets, borrowers end up having to choose the riskiness of their investment, undertaken in the form of bank loans. The authors argue that concentrated banking systems enhance market power, which then allows banks to increase the interest rate they charge to firms. These higher interest rates may induce firms to assume greater risk, which results in a higher probability of loans turning bad/ non-performing. 1 Arping (2014) presents a model in which competition makes banks more reluctant to take on excessive risks. The author shows that as competition intensifies and margins decline, banks face greater threats of failure. They respond to such contingencies by reducing their risk-taking. Yet, at the same time, banks become riskier. This is attributed to the fact that the direct, destabilizing effect of lower margins outweighs the disciplining effect of competition. Moreover, an increase in competition reduces banks' incentive to build precautionary capital buffers. The vital implication following this is that the effects of competition on risk-taking and on failure risk can move in opposite directions.
The empirical literature contains several cross-country studies on the competition-risk relationship. Beck et al (2005) empirically examined the relationship between concentration and banking system fragility using a cross-sectional sample of about 2,500 U.S. banks in 2003 and a panel data set of about 2,600 banks in 134 non-industrialized countries for 1993-2004. They found that a banking system that is highly concentrated also has larger and more diversified banks which help to generate stability. Their results also suggest that concentration is associated with lower probability of a country facing a systemic banking crisis.
1 Saha and Sensarma (2013) showed that the results of Boyd and De Nicolo (2005) are conditional upon credit risk not exceeding a critical level. Schaeck et al (2006) examined the relationship between competition and banking system fragility employing data from 38 countries during the period 1980 -2003. Using the Panzar and Rosse HStatistic as a measure for competition, their results suggest that banking systems that are more competitive are less vulnerable to systemic crises. They conclude that competition and concentration are significantly different from each other and describe different characteristics of banking systems. Whereas concentration is definitely a measure of market structure, they argue that competition can be said to measure competitive dynamics among financial institutions. Berger et al (2008) focus on the impact of market power on measures of loan risk, bank risk, and bank equity. Based on data for 8,235 banks in 23 developed economies, their results show that banks with a greater degree of market power have less overall risk exposure. While this result appears consistent with the "competition-fragility" view, their work also finds that market power increases loan portfolio risk which is in line with the "competition-stability" view. Beck et al (2011) show that not only is the relationship between bank competition and stability ambiguous, but it can also differ across countries depending on market, regulatory and institutional features. They show that higher competition will have a larger impact on banks' risk taking incentives in those systems that have stricter activity restrictions, more homogenous market structures, more generous deposit insurance schemes and better credit information sharing. studied the relationship between competition and bank stability in 11 European countries over the period [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] . They find evidence for a U-shaped relationship between competition and stability. In other words there is an optimum level of bank competition that would keep bank risks at a minimum level.
While the above studies are based on data taken mostly from developed countries, there are a few studies pertaining specifically to EMEs. Crystal et al (2002) studied banks in select Latin American countries during the period 1995-2000 and found that foreign banks show more robust loan growth, a more aggressive response to asset quality deterioration and a greater ability to absorb losses than domestic banks. They conclude that such characteristics can help strengthen the financial systems of host countries. Yeyati and Micco (2003) study bank competition and foreign entry in eight Latin American countries and the implications for risk taking. Their results show that foreign bank entry leads to less competition in banking. They also find that banking sector fragility is positively related to competition and therefore foreign bank entry can lead to banking stability despite foreign banks in the region having higher insolvency risk and more volatile returns. Zhang et al (2013) study the relationship between bank performance measured by technical efficiency, risk and competition across BRIC economies, using 1001 bank-year observations covering major domestic commercial banks for the period 2003-10. They find that efficient banks take a lower level of risks and that the presence of state ownership and foreign banks reduces bank efficiency. Amidu and Wolfe (2013) instability. Such instability is further followed by a decline in deposit growth, suggesting that Asian banks are also subject to indirect market discipline mechanisms through bank market structure. The study advocates greater reliance on market discipline and strengthening of financial intermediation to promote bank stability.
Some studies have examined the relationship between competition and stability using different kinds of market segmentation within the banking sector of individual countries as the basis for their investigation. Ghosh (2009) explores the liaison between charter value and bank risk-taking for India for the period 1996-2006. He also studies the determinants of charter value, particularly focusing on competition. The results indicate that concentration in deposits or loans markets exerts a strong influence on charter value of banks. Thus, there is a strong link between competition and charter value. Further, banks' size, their operating efficiency and non-interest income are the main determinants of charter value. Zhao et al (2009) study the lending market of Indian banks through which they attempt to understand the effect of financial reforms on competition and risk taking incentives of banks during 1992-2004. They observe that there is an increase in competition due to reforms which also increased banks' risk taking. Goetz (2012) examines the effect of a bank's diversification on its risk taking behavior as well as the risk taking behavior of competing, non-diversified banks in the US. The results reveal that greater geographic diversification of banks affects a bank's lending behavior and market interest rates. This has further ramifications for non-diversified competitors due to interactions in the banking market. By utilizing the state-specific timing of a removal of intrastate branching restrictions, the study indicates that a bank's diversification also impacts the risk taking of competitors, even if these banks are not diversifying their activities. Their empirical results suggest a nonlinear relationship between banking market competition and bank risk-taking using standard concentration measures for both loan and deposit markets.
However when the Lerner index is used as a measure of bank competition, the result does not indicate a nonlinear relationship. Kick and Prieto (2013) analyze the competition-bank risk nexus by using bank-level data for German cooperative and savings banks for the period 1994-2010.
Using bank specific, efficiency-adjusted Lerner Index as a proxy for bank-specific market power, they conclude that market power tends to reduce risks. In contrast, using the Boone Indicator (the elasticity of profits to marginal costs) and/or the regional branch share as a measure of competition, the results suggest that higher competition leads to lower risks.
Relating competition and concentration to some specific types of risks, Agoraki et al (2009) investigate whether the effects of regulation on banking risks are actually caused by the market powers of banks. Using data for the Central and European banking sectors from 1998-2005 they find suggest that higher market power is associated with lower credit risk and lower probability of default of banks. Choudhury et al (2010) study the relationship between bank ownership concentration and risks measured by non-performing loans and capital adequacy ratio for around 500 commercial banks for more than 50 countries over the period [2005] [2006] [2007] . The results show that concentrated ownership significantly reduces a bank's bad loans ratio and increases capital ratio. At low levels of shareholder protection rights and supervisory control, ownership concentration can lead to reduction in banks' riskiness. Schaeck and Cihak (2012) study the effect of competition on capital buffers held by banks. Based on an analysis of data for more than 2,600 banks from 10 European countries during 1999-2004, the authors find that the Panzar-Rosse HStatistic has a positive and significant effect on capital ratios indicating that banks hold more capital when faced with higher competition.
There is no existing empirical research that focuses on analyzing the link between competition and risk taking behavior of banks in India, although studies for developed economies such as Europe, Germany, Japan and the United States and some emerging market economies do exist. The two studies which come closest to our paper and that also study Indian banking are Ghosh (2009) and Zhao et al (2009) . While Ghosh (2009) focuses on charter value and risk taking but not competition, Zhao et al (2009) investigate the impact of reforms on competition and risk taking in the lending market. However, our study stands out in that we focus specifically on the impact of competition, measured by both the structural and non-structural approaches, on a variety of risks faced by banks.
In the light of the above discussion, our paper makes several contributions. This is the first study that attempts to relate competition with risk in the case of Indian banks. Second, we measure concentration/ competition in a number of ways viz. structural measures like the 5-bank concentration ratios (based on loans, deposits and assets) and the Herfindahl-Hirschmann Index (HHI) along with the non-structural Panzar and Rosse H-Statistic. Third we study bank stability using a variety of risk indicators such as default, market, asset, capital and liquidity risks. Our empirical results provide a comprehensive understanding of the competition-stability link for Indian SCBs and thereby contribute to the relevant literature.
Data and Econometric Methodology
Bank-wise figures of the relevant variables employed in the study for Indian SCBs, i.e., public sector banks, Indian private banks and foreign banks, have been gathered from the various issues of Statistical Tables Relating to Banks To assess the impact of competition on banks' risk, we estimate equation (1) Table 1 provides the definition and computation for each risk, concentration/ competition and control variable used in the study. While the risk and control variables are computed using simple formulas described in Table 1 , the estimation procedures for the concentration/ competition variables require some explanation.
Following Liu et al (2010) , we calculate the 5-bank concentration ratios (CR) and the HerfindahlHirschman Index (HHI) as follows: CRn = Σsi ………………………………….. Eqn. (2) where si is the share of the i'th largest banks in total loans, deposits or assets. In other words, si = xi/Σxi , where xi is the market share of bank i and n is the number of banks in the market. We calculate CR5 based on assets, deposits and loans. However we note that Indian banking is characterized by different types of banks across ownership and size categories. Banks compete with their counterparts within the same market segment and therefore it is more appropriate to infer competitive conditions within a peer group. To allow this, we take n in equation (2) The HHI is defined as follows:
In case of a monopoly, HHI = 1. In case of an industry with n banks, the maximum possible value of the HHI would be 1 and the minimum possible value would be 1/n. TI= total income /total assets (proxy for banks' output price) W1 = interest expenses /total deposits + total borrowings (proxy for input price of deposits) W2 = personnel expenses /total assets (proxy for input price of labor) W3 = other operating and administrative expenses /total assets (proxy for input price of equipment/fixed capital)
In equation (4), Z is a matrix of controls which includes equity /total assets, gross advances /total assets and size (logarithm of total assets). The equation is estimated using ordinary least squares (OLS) method. The error term ε is assumed to be normally distributed. Table 1 across four categorizations-all banks, large domestic banks, small domestic banks and foreign banks. In terms of the risk indicators, foreign banks tend to exhibit higher values of mean and standard deviation as compared to the other categories. For the concentration variables, the statistics indicate that, foreign banks tend to have a higher mean except for H-Stat which measures competition. However, the standard deviation is higher for small domestic banks, indicating greater variation. With respect to control variables, foreign banks exhibit a higher mean value of ROA, while small and large domestic banks and all SCBs together, exhibit a higher mean value of size. The mean and standard deviation of annual GDP growth rate are the same for all categories as it is a bank-invariant variable. Table 4 shows results from tests of differences in means of the relevant variables using the t test (two tailed, unequal variances). With respect to the first categorization for comparison, i.e. small domestic banks vs. large domestic banks, we find that for risk indicators, the difference between means is significant for market risk and asset risk. Differences between the two bank groups for all the competition variables are significant, while among the control variables, only size difference is significant, indicating greater variation. For the second categorization, i.e. foreign banks vs. small domestic banks, the table shows that all the competition, risk and control variables are significant with respect to differences in their means. For the third comparison category, i.e. foreign banks vs. large domestic banks, the results are the same as for category two. Table 5 demonstrates the degree of correlation amongst the dependent and explanatory variables used in the multiple regression analysis. The main highlights of the table are as follows. Firstly, size is negatively correlated with all the risk variables. This means that as banks grow larger, they are more prone to risks. Size is also negatively correlated with all the competition indicators, suggesting that the larger the bank, the lesser the chances of it facing intense competition from banks which are not at par. Similarly, negative correlation is observed between size and ROA, indicating that big banks can have lower profitability. However, size has a positive correlation with the annual GDP growth rate, meaning that a robust economic environment improves the performance of large banks. The second prominent variable affecting risk negatively is the annual GDP growth rate. It is negatively correlated with all risk indicators, showing that during a low economic cycle, banks are subject to higher risk. Amongst the competition indicators, excepting H-stat, GDP growth has a positive correlation with all the other variables. This indicates that a good business environment provides banks with the incentive to perform better, thus increasing competition. It displays a negative correlation with ROA, indicating that a not so stable economic cycle leads to lower returns for banks.
Descriptive Statistics

Estimation Results
We now report the results of our main regression as specified in equation (1). We employ panel regression methods and the choice between fixed effects and random effects models is driven by the outcome of Hausman tests. When the Hausman test favours the fixed effects (FE) model, we present the relevant estimates along with the F-test statistic to measure goodness of fit of the model.
In case of random effects (RE), the F-test is not available and hence we present the Wald test statistic to assess the model fit. We begin the discussion with the effect of concentration (measured by the 5-bank concentration ratio based on loans and the HHI) on all five types of risk. Table 6 reports the empirical estimation results for default risk, market risk and asset risk as the dependent variables. We find that in model (1), the CR5 for loans has a positive coefficient of 0.204 that is statistically significant at the 10% level. This shows that banks with larger market shares in the loan market could be more vulnerable to a bad loans problem. This evidence favours the insight of Boyd and De Nicolo (2005) who argued that competition in the loan market can actually help because the consequent fall in interest rates would lead to lower credit risks. The coefficient of HHI in model (2) is also positive but statistically significant. With respect to the control variables, we observe that both size and annual GDP growth have negative and statistically significant coefficients, indicating that a large scale of operations and upswings in the business cycle cause default risk to decline. Large banks have better risk management expertise which may explain the lower proportion of NPAs in their overall portfolio. Robust GDP growth improves the financial health of borrowers and hence leads to less defaults.
Within table 6, models (3) and (4) present the results for market risk. We find that the concentration variable of CR5 (loans) has a positive coefficient of 0.522 which is statistically significant at the 1% level. Therefore, larger the market share of banks in the loan market, the greater is the market risk they are exposed to. This indicates that banks have to access short term debt from other banks to keep protecting their market share. However the other measure of concentration viz. HHI does not show a significant coefficient. Size is the only control variable with a significant coefficient.
The negative sign of the coefficient suggests that as banks grow larger, dependence on borrowings and exposure to interest rate volatility make them more vulnerable to market risk. Moving to the regressions for asset risk in models (5) and (6), we observe that both the CR5 and the HHI variables have positive coefficients that are statistically significant at the 1% level. These results suggest that banks with a higher market share in lending have to hold more loan loss provisions against their total assets. As loan loss provisions in Indian banks is computed from a backward looking formula based on the quality of existing assets, this is an indication that banks with higher market power carry more stressed assets on their balance sheet. Size has a negative and significant coefficient, suggesting that big banks tend to keep a greater proportion of loan loss provisions.
ROA enters the equation positively and significantly, indicating that the more profitable the bank, the higher is its asset risk. Overall the above findings provide support for the competition-stability view which suggests that concentration can exacerbate risk taking while competition helps to reduce risks. Table 7 presents results for capital risk and liquidity risk, measured by the protection or buffer that banks have from these risks. In models (1) and (2) we observe that CR5 for loans has the coefficient 12.518 that is significant at the 1% level. The HHI also has a positive coefficient of 26.397 that is significant at the 1% level. These results mean that banks in highly concentrated market segments hold more capital. In other words, banks with higher market power are safer from an equity risk perspective as they hold more capital. While this may be due to higher regulatory capital requirements imposed by the banking regulator, it also supports the competition-fragility view that banks with higher market power protect themselves with higher capital or other risk management measures (Berger et al, 2008) . Amongst the control variables, size has a negative and significant relationship with capital risk while ROA displays a positive and significant relationship. This suggests that larger banks are more prone to capital risk and banks with higher profits are more stable. The annual GDP growth rate has a negative and significant coefficient, implying that during an upswing of the business cycle, banks can be more prone to capital risk. Models (3) and (4) in table 7 examines how competition variables affect liquidity risk. However neither CR5 nor HHI show statistically significant coefficients. With respect to bank specific controls, size enters the equation negatively and significantly, suggesting that larger banks can face difficulties in meeting their liabilities when they fall due, making them prone to liquidity risk. In the long run, inability to keep sufficient amount of liquid assets can lead to financial distress and insolvency. ROA enters the equation positively and significantly, suggesting that banks which generate high profits tend to have lower liquidity risk. The annual GDP growth rate has a positive and significant coefficient, thus indicating that a good business cycle promotes stability. In sum, while concentration does not seem to affect liquidity risk, our results for capital risk confirm the findings of Berger et al (2008) that concentration encourages banks to protect themselves through higher equity capital. Table 8 illustrates the relationship between risk taking and competition where the latter is measured by the H Stat described earlier. In most of the risk categories, expect market risk, we do not find any role of completion. In case of market risk (model 2), we observe a positive coefficient for H Stat that is significant at the 10% level. This indicates that greater competition leads to increased reliance on inter-bank borrowings thereby increasing the vulnerability to interest rate fluctuations. This result contradicts our previous finding with CR5 in table 6 where we concluded that concentration leads to higher market risk. This is a puzzle for us but we prefer to go by the result for CR5 which had a lower probability of type-I error as the level of significance was 1%.
Finally we carry out some robustness checks for the above results. In tables 9 and 10, we reestimate the risk-concentration relationship with two alternative measures of CR5 based on deposits and assets. In all cases our previous results get repeated. For instance, the coefficient of CR5 based on deposits is positive and significant for default risk, market risk, asset risk and capital risk. This confirms that higher concentration exacerbates default risk, market risk and asset risk but also leads to higher equity held by banks. The coefficient of CR5 based on assets is positive and significant for market risk, asset risk and capital risk as before. Interestingly, for the first time the coefficient of CR5 turns out to be positive and significant for liquidity risk suggesting that as banks' market share grows larger, they are also able to hold more liquid assets to meet their liabilities as and when they fall due. This reduces their vulnerability to liquidity risk. This further confirms our previous results and the findings of Berger et al (2008) that banks with higher market power are able to protect themselves using various risk mitigation strategies.
Conclusions and Recommendations
We test the competition-stability liaison for the Indian scheduled commercial banking sector for the period 1999-2000 to 20122013. Five types of risk, i.e., default risk, asset risk, market risk, capital risk and liquidity risk are analyzed to see how competition affects them. We find that concentration affects default risk, asset risk and market risk positively, indicating that increased competition can help to reduce some types of risks faced by banks. On the other hand concentration has positive relationships with capital and liquidity ratios, suggesting that increase in competition may lead to financial instability.
Our results have important implications for banking sector policy. The evidence from this paper suggests that infusing more competition in the banking sector would engender greater financial stability which is in line with the competition-stability view in the literature or the theoretical work of Boyd and De Nicolo (2005) . However while encouraging competition, the RBI should be cognizant about pressures on capital and liquidity buffers of banks. Therefore, any strategy on entry of new banks has to be carefully coordinated with supervisory efforts and macro-prudential policy in order to derive the benefits of greater competition in the banking industry. In recent years the RBI has been trying to open up the banking sector to new entrants. The regulator is currently reviewing applications for setting up new banks. As the RBI is India's banking regulator as well as monetary policy authority, it would do well to calibrate its bank licensing policy with macroprudential efforts due to the close relationship between competition and risks evidenced above. 
Risk Variables
Default Risk Default risk is measured by gross NPAs to gross advances. A higher NPL ratio indicates a higher proportion of problematic loans in a bank's overall portfolio and increases its exposure to credit risk.
Asset Risk
Asset risk is measured by the ratio of loan loss provisions to total assets. While higher provisions helps to absorb losses in a better fashion, making such banks less prone to bankruptcy, but in case of India where provisioning is pro-cyclical, the ratio is a backward looking indicator of the quality of assets on a bank's books. Therefore a higher ratio would indicate inferior asset quality i.e. higher asset risk.
Market Risk
Market risk is measured by the ratio of interbank borrowings to total borrowings. A high value of this ratio for a bank indicates that it relies more on interbank borrowing and faces higher risk arising from movements in interest rates. Interbank markets are vital for banks' liquidity management when interbank markets function smoothly in normal time. However, in crisis periods, overreliance on interbank borrowing can lead to liquidity problems.
Capital Risk
Capital risk is measured by the capital buffer of banks given by the ratio of equity to total assets. It reflects to what extent a bank's total assets are funded by equity capital. A bank with a lower ratio indicates higher risk and vice versa.
Liquidity Risk
Liquidity risk is the risk that a bank faces of insufficient liquidity in order to meet its liabilities as and when they fall due. It is measured by the liquidity buffer or the ratio of liquid assets to total assets. The higher the ratio, the lower is the liquidity risk a bank faces.
Concentration Variables
CR5
The n-bank concentration ratio, denoted by CRn, measures the share of the industry's n largest banks with respect to a measure of total industry size. The most widely used size measures are based on loans, deposits and assets. CRn = Σ si where si is the share of the i'th largest banks in total loans, deposits or assets of a particular bank segment. Further, si = xi/Σ xi , where xi is the market share of bank i in total assets of the banking segment. CRn for n = 3, 4, 5 or 8 are among the most widely quoted n-firm concentration ratios. We use CR5 for assets, deposits and loans. HHI The Herfindahl-Hirschman Index (HHI) is calculated as HHI = Σ si 2 where si is the market share of bank i in the total assets of a banking segment. In an industry where there is a single monopoly producer, HHI = 1. In an industry with n banks, the maximum possible value of the HHI is 1 while its minimum possible value is 1/n.
Competition Variable H-Stat
The H-statistic is calculated from a reduced form revenue equation in which factor price inputs and bank outputs are related. Since this approach observes bank's reaction to changes in input prices, the H-statistic equals the sum of the coefficients of input price factors with respect to bank revenue. 0<H<1 can be interpreted as a measure of the intensity of competition, with higher the value, higher intensity of competition. Under perfect competition, H=1.
Bank Specific Controls
Return on Assets
ROA reflects the ability of a bank's management to generate profits from its assets. It is calculated as ROA= Profit during the year/Total Assets.
Size An important part of bank policy making is trying to understand which size helps banks in managing risk better. It is measured by the log of total assets.
Macroeconomic Control
GDP Growth Rate High levels of GDP growth occurring during an upswing of business cycle might engender good business opportunities for banks. It is measured by annual growth rate of real GDP. CR5a= assets of the 5 largest banks; CR5d= deposits of the 5 largest banks; CR5l= loans/advances of the 5 largest banks 
