An efficient and general method for the analytic computation of the nonandiabatic coupling vector at the multireference configuration interaction ͑MR-CI͒ level is presented. This method is based on a previously developed formalism for analytic MR-CI gradients adapted to the use for the computation of nonadiabatic coupling terms. As was the case for the analytic energy gradients, very general, separate choices of invariant orbital subspaces at the multiconfiguration self-consistent field and MR-CI levels are possible, allowing flexible selections of MR-CI wave functions. The computational cost for the calculation of the nonadiabatic coupling vector at the MR-CI level is far below the cost for the energy calculation. In this paper the formalism of the method is presented and in the following paper ͓Dallos et al., J. Chem. Phys. 120, 7330 ͑2004͔͒ applications concerning the optimization of minima on the crossing seam are described.
I. INTRODUCTION
Analytic gradients with respect to nuclear coordinates are crucial for the determination of stationary points on the energy hypersurface of polyatomic molecules. Most of the methods available are based on single-reference approaches and have been applied very successfully to the calculation of energy minima and saddle points of electronic ground state surfaces. [1] [2] [3] [4] [5] For electronically excited states the situation is usually much more complicated. Single-reference methods can give good results in special cases, such as vertical excitations, but are usually not sufficient for general surveys of energy surfaces. In this latter case, geometry optimizations are being frequently performed using the complete activespace self-consistent field ͑CASSCF͒ method. However, results obtained with this method are often not satisfactory since it lacks dynamic electron correlation effects. Multireference configuration-interaction ͑MR-CI͒ methods provide stable and robust procedures for the investigation of entire energy surfaces. Analytic gradients for MR-CI methods have also been developed [6] [7] [8] [9] [10] [11] and applied successfully. Recently, a generally applicable implementation of excited-state MR-CI gradients using molecular orbitals ͑MO's͒ computed by means of a state-averaged multiconfiguration self-consistent field ͑SA-MCSCF͒ calculation has been reported by Lischka, Dallos, and Shepard. 12 This method is based on a formalism developed by Shepard et al. [9] [10] [11] and has been implemented into the COLUMBUS program system. [13] [14] [15] [16] One major advantage of this approach is the detailed analysis of invariant orbital subspaces at the MCSCF and CI levels, allowing very general selections of MR-CI wave functions independent of the choice of the space of configuration state functions ͑CSF's͒ in the MCSCF calculation. Moreover, the cost for the computation of the analytic MR-CI gradient is only a fraction of the cost for the computation of the CI energy basically allowing the computation of the gradient in any case for which the energy calculation is feasible.
In the investigation of energy surfaces of excited states a completely new feature arises in addition to minima and saddle points on individual energy surfaces: the conical intersection of two energy surfaces. The properties of these intersections have been analyzed in detail. [17] [18] [19] [20] [21] [22] [23] [24] For further references see, for example, Refs. 25-27. Conical intersections play a fundamental role in photochemical and photophysical processes since they can act as funnels allowing rapid radiationless transfer between different electronic states. 27 The intersection space 17, 23 is of dimension N-2 ͑N is the number of internal degrees of freedom͒ in the case of the intersection between two states of the same symmetry. Extensive effort has been spent in order to develop efficient methods for the determination of the minima on this crossing seam ͑MXS͒. 28 -33 In order to perform these optimizations the gradient of the energy difference E J,x ϪE I,x with respect to a nuclear coordinate x for two states I and J and the derivative of the coupling matrix element with respect to a nuclear coordinate ͗c 33 It is the purpose of this paper to present the formalism for the analytic computation of nonadiabatic coupling terms for MR-CI wave functions based on the aforementioned new MR-CI gradient method developed by Shepard and co-workers 11, 12 following the ideas of Lengsfield, Saxe, and Yarkony 34 and Saxe, Lengsfield, and Yarkony. 35 In this way the advantages offered by the new MR-CI gradient approach should be made accessible also to the computation of nonadiabatic coupling terms. In the subsequent paper 36 ͑Paper II͒ these new features will be used for the determination of the MXS of interesting chemical problems.
II. FORMALISM
The evaluation of the nonadiabatic coupling matrix element between two states I and J
within the framework of the MR-CI approach has been described by Lengsfield, Saxe, and Yarkony 34 and Saxe, Lengsfield, and Yarkony. 35 The subscript r in Eq. ͑1͒ denotes integration over electronic coordinates. The wave function ⌿ l (r;R)ϵ⌿ I (R) is defined in terms of the CSF's i (r;R) as
The CI coefficients c i I are determined from the matrix eigenvalue problem
with
H is the standard nonrelativistic Hamiltonian operator. The MO's used for the construction of the i (r;R) are obtained from a state-averaged MCSCF calculation. 12, [37] [38] [39] The matrix element f JI (R) x can be divided into two contributions ͑for more details see
͑7͒
The subscript CSF in Eq. ͑6͒ indicates a scalar product in the CSF space. By differentiation of the CI matrix eigenvalue problem defined in Eq. ͑3͒ it can be shown ͑see also e.g., Refs. 34 and 35͒ that the CI contribution f JI CI (R) x can be rewritten as
With the definition
the alternative formulation
is obtained. 40 had been adopted in their investigation. As already mentioned above, in this work the formalism developed by Shepard and co-workers 11, 12 will be used and extended in an appropriate way because of the greater generality of this approach. This formalism is based on successive MO transformations and respective transformations of the Hamiltonian in second-quantized form clearly separating essential MO transformations and invariant orbital spaces at the SA-MCSCF level from respective properties of the MR-CI wave function. A reference orbital basis ⌽ C (R) using the MO coefficients C(0) at a reference geometry Rϭ0 and the row vector of atomic orbitals (R) is defined as
The geometry-dependent overlap matrix S C (R) in terms of ⌽ C (R) is used to generate the basis ⌽ S (R):
.
͑12͒
This basis is orthonormal at all nuclear displacements. Alternative, natural connection schemes have been developed by Olsen et al. 42 and Ruud et al. 43 The energy-optimized MCSCF orbitals in terms of the essential orbital rotation parameters are defined by means of the antisymmetric matrix K MC (R):
The transformation given by Eq. ͑13͒ will not always determine the MCSCF orbitals in a unique way. In the case of redundant orbital spaces ͑for an extended discussion see Refs. 10 and 44͒ the MCSCF energy will be invariant under rotations within the redundant orbital space. A further transformation
is introduced in order to resolve these redundancies. Orbital resolution is considered on the basis of two criteria. In case of natural orbital ͑NO͒ resolution the state-averaged MCSCF one-electron density matrix D
MC (R)
Z is required to be diagonal within a given subspace, i.e.,
͑15͒
For canonical Fock orbital resolution the Fock matrix
is diagonalized within a given subspace, resulting in the condition
are the one-and two-electron integrals in the resolved MO basis. The Fock matrix Q MC of Eq. ͑16͒ should not be confused with the CI Fock matrix F Jl CI to be defined later.
It should be noted that essential and redundant orbital rotations belong to disjoint subsets, i.e., a rotation between orbitals i and j is either essential or redundant, but cannot occur at the same time. Moreover, several subblocks of redundant orbital spaces may exist, and each of them can be resolved independently. For further discussions on the block structure of the K MC and Z MC matrices, see Refs. 10 and 11. In the subsequent discussion it is assumed that at the reference point the orbitals are energy optimized and resolved. This assumption implies that the equalities
hold at the reference point 0. Based on the transformation matrices defined in Eqs. ͑13͒ and ͑14͒, corresponding operators K MC and Z MC are constructed. The former is defined in terms of the matrix
where the E rs are spin-averaged excitation operators. 44 The vector k MC collects the unique elements of the matrix K MC such that k (rs) MC ϭK rs MC for rϾs and ͑rs͒ is a combined vector index. The operator Z MC is defined analogously based on the matrix Z MC . Using these definitions, a geometry-dependent effective Hamiltonian operator 11, 12 
is constructed, where H S is defined in terms of the basis ⌽ S ͓Eq. ͑12͔͒. Differentiation of H Z (R) with respect to a nuclear coordinate and computing the matrix element between the two states I and J gives f J,I
CI (R) x of Eq. ͑9͒ as
where
is the wave function for state I in the resolved MO basis and
x at the reference geometry gives in complete analogy to Eqs. ͑264͒-͑272͒ of Ref. 10 ,
The last two terms are combined for the purpose of later reference as
The orbital gradient terms f orb,JI CI can be evaluated following the procedure given in Ref. 44 , Eqs. ͑157͒-͑160͒, leading to the following expression:
P rs interchanges the orbitals r and s, and the operators e stuv are given as e stuv ϭE st E uv ϪE sv ␦ tu . Only the symmetric one-and two-particle transition density matrices D JI CI and d JI CI are required since ͑i͒ explicit symmetrization in the indices u, s for E us and s, t for e stuv is performed; ͑ii͒ the symmetry of the two-electron integrals in u, v leads to the respective symmetry of d stuv CI,JI ; and ͑iii͒ e rstu ϭe turs . In the trace operation in Eq. ͑23͒ ͑first two terms͒ the permutation symmetry of the one-and two-electron derivative integrals also projects onto the symmetric component of the transition density matrices. Therefore, only the symmetric components of the one-and two-particle density matrices are required for the evaluation of f JI
x . The contribution of the redundant orbital transformations to the gradient ͓last term in Eq. ͑23͔͒ can be rewritten taking into account the specific properties of Fock matrix or NO resolution ͑see Refs. 10 and 11͒. In the case of the Fock resolution this leads to
and for NO resolution
is obtained. The symmetric matrices A rs Q and A rs D are defined to be zero everywhere except in the redundant orbital subspaces referred to in Eqs. ͑26͒ and ͑27͒.
The one-particle and two-particle MR-CI transition density matrices are used only for the trace operations of the first two terms in Eq. ͑23͒ and for the computation of the CI Fock matrix of Eq. ͑25͒. The other quantities in Eq. ͑23͒, k MC (0)
x and z MC (0) x , are determined by the SA-MCSCF procedure in exactly the same way as in case of the MR-CI gradient. Therefore, it is possible to proceed with Eq. ͑23͒ in the same way as for the MR-CI gradient case IϭJ. The steps for the evaluation of contributions of redundant orbital rotations ͓Eqs. ͑26͒ and ͑27͔͒ have been described in detail in Refs. 10 and 11. Using these results, Eq. ͑23͒ can be written as
The vector p MC collects the variation of the CSF mixing coefficients for all states included in the MCSCF state averaging procedure. In addition to the CI orbital gradient f orb CI,JI occurring in Eq. ͑23͒, the treatment of redundant orbital rotations has led to new orbital and CSF gradient terms given in Eq. ͑28͒. Superscripts D and Q indicate the origin of those terms as coming from the NO and Fock resolution, respectively. Using the coupled perturbed MCSCF equations and the matrix turnover rule by Handy and Schaefer 45 allowstogether with further transformations explained in detail in Refs. 10 and 11-the formulation of f JI CI (0) x in terms of traces of effective density matrices with one-and twoelectron derivative integrals:
The additional density matrices indexed by ⌳ and have their origin in the solution of the coupled perturbed MCSCF equations mentioned above. Back transformation of the traces to the basis ⌽ C and finally to the atomic orbital ͑AO͒ basis leads to the final expression where the resolved MO's ⌽ Z (R) of Eq. ͑14͒ have been used and the superscript x again denotes differentiation with respect to a nuclear coordinate. Expanding ⌽ Z (R) as
differentiation with respect to a coordinate x and evaluation at the reference geometry gives
where the property that K MC (0)ϭ0 and Z MC (0)ϭ0 has been used since the orbitals are optimal and resolved at the reference point. ⌽ S (0) x is obtained from Eq. ͑12͒ ͑see also Refs. 7 and 41͒ by differentiation and evaluation at the reference point as
The equalities S C (0)
ϭ1 and ͓S
x have been used ͑see Refs. 9 and 10͒. Using the equality ⌽ S (0)ϭ⌽ C (0) at the reference point insertion of Eq. ͑34͒ into Eq. ͑33͒ leads to
Multiplication of a component ⌽ Z (0) s x of Eq. ͑35͒ by ⌽ C (0) r , integration, and evaluation at the reference point gives for f orb CSF (0) rs x defined in Eq. ͑31͒
The first two terms in Eqs. ͑36͒ and ͑37͒ can be combined to an antisymmetric matrix
͑38͒
Using Eqs. ͑36͒-͑38͒, the following final expression is obtained for the CSF contribution f JI
C. The total contribution f JI "R… (0) x in Eq. ͑24͒ such that the coupled perturbed MCSCF equations need to be solved only once. In order to achieve this goal one has to keep in mind that the CI contribution has finally to be divided by E I ϪE J ͓see Eq. ͑10͔͒. Thus, the total nonadiabatic coupling element at a given reference geometry f JI (0) x is written as
Accordingly, the terms f JI CI,KZ (0) x ͓Eq. ͑24͔͒ and f JI CSF,KZ (0)
x ͓Eq. ͑40͔͒ are combined as
Inserting Eqs. ͑25͒, ͑26͒, and ͑27͒ into f JI CI,KZ (0) x and using Eq. ͑40͒, one obtains for Eq. ͑42͒ the following expression broken up according to the contribution of essential rotations,
redundant rotations in the Fock resolution case,
and redundant rotations for NO resolution,
In comparison with Eqs. ͑25͒, ͑26͒, and ͑27͒, Eqs. ͑43͒-͑45͒
show that the combination of the CI and CSF contributions to the nonadiabatic coupling elements can be expressed in a straightforward way by a modified orbital gradient f orb,JI CIϩCSF and the modified matrices A Q,CIϩCSF and A
D,CIϩCSF
. Therefore, the steps leading from Eq. ͑23͒ to Eq. ͑28͒ can be applied in a completely identical manner using these modified quantities. Using Eqs. ͑23͒, ͑24͒, ͑39͒, ͑40͒, and ͑42͒-͑45͒, f JI CIϩCSF (0)
x defined in Eq. ͑41͒ is written as
is evaluated in complete analogy to Eq. ͑23͒, leading to
͑47͒
Using the coupled perturbed MCSCF equations, the last term in Eq. ͑47͒ can be transformed by means of the same steps that have been used for the transformation of Eqs. ͑28͒ and ͑29͒, leading to the following expression:
Back transformation to the AO basis gives the final result for the total nonadiabatic coupling vector
For comparison, the analytic gradient based on stateaveraged MCSCF orbitals given in Ref. 12, Eq. ͑46͒ has the following form:
The close similarity with Eq. ͑49͒ is obvious. The main differences are the factor (E I ϪE J ) Ϫ1 in Eq. ͑49͒ and the trace operation involving the antisymmetric one-particle transition density matrix.
D. Analysis of invariant orbital subspace transformations
The CI contribution f J,I CI (0) x defined in Eq. ͑23͒ depends through the last term on the resolution of invariant subspaces. It has been shown in Ref. 10 where D rs JI,a is an element of the antisymmetric transition density matrix. Therefore, resolution terms derived from Eq. ͑51͒ will appear in Eq. ͑23͒ even though this orbital pair belongs to the same CI-invariant orbital subspace. Consequently, the entire CI contribution f JI CI,x will depend on the specific choice of orbital resolution. However, this resolution-dependent term goes toward zero when geometries of a conical intersection (E J ϪE I →0) are approached. Thus, in search algorithms for conical intersections ͑see, e.g., Refs. 46 and 47͒ using f JI CI,x , the search path will depend on the orbital resolution, but the final result will be independent of the resolution of invariant orbital spaces of the CI wave function. Insertion of Eq. ͑51͒ into Eqs. ͑44͒ and ͑45͒ shows that the f orb,rs CIJI term cancels exactly against the corresponding CSF contribution. Only orbital pairs r,s contribute to the sums in Eqs. ͑44͒ and ͑45͒, respectively, if they belong to an invariant subspace at the MCSCF level, but are essential rotations at the CI level.
III. PROGRAM IMPLEMENTATION
Following the derivations of Sec. II, the following main program steps are carried out:
Step 1 (program step MCSCF): Perform an appropriate SA-MCSCF calculation at the reference geometry and store the necessary data ͑e.g., MO coefficients, MCSCF densities, MCSCF Hessian blocks͒ for the solution of the set of linear equations involved in the solution ͓Eq. ͑28͔͒ and following steps.
Step 2 (program step CIUDG): Compute the CI wave functions for states I and J.
Step 3 (program step CIDEN): Compute the corresponding symmetric one-and two-particle transition density matrices and the antisymmetric one-particle density matrix. Store these matrices on files. In order to avoid extensive programming the symmetric two-particle transition density matrix is computed from the two-particle density matrices as fol States I and J must be expanded in a common CSF expansion space for this identity to be used. For this reason, the calculation must be performed sometimes with reduced point group symmetry in order for the two intersecting states to appear to have the same irreducible representation symmetry label.
Step 4 (program step CIGRD): Compute the Fock matrix F JI,rs CI . Depending on the input options, compute the CI con-tribution f JI CI ͓Eq. ͑9͔͒ and f JI CSF ͓Eq. ͑7͔͒ separately or compute the total nonadiabatic coupling vector ͓Eq. ͑10͔͒. Solve the set of displacement-independent linear equations involved in the solution Eq. ͑28͒ ͑see also Refs. 10 and 11͒. The multiplication of the MCSCF Hessian subblocks C ͑or-bital rotation-CI vector rotation͒ and M ͑MCSCF CI matrix͒ times the expansion vector are performed directly from the list of two-electron integrals without storing these Hessian subblocks explicitly. Compute the total density matrices D tot,JI and d tot,JI ͓Eq. ͑48͔͒ and the respective Fock matrix F tot,JI in the MO basis.
Step 5: Transform the total density matrices back to the AO basis ͑program step TRAN͒ and perform the trace operations given in Eq. ͑49͒. For the latter step and for the last term in Eq. ͑49͒ the DALTON program package 48 is used. After execution of step 5 the nonadiabatic coupling vector is obtained in Cartesian components. Subsequently, the coupling vector can be transformed to internal coordinates if needed and can be used, e.g., for the determination of minima on the crossing seam ͑MXS͒ as described in Paper II. 36 In Table I metry ͑plane perpendicular to the molecular plane͒ in order to satisfy the common CSF expansion space requirement. The correlation-consistent polarized valence triple-͑cc-pVTZ͒ basis sets were used. 49 The COLUMBUS program system [13] [14] [15] [16] was used together with program modules taken from DALTON 48 for the calculation of the AO integrals and AO gradient integrals. The CI dimension was 2.5ϫ10 6 and the basis set consisted of 54 orbitals of aЈ and 34 of aЉ symmetry. For more information on this calculation, see Paper II.
One can see from Table I that the step in which the MR-CISD calculation is performed dominates the whole calculation. The calculation of the nonadiabatic coupling vector requires almost exactly the same time as one energy gradient. All three steps ͑two gradients and one nonadiabatic coupling vector͒ together take only 12% of the whole calculation.
IV. CONCLUSIONS
An efficient method for the analytic computation of the nonadiabatic coupling vector at the MR-CI level has been developed. This method is based on the formalism described previously for analytic MR-CI gradients 11, 12 and follows the ideas of Lengsfield, Saxe, and Yarkony 34 and Saxe, Lengsfield, and Yarkony 35 concerning the adaptation of MR-CI gradient techniques for the computation of nonadiabatic coupling terms. The main advantages of the MR-CI gradient method could be transferred to the calculation of the coupling vector: ͑i͒ the general treatment of the resolution of invariant orbital subspaces, which allows flexible selection schemes for the construction of MR-CI wave functions, and ͑ii͒ computational efficiency. The cost for the computation of the nonadiabatic vector is practically the same as that for the computation of the energy gradient. The latter requires the computer time of about one to two Davidson iterations of a CI calculation. The total computational cost for the two energy gradients for states I and J and the nonadiabatic coupling vector is still considerably less than the cost for the MR-CI calculation. Thus, it will usually be possible to compute these quantities as long as the MR-CI energy itself can be calculated allowing, for example, accurate searches for minima on the crossing seam. 
