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Abstract 
In this paper we show an approximation diffusion theorem for a stochastic integral equation 
on the plane driven by a two-parameter Wiener process. This result is obtained by means of the 
martingale problem approach for two-parameter processes. 
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I. Introduction 
The purpose of this paper is to investigate a diffusion approximation for a class of 
two-parameter processes. Carmona and Fouque (1994) have studied the limiting 
behaviour as r, tends to zero of the solution to the equation 
with boundary conditions X~,, = X],o = 1. 
The random field F appearing in (1.1) is of the form 
F(s, t)= ~ ~ Zk, l~[k-l.k)×[ l 1,/)(5, /'), 
k= l  I=1 
where {Zk, t, k >~ 1, 1 >~ 1} is an independent family of bounded, centered and identi- 
cally distributed random variables. The common variance of the Zk,tis denoted by 72. 
The main result of Carmona and Fouque (1994) is the following: For each S > 0 and 
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T > 0 the distribution of {X[d 0 ~< s ~< S, 0 ~< t ~< T} converges weakly as e tends to 
zero in the Banach space C([0, S] x [0, T])  of real-valued continuous functions on 
[0, S ]x [0 ,  T]  towards the unique solution {Xs,t, O<~s<~S, O<<.t<~T} of the 
Stratonovich equation 
dXs ,  = ~'X~.,odWs, t 
with boundary conditions Xo,t = X~,o = 1, where W is a two-parameter Wiener 
process. 
Our purpose is to extend this result to the nonlinear equation 
c~__X~.t _ 1 f , a(X~s ~) + b(X[t), s, t e [0, S] x [0, T]  
~s ~?t e 
with boundary conditions X~,, = Xs~o = x. In that case, X ~ converges in law towards 
the unique solution of the Stratonovich equation 
dXs,,  = w(X~. t )odW~.t  + b(X~.,), s, t e [0, S ]x  [0, T],  
with boundary conditions Xo,, = Xs.o = x, i.e. 
÷ 4 Jo a 'a (X , , , , )dudv  + b(X, ,~,)dudv. (1.2) 
This weak convergence is proved by means of the martingale problem approach, 
instead of using the direct proof given by Carmona and Fouque (1994). We use the 
equivalence between the existence and the uniqueness of the solution of a two- 
parameter martingale problem and the existence and the uniqueness in law for 
equation (1.2) (see Tudor, 1980). 
This paper is divided in two parts: In Section 2 we establish the equivalence between 
the martingale problem and the weak solution to equation (1.2). Section 3 is devoted 
to the characterization f the law of the limit of X ~ as ~ ~ O. 
2. Martingale problem for two-parameter stochastic differential equations 
Let (~2, Y,  P) be a complete probability space and let {~-~s,t, (s t) e [0, S ]x  [0, T]} 
be a family of sub-a-fields of ~ satisfying: 
(A) ~o,o contains all N e Y with P(N)  = O. 
(B) ~s.t -~ Ys,,,, for all s ~< s' and t <~ t'. 
(C) Yz= 0.,<z,-~, for all ze  [0, S] x [0, T] where z =(s, t )<z '  =(s ' , t ' )  means 
s < s' and t < t'. 
We will say that an .~z-adapted process M = {Mz, z 6 [0, SJ x [0, T]  } is a strong 
martingale if E(IM~I) < ors for all z~ [0, S] x [0, T], Ms.o = Mo., == 0 and 
E(As, tMs ,~, l~s . tVYs ,  T) = 0 for all (s, t) ~< (s', t'), 
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where A~.,M<,, = M~,.,, - M~,c - M<., + M~.t. Here (s, t) <~ (s', t') means s ~ s' and 
t<~t' .  
We will say that an ~-adapted  process M = ~M~, z ~ [0, S] × [0, T]  ~j is a martin- 
gale if E(IM_~I) < ~,c for all z ~ [0, S] × [0, T],  ~./~,,o - M0., = 0 and 
E(M~,,;, - Ms . , I -~ , , )  = 0 for all (s, t) <~ (s', t 't. 
An ,Y~ -r-adapted process (.Y's.~-adapted process) M = ~,M~, z ~ [0, S] × [0, T]  I is 
said to be a l-martingale (2-martingale)if E(IM:I) < m for all z c [0, S] × [0, T]  and 
E(Mv. , ,  - M~,clS~.r) = 0 for all s ~< s', t' e [0, T] ,  
(E(M.<.,. - M<.,l.~s.t) = 0 for all t ~< t', s '~ [0, S]). 
We will say that an ,~-:-adapted process M = ~M-, z ~ [0, S] x [0, T ] ]  is a weak 
martingale if E(]M_-I) < ~ for all z ~ [0, S] × [0, T]  and 
E(A~.,:~'lv.c[~-~.,) - 0 for all (s, t) <~ (s', t'). 
Every strong martingale is a martingale and every martingale is a weak martingale. 
Under the condition (D) below the class of processes which are 1- and 2-martingales 
coincide with the class of processes which are martingales. 
ID) For each (s, t)~ [0, S] x [0, T]  the o--fields -~-s,, and -#-~.r are conditionally 
independent given .)-~.,, i.e. 
for any bounded J -measurab le  random variable Y. 
In the sequel we will assume that the family of ~7-fields '~,)~, z c [0, S] × [0, T]  ', 
satisfies properties (A)-(D). 
We will say that a stochastic process a = ',a~.,, is, t) e [0, S] × [0, T]  } is increasing if 
/1~.,~;~..,, > 0 for all s ~< s', t ~ t'. 
An increasing process {a ..... (s, t) ~ [0, S] × [0, T]  I is said to be the compensator of 
a strong martingale {X, , , ,  (s, t) ~ [0, S] :,< [0, T]  ~ if 
E~(A~,,X<., , )2l .~s. ,  v .7~ .;.) = E'(A,.,av.,,l~,vs. , v .~. r )  for all s .<, s', t <~ t'. 
Definition 2.1. An ,~-Brownian sheet is a continuous, adapted process W { D~.,, 
(s, t) ~ [0, S] × [0, T ] )  such that W,,o = Wo., = 0 a.s. and for all s ~< s' and t ~< t' the 
increment A~.tW~,,, is independent of g~-s,,v-~,.r and is normally distributed with 
mean zero and variance (s' - s)(t '  tk 
Theorem 2.2. Let  { X~.,, (s, t) e [-0, S] × [0, T]  } be a cont inuous and ,~.~-adapted  pro- 
cess such that X~.o = Xo., = 0. The jb l low in9  assert ions are equivalent:  
(a) X is a;7 .Y~.t -Brownian sheet. 
(b) {X~.; I is a strong mart inga le  with compensator  equal  to st. 
(cl E [exp(OA~.,X, , . , ,  - ½02{s  ' - s ){ l '  - t))I,~'-S, t V L~, .T ]  = I .f()r eve;'), s < s', t < t', 
0~R.  
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Proof. Property (a) implies (b) because we have 
E(&,  X~,.,,lYs,~Vgs.,) = E(&,x~,,,,) = o 
and 
E((3~,, X~,, , , )2i~,T v f f  s, t) = E((As, tXs,,,) 2) = (s' - s)(t' - t) 
for all s < s', t < t'. 
In order to show that (b) implies (c) we introduce the process Y, = A~,,X,.,,, 
u c Is, S]. This process is a martingale with respect to the family of a-fields 
{~%,T V Ys,  t, U E [S, S]} with increasing process (u - s)(t' - t). Then applying the 
one-parameter It6 formula we obtain 
(( ) ) E exp 0Ys , -~(s ' - s ) ( t ' - t )  ~s, rv~s , t  =1,  
and (c) holds. Clearly (c) implies (a). [] 
Definition 2.3. Let x ~ ~ and consider two measurable functions a and b. Let 
O = C([0, S ]×[0 ,  T] )  be equipped with the Borel a-field ~. We denote by 
x = {x(s, t), (s, t) ~ [0, S] ×[0, T]}  the canonical process on (2, that is 
x(s, t)(@ = a~(s, t). Define ff~,t = a{x(u, v), u ~< s, v ~< t}. 
A probabil ity measure P on ~ is a solution of the martingale problem with respect 
to (x, a, b) if 
(1) x(s, O) = x(O, t) = x P-a.s. 
(2) For all (s, t) ~< (s', t') we have 
(i) E(A~,x(s',  t ' ) l~,Tv ~s,,) = E(A~,,B~, ,,iff,,Tv ~s,,) 
(ii) E((As.,(x(s', t') - Bs, t , ) )2 l~s,  T V f f  s, t) = E(As. tA , , ,c l~,T  v ~s,t)  ,
s I 
where Bs,, = ~oS~ob(x(u, v))dudv and A~,, = ~oSoaZ(x(u, v))dudv, i.e. x(s, t) - Bs, t is 
a strong martingale with compensator As,,, and we assume that E(As, T )< ~ and 
S T 
E(~o~o Ib(x(u, v)) ldudv) < oo. 
Remark. The Wiener measure is solution of the martingale problem with respect o 
(0, 1, 0). 
Definition 2.4. Let x e N and consider two measurable functions a and b. We call 
a weak solution of the stochastic equation 
Xs, t= x + f~ f l  a(X,,,,,)dW,,,,~ + f~ f l  b(X,, , , ,)dudv (2.1) 
a system {f2, Y ,  P, ~s,t, Ws, t, Xs, t, (s, t) ~ [0, S] x [0, T]}  where 
(1) {~s.t} is an increasing family of a-fields on the complete probability space 
(f2, ~, /~) ,  satisfying conditions (A) (D). 
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(2) {W~,,} is an ~%,,-Brownian sheet 
(3) X~,t is an ~%.t-adapted process uch that 
E'(fc l f l ra2(Xu,~,'dudv) <~,  E ' ( f ] f ( i "b(X~.~,"dudv)  <0¢, 
and the equality (2.1) holds P-a.s. 
Tudor (1977) showed the existence of a weak solution to Eq. (2.1) under the 
assumptions that a is continuous and satisfies the boundedness condition 
0 < cl <~ a2(x) ~< c2 for all x e N and b is measurable and bounded. Yeh (1985) has 
established the existence of a weak solution when the coefficients a and b are 
continuous, depend on the variables (s, t, e)) in a progressively measurable way, and 
satisfy an integrability condition. 
The following theorem establishes the equivalence between the martingale problem 
and the notion of weak solution. Tudor (1980) has proved this result when b is 
measurable and bounded and a is continuous and satisfies 0 < c~ ~< a2(x) ~< c 2. 
Theorem 2.5. Fix a, b measurable and bounded functions, and let x ~ R. There exists an 
equivalence between the existence and the uniqueness of the solution of the martingale 
problem with respect to (x, a, b) and the existence and the uniqueness in law of the 
solution to Eq. (2.1). 
Proofi Let P be a probability measure on (C([0, S] x [0, T]), ~)  solution of the 
martingale problem with respect to (x, a, b). Define Y~,, = x(s, t) - x - B~.~. We know 
that Y~,t is a strong martingale with compensator A~,t under P. There exists an 
ff%.,-Brownian sheet {!~'~,,} on an extension (f2, ~ ,  P) of (C([0, S] x [0, T]), ,~, P) 
where ,~., satisfies (A)-(D) such that 
Y~,, = a(x(u, v))dW,,~ P - a.s. (2.2) 
Hence Eq. (2.1) is satisfied. 
In order to show the converse implication, let {~, ,~', P, ~.~, ~, , ,  W~.,} be a weak 
solution of (2.1) and let P be the law of the process Xs.t on the space 
(C([0, S] x [0, T]), ~). Then for all s < s' and t < t' we have 
( ; ;  ) Ee A~,tx(s' ,t ')-  b(x(u,v))dudv[.ff~,rV,~s., 
=E~(As , ,Xs , , , , - f f ' f fb (X , . , , 'dudv l ,~sTV:~s , , )  
(;; ) = Ep ~ ~ ~ 0 a(X , , ,v )dWu, ,  ]Z~%.T v .~s ,  t = 
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and 
This completes the proof. 
Ep(As , ,X (S ' , t ' ) - f f f t "b (x (u ,v ) )dudv)2 l~, rV~s , t  ) 
= E,(As,,gs, t -- ff' f"b(g,,,v)dudv)2l~¢~,rV~s,,) 
=Eo( f f ' ; t t 'a2( '~ ,~)dudv[~, rV~'s , t )  
=Ep(f f ' f tVa2(x(u,v) )dudv]S~,rv~'~'s , t ) .  
[] 
3. Characterization of the limit law 
Let {X],,, s c [0, S], t e [0, T]} be the solution to the integral equation 
Xfofl f£fl X ~,,t = x + ~ F~(u, v)a(X~,, ~)dudv + b(X~,v)dudv, 
where (s, t) e [0, S] x [0, r ]  and x e N. 
Suppose that the coefficients a and b and the random field U(s, t) satisfy the 
following conditions: 
(i) a, b ~ ~(N) ,  that is a and b have continuous and bounded erivatives up to the 
third order, 
(ii) F(s, t) = ~k~ 1 ~,~= 1 Zk, l~[k -1 ,k)x [ l -1  ,l)( s, t), 
and F~(s, t) = F(s/e, t/e), where {Zk,~, k >i 1, 1/> 1} is an independent family of identi- 
cally distributed and centered random variables, E(zZ, t) = 72, such that IZk,t] ~ M for 
some constant M ~> 0. Henceforth, we will denote by C~, i ~> 1, a constant hat may 
depend on p, M, S, T and the coefficients of the equation. 
Lemma 3.1. Fix p >>, 2, There exists a finite constant C1 such that 
sup E(IX~,t] 2p) ~ C1. 
O <~ s<~ S
O<~t~T 
Lemma 3.2. F ix  p >>, 2. There is a constant C 2 such that E(lds,tX~, ,[ 2p) <~ C2(s' - s) p 
(t' - t) p for all O <~ s <~ s' <~ S, O <~ t <. t' <~ T. 
Lemmas 3.1 and 3.2 can be proved using the same arguments as in the proof of 
Propositions 4.1 and 4.2 of Carmona and Fouque (1994), respectively, Indeed, the 
s t 
additional term J'o ~o b(X,,v) du dv is easy to handle and the global Lipschitz property 
of a allows us to treat the term (I/e) ~o ~o F (u, v)a(X~,~,) du dv as in the linear case. Let 
us just sketch the proof of Lemma 3.1. 
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Proof of Lemma 3.1 (sketch). Define H] . ,=supo<_,<~.o< ,,E(IX',:,.,.I2v}. 
t_~ = c[u/'c]. Using the gipschitz property of a we can write 
Set 
X ~ E I ,~,,I ~< Ixl +- -  [U(u ,v ) l lA , . ,X , , , , Idudv  
+ F':(u, v)a(X~,,, + X ~ ':  .... -- X ..... )dudv 
) 
= IXI jr_ T 1 q- W 2 q- T 3. (3.1) 
The terms T~ and T2 are analogous to the summands appearing on the right-hand side 
of (20)in Carmona and Fouque (1994). Hence, using H61der's and Burkholder's inequali- 
,-s i t  ~, ties as in Carmona and Fouque (1994) we get E(I T,.I 2p) ~< C3(1 + Jo .,_~ H, , .dudvt and 
we conclude by Gronwal l 's  lemma. [] 
As a consequence of Lemma 3.2, the laws of [X],,; is, t} e [0, S ]x  [0, T],  c > 0~ arc 
tight on the Banach space C([0, S ]x  [0, T]).  
The following result will be the main tool in the characterization of the limit points 
of set of probabil ity laws {£f(X~), ~: > 0}. 
Theorem 3.3. Fix O <~ s < s' <~ S and O <~ t < t' <~ T. Then jbr  any fimctiotl 
~p ~: ZT (~", ~)  and for  any (sl . . . . .  s,! ~ [0, S]"; (tl . . . . .  t, ) ~ [0, T]"  such ttmt.lbr each 
i=  1 . . . . .  n, s~ < s or t~ < t, we have 
(a) lim,:.o E((A~,,X],t,  -- A~.tA~, ,)~p(X~,.t, , . . . ,  X~,,.t,,)) = 0, where ,4;., = .ill J'i~ 
1 . ,2 , ~: t: (a~ a a(X,,.,.) + b(X , .~) )dudv ,  
(b) l im,:~oE(((A~.,X~,,,  - A~.,A~,.,,) 2 -- A~.,B~,.,,)~p(X~,.,~, ..,X~,,.t,,)) = 0, where 
B]., = .!'~,.t'(, 7eae(X;,,3 du dr. 
Proof. Let us first prove part (a). We can assume that c < s' - s and c < t' - t. Set 
s =: c[s /@ and g c([s/~:] + 1). Define 
A,,,U~,.c = A , . ,X I ; , , , , -  A~.tA],,,. 
a(X~4~) d~dfi 
(k,l}~l* (k 1) (1 - 1) 
~,2 
4 
- - -  a 'a(X~.t~)d~d + R~,r,v.c, 
(k 1) ( l - l}  
(3.2) 
where I t: = {(k, l ) : [s/c] + 2 <~ k <~ [s'/v], It/el + 2 ~< / ~< [t ' /c] }, 
~) 
R~.,.~.,, a(X~,~) F~(~,fi) - ~-a'a(X~,/,) dc~dfi 
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and 
A t = [(s, t), (s', t')] \ (U,  _s'] x U, _t']). 
The residual term R~s.t,s,,, converges to zero in L*. In fact, from Lemma 3.2 we have 
E([R~.,,s, ,] 4) <~ C4IA~I 2. (3.3) 
Suppose that (u,v) belongs to the rectangle Ik, l = [E(k -  1),&] X[e( / -  1), d] .  
Consider the following decomposition of a(X~,~): 
~(X~,~) = e(X~IK_ 1),~(1- )) 
+ (G(Xeu, v) -- (7(X~(k- 1) ,v )  - -  G(Xe,e(l-  1))  "Jr- tT(Xee(k - 1) ,e ( l -  1 ) ) )  
+ (a(X~(k_ .,~) - a(X~(k- 1),~(1-1))) 
"~ (tT(Xe, e(l- 1))  - -  o'(X~(k-1),e(l- 1)) ) "  (3 .4 )  
Let us develop the second term of the sum 
G(Xeu, v) -- ¢r(X~(k-1),v) - -  (7(Xeu, e(l - 1)) -[- G(X~(k- i),~(l 1))  
f[  f[  02X ~ o,,(X:,~)OX~ OX:,~ = a 'tv~ ~ ~'P '~ d~dfl 
(k-l) ( l ,  t~ '~ '~ '77~ -+ c~3 
=Tl+r2 .  
The term 7"1 can be further decomposed as follows: 
T1 - Z~"lfe' f ]  o-'a(X~,p)d~dfl 
(k -  1) (l - D 
+ a'b(X~,~) dot dfi 
(k -  l )  ( l -  1) 
_ Zk, l (U -- e(k -- 1))(v -- e(l -- 1))aa'(X~(k-1),e(l-1)) 
£ 
+ ' (aa'(X~,p) - aa'(X~(k-1),e(l-l)))dc~dfl 
(k -  1) (1 -  1) 
+ #b(X~. p) dct dfl. 
(k - 1) (l - 1) 
So that, substituting the expressions (3.4) and (3.5) into (3.2) yields 
Zk, l 
arr'(X~, ~) du dv a(X~, ,~)dudv- , ,  (k-l) (l- l) g de(k-l) de(l- l)  
g2 2 , e = eZk.la(X~(k- l~.~(l- 1)) + ~ Zk,,a a(X~(k- 1),~(l- 1)) 
E 2 
2 , e e 
4 • tT~(Xe(k-1) 'e( l - l ) )  + Rk'l '  
(3.5) 
(3.6) 
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where 
R~, 72t~k f(~ = -- -4 .)~(k 1) a- 1) (a'a(X~'l~) -- a'a(X~Ik- l),~.(l 1))) d~ dfi 
(~'~(X~,~) 
-~ ~-  (k - l )  ( l -1)  :(k- l) ( l -1)  
a'a(X~(k 1),al- 1)))d'~dfi 1 du dv 
+ " a'b(X~,l~)dTd fl dudv 
C,, Ja (k -1 )  . )e ( I -1 )  : (k - l )  (l 1) 
+ Zk, l (a(X~,at -  1)) -- a(X~(k- 1).~(i 1)))du 
(k 1) 
4- Zk. l (a(Xge(k- l) ,v) --  cr(X~( k l ) ,~ : ( / -1 ) ) )dv  
(t l) 
+ .... a"(X~,~) ~X~,~ cX~,~ dad dudv  
g Oe(k -1)  Je ( l -1 )  !(k- 1) (l--1) tT~( ~/~ 
k,l ~- Rk, l  + Rk, t + Rk, t + k,t + k.t" 
Lemma 3.4. We claim that: 
l im E R~{ = 0 for j = 1, . . . ,6 .  (3.7) 
~:~0 (k, Y 
Proof.  Let us first show (3.7) for j = 1: 
E (k,El)~l . . . .  R~:~ < ~ (k,l)~l' (k- 1' (l- 1) (k 1) :(l-- 1) 
(a'a(X~.~) - #a(X~( k_ 1).~.(l- 1)))dc~dfl dudr 
Cs 
,~ , r (x~) l  ) <-~-  sup e ( I ,7 '~(X~, ) -  '  '~
Zl ~ z2 
x ~ (u -- r.(k - 1)y*(v - ~(l - 1))4dudv 
(k,l)eff (k - l )  ( / -11  
~< C6 sup E([a 'a(X~,) -  a'a(X~)['*). 
Iz~-z~ <~ 
Z1 ~ Z2 
This express ion converges to zero as ~:+0 because 
aa(X~)]  )<~ C())a'l l~E(la(X~,) a X ~_ 4 
+ [E((a(X~))S)]l/2[E(la'(X~,) - a'(Xg~)18)] ~'~) ~< C~a 2. 
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Proof  of  (3.7) for j = 2: 
E (a'a(X~, a) - a'a(X~(k - 1),~(t- 1))) da dfl 
(k,l)el '4  (k - l )  (1 - I )  
<~7EE (k,l)eU (k 1) ( l -  1) 
(t7'ty(X~,o)-tT't7(X~(k_t),e(l_l)))dctdfi) 4) 
C9/3 2. 
Proof  of (3.7) for j = 3: 
E ( I E Zk'l f elkk- l) ;£111 l) ( f elk-1) ;£1l 1} {Tlb(X~'fl ) d~ d~ ) du dU 'at )
(k, l)eI ~ g 
<<- ~6 ~ E tr'b(X~,a)dctd fl dudv 
(k,l)eI ~ (k- 1) ( l -  1) (k- 1) ( l -  1) 
t~)e (U -- g(k -- l))3(V -- ~(1 -- 1)) 3 
~<~--(k ,  r (k 1) U- i )  
x a' 4 dc~ u dv .p 
(k - l ) .  ( l - I )  
~< C12e 4. 
Proof  of  (3.7) for j = 5: 
o-(Xe(k-  1),e(l- )) dv  E Zk,l ((7(X~(k- l),v) - -   1) 
(k, U (l - 1 ) 
Cl3E E Z2, I (G(X~(k-1), v ) -  tT(S~( k 1),e(/-1))) dv  
(k, l)~l ~ (l - 1) 
<~ c" ~- ~, E (¢r(X~(k-,),~) - -  (r(X~(k-1),~(l-1)))dv 
(k, l)~l ~ (l - 1) 
Cl 5 ~, E(G(X~(k - 1), v) - -  cT(X~:(k - 1),~:(1- 1))) 4) dv  
(k,l)eU de(l- 1) 
C16 g2. 
The term j = 4 can be treated in a similar way. 
Proof  of (3.7) fo r j  -- 6: For ~ c [e(k - 1), ek], fl ~ [e(l - 1), eli using Lemma 3.2, we 
can deduce the fo l lowing inequalit ies: 
E(IXe~ -- X~( k 1),e(l_l)J 2p) ~ C17e p, (3.8) 
( ~Xe,fl 2p~ C18 (3.9) 
E 
8~ J~< e. -~- '  
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i ~ xzg ;~p\ 
E ~13 / ) ~ d' ' 3.10) 
Q (2'X~,fl 8X~ r ( / -1 )  2p~ (3.11) 
and 
8Xi,, c~Xi(k-~),e 2~) 
E ~fi  ~,fi ~ C21.  
3.12} 
Let us introduce the following expectation: 
I :=E  .... 
(1, i e 'd (k- 1) :(1- I) :(1 1) ( I -  1) 
c ~ e 4 t cX~,~3 ( X~,~ d~dfidudv 
× (a"(XLp)  - ~"(X~(k- ~).~(~-,d) 8::~ ,~fi 
C22 M4 
,<;4 
E (U - -  t;(k - -  1))30: - -  £(l -- 1)) 3 
(k,l)eP: (k- 1) (I - 1 ) 
(7 (X~,(k-1).~.(l 1 x E a" (X~. , ) -  " 
: (k-  l) (l 1) 
× J 
Applying (3.9) and (3.10) we get 
E (a"OG. , ) -~" (X~(k  . . , : . -~)))*  ~'~ ( s )  vvJ  
. e 8 '2 ~< [EE(a"(X~.,)-  a (X~(t 1).~(, 1))) ]] 
' &,fl 
Hence. 
I~<- -  C24M4f [k f [  l <a. E (U - -  g (k  - 1 ) )3 (u  - -  C(/ - -  1)) 3 
(k,l)~l': (k 1) (l 1) 
x d~dfidudr ~ C25 f:2. 
(k 1) ( l -  1) g-  
This means that in the term R~,i~' we can replace c; t =,~; by a"(X{(k ~,~:(~-~). 
Consider now the following decomposition of the product of the first-order 
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derivatives: 
~?X~,, ~aXe. OX~,~._ ~ aX~(~,_ ~),~ 
+ ~o~ t, a# o# 
~X~(k-l),fl (.~X~a, fl OX;,~:(l- 1)) 
+ a# \ a~ & 
(~Xe,fl ~Xe, e(l-l,~(~Xe--,fl ~Xee(k-l,,fl~ 
+\ a~ a~ ) \  a# T# ) 
We have for all u e [e(k - 1), ek], v e [e(l - 1), el], 
E v (~X~'e( / -  1) dXea'fl OXe(k-1)'fl dc~dfl 
<-(u-e(k-1))2P-l(v-e(l-1))2P-1; ff  C2~6 da dfl 
(k- l) (1- 1) ~P 
~< C27 e 3p, 
E(  fr f f,v /~X:,ff ~X~,e(l_t,~(~X:, fl 
< c2s(u  - dk  - 1) )2P(v - ~(1 - 1))2< 
From the estimates (3.14) and (3.15) we deduce 
E ,Y___, . . . . . . .  (7" (Xe( k_ 1),e(l- 1)) 
(k,l)eU S (k- l )  (/-1) (k- l)  (1-1) 
~X:,e(l-1)(~X~,fl ~X,(k-1),,~dc~dfldudv 
<<. C29e 2, 
and 
OX~(k- 1),p'~ dc~dfl 2p~ 
V # 7 
(3.13) 
(3.14) 
(3.15) 
.... ~"(X~k-  1~,~1- ~) E ~ Zkl 
(k,l)el ~ 'f" (k- l)  (/-1) (k- l)  (/-1) 
x k & & \ a# c~# 
C30/] 4". 
As a consequence, it only remains to study the contribution of the first term in the 
decomposit ion (3.12). Note that 
f i " f [ (3X~,~O-a)  OX:'k-1),#do~dfl(,,,~q_,)X~tk_l),,(t_l))= X ~ _ 
(k- 1) (l- 1) ~ Off 
x (X~_  , .~ - X~k-  ~. , , -  , ) .  
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Then, applying the two-parameter Burkholder's inequality we get 
E o"(X~(k ~),~t , )  
(k. l )el  ~ ~ ,J~(k-1) ,Y~(l-1) 
X (Xu, e( l_ 1) - -  Xs(k -  1),~( l -  l ) ) (X~(k  - l ) , r  -- X~(k 1),~(l 1 ) )dudv  
~<C31E( V Z~,l 
- -X t (k  1),~(l- 1)) du x (X,.~(l- I) 
\ 0~(k- 1) 
x ( ~(k- 1).,, - X~.k -  1),~(l- 1)) dv 
\ .)e(l- 1) 
(k,l)~l ~ \ \  rig(k-- l) 
x (X~(k- I~,~, -- X,:(k- ,),~(~- 1))dv 
\ de(l- 1) 
(k, l)el ~ (k - 1 ) 
( ( fe l  X e /~8~1/2/ x /~ ( ~(~:. ,~ - x~(~ . ,~( l -  . )~  ~< C .~ ~. 
(~- ~) 
This completes the proof of Lemma 3.4. [] 
Now we continue with the proof of part (a) of Theorem 3.3. We claim that 
+ (Z2.~ - 72)o-'~(X~(k- 11.~(,- 1,) .~,., . . . . .  
In fact, ifc is small enough the random variables X~k-  11,~(1 11 and q~(X;1,,, ..., X~,,,,,,) 
are independent of Zk, z and moreover E(Zk,~) = 0 and E(Z2.~) = 7 2. Taking into 
account (3.2), (3.3), Lemma 3.2 and (3.16), the proof of part (a) is complete. 
Let us now turn to the proof of part (b). We have to estimate (A~,, U~, ,, )2 _ A ~., B;,. ~,. 
From (3.4) and (3.6) we have 
(k,l)el ~ 
~_~,t_ ,k ,  ~'72 __ ,2v )(Y(T(Xe(k_ 1 '  e ,~ l -x) )  + R~.t,~,r,~~ (3.17) 
where l im~o E([/~],,,~, , [ 4) = 0. 
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We decompose As,,B~,,, as follows: 
As,tBes',t' = 2 g2~2a2(X~(k-1),a(  l 1)) -]- es,  t,s',t', (3 .18)  
(k. I)~l ~ 
where l im~o E(l/~s.,,~, r[) = 0. 
Using (3.17) and (3.18) we have 
lira E([(As.tU;, ,,) 2 - A,.,B~, t,]~o(X~,,t,, .... X~,,,,,)] 
e~O 
82 17 2 2 ~ e 
= lim E aZk, w(X~(k- 1),~(~- 1)) + ~- ~=k,l -- Y )a a(X~(k- 1),~(,- 1)) 
e~0 (k, I ~ 
--  "~ IS (7 (Xe(k_l),e(i  l ) )  (~(s , , t , , . . . ,Xse , , , , )  O, 
(k, l)~l ~ 
because (( )2) 
,~2 t7  2 92 / e E Z eZk,,~(X~(~-~).~(,-.)+Tt-~k,,--~ )(; (X~(k-U.~(~ )) 
(k, I)~I e 
E (  ~l)e 2 2 2 e = ,9, Zk, l(7 (Xe(k_ l ) ,e( l -1) )  
(k, I ~ 
E 4 
At- ~ (Z2,1 -- ~22)2(O"O')2(X~(k-  1) ,e( l -  1)) 
) + ~ z~, , ( zL ,  - ~)( ( ; '~) (x~(~ . ,~( , _ . )  , 
(~ l )e  ~4~ --'ve'~2:o'to'"2lXe l imE (Z2a )' ) t ) t ~(k-1).~(~-~)) 
e~O (k, i ~ IO  
~- ~ Zk, l(Zk, l - ~2)(O"O'2) (X~(k -1) ,e ( l  1)) = O, 
and 
e (Zk . , -~)a  (X~(k-1),~(/-1)) ~0( ~,,,,, . . . . . .  ,°) 0. 
e~ 0 (k, I)el t 
This completes the proof of the theorem. [] 
The preceding results allow us to establish the convergence in distribution of the 
family X~s,t introduced in Section 2. 
Theorem 3.5. The distribution of {X~,t; 0 <~ s ~ S, 0 <~ t ~ T} converges weakly as 
g, tends to zero on the Banach space C([0, S] × [0, T])  towards the law of the unique 
solution {Xs, t, 0 <, s <~ S, 0 ~ t ~ T} of the stochastic integral equation 
X~,=x+f~fiTa(X.,~)dW.,~+flfi(~a'a(X.,~)+b(X.,~))dudv. (3.19) 
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Proof. In Section 3 we have shown the tightness of the family of processes {X';.,, 
c > 0}. Therefore, it suffices to show that the limit distribution of any weakly 
~X~.,,n> 1}, e,, convergent sequence ( ~" ~,0, coincides with the law of the process X solu- 
tion of(3.19). In Section 2 we have shown that the limit of such a sequence is solution 
1 2 , 2.5 ,  of the martingale problem determined by (x, ~,,cr, b + a}' aa l- By Theorem X .... is 
a weak solution of (3.5). []  
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