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Abstract
The main goal of this paper is to study the discretization problem
for the hyperbolic cross trigonometric polynomials. This important
problem turns out to be very difficult. In this paper we begin a system-
atic study of this problem and demonstrate two different techniques –
the probabilistic and the number theoretical techniques.
1 Introduction
Discretization is a very important step in making a continuous problem com-
putationally feasible. The problem of construction of good sets of points in a
multidimensional domain is a fundamental problem of mathematics and com-
putational mathematics. We note that the problem of arranging points in a
multidimensional domain is also a fundamental problem in coding theory. It
is a problem on optimal spherical codes. This problem is equivalent to the
problem from compressed sensing on building large incoherent dictionaries
in Rd.
A prominent example of classical discretization problem is a problem
of metric entropy (covering numbers, entropy numbers). Bounds for the
ε-entropy of function classes are important by themselves and also have im-
portant connections to other fundamental problems. We give one new upper
bound for the entropy numbers in Section 5.
∗University of South Carolina and Steklov Institute of Mathematics.
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Another prominent example of a discretization problem is the problem
of numerical integration. It turns out that contrary to the numerical inte-
gration in the univariate case and in the multivariate case of the isotropic
and anisotropic Sobolev and Nikol’skii smoothness classes (see [17], Ch.2),
where regular grids methods are optimal (in the sense of order), in the case of
numerical integration of functions with mixed smoothness the regular grids
methods are very far from being optimal. Numerical integration in the mixed
smoothness classes requires deep number theoretical results for constructing
optimal (in the sense of order) cubature formulas.
A problem of optimal recovery is one more example of a discretization
problem. This problem turns out to be very difficult for the mixed smooth-
ness classes. It is not solved even in the case of optimal recovery in the L2
norm. It is well known (see, for instance, [3]) that the hyperbolic cross poly-
nomials play a fundamental role in approximation of functions from mixed
smoothness classes. The main goal of this paper is to study the discretization
problem for the hyperbolic cross trigonometric polynomials. This important
problem turns out to be very difficult. In this paper we begin a system-
atic study of this problem and demonstrate two different techniques – the
probabilistic and the number theoretical techniques.
Let Ω be a compact subset of Rd with the probability measure µ. We say
that a linear subspace XN (index N here, usually, stands for the dimension of
XN) of the Lq(Ω), 1 ≤ q <∞, admits the Marcinkiewicz-type discretization
theorem with parameters m and q if there exist a set {ξν ∈ Ω, ν = 1, . . . , m}
and two positive constants Cj(d, q), j = 1, 2, such that for any f ∈ XN we
have
C1(d, q)‖f‖qq ≤
1
m
m∑
ν=1
|f(ξν)|q ≤ C2(d, q)‖f‖qq. (1.1)
In the case q = ∞ we define L∞ as the space of continuous on Ω functions
and ask for
C1(d)‖f‖∞ ≤ max
1≤ν≤m
|f(ξν)| ≤ ‖f‖∞. (1.2)
We will also use a brief way to express the above property: the M(m, q)
theorem holds for a subspace XN or XN ∈ M(m, q). Relation (1.1) allows
us to discretize the Lq norm of any element in XN with respect to the net
{ξν}mν=1. Here we concentrate on the periodic case of d-variate functions.
Thus in our case Ω = Td, µ is a normalized Lebesgue measure on Td. We
study the Marcinkiewicz-type discretization theorems for subspaces of the
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trigonometric polynomials. Let Q be a finite subset of Zd. We denote
T (Q) := {f : f =
∑
k∈Q
cke
i(k,x)}.
We briefly present well known results related to the Marcinkiewicz-type
discretization theorems for the trigonometric polynomials. We begin with
the case Q = Π(N) := [−N1, N1] × · · · × [−Nd, Nd], Nj ∈ N or Nj = 0,
j = 1, . . . , d, N = (N1, . . . , Nd). We denote
P (N) :=
{
n = (n1, . . . , nd), nj − are nonnegative integers,
0 ≤ nj ≤ 2Nj , j = 1, . . . , d
}
,
and set
xn :=
(
2πn1
2N1 + 1
, . . . ,
2πnd
2Nd + 1
)
, n ∈ P (N).
Then for any t ∈ T (Π(N))
‖t‖22 = ϑ(N)−1
∑
n∈P (N)
∣∣t(xn)∣∣2 (1.3)
where ϑ(N) :=
∏d
j=1(2Nj + 1) = dim T (Π(N)).
In particular, relation (1.3) shows that for any N we have
T (Π(N)) ∈M(ϑ(N), 2). (1.4)
The following version of (1.3) for 1 < q <∞ is the well known Marcinkiewicz
discretization theorem (for d = 1) (see [21], Ch.10, §7 and [17], Ch.1, Section
2)
C1(d, q)‖t‖qq ≤ ϑ(N)−1
∑
n∈P (N)
∣∣t(xn)∣∣q ≤ C2(d, q)‖t‖qq, 1 < q <∞,
which implies the following generalization of (1.4)
T (Π(N)) ∈M(ϑ(N), q), 1 < q <∞. (1.5)
Some modifications are needed in the case q = 1 or q =∞. Denote
P ′(N) :=
{
n = (n1, . . . , nd), nj − are natural numbers,
1 ≤ nj ≤ 4Nj , j = 1, . . . , d
}
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and set
x(n) :=
(
πn1
2N1
, . . . ,
πnd
2Nd
)
, n ∈ P ′(N).
In the case Nj = 0 we assume xj(n) = 0. Denote N := max(N, 1) and
ν(N) :=
∏d
j=1N j . Then the following Marcinkiewicz-type discretization
theorem is known
C1(d, q)‖t‖qq ≤ ν(4N)−1
∑
n∈P ′(N)
∣∣t(x(n))∣∣q ≤ C2(d, q)‖t‖qq, 1 ≤ q ≤ ∞,
which implies the following relation
T (Π(N)) ∈M(ν(4N), q), 1 ≤ q ≤ ∞. (1.6)
Note that ν(4N) ≤ C(d) dim T (Π(N)).
In this paper we are primarily interested in the Marcinkiewicz-type dis-
cretization theorems for the hyperbolic cross trigonometric polynomials. For
s ∈ Zd+ define
ρ(s) := {k ∈ Zd : [2sj−1] ≤ |kj| < 2sj , j = 1, . . . , d}
where [x] denotes the integer part of x. We define the step hyperbolic cross
Qn as follows
Qn := ∪s:‖s‖1≤nρ(s)
and the corresponding set of the hyperbolic cross polynomials as
T (Qn) := {f : f =
∑
k∈Qn
cke
i(k,x)}.
The problem on the right Marcinkiewicz-type discretization theorems for the
hyperbolic cross trigonometric polynomials is wide open. There is no sharp
results on the growth of m as a function on n for the relation T (Qn) ∈
M(m, q) to hold for 1 ≤ q ≤ ∞, q 6= 2. Clearly, Qn ⊂ Π(2n, . . . , 2n), and
therefore the above discussed results give
T (Qn) ∈M(m, q), provided m ≥ C(d)2dn, 1 ≤ q ≤ ∞,
with large enough C(d). Probably, the first nontrivial result in this direction
was obtained in [15], where the set of points {ξν}pν=1 with p≪ 22nnd−1 such
that for all t ∈ T (Qn) inequality
‖t‖22 ≤
1
p
p∑
ν=1
|t(ξν)|2
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holds was constructed. Later a very nontrivial surprising negative result was
proved for q =∞ (see [6], [7], and [8]). The authors proved that the necessary
condition for T (Qn) ∈ M(m,∞) is m≫ |Qn|1+c with absolute constant c >
0. There are deep general results about submatrices of orthogonal matrices,
which provide very good Marcinkiewicz-type discretization theorems for q =
2. For example, the Theorem from [13] gives the following result
T (Qn) ∈M(m, 2), provided m ≥ C(d)|Qn|n (1.7)
with large enough C(d).
We now comment on a recent breakthrough result by J. Batson, D.A.
Spielman, and N. Srivastava [1]. We formulate their result in our notations.
Let ΩM = {xj}Mj=1 be a discrete set with the probability measure µ(xj) =
1/M , j = 1, . . . ,M . Assume that {ui(x)}Ni=1 is a real orthonormal on ΩM
system. Then for any number d > 1 there exist a set of weights wj ≥ 0 such
that |{j : wj 6= 0}| ≤ dN so that for any f ∈ XN := span{u1, . . . , uN} we
have (see [20])
‖f‖22 ≤
M∑
j=1
wjf(x
j)2 ≤ d+ 1 + 2
√
d
d+ 1− 2√d‖f‖
2
2.
In particular, this implies that the L2 Marcinkiewicz-type discretization the-
orem holds for the above XN with m ≥ cN in a modified form – we allow
general weights wj instead of weights 1/m in formula (1.1).
In Section 4 we show how to derive the following result from the recent
paper by S. Nitzan, A. Olevskii, and A. Ulanovskii [11], which in turn is
based on the paper of A. Marcus, D.A. Spielman, and N. Srivastava [10].
Theorem 1.1. There are three positive absolute constants C1, C2, and C3
with the following properties: For any d ∈ N and any Q ⊂ Zd there exists a
set of m ≤ C1|Q| points ξj ∈ Td, j = 1, . . . , m such that for any f ∈ T (Q)
we have
C2‖f‖22 ≤
1
m
m∑
j=1
|f(ξj)|2 ≤ C3‖f‖22.
Theorem 1.1, basically, solves the problem of the Marcinkiewicz-type dis-
cretization theorem for the T (Qn) in the L2 case. The reader can find some
more discussion of the L2 case in [20]. We also refer to the paper [5] for
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a discussion of a recent outstanding progress in the area of submatrices of
orthogonal matrices.
The most important results of this paper are in Section 2. We prove there
that for d = 2 (see Theorem 2.1)
T (Qn) ∈M(m, 1), provided m ≥ C|Qn|n7/2
with large enough C, and for d ≥ 3 (see Theorem 2.3)
T (Qn) ∈M(m, 1), provided m ≥ C(d)|Qn|nd/2+3
with large enough C(d). A very interesting open problem is the following.
Does the relation T (Qn) ∈M(m, 1) hold with m ≍ |Qn|?
The above results of Section 2 are obtained with a help of probabilistic
technique. We use a variant of the Bernstein concentration measure inequal-
ity from [2], the chaining technique from [9] (see also [18], Ch.4), and the
bounds of the entropy numbers from a very recent paper [19]. We note that
the idea of chaining technique goes back to the 1930s, when it was suggested
by A.N. Kolmogorov. Later, these type of results have been developed in the
study of the central limit theorem in probability theory (see, for instance,
[4]). The reader can find further results on the chaining technique in [14].
In Section 3 we extend the technique developed in Section 2 to the case
1 < q <∞. In this case we are only able to prove the following relation (see
Theorem 3.3)
T (Qn) ∈M(m, q), provided m ≥ C(d, q)|Qn|2−1/qna(d,q) (1.8)
with some large enough constants C(d, q) and a(d, q). A very interesting
open problem here is the following. Does the relation T (Qn) ∈ M(m, q)
hold for m ≥ C(d, q)|Qn|nc(d,q) with some constants C(d, q) and c(d, q)? As
we pointed out above, in the case q = 2 the answer to this question is ”yes”.
Moreover, we can take c(d, q) = 0 (see Theorem 1.1). This indicates that
our technique from Section 2, which works reasonably well for q = 1, is not
a good technique for q > 1.
As we already pointed out above the technique developed in Sections 2
and 3 is the probabilistic technique. This allows us to prove existence of
good points for the Marcinkiewicz-type discretization theorems but it does
not provide an algorithm of construction of these points. It would be very
interesting to provide deterministic constructions of points sets, which give at
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least the same bounds for m as the probabilistic technique does. In Section 4
we present a deterministic construction, which is based on number theoreti-
cal considerations. This technique works for any finite set Q ⊂ Zd. However,
it is limited to the case q = 2. Theorem 1.1 shows that for q = 2 the proba-
bilistic technique provides the Marcinkiewicz-type discretization theorem for
m ≥ C|Qn| with some large enough constant C. In Section 4 we only prove
the Marcinkiewicz-type discretization theorem for m ≥ C(d)|Qn|2 with large
enough constant C(d). However, we prove the Marcinkiewicz-type discretiza-
tion theorem in the strong form with C1(d, 2) = C2(d, 2) = 1. Namely, for a
given set Q we construct a set {ξν}mν=1 with m ≤ C(d)|Q|2 such that for any
t ∈ T (Q) we have
‖t‖22 =
1
m
m∑
ν=1
|t(ξν)|2.
The probabilistic technique developed in Sections 2 and 3 requires bounds
on the entropy numbers εk(T (Qn)q, L∞) of the unit Lq balls of T (Qn) in L∞.
This problem by itself is a deep and difficult problem. Recently, a new
method based on greedy approximation approach was developed in [19]. We
use results from [19] in Sections 2 and 3. Section 5 complements [19] by
results on the upper bounds for the εk(T (Qn)1, L∞), d ≥ 3.
2 TheMarcinkiewicz-type theorem in L1. Prob-
abilistic technique
We begin with two lemmas, which are analogs of the well known concentra-
tion measure inequalities (see, for instance [18], Ch.4). Lemma 2.1 is from
[2].
Lemma 2.1. Let {gj}mj=1 be independent random variables with Egj = 0,
j = 1, . . . , m, which satisfy
‖gj‖1 ≤ 2, ‖gj‖∞ ≤M, j = 1, . . . , m.
Then for any η ∈ (0, 1) we have the following bound on the probability
P
{∣∣∣∣∣
m∑
j=1
gj
∣∣∣∣∣ ≥ mη
}
< 2 exp
(
−mη
2
8M
)
.
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Lemma 2.2. Let {gj}mj=1 be independent random variables with Egj = 0,
j = 1, . . . , m, which satisfy
‖gj‖2 ≤ 2, ‖gj‖∞ ≤M, j = 1, . . . , m.
Then we have the following bound on the probability
P
{∣∣∣∣∣
m∑
j=1
gj
∣∣∣∣∣ ≥ mη
}
< 2
{
exp
(
−mη2
8
)
, η ≤ 4/M,
exp
(−mη
2M
)
, η > 4/M.
Proof. The proofs of both lemmas are similar. For completeness we give the
detailed proof of Lemma 2.1 from [2] and give a comment on the modifications
of this proof, which prove Lemma 2.2. We use the inequality ex ≤ 1+x+x2,
x ≤ 1. Then for 0 < λM ≤ 1 we have∫
exp(λgj)dµ ≤ 1 + λ2
∫
g2jdµ.
In the proof of Lemma 2.1 we bound
1 + λ2
∫
g2jdµ ≤ 1 + λ2‖gj‖1‖gj‖∞ ≤ exp(2λ2M).
In the proof of Lemma 2.2 we bound
1 + λ2
∫
g2jdµ ≤ 1 + λ2‖gj‖2 ≤ exp(2λ2).
Therefore, in the proof of Lemma 2.1 we get∫
exp
(
λ
m∑
j=1
gj
)
dµ ≤ exp(2mλ2M) (2.1)
and in the proof of Lemma 2.2 we obtain∫
exp
(
λ
m∑
j=1
gj
)
dµ ≤ exp(2mλ2).
We now demonstrate how to complete the proof of Lemma 2.1. The com-
pletion of proof of Lemma 2.2 goes along the same lines. Inequality (2.1)
implies
exp(λmη)P
{
m∑
j=1
gj ≥ mη
}
≤
∫
exp
(
λ
m∑
j=1
gj
)
dµ ≤ exp(2mλ2M).
Choosing λ = η/(4M) we complete the proof.
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We now consider measurable functions f(x), x ∈ Ω. For 1 ≤ q < ∞
define
Lq
z
(f) :=
1
m
m∑
j=1
|f(xj)|q − ‖f‖qq, z := (x1, . . . ,xm).
Let µ be a probabilistic measure on Ω. Denote µm := µ × · · · × µ the
probabilistic measure on Ωm := Ω × · · · × Ω. We will need the following
inequality, which is a corollary of Lemma 2.1.
Proposition 2.1. Let fj ∈ L1(Ω) be such that
‖fj‖1 ≤ 1/2, j = 1, 2; ‖f1 − f2‖∞ ≤ δ.
Then
µm{z : |L1
z
(f1)− L1z(f2)| ≥ η} < 2 exp
(
−mη
2
16δ
)
. (2.2)
Proof. Consider the function
g(x) := |f1(x)| − ‖f1‖1 − (|f2(x)| − ‖f2‖1).
Then
∫
g(x)dµ = 0 and
‖g‖1 ≤ 2‖f1‖1 + 2‖f2‖1 ≤ 2, ‖g‖∞ ≤ 2‖f1 − f2‖∞ ≤ 2δ.
Consider m independent variables xj ∈ Ω, j = 1, . . . , m. For z ∈ Ωm define
m independent random variables gj(z) as gj(z) := g(x
j). Clearly,
1
m
m∑
j=1
gj = L
1
z
(f1)− L1z(f2).
Applying Lemma 2.1 with M = 2δ to {gj} we obtain (2.2).
We now prove the Marcinkiewicz-type theorem for discretization of the
L1 norm of the bivariate hyperbolic cross polynomials.
Theorem 2.1. For any n ∈ N there exists a set of m ≤ C1|Qn|n7/2 points
ξj ∈ T2, j = 1, . . . , m such that for any f ∈ T (Qn) we have
C2‖f‖1 ≤ 1
m
m∑
j=1
|f(ξj)| ≤ C3‖f‖1.
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Proof. Proposition 2.1 plays an important role in our proof. It is used in
the proof of the bound on the probability of the event {supf∈W |L1z(f)| ≥ η}
for a function class W . The corresponding proof is in terms of the entropy
numbers of W . We now introduce the corresponding definitions.
Let X be a Banach space and let BX denote the unit ball of X with
the center at 0. Denote by BX(y, r) a ball with center y and radius r:
{x ∈ X : ‖x − y‖ ≤ r}. For a compact set A and a positive number ε we
define the covering number Nε(A) as follows
Nε(A) := Nε(A,X) := min{n : ∃y1, . . . , yn, yj ∈ A : A ⊆ ∪nj=1BX(yj, ε)}.
It is convenient to consider along with the entropyHε(A,X) := log2Nε(A,X)
the entropy numbers εk(A,X):
εk(A,X) := inf{ε : ∃y1, . . . , y2k ∈ A : A ⊆ ∪2kj=1BX(yj, ε)}.
In our definition of Nε(A) and εk(A,X) we require y
j ∈ A. In a standard
definition of Nε(A) and εk(A,X) this restriction is not imposed. However, it
is well known (see [18], p.208) that these characteristics may differ at most
by a factor 2.
We consider the case X is C(Ω) the space of functions continuous on a
compact subset Ω of Rd with the norm
‖f‖∞ := sup
x∈Ω
|f(x)|.
We use the abbreviated notation
εn(W ) := εn(W, C).
In our case d = 2 and
W := W (n) := {t ∈ T (Qn) : ‖t‖1 = 1/2}. (2.3)
The following result on the entropy numbers for the W is from [19]. Denote
T (Q)q := {t ∈ T (Q) : ‖t‖q ≤ 1}.
Theorem 2.2. We have for d = 2
εk(T (Qn)1, L∞) ≤ 2εk := 2C4
{
n1/2(|Qn|/k) log(4|Qn|/k), k ≤ 2|Qn|,
n1/22−k/(2|Qn|), k ≥ 2|Qn|.
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We note that by the following known (see [16]) Nikol’skii-type inequality
for the hyperbolic cross polynomials:
‖f‖∞ ≤ C(d)2n‖f‖1, f ∈ T (Qn) (2.4)
we get a bound εk(T (Qn)1, L∞ ≤ C(d)2n for all k. For small k this bound
is better than the one provided by Theorem 2.2. However, this improvement
of Theorem 2.2 for small k does not affect our bounds. For convenience we
use Theorem 2.2 in the above form.
Specify η = 1/4. Denote δj := ε2j , j = 0, 1, . . . , and consider minimal
δj-nets Nj ⊂ W of W in C(T2). We use the notation Nj := |Nj|. Let J be
the minimal j satisfying δj ≤ 1/16. For j = 1, . . . , J we define a mapping Aj
that associates with a function f ∈ W a function Aj(f) ∈ Nj closest to f in
the C norm. Then, clearly,
‖f −Aj(f)‖C ≤ δj .
We use the mappings Aj , j = 1, . . . , J to associate with a function f ∈ W a
sequence (a chain) of functions fJ , fJ−1, . . . , f1 in the following way
fJ := AJ(f), fj := Aj(fj+1), j = 1, . . . , J − 1.
Let us find an upper bound for J , defined above. Certainly, we can carry out
the proof under assumption that C4 ≥ 1. Then the definition of J implies
that 2J ≥ 2|Qn| and
C4n
1/22−2
J−1/(2|Qn|) ≥ 1/16. (2.5)
We derive from (2.5)
2J ≤ 4|Qn|+ C log n, J ≤ n+ C log n ≤ 2n (2.6)
for sufficiently large n ≥ C.
Set
ηj :=
1
16n
, j = 1, . . . , J.
We now proceed to the estimate of µm{z : supf∈W |L1z(f)| ≥ 1/4}. First
of all by the following simple inequality (2.7) the assumption δJ ≤ 1/16
implies that if |L1
z
(f)| ≥ 1/4 then |L1
z
(fJ)| ≥ 1/8.
|L1
z
(f1)− L1z(f2)| ≤ 2δ provided ‖f1 − f2‖∞ ≤ δ. (2.7)
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Rewriting
L1
z
(fJ) = L
1
z
(fJ)− L1z(fJ−1) + · · ·+ L1z(fI+1)− L1z(f1) + L1z(f1)
we conclude that if |L1
z
(f)| ≥ 1/4 then at least one of the following events
occurs:
|L1
z
(fj)− L1z(fj−1)| ≥ ηj for some j ∈ (1, J ] or |L1z(f1)| ≥ η1.
Therefore
µm{z : sup
f∈W
|L1
z
(f)| ≥ 1/4} ≤ µm{z : sup
f∈N1
|L1
z
(f)| ≥ η1}
+
∑
j∈(1,J ]
∑
f∈Nj
µm{z : |L1
z
(f)− L1
z
(Aj−1(f))| ≥ ηj}
≤ µm{z : sup
f∈N1
|L1
z
(f)| ≥ η1}
+
∑
j∈(1,J ]
Nj sup
f∈W
µm{z : |L1
z
(f)− L1
z
(Aj−1(f))| ≥ ηj}. (2.8)
Applying Proposition 2.1 we obtain
sup
f∈W
µm{z : |L1
z
(f)− L1
z
(Aj−1(f))| ≥ ηj} ≤ 2 exp
(
− mη
2
j
16δj−1
)
.
We now make further estimates for a specific m = C1|Qn|n7/2 with large
enough C1. For j such that 2
j ≤ 2|Qn| we obtain from the definition of δj
mη2j
δj−1
≥ C1n
3/22j−1
C5n3/2
≥ C1
2C5
2j.
By our choice of δj = ε2j we get Nj ≤ 22j < e2j and, therefore,
Nj exp
(
− mη
2
j
16δj−1
)
≤ exp(−2j) (2.9)
for sufficiently large C1.
In the case 2j ∈ (2|Qn|, 2J ] we have
mη2j
δj−1
≥ C1|Qn|n
3/2
C6n1/22−2
j−1/(2|Qn|)
≥ C1
C6
n|Qn| ≥ 2J+1
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for sufficiently large C1 and
Nj exp
(
− mη
2
j
16δj−1
)
≤ exp(−2j). (2.10)
We now estimate µm{z : supf∈N1 |L1z(f)| ≥ η1}. We use Lemma 2.1 with
gj(z) = |f(xj)| − ‖f‖1. To estimate ‖gj‖∞ it is sufficient to use the following
trivial Nikol’skii-type inequality for the hyperbolic cross polynomials:
‖f‖∞ ≤ |Qn|‖f‖1, f ∈ T (Qn). (2.11)
We note that it is known (see [16]) that inequality (2.11) can be improved
by replacing |Qn| by C(d)2n. Then Lemma 2.1 gives
µm{z : sup
f∈N1
|L1
z
(f)| ≥ η1} ≤ 2N1 exp
(
− mη
2
1
C|Qn|
)
≤ 1/4
(N1 = 4 here) for sufficiently large C1. Substituting the above estimates into
(2.8) we obtain
µm{z : sup
f∈W
|L1
z
(f)| ≥ 1/4} < 1.
Therefore, there exists z0 = (ξ
1, . . . , ξm) such that for any f ∈ W we have
|L1
z0
(f)| ≤ 1/4.
Taking into account that ‖f‖1 = 1/2 for f ∈ W we obtain the statement of
Theorem 2.1 with C2 = 1/2, C3 = 3/2.
We presented above a detailed proof of Theorem 2.1. This theorem only
applies to the case d = 2. The reason for this limitation is the use of The-
orem 2.2, which is proved in [19] only for d = 2. In Section 5 we prove a
weaker version of Theorem 2.2 that holds for all d. Replacing Theorem 2.2
by Theorem 5.3 in the proof of Theorem 2.1 we obtain the following result
for all d. We point out that for d = 2 Theorem 2.3 is weaker than Theorem
2.1.
Theorem 2.3. For any n ∈ N there exists a set of m ≤ C1(d)|Qn|nd/2+3
points ξj ∈ Td, j = 1, . . . , m such that for any f ∈ T (Qn) we have
C2‖f‖1 ≤ 1
m
m∑
j=1
|f(ξj)| ≤ C3‖f‖1.
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3 The Marcinkiewicz-type theorem in Lq, 1 <
q <∞. Probabilistic technique
In this section we demonstrate how the technique developed in Section 2 can
be extended to the case 1 < q ≤ 2. Theorem 2.3 shows that in the case
q = 1 the probabilistic technique provides existence of sets of points ξj ∈ Td,
j = 1, . . . , m, with m ≤ C1(d)|Qn|nd/2+3, for which the Marcinkiewicz-type
theorem holds in T (Qn). Clearly, it must be m ≥ |Qn| = dim T (Qn). Thus
the upper bound for m from Theorem 2.3 differs from the trivial lower bound
by an extra factor, which is a log-type factor in terms of |Qn|. The results
for 1 < q ≤ 2, which we present in this section are not of this form. They
only guarantee that m ≤ C(d, q)|Qn|2−1/qna. However, we do not know if it
could be improved to m ≤ C(d, q)|Qn|na for q 6= 2. We now proceed to the
detailed presentation. We need the following version of Proposition 2.1.
Proposition 3.1. Let fj ∈ Lq(Ω), 1 < q <∞, be such that
‖fj‖q ≤ 1/2, ‖fj‖∞ ≤Mq, j = 1, 2; ‖f1 − f2‖∞ ≤ δ.
Then
µm{z : |Lq
z
(f1)− Lqz(f2)| ≥ η} < 2 exp
(
− mη
2
C(q)M q−1q δ
)
. (3.1)
Proof. Consider the function
g(x) := |f1(x)|q − ‖f1‖qq − (|f2(x)|q − ‖f2‖qq).
Then
∫
g(x)dµ = 0 and
‖g‖1 ≤ 2‖f1‖qq + 2‖f2‖qq ≤ 2,
‖g‖∞ ≤ C1(q)M q−1q δ.
Consider m independent variables xj ∈ Ω, j = 1, . . . , m. For z ∈ Ωm define
m independent random variables gj(z) as gj(z) := g(x
j). Clearly,
1
m
m∑
j=1
gj = L
q
z
(f1)− Lqz(f2).
Applying Lemma 2.1 with M = C1(q)M
q−1
q δ to {gj} we obtain (3.1).
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We use the following known result on the Nikol’skii-type inequalities,
which gives an upper bound on Mq (see [16]).
Theorem 3.1. Suppose that 1 ≤ q <∞. Then
sup
f∈T (Qn)
‖f‖∞/‖f‖q ≍ 2n/qn(d−1)(1−1/q).
Using the same argument as in the proof of Theorem 2.1 we need to
bound from below
mη2j
Mq−1q δj−1
. For δj−1 we use the following known result from
[19] (see Theorem 7.3 there).
Theorem 3.2. Let 1 < q ≤ 2. Then
εk(T (Qn)q, L∞)≪
{
n1/2(|Qn|/k)1/q(log(4|Qn|/k))1/q, k ≤ 2|Qn|,
n1/22−k/(2|Qn|), k ≥ 2|Qn|.
Thus, we see that, for instance, for 2j ≤ 2|Qn| we have
mη2j
M q−1q δj−1
≫ m2
(j−1)/q
n22n(1−1/q)n(d−1)(q−2+1/q)n1/2|Qn|1/qn1/q . (3.2)
Therefore, choosing m = C1(d, q)|Qn|2−1/qna with large enough a we can get
from (3.2)
mη2j
M q−1q δj−1
≥ C(d, q)2j.
This leads us to the following Theorem 3.3 in the case 1 < q ≤ 2. We are
limited to the case 1 < q ≤ 2 because Theorem 3.2 is proved in [19] for
1 < q ≤ 2. In the case 2 < q < ∞ it is not difficult to derive an analog
of Theorem 3.2 with the factor n1/2 replaced by nc(d) with some c(d). This
gives Theorem 3.3 in the case 2 < q <∞.
Theorem 3.3. Let 1 < q <∞. There are numbers C1(d, q) and a(d, q) such
that for any n ∈ N there exists a set of m ≤ C1(d, q)|Qn|2−1/qna(d,q) points
ξj ∈ Td, j = 1, . . . , m such that for any f ∈ T (Qn) we have
C2‖f‖qq ≤
1
m
m∑
j=1
|f(ξj)|q ≤ C3‖f‖qq.
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4 TheMarcinkiewicz-type theorem in L2. Num-
ber theoretical technique
In this section we use the technique developed in [15]. This technique is
based on elementary number theoretical constructions, which go back to the
construction of the Korobov cubature formulas (see, for instance, [17]). On
one hand this technique gives weaker results than the probabilistic technique
developed in Sections 2 and 3. It is limited to L2 and produces, for instance,
for T (Qn) a good set of the size ≤ 2d|Qn|2. On the other hand this technique
gives stronger results than the probabilistic technique. It gives the equality
between the L2 norm and the discrete ℓ2 norm of a polynomial from T (Q).
Lemma 4.1. Let p be a prime and  L be a finite subset of Zd such that
| L| < (p− 1)/d. (4.1)
Then there is a natural number a ∈ Ip := [1, p) such that for all m ∈  L,
m 6= 0
m1 + am2 + · · ·+ ad−1md 6≡ 0 (mod p). (4.2)
Proof. Let a ∈ Ip be a natural number. We consider the congruence
m1 + am2 + · · ·+ ad−1md ≡ 0 (mod p). (4.3)
For the fixed vector m = (m1, . . . , md) we denote by Ap(m) the set of natural
numbers a ∈ Ip which are solutions of the congruence (4.3). It is well-known
that for m 6= 0, |mj | < p, j = 1, . . . , d the number
∣∣Ap(m)∣∣ of the elements
of the set Ap(m) satisfies the inequality∣∣Ap(m)∣∣ ≤ d− 1 < d. (4.4)
We denote by G the set of the numbers a for which there is a nontrivial
solution m ∈  L of the congruence (4.3), that is
G = ∪
m∈ L,m 6=0Ap(m).
Let us estimate the number |G| of elements of the set G. By (4.4) and (4.1)
we have
|G| ≤
∑
m∈ L,m 6=0
∣∣Ap(m)∣∣ < d∣∣ L∣∣ < p− 1. (4.5)
This means that there exists a number a ∈ Ip which does not belong to the
set G. This a is the required number by the definition of the set G. The
lemma is proved.
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We will need the following simple lemma.
Lemma 4.2. Let p,  L, and a be from Lemma 4.1. Consider the set {ξν}pν=1 of
points ξν = (ξν1 , . . . , ξ
ν
d), ξ
ν
j := {νaj−1/p}2π. Here {x} denotes the fractional
part of x. Then for any polynomial t ∈ T ( L)
1
p
p∑
ν=1
t(ξν) = (2π)−d
∫
Td
t(x)dx.
Proof. It is sufficient to prove this lemma for t(x) = ei(m,x), m ∈  L. We have
1
p
p∑
ν=1
ei(m,ξ
ν) =
1
p
p∑
ν=1
ei2π(m1+m2a+···+mda
d−1)ν/p.
By the choice of a in Lemma 4.1 we obtain that the above sum is equal to 0
if m ∈ Λ, m 6= 0 and, obviously, is equal to 1 if m = 0.
Let Q be a finite subset of Zd. We associate with it the following set
 L :=  L(Q) := {m− k : m ∈ Q,k ∈ Q}.
Then | L| ≤ |Q|2. For a given Q ⊂ Zd let p be a smallest prime satisfying
| L(Q)| < (p− 1)/d and let a ∈ Ip be a number from Lemma 4.1. Define the
set {ξν}pν=1 of points ξν = (ξν1 , . . . , ξνd), ξνj := {νaj−1/p}2π. Here {x} denotes
the fractional part of x. Consider the following operator T := T pQ, which
maps a vector b = (b1, . . . , bp) to a polynomial T (b) ∈ T (Q), by the rule
T (b)(x) =
1
p
p∑
ν=1
bνDQ(x− ξν),
where
DQ(x) :=
∑
k∈Q
ei(k,x).
Proposition 4.1. The operator T has the following two properties.
A. For any t ∈ T (Q) we have
T (t,x) :=
1
p
p∑
ν=1
t(ξν)DQ(x− ξν) = t(x).
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B. The following inequality holds
‖T (b)‖2 ≤
(
1
p
p∑
ν=1
|bν |2
)1/2
= ‖bp−1/2‖ℓ2 .
Proof. We first prove property A. Clearly, it is sufficient to prove it for
t(x) = ei(m,x), m ∈ Q. We have
1
p
p∑
ν=1
ei(m,ξ
ν)DQ(x− ξν) = 1
p
p∑
ν=1
ei(m,ξ
ν)
∑
k∈Q
ei(k,x)−i(k,ξ
ν)
=
∑
k∈Q
ei(k,x)
1
p
p∑
ν=1
ei(m−k,ξ
ν). (4.6)
The fact m ∈ Q, k ∈ Q implies that m − k ∈  L. Applying Lemma 4.2, we
complete the proof of property A.
Second, we prove property B. We have
‖T (b)‖22 =
1
p2
1
(2π)d
∫
Td
∣∣∣∣∣
p∑
ν=1
bνDQ(x− ξν)
∣∣∣∣∣
2
dx
=
1
p2
1
(2π)d
∫
Td
∑
1≤ν,ν′≤p
bνDQ(x− ξν)DQ(x− ξν′)b¯ν′dx
=
1
p2
∑
1≤ν,ν′≤p
bνDQ(ξν′ − ξν)b¯ν′ . (4.7)
In the right hand side of (4.7) we have a quadratic form of the vector bp−1/2
with the matrix D with elements
Dν′,ν = 1
p
DQ(ξν′ − ξν).
Let λ(D) be the largest in absolute value eigenvalue of the matrix D. Then
we can continue (4.7) by
≤ |λ(D)|‖bp−1/2‖2ℓ2 . (4.8)
Let us prove that
|λ(D)| ≤ 1. (4.9)
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Consider the matrix D2. Its (u, v) element is given by
(D2)u,v = 1
p2
p∑
n=1
DQ(ξu − ξn)DQ(ξn − ξv). (4.10)
Function DQ(ξu − x)DQ(x− ξv) belongs to T ( L) and, therefore, by Lemma
4.2 we get
(D2)u,v = 1
p
1
(2π)d
∫
Td
DQ(ξu − x)DQ(x− ξv)dx
=
1
p
DQ(ξu − ξv) = Du,v.
Thus, D2 = D and, therefore, (4.9) holds. Combining relations (4.7) – (4.9)
we complete the proof of property B and Proposition 4.1.
Theorem 4.1. Let Q be a finite subset of Zd and let  L(Q), p, a, and the set
{ξν}pν=1 be associated with Q as above. Then for any t ∈ T (Q) we have
‖t‖22 =
1
p
p∑
ν=1
|t(ξν)|2.
Proof. By property A of Proposition 4.1 we get
t(x) =
1
p
p∑
ν=1
t(ξν)DQ(x− ξν). (4.11)
By property B of Proposition 4.1 we obtain from here
‖t‖22 ≤
1
p
p∑
ν=1
|t(ξν)|2. (4.12)
We now prove the inequality opposite to (4.12). We have
1
p
p∑
ν=1
|t(ξν)|2 = 1
p
p∑
ν=1
t(ξν)t¯(ξν) =
1
p
p∑
ν=1
t¯(ξν)
1
(2π)d
∫
Td
t(x)DQ(ξν − x)dx
=
1
(2π)d
∫
Td
t(x)
1
p
p∑
ν=1
t¯(ξν)DQ(ξν − x)dx ≤ ‖t‖2
∥∥∥∥∥1p
p∑
ν=1
t¯(ξν)DQ(ξν − x)
∥∥∥∥∥
2
.
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By property B of Proposition 4.1 we continue
≤ ‖t‖2
(
1
p
p∑
ν=1
|t(ξν)|2
)1/2
.
This implies (
1
p
p∑
ν=1
|t(ξν)|2
)1/2
≤ ‖t‖2. (4.13)
Proof of Theorem 1.1. We will prove a somewhat more general state-
ment here. We begin with the following lemma from [11] (see Lemma 2
there).
Lemma 4.3. Let a system of vectors v1, . . . ,vM from C
N have the following
properties: for all w ∈ CN
M∑
j=1
|〈w,vj〉|2 = ‖w‖22 (4.14)
and
‖vj‖22 = N/M, j = 1, . . . ,M. (4.15)
Then there is a subset J ⊂ {1, 2, . . . ,M} such that for all w ∈ CN
c0‖w‖22 ≤
M
N
∑
j∈J
|〈w,vj〉|2 ≤ C0‖w‖22, (4.16)
where c0 and C0 are some absolute positive constants.
Remark 4.1. For the cardinality of the subset J from Lemma 4.3 we have
c0N ≤ |J | ≤ C0N.
Proof. We write the inequalities (4.16) for vk, k = 1, . . . ,M
c0‖vk‖22 ≤
M
N
∑
j∈J
|〈vk,vj〉|2 ≤ C0‖vk‖22, (4.17)
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Summing up the inequalities (4.17) over k from 1 to M and taking into
account (4.15) and (4.14) we obtain
c0N ≤ M
N
∑
j∈J
‖vj‖22 ≤ C0N. (4.18)
Using (4.15) again, we complete the proof.
We use Lemma 4.3 to prove the following result.
Theorem 4.2. Let ΩM = {xj}Mj=1 be a discrete set with the probability mea-
sure µ(xj) = 1/M , j = 1, . . . ,M . Assume that {ui(x)}Ni=1 is an orthonormal
on ΩM system (real or complex). Assume in addition that this system has
the following property: for all j = 1, . . . ,M we have
N∑
i=1
|ui(xj)|2 = N. (4.19)
Then there is an absolute constant C1 such that there exists a subset J ⊂
{1, 2, . . . ,M} with the property: m := |J | ≤ C1N and for any f ∈ XN :=
span{u1, . . . , uN} we have
C2‖f‖22 ≤
1
m
∑
j∈J
|f(xj)|2 ≤ C3‖f‖22,
where C2 and C3 are absolute positive constants.
Proof. Define the column vectors
vj := M
−1/2(u1(x
j), . . . , uN(x
j))T , j = 1, . . . ,M. (4.20)
Then our assumption (4.19) implies that the system v1, . . . ,vM satisfies
(4.15). For any w = (w1, . . . , wN)
T ∈ CN we have
M∑
j=1
|〈w,vj〉|2 = 1
M
M∑
j=1
N∑
i,k=1
wiw¯kui(x
j)u¯k(x
j) =
N∑
i=1
|wi|2
by the orthonormality assumption. This implies that the system v1, . . . ,vM
satisfies (4.14).
Applying Lemma 4.3 and Remark 4.1 we complete the proof of Theorem
4.2.
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We now complete the proof of Theorem 1.1. Let Q ⊂ Zd be a finite subset.
Then there is an N such that Q ⊂ Π(N). Define M := ϑ(N) and ΩM :=
{xn}n∈P (N) (see the Introduction). Consider the system uk(x) := ei(k,x),
k ∈ Q, defined on ΩM . It is well known that this system is orthonormal on
ΩM . The property (4.19) is obvious. Applying Theorem 4.2 and taking into
account (1.3) we complete the proof of Theorem 1.1.
5 The entropy numbers of T (Qn)1
Proof of Theorem 2.1 is based on the known result on the behavior of the
entropy numbers
εk(T (Qn)1, L∞), which is proved in [19] and formulated in Theorem 2.2. The
proof of Theorem 2.2 from [19] is rather technically involved – it is based on
the Riesz product technique for the hyperbolic cross polynomials. There is
no analog of bivariate Riesz product technique in the case d ≥ 3. In this
section we present a technique, which works for all d. This technique gives a
weaker result in case d = 2 than in Theorem 2.2. Instead of the extra factor
n1/2 in Theorem 2.2 this simpler technique gives an extra factor n. It is a
simplified version of the technique developed in [19].
Following [19], we present here a construction of an orthonormal basis,
which is based on the wavelet theory. This construction is taken from [12].
Let δ be a fixed number, 0 < δ ≤ 1/3, and let ϕˆ(λ) = ϕˆδ(λ), λ ∈ R, be a
sufficiently smooth function (for simplicity, real-valued and even) equal 1 for
|λ| ≤ (1 − δ)/2, equal to 0 for |λ| > (1 + δ)/2 and such that the integral
translates of its square constitute a partition of unity:∑
k∈Z
(ϕˆ(λ+ k))2 = 1, λ ∈ R. (5.1)
It is known that condition (5.1) is equivalent to the following property: The
set of functions Φ := {ϕ(·+ l)}l∈Z, where
ϕ(x) =
∫
R
ϕˆ(λ)e2πiλxdλ,
is an orthonormal system on R:∫
R
ϕ(x+ k)ϕ(x+ l)dx = δk,l, k, l ∈ Z. (5.2)
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Following [12] define
θ(λ) :=
(
((ϕˆ(λ/2))2 − (ϕˆ(λ))2)1/2
and consider, for n = 0, 1, . . . , the trigonometric polynomials
Ψn(x) := 2
−n/2
∑
k∈Z
θ(k2−n)e2πikx. (5.3)
Introduce also the following dyadic translates of Ψn:
Ψn,j(x) := Ψn(x− (j + 1/2)2−n),
and define the sequence of polynomials {Tk}∞k=0
T0(x) := 1, Tk(x) := Ψn,j(x) (5.4)
if k = 2n + j, n = 0, 1, . . . , 0 ≤ j < 2n. Note that Tk is the trigonometric
polynomial such that
Tˆk(ν) = 0 if |ν| ≥ 2n(1 + δ) or |ν| ≤ 2n−1(1− δ). (5.5)
It is proved in [12] that the system {Tk}∞k=0 is a complete orthonormal
basis in all Lp, 1 ≤ p ≤ ∞ (here, L∞ stands for the space of continuous
functions) of 1-periodic functions. Also, it is proved in [12] that
|Ψn(x)| ≤ C(κ, δ)2n/2(2n| sin πx|+ 1)−κ (5.6)
with κ determined by the smoothness of ϕˆ(λ). In particular, we can always
make κ > 1 assuming that ϕˆ(λ) is smooth enough. It is more convenient for
us to consider 2π-periodic functions. We define V := {vk}∞k=0 with vk(x) :=
Tk(x/(2π)) for x ∈ [0, 2π).
In the multivariate case of x = (x1, . . . , xd) we define the system Vd as
the tensor product of the univariate systems V. Namely, Vd := {vk(x)}k∈Zd
+
,
where
vk(x) :=
d∏
i=1
vki(xi), k = (k1, . . . , kd).
Denote
ρ+(s) := {k = (k1, . . . , kd) ∈ ρ(s) : ki ≥ 0, i = 1, 2, . . . }.
Property (5.6) implies the following simple lemma.
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Lemma 5.1. We have
‖
∑
k∈ρ+(s)
akvk‖∞ ≤ C(d, κ, δ)2‖s‖1/2max
k
|ak|.
We use the notation
fk := 〈f, vk〉 = (2π)−d
∫
Td
f(x)vk(x)dx.
Denote
Q+n := {k = (k1, . . . , kd) ∈ Qn : ki ≥ 0, i = 1, 2, . . . }, θn := {s : ‖s‖1 = n},
V(Qn) := {f : f =
∑
k∈Q+n
ckvk}, V(Qn)A := {f ∈ V(Qn) :
∑
k∈Q+n
|fk| ≤ 1}.
The following theorem was proved in [19].
Theorem 5.1. Let d = 2. For any f ∈ V(Qn) we have∑
k∈Q+n
|fk| ≤ C|Qn|1/2‖f‖1,
where the constant C may depend on the choice of ϕˆ.
We prove here an analog of Theorem 5.1 which covers all d but gives a
weaker inequality than Theorem 5.1 for d = 2.
Theorem 5.2. For any f ∈ V(Qn) we have∑
k∈Q+n
|fk| ≤ C(d)n(d−1)/2|Qn|1/2‖f‖1,
where the constant C(d) may depend on d and the choice of ϕˆ.
Proof. Denote
ts :=
∑
k∈ρ+(s)
(sign fk)vk.
By Lemma 5.1
‖ts‖∞ ≪ 2‖s‖1/2.
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Then we get ∑
‖s‖1≤n
∑
k∈ρ+(s)
|fk| = 〈f,
∑
‖s‖1≤n
ts〉
≤
∑
‖s‖1≤n
‖f‖1‖ts‖∞ ≪
∑
‖s‖1≤n
‖f‖12‖s‖1/2 ≪ nd−12n‖f‖1.
Further, we use the technique developed in [19], which is based on the
following two steps strategy. At the first step we obtain bounds of the best
m-term approximations with respect to a dictionary. At the second step
we use general inequalities relating the entropy numbers to the best m-term
approximations. Let D = {gj}Nj=1 be a system of elements of cardinality
|D| = N in a Banach space X . Consider best m-term approximations of f
with respect to D
σm(f,D)X := inf
{cj};Λ:|Λ|=m
‖f −
∑
j∈Λ
cjgj‖.
For a function class F set
σm(F,D)X := sup
f∈F
σm(f,D)X .
We now need the following lemma from [19].
Lemma 5.2. Let 2 ≤ p <∞. Let V1n := {vk : k ∈ Qn}. Then
σm(V(Qn)A,V1n)p ≪ |Qn|1/2−1/pm1/p−1. (5.7)
Lemma 5.2 and Theorem 5.1 imply.
Lemma 5.3. Let 2 ≤ p <∞. Let V1n := {vk : k ∈ Qn}. Then
σm(V(Qn)1,V1n)p ≪ n(d−1)/2(|Qn|/m)1−1/p.
Proceeding as in [19] we obtain from here the following weaker analog of
Theorem 2.2 (see Theorem 7.4 in [19]).
Theorem 5.3. We have
εk(T (Qn)1, L∞)≪
{
nd/2(|Qn|/k) log(4|Qn|/k), k ≤ 2|Qn|,
nd/22−k/(2|Qn|), k ≥ 2|Qn|.
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