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Abstract   Raw near-infrared spectroscopy signals contain oscillatory compo-
nents, namely low frequency oscillations (Mayer waves), breathing and the heart-
beat. We propose an approach to model and estimate them from noisy measure-
ments assuming that they are linearly superposed. Estimating them is important, 
since they pose disturbing effects, but they are also of scientific interest. 
These components are not strictly periodic; we characterise them as “almost peri-
odic”. The model of an almost periodic signal is a Fourier series where the Fourier 
coefficients and the fundamental frequency are allowed to (slowly) change over 
time. This model can be represented by factor graphs which we use to derive mes-
sage passing algorithms to estimate the time-dependent model parameters from a 
measured signal.  
An implementation of the proposed algorithm processes a 100 s long measurement 
in 2 s (on a modern PC) which is ~10 times faster than a comparable previous im-
plementation. Thus, real-time applications, e.g. online monitoring, could be real-
ised using slower, inexpensive or power-saving hardware. The increase in speed 
was achieved by using a different parameterisation of the model which allows 
Gaussian message passing (with only 2 parameters: mean and variance), whereas 
previously some messages were digitised.  
In the previous implementation, the number of harmonics in the model is chosen 
manually (for each subject and data channel). In this paper, we show an intuitive 
procedure to estimate this number from the measured signal.  
In conclusion, the proposed algorithm is able to separate the heartbeat and, in con-
trast to the previous implementation, the low frequency oscillation effectively and 
in real time. 
2  
1 Introduction 
We have developed and implemented a method for modelling and adaptive filter-
ing of oscillatory components, in particular the ones caused by (i) the cardiac ac-
tivity, called “heartbeat”, and (ii) the low frequency oscillations (also Mayer 
waves), called “LFO”, in signals measured with near-infrared spectroscopy 
(NIRS), called “raw NIRS signals”. Examples of the latter are the grey curves in 
Fig. 1A and 1C. The overall aim is to extract each pure signal component, since 
(i) one disturbs the detection of another, e.g. hemodynamic brain activity and 
LFO, (ii) then the interrelation between several components can be assessed, and 
(iii) characterising each component separately could yield new understandings of 
underlying biological processes. 
A traditional band-pass filter [1] will not do, since (i) to include the typical 
sharp peaks in the heartbeat (grey curve in Fig. 1C), the high cutoff frequency 
must be rather high; thus, high-frequency noise survives the filtering, (ii) the phys-
iology fluctuates, e.g. the heart rate doubles quickly after starting a physical exer-
cise, and window-based processing allows the harmonics of one or more compo-
nents, e.g. heartbeat and fast neuronal activity, to spectrally overlap in a window. 
Our method has not been tested yet with the breathing component, thus only 
the heartbeat and the LFO are addressed in this paper. 
Strictly periodic signals can be efficiently represented by Fourier series. Let 
,..., 21 xx  be the equidistantly sampled version of a strictly periodic real-valued sig-
nal, let n  be the discrete time index, and let k  be the harmonic index. Then 






⋅= ∑
∞
=
Ω
0
Re
k
jkn
kn eAx                                       (1) 
with coefficients ∈0A R, ∈,..., 21 AA C and fundamental frequency [ ]pi2,0∈Ω . 
We classify the oscillatory components as “almost periodic”, since their period 
lengths and signal shapes drift over time [2]. We propose to describe such a com-
ponent by a “Fourier series” with time-variant fundamental frequency (related to 
the varying period length) and time-variant coefficients (related to the varying 
signal shape), i.e. we change (1) into 
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and 
1+Ω≈Ω nn .        (4) 
In this paper, we present an algorithm for estimating the model parameters nθ  
which is considerably faster than the algorithm in [2]. 
 When modelling the heartbeat, the magnitude of the coefficients nkA ,  in (2) 
typically decays with increasing harmonic index k . Consequently, for Kk ≥ , the 
harmonics of the heartbeat cannot be distinguished from the noise. The noise en-
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ergy in raw NIRS signals, and thus K , varies depending on the data channel, 
NIRS instrumentation and subject; typically 73 ≤≤ K  whereas 1=K  suffices for 
modelling the LFO. In [2], K  was chosen manually (for each subject and data 
channel); if K  is chosen too high, the reconstructed heartbeat will contain noise; if 
K  is chosen too low, high-frequency parts of the heartbeat will not be modelled. 
At the end of Section 2, we show an intuitive procedure for estimating K  from the 
measured signal. 
2 Estimating the model parameters 
Let the raw NIRS signal ),...,( 1 Nyy=y  be a noisy, trended version of the signal 
),...,( 1 Nxx=x  in (2) where N  is the signal length. Specifically, 
ZxAy ++=
−,0      (5) 
where ),...,( 1 NZZ=Z  is discrete time white Gaussian noise, and the trend 
),...,( ,01,0,0 NAA=−A  models changes slower than the heartbeat, or the LFO respec-
tively, and thus is omitted in (2). We will use the vectors ),...,( ,1,, Nkkk AA=−A  for 
Kk ,...,0=  and decorate estimates with a hat (e.g. Cˆ  is an estimate of C ). 
Given y , the objective is to estimate the phases ),...,( 1 Nθθ=θ , K  and the co-
efficient vectors 
−− ,,0 ,..., KAA  such that 2,0 ||ˆˆ|| −−− Axy  is minimal, where xˆ  is the 
reconstructed signal by applying the estimates in (2). 
The estimation algorithm consists of several building blocks (see Fig. 2). 
Initially, the “ 0A  estimator” estimates the slow trend −,0A  by a one-time proce-
dure similar to low pass filtering and based on y  only. 
In the heartbeat and the LFO, most of the energy, apart from the noise, lies in 
the fundamental frequency coefficient 
−,1A . Thus, a first rough estimate of such an 
oscillatory component is a complex sinusoid with constant complex magnitude. 
The “Initial 1A  estimator”-block makes an estimate 1
~A  of this magnitude such that 
the sinusoid has approximately the same energy as 
−
− ,0ˆAy . 
The “Phase estimator” calculates the final estimate θˆ  of θ  based on estimates 
−,0ˆA and 1
~A  and (2) with 1=K   parameterised as ( ) nnnjn AAeAx n CA ⋅=−=⋅= 1111 ˆ)sin()~Im()cos()~Re(~Re θθθ          (6) 
with constant vector ( ))~Im()~Re(ˆˆ 111 AA −=A . We introduce a state vector ( )Τ= )sin()cos(ˆ nnn θθC  and define a state transition 
nnn UCC +⋅Ω= −1)ˆ(rot            (7) 
where 
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is a rotation matrix and Ωˆ  is a prior estimate of nΩ  in (3). Ωˆ  is derived by using 
the formula in [2], section 3.3, paragraph 4 and assuming a typical heart rate de-
pending on the subject, e.g. 80=ˆH bpm for adults. Since Ωˆ  is fixed, despite the 
fact that the heart rate varies considerably depending on various factors, uncertain-
ty, i.e. two-dimensional zero-mean white Gaussian noise nU  with diagonal covar-
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iance matrix V , is added to the rotated state in (7). This addition of noise defines 
(4). The frequency and its variability (and thus Ωˆ  and V ) in the LFO are smaller 
than in the heartbeat. 
 
The estimate nCˆ  of nC  is made as 
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C
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n
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The function f  in (8) comprises the equations (5), (6), and (7). 
Each estimate nθˆ  in θˆ  is made as 
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with )(ˆ inC  denoting the i -th entry of the vector nCˆ . 
In this paper, a node in the factor graph is either (i) the relationship between 
two or more variables, defined through an equation, or (ii) a prior probability den-
sity. Edges are variables. 
The “Phase estimator” uses a factor graph containing N  consecutive sections 
one of which is depicted in Fig. 3, i.e the outgoing edge 1+nC  of the graph in the 
figure is at the same time the incoming edge of its right neighbor.  
In Fig. 3, the ‘=’-node clones nC : nn CC =ˆ'  and nn CC =ˆ" ; the ‘ 1ˆA ’-node repre-
sents (6); the section of the graph with the incoming edge nx  is (5); the section of 
the graph with the incoming edge n"C  is (7). The sum-product algorithm for 
Gaussian messages [3] is applied on the factor graph in Fig. 3 to derive f  in (8). 
A message (i) is a scaled conditional probability density of the underlying edge, 
(ii) can traverse the edge in both directions, and (iii) is named µ  including an ar-
row, which indicates the forward ( µr ) or backward ( µs ) direction with respect to 
the edge direction, and the name of the underlying edge as a subscript (e.g. Xµr ). 
The schedule of the message passing algorithm on the factor graph in Fig. 3 is: 
1. For Nn ,...,1= , calculate nxµ
s from the measured sample ny , estimate of 
the slow trend nA ,0ˆ  and the prior probability density nZµ
r
 represented by 
the ‘N(0,σ²)’-node. 
2. For Nn ,...,1= , calculate n'Cµ
s from
nxµ
s by means of [3], table 3. 
3. For Nn ,...,1= , calculate in sequence (i) n"Cµr  from n'Cµs  and nCµr  by 
means of [3], table 2 ( 1Cµr is neutral: 11 =Cµr ), (ii) 
n
o
r
Cµ  from n"Cµ
r
 by 
means of [3], table 3, since the rotation of the state nC  can be expressed 
as a matrix multiplication (7), (iii) 1+nCµr  from 
n
o
r
Cµ  ([3], table 2). 
4. For 1,...,Nn = , calculate in sequence (i) 
n
o
s
Cµ  from 1+nCµ
s
 ([3], table 2), (ii) 
n"Cµ
s
 from 
n
o
s
Cµ  ([3], table 3), and (iii) nCµ
s from 
n"Cµ
s
 and 
n'Cµ
s
 ([3], ta-
ble 2). NCµs is neutral: 1=NCµs . 
5. For Nn ,...,1= , calculate the marginal nnn CCC µµµ
sr
⋅=
~
 and then the esti-
mate nθˆ  according to (8) and (9) with nf Cµ~=ˆ  in (8). 
The “Coefficient estimator” uses θˆ  to calculate the full set of coefficient esti-
mates 
−− ,,1 ˆ,...,ˆ KAA . The used factor graph and message passing algorithms corre-
spond with the ones in [2], section 3.4, with a slight modification. 
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To derive K  in (2), in each iteration step in the “Regularisation”-“Coefficient 
estimator” loop, the “Regularisation”-block calculates for max1 Kk ≤≤  the noise-
to-coefficient ratio 2
,
2 ||ˆ||||ˆ||ˆ
−
−= kk Axyρ  based on the estimate 
−,
ˆ
kA  and the re-
constructed signal xˆ  from the previous iteration step. The higher kρ , the more the 
“Coefficient estimator” damps 
−,
ˆ kA  in the next iteration step. This procedure re-
quires slight modifications in the factor graph of the “Coefficient estimator” which 
are described in detail in [4]. The estimate of K  is the largest [ ]max,1 Kk ∈  for 
which τ>
−
||ˆ|| ,kA , where τ  is a threshold. 
The “Eq. (2)”-block reconstructs the heartbeat, or the LFO respectively, by ap-
plying the estimates θˆ  and 
−− ,,1 ˆ,...,ˆ KAA  in (2). 
3 Results and Conclusions 
The resulting (trended) heartbeat estimate (black curve in Fig. 1C) highly agrees 
with a corresponding estimate computed with the algorithm in [2] ( 999518.0=r ). 
Compared to the algorithm in [2], the algorithm proposed in this paper is (i) 
faster, (ii) able to estimate K  from the measured signal, (iii) able to estimate the 
LFO, and (iv) confirmed through many more results from functional studies [4]. 
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Fig. 1. The grey curves in A and C are raw NIRS signals sampled at 100 Hz. The black curve in 
C is the reconstructed heartbeat including the estimated slow trend 
−,0
ˆA ; the black curve in A is 
the same for the LFO; B is the LFO without 
−,0
ˆA ; D is the heartbeat without 
−,0
ˆA . The heartbeat 
is also recognisable in A (spikes in the grey curve). The signal values are given in “ADC units” 
since the NIRS instrumentation uses an Analog-to-Digital Converter (ADC) to digitise light in-
tensity values. 
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Fig. 2. The building blocks of the proposed algorithm. 
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Fig. 3. Factor graph used for estimating nC . 
