High-Resolution Numerical Simulation Of Tidal Enegry Distribution Along the New Jersey Coastline and Influence of Sea-level Rise by Kraatz, Simon
City University of New York (CUNY)
CUNY Academic Works
Master's Theses City College of New York
2011
High-Resolution Numerical Simulation Of Tidal
Enegry Distribution Along the New Jersey
Coastline and Influence of Sea-level Rise
Simon Kraatz
CUNY City College
How does access to this work benefit you? Let us know!
Follow this and additional works at: http://academicworks.cuny.edu/cc_etds_theses
Part of the Civil Engineering Commons
This Thesis is brought to you for free and open access by the City College of New York at CUNY Academic Works. It has been accepted for inclusion in
Master's Theses by an authorized administrator of CUNY Academic Works. For more information, please contact AcademicWorks@cuny.edu.
Recommended Citation
Kraatz, Simon, "High-Resolution Numerical Simulation Of Tidal Enegry Distribution Along the New Jersey Coastline and Influence
of Sea-level Rise" (2011). CUNY Academic Works.
http://academicworks.cuny.edu/cc_etds_theses/28
HIGH-RESOLUTION NUMERICAL SIMULATION OF TIDAL ENERGY
DISTRIBUTION ALONG THE NEW JERSEY COASTLINE AND
INFLUENCE OF SEA-LEVEL RISE
Thesis
Submitted in partial fulfillment of
the requirement for the degree
Master of Engineering (Civil)
at
The City College of New York
of the
City University of New York
by
Simon Kraatz
September 2012
Approved:
Professor Hansong Tang, Advisor
Professor Claire McKnight, Chairman
Department of Civil Engineering
Acknowledgements
I gratefully acknowledge my advisor Prof. Hansong Tang for his advice and mentoring dur-
ing my MS study and the work of this thesis. Special thanks go to Mr. Wenlong Chen, who
introduced me to the tools I used to conduct this study and the members of the CUNY HPC cen-
ter, in particular, Richard Walsh, Paul Muzio, Robert Numrich and Eugene Dedits who assisted in
troubleshooting FVCOM and provided the HPC resources to make the parallel computations pos-
sible. Furthermore, I am indebted to Francesca Verdier, who facilitated access to HPC resources
at DOE NERSC. I thank Profs. Changsheng Chen and Geoffry Cowles for their advice on FV-
COM. Help from Mr. Ke Qu on post processing is also acknowledged. I would also like to thank
Profs. Alex Gilerson, Fred Moshary, and Samir Ahmed of the department of electrical engineering
at CCNY for their support. Funding from NJDOT, UTRC and ONR, together with support from
project managers including Drs. Aboobaker and Kamga, is acknowledged. Last but not least, I
thank my family and friends for their encouragement and support.
Abstract
Tidal energy is a clean and renewable energy with tremendous amounts stored in oceans,
and recently has been attracting more attention worldwide in power generation development.
Currently various plans and projects are being made to genera electricity using renewable energy
resources, particularly Marine Hydrokinetic (MHK) energy. In order to develop a large scale tidal
power industry, it is a prerequisite to survey for tidal energy sites. This research studies the avail-
ability and distribution of MHK energy, with a focus on the New Jersey (NJ) coastlines, using a
hydrodynamic model.
The numerical survey presented in this work employs the Finite Volume Coastal Ocean model
(FVCOM), which solves the geophysical fluid dynamic equations using a finite-volume method
on an unstructured triangular grid, spanning a region from Massachusetts to Virginia. The model
is run mainly in two dimensions for computational efficacy. Tidal currents are computed on grids
as fine as 9 to 20 m along much of the NJ coastline and rivers. The model is calibrated using ob-
served data for water elevation and velocity mainly from NOAA and USGS. Computations are
carried out at High Performance Computing Centers (HPC) including those at the City University
of New York (CUNY), and the National Energy Research Scientific Computing (NERSC) of the
Department of Energy.
This research presents results of a detailed tidal energy survey along NJ coastlines, and it esti-
mates a total tidal MHK energy on the order of 1012 J along the NJ nearshore water bodies. Model
results show that the tidal energy distribution will be affected unevenly along the coastlines under
sea-level rise conditions, and that the overall MHK energy in near shore regions will increase.
iii
Contents
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Work scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Outline of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Literature review and approaches 5
2.1 Tide, dissipation, and energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Tide and current surveys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1 Analytical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.2 Numerical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Approaches of this research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Region of study and data collection 12
3.1 The Mid-Atlantic-Bight . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Data for tidal flow, bathymetry, rivers and coastlines . . . . . . . . . . . . . . . . . . . 13
4 Climate change 16
4.1 The Greenhouse Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2 Sea-level rise and projections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5 Model, mesh and setup 20
5.1 Coastal ocean model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.2 Mesh generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.2.1 Tools, methods and meshes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.3 Model setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.3.1 Open boundary conditions, bathymetry and bottom friction . . . . . . . . . . 24
5.3.2 Data limitations, assumptions and approximations . . . . . . . . . . . . . . . 25
6 High-performance computing and scaling of FVCOM 27
6.1 Concepts in parallel computing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
6.2 HPC resources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
6.3 FVCOM scaling results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
7 Simulation of tidal flows: Results and analysis 31
7.1 Strategies for model runs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
7.2 Model validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
7.3 Mesh convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
7.4 Elevation and velocity contours in the MAB region . . . . . . . . . . . . . . . . . . . . 44
7.5 Tidal power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
7.5.1 Magnitude of tidal power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
iv
7.5.2 Spatial tidal power distribution and ranking of top sites . . . . . . . . . . . . 48
7.5.3 Site-specific evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
7.6 Sea-level rise impacts on tidal power . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
7.6.1 Change in the magnitude of tidal energy . . . . . . . . . . . . . . . . . . . . . 58
7.6.2 Change in spatial tidal power distribution and ranking of top sites . . . . . . 59
7.6.3 Site-specific and overall domain evaluation . . . . . . . . . . . . . . . . . . . . 63
8 Concluding remarks 69
A Observation stations A.1
B Sea-level rise trends B.1
C Calibration C.1
v
List of Figures
1.1 Two examples of MHK turbines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
3.1 Region of study. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Bathymetry of the MAB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Locations of 47 stations used for model validation. . . . . . . . . . . . . . . . . . . . . 14
3.4 Open boundary locations and locations of rivers. . . . . . . . . . . . . . . . . . . . . . 15
4.1 Schematic representation of the Greenhouse Effect. . . . . . . . . . . . . . . . . . . . . 16
4.2 Earth’s radiative energy budget. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3 Recent atmospheric concentrations of greenhouse gases. . . . . . . . . . . . . . . . . 17
4.4 Long-term atmospheric concentrations of greenhouse gases. . . . . . . . . . . . . . . 18
5.1 Global mesh and zoom-in at selected locations. . . . . . . . . . . . . . . . . . . . . . . 23
5.2 A comparison of the (a) fine mesh and (b) coarse meshes near Cape May . . . . . . . 24
6.1 Hopper supercomputer at NERSC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
6.2 FVCOM scaling performance on Hopper and SALK. . . . . . . . . . . . . . . . . . . . 30
7.1 Computed and observed water elevations. . . . . . . . . . . . . . . . . . . . . . . . . 33
7.2 Computed and observed velocity magnitude and direction. . . . . . . . . . . . . . . 34
7.3 FFT spectrum of currents and directions. . . . . . . . . . . . . . . . . . . . . . . . . . . 34
7.3 FFT spectrum of currents and directions. . . . . . . . . . . . . . . . . . . . . . . . . . . 35
7.4 Velocity histograms, based on observation and model results. . . . . . . . . . . . . . 35
7.5 Differences in tidal elevation due to mesh coarsening. . . . . . . . . . . . . . . . . . . 37
7.6 Differences in tidal currents due to mesh coarsening. . . . . . . . . . . . . . . . . . . 38
7.7 Comparison of water elevations computed on the fine and coarse meshes. . . . . . . 39
7.8 Comparison of velocities computed on the fine and coarse meshes. . . . . . . . . . . 40
7.9 Computed velocity magnitude and direction. . . . . . . . . . . . . . . . . . . . . . . . 41
7.10 FFT spectrum of currents and directions. . . . . . . . . . . . . . . . . . . . . . . . . . . 42
7.11 Velocity histograms, based on model results on the fine and coarse meshes. . . . . . 42
7.12 Tidal elevation contours. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
7.13 Tidal current contours. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
7.14 Nearshore NJ region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.15 Tidal MHK energy time-series. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
7.16 Power density distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
7.17 Global average tidal current power. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
7.18 Top sites by power threshold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
7.19 Top sites by power and MHK energy threshold. . . . . . . . . . . . . . . . . . . . . . 50
7.20 Top sites ranked by power and MHK energy threshold. . . . . . . . . . . . . . . . . . 51
7.21 Velocity histograms at six locations with power density > 250 W/m2. . . . . . . . . . 52
7.22 Tidal power at 8-hour time intervals, near Philadelphia. . . . . . . . . . . . . . . . . . 53
vi
7.23 Tidal power at 8-hour time intervals, near Reedy Point. . . . . . . . . . . . . . . . . . 53
7.24 Tidal power at 8-hour time intervals, near Navesink River. . . . . . . . . . . . . . . . 54
7.25 Tidal power at 8-hour time intervals, at a location in Arthur Kill. . . . . . . . . . . . . 55
7.26 Tidal power at 8-hour time intervals, near Sandy Hook. . . . . . . . . . . . . . . . . . 55
7.27 Tidal power at 8-hour time intervals, at a location near Townsends Inlet. . . . . . . . 56
7.28 14-day power density average at sites 1-6. . . . . . . . . . . . . . . . . . . . . . . . . . 57
7.29 Tidal MHK energy time-series under SLR conditions. . . . . . . . . . . . . . . . . . . 58
7.30 Distribution with power density throughout the model domain in the SLR case. . . . 59
7.31 Differences in the 14 day average tidal power. . . . . . . . . . . . . . . . . . . . . . . . 60
7.32 Top sites by power density, with SLR taken into account. . . . . . . . . . . . . . . . . 60
7.33 Top sites by power and MHK energy threshold, with SLR taken into account. . . . . 61
7.34 Top sites ranked by power and MHK energy threshold, under SLR conditions. . . . 61
7.35 Velocity time-series at six selected locations, with SLR. . . . . . . . . . . . . . . . . . 63
7.36 Direction time-series at six selected locations, with SLR. . . . . . . . . . . . . . . . . . 64
7.37 FFT spectrum of currents and directions at six sites, with SLR. . . . . . . . . . . . . . 65
7.38 Velocity histograms at six locations, with SLR considered. . . . . . . . . . . . . . . . . 66
7.39 Differences in the 14 day average tidal power density. . . . . . . . . . . . . . . . . . . 67
vii
List of Tables
3.1 Locations and discharge of rivers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.1 Contribution to SLR by source, in mm/yr . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.2 Sources of frozen water, and their SLR contributions. . . . . . . . . . . . . . . . . . . 19
7.1 Difference between computed and observed M2 amplitude and phase. Three sta-
tions marked as NA measure currents only. . . . . . . . . . . . . . . . . . . . . . . . . 36
7.2 Mean and peak velocities, in m/s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
7.3 Mean and peak velocities, in m/s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
7.4 M2 amplitude and phase difference between the fine and coarse meshes. . . . . . . . 43
7.5 Top ’sites’ with power density greater 250 W/m2 ranked by average MHK energy. . 50
7.6 Mean and peak velocities, at six selected points. . . . . . . . . . . . . . . . . . . . . . 52
7.7 Average and percent change in MHK energy when SLR is considered. . . . . . . . . 58
7.8 Top ’sites’ with power density greater 250 W/m2 ranked by average MHK energy,
for the SLR scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
7.9 Mean and peak velocities, for SLR and fine (for comparison), in m/s, at six selected
points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
7.10 Changes in M2 amplitude and phase due to SLR. . . . . . . . . . . . . . . . . . . . . . 68
viii
Chapter 1
Introduction
1.1 Background
Currently, global energy demand is primarily met by the combustion of fossil fuels. In 2007,
the global share of fossil fuels was 88% and consisted of 35.6% oil, 23.8% natural gas and 28.6%
coal, and the remaining 12% consisted of 5.6% nuclear and 6.4% hydropower [1]. At the rate of
consumption and inventory estimates in 2008, reserves for oil, gas and coal are expected to last 40,
60 and 265 years, respectively [2]. In view of a globally increasing energy demand, the time until
fossil resources are depleted is likely to be shorter. Therefore, unless advances in energy efficiency
are implemented on a large scale and development of other energy sources occurs, a transition to
a post fossil fuel era will be highly problematic.
Besides issues related to future energy security, fossil fuel combustion and obtention can have
major negative impacts on our environments. It generates carbon dioxide, a greenhouse gas which
interferes with Earth’s cooling and causes the global mean temperature to increase [3]. This pro-
cess is known as the greenhouse effect, and it has global impact. Earth’s atmosphere provides a
natural and favorable condition for greenhouse effect to occur. Due to anthropogenic contribu-
tions to atmospheric CO2 which in part occur as results of increased fossil fuel combustion and
deforestation, the global meant temperature has already measurably increased. One inevitable
result is an increase in global sea-level, due to melting glaciers, icecaps and thermal expansion of
water [3, 4]. Since the majority of the world population is located in the coastal region [5], it is
expected to bear the brunt of negative effects of sea-level rise (SLR), including loss of land, ecosys-
tems and damage to infrastructure. Although nuclear energy may be able to offset some of the
fossil fuels used in power generation, there are serious concerns over the safety of nuclear plants
and radioactive waste, especially since the recent meltdown at the Fukushima plant in Japan,
which released highly radioactive material into the environment [6].
Due to problems related to fossil energy use, there is global renewed incentive to research
and develop alternative energy sources [7]. The most promising of them are renewable energy
sources, sources of energy which are naturally replenished. Large investments are made by var-
ious countries to develop renewable energy sources, such as solar, wind, geothermal, ocean and
biofuel. Countries around the world have implemented policy goals of increasing the portion
of power generated by renewable energy sources over the next few decades. Particularly well
known examples are Germany, Great Britain and Australia. Although estimates differ greatly,
studies have consistently shown that global energy demand can be met entirely through renew-
able energy sources [8]. Renewable energy technologies can be grid-connected or deployed locally
and are nearly non-polluting. Therefore, these technologies make a reduction in environmental
impacts possible, while at the same time easing concerns with regard to energy security. The
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development of these technologies is largely influenced by energy policy [9]. Currently, conven-
tional hydropower, solar and wind energy are the most widely explored and developed renewable
energy technologies. A major problem with large-scale implementation of renewable energy tech-
nologies is the increased unit cost of electricity as opposed to fossil fuel generated electricity [10].
Furthermore, generally, electricity generated from renewable sources is somewhat unreliable, be-
cause these resources are often impacted negatively or unpredictably by environmental conditions
such as wind, cloud cover and solar position. Energy exploitation from oceans is comparably more
reliable since environmental conditions affect this resource to a lesser degree; the tides change but
do so in highly predictable cycles, regardless of other environmental conditions.
The first modern commercial scale efforts to exploit marine energy sources have focused on
converting the potential energy of tides, via tidal barrage technology [11]. These systems have a
high efficiency of energy conversion, are reliable, relatively weather independent and can produce
large amounts of energy [12]. Tidal barrage systems have been used since the 1960’s. However,
due to large construction costs and significant negative environmental impacts, few operational
tidal barrages exist worldwide [13, 11]. Interest in exploiting tidal energy beyond tidal barrages
has existed since at least the early 1970s and the hydropower sector has branched out to generate
renewable energy through waves, currents, salinity gradient and thermal resources [14]. Among
them, projects related to waves and current conversion are the most promising and currently also
the most well-developed [15]. The usable global wave energy is estimated near 2 TW, but its avail-
ability can only be predicted in the short-term, and is highly variable throughout the year [16, 17].
For example in the North-Atlantic region, there is considerable difference between available en-
ergy during the winter (peak) versus summer (minimum) months [18, 19, 20]. On the other hand,
tidal currents can be accurately predicted decades into the future [21].
According to Khan [22], the first modern riverine MHK energy conversion device was devel-
oped and field-tested by Peter Garman in the 1980s [23, 24, 25]. The Garman Turbine was devel-
oped as result of an initiative by the Intermediate Technology Development Group (ITDG), with
the purpose of providing electricity for water pumping and irrigation to the population in Juba,
Sudan. Unlike tidal barrages, the environmental impact of MHK devices is expected to be mini-
mal [26]. While there are several notable examples of tidal current energy development, one of the
most publicized ones is Verdant Power’s grid-connected RITE project, located in New York City’s
East River. The RITE turbine is shown in figure 1.1b. The project is expected to be operational
commercially by 2015, and will be able to supply 10,000 New Yorkers with tidal current generated
electricity. Currently, many modern MHK prototype turbines have been developed, most of which
have cut-in speeds below 1.0 m/s [27, 28]. The cut-in speed represents the minimum flow velocity
at which the turbine begins to generate electricity. Fig. 1.1 shows two differently designed MHK
turbines which can be used for tidal power generation. A database of tidal power companies and
tidal energy development around the world is available at the Water Power Program website at
the Department of Energy, and it shows that most development is still in a preliminary stage.
The first step in tidal energy development will be locating suitable sites for power generation.
Suitable sites are those with large current speeds, depending on water depth, cross sectional area,
vertical velocity profile, magnitude of turbulence, and environmental sensitivity of the sites [31,
32, 33]. MHK energy is highly dependent on current speed since it is proportional to the cube of it.
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(a) MCT SeaGen turbine [29]. (b) Verdant Power RITE turbine [30].
Figure 1.1: Two examples of MHK turbines.
While deploying MHK systems at sites yielding large currents will allow for large-scale and most
cost-effective initial development, sites with smaller currents may still be profitable and of interest
in certain situations. Therefore, it is crucial to locate suitable sites along coastlines and evaluate
tidal power at these locations. In addition, it is useful to consider the influence of climate change
effects on coastal regions, such as SLR.
1.2 Work scope
The objective of this research is to evaluate tidal energy distribution using a computer mod-
eling approach, with the aid of observation data. In particular, this work focuses on conducting a
survey of MHK energy along NJ coastlines and most suitable sites for power generation. FVCOM,
a coastal ocean model that is becoming more popular, has been set up and calibrated for the region.
In order to resolve flows at potential sites for power generation and to provide a meaningful sur-
vey, substantial effort is made to achieve high-resolution for flows near the coastlines, including
the collection of high-resolution bathymetry, coastlines, topography, generation of meshes with
with up to 9 m resolution along the coastline, and the setup and running of FVCOM on high
performance computing facilities. In view that tidal power generation projects are designed to
operate on the order of decades, change of tidal energy distribution due to climate change effects,
in particular SLR, will also be examined. Beyond the scope of this work are issues related to opti-
mizing the arrays of turbines for energy extraction [34], issues of availability of tidal power versus
peak demand [18] and reliability of power generation by MHK turbines [35] are topics of further
research.
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1.3 Outline of thesis
The rest of this thesis is organized as follows. Chapter 2 makes a literature survey on the tidal
energy of oceans, modeling of nearshore flow and tidal energy distribution. Chapter 3 presents an
overview of the physical domain, mesh generation, and relevant data of the Mid-Atlantic Bight
(MAB). Chapter 4 introduces climate change and its consequences and prediction for the MAB
region. Chapter 5 discusses the model setup, including inputs and assumptions for the modeling.
Chapter 6 deals with the subject of large-scale parallel computing and presents scaling results of
FVCOM on the high performance computing (HPC) facilities employed in this work. Chapter 7
presents the model results for tidal and energy distributions at present and increased sea-level.
Chapter 8 concludes the thesis and gives an outlook on future work.
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Chapter 2
Literature review and approaches
2.1 Tide, dissipation, and energy
The influence of the Sun and Moon on the oceans can be decomposed into particular tidal
harmonics - these are waves that are generated in the oceans, each of which has a particular am-
plitude and phase. On the basis of earlier work by W. Thomson [36], G. Darwin [37] and E. W.
Brown [38], Doodson [39] published 388 tidal harmonic components of Earth’s tides. Major tidal
harmonic constituents are often used as input to drive tidal models, especially along boundaries
where tidal observations are not available.
Tidal dissipation studies originate from observations by Sir Edmund Halley who noted in
1695 how astronomical observations of planetary motions deviate from those made in ancient
times. In 1860s, work done by Charles Delaunay [40] and William Ferrel [41, 42, 43, 44] suggests
that Earth’s rotational speed has been decreasing due to tidal dissipation. Jeffreys [45] confirmed
this idea more convincingly in 1920 when he suggested that Earth’s rotational slowdown is nearly
entirely due to tidal friction, since his estimate for global tidal dissipation of 1.1∗1019 ergs (1 erg =
10−7 J)closely matched the astronomical estimate at that time of 1.3∗1019 ergs.
The energy imparted to Earth’s oceans by Moon and Sun is estimated to be 1.0 and 3.0 ter-
awatts (1 Terawatt or TW = 1012 Watt), respectively, for a total of 4.0 TW [46]. The principal diurnal
lunar tidal harmonic (M2) is the subject of most studies, and it is agreed that its amount of energy is
about 2.5 TW [47]. Since the total maximum astronomical energy input is 4.0 TW, some of which
is irretrievably dissipated, the theoretical maximum potential of exploitable tidal energy, which
consists of tidal potential and tidal MHK energy, must be less than 4.0 TW. Arbic and Garrett esti-
mate that the global tidal dissipation is 3.7 TW [48]. In comparison, ocean tidal energy is dwarfed
by other renewable energy sources, such as solar (2 ∗ 105 TW) and geothermal (30 TW) [49].
As indicated by above-mentioned studies, nearly all of the astronomical tidal energy is dissi-
pated in the oceans, and the theoretically available tidal energy is about 4.0 TW. However, much of
the theoretically available estimate cannot be exploited because of technological and physical lim-
itations and losses. Also, according to studies done in Europe [50, 51], MHK devices are found to
be most cost efficient when installed at depths of 20 - 30 m. mainly due to more convenient main-
tenance, installation and structural reasons. Furthermore, sites may simply not be well-suited for
MHK installation, due to high flow turbulence, which negatively impacts power conversion ef-
ficiency, or high scour susceptibility, since most MHK designs are bottom moored. Additionally
there are environmental considerations which may limit MHK development. In most region spe-
cific evaluations presented in literature, actual extractable power is estimated to be highly variable,
ranging from less than 1 megawatts (MW) up to a few gigawatts (GW) at best [20].
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2.2 Tide and current surveys
Early tidal models focus on the major semidiurnal lunar harmonic constituent (M2), for ease
and speed of computation and in view of the fact that it is most dominant of the constituents. One
of the first global tidal numerical simulations was done by Pekeris and Accad [52]. The computa-
tion faced some difficulties especially in terms of stability and accuracy. Later models improved on
these results, in particular the numerical models of the 1990’s which benefitted greatly from satel-
lite altimetry measurements of the TOPEX/POSEIDON mission [53, 54, 55, 56]. TOPEX/Poseidon
was a collaborative satellite mission of the United States and French space agencies, NASA and
CNES. It was the first major satellite launched for purposes of ocean observations, and provided
the first continuous global coverage of measuring the surfaces of Earth’s oceans with an accuracy
of 3.3 cm. The mission was highly successful and altimetry observations by TOPEX/POSEIDON
still are highly valuable for model calibration and verification of the global tidal dissipation mag-
nitude and distribution.
Modern tidal models are capable of using several harmonic constituents to more accurately
determine locations and magnitudes of tidal dissipation. Most tidal dissipation occurs in shallow
regions, in particular those bounded by solid surfaces, such as continents, continental shelves and
otherwise constricted flows. In these locations, tidal currents are strongest, since currents repre-
sent the MHK portion of the total tidal energy and energy dissipation by friction is a function of
velocity [57]. Tidal currents are expensive to observe in view that the technology has not been
ready for commercial use until the past few decades, and that the devices are still costly to ob-
tain, maintain and deploy [58, 59]. Therefore, it is impractical to map currents over large regions
by direct measurement. Local changes in depth, flow splitting, turbulence and changes in chan-
nel width can dramatically alter currents around tidal turbines that are only O(10) m in size[27].
Therefore, high-resolution input data is required to accurately survey locations for tidal energy
extraction, in particular to identify optimal placement of MHK.
There exist several approaches for tidal current surveys. In general, these may be divided into
analytical approaches and numerical modeling. Analytical approaches make assumptions with re-
gards to spatial and temporal flow distributions and therefore generally lack the ability to resolve
flows accurately in space and time. Generally, average values are used in the analysis. Doing so
can introduce large errors especially in the calculation of the available tidal current power, since
it is proportional to the cube of flow speed, and any error is multiplied by a factor of 3. On the
other hand, even though numerical models have great success at predicting tidal elevations, they
do not predict currents accurately, especially at small scales [60]. Therefore, for model validation
and calibration purposes it is often necessary to make local measurements.
2.2.1 Analytical methods
Analytical methods are often used as tools for preliminary surveying, with full understand-
ing that there are many limitations and results have large uncertainty. Quantities such as average
flow rate, peak and mean current magnitude, averages of channel widths, and approximations by
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uniform cross sections are applied to obtain preliminary estimates of available tidal power. An
example of a typical analytical approach can be found in the survey guidelines by the U.S. Electric
Power Research Institute (EPRI) [61]. The EPRI site evaluation guidelines can be summarized as
follows: First, it was assumed that available velocity data which was measured or predicted by
NOAA correspond to surface velocities, and subsequently a 1/10th power law was applied to cre-
ate a vertical flow profile approximation. Then resulting velocity distribution was the integrated
over the depth to determine the depth averaged velocity and power. Lastly, velocities were as-
sumed to be uniform across the channel, and the total current power is obtained by the product
of the power density with the channel cross sectional area. However, despite the shortcomings,
these approaches are still used. Nonetheless, they are capable of identifying some locations for
tidal current energy extraction, but their results have considerably larger uncertainty, especially
in view of power being proportional to v3.
Early analytical estimates of stream tidal power [62, 63] have used Admiralty navigational
data to estimate depths and widths of major channels and subsequently estimating the MHK
energy. In 1993 the Energy Technology Support Unit (ETSU) [64] provided estimates of avail-
able tidal stream energy resources in the UK, but the study was limited to locations where the
spring peak velocities were than 2 m/s, and only water depths greater than 20 m were consid-
ered. Results of the study indicate an average power resource of 6.9 GW. The European Com-
mission performed a similar study (EC) [65] in 1996, but sites of velocities of 1.5 m/s or greater
were considered. Despite this, the estimated power resource was only 3.9 GW. The differences in
the power assessment stem from different assumptions regarding the extraction device. Although
these studies were highly influential at the time, the major flaw is that a flow velocity, which is
only given at particular locations, was assumed to be representative for the region. Sites are on
the order of kilometers in size, and it is unreasonable to assume a constant velocity for the entire
site. Furthermore, the effects of multiple devices on the flow and subsequent power extraction are
not considered in these studies.
Black and Veatch [66, 67] conducted an analytical survey for tidal current energy for the Eu-
ropean waters in 2004. The methodology is similar to the ETSU and EC studies, except that more
attention has been paid to include effects of multiple devices on power extraction potential. A
significant impact factor was established, representing the proportion of MHK energy, or MHK
energy, which may be extracted without significantly affecting the flow. Results of this study in-
dicate a total resource ranging from 1.5-2.6 GW may be available.
In 2005 the U.S. Electric Power Research Institute (EPRI) carried out several (mostly) analyt-
ical surveys [68, 69, 70, 71, 72], yielding preliminary estimates of available tidal current power in
five states: Massachusetts, Maine, New Brunswick, Nova Scotia and Alaska. Only a few locations
in each state were considered in the studies. The surveys were performed based on guidelines
published in reference [61]. The preliminary study indicates that the top site in each state is the
Western Passage at Eastport in Maine, the Muskeget Canal in Massachusetts, Cape Enrage in New
Brunswick, the Minas Passage in Nova Scotia and the North Inian Pass in Alaska, with estimated
power potentials of 11, 4, 30, 166 and 1600 MW, respectively.
E3, Inc. (E3 2007) prepared a study of Tidal and Wave Energy for the Long Island Power Au-
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thority in 2007 by Roger Bason (president and founder of natural currents energy services, LLC).
This approach uses information provided by the software ”Tides and Currents” from Nobletec
Corporation, which heavily relies on NOAA data sources (observations and predictions). In this
approach, data is interpolated for locations away from the stations, which means that flow dy-
namics and velocity distributions are not taken into account. The report suggests that the top site
is The Race in Long Island Sound, with an estimated extractable power of 400-500 MW.
2.2.2 Numerical methods
Numerical models have come a long way from the early simple models, and are now capa-
ble of modeling tidal currents accurately in space and time. Major conditions of an accurate and
timely computation of tidal currents are: 1) resolution and quality of the input data, 2) mesh qual-
ity and resolution and 3) availability of computing resources.
The first numerical model of tidal current energy potential and extraction was presented by
Evans in 1986 [73] (for related work see also [12, 74, 75, 76]). In this work, a two dimensional,
depth-averaged, finite difference model is created to simulate tidal currents and elevations from
the M2, M4 and M6 harmonic constituents, followed by model validation at three observation
points within the domain. A rectangular, cartesian grid with minimum grid spacing of up 740m is
used and applied to individual regions near the British coasts. Within these regions, specific sites
are selected and the extractable power was computed at those locations. Evans considers wa-
ter depths up to 3 m for tidal energy extraction, to prevent the exclusion of shallow high-energy
flows. Power extraction is modeled by means of rotating turbines, with blade diameters of 20 m
or less, spaced 5 rotor diameters apart, under the assumption that the power extraction efficiency
is constant throughout the domains.
A green energy study by Triton Consultants Ltd. in 2002 [77] surveyed the currents of the
British Columbia, Canada, coastline using the numerical model, Tide2-D. Tide2-D [78] avoids
stability criteria needed by hyperbolic time-stepping methods, by solving elliptic governing equa-
tions. Six tidal harmonic constituents (M2, N2, S2, K1, P1, Q1) are used in the computation. Within
the model domain, particular attention is given to regions where strong currents are known to ex-
ist: Discovery Passage, Johnstone Strait and the channels near Victoria. The model considers the
effect of tidal energy extraction on existing tidal conditions by accounting for the effects of ad-
ditional turbines by means of increased bottom friction. The tidal model has been revisited on
several occasions since [79, 80, 81].
The potential for tidal current energy near northern Ireland was surveyed in 2003 by the UK
Department of Trade and Industry (DTI) [82]. The study uses a finite-element numerical model
to compute tides and currents using a rectangular grid which was developed by Kirk McClure
Morton (KMM) engineering consultants. For the overall Irish seas domain, a model grid of 405m
is used, but separate model runs focus on locations within the domain on 135, 45 and 15 m grids.
Model results are computed for one day, and computed tidal elevations are compared to pre-
dicted tidal elevations. The magnitude and phase of currents are also computed, however little
observation data was available for model validation. The study further evaluates turbine cost
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and performance by applying a separate Marine Current Turbines Ltd. techno-economic model
(MCT). MCT uses input parameters from the numerical model to determine how much power
can be generated by the turbine, and estimates the material cost of constructing a turbine meeting
site specific engineering requirements. MCT results are then used to evaluate the overall cost-
effectiveness of energy extraction at each site.
ABP Marine Environmental Research Ltd. published an atlas of UK marine renewable en-
ergy sources [83]. The atlas is based on results of the Proudman Oceanographic Laboratory High-
Resolution Continental Shelf model (HRCS). The model is an adaptation of Proctor and James
[84] and solves the three dimensional (3-D) incompressible Boissinesq hydrostatic equations in
spherical polar coordinates with sigma layers. The governing equations are solved using a finite
difference scheme on a rectangular Arakawa B grid, using a total of 367,395 grid points. The pur-
pose of the atlas is to provide resource information on a regional scale, and the minimum mesh
resolution is only 1.8 kilometers.
Cornett of the Canadian Hydraulics Centre presents a collection of 14 tidal model results,
each covering a different coastal region, as part of the survey of tidal current energy along the
entire Canadian coastlines [20]. Model results were provided by Triton and the Department of
Fisheries and Oceans. The models use at least 5 tidal harmonic constituents, on an unstructured,
triangular grid, consisting up to 132,000 nodes. Eight of the models were calibrated against ob-
served current measurements. The models simulate one year of time, and the flows are analyzed
for the mean power potential, using the mean maximum depth averaged speed, mean passage
width and depth, and flow cross section. Results indicate that 42.240 GW of tidal current power is
available, distributed over 191 sites, with an average of 221 MW of power per site - this represents
about 63% of Canada’s electricity demand.
A numerical simulation is also used to determine the tidal stream energy resources in the Ria
De Muros [85] using the Delft3-D-FLOW model [86]. The computation was performed on a carte-
sian grid of 150 m resolution, using 7 tidal harmonic constituents. Prior to a two week long model
simulation, the model approach uses a 30 period days for spin-up. This model also includes wind
forcing, density gradients and river discharges. The model is validated with a 7 day long Acoustic
Doppler Current Profiler (ADCP) velocity measurement at one site, and a correlation coefficient
of 0.71 was obtained.
More recently, efforts are made to simulate tidal flows for actual tidal power generation. Haas
et. al. [87] of the Georgia Institute of Technology computes tidal currents along the U.S. coastlines,
using the the dimensional Regional Ocean Modeling System (ROMS) [88], and a map of their re-
sults is available online. ROMS is a numerical model which uses the hydrostatic and Boussinesq
approximations to solve the Reynolds-Averaged Navier-Stokes equations. The model uses the
NOAA medium resolution shoreline (1:70,000) and is driven by 7-9 tidal harmonic constituents.
Furthermore, the model includes consideration of the wetting and drying process along the shore
to model currents more accurately. The U.S. coastal regions are divided into 52 subdomains and
results are computed on a rectangular, staggered Arakawa-C grid of an average grid spacing of
350 m, using a finite difference scheme. In each computational domain, the model simulates the
tides and currents for 32 days, which includes two days for model spin-up. Results are compared
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to NOAA tide and current observation station measurements [89]. The model is validated by a
combination of in-situ measurements, and NOAA predicted tides and currents [90]. Results in-
dicate that thirteen states have considerable tidal current resources. These are, from greatest to
smallest: Alaska, Maine, Washington, Oregon, California, New Hampshire, Massachusetts, New
York, New Jersey, North and South Carolina, Georgia and Florida.
2.2.3 Discussion
The problems of how, how much, and where tidal energy may be extracted are subjects of
research necessary for the development of these resources. Fundamentally, analytical approaches
are designed to yield an average estimate of tidal energy but all share the considerable shortcom-
ing of not being able to reflect actual, localized and time-dependent flow phenomena accurately.
This is problematic, since tidal current energy extraction is highly dependent on the magnitude
of currents and how they vary with time, in three dimensions. Using analytical approaches, it
is not possible to identify suitable sites beyond a certain margin of error, and some sites may be
missed completely, and generally more in-situ observations and measurements would be required
to identify the best locations. Unfortunately this approach is costly and time consuming.
Numerical models on the other hand, are able to resolve flows temporally and spatially and
can yield considerably better estimates for tidal current power. However, there are fundamen-
tal differences in numerical models, and how they are applied to evaluate specific sites. Nearly
all of the above models feature a model grid which is too coarse to model flows on the scale of
the MHK turbines. Most of the above models use scales of O(100) m, while the dimensions of
individual MHK turbines is on O(10) m [27]. Granted, this is likely due in part to limitations of
high-resolution bathymetry data availability, but this nonetheless is a fundamental issue which
needs to be addressed further in the future. Also, most numerical models traditionally use rect-
angular and structured grids. This can be a problem when modeling nearshore flows, since these
grids are not suitable to easily approximate the actual shape of coastlines, islands and inlets which
may be highly complex. High magnitude currents may often occur near these types of features.
Some above-mentioned approaches also divide up the regions of interest into smaller regions
and model these individually to describe the tidal energy availability in the region as a whole
[73, 77, 82, 20, 87], rather than modeling everything, ranging from kilometer to meter scales, at
once. The benefit of modeling these processes at once is that the numerical model is allowed to ac-
count for near and far occurring influences on particular sites. The difficulty of modeling all of the
regions at the same time is related to model stability and high computational costs, and thus HPC
resources are needed as well as numerical models which are optimized for large parallel compu-
tations. A further difficulty in high-resolution modeling is related to the mesh: if a structured
grid is used it may not be setup easily in a way to resolve coastal flows at high-resolutions at an
overall acceptable grid size for computation. Unstructured meshes are easily capable of covering
large ranges of scales, which is important to model the coastlines accurately, while still yielding a
reasonable total mesh size and are therefore cheaper to compute.
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Lastly, the numerical formulation of the model can be problematic. While all models solve
the momentum and continuity equations, some formulations and turbulence models are more
suitable than others for modeling flows accurately. The basic methods of solving these equations
is through finite difference, finite element and finite-volume methods. Of these methods, the finite-
volume method is most-well suited for coastal flow modeling, since it is the best out of these at
preserving conservation properties such as mass conservation.
2.3 Approaches of this research
In this thesis, to estimate tidal power at different sites and provide suggestions that can be
used for tidal power development, the best available modeling approaches will be applied to
the survey of tidal energy distributions along NJ coastlines. The model domain extends from
Massachusetts to Virginia, and is therefore able to account for local and far effects on the flows.
The numerical model FVCOM in conjunction with high-resolution grids will be used. FVCOM is
a finite-volume model, and it uses triangle meshes in the horizontal plane and sigma grid in the
vertical direction. The grid resolution ranges from 10’s of kilometers to 20 m along the entire NJ
coast, with small rivers modeled on a grid as small as 9 m. Astronomic tidal boundary conditions
are imposed at the open boundaries at the deep ocean, and they drive the water over the shallow
Atlantic shelf to move towards the coastal regions, inlets and rivers, where the flows are evaluated
for available tidal current energy.
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Chapter 3
Region of study and data collection
3.1 The Mid-Atlantic-Bight
The model domain, shown in figure 3.1, consists of most of the Might Atlantic Bight (MAB)
region, and it covers a region ranging from Massachusetts to Virginia. It includes three major es-
tuarine systems: the New York and New Jersey Harbor Estuary, Delaware Bay and Chesapeake
Bay. The model domain ranges from a latitude of 36.8 N to 41.3 N, and longitudes of 77.3 W to
71.3 W and represents a total surface area of close to 180,000 km2.
Figure 3.1: Region of study.
The water depth in most of the model domain is less than 30m. The sea floor has a small,
gradual downward slope which extends over a length of about 100 km near the Chesapeake Bay
inlet, to a length of about 170 kilometers when measured from the Connecticut shore line. The
slope becomes fairly steep near the edge of the continental shelf, where over a distance of 20
kilometers a bathymetry change of up to 2000m occurs. Figure 3.2 below shows the bathymetric
features of the domain.
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(a) The whole flow do-
main.
(b) NY/NJ estuary. (c) Delaware Bay.
Figure 3.2: Bathymetry of the MAB.
3.2 Data for tidal flow, bathymetry, rivers and coastlines
Observation data for water surface elevation and velocity has been collected from sources in-
cluding NOAA, USGS and NYHOPS [89, 91, 92]. A list of 47 stations used in this work are given
in table A.1 in the appendix and figure 3.3 below. Among the 47 stations, three measure currents,
and the remaining stations measure surface elevations.
Bathymetry data was obtained from the NOAA NGDC [93]. Most of the MAB region is cov-
ered by the data, except for small channels and rivers. The majority of the NOAA bathymetry
data has a resolution of about 100m. Some assumptions, as explained in section 5.3.2, were made
in locations where bathymetry data was not available. Originally data is referenced to the Mean
Low Water (MLW) or Mean Lower Low Water (MLLW) and NOAA’s VDATUM [94] was used
to convert data to a common vertical datum, NAVD88. Coarse resolution bathymetry is used for
regions further away from the coast [95]. The model is validated by water elevation and velocity
measurements at 47 stations, shown in table A.1 in the appendix and figure 3.3 below.
The mesh boundaries are defined by the NOAA high-resolution composite vector shoreline
(NOAA’s high-resolution composite shoreline (1:5,000)) [96], which was scaled from the origi-
nal vertex spacing to a uniform 20 m vertex spacing. Furthermore, in locations where small
rivers were not included in the high-resolution dataset, the NOAA medium resolution coastline
(NOAA’s medium resolution shoreline (1:70,000)) [97] was used. The outline of the mesh is shown
in figure 3.4a. Along the coastlines of the region, there are a number of rivers flowing into the
ocean. However, only few of these will be considered in the model, since others are either located
faraway from our region of interest or did not carry a significant amount of discharge. River dis-
charge data is available from USGS, and their respective locations and discharge are listed in table
3.1 and shown in figure 3.4b.
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(a) Stations in the model domain. (b) Long Island Sound station locations.
(c) NY/NJ estuary stations. (d) Barnegat Bay stations.
(e) Stations near Great Bay. (f) Stations near Cape May.
(g) Stations in the Delaware River. (h) Stations near Philadelphia.
Figure 3.3: Locations of stations used for model validation.
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(a) (b)
Figure 3.4: Figure 3.4a shows the open boundaries (red) used in the model. Figure 3.4b
shows locations of rivers with discharge.
Name USGS ID Latitude Longitude Q [m3/s]
Raritan River 01405030 40o 28’ 59” 74o 24’ 46” 33.41
Passaic River 01389890 40o 53’ 09” 74o 07’ 42” 88.63
Tom’s River 01408500 39o 59’ 11” 74o 13’ 24” 14.16
Cedar Creek 01408900 39o 52’ 45” 74o 11’ 26” 5.97
Maurice River 01411500 39o 29’ 44” 75o 04’ 37” 11.04
Table 3.1: Locations and discharge of rivers.
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Chapter 4
Climate change
4.1 The Greenhouse Effect
Sunlight can move through the atmosphere mostly unhindered. Some sunlight is reflected to-
wards space by the Earth’s surface and atmosphere. About half of the solar radiation is absorbed
by the Earth’s surface, and later emitted outward as long-wave radiation. Some gases, such as
’greenhouse gases’, are very effective at absorbing Earth’s outgoing long-wave radiation. The gas
molecules absorb the radiation, and re-radiates it in random directions, towards the surface or
towards space. The radiation these molecules directed towards the surface increases the tempera-
ture at the surface and lower atmosphere. This process is referred to as the greenhouse effect and
shown in figure 4.1. Figure 4.2 shows the energy balance of the Earth.
Figure 4.1: Schematic representation of the Greenhouse Effect [3].
Recently observed changes in climate are considered to be of anthropogenic origin, because
there is a clear correlation between human activity and greenhouse gases released into the atmo-
sphere. Figure 4.3 shows an increase of several greenhouse gases over the past decades while fig-
ure 4.4 shows the change in CO2 over the last 10,000 years, based on ice core measurements. Both
figures indicate that the rapid increase in atmospheric CO2 and other greenhouse gases clearly
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Figure 4.2: Earth’s radiative energy budget [3].
coincides with a rapid population growth and the onset of the industrial revolution. The primary
cause for this is the burning of fossil fuels such as coal, petroleum and natural gas. CO2, CH4, N2O
and CFC are particularly important greenhouse gases, since they are long-lived in the atmosphere.
As result, the global mean temperature has been increasing.
Figure 4.3: Recent atmospheric concentrations of greenhouse gases: CO2, CH4, N2O and
CFC. Unless otherwise noted, the red curve represents the mean trend, and the blue
curves represent observed data [98].
17
Figure 4.4: Long-term atmospheric concentrations of greenhouse gases: CO2, CH4 and
N2O [3].
4.2 Sea-level rise and projections
An increasing global mean temperature provides enhanced conditions for ice and snowmelt
to occur. There is ample data indicating a global decrease of ice cover on Earth [99]. Additionally,
thermal expansion of the oceans results in a global sea-level increase. Findings presented in the
fourth assessment report by the IPCC [3], shown in table 4.1, suggest that the SLR contribution
due to thermal expansion is of similar magnitude as that due to the reduction of ice-cover when
averaged over the years 1961 to 2003. During the 1993-2003 time period, thermal expansion was
the source for more than half of the observed net SLR.
Source 1961-2003 1993-2003
Thermal Expansion 0.42 ± 0.12 1.6 ± 0.5
Glaciers and Ice Caps 0.5 ± 0.18 0.77 ± 0.22
Greenland Ice Sheet 0.05 ± 0.12 0.21 ± 0.07
Antarctic Ice Sheet 0.14 ± 0.41 0.21 ± 0.35
Sum 1.1 ± 0.5 2.8 ± 0.7
Observed 1.8 ± 0.5 3.1 ± 0.7
Difference (Observed-Sum) 0.7 ± 0.7 0.3 ± 1.0
Table 4.1: Contribution to SLR by source, in mm/yr [3].
Table 4.2 shows estimates of SLR for a scenario in which no ice cover is present at all. If the
Antarctic and Greenland ice sheets were to melt, there would be a global SLR of about 70m. A SLR
on the order of severalm will have a dramatic effect on the coastlines within the model domain.
Figure B.5, shows what the coastline of the MAB region would look like under a SLR range from
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1 to 10m. The data is based on the USGS National Map Viewer DEM data and was modified in
MATLAB to show elevation contours for the region.
Glaciers Ice caps Glaciers
and ice
caps
Greenland
ice sheet
Antarctic
ice sheet
Area (106km2) 0.43 0.24 0.68 1.71 12.37
Volume (106km3) 0.08 0.1 0.18 ± 0.04 2.85 25.71
SLR equivalent 0.24 0.27 0.5 ± 0.10 7.2 61.1
Table 4.2: Sources of frozen water, and their SLR contributions [100].
Global mean SLR over the past few decades, has been determined to be close to 1.8 mm/yr
[101, 102, 103, 104, 105, 106]. Observation data of stations in the MAB region confirm that SLR
there has been considerably greater than the global average [89]. Historical trends of three sta-
tions in the MAB region are shown in the appendix in figures B.1 to B.4.
Global sea-level is projected to increase by at least 0.2 m by 2100 even in the most optimistic
AOGCM model results, shown in figure B.6 in the appendix. Pfeffer [107] suggests that a SLR
ranging from 0.8 to 2 m may be possible by 2100, and therefore the AOGCM models may greatly
underestimate global mean SLR. Yin et al. [108] state that global warming is expected double the
current global mean SLR rate. Yin’s argument is further supported by long-term measurements
of NOAA (www.ndbc.noaa.gov) and a report by Psuty [109], which indicates a SLR rate of 3-4
mm/yr along most of the NJ coastline. The New York City Panel on Climate Change (NPCC)
(NPCC) estimates that SLR in the NYC region, under the rapid ice-melt scenario may be as large
as 4-5 feet by the year 2100. Therefore, it can be concluded that there exists a large uncertainty in
predicting future sea-levels and that while the particular SLR magnitude is unclear, it is clear that
the global mean sea-level is going to increase with time; and that the MAB region will experience
a greater-than-average SLR.
The previous paragraph indicates that predictions vary greatly, and that the expected SLR in
the MAB region will most likely be considerably greater than the global mean SLR. In this work, a
SLR scenario of 1 m was selected to ensure that effects on the tides and currents are clearly visible,
while at the same time providing an outlook of approximately one century ahead.
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Chapter 5
Model, mesh and setup
5.1 Coastal ocean model
There are many popular coastal ocean models for computing coastal flows, such as the Prince-
ton Ocean Model (POM) [110], the Advanced Circulation Model (ADCIRC) [111], the Regional
Ocean Modeling System (ROMS) [112], and the finite-volume Coastal Ocean Model (FVCOM)
[113].
The Princeton Ocean Model solves the three-dimensional primitive flow equations, with a fi-
nite difference method. Sigma coordinates are used as terrain-following coordinates which divide
the water depth into a fixed number of layers. POM uses a curvilinear orthogonal C-grid. POM
can be used to simulate circulation and mixing in rivers, estuaries and the effects of ocean shelves
and slopes, as well as semi-enclosed regions and the global ocean. Further information is available
at the POM website.
ADCIRC solves the time dependent, free surface circulation and transport equations in two
and three dimensions. The model solves the equations of motion using a hydrostatic pressure and
Boussinesq approximation, using a finite element method. Water elevations are obtained from the
solution of the depth-integrated continuity equation, and velocity is obtained from solving either
the two dimensional (2-D) or 3-D momentum equations. The model uses sigma coordinates for
vertical layers and an unstructured triangular grid for horizontal grids. ADCIRC is commonly
used to model tides, wind driven circulation, hurricane storm surges and flooding. ADCIRC is
also suitable for computations of large meshes on HPC systems [114]. Further information is avail-
able at the ADCIRC website.
ROMS solves the 2-D depth integrated and 3-D primitive flow equations, using stretched
sigma coordinates. ROMS uses a orthogonal curvilinear C-grid and computations are carried out
by finite difference methods. Fundamentally ROMS is similar to POM in many aspects, but the
models differ in the availability and implementation of different higher-order advection schemes
and time stepping for example. Further information is available at the ROMS website.
FVCOM [113] is a 3-D, free-surface numerical coastal flow model which uses the hydrostatic
and Boussinesq approximations to solve the Reynolds-averaged Navier-Stokes equations. The ad-
vantages of FVCOM over other models for a tidal energy survey were explained in some detail
in the last few paragraphs of section 2.2.2. FVCOM has two features that set it apart from other
models for a tidal energy survey in coastal regions. First, FVCOM carries out computations on
a triangular unstructured mesh, which makes it highly suitable for high-resolution coastal flow
analysis along the NJ coastline. The geometry of the NJ coastline, consists of complex networks
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of rivers, inlets and islands which cannot be readily resolved using an unstructured mesh. Re-
solving these features accurately is essential for an accurate survey since locations that may have
suitable a current suitable to power extraction may otherwise be missed. Furthermore, a large
range of scales needs to be computed in the model - ranging from 10’s of kilometers near the outer
boundaries to meter scale near the coasts. Regions of interest are modeled at fine resolution by a
gradual reduction of the dimensions of the triangular mesh elements, while regions that are not
of interest may use larger triangles for computing the flows. This feature also makes it possible
to compute the hydrodynamics of the regions in one go, without needing the model region to be
split up into several parts. The advantage of this approach is that far-away effects on small-scale
hydrodynamics can be accounted for.
Second, FVCOM has a finite-volume formulation, which is basically a conservative scheme,
and thus enforces the conservation properties more accurately. Unlike FVCOM, models used in
previous tidal energy surveys are known not to be capable of conserving these quantities locally
(i.e. Tide2-D and Tide3-D) [80], and consequently these models are not well suited to carry out
a high-resolution tidal energy survey. Since most MHK devices are only a fewm of size in each
dimension, and currents may vary greatly over short distances due to geometry, it is important
for a numerical model to use a conservative scheme.
In addition, FVCOM may be run either in mode of depth averaged 2-D or in mode of 3-D
using terrain-following sigma layers, depending on the need and computational cost. Due to high
computational cost, results are computed mostly in 2-D mode. A 3-D computation will be carried
out in the near future, to map the variation of tidal current energy with depth. Parallel computa-
tions with FVCOM are carried out by decomposing the domain using the METIS library. METIS
is a popular tool used divide the mesh and assign the parts to individual computational cores
in order to carry out large parallel computations efficiently. FVCOM code uses the MPI library
to carry out communication and data exchange between the individual cores. FVCOM has been
tested for scaling previously by its developers [115], but only up to a few hundred CPUs. Their
results, as well ones presented in section 6.3 indicate that FVCOM is also well-suited for large
parallel computations. Computing results on large meshes such as the one presented here, is not
feasible within a reasonable amount of time without utilizing a numerical model that has good
parallel performance.
5.2 Mesh generation
5.2.1 Tools, methods and meshes
Aquaveo SMS version 11.0, was used to generate the mesh. The mesh covers a region ranging
from Massachusetts to Virginia shown in figure 5.1a. Coastline data from NOAA was processed
and set to a uniform 20 m vertex spacing. A line, also referred to as segment or arc in SMS, is
defined by two points, or vertexes, and may be divided evenly into further vertexes to achieve a
finer high-quality mesh. Portions of the resulting mesh are shown in figure 5.1. The mesh con-
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sists of triangular elements, and the corners of each triangle correspond to individual mesh nodes.
Further processing of coastlines, for the purpose of modeling flows in narrow rivers with some ac-
curacy, required further refinement of the meshes down to a resolution of 9 m. These refinements
can be more clearly seen in figure 5.2.
Furthermore, the region consists of thousands of polygon objects, which can be seen in figure
in particular in figures 5.1g and 5.1d. A polygon represents a land mass, such as small islands,
located in or near bodies of water. These polygons are important to accurately define the mor-
phology and flows that exist in the coastal regions in view that there often are rivers, channels
and inlets located in-between polygons. These types of features are the most likely to contain suit-
able sites for tidal power development. A minimum circumference of 300m was enforced for the
polygon objects such that polygons of smaller circumference were ignored and not included in the
final mesh.
In this research, three sets of meshes were made: 1) O(1,000) m mesh, 2) O(50) m mesh and
3) O(20) m mesh. The O(1,000) m mesh was made with a resolution of about 1000 m along the NJ
coastlines, except for some local refinements down to about 100 m, in the NY bay area, and the
mesh is coarser elsewhere. The main purpose of the O(1,000) m mesh was to calibrate the model
at a large scale. This mesh is the basis for subsequent meshes, at locations faraway from points
of interest. High-resolution meshes were developed based on separate high-resolution coastline
data, described in further detail in section 3.2. The O(50) m and O(20) m meshes were constructed
independently, and then attached to the O(1,000) m mesh. In order to resolve small rivers and
channels, the O(50) m and O(20) m meshes were refined with an even smaller grid spacing, as low
as 9 m resolution.
Although the main region of interest is along the NJ coastlines, a few other locations, far away
from the NJ coastline, were meshed at high-resolution. For example locations along Long Island,
in particular the south shore of the Long Island Sound and Jamaica Bay (figure 5.1g), were meshed
at 50 m or less. In some places along the Atlantic Ocean, the mesh was coarsened to up to 100m
resolution, because it did not alter the shape of the coast significantly while resulting in a large
reduction of mesh elements.
The O(1,000) m, O(50) m, and O(20) m meshes are only different in the nearshore regions
of NJ and a few other locations at coasts, but are identical elsewhere. The O(1,000) m mesh has
40,426 elements and 22922 nodes, a minimum edge length of 38 m. The O(50) m mesh consists
of 2.1 million nodes and 3.8 million elements, with a minimum edge length of 4 m. The O(20) m
mesh consists of 3.3 million nodes and 6.3 million elements, with a minimum edge length of 4 m.
A side-by-side comparison of the O(20) m and O(50) m meshes at a location in Cape May County,
is shown in figure 5.2. Hereafter, the O(50) m mesh and O(20) m mesh will be referred to as coarse
and fine mesh, respectively, since this work focuses on these two meshes.
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(a) The whole flow do-
main.
(b) NY/NJ estuary.
(c) Point Pleasant. (d) Atlantic City. (e) Delaware Bay.
(f) Philadelphia. (g) Jamaica Bay.
Figure 5.1: Global mesh and zoom-in at selected locations.
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(a) (b)
Figure 5.2: A comparison of the (a) fine mesh and (b) coarse meshes near Cape May
5.3 Model setup
5.3.1 Open boundary conditions, bathymetry and bottom friction
The tides within the MAB region are dominated by the lunar principal semidiurnal tide. Tidal
elevations along the open boundary, which extends from Massachusetts throughout the Atlantic
Ocean to Virginia, are obtained from OTPS (OSU Tidal Prediction Software). Other open bound-
ary input was obtained from observation stations. Locations of the open boundaries are shown
in figure 3.4a. The software uses the TPXO7.2 global ocean tidal model [54] [56], and is calibrated
with measurements obtained from the TOPEX/Poseidon and Jason satellites. Tidal elevations
along the open boundary are computed using 13 tidal components: eight primary (M2, S2, N2,
K2, K1,O1,P1,Q1), two long period (M f , Mm) and three non-linear (M4, MS4, MN4) harmonic con-
stituents. The model is driven at four open boundaries: 1) Atlantic Ocean 2) Hudson River 3)
Hampton Roads at Chesapeake Bay 4) Delaware River at Trenton, as shown in figure 3.4a. In ad-
dition flow discharges are specified at five rivers, based on observation data. Their locations are
shown in figure 3.4b, and their discharge is given in table 3.1.
Furthermore, a slight sponge layer has to be used to ensure model stability. Ideally, using
sponge layers should be avoided, since a sponge layer represents an unphysical source of energy
dissipation and may alter the model results. Based on experience with this particular mesh, and
computations using FVCOM, if no sponge layer is used, the model becomes unstable after some
time. If a larger sponge layer is used, on the order of 10−1 magnitude and a radius of effect of 10’s
of kilometers, too much energy is dissipated from the model. In this case, computational results in
the entire model domain are affected, yielding velocities much smaller than observed throughout
the whole flow domain. Through guidance by literature as well as experimentation, it was found
that an application of a sponge layer value on the order of 10−3 or less, applied to a radius of no
more than 5.0 kilometers is an effective method to achieve a stable model, while introducing only
a negligible amount of energy loss.
Additionally, slight alterations are done to the bathymetry at a total of 15 mesh nodes, to
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smooth the bottom slope along the southwest and northwest boundaries. The steepness of the bot-
tom slope was part of the reason for the numerical instability, and by smoothing the bathymetry it
was possible to run the model with only a small sponge layer. Also, an inappropriate combination
of sponge layer and bottom slope near the boundary was found to result in unphysical results -
such as regions of high flow velocities near the model boundary, in deep water.
The original FVCOM source code was modified by Dr. X.G. Wu1, and the feature to specify
bottom friction as Manning n value was added to the model. To model bottom friction, literature
suggested values for Manning coefficients are used [116]. For open water, values may range from
0.02 to 0.045. Other than in two regions, a value of 0.02 was used. At the boundary of the Hud-
son River in New York a larger Manning value of n=0.07 which quickly decreases away from the
boundary was applied to ensure model stability. Furthermore, a region in the shallow waters near
Chesapeake Bay and Delaware Bay was assigned a value of n=0.01 to improve model validation
in the region near the mouth of Chesapeake Bay.
Overall, the model simulates a time period of 16 days, with the first two used for model
spin-up. While two days may not be enough spin up time for remote and obstructed bodies of
water, analysis of results indicated that there is little if any difference in the flow behavior beyond
two days. Therefore, giving the model a two-day spin-up time period was considered acceptable,
especially in light of the computational expense of the model.
5.3.2 Data limitations, assumptions and approximations
Model results are computed with respect to the NAVD88 datum, since it is the national stan-
dard geodetic reference for heights and becomes useful for flood modeling, which may be added
to the model in the future. However, several observation stations do not have observation data
referenced to the NAVD88 datum. In these cases, the model results were compared to observa-
tions referenced to mean sea-level (MSL). This is acceptable since the MSL datum generally differs
only on the order of centimeters from NAVD88 within the domain. VDATUM conversion intro-
duced an mean error on the same order of magnitude, and therefore was not used.
Positions of the observation stations have some error, since in several cases only two or three
decimal places are given for the geographic coordinate system (Latitude/Longitude). This can be
a problem when comparing model results to observed currents, since currents may vary consid-
erably over short distances, on the order of meters. In a few cases, station coordinates do not fit
within the model domain, and were displaced to fit into the domain. Generally, these adjustments
move the points by less than 200 m. Since, tidal elevations do not vary greatly over short distances,
this procedure is acceptable for validating tidal elevations.
Since meteorological data was not used in this model, observed results are expected to differ
from model calculations depending on weather conditions. Under regular atmospheric condi-
tions, the model computation is expected to produce good comparisons. During the modeling
time period, April 10, 2010 to April 26, 2010 the region did not experience extraordinary weather
1Zhejiang Institute of Hydraulics and Estuary, Hangzhou, China
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conditions, and therefore model results should compare well to the observations throughout the
domain.
The mesh includes many small rivers and channels which may have a width of as little as 20
m. Bathymetric data for these locations was not available from NGDC, and to indicate where data
was not available, depth was adjusted to 2.0 m. Furthermore, where bathymetry is shallower than
2.0 m, it was set to 2.0 m. These steps were taken for several reason, foremost to clearly indicate
where good digital bathymetric data was not available at the time of this model run. This will
allow for an easier identification of regions which need updating as bathymetry measurements
become available. Furthermore, it was assumed that a water depth of 2.0 m or less is too shallow
for extensive power exploitation, and the water volume and power that is ignored by applying
this limit can be assumed to be negligible and have little impact on the model results. Also, im-
posing a minimum water depth of 2.0 m also has the advantage of avoiding expensive wet/dry
computations in most locations, since the tidal range is generally less than 4.0 m.
In this research, even though the wetting and drying mechanism is used, flooding is not
considered and therefore the flow boundaries along coastlines and river banks are fixed. Further-
more, the wetting and drying process may have undesirable effects on model computations, such
as sea-saw and other unphysical behavior, and can affect computed results in nearby elements
[83]. The mesh boundary strictly adheres to the NOAA coastline boundary, which is set at the
Mean High Water (MHW) datum. In order to accurately capture the flood mechanism, the mesh
would have to be expanded everywhere along the coasts, such that the flows not be hindered by
the boundaries. Furthermore, to capture the flooding mechanism, accurate topographic data is re-
quired, for example LIDAR, since DEM data has large uncertainty and would have some difficulty
in capturing elevation differences involved in tidal flooding or small SLR values [117]. In addi-
tion, consideration of coastal land cover and their corresponding bottom friction values would be
needed for model input. Many locations feature small islands which effectively block flows but
the elevations of these features is not readily available. For approximation, these islands were also
included in the mesh by imposing a solid, non-floodable boundary, to indicate that flows would
be diverted to some degree at least, by these bodies.
As mentioned in section 4.2, a one meter SLR was chosen to ensure that effects on the tides
and currents are clearly visible, while at the same time providing an outlook for approximately
one century ahead. A further assumption is that the harmonic constituents of the tides are not
altered significantly at the open boundaries, in particularly the large deep ocean, at SLR condi-
tions. While this assumption is not good for the open boundaries contained in the shallow waters,
to make comparisons to the run under normal conditions, the driving water elevations at these
boundaries were kept identical. The assumption that the tidal forcing of the open boundaries is
not considerably changed due to SLR has been made in prior work [118, 119, 120, 121]. As in
[121], an assumption is made that there is no coastal recession, and boundaries between land and
ocean are solid and defined by the MHW coastlines of NOAA. While this assumption is not re-
alistic, it was needed to expediently setup the model and reduce the computational demands as
described in section 5.3.2. Furthermore, this assumption only neglects a near-negligible amount of
tidal energy since a comparatively small volume of water is being omitted; this line of reasoning
is presented also in [122, 121].
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Chapter 6
High-performance computing and scaling of FVCOM
6.1 Concepts in parallel computing
Most processes which occur in the natural world, do not have analytical solutions, and nu-
merical computations are the only method of modeling and solving these processes. There exist
many capable numerical models which may be run on a desktop computer to solve a variety
of problems. However, many cutting-edge research involves complicated processes, which need
to be resolved at small scales. Examples of some recent important and highly demanding com-
putations are modeling of the readiness of nuclear weapons, protein folding dynamics and the
evolution of the universe.
Modern CPUs often possess several cores each, each of which may be able to work on multi-
ple threads or processes (in our computations, only single-thread CPUs were used). It is important
to distinguish between CPUs and cores, since it is the cores that can be assigned a job each, and
overall for computational purpose the number of available cores is a key parameter indicating the
computational power of the system. A second important parameter is the clock speed of the core,
where higher clock speeds yield proportionally better performance. A third important parameter
which influences the performance of a parallel job is the bandwidth and latency of the network
which connects the clusters. Since jobs are broken up into smaller portions and assigned do differ-
ent cores on the HPC network, depending on the problem type and software used, there may be
a need to either move large amounts of data quickly (bandwidth) or quickly communicate many
smaller streams of data (latency). A fourth important parameter which impacts the performance
of a parallel computation, is the level of optimization with which the code has been compiled. In
concurrent high performance computing optimization level 3 is often used where possible, since
it can speed up computing performance greatly when compared to lower optimization levels, on
the order of several 10’s of per-cent. However, not all code (or parts thereof) may be compatible
with high level optimization, and if not careful this may result in poor modeling results. Further-
more, compatibility may also be affected by the brand of compiler. Computations were carried
out using the Cray Fortran compiler, since it is recommended for use on the Cray systems and
when compared to the performance to the Intel Fortran compiler, the speed was competitive. The
PGI Fortran compiler was also tested - however the computation was considerably slower on the
Cray system.
FVCOM uses MPICH2 for parallel computations and the METIS domain decomposition li-
brary to divide the model into mostly even parts such that each part may be assigned for a core
for computation. This method can yield nearly perfect parallel computing performance even over
a large number of cores. However, parallel computing performance is always limited by hard-
ware capabilities. When analyzing the limitations of parallel computing, often two concepts are
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involved: strong and weak scaling.
Strong scaling is measured by keeping the problem size constant, while more cores are used
to compute the job. Ideal scaling occurs when for each multiple of cores included in the computa-
tion, the computational time decreases by the same multiple. Realistically, this process can not go
on ad infinitum, simply because a problem which may consist of 1,000 elements, may not be di-
vided into more than 1,000 parts. Second, since this is a form of distributed computing, to perform
the computation at a particular point, information must be provided from the surrounding points
first. The core which is assigned a section of the mesh must both wait for information from sur-
rounding elements and pass on information to surrounding elements such that the computation
may continue. Therefore, the smaller the parts assigned to each core become the more the com-
munication must increase with other cores. In the end the communication overhead may become
so significant that the overall computation may not improve any further, or even slow down, as
further cores are added.
Weak scaling is a measure of parallel performance where the problem size per core remains
the same, and performance is measured by adding more cores to the computation, therefore
changing the problem size. Ultimately, this is a measure of how computing performance changes
as the overall problem size is increased. However, the net computational time required for the
model will always be greater with a larger mesh in a weak scaling test. Often weak scaling does
not represent a realistic test for computing purposes, since the problem size is fixed and not easily
changed. Regardless, it is necessary to realize that the amount of strong scaling which is possi-
ble is affected by problem size itself as well - a small problem may not see any speed-up beyond
256 CPUs, while a large problem, like the one presented in this work, may benefit greatly from
additional cores, even when thousands of CPUs are already used.
6.2 HPC resources
The National Energy Research Scientific Computing Center (NERSC), is the high-end scien-
tific computing facility for the Department of Energy’s Office of Science. NERSC serves about
4,000 scientists and 400 research projects spanning all science areas of interest to the Office of Sci-
ence. Hopper is currently the most powerful of several supercomputers available at NERSC, capa-
ble of a peak performance of 1.28 Petaflops/second (1 peta = 1015), which makes it the the 6th most
powerful supercomputer in the U.S. (17th in the world) according to the June 2012 TOP500 list.
A flop refers to a floating point operation, a unit commonly used to measure the computational
power of computing systems. Hopper is a Cray XE6 system, consisting of 217 Terabytes (TB) of
memory and 2 Petabytes (PB) of hard drive storage. The system has of 6,384 compute nodes, each
consisting of two twelve core, 2.1 GHz AMD ’MagnyCours’ CPUs for a total of 153,216 cores. Of
the 6,384 nodes, 6,000 contain 32 GB of memory (1.5 GB/core), and 384 contain 64 GB of memory
(3.0 GB/core). Computational time on many HPC systems, such as Hopper, is limited to an alloca-
tion of CPU-hours. A resource of one CPU-hour corresponds to using a single (single-thread) core,
of a particular clock speed for one hour in a model computation. Due to difficulty in obtaining
CPU-hours on Hopper, use of it was mostly limited to debugging the source code, testing scaling
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of FVCOM and the meshes, and to complete a few model runs. A picture of cabinets containing
the Hopper nodes is shown below in figure 6.1.
Figure 6.1: Hopper supercomputer at NERSC [123].
The College of Staten Island (CSI) is part of the City University of New York (CUNY) and
serves as the HPC center for CUNY universities. CSI consists of several computing systems, the
most powerful of which is Salk. Salk is a Cray XE6 system was recently upgraded to 176 compute
nodes, each consisting of two 8-core, 2.3 GHz AMD ’MagnyCours’ CPUs for a total of 2,816 cores.
Each node consists of 32 GB of memory (2.0 GB/core). Salk uses a Cray torus interconnect for
high data bandwidth and low latency on the order of microseconds.The system at CSI has been
extensively used for computations presented in this work and other computations, since there is
no CPU-hour charge for CUNY affiliated users. This made using CUNY HPC highly attractive,
even if runs were core limited.
Our own cluster at CCNY was purchased in 2011. It consists of 16 computational nodes. Each
computational node has two 8-core, 2.2 GHz AMD ’MagnyCours’ CPUs for a total of 256 cores.
Each node has 16 GB of memory (1.0 GB/core). The system currently uses gigabit ethernet as
interconnect. In this project, the system is mainly used for model setup and preparation of model
runs in the above two centers.
6.3 FVCOM scaling results
Figure 6.2a below shows the overall scaling performance of our mesh using the Cray com-
piler on Hopper, over a range of several thousand cores. Ideal scaling on this plot would be a
straight line. The result indicates that the model will scale ideally up to about 2,000 cores, because
the graph indicates a linear relationship between the number of cores and computational time up
to that point only. The vertical axis represents the ratio of computing time required at x CPUs
divided by the time required when computing with 240 cores. The reason 240 cores was chosen
as baseline was that it represents the number of cores in 10 nodes on hopper at NERSC, and scal-
ing is still ideal for several multiples thereof. Figure 6.2a also shows that using more than 2,000
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cores results in a loss of efficiency. While the computation will increase in speed (up to a point),
the value of each added core decreases. As described above, CPU-hours is a currency that limits
how much a HPC system may be used, and in order to not waste any, it is necessary to do scaling
tests to ensure a good balance between run time and CPU-hour use. The fine mesh, consisting
of 3,344,388 nodes and 6,308,251 elements, using optimization level 3 and computed by FVCOM
in the 2-D depth-averaged mode, is estimated to require a resource of about 320,000 CPU-hours
per 16 day simulation on 736 cores. Using 2,000 cores, the computation is expected to take 170
hours, or slightly longer than one week. Due to the small grid spacing of the mesh, a time step
of 0.02 seconds is required for numerical stability. Also, scaling was performed on CUNY’s SALK
system at CSI, where scaling of FVCOM on 2-D and 3-D was looked into, shown in figure 6.2b.
This computation was done on a smaller mesh of 460,000 nodes and 860,000 elements. The plot
shows that 2-D and 3-D FVCOM scale the same, and that scaling is ideal up to at least 512 cores at
for a smaller mesh.
(a) Scaling on Hopper. (b) Scaling on SALK.
Figure 6.2: FVCOM scaling performance on Hopper and SALK.
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Chapter 7
Simulation of tidal flows: Results and analysis
7.1 Strategies for model runs
The simulation of tidal flows went through four steps:
1) With the aid of above selected data, meshes and model setup, models runs using the
O(1,000) m mesh were made and calibrated. Overall the comparison between the computed so-
lutions and data at the observation stations is satisfactory. This step determined the parameters
involved, including the values of Manning coefficient over the whole computational domain, and
confirmed that the model setup, etc. were correct.
2) On basis of the runs in 1), model runs using the coarse mesh were made and results were
compared with observed data again. This process gives us confidence in the correctness of the
model solutions with this mesh.
3) Model runs for the fine mesh were made, and this provided the final results for tidal flows
under current conditions presented in this thesis.
4) Using the fine mesh and keeping all parameters in 3) except for sea level, model runs pro-
duced predictions for tidal flows at SLR conditions.
Step 1) and 2) were necessary not only for mesh refinement tests but also to reduce the com-
puting time and data size, since a computation with a fine grid, was expensive. In this thesis,
discussion focuses on the model runs described in 2) and 3). Results of 1) can be found in [124].
FVCOM was run in both 2-D and 3-D mode to model flows along the NJ coast. However,
in view of flows at the nearshore regions being shallow and well-mixed, simulations will mainly
be carried out using 2-D mode, and only results from 2-D model runs on the O(50) m and O(20)
m meshes, will be presented here. Subsequently these meshes will be referred to as coarse and
fine meshes, respectively. The time step for both of the coarse and fine meshes is 0.02 s, which
is determined by a number of model runs and stability requirement. Results were output at each
hour, and results for the first 56 hours of the were ignored to minimize the effect of model spin-up.
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7.2 Model validation
In order to validate the computed solutions, they are compared with the date at 47 observa-
tion stations along the coastlines of the computational domain, most of which are in NJ. A list of
stations and abbreviations used for each in this work is given in table A.1. Computed solutions
at nine locations, together with the observation data, are shown in figures 7.1 and 7.2. Computed
solutions and corresponding measurement data at the remaining stations are shown in appendix
C. On the whole, computed results are in good agreement with observations.
Tidal elevations are analyzed using T TIDE [125], a toolbox developed for MATLAB which
decomposes tides into individual harmonics. In particular, tides are analyzed with respect to the
M2 tidal harmonic only. Table 7.1 indicates how well the computed M2 amplitude and phase
match the observations. With respect to M2 amplitude, the model is in good agreement with ob-
servations, yielding a deviation of 5 cm or less at 34 out of 44 stations (77%). With regards to
M2 phase, the model results are not in good agreement with observations - only 11 stations have
a phase error less than 10 degrees. Stations that tend to have poor agreement are those which
are separated from the open ocean by barrier islands or complicated bay geometries. The devia-
tions of the computed solutions from observation data may come from effects of polygon shapes,
bathymetry or tide components other than M2.
In general, the comparison between the computed value and the observation data is better for
surface elevation than they are for velocity. For instance, as shown in figure 7.2, a large difference
between the observed and computed velocity can be seen at The Narrows. Spectral analysis is
also done for velocities and directions at the three current observation stations and the results are
shown in figure 7.3. Velocity histograms for computed and observed velocities are presented in
figure 7.4. The FFT generally feature two prominent peaks: one is located at 0 Hz, representing
the constant component of the spectrum (such as mean velocity), and for the currents a peak is
located near 4.6 ∗ 10−5 Hz representing a period of about 6 hours, and for directions at about
2.25 ∗ 10−5 Hz corresponding to a 12.3 hour period. Table 7.2 compares the observed and model
mean and peak velocities at the three observation stations. Mean velocities and histograms are
in good agreement at Brown Shoal Light and Cape Henry, while there is a large difference at the
Narrows. Furthermore, except for Brown Shoal Light, the observed peak velocities at the stations
are considerably greater than the computed. While the reason for this difference is not clear, it
may in part have to do with the fact that the flow field at The Narrows varies greatly in space, and
that the data extraction point may not match the actual observation station location exactly. As
demonstrated above, an accurate prediction of water surface elevations is relatively easy, whereas,
obtaining accurate results for tidal currents is more difficult.
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(a) Philadelphia. (b) Ship John Shoal. (c) Brandywine Shoal
Light.
(d) Stone Harbor. (e) Atlantic City. (f) Point Pleasant.
Figure 7.1: Computed and observed water elevations. Circles and the solid line represent
observation data and the model result, respectively.
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(a) Brown Shoal Light. (b) Brown Shoal Light. (c) Cape Henry.
(d) Cape Henry. (e) The Narrows. (f) The Narrows.
Figure 7.2: Computed and observed velocity magnitude and direction. Circles and the
solid line represent observation data and the model result, respectively.
(a) FFT of currents, Brown
Shoal Light.
(b) FFT of direction,
Brown Shoal Light.
(c) FFT of currents, Cape
Henry.
Figure 7.3: FFT spectrum of currents and directions. Vertical units are W/Hz.
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(d) FFT of direction, Cape
Henry.
(e) FFT of currents, The
Narrows.
(f) FFT of direction, The
Narrows.
Figure 7.3: FFT spectrum of currents and directions. Vertical units are W/Hz.
(a) Brown Shoal Light (ob-
served).
(b) Brown Shoal Light
(computed).
(c) Cape Henry (ob-
served).
Figure 7.4: Velocity histograms, based on observation and model results.
(d) Cape Henry (com-
puted).
(e) The Narrows (ob-
served).
(f) The Narrows (com-
puted).
Figure 7.4: Velocity histograms, based on observations and model results.
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(a) (b)
Table 7.1: Difference between computed and observed M2 amplitude and phase. Three
stations marked as NA measure currents only.
Station Obs.
¯|v|
Model
¯|v|
Obs.
|v|max
Calc.
|v|max
BSL 0.54 0.53 1.05 0.9
CH 0.42 0.35 1.02 0.72
NAR 0.62 0.36 1.24 0.77
Table 7.2: Mean and peak velocities, in m/s.
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7.3 Mesh convergence
In order to demonstrate that the solution obtained on the fine mesh is mesh independent, a
comparison with the solution obtained on the coarse mesh is made. The two meshes have the
same flow boundaries but differ in terms of mesh resolution in the nearshore region, see sec 5.2.1.
For comparison of the solutions computed on the two meshes, the fine mesh result is interpolated
onto the coarse mesh, and differences in the solutions are found by subtracting results the fine
mesh from the coarse mesh results. The difference of instantaneous solutions for surface eleva-
tion and velocity magnitude is presented in figures 7.5 and 7.6. The figures show that the two
solutions generally differ little, especially with regards to tidal elevations. At particular locations,
differences in velocities greater than ±0.2 m/s may occur.
(a) The whole flow do-
main.
(b) NY/NJ estuary. (c) Point Pleasant.
(d) Atlantic City. (e) Delaware Bay. (f) Philadelphia.
Figure 7.5: Differences in tidal elevation at 04/21/10 at 1:00 AM due to coarsening the
mesh at selected locations.
For evaluation of mesh convergence at selected points over time, time-series for elevation,
velocity and its direction are presented at selected locations in figures 7.7 through 7.9. Table 7.3
compares velocity results for the fine and coarse meshes. Velocity magnitudes and directions are
compared at Brown Shoal Light, Cape Henry and The Narrows for the fine and coarse meshes. FFT
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(a) The whole flow do-
main.
(b) NY/NJ estuary. (c) Point Pleasant.
(d) Atlantic City. (e) Delaware Bay. (f) Philadelphia.
Figure 7.6: Differences in tidal currents at 04/21/10 at 1:00 AM due to coarsening the
mesh at selected locations.
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differences in velocity are shown in figures 7.10. A histogram is presented in figure 7.11 to indicate
changes in velocity distribution between the fine and coarse meshes. All of these analyses indicate
that changes in the model domain due to mesh changes are minor, and a mesh convergence is
achieved. Nevertheless, it should be noted that the average velocities computed on the coarse
mesh tend to be slightly smaller than calculated results of the fine mesh. In addition, the FVCOM
has also been run in 3-D mode using the coarse mesh with 6 layers in the vertical direction, and
its results are close to those of the 2-D runs obtained with the fine mesh.
(a) Philadelphia. (b) Ship John Shoal. (c) Brandywine Shoal
Light.
(d) Stone Harbor. (e) Atlantic City. (f) Point Pleasant.
Figure 7.7: Comparison of water elevations computed on the fine and coarse meshes.
The black solid line and green-dashed lines represent the fine and coarse model results,
respectively.
T TIDE is used again to tabulate the amplitude and phase differences in M2 tides between the
results that were computed on the coarse and fine meshes. According to results shown in table
7.4, only small differences in amplitude and phase exist at these locations.
39
(a) Philadelphia. (b) Ship John Shoal. (c) Brandywine Shoal
Light.
(d) Stone Harbor. (e) Atlantic City. (f) Point Pleasant.
Figure 7.8: Comparison of velocities computed on the fine and coarse meshes. The black
solid line and green-dashed lines represent the fine and coarse model results, respec-
tively.
Station fine
¯|v|
coarse
¯|v|
fine
|v|max
coarse
|v|max
BSL 0.53 0.54 0.9 0.91
CH 0.35 0.36 0.72 0.74
NAR 0.36 0.39 0.77 0.78
Table 7.3: Mean and peak velocities, in m/s.
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(a) Velocity, Brown Shoal
Light.
(b) Direction, Brown
Shoal Light.
(c) Velocity, Cape Henry.
(d) Direction, Cape Henry. (e) Velocity, The Narrows. (f) Direction, The Nar-
rows.
Figure 7.9: Computed velocity magnitude and direction. The black solid line and green-
dashed lines represent the fine and coarse model results, respectively.
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(a) FFT of currents, Brown
Shoal Light.
(b) FFT of direction,
Brown Shoal Light.
(c) FFT of currents, Cape
Henry.
(d) FFT of direction, Cape
Henry.
(e) FFT of currents, The
Narrows.
(f) FFT of direction, The
Narrows.
Figure 7.10: FFT spectrum of currents and directions. The solid black and green lines
represent the fine and coarse model results, respectively. Vertical units are W/Hz.
(a) Brown Shoal Light. (b) Cape Henry. (c) The Narrows.
Figure 7.11: Velocity histograms, based on model results on the fine and coarse meshes.
The blue and green bars are results of the fine and coarse meshes, respectively.
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(a) (b)
Table 7.4: M2 amplitude and phase difference between the fine and coarse meshes.
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7.4 Elevation and velocity contours in the MAB region
The numerical solutions for the flow field obtained with the fine mesh are presented in Fig-
ures 7.12 and 7.13, which show instantaneous elevation and velocity at 1:00 AM on 04/21. These
figures give us a general idea of the flow features. At this moment, the elevation roughly ranges
from -1 m to 2 m. Interestingly, water surface elevation in both Long Island Sound and Delaware
Bay is below sea level, while that in the Chesapeake Bay is at sea level. The range of the veloc-
ity magnitude at this instant is from 0 to 2 m/s. At the mouth of the of Chesapeake Bay and
Long Island Sound in the Delaware River, the velocity reaches a relatively large value, while the
remainder of the coastlines largely is experiences weak currents.
(a) The whole flow do-
main.
(b) NY/NJ estuary. (c) Point Pleasant.
(d) Atlantic City. (e) Delaware Bay. (f) Philadelphia.
Figure 7.12: Tidal elevation contours at 265 hours into the run, 04/21 at 1:00 AM, at
selected locations.
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(a) The whole flow do-
main.
(b) NY/NJ estuary. (c) Point Pleasant.
(d) Atlantic City. (e) Delaware Bay. (f) Philadelphia.
Figure 7.13: Tidal current contours at 265 hours into the run, 04/21 at 1:00 AM, at selected
locations.
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7.5 Tidal power
Tidal current power is computed at every output interval (1 hour) using equation (7.5.1). The
term ’tidal power’ refers to tidal power density, or, the MHK energy passing per unit cross section
area per unit time:
P =
1
2
ρv3 (7.5.1)
where P is the instantaneous power density, ρ is the density of water and v is the velocity magni-
tude. The averaged power density over a period T at a location can be computed as
P =
1
T
∫ T
0
1
2
ρv3dt (7.5.2)
The total MHK energy within a flow domain D is evaluated as
E =
∫
D
1
2
ρv2dD (7.5.3)
The averaged MHK energy within the domain reads as
E¯ =
1
T
∫ T
0
∫
D
1
2
ρv2dDdt (7.5.4)
7.5.1 Magnitude of tidal power
The total MHK energy (7.5.3) is computed at every hour and averaged. This computation is
done on both the entire mesh, and the NJ nearshore region. The NJ coastal region considered in
this computation is enclosed by the blue line in figure 7.14.
First, the amount of MHK energy along NJ coastlines, as well as that for the whole computa-
tional domain, are considered. Such amounts are evaluated using formula (7.5.3), and they change
with time, as shown in figure 7.15. Using equation (7.5.4), the average of the amounts of MHK
energy for the 14-day period for the entire and NJ coastline region are computed as 2.04 ∗ 1014 J
and 8.24 ∗ 1011 J, respectively.
In order to evaluate the distribution of tidal MHK power density within the entire MAB,
model results were interpolated to an evenly spaced square grid, consisting of 90,000 nodes. The
result is shown in figure 7.16. The histogram shows that, as expected, most of the regions in the
MAB only have small power density.
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Figure 7.14: Nearshore region considered in energy computation, which is roughly the
regions within 1 km from the coastlines.
(a) (b)
Figure 7.15: Tidal MHK energy time-series along the NJ coastline (a) and within the entire
model domain (b).
47
Figure 7.16: Power density distribution.
7.5.2 Spatial tidal power distribution and ranking of top sites
The 14-day averaged tidal power density as evaluated by formula (7.5.2) along the NJ coast-
line are presented in figure 7.17. At estuary scales, the mouths of Long Island Sound and Delaware
Bay have a good amount of tidal energy. However, as expected, there are other sites with a good
amount of tidal energy, which can be found at local tidal flows with small spatial scales, especially
where constriction occurs. An example is shown shown in figure 7.17d, near Atlantic City.
There are a number of sites in the region which reach power densities greater than 250 W/m2,
which corresponds to a velocity of about 0.8 m/s. Here, sites are ranked using two approaches.
First, by tidal power density only and second by a combination of tidal power density and MHK
energy. The reason to do the former is that power density is a the key requirement for turbine
systems to produce affordable electricity. However, many sites which have relatively high power
densities are located in very shallow waters, and as such the development potential of these sites
is small. In order to provide a better ranking system of the best sites, the amount of total MHK
energy should also be considered, since this approach takes the available surface area and depth
also into account. A ’site’, as used here, is defined by a collection of locations meeting the imposed
power density and average MHK energy thresholds. Therefore, a site may span a large area,
such as The Race, which is a region where flows from the Atlantic Ocean are channeled into the
Long Island Sound. The imposed thresholds are a minimum power density of 250 W/m2,, and a
minimum MHK energy of 107 J. Sites satisfying the power density threshold are shown in 7.18,
while sites meeting both the power density and energy threshold are shown in figure 7.19. A table
ranking sites meeting both the power density and energy conditions is given in table 7.5 and their
locations are shown in figure 7.20. This list contains those sites found by previous investigations,
such as location 3 in figure 7.20, but it also has a number of others that have not been identified in
previous surveys [87, 126].
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(a) The whole flow do-
main.
(b) NY/NJ eastuary. (c) Point Pleasant.
(d) Atlantic City. (e) Delaware Bay. (f) Philadelphia.
Figure 7.17: Global average tidal current power and zoom-in at selected locations.
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(a) Sites with power den-
sity greater 250 W/m2.
(b) Sites with power den-
sity greater 500 W/m2.
(c) Sites with power den-
sity greater 1000 W/m2.
Figure 7.18: Top sites by power threshold.
(a) Sites with power den-
sity greater 250 W/m2.
(b) Sites with power den-
sity greater 500 W/m2.
(c) Sites with power den-
sity greater 1000 W/m2.
Figure 7.19: Top sites by power and MHK energy threshold.
Rank Name Kinetic Energy [J] Location (Lon/Lat)
1 The Race 5 ∗ 1012 72.3000 W, 41.2000 N
2 Cape May 9.5 ∗ 109 74.9700 W, 39.9300 N
3 Sandy Hook 1.2 ∗ 109 74.0000 W, 40.4800 N
4 Upper Delaware R. 9.7 ∗ 108 75.0551 W, 40.0074 N
5 Jamaica Bay 6.6 ∗ 108 73.9400 W, 40.5400 N
6 Shrewsbury R. Chan. 2.5 ∗ 108 73.9766 W, 40.3630 N
7 Arthur Kill 2.4 ∗ 108 74.1956 W, 40.6380 N
8 Lower Delaware R. 1.5 ∗ 108 75.3650 W, 39.8315 N
9 Kill van Kull 1.1 ∗ 108 74.0978 W, 40.6480 N
10 Navesink R. Chan. 4.7 ∗ 107 73.9819 W, 40.4016 N
Table 7.5: Top ’sites’ with power density greater 250 W/m2 ranked by average MHK
energy.
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Figure 7.20: Top sites ranked by power and MHK energy threshold of 250 W/m2 and 107
J, respectively, according to table 7.5
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7.5.3 Site-specific evaluation
Six sites were selected, based on a power density threshold of 250 W/m2. These sites are
located along the coastlines from the Delaware River to the Arthur Kill channel, and marked as
black squares. The mean and maximum velocities at these sites are given in table 7.6. Velocity
histograms at these locations are presented in figure 7.21. These show that velocity magnitude at
the selected sites ranges from 0.4 to 2.0 m/s, and that except for site 1, velocities often are greater
than 1 m/s during the 14 days. To illustrate the spatial tidal power variation over time, figures 7.22
through 7.27 show 8 hour snapshots for a 24 hour time period of instantaneous tidal power density
at each of the locations. The 14-day average power density at each location is shown in figure 7.28.
Point ID ¯|v| |v|max
1 0.45 0.80
2 0.80 1.32
3 0.72 1.29
4 1.17 1.93
5 0.78 1.42
6 0.74 1.43
Table 7.6: Mean and peak velocities, in m/s, at six selected points.
(a) Site 1. (b) Site 2. (c) Site 3.
(d) Site 4. (e) Site 5. (f) Site 6.
Figure 7.21: Velocity histograms at six locations with power density > 250 W/m2.
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(a) 1:00 am. (b) 9:00 am.
(c) 5:00 pm. (d) 1:00 am.
Figure 7.22: Tidal power at 8-hour time intervals, near Philadelphia (site 1), beginning at
04/21.
(a) 1:00 am. (b) 9:00 am.
Figure 7.23: Tidal power at 8-hour time intervals, near Reedy Point (site 2), beginning at
04/21.
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(c) 5:00 pm. (d) 1:00 am.
Figure 7.23: Tidal power at 8-hour time intervals, near Reedy Point (site 2), beginning at
04/21.
(a) 1:00 am. (b) 9:00 am.
(c) 5:00 pm. (d) 1:00 am.
Figure 7.24: Tidal power at 8-hour time intervals, near Navesink River (site 3), beginning
at 04/21.
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(a) 1:00 am. (b) 9:00 am.
(c) 5:00 pm. (d) 1:00 am.
Figure 7.25: Tidal power at 8-hour time intervals, at a location in Arthur Kill (site 4),
beginning at 04/21.
(a) 1:00 am. (b) 9:00 am.
Figure 7.26: Tidal power at 8-hour time intervals, near Sandy Hook (site 5), beginning at
04/21.
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(c) 5:00 pm. (d) 1:00 am.
Figure 7.26: Tidal power at 8-hour time intervals, near Sandy Hook (site 5), beginning at
04/21.
(a) 1:00 am. (b) 9:00 am.
(c) 5:00 pm. (d) 1:00 am.
Figure 7.27: Tidal power at 8-hour time intervals, at a location near Townsends Inlet (site
6), beginning at 04/21.
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(a) Site 1. (b) Site 2. (c) Site 3.
(d) Site 4. (e) Site 5. (f) Site 6.
Figure 7.28: 14-day power density average at sites 1-6.
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7.6 Sea-level rise impacts on tidal power
7.6.1 Change in the magnitude of tidal energy
As before, a time-series of the total MHK energy at both NJ coastlines and for the entire com-
putational domain under SLR conditions, is shown in figure 7.29, and a comparison of the total
energy in the fine and SLR result is given in table 7.7. It is clearly seen that SLR leads to an increase
in total kinetic energy, or, MHK energy, and the increase is more pronounced in the nearshore re-
gions. Overall, the net MHK energy is increased by 6% and 44 % for the entire and the NJ coastal
region, respectively.
(a) Tidal MHK energy within the NJ coast-
lines.
(b) Total tidal MHK energy within the model
domain.
Figure 7.29: Tidal MHK energy time-series along the NJ coastline and within the entire
model domain under SLR scenario. The black and red lines indicate the SLR and regular
model results, respectively.
Scale Kinetic energy (J) Change (%)
Full 2.14*1014 +6.47
NJ coast 1.19*1012 +44.42
Table 7.7: Average and percent change in MHK energy when SLR is considered.
Changes in the distribution of tidal MHK power density within the entire MAB are tracked
via histogram. Two histograms are given in figure 7.30, where figure 7.30a compares the current
and SLR results on log-scale directly and figure 7.30b shows the changes in power density distri-
bution. In particular, figure 7.30b indicates that SLR tends to decrease the number of sites with
8 W/m2 or less, and 500 W/m2 or more, and increases the number of sites with power densities
in-between 8 to 500 W/m2.
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(a) Distribution with power density through-
out the model domain in the SLR case com-
pared side-by-side to the standard condition
results. Blue - current, red - SLR
(b) Changes in power density between the
fine and SLR runs. Red - decrease, blue - in-
crease.
Figure 7.30: Distribution with power density throughout the model domain in the SLR
case.
7.6.2 Change in spatial tidal power distribution and ranking of top sites
With a 1 m SLR the tidal power distribution changes throughout the region. Model results
presented in figure 7.31 indicate that when the whole flow domain is considered, the change is
small, within a range of ± 25 W/m2. It is interesting to note that sites which have considerable
tidal power under regular conditions may either benefit or be adversely affected by SLR. Exam-
ples are the East River, shown in figure 7.31b where a clear increase can be observed, and the
channel near Atlantic City, shown in figure 7.31d, where a large decrease occurs. In general, bays
along the NJ coastline show a decrease in tidal power, while locations such as the Delaware River,
Cape May and the East River show increases. Further decreases occur near Sandy Hook and the
nearby channels leading to Navesink and Shrewsbury River.
Results at a range of contour intervals, indicating top sites by applying only the power density
requirement, and both the power density and energy requirement, are shown in figures 7.32 and
7.33, respectively. This is done to indicate all the sites in the region with a power density greater
than 250 W/m2, and then to eliminate those which do not have large depths or surface areas.
A high power density is required to optimally use MHK technology and generate cost efficient
electricity, but at the same time, a larger region allows more MHK turbines to be placed and
overall more power converted to electricity. Both pieces of information may be of interest for tidal
energy development, depending on the purposes and requirements of individual projects. A table
ranking the top sites marked in figure 7.34 is given in table 7.8. Comparing table 7.5 with 7.8, it can
be seen that not only the MHK energy changes at these top sites, but also their ranking changes
due to SLR.
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(a) The whole flow do-
main.
(b) NY/NJ estuary. (c) Point Pleasant.
(d) Atlantic City. (e) Delaware Bay. (f) Philadelphia.
Figure 7.31: Differences in the 14 day average tidal power between 1 m SLR and current
conditions, at selected locations.
(a) Sites with power den-
sity greater 250 W/m2.
(b) Sites with power den-
sity greater 500 W/m2.
(c) Sites with power den-
sity greater 1000 W/m2.
Figure 7.32: Top sites by power density, with SLR taken into account.
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(a) Sites with power den-
sity greater 250 W/m2.
(b) Sites with power den-
sity greater 500 W/m2.
(c) Sites with power den-
sity greater 1000 W/m2.
Figure 7.33: Top sites by power and MHK energy threshold, with SLR taken into account.
Figure 7.34: Top sites ranked by power and MHK energy threshold of 250 W/m2 and 107
J, respectively, according to table 7.8, with SLR taken into account.
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Rank Name Kinetic Energy [J] Location (Lon/Lat)
1 The Race 6.5 ∗ 1012 72.3000 W, 41.2000 N
2 Upper Delaware R. 1.10 ∗ 1011 74.8600 W, 40.0900 N
3 Cape May 2.42 ∗ 1010 74.9700 W, 39.9300 N
4 The Narrows 1.10 ∗ 109 74.0468 W, 40.6198 N
5 Sandy Hook 1.09 ∗ 109 74.0000 W, 40.4800 N
6 Shrewsbury R. Chan. 6.76 ∗ 108 73.9766 W, 40.3630 N
7 Barnegat Light Chan. 2.95 ∗ 108 74.1033 W, 39.7657 N
8 Jamaica Bay 1.96 ∗ 108 73.9400 W, 40.5400 N
9 Arthur Kill 1.50 ∗ 108 74.1956 W, 40.6380 N
10 Kill van Kull 7.92 ∗ 107 74.0978 W, 40.6480 N
11 Navesink R. Chan. 7.44 ∗ 107 73.9819 W, 40.4016 N
Table 7.8: Top ’sites’ with power density greater 250 W/m2 ranked by average MHK
energy, for the SLR scenario.
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7.6.3 Site-specific and overall domain evaluation
Figures 7.35 and 7.36 show the velocity and direction time-series under current and SLR con-
ditions for six sites, which are marked as black squares. The average and peak velocities at the
six sites is shown in table 7.9. An FFT analysis of this data is shown in figure 7.37, and velocity
histograms are presented given in figure 7.38. From these figures, it is seen that the solution under
SLR conditions experiences a change in magnitude and phase. The detailed variations of spatial
tidal energy distribution due to SLR can be seen in figure 7.39.
Again, T Tide is used to decompose the M2 tides. A comparison between the current and SLR
runs are presented in table 7.10 and shows that SLR causes a phase delay in the M2 tide at all sta-
tions. Since the stations are located at the coastlines, the comparison suggests that along coastlines
in the MAB region there is a phase delay in the tide due to SLR. With respect to M2 amplitude,
most stations show an increase while a few show a decrease. Since amplitude is related to energy,
the data suggests that generally along MAB region coastlines, tidal energy is expected to increase.
(a) Site 1. (b) Site 2. (c) Site 3.
(d) Site 4. (e) Site 5. (f) Site 6.
Figure 7.35: Velocity time-series at six selected locations, with SLR. The black and red
lines represent the fine and SLR results, respectively.
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(a) Site 1. (b) Site 2. (c) Site 3.
(d) Site 4. (e) Site 5. (f) Site 6.
Figure 7.36: Direction time-series at six selected locations, with SLR. The black and red
lines represent the fine and SLR results, respectively.
Point
ID
SLR
¯|v|
fine
¯|v|
SLR
|v|max
fine
|v|max
1 0.44 0.45 0.79 0.80
2 0.82 0.80 1.34 1.32
3 0.74 0.72 0.77 1.29
4 1.05 1.17 1.66 1.93
5 0.68 0.78 1.31 1.42
6 0.75 0.74 1.46 1.43
Table 7.9: Mean and peak velocities, for SLR and fine (for comparison), in m/s, at six
selected points.
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(a) FFT of currents, site 1. (b) FFT of direction, site 1. (c) FFT of currents, site 2.
(d) FFT of direction, site 2. (e) FFT of currents, site 3. (f) FFT of direction, site 3.
(g) FFT of currents, site 4. (h) FFT of direction, site 4. (i) FFT of currents, site 5.
Figure 7.37: FFT spectrum of currents and directions at six sites, with SLR. Vertical units
are W/Hz. The black and red lines represent the fine and SLR results, respectively.
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(j) FFT of direction, site 5. (k) FFT of currents, site 6. (l) FFT of direction, site 6.
Figure 7.37: FFT spectrum of currents and directions at six sites, with SLR. Vertical units
are W/Hz. The black and red lines represent the fine and SLR results, respectively.
(a) Site 1. (b) Site 2. (c) Site 3.
(d) Site 4. (e) Site 5. (f) Site 6.
Figure 7.38: Velocity histograms at six locations, with SLR considered. The blue and red
bars represent model results of the fine and SLR runs, respectively.
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(a) Site 1. (b) Site 2. (c) Site 3.
(d) Site 4. (e) Site 5. (f) Site 6.
Figure 7.39: Differences in the 14 day average tidal power density between 1 m SLR and
current conditions, at six sites.
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(a) (b)
Table 7.10: Changes in M2 amplitude and phase due to SLR.
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Chapter 8
Concluding remarks
This research investigates tidal flows and tidal energy along the NJ coastlines with aid of
computer modeling. The results indicate that the total amount of tidal energy along nearshore of
NJ state is at order of 1012 J, and there are a number of sites that are attractive for their strength
and amount of tidal energy. For most locations the maximum velocities of currents are less than
2 m/s. In general, favorable sites for tidal energy are located at narrow channels, mouths of bays
and land intruding tips. This research not only locates sites that are identified in previous investi-
gations, but also identifies others.
It is predicted that MHK energy in NJ nearshore regions indeed changes significantly if sea
level rises by 1 m. It is estimated that, under the SLR conditions, tidal power imbedded in the
nearshore region decreases along the barrier islands along the Atlantic Ocean while it increases
in the Delaware Bay and Delaware River, but overall it could increase by up to 40%. Analysis
indicates that SLR causes changes in local currents, both in magnitude and phase. In particular,
SLR leads to phase delay of tides along the coastlines. In addition, it is found that the SLR influ-
ence decreases the number of sites that have a power density less than 8 W/m2 and greater than
500W/m2, but an increase is observed for sites ranging from 8 to 500 W/m2.
The work of this thesis is a pioneering research in that it presents an unprecedented detailed
survey of tidal energy, and it is considered as a study with best possible accuracy for tidal energy
development along NJ coastlines. In order to obtain a survey that can be used for actual tidal
power generation development in the regions, meshes with resolutions as fine as 10 m are used
for rivers. To the best knowledge of the author, no other effort has achieved this high resolution,
spanning this large a region for modeling tidal energy with coastal ocean models. Modeling with
such high resolution requires HPC and feasible scaling, and obtaining data for bathymetry and
polygons with corresponding high resolution, collection of observation data at as many stations
as possible, work on mesh generation, analysis on solution correctness such as mesh refinement
runs, etc. With such a great effort, the study will provide a valuable platform for future tidal
power development in the region.
Coastal flows are complicated, and they involve multi-scale and multi-physics phenomena;
tidal power of local flows such as that near banks and in channels is affected by many factors
including small-scale surface waves and estuary scales circulations. Therefore, accurate modeling
of is indeed challenging, and this research can be further improved if its restrictions can be over-
come. For instance, digital data for bathymetry lacks enough resolution and data availability for
certain channels and rivers, such as some of those where the depth was set at 2 m. In this research,
although 3-D runs were carried out, most computations were made using 2-D mode. This is rea-
sonable since the 2-D mode is affordable and water is shallow and well mixed in most nearshore
regions. However, 3-D effects could be pronounced for local flows at some sites, and advanced
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approaches such as computational fluid dynamics are necessary [127]. In addition, as indicated in
Sec. 7.2, simulation of velocity is challenge, and more field data will better calibrate the model and
enable it to provide more accurate prediction for it. For this purpose, on the basis of the modeling
simulations in this thesis, a plan for local field measurement has been made and its results will aid
our effort to better model the tidal energy along NJ coast.
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Appendix A
Observation stations
Abbreviations and locations of the 47 observation stations are shown in the following table
[89, 91, 92].
(a) Stations 1 through 24. (b) Stations 25 through 47.
Table A.1: A star indicates that the position of the station differs from the location it is
computed at in the model by several kilometers, because the mesh does not contain the
observation location.
A.1
Appendix B
Sea-level rise trends
The following figures show the long term SLR trend at stations of interest within the MAB
region [89].
Figure B.1: The mean sea-level trend is 2.77 mm/year with a 95% confidence interval
of +/- 0.09 mm/yr based on monthly mean sea-level data from 1856 to 2006 which is
equivalent to a change of 0.91 feet in 100 years. Station ID: 8518750.
Shown below are the coastline contours at elevation ranges of 1 to 10m. The figure indicates
a dramatic change in the coastline even at relatively small SLR.
B.1
Figure B.2: The mean sea-level trend is 4.06 mm/year with a 95% confidence interval
of +/- 0.74 mm/yr based on monthly mean sea-level data from 1965 to 2006 which is
equivalent to a change of 1.33 feet in 100 years. Station ID: 8536110.
Figure B.3: The mean sea-level trend is 2.78 mm/year with a 95% confidence interval
of +/- 0.32 mm/yr based on monthly mean sea-level data from 1947 to 2006 which is
equivalent to a change of 0.91 feet in 100 years. Station ID 8510560.
B.2
Figure B.4: The mean sea-level trend is 3.90 mm/year with a 95% confidence interval
of +/- 0.25 mm/yr based on monthly mean sea-level data from 1932 to 2006 which is
equivalent to a change of 1.28 feet in 100 years. Station ID: 8531680.
Figure B.5: MAB region coastline contours under a SLR scenario ranging from 1 to 10m.
B.3
Shown in figure B.6 is the time-series of global mean sea-level (deviation from the 1980-1999
mean) in the past and as projected for the future. For the period before 1870, global measurements
of sea-level are not available. The grey shading shows the uncertainty in the estimated long-term
rate of sea-level change. The red line is a reconstruction of global mean sea-level from tide gauges,
and the red shading denotes the range of variations from a smooth curve. The green line shows
global mean sea-level observed from satellite altimetry. The blue shading represents the range of
model projections for the SRES A1B scenario for the 21st century, relative to the 1980 to 1999 mean,
and has been calculated independently from the observations.
Figure B.6: Sea-level rise predictions by 21 AOGCM models for the year 2100 [3].
B.4
Appendix C
Calibration
In the following, validation results are shown for the remaining 38 stations (6 were shown in
figure 7.1).
(a) New London. (b) Montauk. (c) Sandy Hook.
(d) Bergen. (e) New Haven. (f) Bridgeport.
Figure C.1: Water elevations. Circles and the solid line represent observation data and
the model result, respectively.
C.1
(a) King’s Point. (b) Point Lookout. (c) Washington Bridge.
Figure C.2: Water elevations. Circles and the solid line represent observation data and
the model result, respectively.
(d) The Battery. (e) South Amboy. (f) Keansburg.
Figure C.2: Water elevations. Circles and the solid line represent observation data and
the model result, respectively.
C.2
(a) Belford. (b) Navesink River. (c) Shark River.
(d) Mantoloking. (e) Shrewsbury River. (f) Branchport Creek.
Figure C.3: Water elevations. Circles and the solid line represent observation data and
the model result, respectively.
C.3
(a) Seaside Heights. (b) Barnegat Light. (c) Waretown.
(d) Ship Bottom. (e) Little Egg. (f) Absecon Creek.
Figure C.4: Water elevations. Circles and the solid line represent observation data and
the model result, respectively.
(a) Route 40. (b) Margate. (c) Ingram Thorofare.
Figure C.5: Water elevations. Circles and the solid line represent observation data and
the model result, respectively.
C.4
(d) Cape May Harbor. (e) Lewes. (f) Cape May.
Figure C.5: Water elevations. Circles and the solid line represent observation data and
the model result, respectively.
(a) South Dennis. (b) Maurice River. (c) Reedy Point.
(d) Delaware City. (e) Marcus Hook. (f) Tacomy-Palmyra
Bridge.
Figure C.6: Water elevations. Circles and the solid line represent observation data and
the model result, respectively.
C.5
(a) Burlington. (b) Kiptopeke.
Figure C.7: Water elevations. Circles and the solid line represent observation data and
the model result, respectively.
C.6
