We study convex optimization problems for which the data is not specified exactly and it is only known to belong to a given uncertainty set U, yet the constraints must hold for all possible values of the data from U. The ensuing optimization problem is called robust optimization. In this paper we lay the foundation of robust convex optimization. In the main part of the paper we show that if U is an ellipsoidal uncertainty set, then for some of the most important generic convex optimization problems (linear programming, quadratically constrained programming, semidefinite programming and others) the corresponding robust convex program is either exactly, or approximately, a tractable problem which lends itself to efficient algorithms such as polynomial time interior point methods.
Introduction
Robust counterpart approach to uncertainty. Consider an optimization problem of the form
where
• ζ ∈ R M is the data element of the problem;
• x ∈ R n is the decision vector;
• the dimensions n, m, M , the mappings f (·, ·), F (·, ·) and the convex cone K are structural elements of the problem.
In this paper we deal with a "decision environment" which is characterized by (i) A crude knowledge of the data: it may be partly or fully "uncertain", and all that is known about the data vector ζ is that it belongs to a given uncertainty set U ⊂ R M
(ii) The constraints F (x, ζ) ∈ K must be satisfied, whatever the actual realization of ζ ∈ U is.
In view of (i) and (ii) we call a vector x feasible solution to the uncertain optimization problem (P ) = {(p ζ )} ζ∈U , if x satisfies all possible realizations of the constraints:
Note that this is the same notion of feasibility as in Robust Control (see, e.g., Zhou, Doyle and Glover (1995) ).
Situations when the constraints are "hard", so that (ii) is a "must", are quite common in reality, especially in engineering applications. Consider, e.g., a typical technological process in the chemical industry. Such a process consists of several decomposition -recombination stages, the yields of the previous stages being the "raw materials" for the next one. As a result, the model of the process includes many balance constraints indicating that the amount of materials of different types used at a given stage cannot exceed the amount of these materials produced at the preceding stages. On one hand, the data coefficients in these constraints are normally inexact -the contents of the input raw materials, the parameters of the devices, etc., typically are "floating". On the other hand, violation of physical balance constraints can "kill" the process completely and is therefore inadmissible. Similar situation arises in other engineering applications, where violating physical constraints may cause an explosion or a crush of the construction. As a concrete example of this type, consider the Truss Topology Design (TTD) problem (for more details, see Ben-Tal and Nemirovski (1997) ).
A truss is a construction comprised of thin elastic bars linked with each other at nodes -points from a given finite (planar or spatial) set. When subjected to a given load -a collection of external forces acting at some specific nodes -the construction deformates, until the tensions caused by the deformation compensate the external load. The deformated truss capacitates certain potential energy, and this energy -the compliance -measures stiffness of the truss (its ability to withstand the load); the less is compliance, the more rigid is the truss.
In the usual TTD problem we are given the initial nodal set, the external "nominal" load and the total volume of the bars. The goal is to allocate this resource to the bars in order to minimize the compliance of the resulting truss. Fig. 1 .a) shows a cantilever arm which withstands optimally the nominal load -the unit force f * acting down at the most right node. The corresponding optimal compliance is 1.
It turns out that the construction in question is highly unstable: a small force f (10 times smaller than f * ) depicted by small arrow on Fig. 1 .a) results in a compliance which is more than 3000 times larger than the nominal one.
In order to improve design's stability, one may use the robust counterpart methodology. Namely, let us treat the external load as the uncertain data of the associated optimization problem. Note that in our example a load is, mathematically, a collection of ten 2D vectors representing (planar) external forces acting at the ten non-fixed nodes of the cantilever arm; in other words, the data in our problem is a 20-dimensional vector. Assume that the construction may be subjected not to the nominal load only, but also to a "small occasional load" represented by an arbitrary 20-dimensional vector of the Euclidean norm ≤ 0.1 (i.e., of the norm 10 times smaller than the norm of the nominal load). Thus, we allow the uncertain data of our problem to take the nominal value f * , as well as any value from the 20-dimensional Euclidean ball B 0.1 centered at the origin. In order to get an efficiently solvable robust counterpart, we extend the resulting data set B 0.1 ∪ {f * } to its "ellipsoidal envelope" U, i.e., the smallest volume 20-dimensional ellipsoid centered at the origin and containing f * and B 0.1 . This ellipsoid is then taken as our uncertainty set U.
Solving the robust counterpart of the resulting uncertain problem, we get the cantilever arm shown on Fig. 1.b) . We see that in this example the robust counterpart approach improves dramatically the stability of the resulting construction, and that the improvement is in fact "costless" -the robust optimal solution is nearly optimal for the nominal problem as well.
There are of course situations in reality when "occasional violations" of the constraints are not that crucial, and in these situations the robust counterpart approach may seem to be too conservative. We believe, however, that even in these situations, the robust optimization methodology should be at least tried -it may well happen that ensuring robust feasibility is "nearly costless", as it is in the above TTD example and other examples from Ben-Tal and Nemirovski (1997) . Problems arising in applications often are highly degenerate, and as a result possess a quite "massive" set of nearly optimal solutions; ignoring the uncertainty and obtaining the decision by solving the problem with the "nominal" data, we normally end up with a point on the boundary of the above set, and such a point may be a very bad solution to a problem with a slightly perturbed data. In contrast to this, the robust counterpart tries to choose the "most inner" solution from the above massive set, and such a solution is normally much more stable w.r.t. data perturbations than a boundary one.
Robust counterpart approach vs. traditional ways to treat uncertainty. Uncertainty 1) is treated in the Operations Research/Engineering literature in several ways.
• In many cases the uncertainty is simply ignored -at the stage of building the model and finding an optimal solution uncertain data are replaced with some nominal values, and the only care of uncertainty (if any) is taken by sensitivity analysis. This is a post-optimization tool allowing just to analyze the stability properties of the already generated solution. Moreover, this analysis typically can deal only with "infinitesimal" perturbations of the nominal data.
• There exist modeling approaches which handle uncertainty directly and from the very beginning, notably Stochastic Programming. This approach is limited to those cases where the uncertainty is of stochastic nature (which is not always the case) and we are able to identify the underlying probability distributions (which is even more problematic, especially in the large-scale case). Another essential difference between the SP and the robust counterpart approaches is that the majority of SP models allow a solution to violate the constraints affected by uncertainty and thus do not meet the requirement (ii).
Another approach to handle uncertainty is "Robust Mathematical Programming" (RMP) proposed recently by Mulvey, Vanderbei and Zenios (1995) . Here instead of fixed "nominal" data several scenarios are considered, and a candidate solution is allowed to violate the "scenario realizations" of the constraints. These violations are included via penalty terms in the objective, which allows to take care of the stability of the resulting solution. The RMP approach again may produce solutions which are not feasible for realizations of the constraints, even for the scenario ones. When treating the scenario realizations of the constraints as "obligatory", the RMP approach, under mild structural assumptions, becomes a particular case of the robust counterpart scheme, namely, the case of an uncertainty set given as the convex hull of the scenarios.
1)
We refer here to uncertainty in the constraints. For uncertainty in the objective function, there is a vast literature in economics, statistics and decision theory.
Robust counterpart approach: the goal. As we have already mentioned, our approach is motivated by the need to comply with the difficulties imposed by the environment described in (i), (ii) above. But there is another equally important consideration: for robust optimization to be an applicable methodology for real life large scale problems, it is essential that (iii) The robust counterpart must be "computationally tractable".
At a first glance this requirement looks unachievable, as the robust counterpart (P * ) of an uncertain problem (P ) is a semi-infinite optimization problem. It is well-known that semi-infinite programs, even convex, often cannot be efficiently solved numerically, and in particular are not amenable to the use of advanced optimization tools like interior point methods. This in practice imposes severe restrictions on the sizes of problems which can be actually solved. Therefore a goal of primary importance for applications of the robust optimization approach is converting the robust counterparts of generic convex problems to "explicit" convex optimization programs, accessible for high-performance optimization techniques. Possibilities of such a conversion depend not only on the analytical structure of the generic program in question, but also on the geometry of the uncertainty set U. In the case of "trivial geometry" of the uncertainty set, when U is given as a convex hull of a finite set of "scenarios" {ζ 1 , ..., ζ N }, the "conversion problem" typically does not arise at all. Indeed, if f (x, ζ) and F (x, ζ) "depend properly" on ζ, e.g., are affine in the data (which is the case in many of applications), the robust counterpart of (P ) = {(p ζ )} ζ∈U is simply the problem
The analytical structure of this problem is exactly the same as the one of the instances. In our opinion, this simple geometry of the uncertainty set is not that interesting mathematically and is rather restricted in its expressive abilities. Indeed, a "scenario" description/approximation of typical uncertainty sets (even very simple ones, given by element-wise bounds on the data, or more general standard "inequality-represented" polytopes) requires an unrealistically huge number of scenarios. We believe that more reasonable types of uncertainty sets are ellipsoids and intersections of finitely many ellipsoids (the latter geometry covers also the case of a polytope uncertainty set given by a list of inequalities -a half-space is a "very large" ellipsoid). Indeed:
• An ellipsoid is a very convenient entity from the mathematical point of view, it has a simple parametric representation and can be easily handled numerically.
• In many cases of stochastic uncertain data there are probabilistic arguments allowing to replace stochastic uncertainty by an ellipsoidal deterministic uncertainty. Consider, e.g., an uncertain Linear Programming (LP) problem with random entries in the constraint matrix (what follows can be straightforwardly extended to cover the case of random uncertainty also in the objective and the right hand side of the constraints). For a given x, the left hand side
, a * i being the expectation and V i being the covariance matrix of the random vector a i . A "typical" value of the random variable l i (x) will therefore be e i (x) ± O(v i (x)), and for a "light tail" distribution of the random data a "likely" lower bound on this random variable isl i (x) = e i (x) − θv i (x) with "safety parameter" θ of order of one (cf. the engineers' "3σ-rule" for Gaussian random variables). This bound leads to the "likely reliable" version e i (x) − θv i (x) ≥ 0 of the constraint in question. Now note that the latter constraint is exactly the robust counterpart a
• Finally, properly chosen ellipsoids and especially intersections of ellipsoids can be used as reasonable approximations to more complicated uncertainty sets.
As it is shown later in the paper, in several important cases (linear programming, convex quadratically constrained quadratic programming and some others) the use of ellipsoidal uncertainties leads to "explicit" robust counterparts which can be solved both theoretically and in practice (e.g., by interior-point methods). The derivation of these "explicit forms" of several generic uncertain optimization problems is our main goal.
Robust counterpart approach: previous work. As it was already indicated, the approach in question is directly related to Robust Control. For Mathematical Programming, this approach seems to be new. The only setting and results of this type known to us are those of Singh (1982) and Falk (1976) originating from the 1973 note of A.L. Soyster; this setting deals with a very specific and in fact the most conservative version of the approach (see discussion in Ben-Tal and Nemirovski (1995a) ).
The general robust counterpart scheme as outlined below was announced in recent paper BenTal and Nemirovski (1997) on robust Truss Topology Design. Implementation of the scheme in the particular case of uncertain linear programming problems is considered in Ben-Tal and Nemirovski (1995a) . Many of the results of the current paper, and some others, were announced in Ben-Tal and Nemirovski (1995b) . Finally, when working on the present paper, we became aware of the papers of Oustry, El Ghaoui and Lebret (1996) and El-Ghaoui and Lebret (1996) which also develop the robust counterpart approach, mainly as applied to uncertain semidefinite programming.
For recent progress in robust settings of discrete optimization problems, see Kouvelis and Yu (1997) .
Summary of results. We mainly focus on (a) general development of the robust counterpart approach, and (b) applications of the scheme to generic families of nonlinear convex optimization problems -linear, quadratically constrained quadratic, conic quadratic and semidefinite ones. As far as (a) is concerned, we start with a formal exposition of the approach (Section 2.1) and investigate general qualitative (Section 2.2) and quantitative (Section 2.3) relations between solvability properties of the instances of an uncertain problem and those of its robust counterpart. The questions we are interested in are: assume that all instances of an uncertain program are solvable. Under what condition is it true that robust counterpart also is solvable? When is there no "gap" between the optimal value of the robust counterpart and the worst of the optimal values of instances? What can be said about the proximity of the robust optimal value and the optimal value in a "nominal" instance?
The main part of our efforts is devoted to (b). We demonstrate that
• The robust counterpart of an uncertain linear programming problem with ellipsoidal orellipsoidal (intersection of ellipsoids) uncertainty is an explicit conic quadratic program (Section 3.1).
• The robust counterpart of an uncertain convex quadratically constrained quadratic programming problem with ellipsoidal uncertainty is an explicit semidefinite program, while a general-typeellipsoidal uncertainty leads to an NP-hard robust counterpart (Section 3.2).
• The robust counterpart of an uncertain conic quadratic programming problem with ellipsoidal uncertainty, under some minor restrictions, is an explicit semidefinite program, while a generaltype -ellipsoidal uncertainty leads to an NP-hard robust counterpart (Section 3.3).
• In the case of uncertain semidefinite program with a general-type ellipsoidal uncertainty set the robust counterpart is NP-hard. We present a generic example of a "well-structured" ellipsoidal uncertainty which results in a tractable robust counterpart (an explicit semidefinite program). Moreover, we propose a "tractable" approximate robust counterpart of a general uncertain semidefinite problem (Section 3.4).
• We derive an explicit form of the robust counterpart of an affinely parameterized uncertain problem (e.g., geometric programming problem with uncertain coefficients of the monomials) (Section 3.5) and develop a specific saddle point form of the robust counterpart for these problems (Section 4).
Robust counterparts of uncertain convex programs
In what follows we deal with parametric convex programs of the type (1). Technically, it is more convenient to "standardize" the objective -to make it linear and data-independent. To this end it suffices to add a new variable t to be minimized and to add to the list of original constraints the
In what follows we assume that such a transformation has been already done, so that the optimization problems in question are of the type
where • x ∈ R n is the design vector;
• c ∈ R n is certain objective;
• ζ ∈ A ⊂ R M is a parameter vector.
From now on we make the following assumption (which in particular ensures that (p) is a convex program whenever ζ ∈ A):
Assumption A:
closed convex cone with a nonempty interior;
• X is a closed convex subset in R n with a nonempty interior;
• A is closed convex subset in R M ; with a nonempty interior;
• F (x, ζ) : X ×A → R N is assumed to be continuously differentiable mapping on X ×A and K-concave in x, i.e.
Uncertain convex programs and their robust counterparts
We define an uncertain convex program (P ) as a family of "instances" -programs (p) of the type (3) with common structure [n, c, K, F (·, ·)] and the data vector ζ running through a given uncertainty set U ⊂ A:
We associate with an uncertain program (P ) its robust counterpart -the following certain opti-
Feasible solutions to (P * ) are called robust feasible solutions to (P ), the infimum of the values of the objective at robust feasible solutions to (P ) is called the robust optimal value of (P ), and, finally, an optimal solution to (P * ) is called a robust optimal solution to (P ). Note that (P * ) is in fact a semi-infinite optimization problem. It makes sense (see Propositions 2.1 and 2.2 below) to restrict ourselves to a particular case of uncertainty -the one which is concave in the data:
The uncertain optimization problem (P ) has concave uncertainty, if the underlying mapping
In some cases we shall speak also about affine uncertainty:
Definition 2.2 The uncertain optimization problem (P ) has affine uncertainty, if the underlying mapping F (x, ζ) is affine in ζ for every x ∈ X .
As we shall see in a while, a number of important generic convex programs (linear, quadratic, semidefinite,...) are indeed affine in the data.
In the case of concave uncertainty we can assume without loss of generality that the uncertainty set U is a closed convex set: Proposition 2.1 Let (P ) be an uncertain convex program with concave uncertainty, and let (P ) be the uncertain convex program obtained from (P ) by replacing the original uncertainty set U by its closed convex hull. Then the robust counterparts of (P ) and (P ) are identical to each other.
Proof. By assumption A the robust counterpart (P * ) clearly remains unchanged when we replace U by its closure. Thus, all we need is to verify that in the case of concave uncertainty the robust counterpart remains unchanged when the uncertainty set is extended to its convex hull. To this end, in turn, it suffices to verify that if x is robust feasible for (P ) and ζ ∈ Conv U, then F (x, ζ) ≥ K 0, which is evident: ζ is a convex combination k i=1 λ i ζ i of data vectors from U, and due to concavity of F w.r.t. data,
In view of the above considerations, from now on we make the following 
Solvability properties of the robust counterpart
We start with the following direct consequence of our Default Assumption: It is easily seen that in the most general case there could be a substantial "gap" between the solvability properties of the instances of an uncertain program and those of the robust counterpart of the program; e.g., it may happen that all instances of a given uncertain program are feasible, while the robust counterpart is not, or that the optimal value of the robust counterpart is "essentially worse" than the optimal values of all instances (see e.g. the example in Ben-Tal and Nemirovski (1995b) ). There is, however, a rather general case when the above "gap" vanishes -this is the case of constraint-wise affine uncertainty.
The notion of a constraint-wise uncertainty relates to the particular case of an uncertain convex program (P ) associated with K = R m + , where it indeed makes sense to speak about separate scalar constraints
Note that the robust counterpart of (P ) in this case is the program
By construction, the robust counterpart remains unchanged if instead thinking of a common data vector ζ for all constraints we think about a separate data vector for every constraint, i.e., instead of the original mapping
and the original uncertainty set U, we consider the mappinĝ
The constraint-wise uncertainty is exactly the one of the latter type: the i-th component of F depends on x and on the i-th portion ζ i of the data, and the uncertainty set U is a direct product of closed and convex uncertainty sets U i in the spaces of ζ i 's, i = 1, ..., m. Proof. In view of Proposition 2.2 it suffices to prove that if all instances of (P ) are feasible, then (i) (P * ) is feasible, and (ii) the optimal value of (P * ) is the supremum of optimal values of the instances.
To prove (i), assume, on the contrary, that (P * ) is infeasible. Then the family of sets
has empty intersection. Since all these sets are closed subsets of a compact set X , it follows that some finite subfamily of the family has empty intersection, so that there exists a collection
or, which is the same, max
Since all the functions f i (·, ζ i,j ) are concave and continuous on convex compact set X , it follows that there exists a convex combination
of the functions f i (·, ζ i,j ) which is strictly negative on X . Let us set
Since the uncertainty is constraint-wise and the sets U i are convex, the point ζ = (ζ 1 , ..., ζ m ) belongs to U; the instance corresponding to the data ζ is infeasible in view of (5), which is a contradiction. To prove (ii), note that since X is bounded, the supremum (denoted by c * ) of optimal values of the instances is finite. Now let us add to all instances of the original uncertain problem (P ) the additional "certain" constraint c T x ≤ c * . Applying (i) to the resulting problem, we conclude that its robust counterpart is feasible, and hence the optimal value in (P * ) is at most (and in view of Proposition 2.2 -also at least) c * , as required in (ii).
Elementary sensitivity analysis for uncertain programs
In this section we address the following natural question: let
be a "nominal" instance of an uncertain convex program (P ) with uncertainty set
Assume that (p 0 ) is solvable, and let G 0 be the feasible set, x * 0 be an optimal solution, and c * 0 be the optimal value of this instance.
be the robust counterpart of (P ). What can be said about the proximity of the optimal value of the nominal instance to that of the robust counterpart (P * )?
We are going to give a partial answer in the case of the mapping F (x, ζ) being affine in x (and, as always, being K-concave in ζ). Even in this particular case the answer clearly should impose appropriate restrictions on the nominal instance -in the general case it may well happen that the robust counterpart is infeasible. We now define a quantity -the feasibility margin of the nominal instance -in terms of which we will express the closeness of the nominal and the robust optimal values.
We start with the following Lemma 2.1 Let λ > 1, ρ ∈ (0, 1) and x ∈ G 0 be such that every point x from the set
Let also the mapping F (x, ζ) be affine in x. Then the optimal value c * U of (P * ) satisfies the inequality
Proof. It suffices to prove that the point
is robust feasible (note that the right hand side in (8) is exactly the value of the objective at y). Let δ ∈ V. We have the following inclusions:
Indeed, (9) comes from λ V ( x) ≥ λ, (10) comes from λ V ( x+ρu) ≥ λ, and (11) comes from
In view of (9) - (11), for every δ ∈ V we have
(the last inequality in the chain is given by the fact that
From the definition of ω it immediately follows that γ = 1, and we conclude that F (y, ζ 0 + δ) ∈ K whenever δ ∈ V. Thus, y is robust feasible. 
Perhaps a better interpretation of the result stated by Proposition 2.3 is as follows. Let W be a symmetric set (with respect to the origin) of "unit" perturbations of the data. Consider the situation where the actual perturbations in the data are "at most of level π", so that the associated perturbation set is V π = πW.
What happens with the robust counterpart as π → +0? Proposition 2.3 says the following. Assume that the nominal instance (p 0 ) has a bounded feasible set and is "strictly feasible" with respect to the set of perturbations W: there exist π * > 0 and ρ * > 0 such that the set
contains a ρ * -dilatation of the nominal feasible set G 0 . Then the robust counterpart (P * π ) of the uncertain version of (p 0 ) associated with perturbations of the level π < π * -i.e., with the uncertainty set U = ζ 0 + πW -is solvable, and the corresponding robust optimal value c * π differs from the nominal one c * 0 by at most O(π):
The required pair π * , ρ * surely exists if G 0 and the set W of "unit perturbations" are bounded and the problem is strictly feasible (i.e., F ( x, ζ 0 ) ∈ int K for some x ∈ X ). In the case where the nominal program is not strictly feasible, c * π may happen to be a very bad function of π, as it is seen from the following one-dimensional example where the nominal problem is min x s.t.
Here the nominal optimal value is −1. Now, if our "unit perturbations" affect only the coefficients of x in the left hand side of ( * ), and the corresponding set W is a central-symmetric convex set in R 2 with a nonempty interior, then the robust counterpart (P * π ) has, for every positive π, the singleton feasible set {0}, so that c * π = 0 whenever π > 0.
Robust counterparts of some generic convex programs
In this section we derive the robust counterparts of some important generic uncertain convex programs. Of course, the possibility of obtaining an explicit form of the robust counterpart depends not only on the structural elements of the uncertain programs in question, but also on the choice of the uncertainty sets. We intend to focus on the ellipsoidal uncertainties -those represented by ellipsoids or intersections of finitely many ellipsoids; this choice is motivated primarily by the desire to deal with "mathematically convenient" uncertainty sets.
Ellipsoids and ellipsoidal uncertainties. In geometry, a K-dimensional ellipsoid in R K can be defined as an image of a K-dimensional Euclidean ball under a one-to-one affine mapping from R K to R K . For our purposes this definition is not general enough. On one hand, we would like to consider "flat" ellipsoids in the space E = R N of data, i.e., the usual ellipsoids in proper affine subspaces of E (such an ellipsoid corresponds to the case when we deal with "partial uncertainty": some of the entries in the data vector satisfy a number of given linear equations, e.g., some of the entries in ζ are "certain"). On the other hand, we want to incorporate also "ellipsoidal cylinders", i.e., the sets of the type "sum of a flat ellipsoid and a linear subspace". These sets occur when we impose on ζ several ellipsoidal restrictions, each of them dealing with part of the entries. For example, an "interval" uncertainty set (U is given by upper and lower bounds on the entries of the data vector) clearly is an intersection of M (= dim ζ) ellipsoidal cylinders. In order to cover all these cases, we define in this paper an ellipsoid in R K as a set of the form
Euclidean ball in R L and Λ is a linear subspace in R K ; here and in what follows ||·|| 2 is the standard Euclidean norm. This definition covers all cases mentioned above: when Λ = {0} and L = K, we obtain the standard K-dimensional ellipsoids in R K ; "flat" ellipsoids correspond to the case when Λ = 0 and L < K; and the case of nontrivial Λ corresponds to ellipsoidal cylinders of different types.
From now on we say that U ∈ R N is an ellipsoidal uncertainty, if U is an explicitly given ellipsoid in the above sense, and we say that U is an -ellipsoidal uncertainty, if
• A. U is given as an intersection of finitely many ellipsoids:
with explicitly given Λ l and Π l ;
• B. U is bounded;
• C. ["Slater condition"] there is at least one vector ζ ∈ U which belongs to the relative interior of all ellipsoids U l :
Robust linear programming
Uncertain linear programming problems are of primary interest in the methodology we are developing. This is so because of the wide-spread practical use of linear programming and the quality of implementable results we are able to obtain.
An uncertain LP problem is
this is a particular case of (4) corresponding to
Robust linear programming was already considered in Ben-Tal and Nemirovski (1995a) ; the main result of that paper is Theorem 3.1 [Ben-Tal and Nemirovski (1995a) The conic quadratic program mentioned in Theorem 3.1 is as follows.
Case of ellipsoidal uncertainty set:
For this case the robust counterpart of (P ) is the program
Case of -ellipsoidal uncertainty:
For this case the robust counterpart of (P ) is the program (P) min c T x w.r.t. vectors x ∈ R n , µ is ∈ R m and matrices λ is ∈ R m×n , i = 1, ..., m, s = 1, ..., t subject to (a) :
:
Note that (a) and (b) are linear equality constraints, while the constraints (c) can be easily converted to conic quadratic constraints.
Robust quadratic programming
In this section we are interested in the analytical structure of the robust counterpart (P * ) of an uncertain Quadratically Constrained Convex Quadratic (QCQP) program.
An uncertain QCQP problem is
where A i are l i × n matrices. This is the particular case of (4) corresponding to
Case of ellipsoidal uncertainty
Here we demonstrate that in the case of bounded ellipsoidal uncertainty the robust counterpart to (P ) is an explicit SDP (Semidefinite Programming) problem.
If the uncertainty set is a bounded ellipsoid, so is the projection U i of U on the space of data of i-th constraint,
note that the robust counterpart of the problem is the same as in the case of constraint-wise ellipsoidal uncertainty
Theorem 3.2 The robust counterpart of (P ) associated with the uncertainty set U given by (16) - (17) is equivalent to the SDP problem
.., m, I l being the unit l × l matrix. From now on, inequality A ≥ B for matrices A, B means that A, B are symmetric and A − B is positive semidefinite.
Proof. It is clear that the robust counterpart of (P ) is the problem of minimizing c T x under the constraints
To establish the theorem, it suffices to prove that (C i ) is equivalent to existence of a real λ i such that (x, λ i ) satisfies the constraint (a i ). Let us fix i. We have
the last equivalence is a consequence of the left hand side in (C i ) being an even function of (τ, u) . We see that (C i ) is equivalent to the following implication:
being the homogeneous quadratic form of (τ, u) in the left hand side of (C i ). Now let us make use of the following well-known fact (see, e.g., Boyd, El Ghaoui, Feron and Balakrishnan (1994)):
Lemma 3.1 Let P, Q be two symmetric matrices such that there exists z 0 satisfying z T 0 P z 0 > 0. Then the implication
holds true if and only if ∃λ ≥ 0 : Q ≥ λP.
In view of Lemma 3.1, (D i ) is equivalent to the existence of λ i ≥ 0 such that the quadratic form of (τ, u) Q
is positive semidefinite. It is immediately seen that this quadratic form is of the type
with symmetric (k + 1) × (k + 1) matrix E i (x) and rectangular l i × (k + 1)-matrix F i (x) affinely depending on x. By standard reasoning via Schur complement such a quadratic form is positive semidefinite if and only if the matrix
is positive semidefinite. The latter property of (x, λ i ), along with the nonnegativity of λ i is exactly the property expressed by the constraint (a i ).
Intractability of (P * ) in the case of general -ellipsoidal uncertainty
It turns out that an uncertainty set which is the intersection of general-type ellipsoids leads to a computationally intractable robust counterpart. To see it, consider the particular case of (P ) where m = 1 and where the uncertainty set is
B being a parallelotope in R n centered at the origin. Note that since a parallelotope in R n is intersection of n stripes, i.e., n simplest "elliptic cylinders", the uncertainty set U indeed is -ellipsoidal . Now, for the case in question, to check the robust feasibility of the particular point x = (1, ..., 1) T ∈ R n is the same as to verify that ||a|| 2 ≤ 1 for all a ∈ B, i.e., to verify that the parallelotope B is contained in the unit Euclidean ball. It is known that the latter problem is NP-hard.
Robust conic quadratic programming
Now consider the case of uncertain Conic Quadratic Programming (ConeQP) problem.
An uncertain ConeQP problem is 1, 2, ..., m}} (A 1 ,b 1 ,d 1 ,γ 1 ;...;A m ,b m ,d m ,γ m ) ∈U , A i being l i × n matrices. This is a particular case of (4) corresponding to
Here, as in the case of QCQP, a general-type -ellipsoidal uncertainty leads to computationally intractable robust counterpart. Let us then focus on the following particular type of uncertainty:
"Simple" ellipsoidal uncertainty. Assume that
The uncertainty is "constraint-wise":
where U i is an uncertainty set associated with the i-th conic quadratic constraint; specifically,
• (II) For every i, U i is the direct product of two ellipsoids in the spaces of (A i , b i )-and (d i , γ i )-components of the data:
Theorem 3.3 The robust counterpart of the uncertain conic quadratic problem (P ) corresponding to the uncertainty set U described in (I), (II) is equivalent to the following SDP problem:
Proof. In the robust counterpart of (P ) every uncertain quadratic constraint
is replaced by its robust version
It follows that in order to understand what is, analytically, the robust counterpart of (P ) it suffices to understand what is the robust version of a single quadratic constraint of (P ); to simplify notation, we drop the index i so that the robust constraint in question becomes
In the above notation the robust constraint (18) becomes the constraint
The latter constraint is equivalent to the system of constraints (I ip ), p = 1, ..., q, (II ip ), p = 1, ..., p and the following constraint:
A pair (x, λ) satisfies (20) if and only if it satisfies (III i ) along with the constraints
and
The constraint (22) is equivalent to the constraint
In other words, a pair (x, λ) satisfies (21), (22) if and only if λ is nonnegative, and nonnegativity of the quadratic form (t 2 − w T w) of the variables t, w implies nonnegativity of the quadratic form
of the same variables. By Lemma 3.1, the indicated property is equivalent to the existence of a nonnegative ν such that the quadratic form
is positive semidefinite. We claim that ν can be represented as µλ with some nonnegative µ, µ = 0 in the case of λ = 0. Indeed, our claim is evident if λ > 0. In the case of λ = 0 the form W (t, w) clearly can be positive semidefinite only when ν = 0 (look what happens when w = 0), and we indeed have ν = µλ with µ = 0. We have demonstrated that a pair (x, λ) satisfies (21), (22) 
of t, w is positive semidefinite. Now let us prove that the property (π) of (x, λ, µ) is equivalent to positive semidefiniteness of the matrix S = S (x, λ, µ) in the left hand side of (IV i ). Indeed, if λ > 0, positive semidefiniteness of W is equivalent to positive semidefiniteness of the quadratic form
which, via Schur complement, is exactly the same as positive semidefiniteness of S (x, λ, µ) . Of course, the matrix in the left hand side of (IV i ) can be positive semidefinite only when λ ≡ λ i , µ ≡ µ i are nonnegative. Thus, for triples (x, λ, µ) with λ > 0 the property (π) indeed is equivalent to positive semidefiniteness of S (x, λ, µ) . Now consider the case of λ = 0, and let (x, λ = 0, µ) possesses property (π). Due to (π), µ = 0 and W is positive semidefinite, which for λ = 0 is possible if and only if R(x) = 0; of course, in this case S(x, 0, 0) is positive semidefinite. Vice versa, if λ = 0 and S(x, λ, µ) is positive semidefinite, then, of course, R(x) = 0 and µ = 0, and the triple (x, λ, µ) possesses property (π). The summary of our equivalences is that x satisfies (18) if and only if it satisfies (I ip ), (II ip ) for all possible p and there exist λ = λ i , µ = µ i such that the pair (x, λ) satisfies (III i ) and the triple (x, λ, µ) satisfies (IV i ). This is exactly the assertion of the theorem.
Robust semidefinite programming
Next we consider uncertain Semidefinite Programming (SDP) problems.
An uncertain SDP problem is
where S l + is the cone of positive semidefinite l × l matrices and A 0 , A 1 , ..., A n belong to the space S l of symmetric l × l matrices. This is a particular case of (4) corresponding to
As before, we are interested in ellipsoidal uncertainties, but a general-type uncertainty of this type turns out to be too complicated.
Intractability of the robust counterpart for a general-type ellipsoidal uncertainty
We start with demonstrating that a general-type ellipsoidal uncertainty affecting even b only leads to computationally intractable (NP-hard) robust counterpart. To see it, note that in this case already the problem of verifying robust feasibility of a given candidate solution x is at least as complicated as the following problem:
In turn, (*) is the same as the problem (**) Given k l × l symmetric matrices A 1 , ..., A k , and a real r, check whether r ≥ max
We will show that in the case of k = l(l−1) 2 + 1 the problem (**) is computationally intractable. Indeed, given an l-dimensional integral vector a, let us specify the data of (**) as follows: the first
matrices A i are appropriately enumerated symmetric matrices B pq , 1 ≤ p < q ≤ l, given by the quadratic forms
and the last matrix is
With this choice of A 1 , ..., A k , the function f (ξ) (see (**)) restricted to the sphere
The maximum value of f 1 on S is l 2 − l, and the set F * of maximizers of f 1 on the sphere is exactly the set of vertices of the cube C = {ξ | ξ ∞ ≤ 1}. The maximum value of f 2 on S is l 2 , and the set of maximizers of f 2 on S intersects F * if and only if the equation
has a solution with all coordinates being ±1. In this latter case the maximum value of f on S is the sum of those of f 1 and f 2 , i.e., it is r * = 2l 2 − l. In the opposite case the maximum value of f on S is strictly less than r * , and from the integrality of a it follows that this maximum value is less than r * − 2π −1 (l ||a|| 2 ), π being a properly chosen polynomial 2) . We see that if r in (**) is specified as r * − π −1 (l ||a|| 2 ), then the possibility to solve (**) implies the ability to say whether the equation (25) has a solution with entries ±1. The latter problem is known to be NP-complete. In spite of the last intractability result there are interesting "well-structured" uncertainty ellipsoids which do lead to computationally tractable robust counterparts. An example of this type is discussed next.
"Rank 2" ellipsoidal uncertainty and robust truss topology design
Consider a "nominal" (certain) SDP problem
here x is n-dimensional design vector and A 0 (x) is l×l matrix affinely depending on x. Let d be a fixed nonzero l-dimensional vector; let us call rank 2 perturbation of A 0 (·) associated with d a perturbation of the form
where b(x) is an affine function of x taking values in R l . Now consider the uncertain SDP problem (P ) obtained from (p 0 ) by all possible perturbations associated with a fixed vector d = 0 and with b(·) varying in a (bounded) ellipsoid:
here b j (x) are given affine functions of x taking values in R l .
Proposition 3.1 The robust counterpart (P * ) of the uncertain SDP problem (P ) is equivalent to the following SDP problem:
a vector x is feasible for (P * ) if and only if
or equivalently, if and only if
Condition (30), in turn, is equivalent to the following one:
According to Lemma 3.1, (31) is equivalent to the existence of a nonnegative λ such that the quadratic form
of ξ, η is positive semidefinite. Summarizing our observations, we see that x is feasible for (P * ) if and only if there exists λ ≥ 0 such that the matrix
is positive semidefinite.
The situation described in Proposition 3.1 arises, e.g., in the truss topology design problem described in Introduction (see Ben-Tal and Nemirovski (1997) for more details). In the latter problem, the "nominal" program (26) is of the form vector being (t 1 , . .., t p , τ ); t i are bar volumes, τ represents the compliance, and f is the "nominal" external load. In the robust setting of the TTD problem, we replace the nominal load f with an ellipsoid of loads centered at f ; this is nothing but rank 2 perturbation of the nominal problem associated with d = e 1 and a properly chosen b i (x) (in fact, independent of x).
3.4.3 "Approximate" robust counterpart of an uncertain SDP problem As we have seen, an uncertain SDP problem with a general-type ellipsoid U may result in a computationally intractable robust counterpart. This can occur in other situations as well, and whenever this is the case, a natural way to overcome the difficulty is to replace the robust counterpart by a "tractable approximation". Let us start with introducing this latter concept.
Approximation of the robust counterpart. Consider an uncertain optimization problem:
where ζ 0 is the "nominal" data and V is a convex "perturbation set" containing 0. Let
be the robust counterpart of the uncertain problem obtained from (P ) by replacing the original perturbation set V by its ρ-enlargement, and let G * (ρ) denote the feasible set of (P * ρ ). Definition 3.1 We say that a "certain" optimization problem
with design variables x, λ and feasible domain X + is an approximation of the robust counterpart (P * ) ≡ (P * 1 ) of (P ), if the projection G + (Π) of the feasible set of (Π) on the plane of x-variables is contained in the feasible set G * (1) of the robust counterpart (P * ), i.e., if (Π) is "more conservative" than the robust counterpart of (P ).
A natural "measure of conservatism" of (Π) as an approximation to (P * ) is as follows:
Definition 3.2 We say that (Π) is an α-conservative approximation of (P * ), if cons(Π) ≤ α, i.e., if
Note that from the viewpoint of practical modeling it is nearly the same to use the exact robust counterpart or its approximation with "moderate" level of conservativeness. Therefore, if the exact counterpart turns out to be a "computationally bad" problem (as it is the case for uncertain SDP problems with ellipsoidal uncertainties), it makes sense to look for an approximate counterpart which is on one hand with a "reasonable" level of conservativeness and on the other hand is computationally tractable. We now present a result in this direction.
A "universal" approximate robust counterpart to an uncertain SDP problem. Consider an uncertain SDP problem in the form
A i0 (·) being an affine mapping from R n to S l i and V i , 0 ∈ V i , being convex perturbation sets in the spaces of mappings of this type. Assume that (#). For every i ≤ m the set V i can be approximated "up to factor γ i " by an ellipsoid, i.e., we can find out k i affine mappings A ij (·) :
is an α-conservative approximate robust counterpart of (P ) with
Note that the strength of the result is in the fact that the guaranteed level of conservatism α is proportional to the minimum of the square roots of the dimensions max i k i and max i l i . Proof of the theorem. We should prove that (i) (Π) indeed is an approximate robust counterpart of (P ), and that (ii) the level of conservativeness of (Π) is as given in (32).
Assume that x is feasible for (Π), and let us prove that x is robust feasible for (P ). To this end it suffices to verify that for every i = 1, ..., m one has
To simplify notation, let us drop the index i and write
Assume that Bi (x) ≥ 0. The matrix A 0 clearly is positive semidefinite. Let B be a positive definite symmetric matrix such that B ≥ A 0 ; then the matrix
is positive semidefinite, i.e., for every collection of vectors ξ, η 1 , η 2 , ..., η k one has
Minimizing the left hand side of this equation in η 1 , ..., η k , we get
Now let A (·) ∈ V i and let A = A (x); note that in view of (#)
For an arbitrary η ∈ R l , we have
Thus,
This relation is valid for all positive definite matrices B which are ≥ A 0 , so that A 0 + A ≥ 0. Since the latter inequality is valid for all A = A (x), A (·) ∈ V i , x indeed satisfies the conclusion in (33). (i) is proved.
(ii): Assume that x ∈ G * (α) with α given by (32); we should prove that x is feasible for (Π). Arguing by contradiction, assume that x is not feasible for (Π). First of all, we note that all A i0 (x) are positive semidefinite -otherwise x would not be feasible even for the nominal instance and therefore would not belong to G * (α). Since x is not feasible for (Π), there exists i such that the matrix Bi (x) is not positive semidefinite. Choosing as B a positive definite matrix which is ≥ A i0 (x) and is close enough to A i0 (x), we see that the matrix
is not positive semidefinite.
In view of the same reasoning as in the proof of (i), the latter fact means exactly that the matrix
is not positive semidefinite (we use the same shortened notation as in the proof of (i)). In other words, there exists a vector h, h T h = 1, such that
We claim that
where · is the operator norm of a symmetric matrix. Indeed, consider two possible cases:
Assume that (a) is the case. It is evident that one can choose numbers j = ±1 in such a way that
In view of this inequality, setting u j = α j k −1/2 , j = 1, ..., k, we satisfy the first relation in the conclusion of (36), and the operator norm of the corresponding matrix ∆ 2 is > α 2 γ −2 k −1 ; the latter quantity is ≥ 1, since in case (a) one clearly has α ≥ γk 1/2 , see (32). Thus, ∆ 2 ≥ ∆ 2 > 1, as required in (36). Now consider case (b). Denoting by d p the p-th coordinate of an l-dimensional vector d and taking into account that in view of (35) one has
we immediately conclude that there exists an index q ∈ {1, 2, ..., l} such that
Consequently, there exists a vector u ∈ R k , u T u = α 2 , such that
or, which is the same,
(we have taken into account that in case (b), due to the origin of α, the quantity αγ −1 l −1/2 is ≥ 1). In other words, u satisfies the conclusion in (36) (recall that h T h = 1). Now let u, ∆ be given by (36) (we just have seen that this relation is always true), and let A = k j=1 u j A j , so that ∆ = B −1/2 AB −1/2 . Since ∆ > 1, at least one of the matrices I l ±∆ is not positive semidefinite, or, which is the same, at least one of the matrices B ± A is not positive semidefinite. On the other hand, u T u ≤ α 2 , and therefore (see (#)) ±(
; since x was assumed to belong to G * (α), the matrices A i0 ± A should be positive semidefinite; due to B ≥ A i0 , it implies also positive semidefiniteness of the matrices B ± A, and we come to the desired contradiction.
Remark 3.1 In connection with Assumption (#) it is worth noting that, in the case when V is the intersection of k ellipsoids centered at the origin, this assumption is satisfied with
γ = √ k. Indeed,
we may assume that the ellipsoids in question are
and is contained in a √ k times larger ellipsoid.
Affinely parameterized uncertain programs
Consider the case of an uncertain problem with affine uncertainty and K = R m + :
The robust counterpart of (P ) is the problem
Assume that the uncertainty set U is a bounded ellipsoid, i.e., the image of the unit Euclidean ball under affine mapping:
Our goal is to demonstrate that in the case in question the robust counterpart is basically "as computationally tractable" as the instances of our uncertain program. Indeed, let us look what is the robust version of a single uncertain constraint. Dropping the index i, we write the uncertain constraint and its robust version, respectively, as
We immediately see that
Note also that F is concave on X (recall that we always assume that the mapping F (x, ζ) is Kconcave in x ∈ X ). Thus, in the case under consideration the robust counterpart is an "explicitly posed" convex optimization program with constraints of the same "level of computability" as the one of the constraints of the instances. At the same time, the constraints of the robust counterpart may become worse than those of the instances, e.g., they may lose smoothness. There are, however, cases when the robust counterpart turns out to be of the same analytical nature as the instances of the uncertain program in question.
Example: A simple uncertain geometric programming problem. Consider the case of an uncertain geometric programming program in the exponential form with uncertain coefficients of the exponential monomials, so that the original constraints are of the form
(β j are "certain") and the uncertainty ellipsoid, for every constraint, is contained in the nonnegative orthant and is given by (37). Here the robust version of (39) is the constraint
Under the additional assumption that the matrix P P T is a matrix with nonnegative entries, we can immediately convert (40) into a pair of constraints of the same form as (39); to this end it suffices to introduce for each constraint an additional variable t and to represent Due to A.1 and to the origin of W, the function L is convex in x ∈ X for every η ∈ W and affine (and therefore concave) in η. We summarize the above facts in where Q and P are some matrices given by the topology of the circuit, M is the number of nodes of the circuit and S is N × N diagonal matrix with the diagonal entries indexed by the arcs of G and equal to s ij . The problem is to choose y ∈ Y which minimizes the dissipated heat: (p) min x=(t,y)∈X =R×Y t : t − min u∈R m (Qu + P y) T S(Qu + P y) ≥ 0 , the data in the problem being the conductances s ij , or, which is the same, the diagonal positive semidefinite matrix S. In fact, in what follows we treat the more general problem where S is symmetric positive semidefinite, but not necessarily diagonal. Now assume that the data are uncertain: all we know is that S ∈ U, U being a closed convex subset of the positive semidefinite cone S N + ; for the sake of simplicity, we assume that U is bounded. The saddle point problem (43) 
(we have used the standard min-max theorem (see Rockafellar (1970) ) and have taken into account that U ⊂ S N + , so that the function (Qu + P y) T S(Qu + P y) is convex in (y, u) for every S ∈ U and is linear, and therefore concave, in S).
The nice analytical structure of f makes it possible to solve the saddle point problem by the polynomial time path-following interior point methods from (Nesterov and Nemirovski (1994) , Chapter 7) provided that the convex sets Y, U are "simple" -admit explicit self-concordant barriers. Thus, here the saddle point form of the robust counterpart yields a problem which can be solved by theoretically efficient interior point methods. This is not always the case for the optimization form (44) of the robust counterpart. Indeed, consider the simplest case where Q is the zero matrix (such a case has no actual sense in the Heat Dissipation problem, but it makes sense mathematically, which is sufficient to illustrate the point). In this case the objectiveL(x), x = (t, y) in problem (44) becomes +∞, t < max S∈U y T P T SP y t, otherwise , so that (44) 
Now assume that U ⊂ S N + is an ellipsoid:
Then the objective F in (46) can be explicitly computed:
Note that since not all S j necessarily are positive semidefinite, it is not even seen from (47) that F is convex. Moreover, direct minimization of convex functions of the type (47), where not all S j 's are positive semidefinite, is not as yet covered by the current interior point methodology.
