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Abstract
The drive to continue Moore’s Law by shrinking electrical components down to
the ultimate limit has led to a great deal of interest in atomic and molecular-scale
electronics, in which individual atoms and molecules can be used as circuit elements.
More recent proposals also seek to exploit the magnetic properties of these nanoscale
objects in new applications in information technology and spintronics. In typical
device geometries, the magnetic element is coupled to electrical leads, and these
interactions can strongly affect the properties of the quantum system.
Using scanning tunneling microscopy and spectroscopy, we study the effects of inter-
actions between individual magnetic atoms and molecules that are separated from
an underlying metallic surface by a thin insulating layer of copper nitride (Cu2N).
By utilising the different growth phases of the Cu2N, we show that the position of
magnetic molecules can be controlled, and that the properties of a molecule can be
controlled through the binding site.
For electrical transport through a junction containing an individual iron phthalocya-
nine (FePc) molecule on Cu2N, we observe two novel magnetoresistance behaviours
that arise from negative differential resistance (NDR) that shifts by unexpectedly
large amounts in a magnetic field. Because voltage is dropped asymmetrically in this
double barrier junction, the FePc can become transiently charged when its states
are aligned with the Fermi energy of the Cu, resulting in the observed NDR effect.
Furthermore, the asymmetric coupling magnifies the observed voltage sensitivity
of the magnetic field dependence of the NDR, which inherently is on the scale of
the Zeeman energy, by almost two orders of magnitude. These findings represent a
new basis for making magnetoresistance devices at the single molecule scale. Fur-
thermore, the enhancement of the energy scales created by asymmetric coupling of
the junction can be used in conjunction with other multi-step tunnelling processes
to allow for the investigation of phenomena that would otherwise be difficult to
observe.
We also show that it is possible to interact with the f-shell magnetic moment when
a bis(phthalocyaninato)Dy(III) complex (DyPc2) is strongly coupled to the Cu(001)
surface. DyPc2 is a single molecule magnet, a type of molecule which may have
applications in both spintronic and quantum computing applications. A Fano line
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shape is observed at the Fermi energy, which is caused by the interference between
tunnelling into the continuum and into a resonance created by the Kondo effect.
By mapping the variance of the amplitude of the Fano line shape we are able to
show that the ligand states create the continuum states and the 4f states create the
Kondo resonance.
3
4Acknowledgements
First and foremost, I would like to thank my advisor, Cyrus Hirjibehedin. I owe
him a debt of gratitude for the skills his mentorship has developed.
This thesis is the end result of my fruitful partnership/friendship with Fadi. Though
the work began with Fadi, without additional measurements with Henning, this
thesis could have ended up on the bookshelf next to Grimms fairy tales. I am also
thankful to Toby, Phil and Raz for their contributions to the analysis. I am indebted
to Jenny, Reyes and all those already mentioned for their help fixing the STM.
I would also like to thank my second supervisor, Andrew without his thoughtful
advice, this thesis would be much poorer.
I am grateful to everyone in the STM group who have helped in various ways over
the last five years : Steve, Neil, Phillip, Asif, Benjamin, Tingbin, Kitiphat, Adam,
Manuel, Holly, Eric, Oscar and also the honorary, Kevin and Rob. I would also
like to thank the groups I worked with from Berlin and Florence, these trips were
amongst the highlights of my PhD.
That I have enjoyed the last years so much is mostly down to my friends. The
friends I made throughout my Phd (inc. Team Southampton) have added greatly
to my life. Whether teaching me to drink Coffee was a good idea, I thank all my
LCN friends for making my PhD such an enjoyable experience.
Thanks to my Catz friends (Trev, Tom, Soph, Stote, Squire, Sena, Sab, Powell,
Noddy, Magee, Manning, Leo, Kerry, Jdm, Greg, Deano, Bolton, plus Alan) who
kept me happy when science was grey. I know the years ahead will create as many
stories as the years gone by.
Finally I’d like to thank my family: Becki (I did try to get you into the science
section), Marc (you made it), Carol for the shows, and my parents for their seem-
ingly unlimited support. Thanks to my grandparents for the study centre over the
years.
Contents
1 Introduction 6
2 Magnetism 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Hund’s rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 3d and 4f magnetism . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Single Molecule Magnets . . . . . . . . . . . . . . . . . . . . . 12
2.4 Magnetic Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.1 Spin matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.2 Zeeman Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.3 Crystal field effect . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.4 Dipole interaction . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.5 Exchange interaction . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Kondo Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3 Measuring magnetic moments at the nanoscale 23
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Scanning tunnelling microscope . . . . . . . . . . . . . . . . . . . . . 23
3.2.1 Elastic Tunnelling . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.2 Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.3 Inelastic Electron Tunnelling . . . . . . . . . . . . . . . . . . . 40
3.3 X-ray measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.2 Measuring nanoscale magnetic moments . . . . . . . . . . . . 49
3.3.3 Spin Crossover molecules . . . . . . . . . . . . . . . . . . . . . 49
3.4 Nanoscale junctions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5
CONTENTS 6
4 Experimental equipment 54
4.1 UHV systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.1.1 Oxford STM system . . . . . . . . . . . . . . . . . . . . . . . 55
4.1.2 Cryogenic STM system . . . . . . . . . . . . . . . . . . . . . . 55
5 Sample Preparation 60
5.1 Cu(001) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2 Copper nitride . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3 Molecule evaporation . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6 A Copper Nitride Nanotemplate for Individual Magnetic Molecules 67
6.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.3 Phthalocyanines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.4 FePc on Cu(001) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.5 DyPc2 on Cu(001) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.6 Templating by using Cu2N Island structure . . . . . . . . . . . . . . . 75
6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.8 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
7 Controlling the properties of a magnetic molecule through the local
atomic environment 80
7.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
7.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
7.3 Effect of binding geometry . . . . . . . . . . . . . . . . . . . . . . . . 81
7.4 Magnetic properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.6 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
8 Magnetically sensitive negative differential resistance 96
8.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
8.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
8.3 Magnetically sensitive NDR . . . . . . . . . . . . . . . . . . . . . . . 97
8.4 Cross-over Magnetoresistance . . . . . . . . . . . . . . . . . . . . . . 110
8.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
CONTENTS 7
9 Charge transport through a 4f magnetic moment in a SMM 113
9.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
9.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
9.3 Asymmetric molecule substrate coupling . . . . . . . . . . . . . . . . 115
9.4 Accessing the 4f magnetic moment of DyPc2 . . . . . . . . . . . . . . 118
9.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
9.6 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
10 Conclusion 126
10.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
10.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
11 Appendix 128
References 135
Chapter 1
Introduction
The flow of charge has been the driving force behind the industrialisation of the
modern world. In the processors of modern computers, we are fast approaching
the limits of current silicon based electronics both due to size-based physics and
heat dissipation [1]. By utilising both the charge and spin of electrons, it may be
possible to create a new device paradigm. This type of ‘spintronic’ device may
allow for increased data processing speed and decreased electric power consumption
as it follows the rules of quantum mechanics rather than those of classical physics
[1].
The first generation of spintronic devices has been commercially realised through
the giant magnetoresistance effect [1,2]. Research aims to drive these devices down
to the atomic scale, not only to replicate and produce smaller devices [3] but also to
construct new devices based on effects that manifest on the atomic scale [4]. This
would allow for increases in operating speed or data storage capacity [4]. Impor-
tantly, these devices might markedly reduce the heat costs involved in every data
process, thereby vastly increasing energy efficiency. Currently 2% of global elec-
tricity is used in data centres; with this growing at a rate of approximately 12%
annually, it is clear that devices of this type have both technological applications
and potentially a significant environmental impact [5].
The local environment affects the properties of spins. This can be used to cre-
ate advantageous properties or can be a hindrance, therefore controlling the local
environment is of prime importance. One way this can be done repeatably is by in-
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tegrating the spin into a molecule. This allows for the customisation of a repeatable
local environment. However if a molecule is be used as an active component then it
is likely that it will be necessary to place the molecules on a surface. For this reason
it is essential to study how the surface interacts with and affects the properties of
the molecule.
The electronic and magnetic properties of a single molecule can be studied using a
scanning tunnelling microscope (STM). This device, for which the Nobel prize was
awarded in 1986, allows for both the imaging of a surface at the atomic level and
taking of spectroscopic data. This thesis concentrates on how STM measurements
allow for an investigation of the properties of single magnetic molecules on surfaces
and how the surface can be used to modify the properties of the molecule.
Chapter 2 of this thesis discusses the concept of how magnetic anisotropy arises
from the effect of the local environment or from the orbital properties of the ion.
Factors which affect the energy levels of the magnetic moment are discussed along
with the differences between 3d and 4f magnetic ions.
There are three main techniques that have the capability to measure the properties of
a single molecule: STM, XMCD and charge transport through nanoscale junctions.
Each of these is introduced in Chap 3. The instruments on which the data was taken
are discussed in Chap 4 and the preparation of the samples in Chap 5.
Chapter 6 includes an introduction to the phthalocyanine molecules studied in this
thesis and a discussion of how Cu2N can be used as a nanoscale template for control-
ling the adsorption of magnetic molecules on a surface. In Chap 7 it is shown that
the magnetic properties of FePc are defined by the binding site of the central metal
atom when the molecule is placed on a Cu2N monolayer. This chapter also acts as a
background for Chap 8 which describes an NDR effect observed for FePc on Cu2N.
This NDR effect is seen to shift with magnetic field by two orders of magnitude
above the Zeeman effect.
In Chap 9, we investigate a single molecule magnet that has a single lanthanide atom
at the centre. Here a Kondo effect is observed from the interaction with the 4f states
of the lanthanide atom with the conduction electrons in the metal surface.
The thesis ends with a brief conclusion and a discussion on how this research could
be expanded to investigate new areas.
Chapter 2
Magnetism
2.1 Introduction
The magnetic properties of an atom are set by its orbital properties and its interac-
tion with the surrounding environment. Understanding how these combine to create
the magnetic properties of an atom is important if we are to understand the effect of
the interaction with the surface on molecules. Therefore in this chapter we discuss
the simple rules which can be used to describe the magnetic properties of the atom.
Next we discuss how magnetism created by 4f and 3d ions differs, and how these
differences can be utilised in single molecule magnets. Then the spin Hamiltonian
model is introduced which has been shown to be a good model for measurements of
single atoms and molecules on a surface [6–8]. Finally we introduce the Kondo ef-
fect, which occurs when a magnetic moment interacts with the conduction electrons
in a metal.
2.2 Hund’s rules
The magnetic properties of an atom can be estimated via the use of Hund’s rules. By
utilising the rules, the energy of the system is minimised and therefore the ground
state can be determined.
Rule 1: S is maximal
10
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This minimises the coulomb repulsion between electrons, as the Pauli exclusion
principle stops electrons with the same spin state sharing the same orbital.
Rule 2: L is maximal
This minimises the overall energy, as electrons in orbits rotating in the same direction
optimally avoid each other, reducing the coulomb repulsion.
Rule 3:
J=|L-S| is minimal, for n ≤ 2l + 1
J=L+S is maximal, for n > 2l + 1
This rule minimises the spin orbit interaction of the system. When the shell is less
than half filled the total energy is minimised by the antiparallel alignment of the
spin and orbital momentum. When the shell is more than half full, the energy is
minimised by the parallel alignment of the spin and orbital momentum.
Examples
The rare earth ion, Dy3+ has a total of 9 electrons in its outer shell. f-shell states
have L = 3, therefore there are 7 levels (±3,±2,±1, 0). To satisfy the first rule we
need the maximum spin, therefore S = 5
2
as there are 7 spin up and 2 spin down
(7× 1
2
− 2× 1
2
). For the second rule it is necessary to maximise the value of L. Only
the spin down electrons contribute and therefore L = 3 + 2. Finally as the shell of
the Dy ion is greater than half full, J = L+ S, therefore J = 5 + 5
2
= 15
2
.
In the case of Fe2+, there are 6 electrons in the outer d shell, and therefore S = 2
as we have 5 spin up and 1 spin down. This results in a value of L = 2 and as the
shell is more than half filled J = 4. However these rules are only estimates of the
contribution of the various factors, and therefore when interactions with external
factors occur, such as crystal field splitting, the ground state and spin of the system
may change. In some cases this can be done reversibly [9].
2.3 3d and 4f magnetism
Studies of magnetism have concentrated on two types of ions, the 3d and 4f ions.
The 3d ions are the first transition metals in the periodic table and include such well
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known elements as iron, copper and zinc. The 4f ions are known as the lanthanides or
‘rare earth’ metals; though this name is somewhat of a misnomer given that cerium
has an abundance similar to copper. The rare earth materials are utilised in many
modern technologies, such as lasers, computer memory and batteries [10].
The uses of both these groups is inherently connected to the distance dependence and
nature of the orbitals [11]. 4f orbitals are highly asymmetrical in shape, this results
in them having an inherent anisotropy [11]. In Fig 2.1, the radial wave functions for
Ce and Tm are shown [11]. 4f orbitals are tightly confined to the atom, resulting
in them being shielded from the surroundings by the 6s and 5d states. The effect
of this is that the crystal field splitting term in the Hamiltonian is small compared
with the spin-orbit term and therefore the magnetic moment is defined by J [11].
Lanthanides mainly form +3 ions; this allows for different lanthanides to be switched
in a material without greatly affecting the chemical properties.
In Fig 2.1, the Tm (Z=69) 4f orbitals are more tightly confined than those of Ce
(Z=58). This contraction of the 4f orbitals as the lanthanide elements get heavier
is caused by incomplete screening of the nuclear charge [11].
Figure 2.1: Radial component of atomic wave function for Ce and Tm. The 4f orbital
is confined close to the atom, which reduces it’s interaction with the surrounding
environment [11].
3d orbitals are not as tightly confined as the 4f states and therefore interact with
the surrounding environment to a greater degree. This results in the crystal field
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splitting term being larger than the spin orbit term. Therefore the ground state
of the ion is the one where L=0, rather than obeying Hund’s third rule; this effect
is called ‘orbital quenching’. The magnetism of these systems can therefore be
described by the spin Hamiltonian model featured later in this chapter. From this
we can see that although a 3d ion in free space has no anisotropy, by controlling the
crystal field splitting it is possible to create large anisotropies.
2.3.1 Single Molecule Magnets
An example where the anisotropy of an ion is exploited is in a single molecule magnet
(SMM) [12]. A SMM is a molecule in which an excited spin relaxes slowly back to
the ground state. These molecule may have applications in spintronics as well as
quantum computing [4, 13].
For slow relaxation to occur the magnetic moment must have an easy axis anisotropy,
i.e. the ground state is the high spin state. This is because although the ground
state is degenerate, due to selection rules it is not possible for the spin to flip directly
between the positive and negative high | ms〉 spin states. This creates an energy
barrier to the spin flip occurring. The size of this energy barrier is defined by the
anisotropy of the system [12].
Initially work on SMMs concentrated on molecular transition metal compounds,
such as the prototypical SMM Mn-12 [14]. Here a large barrier is created through
a large number of interacting transition metal atoms experiencing an anisotropic
crystal field effect. This can be modelled, using the giant spin approximation as
a single spin S=10. In this way the ability to use the local environment to create
magnetic anisotropy in a 3d system is exploited. The size of the barrier is given by
U = |D|S2 where D is the size of the axial anisotropy and S the total spin [12].
Initially efforts were directed towards maximising S. However calculations show
that this approach is inherently limited by the link between S and D, in which D
is shown to be inversely proportional to S2 [15].
To create SMMs with longer spin relaxation times, work began to concentrate on
maximising D, the anisotropy of the system. As 4f orbitals are inherently highly
anisotropic [11], investigations began to look at molecules which contained lan-
thanide metals [16]. These molecules were seen to have longer spin relaxation times
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than those based on transition metals [16,17].
Scanning tunnelling microscopy studies of single molecule magnets were initially
limited by the difficulty of placing the large molecules such as Mn-12 onto the surface
cleanly, as it was found that these molecules break up when thermally sublimed.
In recent work by Kahle et al., Mn-12 was placed onto the surface using a mass
spectrometer allowing for STM studies of its magnetic properties [18]. It has also
been placed on the surface through using a STM tip to transfer molecules [19].
Investigations of Ln-Pc2 molecules are considerably easier as these molecules are
stable when thermally sublimed [20].
2.4 Magnetic Interactions
In this section we will briefly introduce the spin Hamiltonian model. This will
allow for an understanding of the effects that modify the energy levels of an isolated
magnetic moment.
2.4.1 Spin matrices
The spin operator can be described by a spin matrix [21]. Acting Sz on the wave
function gives the eigenvalues of Sz, m.
Sz|Ψ >= ~m|Ψ > (2.1)
The operator Sz is therefore a matrix of dimensions equal to 2s+ 1 with the values
of m across the diagonal. Therefore for spin 1
2
we get
Sz =
1
2
(
1 0
0 −1
)
=
1
2
σz
We can get Sy and Sx by using the commutator relationships.
[Sx, Sy] = i~Sz
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[Sy, Sz] = i~Sx
[Sz, Sx] = i~Sy
This gives
Sx =
1
2
(
0 1
1 0
)
=
1
2
σx
Sy =
1
2
(
0 −i
i 0
)
=
1
2
σy
σx, σy, σz, are the Pauli matrices.
The spin matrices for S=1 are given as [21].
Sx =
0 1 01 0 1
0 1 0

Sy =
0 −i 0i 0 −i
0 i 0

Sz =
1 0 00 0 0
0 0 −1

The spin Hamiltonian model assumes that the orbital angular momentum terms are
small. This is often true for transitional metals due to orbital quenching; however
for 4f orbitals the angular momentum term is non-negligible [11, 22]. A magnetic
centre with n unpaired electrons has a spin, S = n
2
. It will have 2S + 1 levels
associated with this multiplet. The levels of the magnetic moment will split due to
various effects. The interactions modelled in the spin Hamiltonian are the Zeeman
effect, the crystal field effect and the exchange interaction. Only if these are the
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dominant interactions is it possible to model the system using the spin Hamilton
method.
2.4.2 Zeeman Effect
The Zeeman effect is the name given to the splitting of degenerate energy levels due
to the interaction of the magnetic field with the spin moments. The splitting of the
levels grow linearly as the magnetic field increases [12]. An energy diagram of this
is shown in Fig 2.2. The splitting is given by,
HZE = gµBmsB (2.2)
where g is the electron spin g-factor, µB = 5.788×10−2meV/T is the Bohr magneton,
B the magnetic field and S the total spin of the atom. Knowledge of the energy of
transitions between energy levels allows for g to be calculated. This is important
as the g factor gives a picture of the chemical environment that the electron sees.
Although g is a tensor, here we consider g to be a scalar quantity for simplicity.
Field
Energy
Figure 2.2: Zeeman splitting for a free atom, spin 2.
2.4.3 Crystal field effect
The crystal field effect effect arises from the splitting of spin levels by the electric field
of neighbouring ions. As the d-orbitals have different angular distributions, orbitals
which come close to the ions are repulsed and have a higher energy. Therefore the
crystal field splits the degeneracy of the d-orbitals. Due to the spin-orbit coupling
these changes affect the magnetic moment.
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In the spin Hamiltonian method the complex behaviour is simplified into two terms,
D and E [12]. The Hamiltonian of the crystal field effect can be approximated to be
the quadratic form of the spin operators HCF = S.D.S, where D is a real, symmetric
tensor. By choosing the coordinate axes to be parallel with the eigenvectors of D,
D is diagonal and therefore is given by
HCF = DxxS2x +DyyS2y +DzzS2z (2.3)
Here Sx, Sy, Sz describe the spin in each axis direction. This equation can be sim-
plified by using the property of Hamiltonians that adding or subtracting a constant
has no effect. Therefore by subtracting the constant (Dxx + Dyy)(S
2
x + S
2
y + S
2
z ) =
1
2
(Dxx +Dyy)S(S + 1) we obtain
HCF = DS2z + E(S2x − S2y) (2.4)
Figure 2.3: The double well potential of a S=10, D < 0, E=0 magnetic moment [12].
In this formula D = Dzz− 12(Dxx+Dyy) and E = Dxx−Dyy. The D and E terms are
important in our study of magnetic molecules. A double well of a S = 10, D < 0,
E = 0 is shown in Fig 2.3. The double well is created from the S2z term. Due
to selection rules it is not possible to switch from ms = 10 to ms = −10 without
going over the barrier, or tunnelling through the barrier [12]. The height of this
barrier is described by the D term. The E term describes the mixing of the states;
the mixing of states allows for the quantum ‘tunnelling’ through the barrier. For
D > 0 the lowest absolute value of | ms〉 forms the ground state. Therefore the z
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component of the magnetic moment is minimised and so the spin aligns orthogonal
to the principal symmetry axis; this is hard axis anisotropy. This situation is shown
in Fig 2.4 a. For D < 0 the highest absolute value of | ms〉 forms the ground state.
The spin aligns along the principal symmetry axis and we have easy axis anisotropy.
If the D term is negative then the highest | ms〉 is the ground state. The means
that although the ground state is energetically degenerate, selection rules stop the
spin from flipping from positive to negative | ms〉. This creates an energy barrier,
and a bistable spin.
Figure 2.4: Splitting of an atom with spin 2 in a crystal field with axial symmetry.
a) shows the case for D > 0, hard axis anisotropy. b) shows the case for D < 0,
easy axis anisotropy.
2.4.4 Dipole interaction
The dipole interaction describes the strength of interaction between two magnetic
moments through their magnetic field [23]. The energy of two magnetic moments
separated by a distance R is given by
E =
µ0
4pir3
[ ~m1. ~m2 − 3
r2
( ~m1.~r)( ~m2.~r)] (2.5)
Therefore the approximate magnitude of this interaction is given by
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E =
µ0
4pi
[ ~m1. ~m2]
R3
(2.6)
By setting ~m1 = ~m2 = µB and R = daB, where aB ' 0.5A˚ is the Bohr radius, we
get
E =
µ0.µ
2
B
pi.d3a3B
(2.7)
In CGS units this gives
E =
α2e2
d3aB
(2.8)
where α = e
2
~c
Figure 2.5: The Dipole interaction energy quickly drops off with distance.
Figure 2.5 shows how the energy of the dipole interaction drops off with distance.
For two atoms sitting 1nm apart this gives a value for the energy interaction of
approximately 0.01K.
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2.4.5 Exchange interaction
The exchange interaction term describes the interaction between two spins. The
effect originates from the Pauli exclusion principle; this states that no two particles
can share the same state. As electrons are fermions they must have an antisymmetric
wave function.
Two cases can occur. The spins can align and the spatial wave function is antisym-
metric or the spins can be antiparallel and the wave function is symmetric. If the
wave function is antisymmetric the electrons will have the same spin state and the
electrons will be farther apart on average. This creates a ferromagnetic interaction,
this situation is favoured if the two spins on the same atom as the repulsion energy
is reduced as the electrons are further apart.
If the electrons are on different atoms, then the opposite case can occur. Here the
wave function is symmetric and the spins are anti-aligned. This situation creates an
anti-ferromagnet interaction. In the case of two atoms it is energetically favourable
to form molecular orbitals across the two atoms, and a consequence of this is that
spatially symmetric ‘bonding’ orbitals are at a lower energy, rather ‘anitibonding’
orbitals which are spatially asymmetric, due to the difference in the radius of cur-
vature and hence kinetic energy.
The exchange interaction term therefore determines the energy of each state. An
exact calculation of this effect is complex due the many body physics involved in-
cluding the interaction of the electrons with the nuclei in addition to their interac-
tion with each other. An approximation can be calculated by using the Heisenberg
Hamiltonian [12],
HEx = 1
2
∑
i,j
Jij.Si.Sj (2.9)
where Si is the total spin of all electrons bound to the atom i, Sj for atom j and Jij
is the spin coupling constant given by the formula.
Jij =
∫
φ∗i (r1)φ
∗
j(r2)
e2
|r1 − r2|φi(r2)φ(r1)dr1dr2 (2.10)
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In this equation φi and φj are the wave functions of the respective electrons and r1
and r2 the position of each electron.
The actual coupling between electrons can occur in a variety of ways. Direct coupling
is the process in which the electron orbitals overlap. Superexchange is when a non-
magnetic atom acts as a link between the two magnetic spins. Finally Ruderman-
Kittel-Kasuya-Yosida (RKKY) coupling occurs when the coupling occurs via two
magnetic localised spins linked by conduction electrons in a metal [12].
2.5 Kondo Effect
The resistance of a metal at room temperature is dominated by electron-phonon
scattering [24]. As the temperature is reduced the scattering drops and the resistance
drops; in most cases this continues till the resistance saturates at a constant value,
which is mainly set by impurities and structural defects [24]. However since the 1930s
it has been seen that in some metals a rise in resistance occurs at low temperatures,
as seen in Fig 2.6a. This was observed to be due to magnetic impurities present in
the metal interacting with the conduction electrons.
Figure 2.6: a) Conductance in a metal for which the Kondo effect is observed and
for which it is not. b) Above the Kondo temperature the magnetic impurity is
unscreened. c) Below the Kondo temperature the conduction electrons screen the
junction [24].
In 1964 Kondo showed that this effect was due to the increase in effective scattering
cross section of magnetic impurities [25]. Above the Kondo temperature the mag-
netic impurity is unscreened (Fig 2.6b). Below the Kondo temperature, a cloud of
conduction electrons collectively screen the magnetic moment increasing its cross
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section, as seen in Fig 2.6c. This increases the scattering and the resistance [24]. As
temperature decreases the resistance increases as an electron in the Kondo screening
cloud is less likely to be inelastically scattered by a conduction electron [43].
Figure 2.7: a) Anderson model is of a magnetic impurity with one 4f orbital, this
can be single singularly occupied 4f 1 or double occupied 4f 2. b) The spin of the 4f
orbital can be flipped via two processes, either the orbital is emptied then refilled
or double occupied and then one decays back. These processes result in the Kondo
resonance at the Fermi energy [26].
The Anderson model provides a physical picture of what is occurring [26]. The
Anderson model describes a single magnetic impurity embedded in a non-magnetic
metal. The magnetic impurity is assumed to have a single orbital, for example a 4f
orbital. This orbital can be occupied by zero, one or two electrons. The schematic
is shown in Fig 2.7 [26].
The singularly occupied state 4f 1 has an energy f below the Fermi energy, with
the doubled occupied orbital 4f 2 at an energy U above the 4f 1 state, where U is
the Coulomb repulsion between the two electrons. Due to the hybridisation with
the magnetic orbital and the host metal the orbitals are broadened by ∆.
Spin exchange processes can occur in two ways, as detailed in Fig 2.7b. One way is
for the electron residing in 4f 1 orbital to jump to the host and then another electron
jump into the 4f 1 orbital. The second process is for an electron to jump into the 4f 2
state and then one of the electron to jump out to the host. In both these processes
there is no reason for the original spin state of the 4f 1 orbital to be maintained and
therefore this allows for a spin flip to occur. It is classically forbidden to remove
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an electron from the orbital, or to add an electron to the orbital. However the
uncertainty principle allows for these processes to occur as a virtual process on a
timescale of h|f | . Due to these processes occurring the energy spectrum is modified.
When many of these processes occur, a new ground state results near the Fermi
energy which is called the ‘Kondo resonance’ [26].
Chapter 3
Measuring magnetic moments at
the nanoscale
3.1 Introduction
The study of single magnetic moments is of importance not simply for the interesting
fundamental science but also for technological applications [27,28]. Studying a single
moment requires very sensitive techniques. In this chapter we describe three of the
most used techniques for investigating single atomic moments: STM, XMCD and
nanoscale junctions. In this thesis both XMCD and STM have been utilised to gain
insight on the influence of absorption on the surface, and both the techniques and
relevant literature are discussed in this chapter. A brief description of nanoscale
junctions is included for completeness.
3.2 Scanning tunnelling microscope
The scanning tunnelling microscope (STM) has allowed for the investigation of the
properties of individual atoms and molecules on a surface. Its capability to measure
both the topography and the local density of states allows for measurements of
individual molecules and their local area. For a thorough review of STM see reference
[29] and for the description of the mathematical theory see reference [30].
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Figure 3.1: An illustration of an STM junction. The tip, shown in pink, is placed
< 1nm from the sample, and a voltage is applied between the tip and sample. By
measuring the resulting tunnel current, the surface topography can be studied.
An STM can be modelled as a junction between a tip and a sample, with voltage
placed across it. In Figure 3.1 the tip, represented by the pink ‘atoms’, is placed
close to the surface and the current from electrons tunnelling across the junction is
measured. By measuring the current and raster scanning the tip across the surface
it is possible to build up an image of the surface.
Most measurements taken in an STM utilise elastic tunnelling. In this case, elec-
trons tunnel across the junction without losing any energy; this is dealt with in
section 3.2.1. In section 3.2.3 we will discuss inelastic tunnelling, where electrons
lose energy during the tunnelling process, and the extra information that this pro-
vides.
3.2.1 Elastic Tunnelling
We can model an STM as a 1D barrier with energy U , as shown in figure 3.2 [29].
The tunnelling current decay can then be explained by solving the time independent
Schrodinger equation
− ~
2
2m
d2ψ(z)
dz2
+ U(z) = Eψ(z) (3.1)
where U = U0 and U0 < E, the solution of Eq. 3.1 is
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Figure 3.2: An electron with energy E can tunnel through a barrier with energy U0
due to the wave function being non-zero on the other side of the barrier.
ψ(z) = ψ(0)e±ikz (3.2)
k =
√
2m(E − U0)
~
when U = U0 and U0 > 0, the solution of Eq. 3.1 is
ψ(z) = ψ(0)e−kz (3.3)
k =
√
2m(U0 − E)
~
There is a second solution, ψ(z) = ψ(0)ekz, which describes electrons tunnelling in
the opposite direction. The probability density of an electron penetrating across the
barrier from left to right is given by
|ψ(z)|2 ∝ |ψ(0)|2e−2kz (3.4)
Using the work function of the metal as our reference point we can define the Fermi
energy of the system, EF = −φ. In order for there to be a net tunnelling current it
is necessary to bias one side of the junction with a voltage, V. However we will make
the assumption that eV << φ as this means that the states that are important
have an energy approximately equal to the Fermi level. The transmission coefficient
describes the ratio of the intensity of the transmitted wave to that of the incident
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Work Function of Metals
Element φ(eV)
Al 4.1
Au 5.4
Cu 4.6
Ir 5.6
Ni 5.2
Pt 5.7
Si 4.8
W 4.8
Table 3.1: A table showing the work functions of materials commonly used in STM
experiments [29].
wave :
P (z) ≡ I(z)
I(0)
= e−2kz (3.5)
k =
√
2m(φavg)
~
where
φavg =
φtip + φsample
2
φt is the work function of the tip and φs is the work function of the sample. By
taking an average of the these two values we get an approximation of the barrier
height. For copper, φ = 4.6eV, and therefore k = 10.9nm−1 [29]. This results in
the tunnelling current decaying by an order of magnitude for every 1A˚ increase in
the distance between the tip and the sample [29]. It is due to this large change in
current that the topography of the surface can be measured down to atomic length
scales.
It is possible to calculate the total current across the junction. In this study we
will, for reasons of simplicity, assume the tip and the sample are the same ideal, one
dimensional metal. The junction we are describing is shown in the Fig 3.3a. Here
the convention has been used that a positive voltage VT applied to the sample with
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respect to the tip causes particles with positive charge to tunnel from the sample to
the tip.
Figure 3.3: A tunnelling junction at T=0K. In both panels a positive bias has been
applied to the sample; ρt and ρs refer to the local density of states in the tip and
sample respectively; EF is the Fermi energy; and φt and φs are the work functions of
the tip and sample respectively; Evac is the energy necessary to ionise the electrons.
Panel a) corresponds to particles with a positive charge (q > 0) so the sample is
at a higher potential than the tip. This means that the particles tunnel from the
sample to the tip. Panel b) is for electrons, where q is negative, the sample is at a
lower energy than the tip as qVT is negative. This means that, for the convention
of positive sample bias, electrons tunnel from the tip to the sample.
A point worthy of further discussion is that of negatively charged particles (e.g.
electrons). The charge, q, is negative and therefore the physical picture is now that
of Fig 3.3b. Due to q being negative, qVT has a negative value and the Fermi level
of the sample is below that of the tip. This means that the electrons tunnel from
the tip to the sample. Throughout this discussion we will use the convention that q
is positive unless explicitly stated.
To calculate the current across the junction it is necessary to first calculate the rate
at which a single particle will tunnel through the barrier. The system’s Hamiltonian,
H, can be broken down into the time independent part H0 and the time dependent
part δH. As per perturbation theory, by assuming the time dependent part only
results in small perturbations, we can assume that the eigenstates of H are the same
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as H0 [21]. We then calculate the probability at which a system in state ψa at time
τ = t0 and energy = Ea will be in state ψb at time τ = t with energy = Eb. The
final result, if t is assumed to be long [29], is given by Fermi’s golden rule which
gives the rate of transition from state a to state b as,
Wba =
2pi
~
|Mba|2δ(Ea − Eb) (3.6)
Here the matrix element is given by Mba = 〈ψb | δH | ψa〉. By using dimensional
analysis it can be confirmed that the units of Fermi’s golden rule are s−1, a rate. In
Fermi’s golden rule the Dirac delta function maintains energy conservation.
Moving back to our simplified model of the STM junction, our initial state is that
shown in Fig 3.3a. The final state is when a particle has transitioned across the
junction. A particle can only tunnel from a filled state to a empty state; thus at
T = 0K, and for q > 0, particles can only tunnel from the sample to the tip.
However the simplification to T = 0K is unnecessary, and hides features that are
important. Figure 3.4 shows the Fermi function for a positive sample bias at T = 0K
and T > 0K. From Fig 3.4 we can see that for T> 0K it is possible for particles to
transition both from the sample to the tip and the tip to the sample.
From Fermi’s golden rule we can calculate the total rate of transitions from state a
to state b and therefore the current. In the tunnelling junction we have two sets of
transitions, one from the filled states in the sample to the empty states in the tip
and one from the filled states in the tip to the empty states in the sample, as long
as T > 0K. The total current is given by the difference between the two currents.
For simplicity we will first calculate the current due to tunnelling from the sample
to the tip.
Fermi’s golden rule gives us the rate of transition for a particle with a specific energy
and in a specific state. In order to calculate the current from the sample to the tip
we must calculate the rate of transition from the sample to the tip for every possible
energy and for every possible state.
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Figure 3.4: A junction at T = 0K and T > 0K. The effect of temperature can
be seen on the Fermi surfaces. From the diagram it can be seen how at T > 0K
there can be tunnelling both from the sample to the tip and from tip to the sample
whereas at T = 0K tunnelling can only occur in one direction.
Ws→t =
(2)2pi
~
∫ ∞
−∞
dEt
∫ ∞
−∞
dEs f(Es)(1−f(Et))ρt(Et)ρs(Es)|Mts|2δ(Es−Et+qVT )
(3.7)
Here ρt and ρs, are the density of states of the tip and sample respectively, and
f(E) = 1/(eE/kBT + 1) is the Fermi-Dirac distribution. The additional factor of 2
comes from electrons having two spin states, and therefore each level can hold two
electrons without breaking Pauli’s exclusion principle.
The next step is to integrate through by one of the energies. This results in the
Dirac delta factor disappearing and a factor of +qVT moving into the density of
states for the tip, and the Fermi Dirac function that describes the states in the tip.
As a particle tunnelling from the sample at energy E must conserve energy, the
sample is +qVT in energy above the the tip and therefore the electron will tunnel
into the state E + qVT in the tip.
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Ws→t =
4pi
~
∫ ∞
−∞
dE f(E)(1− f(E + qVT ))ρt(E + qVT )ρs(E)|Mts|2 (3.8)
The current is simply the rate of transition multiplied by the charge,
Is→t =
4piq
~
∫ ∞
−∞
dE f(E)(1− f(E + qVT ))ρt(E + qVT )ρs(E)|Mts|2 (3.9)
Equation 3.9 is the current caused by positive particles tunnelling across the barrier
from the sample to the tip.
If we now consider electrons we must remember that the tip is higher in energy
than the sample as the bias applied to the sample is −eVT . Therefore an electron
tunnelling out of the sample at energy E will tunnel into the state E − eVT in
the tip. The only consequence of the change from positive charge to electrons is
that the direction of tunnelling that contributes the majority of current switches.
Equation 3.10 shows the current from the sample to tip for electrons.
Is→t =
−4pie
~
∫ ∞
−∞
dE f(E)(1− f(E − eVT ))ρt(E − eVT )ρs(E)|Mts|2 (3.10)
The current from the tip to the sample can be calculated in the same way; the steps
are shown below for completeness again with positive charge.
W totalt→s =
(2)2pi
~
∫ ∞
−∞
dEt
∫ ∞
−∞
dEs f(Et)(1−f(Es))ρt(Et)ρs(Es)|Mts|2δ(Et−(Es+qVT ))
=
4pi
~
∫ ∞
−∞
dE f(E + qVT )(1− f(E))ρt(E + qVT )ρs(E)|Mts|2 (3.11)
It→s =
4piq
~
∫ ∞
−∞
dE f(E + qVT )(1− f(E))ρt(E + qVT )ρs(E)|Mts|2 (3.12)
The total current is given by IT = Is→t − It→s:
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IT =
4piq
~
∫ ∞
−∞
[f(E)(1−f(E+qVT ))−f(E+qVT )(1−f(E))]ρt(E+qVT )ρs(E)|Mts|2dE
(3.13)
We can now simplify this further through simple algebra
f(E)(1− f(E + qVT ))− f(E + qVT )(1− f(E)) (3.14)
= f(E) + f(E)f(E + qVT )− f(E + qVT )− f(E + qVT )f(E)
= f(E)− f(E + qVT )
Note that the cross terms cancel because the tunnelling from s → t and t → s is
symmetric. Therefore our total current is given by
IT =
4piq
~
∫ ∞
−∞
[f(E)− f(E + qVT )]ρt(E + qVT )ρs(E)|Mts|2dE (3.15)
This equation shows that the total elastic current is proportional to the difference
in filled states between the sample and the tip, integrated over all energies.
An illuminating result can be attained by making the approximation that the density
of states and matrix element are constant and also setting the temperature to 0K.
When the temperature is set to zero it is clear from Fig 3.3 that the only possible
tunnelling states are between 0 and qVT . Therefore we can change our integral limits
to 0 and qVT . We now see that the current is directly proportional to the voltage
and we therefore expect an ohmic junction.
IT =
4piq
~
ρtρs|Mts|2
∫ qVT
0
dE =
4piq
~
ρtρs|Mts|2VT (3.16)
Imaging
By rastering the tip across the surface at a constant height and measuring the
current we can build up a picture of the sample. However if there is a protrusion
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from the surface there is a possibility that the tip will hit it. Also if the sample has
a large variance in height, then at the lowest points the tunnelling current will be
very weak. In order to avoid these problems, topography is measured in constant
current mode. Here the current is kept constant by moving the tip towards and
away from the sample. The movement of the tip is then recorded. This has the
additional advantage of directly supplying the topography of the surface if the local
density of states (LDOS) on the surface is constant.
An early use of the capability of an STM to image the topography of a surface
with atomic precision was in its use on the 7x7 reconstruction of silicon. Here the
structure of the surface, as shown in Fig 3.5 was imaged for the first time [31]. This
had proved to be very difficult to reconstruct structurally due to the large unit cell
of 49 atoms.
Figure 3.5: An STM image of the 7x7 reconstruction of silicon [31]
As the tunnelling current defines the height of the tip, changes in the LDOS will be
observed in STM images. An example of this can be seen on Cu(111), where the
STM tip probes the local density of states and images the standing waves caused by
the scattering of the electron gas off defects and step edges [32]; this effect is seen
in Fig 3.6.
A second example of the topographical image showing details of the LDOS is with
a Mn atom in GaAs. On scanning at room temperature, an Mn atom is observed
as a cross like shape [33]; an image of this is seen in Fig 3.7. This is caused by the
anisotropy of the GaAs crystal structure.
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Figure 3.6: Standing waves on Cu(111). The standing waves have been caused by
scattering off defects and step edges [32].
Figure 3.7: Mn in GaAs, the cross like shape observed is due to the anisotropy of
the GaAs crystal structure [33].
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3.2.2 Spectroscopy
We have seen that it is possible to use an STM to gain information about the LDOS
of a system through imaging. This occurs due to the tunnelling current which defines
the height of the tip being given by the integral of the density of states, however it
is difficult at times to de-convolute the LDOS features from changes in topography.
It is also possible to directly measure the LDOS with an STM. This is done by
sweeping the bias while measuring the current and holding the tip in a stationary
position above the sample. We will now go through the details of how this gives rise
to a measurement of the LDOS. From the Eq. 3.15, assuming the matrix element is
constant, the total current is given by
IT =
4piq|Mts|2
~
∫ ∞
−∞
dE[f(E)− f(E + qVT )]ρt(E + qVT )ρs(E) (3.17)
Taking the derivative of the system with respect to VT gives
∂IT
∂VT
=
4piq2|Mts|2
~
∫ ∞
−∞
dE[f(E)ρ′t(E + qVT )ρs(E)) (3.18)
−f ′(E + qVT )ρt(E + qVT )ρs(E)− f(E + qVT )ρ′t(E + qVT )ρs(E)]
This can be simplified by making the assumption that the density of states in
the tip is constant, giving ρ′t(E) = 0. A further assumption that T = 0K gives
f ′(E)KBT→0 = −δ(E). Therefore only the second term remains and we get
∂IT
∂VT
=
−4piq2ρt|Mts|2
~
∫ ∞
−∞
dEρs(E)δ(E + qVT ) =
−4piq2ρt|Mts|2
~
ρtρs(qVT ) (3.19)
Showing that ∂IT
∂VT
is proportional to the LDOS.
However ∂IT
∂VT
data is not taken at T = 0K; therefore it is necessary for us to look at
how temperature effects our spectra. Taking Eq. 3.19, we make the approximation
that both the matrix element and the tip density of states are constant. This
therefore gives us
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∂IT
∂VT
=
−4piq2|Mts|2
~
ρt
∫ ∞
−∞
ρs(E)f
′(E + qVT )dE (3.20)
The differential of the Fermi-Dirac function is given by
∂f(E + VT )
∂V
=
−1
4kbT
sech2(
E + qVT
2kbT
) (3.21)
giving us a temperature broadening of our spectra of
∂IT
∂VT
=
4pi|Mts|2
~
ρt
∫ ∞
−∞
ρs(E)
4kbT
sech2(
E + qVT
2kbT
)dE (3.22)
From the equation it is not initially clear how this affects our spectra. One way to
visualise this is to look at the effect on a flat LDOS with one infinitely sharp peak
at energy E, as shown in Fig 3.8. The full width at half max (FWHM) of the peak
of this function is 3.5kbT, however the value quoted is sometimes that of a fitted
Gaussian which gives a width of 3.2kbT [30].
∂IT
∂VT
=
4pi|Mts|2ρt
~
∫ ∞
−∞
sech2(
E + qVT
2kbT
)δ(E)dE =
4pi|Mts|2ρt
~
sech2(
qVT
2kbT
) (3.23)
Figure 3.8: a) Idealised LDOS, an infinitely sharp peak with a flat background. b)
Thick black line shows the line given by Eq. 3.23 giving a FWHM = 3.5kbT. The
red line shows a fitted Gaussian; this gives a FWHM = 3.2kbT.
The LDOS of many materials has been measured with an STM, from semiconductors
[34] to more exotic features in the local density of states such as superconducting
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gaps and charge density waves [35, 36].
With STM it is possible to measure the variance of the LDOS with atomic precision.
This allows for single magnetic atoms and molecules to be investigated, including
Mn, Fe and Co single atoms and dimers on NiAl(110) [37]. Here spin-split resonances
are observed in the unoccupied levels. Magnetic atoms have also been measured in
GaAs [38]. The molecular levels of single molecules can be measured [39], even to a
sub-molecular regime [40].
Kondo effect
Elastic spectroscopy measurements can be used to measure magnetic properties
through the Kondo effect. The Kondo effect of a single magnetic atom was first
observed for Co on Ag [41]. However a peak at the Fermi level in spectroscopy was
not detected; instead a Fano line shape was observed. The Fano line shape was
first defined for the inelastic decay of electrons in helium [42] where it describes a
continuum coupled to a discrete state. It can therefore be used to describe STM
tunnelling into a Kondo resonance.
The Fano line shape is calculated by first considering the effect of the resonance
coupling to the continuum, producing a screened resonance. Next the coupling of
the tunnelling electron is considered to each of the paths, the screened resonance
and the unscreened continuum. The line shape is given by
| 〈ω| Tˆ |i〉 |2 = | 〈∆ = ω| Tˆ |i〉 |2 q + 
1 + 2
2
(3.24)
where
 =
(ω − Ek)
Γ
q =
〈
1˜
∣∣ Tˆ |i〉
piW (ω) 〈∆ = ω| Tˆ |i〉
Here |i〉 is the initial state, in the specific case of an STM junction this is the
tunnelling electron.
〈
1˜
∣∣ is the screened discrete state, ∆ the continuum and ω is the
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energy of the state. In the case of a magnetic moment on a metal surface, ∆ is the
metal surface, and
〈
1˜
∣∣ is the magnetic moment when screened by the interaction with
the conduction electron. ω is the energy of the interacting particle, and therefore in
STM is the voltage.
The amplitude of the the Fano line shape is proportional to the tunnelling into the
unscreened continuum, Γ describes the coupling between the unscreened continuum
and the screened resonance. The value q, often called the q factor, depends on
the ratio of tunnelling into the screened resonance over the tunnelling into the un-
screened continuum. Figure. 3.9 shows how the value of q modifies the Fano line
shape. When q = 0, an anti-resonance is observed; in this case the tunnelling is
all into the continuum; at q = ∞ it is a peak, and the tunnelling is into the reso-
nance; finally when q = 1 and the ratio of tunnelling is roughly equal, an S shape is
observed.
As shown in Fig 3.10, experimental dI
dV
data can be fitted by a Fano line shape,
dI
dV
= C +
A
(1 + q2)
(q + )2
(1 + 2)
(3.25)
In this equation, C is the offset, A is the amplitude and q and  are defined as
above.
That the Fano line shape is caused by the Kondo effect can be shown by studying the
effect of temperature or field on the line shape [7, 43]. The Kondo effect is affected
by the surface, as seen in the studies on Co on both Cu(001) and Cu(111) [44]. TK
is seen to vary greatly between Cu(001), TK = 88K, and Cu(111), TK = 54K. This
is due to Cu(001) having a higher electron density at the adatom because an atom in
Cu(001) has four neighbouring copper atoms rather than the three that neighbour
a Cu(111) atom.
STM has also been used to study the interaction of multiple Kondo impurities. The
Kondo effect is seen to disappear when two Co atoms are brought within 6A˚ of
each other, this is due to the reduced exchange coupling between gold conduction
electrons and ferromagnetic cobalt dimers [45]. By placing one magnetic atom on
the tip, and one on the sample, it is possible to tune the the interaction between
the two atoms; this results in the ability to move from a Kondo screening to anti
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Figure 3.9: This figure shows the effect of q on the Fano line shape. When q = 0, as
in the top graph, the line shape is a dip; when q = 1 it is an S shape; when q =∞,
as in the bottom graph, the line shape is a peak.
ferromagnetic coupling [46].
By investigating Co atoms with attached molecular ligands it is shown the local
chemical environment plays a key role in the Kondo effect [47]. This is further
shown by investigating a phthalocyanine molecule with Co in the centre (CoPc)
adsorbed on to a Au(111) surface [48]. A Kondo effect is not observed over the
pristine molecule, however on removing eight hydrogen atoms from the molecule a
clear Kondo resonance is observed. FePc on Au(111) has been observed to show a
Kondo resonance without any manipulation [49].
Kondo is not only observed in molecules due to magnetic moments created by metal
atoms; electrons on organic molecules have also been shown to create Kondo [50,51].
Spectroscopic measurements on terbium double decker phthalocyanine, which has
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Figure 3. Simulation of the 4f spectral function A0(ω) of a single
magnetic impurity of cerium [5]. The singly occupied 4f1 state lies
below the Fermi energy at "f and is broadened by # due to
hybridization with the conduction electron gas of the host. The
Coulomb repulsion U separates the unoccupied 4f2 state from the 4f1
state. The Kondo resonance occurs at approximately EF and has a
half-width at half-maximum of kBTK. Parameters used for the
calculation after [9]: "F = −2 eV, U = 5 eV and # = 0.34 eV.
Figure 4. Set of curves calculated with the normalized Fano
equation (5) for different q values. At q = 0 a Lorentzian dip is
detected which corresponds to mainly direct tunneling. In the limit of
large q a Lorentzian peak is formed corresponding to mainly indirect
tunneling (see equation (6)). Intermediate values of q result in an
S-like curve. All curves are shifted with respect to each other for
clarity.
with EK as the position and $ as the half-width at half-
maximum of the obtained curve. The lineshape of the curve
described by equation (3) is determined by the form factor
q which results for q → ∞ in a Lorentzian peak and for
q = 0 in a Lorentzian dip. The resulting lineshapes for a few
intermediate q values are shown in figure 4.
Following a suggestion by Lutz, the appearance of a Fano
lineshape in tunneling spectra of Kondo systems is easily
understood by drawing a classical analogy in which the many-
electron Kondo resonance around EF is described by a weakly
damped harmonic oscillator. The transfer function of this
Figure 5. Kondo resonance measured on a single Co adatom on
Ag(100) (lower curve) in comparison to the spectrum of the bare
Ag(100) (upper curve) [5]. The data were obtained with a PtIr tip.
The smooth curve (red) is a Fano fit to the lower curve with the best
fit parameters of q = 0.60± 0.05, $ = 8± 1 meV and
EK = 3± 2 meV. Tunneling parameters before opening the feedback
loop: VT = −46 mV, IT = 0.5 nA, Vmod = 1 mV, T = 4.7 K.
Figure 6. Kondo resonance measured on a single Co adatom on
Cu(111) with an Ir tip and the corresponding Fano fit (smooth red
curve) [5]. Tunneling parameters before opening the feedback loop:
VT = −20 mV, IT = 0.5 nA, Vmod = 0.28 mV at a base temperature
of T = 1.2 K. The parameters of the fit are given in the figure.
oscillator t2, which is the ratio of response to a drive amplitude,
is t2 = 1/(1 + i"). Here " is defined as in equation (4) and
|t2|2 = 1/(1+ "2) is the Lorentzian of the resonance. Now we
add a constant to describe the direct tunneling of path 1. We
will use without any restrictions t1 = −1/(1−iq). STS detects
the absolute square of the sum of t1 and t2, which is indeed the
Fano equation (3):
|t1 + t2|2 =
∣∣∣∣− 11− iq + 11+ i"
∣∣∣∣2 = 11+ q2 (q + ")21+ "2 . (5)
The form factor q is given by the ratio between the direct
and the indirect tunneling process at the resonance energy
4
Figure 3.10: This figure shows the a fitted line Fano line shape due to the Kondo
effect. This spectrum wa taken with a Pt-Ir tip of Co on Ag(111) [30].
been seen to be an SMM in the bulk, show a Kondo effect when placed on a metal
due to the delocalised electron on the ligand [52,53].
Spin polarised STM
In spin polarised STM, the spin of the atom on the tip acts as a spin filter polarising
the tunnelling electrons to the direction of the spin of the tip. These preferentially
tunnel into states with a parallel spin, allowing for spin sensitive STM measurements
[54]. The basic principle behind spin polarised STM is shown in Fig 3.11 [55].
When the spins are aligned, t ere are mo states for the electron to tunnel into and
therefore the current is high. When the spins are nti-align d the number of states
is smaller and the efore the current is reduced.
The variation of the spin appears in measurements of topography as in order to
maintain a constant current set point, the tip moves closer to the surface when the
spins in the tip and the sample are anti-aligned and moves back when the spins are
aligned. This process w s first shown to be possible with an STM by Wiesendanger
et al. [54]. A ferromagnetic CrO2 tip and a tungsten tip were used on Cr(001).
The step size take by the tungsten tip was compared to that taken by the CrO2
tip. The CrO2 tip data shows two alternating step heights that average to the step
height recorded by a tungsten tip. As Cr(001) is known to have alternating spin-up
and spin-down terraces, the data shows that the CrO2 tip is measuring the spin of
the sample as well as the topography.
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Figure 3.11: The spin polarised tunnelling current that flows between the tip and
the sample depends on the alignment of spin between the tip and the sample [55]
A ferromagnetic tip is not the only technique for detecting spin with STM. Anti-
ferromagnetic tips were used to investigate monolayers of Fe on W(110) [56]. The
advantage of an antiferromagnetic tip is that it does not have its own stray mag-
netic field. As STM tunnelling is dependent on the last atom, a spin polarised STM
tip can be created by picking up a magnetic atom from the surface [57]. Another
method used is to place a modulation on the tip to rapidly change the magnetisation
of the tip. By using different shaped tips it is possible to measure the magnetism in
plane [58].
Spin polarised STM was used to detect single spins in antiferromagnetic layers, for
example antiferromagnetic manganese films on tungsten [59]. It can also be used to
measure the spin of individual Fe and Cr atoms adsorbed onto Co nano-islands. Spin
polarised STM can be used to produce magnetization curves; this allows the spin of
an individual cobalt atom on Pt(111) to be mapped [60] . It can also be used to look
at CoPc to spatially resolve the spin states of a single molecule [61]. By imaging
single Co atoms and manipulating these atoms on a Mn/W(110) surface it is shown
it is possible to construct and analyse atomic level magnetic structures [62].
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Figure 3.12: A tunnelling junction at T=0K, showing both the elastic and inelastic
pathway for a positively charged particle. The inelastic pathway is shown where ∆
is the energy lost in the transition and Ei is the excitation that is created. Due to
energy conservation Ei = ∆.
3.2.3 Inelastic Electron Tunnelling
Theory
Inelastic tunnelling occurs when an electron tunnels across the junction and in the
process of tunnelling loses energy to an excitation, as shown in Figure 3.12. This
process occurs only when the electron has enough energy to remain above the Fermi
energy. Although the elastic and inelastic pathways are not completely independent,
we may treat them as such and gain a good approximation in most cases [63].
When this process is possible a second pathway opens usually causing a rise in
conductance.
The total current will be the sum of both the elastic and inelastic currents. An
assumption made throughout this section is that the lifetime of the excited state
is much smaller than that of the average time between two tunnelling occurrences.
When this assumption is not true, spin pumping can occur [57].
The inelastic tunnelling current is found in the same way as the elastic tunnelling
current. Fermi’s golden rule gives the transition rate of a single electron in a single
state, at a specific energy. On integrating over all possible states and energies the
total rate of transition is found and then we multiple by the charge in order to get
the current. The elastic and the inelastic currents differ in that it is necessary to
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Figure 3.13: The tunnelling junction for T > 0K, The inelastic pathways in both
direction are marked on the figure. Note that the arrows are not symmetrical but
that the energy is lost in both cases.
account for the energy ∆ lost in the inelastic tunnelling process.
In elastic tunnelling a positively charged particle tunnelling from the sample is +qVT
in energy above the tip and therefore tunnels into the E + qVT state in the tip. For
inelastic tunnelling the particle will lose energy ∆ while tunnelling. This means that
the particle will tunnel into the E + qVT −∆ state in the tip. For tunnelling in the
opposite direction the particle tunnels from a state −qVT below the energy of the
sample. In tunnelling it loses energy of ∆. This results in it tunnelling into the
sample at an energy of E − qVT −∆.
The total rate of inelastic transition, from sample to tip, is given by
Ws→t =
(2)2pi
~
∫ ∞
−∞
dEt
∫ ∞
−∞
dEs f(Es)(1−f(Et))ρt(Et)ρs(Es)|Mts|2δ(Es−(Et+qVT−∆))
(3.26)
=
4pi
~
∫ ∞
−∞
dE f(E)(1− f(E + qVT −∆))ρt(E + qVT −∆)ρs(E)|Mts|2
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Therefore our total inelastic current from sample to tip is given by
Is→t =
4piq
~
∫ ∞
−∞
dE f(E)(1− f(E + qVT −∆))ρt(E + qVT −∆)ρs(E)|Mts|2 (3.27)
Comparing this to the elastic current for tunnelling from the sample to the tip,
equation 3.9, it is clear that the only difference is the addition of the ∆ due to the
loss of energy in the tunnelling pathway.
The total rate of inelastic transition from tip to sample is given by
Wt→s =
(2)2pi
~
∫ ∞
−∞
dEt
∫ ∞
−∞
dEs f(Et)(1−f(Es))ρt(Et)ρs(Es)|Mts|2δ(Et−(Es+qVT+∆))
=
4pi
~
∫ ∞
−∞
dE f(E + qVT + ∆)(1− f(E))ρt(E + qVT + ∆)ρs(E)|Mts|2 (3.28)
The total inelastic current, from tip to sample is then
It→s =
4piq
~
∫ ∞
−∞
dE f(E + qVT + ∆)(1− f(E))ρt(E + qVT + ∆)ρs(E)|Mts|2 (3.29)
The total inelastic current is
ITotalInelastic = It→s − Is→t
=
4piq
~
∫ ∞
−∞
dE|Mts|2[f(E + qVT + ∆)(1− f(E))ρt(E + qVT + ∆)ρs(E)] (3.30)
−[f(E)(1− f(E + qVT −∆))ρt(E + qVT −∆)ρs(E)]
In order to find the total current it is necessary to add the elastic current, given by
Eq. 3.13. By comparing the formula for the elastic current (Eq. 3.15) with that for
the inelastic the similarities are obvious. However due to the loss of energy ∆ not
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sharing the same sign for the two tunnelling directions it is not possible to cancel
out the cross terms and so the formula for the inelastic current cannot be simplified
further.
From this, the first and second differentials with respect to V can be calculated.
These are shown in the papers by Kogan et al. [64] and Lambe and Jaklevic [65]
respectively. Note the convention has been used that q = −e. Ae is a constant
that represents the elastic current, Ai is the constant that gives the strength of the
inelastic current.
The first differential with respect to voltage is given by
∂IT
∂V
= Ae + Ai(F (
eV −∆
kbT
) + F (−eV −∆
kbT
) (3.31)
where
F (x) =
1 + (x− 1)ex
(ex − 1)2 (3.32)
Figure 3.14 shows the line shapes of the first differential for different energy regimes.
Figure 3.14: Line shape of first differential with respect to V. Shown are three line
shapes each representing a different regime. The blue line shows that if ∆ << T
then it is very hard to see the effect of inelastic tunnelling. The green line shows
that where ∆ ≈ T the spectra is broadened substantially but still seen. The red line
shows that when ∆ >> T then there is very little broadening and the influence of
inelastic tunnelling is very clearly seen.
The line shape of the second differential with respect to voltage is shown in Fig 3.15.
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The formula is,
∂2IT
∂V 2
=
Ce2
kbT
(
ex(x− 2) + (x+ 2)
(ex − 1)2 )−
Ce2
kbT
(
ey(y − 2) + (y + 2)
(ey − 1)2 ) (3.33)
where
x =
eV + ∆
kbT
y =
∆− eV
kbT
Figure 3.15: Line shape of second differential of the inelastic spectroscopy differen-
tial, the full width at half maximum of 5.2kbT is shown.
From the second differential we can calculate the effect of temperature on the junc-
tion by calculating the full width at half maximum. The FWHM value is 5.2kbT .
Throughout we have discussed broadening with respect to temperature, there are
also other effects which also cause broadening. An example of this is the modula-
tion voltage from a lock-in amplifier which can be used to directly measure the first
differential with lower electrical noise than otherwise possible [66].
Experiments
Inelastic tunnelling was first observed by Lambe and Jaklevic in 1968 [65]. Here in
studying electron tunnelling through a metal-oxide-metal boundary with molecules
placed in the junction it was seen that there was a jump in conductance that co-
incides with the vibrational energy of the bonds in the molecule. The first use of
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inelastic tunnelling in STM was carried out on a single acetylene molecule (C2H2)
adsorbed on the Cu(001) [67]. A jump in conductance is seen at 358mV due to the
excitation of the C-H stretch modes. This area of research has proved profitable
with a large number of molecules studied using the same techniques [68].
The first work using IETS on a single spin looked at a single Mn atom on an Al2O3
thin insulator on NiAl [69]. Here IETS was used to measure the energy required
to flip the spin of single adsorbed atoms. A magnetic field was used to spilt the
degeneracy of the levels. At low bias the electrons do not have enough energy to
excite the higher state and so all tunnelling is elastic. When the bias reaches the
Zeeman splitting energy the electrons, when tunnelling, can flip the spin of the
atom by transferring energy; this is the inelastic pathway. The Al2O3 layer acts
as an insulator separating the manganese atom from the NiAl surface atoms. This
means that the manganese atom can be considered to be independent. From this
the g factor can be extracted, giving a value of g = 1.88. Figure 3.16 shows the
conductance onset and how this only occurs on the manganese atom when it is
isolated from the surface.
Figure 3.16: Single manganese atoms on a AlO3 thin insulator on NiAl [69]. The
increase in conductance above a voltage corresponding to the Zeeman splitting is
clearly seen in the case where the Mn atom is on Al2O3.
IETS was used to investigate antiferromagnetic chains of Mn atoms which had been
created by atomic manipulation. Here Cu2N was used as an insulator. By using
the Heisenberg open chain model the spin and anti ferromagnetic coupling were
extracted from the IETS spectra [70].
Similar methods were used to measure individual Fe and Mn atoms on Cu2N [6].
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By modelling the system with a spin Hamiltonian, the orientation and strength of
the magnetic anisotropies were calculated from the jumps in conductance recorded
by IETS. Co and Ti single atoms were also studied [7]. It is seen that both show
Kondo resonances on Cu2N and can be modelled with a spin Hamiltonian with
axial symmetry. It is also seen that the magnetic anisotropy of Co atoms changes
depending on the binding site [71].
Dimers of Co and Fe on Cu2N were studied as inhomogenous dimers [72]. It is
observed that the Kondo resonance on the Co is split into two peaks. However by
applying a magnetic field with the correct magnitude and direction the peak can be
reconstituted. From modelling it is seen that the magnetic field results in a spin-level
degeneracy in the dimer, thereby enabling the Kondo effect to occur.
Recently work has been conducted on Fe atoms in InSb [73] and on Cu(111) [74].
Here spin excitation steps were observed without the use of a thin insulator to
decouple the spin from the interactions with the metal.
Spin excitation IETS has also been carried out on molecules. In the work by Chen
et al. CoPc thin films were analysed with IETS [75]. In this work the first layer
of molecules decouples the layers above from the interactions with the surface.
These layers of molecules are seen to form one-dimensional antiferromagnetic chains
through the film. It is also shown that a Kondo resonance can be seen in the second
layer if the molecule is directly above the molecule in the first layer. However if
the molecule is moved so that it is not seated directly above the lower molecule the
Kondo resonance disappears. Further work has shown that it is possible to identify
the charge state in this system [76].
For FePc on oxidised Cu(110) [8], zero-field splitting is only seen when the FePc
is sitting on the oxide layer. The magnetic anisotropy of the FePc molecule varies
depending on the binding angle of the molecule on the substrate. Further work
on molecules was carried out to study the magnetic properties of Mn-12 acetate, a
single molecule magnet in bulk crystals, using IETS [18].
Spin dynamic measurements
Recently it has been shown that it is possible to measure spin relaxation times
using an STM, allowing for the measurement of the spin lifetimes of single atoms and
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nano structures. By using a spin-polarised STM tip, and going to high currents, it is
possible to spin pump an atom. This can be observed in spin excitation spectroscopy
and the spin relaxation time can be calculated [57]. The spin relaxation time can also
be calculated through the width of the spin excitation step in spectroscopy [74,77,78].
As long as the temperature does not dominate the linewidth, the width of the
spin excitation is set by the uncertainty principle allowing for measurements of the
spin excitations down to the femtoseconds [74]. Pump probe techniques allow for
measurements of spin relaxation life times from nano seconds up to micro seconds
[79]. Above micro seconds, spin relaxation times can be measured using simple
telegraph measurements; the difficulty in these measurements is finding systems
where the spin relaxation time is slow enough [80–82].
3.3 X-ray measurements
3.3.1 Introduction
X-ray absorption spectroscopy (XAS) and X-ray magnetic circular dichroism (XMCD)
are chemically specific, and therefore can be used to measure both the electronic and
spin structure in different elements in the sample [83]. Both XAS and XMCD are
sensitive down to sub monolayer coverages, if the total electron yield (TEY) is mea-
sured. This allows for the characterisation of magnetic moments at the atomic
scale. However the disadvantage of XAS and XMCD compared with STM is that
with STM a single atom or molecule is measured and the local environment can be
observed. In x-ray experiments the spot size is approximately 1mm2 and therefore
it is an average over many different molecules or atoms.
XAS
As XAS probes the valence shell occupation number, including the symmetry of
the unoccupied electrons, it allows for the measurements of chemical state of the
molecule. By selectively tuning the x-ray beam in energy it is possible to measure
the absorption at each energy. However in these experiments the absorption is not
directly measured; instead, total electron yield is measured. The reason for this is
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that the 3d edges of transition metals have such a large cross section that samples
would have to be 20nm thin to allow any beam through [83].
Absorption of x-rays results in the excitation of electrons from a core level to the
unoccupied valence states. The core hole decays rapidly via either radiative transi-
tion with the emission of a photon or an Auger transition. In the Auger process the
core hole is filled by an outer core electron and its energy is transferred to another
electron which is emitted from the atom. This electron then scatters inelastically
creating more electron-hole pairs, which leave the sample. By grounding the sample
through an ammeter, the current can be measured to give the TEY. The mean free
path of an electron is approximately 5 nm, resulting in XAS only being sensitive to
the first 5 nm of the sample. Measurements for transition metals often occur at the
L edge where a metal 2p electron is excited to the unfilled metal d-orbitals [83].
XMCD
As the intensity of x-ray absorption depends on the spin and orbital moment, relative
to the x-ray polarisation, it is possible to gain magnetic sensitivity by comparing
the difference between spectra taken with left handed circularly polarised light and
right handed circularly polarised light [84]. From electron dipole selection rules it is
seen that circularly polarised light can result in transitions of ∆m = ±1 depending
on the polarity (i.e left or right handed). Therefore by measuring the difference
between polarisation it is possible to gain information on the the orbital and spin
magnetic moment [84].
3.3.2 Measuring nanoscale magnetic moments
In TEY mode, only electrons from the first 5 nm of the sample can escape making
XAS and XMCD inherently surface sensitive [83]. Coupled with the chemical sensi-
tivity of the measurements this allows for the magnetic properties of sub-monolayer
coverages of magnetic atoms and molecules to be measured [27,85]. XMCD measure-
ments have been used to measure magnetic atoms and nanostructures on metals. It
has shown how the orbital magnetic moments in transition metals are progressively
quenched as clusters are formed [86]. It has also been used to observe ferromag-
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netism in one dimensional chains [87], and a large magnetic anisotropy for Co on
Pt(111).
XMCD can also be used for investigations of molecules [85]. A monolayer of CuPc
has been measured where it is observed that the Cu moment survives deposition [88].
Measurements on Fe4 have shown that its magnetic moment survives the deposition
on a metal surface [89, 90] and also investigations of lanthanide based SMM’s have
occurred [91–94].
3.3.3 Spin Crossover molecules
Spin crossover molecules are an area which nicely illustrates where XMCD can pro-
vide more information than STM investigations. These molecules contain a transi-
tion metal, such as Fe, which can be reversibly switched between two distinct spins,
a low spin state (LS) and a high spin state (HS) [9]. Due to an external factor vary-
ing the energy splitting of the atom, the ground state changes and this results in a
change in the spin state. If the ligand field is smaller than the pairing energy then
electrons will fill the higher levels before pairing up in the lower orbitals. However
if the pairing energy is lower, then the electrons will prefer to pair up in the lower
orbitals. As the electrons are paired when the ligand energy is higher, this will result
in a lower spin state, as can be seen in Fig 3.17.
Figure 3.17: The levels of Fe(II) in an octahedral ligand field is displayed. Depending
on the whether the ligand field is larger or smaller than the pairing energy the Fe
atom can be in a high spin or low spin state.
In spin crossover molecules the ligand energy and the pairing energy are of a similar
magnitude, and by manipulating one of these energies it is possible to move from
the high spin state to the low spin state. This switching can be driven by a variety
of external phenomena such as temperature, light, magnetic field, charge flow, and
pressure. This behaviour has been measured in various systems including bulk, thick
Chapter 3. Measuring magnetic moments at the nanoscale 52
films, and nano particles [9]. In STM measurements, voltage induced switching has
been observed when the molecules are decoupled from the surface [95,96]. However
it has not been possible to directly measure the spin state of the molecule. When
the molecules are coupled to a metallic surface no voltage switching is observed with
STM.
Observing SCO in single molecules on a surface
By utilising XAS we show that it is possible to observe the transition from the high
spin state to the low spin state induced through temperature and light in the single
molecules of the complex [Fe(H2B- (pz)2)2(bipy)] [97]. XAS on a sample formed by
a single crystal rubbed onto a gold foil is shown in Fig 3.18. Here the L2,3 edge
spectra is shown for sample temperatures of 300K and 100K. A change in both the
L2 and L3 edge is seen with temperature. Due to the spin crossover transition from
an S=2, t42ge
2
g configuration to a S=0, t
6
2ge
0
g configuration as the temperature lowers,
the energy of transition changes and this is what causes the change seen in the XAS
data.
The transition from S=0 to S=2 is not simply a temperature driven phenomenon, it
can also be driven by laser irradiation. The samples were irradiated by laser at 10K
(658nm). This causes the HS state to be populated by Light induced Excited Spin
State Trapping (LIESST) [98]. The spectra taken at 10K after laser irradiation are
shown in Fig 3.18. It is again easy to see the change in spectra due to the difference
in populations.
Spectra for sub-monolayer coverage are shown in Fig 3.19. It was not possible to
image these molecules with STM, this is likely due to the molecules being mobile at
room temperature on the Au(111) substrate. Therefore evidence for the coverage
being sub monolayer comes from the XAS data. By comparing the edge jump
between the bulk and sub-monolayer we can gain an estimation of the coverage. For
the bulk we see a jump of 247% and for the sub-monolayer we see an increase of
2.3%. This means that the jump for the sub monolayer is approximately 100 times
less than the jump observed on the bulk sample. As the data were collected in TEY
mode, it is only sensitive to the top 5nm; this is equivalent to approximately 4 layers
of molecules [99]. Therefore the coverage on the sub-monolayer is approximately 4%
of a monolayer.
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Figure 3.18: Left graph: Normalized spectra on bulk molecules (absorption at max-
imum) at 300 K (red line), 100 K (blue line) and 10 K (green line) after illumination
(658 nm cw laser, 15 mW.cm−2). Spectra are shifted vertically for clarity. Right
graph: HS fraction versus temperature derived from the linear interpolation of the
XAS spectra for the bulk compound before (filled black squares) and after illumina-
tion (empty black squares) and the 300 nm thick film before (filled blue triangles)
and after illumination (empty blue triangles), compared to the magnetometric re-
sults on the bulk compound before (full line) and after illumination (red dotted
line).
Figure 3.19: Left graph, Comparison of spectra at the L3 edge (705-715 eV) for
the sub-monolayer sample at 300 K and 100 K (red and blue lines respectively).
Right graph, HS fraction versus temperature derived from the linear interpolation
of the XAS spectra for the sub-monolayer sample; filled squares are before laser
irradiation, and green empty circles are after laser irradiation (numbers label the
acquisition order). As a guide to the eye, the shifted and rescaled temperature
dependence of the thermal- and photo induced HS fractions of the bulk specimen
are drawn as faded bands. Note that the HS fraction scale ranges from 50 to 80%
for clarity.
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For the sub-monolayer coverage we again observe a change in the population when
the temperature is lowered from 300K to 100K; however in this case we see a much
smaller change. At 300K we see a HS/LS ratio of 69:31, and at 100K we observe a
ratio of 56:44. This suggests that a large proportion of the molecules are pinned in
one or the other of the spin states as has been observed previously [96]. This work
shows that temperature- and light-induced spin crossover can occur on isolated
molecules, which allows for the possibility of addressing their spin states through
temperature or light in spintronic applications.
3.4 Nanoscale junctions
Another method which can be used in measuring single magnetic moments is via
the use of nanoscale junctions. This method is not ultilised in this thesis, but a brief
outline is included for completeness.
In nanoscale junctions, arrays of nanowires are formed on an insulating substrate
through lithographic techniques. A dilute solution of molecules is then spread across
the substrate. The nanowire array is then broken in a controlled way via one of two
methods. One method is to mechanically break the wire. This can be done by
placing a piezo stack under the substrate; the stack is then extended stretching
the substrate until the nanowires crack. A second method is to place a gradually
increasing current through the nano wires. This causes the nanowire to break at the
thinnest point due to the power dissipation being largest here [24].
After deposition of molecules, a molecule is sometimes situated in the gap produced
in the wire. This creates a gated device with the ends of the nanowires acting as
source and drain with the substrate acting as a gate. The ability to gate is an
inherent advantage of break junctions over STM [24]. In many break junctions a
molecule is not present and it is necessary to study the transport characteristics
across the junction in order to ascertain whether a molecule is present. In break
junctions both electrodes are directly contacted by the molecule, in contrast to
most scanning probe techniques [100]. The disadvantage of break junctions is that
typically it is not possible to know the exact details of the junction or the geometry
of the molecule [101].
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Inelastic spectroscopy measurements can also be carried out on single molecules in
nanoscale junctions [102]. Using this technique, the Kondo effect has been observed
in single molecules [24,103]. It is also possible to tune the Kondo effect by varying the
spacing of the electrodes using a mechanical break junction [101]; this method can
also be used to modify the anisotropy of the spin by stretching the molecule [104]. By
utilising a gate electrode is is possible to modify the spin state of the molecule [105].
Break junctions have also be used to investigate SMM’s [106,107].
Chapter 4
Experimental equipment
This chapter describes the two ultra high vacuum (UHV) STM systems on which the
data in this thesis was taken. These are the Oxford STM and the Cryogenic STM;
both of which are situated in the STM lab at the London Centre for Nanotechnology.
The systems are operated at low temperatures and in UHV, where the pressure is
lower than 1× 10−9mbar.
Figure 4.1: Picture of the Cryogenic STM, situated in the LCN.
56
Chapter 4. Experimental equipment 57
4.1 UHV systems
4.1.1 Oxford STM system
This system consists of three chambers: analysis, preparation and molecular deposi-
tion chamber. The STM head sits in the analysis chamber which is connected to the
preparation chamber, which is where most sample preparation occurs. Attached to
the preparation chamber is a sputter gun and two leak valves for sputtering either
Ar or N. Inside sits a sample stage on which the sample can be heated by radiative
heating. Both the analysis and prep chambers are pumped by an ion pump and a
titanium sublimation pump (TSP).
The third chamber is the molecular deposition chamber, where the molecular evap-
orator is situated. This chamber is connected to the prep chamber and is pumped
via a turbo pump; additionally a TSP is connected to this chamber. Samples are
loaded here and the chamber is baked before deposition of molecules. The pressure
in all chambers is approximately 10−10mbar. The STM head is cooled by a flow
cryostat and has a base temperature of approximately 7K.
4.1.2 Cryogenic STM system
All measurements in this thesis are taken on Cryogenic STM System at 2.5K unless
stated. The Cryogenic STM System was built in collaboration between Oxford
Instruments and Omicron, which have since merged. A picture of the STM is shown
in Fig 4.1. It is a pumped 4He system with a base temperature for measurements
of approximately 1.8K. It has a vectored magnetic field which has the capability of
6T perpendicular to the sample or 2T perpendicular to the sample and 1T parallel
to the sample. It weighs approximately 1700kg (see Appendix).
The head of the Cryogenic STM is shown in Fig 4.2. It is constructed out of three
sections with the sample stage and coarse positioning being in the lower half. The
coarse positioning is in the z and x directions only. The upper section contains the
tip stage and the fine positioning; in this system the bias is placed on the tip, however
the control electronics read outs are all given in sample bias convention. Figure 4.3
shows the tip and sample stages. At the bottom the sapphire tube to which the
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Figure 4.2: The head of the Cryogenic STM
ceramic sample stage is glued can be observed. The sample stage is constructed out
of ceramic to allow for four contact measurements to take place. The four contacts
can be seen in the centre, surrounded by Kapton wool. One of these contacts is
grounded to the STM head.
The top reception stage is the tip stage, the construction of which can be seen in
Fig 4.4. The separate tip and sample stage allow for the changing of the tip or the
sample independently. A picture of a tip and sample plate is shown in Fig 4.5. The
gap in the wall of the head between the two reception stages allows for line of sight
access to the sample from the rear; this allows for the evaporation of metal on to a
cold sample.
The STM head hangs via copper braids and springs from the helium pot, which
can be pumped on to achieve a base temperature of 1.8K. Connecting the STM via
spring provides damping and the copper braids increase thermal contact between
the pot and the head. The pot is rigidly attached to a manipulator allowing the
head to move from centre of the magnet to the analysis chamber for tip and sample
exchange.
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Figure 4.3: The sample and tip reception stage for the Cryogenic STM. The four
metal prongs are contacts for the plate; for this reason the sample stage is made out
of electrically insulating ceramic. One of these contacts is grounded to the STM.
The hole in the back is to allow for metal evaporation straight onto the sample at
low temperatures.
Figure 4.4: The bottom of the top half of the head. The bottom of the tip stage is
clearly seen.
A diagram of the dewar is shown in Fig 4.6. The central insert sits in a UHV tube
inside the dewar, inside the warm bore of the magnet cryostat. Between the warm
bore and the helium dewar there is a small space, through which hot air flows during
baking, allowing for the UHV tube to be heated. During measurements, cold helium
gas is fed through this space to cool the UHV walls, reducing the heat load on the
head. Surrounding this space is the helium can which contains the superconducting
magnet. The helium dewar is surrounded by a nitrogen dewar. In order to reduce
cryogen consumption, both dewars are maintained in a vacuum space.
The magnetic field is produced by three superconducting magnets; one solenoid
which produces the perpendicular field, and two split coil magnets, to provide the
field in the X and Y directions. As the cooling from the helium bath to the head can
be controlled, this system has the capability to take data up to room temperature
with the magnetic field on.
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Figure 4.5: A tip and sample for the cryogenic STM in their respective holders.
Figure 4.6: A diagram of the dewar of the cryogenic STM
Attached to the analysis chamber is a single source metal evaporator which has line
of sight access to the head when it is in the sample transfer position. This allows
for the evaporation of metal on to the sample sitting at approximately 30K. The
evaporator is on a retraction package so that it can be valved off from the analysis
chamber. This allows the metal in the evaporator to be switched without venting the
entire system. Also present in the analysis chamber is a tip preparation stage.
On the prep chamber there is a large variety of instrumentation. An Auger spec-
trometer can be used to analyse the surface of the sample for impurities, and the
residual gas analyser allows for the analysis of gases in the chamber. For preparation
of a clean metal sample there is a sputter gun, and the transport arm includes the
ability heat the sample both directly and indirectly. The transport arm also allows
for the movement of the sample to both a hydrogen cracker and a three source metal
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evaporator.
Molecules can be deposited in the load lock, which is baked after the venting of
samples before deposition. The molecular evaporator ( described further in Chap 5)
is composed of a crucible in which the molecules sit, a thermocouple for measuring
temperature, and a filament to heat the crucible.
Chapter 5
Sample Preparation
Preparation of atomically clean samples in UHV systems is of great importance if
investigations at the atomic scale are to occur. In this chapter the techniques used
to prepare samples are discussed. Finally the methodology of molecular evaporation
is included.
5.1 Cu(001)
An atomically flat metal sample is prepared by cycles of sputtering and annealing.
Sputtering is the process used to rid the sample of impurities. In sputtering atoms
are ejected from a solid target material due to bombardment of the target by en-
ergetic ions. This process randomly removes the top layer of atoms, and therefore
the impurities in the surface. This process is achieved by leaking argon gas into
a sputter gun, where ions are created. These are accelerated towards the sample
where the ions knock atoms out of the surface.
Annealing is the process of heating up a sample in order to rearrange its crystal
structure. This is used to flatten the surface and also remove any argon which
may be embedded from sputtering. A Pyrolytic Boron Nitride (PBN) heater is
used to heat the sample indirectly; this consists of a filament wound through PBN
insulator.
The STM is the primary mode of investigating the quality of the surface, however
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this is a time consuming process. A faster process is to use Auger spectroscopy to
check the state of the sample. Auger spectroscopy is a common technique used for
the analysis of a sample as it allows you to quickly see the chemical makeup of the
surface.
In Auger spectroscopy electrons are accelerated in an electron gun. These hit the
atoms in the surface, knocking out inner shell electrons, creating a hole. Electrons
in the outer shells drop down to fill this hole. In this process energy is released.
This energy can couple to a second outer electron and if this is greater than the
energy of the binding electron, a second electron is emitted. This is the Auger
effect. As different elements emit electrons at distinct energies; by measuring the
energy of the electrons emitted it is possible to determine the elements making up
the surface layer. Figure 5.1 shows the spectrum of a Cu sample before and after
the cleaning process. This data is taken via a Lock-in and therefore data shown is
the differential. The additional peaks seen in the uncleaned sample (marked on the
figure) are caused by sulfur, argon, carbon and oxygen respectively.
Figure 5.1: The spectrum of a Cu sample before and after cleaning of the surface.
The left spectrum shows the surface before cleaning and has extra features due to
impurities in the sample, each feature is labelled with the element responsible. The
features at 60eV and 105eV are characteristic of Cu.
The experiments in this thesis were carried out on a Cu(001) sample purchased from
Mateck. It is a single crystal with a purity of 99.999%; one side is polished to a
roughness of less than 0.03 microns. The Cu(001) sample is aligned so that the
|100| and |011| axes are parallel to the edges to an accuracy of better than 0.1◦.
Before preparing the copper surface it is heated overnight at 500◦C to outgas the
sample. To clean the sample, sputter/anneal cycles are carried out. The preparation
chamber is filled with Ar to 6.0×10−6mbar, and the sample sputtered for 15 minutes
at 604V while the sample is annealed at approximately 500◦C. The sample is then
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annealed for a further 10 minutes after sputtering. This cycle is then repeated until
the sample is presumed to be clean. For preparation of a Cu sample which has been
in UHV, only one cycle is necessary.
An example of a clean Cu(001) surface is shown in Fig 5.2. There are few impurities
on the surface and terraces up to 50nm wide can be seen.
Figure 5.2: An STM image taken of Cu(001).
5.2 Copper nitride
The strong interaction between molecules and metallic substrates modifies the prop-
erties of a molecule [108], therefore in order to measure molecules which are closer to
that of the free molecule with an STM, it is necessary to decouple the molecules. One
method that has been used with great success is to decouple molecules from the sur-
face using thin insulators. Various thin decoupling layers have been used including
NaCl, Al2O3 and CuO; this has allowed for the measurement of sub molecular reso-
lution imaging [40], vibronic states [109] and spin excitations respectively [8].
In this thesis we have used the thin insulator copper nitride (Cu2N) as a decoupling
layer. Copper nitride islands self assemble on Cu(001) [110,111] and monolayers can
also be formed [80]. Cu2N has been used for decoupling metal atoms from the surface
[6, 72, 80] as well as templating molecules and metals [111–113]. One advantage of
utilising Cu2N is that the atomic structure of the Cu2N is well understood [114] and
therefore it may be possible to understand the binding of the molecule at the atomic
scale.
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The structure of the Cu2N is shown in Fig 5.3. Nitrogen atoms absorb between every
other copper atom. Cu2N islands occur due to the lattice mismatch between Cu-N-
Cu and Cu-Cu causing strain to be formed. This results in it becoming energetically
favourable for an extra row of copper to form to release the strain, creating an
island [115]. As the Cu2N island is an insulator, it appears as a depression of 1.8A˚
in STM images of the surface at high bias voltage [110,114].
Figure 5.3: The copper nitride structure is shown, the nitrogen atoms (blue) insert
between every other Cu atom (orange). An island forms to release the strain formed
by the mismatch in the lattice constants of Cu-N-Cu and Cu-Cu
Figure 5.4: The coverage of Cu2N can be varied by changing the sample preparation
parameters. The pictures show the variation in island size and coverage that can be
obtained. (Vset = −1.0V, Iset = 50pA)
A clean Cu surface is sputtered with N2 to embed N atoms into the Cu. The sample
is then annealed to a temperature of 300◦C and sputtered for 5 min. By varying the
pressure at which the nitrogen is sputtered, and the temperature and time period
for which the sample is annealed for, the coverage of Cu2N on the surface can be
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controlled. Increasing the N pressure results in a greater coverage of the sample
with Cu2N. Increasing the anneal time and temperature of the anneal time results
in larger, more regular islands. This variation can be seen in Fig 5.4.
5.3 Molecule evaporation
In order to allow for investigation of single molecules it is necessary to controllably
place them onto surfaces without damage and without destroying the clean surface.
Recently it has been shown that it is possible to use mass spectrometry to place
large delicate molecules onto a surface cleanly [18]. However this requires a large
investment of time, money and infrastructure. Molecules can also be placed on a
surface by using the tip to transfer from a drop cast sample to a metal [19].
A simpler technique which has been used with great success is to sublime molecules
onto the surface. The restriction with this technique is that it is limited to molecules
which are thermally stable. In most setups the molecules are placed into a crucible
which is heated by a filament. In Fig 5.5 the crucible is shown. Two cavities can be
observed in the crucible. The top cavity forms a bowl into which the molecules are
loaded, while the second cavity in the side allows for the insertion of a thermocouple.
This ensures a good thermal contact, and therefore an accurate readout of the
temperature. Also shown in Fig 5.5 is the heat shield which is placed around the
filament and crucible to reduce the power lost to the surroundings.
Figure 5.5: A photograph of the Crucible and Heat shield.
In Fig 5.6a the molecular evaporator without the crucible or heat shield is shown.
It consists of two UHV feedthrough bars to which a filament is attached. The
feedthroughs are large metal bars, as this allows them to act as support and to
ensure that most of the current is dropped through the filament. The filament is
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composed of a tungsten wire wrapped into a coil with the approximate diameter of
the crucible. The crucible is then placed within this coil, as seen in the Fig 5.6b. In
this picture, the thermocouple has also been inserted into the bottom of the crucible.
Before the molecular evaporator is attached to the UHV chamber the molecules are
loaded into the crucible and the heat shield is placed over the filament. The final
configuration can be seen from above and from the side in Fig 5.6c and Fig 5.6d
respectively.
Figure 5.6: Molecule evaporator. a) shows the filament without the crucible, b) the
crucible sitting inside the filament, with the thermocouple inserted into the bottom
of the crucible (the heat shield has been removed). c) shows the fully assembled
evaporator from the side and d) the evaporator from above.
In both the Cryogenic and Oxford STMs, the evaporation occurs in the load lock
of the system to avoid contamination of the main chambers. In order to reduce the
background pressure in the load lock, two changes are made to the usual method
of operation. After the evaporator has been attached, the load lock is baked to
140◦C (assuming this is not limited by the molecule sublimation temperature) to
reduce the background pressure in the evaporator. The second change is that a
TSP is added to the load lock to further reduce the background pressure. Before
carrying out evaporations it is also necessary to degas the molecules. This removes
impurities in the molecules and also heats up the surrounding surfaces, reducing the
background pressure for future evaporations.
The exact degassing procedure varies depending on time constraints and whether it
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is the first time the molecules are being used. A general procedure is to slowly (over
the course of a couple of hours) bring the molecules up to approximately 25◦C below
the sublimation temperature, and then leave the molecules at this temperature for
an hour or longer. The molecules are then heated to 10◦C above the sublimation
temperature for a short time (∼ 5 minutes), before cooling the evaporator back
down to room temperature. When carrying out an evaporation, the procedure is to
quickly heat up the crucible as this reduces the temperature of surrounding areas,
before stabilising the temperature and evaporating onto the sample.
Chapter 6
A Copper Nitride Nanotemplate
for Individual Magnetic
Molecules
6.1 Abstract
Magnetic molecules hint at a promising future in information technology applica-
tions because of their interesting quantum and magnetic bulk properties. If these
molecules are to be useful for device applications, it may be necessary to place them
on surfaces, and work has begun to concentrate in this area. However, the practical
issues of isolating and accessing these molecules have yet to be resolved. Utilising
nanoscale templates may provide a route to fulfilling these demands [116, 117]. In
this chapter we show that Cu2N islands can be used to template magnetic molecules
on a surface and that the interaction with the island influences both the position
and electronic properties of the molecule.
6.2 Introduction
It is important to study how the molecule interacts with the surface and how this
modifies the electronic and magnetic properties of the molecule.
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When a molecule is in the gas phase, it is characterised by discrete energy levels as
seen in Fig 6.1a. When it couples to the surface the energy levels broaden; depending
on the coupling to the surface, one of two regimes form. When the broadening of the
level is below that of the energy gap of the molecule, the molecule is weakly coupled
to the surface and is physisorbed. This case is seen in Fig 6.1b. The dominant force
between the surface and the molecule is the van der Waals force. There is no charge
transfer from the surface and the molecule is weakly bound to the surface.
In Fig 6.1c, the broadening of the levels is greater than the energy gap of the
molecule and the molecule is chemically absorbed to the surface; this results in the
molecular levels no longer being a good description [4]. The molecule is hybridised
to the surface and therefore electrons are delocalized between the molecule and the
surface, which can result in effects such as Kondo.
Figure 6.1: Cartoon of a molecule between two contacts. a) shows the molecule in
gas phase with a distinct HOMO and LUMO, b) shows the molecule weakly coupled
to the surface, and c) shows the case where the molecule is strongly coupled. [4]
In this chapter we include a brief discussion of the molecules that have been measured
in this thesis (FePc and DyPc2). Next, data is presented on these molecules absorbed
on Cu(001) surface. Finally it is shown how magnetic molecules can be placed in
a pseudo regular grid structure by utilising the Cu2N island structure and how this
affects the molecules.
6.3 Phthalocyanines
Phthalocyanine molecules are ubiquitous in modern society owing to their presence
in almost 25% of organic dyes [118]. First discovered in 1907, this class of molecule
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has attracted great interest due to its electronic and optical properties. Its struc-
ture is closely related to porphyrins which are biologically relevant molecules as
they form the key components in many proteins. The phthalocyanine is a planar
aromatic molecule, consisting of four isoindole units. The ability to place one of 70
different metal atoms in the centre allows the metal phthalocyanine molecules to
have a large variety of properties [118]. Phthalocyanine molecules have been used
as active components in electronic devices [118] and have even begun to be used
in oncology [119]. MPc molecules may have applications in spintronic [120] and
quantum computing applications [121].
Phthalocyanine molecules contain a ring of 16 alternating carbon and nitrogen atoms
and two free nitrogen bonds. This results in a ring with 18 electrons delocalised over
it and an overall charge of -2; in order to passivate the ring it is necessary to add a
+2 charge to the centre. The simplest option is for the inner cavity bonds to bind to
hydrogen forming H2Pc. There is no reason for the H atoms to bond preferentially
to one pair of nitrogen atoms and Hydrogen tautomerization has been observed with
STM [122]. Alternatively a transition metal can be placed in the central cavity to
bond with the Pc molecule. In the case of a 4f ion, where the ion has a 3+ state, two
Pc molecules bind with the 4f ion forming a sandwich with a overall charge of -1.
This results in a delocalised electron over the Pc rings in the molecule [123].
The high thermal stability of phthalocyanine molecules means that they are easily
sublimed onto a surface. CuPc was amongst the first molecules to be observed
individually by STM [124]: the molecule sits planar to the surface, allowing for
STM measurements of the central metal atom. The structure of MPc molecules
on the surface has been extensively studied [125, 126]. In this thesis we investigate
two Pc molecules, the structures of which are seen in Fig 6.2: FePc, a single ring
molecule where the Fe atom sits at the centre of the ring, and DyPc2, where the Dy
atom sits between the two Pc rings.
Iron Phthalocyanine
FePc is chemically similar to iron porphyrin, a key component in haemoglobin, and
has an interesting S = 1 ground state. The central Fe2+ ion has a square planar
ligand field. Calculations agree on an S = 1 spin state as the dx2−y2 orbital is heavily
disfavoured due to the N atoms in the Pc ring. However the ordering of the remaining
Chapter 6. A Copper Nitride Nanotemplate for Individual Magnetic Molecules 72
Figure 6.2: The chemical structure of FePc [127] and DyPc2 [128], where dark grey
atoms are C and blue atoms are N.
levels and therefore the ground state is still an open question [129–131].
When FePc is placed on Cu(111) it is seen to bind more strongly than on Au(111)
[132]. FePc on Au(111) is seen to show a Fano line shape which is indicative of a
Kondo effect [49,52]. However, the Kondo temperatures stated in these papers is in
disagreement. No Kondo feature was observed for FePc on Ag(001) [133].
FePc has been measured on the thin insulator CuO [8]; spin excitations measure-
ments suggest FePc has a S=1 spin state, agreeing with other measurements [134]. It
is also observed that the anisotropy of the spin is dependent on the binding angle of
the molecule on the surface. The growth of FePc, when decoupled by NaCl [132,135]
or on multiple layers [136,137] has also been studied.
Bis(Phthalocyaninato) Dysprosium
DyPc2 is a single molecule magnet due to the anisotropy of the 4f states [138]. The
magnetic moment of the central Dy atom is J = 13/2 [139]. In the gas phase of the
molecule there is a delocalised electron on the ring; investigations via STM show the
molecule sitting planar to the surface [20]. Most STM investigations of lanthanide
based double deckers (LnPc2) molecules have concentrated on TbPc2 as this has a
greater anisotropy. As the 4f ions are similar, except for the contraction of the 4f
states due to the increased nuclear charge, the results should be applicable to our
investigations.
STM investigations of TbPc2 and YPc2 on Au(111) show a Kondo resonance due
to the ligand spin [53]. When TbPc2 is placed on Ir(111) it is seen that the upper
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Pc ring can be induced to rotate in regards to the lower Pc ring, resulting in a
chirality [140]. In all these measurements, due to the weak coupling between the
surface and the molecule, there is little interaction between the surface and the 4f
states [141]. Recently it has been shown that for NdPc2 it is possible to interact
with the 4f states when the molecule is placed on Cu(001) [142].
6.4 FePc on Cu(001)
Figure 6.3: STM image of FePc on Cu(001) (Vset = −1.0V, Iset = 0.1nA).
Figure 6.3 shows an STM image of FePc on Cu(001). The sample was prepared by
subliming the FePc at 350 ◦C onto a Cu(001) sample sitting at room temperature.
It is observed that the FePc molecule binds at ±18◦ from the [100] azimuth (Fig
6.4) [143, 144]. The angle of the surface was calculated using the growth directions
of Cu2N island structures. The small distribution of angles suggests the molecule
is strongly coupled to the surface. This is also shown by spectroscopy data taken
over the centre of the FePc molecule on Cu(100) as seen in Fig 6.5; no clear features
are observed in the LDOS, demonstrating that the molecular orbitals are hybridised
with the surface.
Low bias spectra taken over the centre of a FePc molecule show a Fano line shape.
This has been observed before for FePc on Au(111), and is indicative of the Kondo
effect where the magnetic moment is screened by the conduction electrons [49, 52].
In this figure the spectra has been fitted with Fano line shape equation as detailed
in Chap 3; the resonance has a width of 22mV. This is of a similar order to previous
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Figure 6.4: Histogram of the binding angle of FePc on Cu(001). The molecule is
observed to bind at ±18◦ from the |100| crystal axis.
Figure 6.5: Spectrum taken over the centre of FePc. No distinct features are ob-
served due to the interaction of the FePc with the Cu(001) surface. (Vset = −2.5V,
Iset = 0.5nA)
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measurements [49,52] on Au(111). Kondo is not observed on Ag(001), and this result
is explained as being due to a stronger interaction with the substrate. A systematic
study of Co on different substrates [145], shows a similar Kondo temperature for
Au(111) and Cu(001), and a lower temperature for Ag(001). This result, which fits
the trend observed for FePc, can be explained using a simplified Anderson model;
the interaction with the surface modifies the d- level occupation and this results in
the Kondo temperature following a parabolic dependence [145].
Figure 6.6: Spectrum over the centre of FePc on Cu(001). A Fano line shape has
been fitted to the data. The width of the feature is similar to previous measurements
on Au(111) [49,52]. (Vset = −0.1V, Iset = 1nA)
6.5 DyPc2 on Cu(001)
In Fig 6.7, an STM image of DyPc2 on Cu(001) is shown. The DyPc2 molecules
were prepared by Michael Waters in the group of Joris van Slageren. The full details
of their synthesis can be found in the appendix. DyPc2 was evaporated at 350
◦C
onto clean Cu(001) sitting at room temperature.
In topographic images of DyPc2 on the Cu(001), an eight-lobe structure is observed
as seen in Fig. 6.7. The close match of the image to the simulated free Pc molecule
[141] suggests the upper Pc molecule is only weakly coupled to the surface. However
as discussed in Chap 9, where the coupling of the 4f state to the metal surface is
investigated, this simple picture turns out to be incorrect in this case.
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Figure 6.7: STM image of DyPc2 molecules on Cu(001) (Vset=-0.7V, Iset=0.1nA).
A cross-structure is sometimes observed due to DyPc2 degrading during the evapo-
ration process. The number of crosses is very low; for some sample preparations no
crosses are observed. The crosses could be one of many configurations; a Dy atom
sitting above, in or below the Pc ring, or a Pc ring without a Dy atom. Voltage
dependent images of the crosses are shown in Fig 6.8, where it can be seen that the
molecule appears to have a bright spot at the centre at low bias and a depression
at high bias. This makes identification of the type of cross difficult.
Figure 6.8: Bias dependent images of a single ring Pc molecule (Iset = 100 pA).
In Fig 6.9 data for a single pthalocyanine cross is shown. Both the dI/dV slice and
the dI/dV spectroscopy clearly show that the Fano line shape is only present at
the centre of the cross, and is not present in the ligands of the molecule. Similar
behaviour has been observed for TbPc on Au(111) and is due to the 4f states in Tb
interacting directly with the conduction electrons [20], suggesting this cross retains
the Dy ion.
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Figure 6.9: dI/dV slice at 0.02V over a single Pc cross. At the centre a Fano line
shape is observed, which is not present on the ligand. Dots on dI/dV slice show
position of spectra. (Vset = −0.1V, Iset = 1nA)
6.6 Templating by using Cu2N Island structure
Copper nitride islands have been used to template both porphyrin (Fig 6.10) [112]
and fullerene [113] molecules, as well as atomic iron and copper [111].
Figure 6.10: Porphyrin molecules evaporated onto the copper nitride structure. The
molecules stick preferentially to the copper over the nitride [116].
Figure 6.11 shows FePc and DyPc2 on a Cu2N×Cu(001) lattice when the molecules
are sublimed onto a room temperature substrate. It can be clearly seen that the
molecules sit only at the intersection of the Cu lines. Due to the quasi-regular size
of the islands this creates a large scale array of magnetic molecules on the surface.
As seen in Fig 6.12 we observe a binding angle of ±18◦, suggesting the molecule
binds to the surface in a similar way as to the bare Cu surface.
Why the molecules sit only at the intersection of the copper lines is an open question.
In the work by Ecija et.al. it is suggested that the molecules bind due to van der
Waal’s forces, and there are stronger van der Waal’s forces between copper and
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Figure 6.11: STM images showing how the molecules sit at the intersections of the
copper lines on the Cu2N×Cu(001) lattice. (STM image Vset=-1V, I set=0.1nA)
Figure 6.12: Histogram showing the distribution of binding angles for FePc molecules
on the Cu2N×Cu(001) lattice with respect to the |100| axis. The molecule is ob-
served to bind at ±18◦, which is the same as on bare Cu(001).
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porphyrin than between copper nitride and porphyrin [112]. On a surface with a
low coverage of islands as shown in Fig 6.13, the DyPc2 sits at the corners of the
Cu2N islands even when large areas of copper are present. This suggests that the
molecules preferentially stick to the corners of the Cu2N islands.
Figure 6.13: When the coverage of Cu2N islands is reduced it is seen that all the
DyPc2 molecules stick at the corners of the Cu2N islands (Vset=-2.0V, Iset=0.1nA).
One explanation as to why the molecules stick to the edges of the Cu2N islands is
that it is due to the difference in work function between the Cu2N and the Cu [117].
Using I(z) the work function over copper is measured to be 4.6eV and over Cu2N
5.5eV [146]. Therefore the electric field between Cu and Cu2N likely polarises the
molecules causing them to stick to the edges.
Figure 6.14: Spectroscopy measurement of a FePc molecule at the intersections of
Cu2N island; more features in the spectroscopy are observed than for FePc on bare
Cu(001) (Vset=-2V, Iset=0.5nA).
Spectroscopy measurements on FePc molecules sitting at the edges of the Cu2N
show features at both positive and negative bias; this suggests FePc at the edges of
the Cu2N are less coupled than on Cu. This is surprising as FePc binds at the same
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angles as on Cu(001), suggesting the coupling to the surface is similar. This result
shows that the Cu2N islands not only affect the position of the molecules but also
their electronic structure.
6.7 Conclusion
In this chapter we demonstrated that magnetic molecules can be placed in a pseudo-
grid array through the use of Cu2N islands. This spatial separation restrains any
potential dipolar or exchange interaction between the molecules, and it allows for
individual, independent spins to be addressed. The molecules preferentially stick
to the corners of the islands, suggesting that there is an electric field on the edge
of the islands which polarises the molecules. FePc molecules next to the Cu2N,
compared to bare Cu(001), show more distinct features in their density of states.
This suggests that although the molecules appear to bind in a similar manner to
the Cu, the interaction with the edges decouple the molecules in comparison to
Cu.
6.8 Future work
Detailed low bias spectroscopy on the differences between FePc on Cu and at the
corners of Cu2N may yield information on whether the magnetic properties of the
molecule are also affected.
We would like to be able to conclusively show why the molecules stick at the corners
of the Cu2N. One possibility is to carry out DFT calculations. Although it would
not be possible for a calculation to include a molecule, modelling a single boundary
of Cu2N and Cu may show what the surface potential looks like.
An experimental answer might be provided using AFM. One experiment we have
tried with AFM is to map out the the force field that the tip experiences above
the surface [147]. The AFM was operated in frequency modulation mode, which is
the method of choice in experiments which measure forces at the atomic scale [148].
Here the cantilever is oscillated at its resonant frequency [149] and the force gradient
is detected as shifts in the frequency of the cantilever.
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Figure 6.15 shows a map of the potential energy experienced by a tip over the corner
of a Cu2N island [150]. Here it is observed that the tip interacts with the Cu2N less
than the Cu. Drawing definitive conclusions from this data is proving difficult as
there are many competing effects at this scale.
Figure 6.15: Potential map of the corner of a Cu2N island on Cu(001); the potential
energy between tip and Cu2N is lower than the potential energy over Cu. [150]
With AFM it has been shown that it is possible to measure the force required to
move an atom laterally on a surface [151]. In our experiment it was not possible
manipulate to the FePc molecule on the surface. However it may be possible to use
either a metal atom or CO molecule as a probe and see if there is an asymmetry
in the force required to move the atom or molecule when bound next to a Cu2N
island.
Chapter 7
Controlling the properties of a
magnetic molecule through the
local atomic environment
7.1 Abstract
The inevitable march towards atomic scale devices will likely include the use of the
functional molecules as replacements for conventional electronic components. In-
cluding a spin on the molecule through a metal atom or an organic radical may allow
for the creation of spintronic devices. Work has mainly concentrated on the finding
molecules with appropriate properties; however it may be necessary to electrically
contact these molecules and the effect of this is not well understood. Therefore it is
of key importance to understand the influence of the contacts on both the electronic
and magnetic properties of the molecule.
Here we show that the local atomic environment plays a defining role for both the
electronic and magnetic properties of the molecule. For FePc on a copper nitride
monolayer the coupling is defined by the binding site and this affects the density of
states of the molecules. The difference is observed in both imaging and spectroscopy
data. Data is also shown which provides evidence that the coupling of the spin to the
surface is also controlled by the binding site. This work demonstrates the importance
of the understanding the atomic scale geometry of contacts with molecules if viable
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devices are to be created.
7.2 Introduction
If molecules are to be used to create atomic scale devices, then it may be necessary
to decouple them from the surface interactions. Previous work on single molecules
has shown that this allows for the measurement of the molecular structure, vibronic
states, and spin excitations [8, 40, 109]. Molecules can be decoupled from surface
interactions due to inter molecular binding with other molecules [136,152]. Another
method is to sublime multiple layers, where the first layer can act as a decoupling
layer [75]. Thin insulators, such as NaCl [40] and CuO [8], have also been used
to decouple molecules. In this thesis Cu2N is used to decouple the molecules as
it has a simple atomic structure [114] and has been used previously to decouple
metal atoms [6]. A Cu(001) sample was prepared as detailed in Chap 5. A Cu2N
monolayer was prepared on top of clean Cu(001) samples by sputtering with N2
and annealing to 350◦C. FePc molecules were sublimated for 20s at 350◦C onto a
room-temperature sample.
7.3 Effect of binding geometry
Figure 7.1: FePc molecules on a Cu2N monolayer (Vset = −2V, Iset = 0.1nA).
Figure 7.1 shows an STM image of FePc on a Cu2N monolayer. FePc is observed to
bind at±18 ◦, 0 ◦ and 45 ◦, this is different to Cu(001) where only±18 ◦ was observed.
As seen in Fig 7.2 the distribution of angles is much greater than that seen on the
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Figure 7.2: Binding angle of FePc on Cu2N. Peaks are seen at ±18 ◦, 0 ◦ and ±45 ◦
(STM image, Vset = −2V, Iset = 0.1nA).
Cu(001) surface (Fig 6.4). This suggests that the molecules are coupled more weakly
to the surface. DFT calculations on FePc molecules on the Cu2N monolayer show
that there is little difference in the binding energy between different binding angles
(see Appendix).
Figure 7.3: The atomic lattice of Cu2N can be resolved in STM measurements.
At +0.5V the hollow sites appear bright, whereas the nitrogen sites are bright at
-0.5V. [114]
Previous work on Cu2N has shown that it is possible to resolve the atomic lattice
of the surface [114]. As seen in Fig 7.3, at +0.5V the hollow sites are bright and at
-0.5V the nitrogen sites are observed to be bright. This allows for the binding site
of a molecule or atom to be assigned. As shown in Fig 7.4, molecules are observed
to bind on Cu and N sites; no molecules are observed to bind to the hollow site.
We do not see a difference in binding angle between Cu and N site molecules (Fig
7.5).
Spectroscopy over two molecules is shown in Fig 7.6, one for each binding site. In
both the high bias range (-2.5V → 2.5V) and low bias range (-0.05V → 0.05V), a
difference is observed in spectra acquired over the centre of the molecules on the two
binding sites. Molecules on a N site show inelastic steps in low bias spectroscopy
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Figure 7.4: FePc is observed to bind over the nitrogen and Cu site. Here the
assignment is shown through overlaying a lattice and drawing lines through hollow
sites (Vset = 0.5V, Iset = 1nA).
Figure 7.5: FePc binding angle by binding site. We observe molecules at all four
binding angles for both Cu and N sites.
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and peaks in high bias spectroscopy. Molecules on a Cu site show a Fano-like
feature at the Fermi energy spectroscopy and less well defined peaks in high bias
spectroscopy.
Figure 7.6: Spectroscopy measurements taken on molecules shown in STM image
(Vset = −2.5V, Iset = 0.1nA). The lower molecule in the STM image is on a copper
site and the upper molecule on a nitrogen site. On the Cu site (black), a Fano line
shape and less well defined features in LDOS are observed suggesting it is coupled
to the surface. On the N site (red), we observe spin excitation steps suggesting it
is decoupled from the surface (HV spectra Vset = −2.5V, Iset = 0.1nA; LV Spectra
Vset = 0.1V, Iset = 1nA).
Inelastic spectroscopy typically is only observed on decoupled molecules, and a Fano-
like line shape is indicative of Kondo screening, which is a sign of strong coupling.
This suggests the level of degree of decoupling varies depending on binding site
on the Cu2N; this has not been observed in previous works for molecules on thin
insulators [8, 40, 109,132,153].
Within both classes of molecules there is substantial variation in the measured spec-
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tra as seen in Fig 7.7 and 7.8. This may be due to the atomic environment on which
each molecule sits i.e step edges and defects. Alternatively it could be due to a
variation in coupling across the Cu2N monolayer [154].
Figure 7.7: High voltage spectroscopy on different FePc on Cu sites. For FePc on a
Cu site, we observe a Fano line shape at 0V, however there is a variation between
molecules. Spectra have been offset for clarity (Vset = −2.5V, Iset = 0.5nA).
A difference in topographic images is observed between FePc molecules on a Cu
site and on a N site. For N site molecules, although each molecule images slightly
differently, no change is observed between ±0.5V. For Cu sites a distinct change is
observed between ±0.5V, and at negative bias an asymmetry is observed.
Fig 7.11 shows topography of FePc on Cu sites bound at 45 ◦, 0 ◦, and 18 ◦ at negative
bias. For 0 ◦, 45 ◦, the molecules are roughly symmetric. For 18 ◦, a chirality is
observed. This behaviour is similar to that observed for CuPc on Ag(001) [108]. In
that work it is observed that the charge transfer from the surface to the molecule
is asymmetric due to the molecules binding at ±18 ◦. This produces chirality in
negative bias image, but does not effect the positive bias image.
This suggests that for FePc molecules bound to the Cu site, the molecule is hy-
bridised with surface. For molecules bound at 0 ◦ and 45 ◦, the interaction is close
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Figure 7.8: A comparison of high voltage spectroscopy taken over the centre of
different FePc on N sites. Spectra have been offset for clarity (Vset = −2.5V, Iset =
0.5nA).
Figure 7.9: STM images of Nitrogen site at both positive and negative bias. Al-
though both molecule a) and b) image differently no great change is observed be-
tween the two images ( a) Iset = 0.5nA, b) Iset = 1nA).
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Figure 7.10: STM images of Cu sites. A difference is observed between positive and
negative bias (Vset = −0.5V, Iset = 0.5nA).
Figure 7.11: FePc on Cu sites at 45 ◦, 0 ◦, and 18 ◦ at negative bias. An asymmetry
is observed for 18 ◦ (Vset = −0.5V; left and right Iset = 1nA, centre Iset = 1nA).
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to symmetric and therefore the change in electronic structure is observed but the
symmetry is not broken. For molecules bound at 18 ◦, the symmetry is broken by
the binding angle and this creates the asymmetry observed at negative bias. This
suggests that the FePc molecule on a Cu site is coupled to the surface more strongly
than when FePc is situated over a N site.
As seen in Fig 7.12, low voltage spectroscopy measurements for FePc on Cu show a
sharp rise in conductance close to the Fermi energy, which we ascribe to a Fano line
shape created by the Kondo effect. That Kondo is observed for FePc bound over a
Cu site shows that the Fe spin is coupled to the surface.
It is difficult to conclusively show that the line shape is due to a Kondo resonance
as the energy scale is too high to show the expected increased broadening of the line
width with temperature and we observe no change in the spectra when a magnetic
field is applied. The width Γ = 120mV is higher than that observed for FePc on
Cu(001) (see Fig 6.6). This is a surprising result, given that Cu2N is considered a
thin insulator. The energy of the Kondo resonance is Ek = 77mV, which is much
larger than observed for FePc on Au(111) [49, 52]. We are currently working with
collaborators to either provide further evidence of the Kondo effect, or to provide
an alternative explanation for the line shape.
Figure 7.12: Spectroscopy over on FePc over a Cu site. A Fano line shape has been
fitted to the data (Vset = 0.4V, Iset = 0.75nA).
For FePc molecules bound over a Cu site, it appears that the molecule is not de-
coupled but strongly interacting with the substrate. The effect of this interaction
is observed in high voltage spectroscopy where the levels are broad and features
less distinct. It is also observed in negative bias imaging, where an asymmetry is
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created through the binding angle. This demonstrates that although the binding
site dominates the overall properties of the molecule, the interaction of the ligands
with the substrate also plays a role. That a Fano line shape is observed is indicative
that the magnetic moment is interacting with the substrate.
From DFT calculations, shown in Fig 7.13, it is not immediately obvious why the
binding site plays the defining role. One notable difference between the two binding
sites is that for FePc over the Cu site the Fe atom is at the centre of the molecule,
but over the N site the Fe atom is pulled downwards. The effect of this change is
not yet fully understood.
Figure 7.13: DFT calculations for Cu and N binding sites for FePc for the binding
angles ±0 ◦, 18 ◦, and ±45 ◦. For N binding sites the Fe atom is seen to be pulled
down towards the Cu2N surface. Details of the calculations are included in the
Appendix.
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7.4 Magnetic properties
As seen in Fig 7.14, molecules bound on a nitrogen site show inelastic steps. In
other systems these steps have been shown to have been caused by spin, rotational
or vibrational excitations [67, 69, 155, 156]. For FePc on CuO, spin excitations are
observed [8]. In spin excitation spectroscopy, the tunnelling electrons excite the spin
from the ground state to an excited state (unless spin pumping occurs [57]), losing
energy in the process.
Spin excitations can only occur between states which differ by ms = ±1 due to
selection rules. FePc is calculated to have S=1 [129–131]. For an S=1 spin, with
no transverse anisotropy (E = 0) and B=0T, we would expect only one step (for
D > 0, 0 → ±1; while for D < 0, ±1 → 0). If transverse anisotropy is added
(E > 0), this mixes the states and therefore a 2nd step can occur. Two steps are
observed for FePc on CuO, suggesting S=1 with transverse anisotropy, the size of
which was affected by binding angle.
Figure 7.14 shows measurements on different FePc molecules on the Cu2N mono-
layer; spectra showing one, two and three steps are all observed. The number of
steps and energy of the steps is not seen to depend on binding angle. The presence
of a third step, if a spin excitation, suggests that the magnetic properties of FePc
on Cu2N vary significantly from CuO, as three steps can not be explained using a
S=1 model.
In Fig 7.15, field dependent measurements are shown for two molecules which show
two steps and three steps respectively. The first and second step are observed to
move with field, demonstrating that these are spin excitations. It is not possible to
distinguish whether or not the third step shifts with field.
Spectroscopy measurements were taken across the ‘three’ step molecule in order to
look at the spatial variance. In Fig 7.17a, three spectra are shown, over the centre,
over the arm and halfway between. As we move from the centre to the edge, the
intensity of each step becomes less, but the energy of the step remains constant.
The intensity of each step is plotted in Fig 7.17b. We observe that each step shows
the same spatial variance. This suggests that all three steps are a result of the same
process, suggesting the third step is a spin excitation.
Chapter 7. Controlling the properties of a magnetic molecule through the local
atomic environment 93
Figure 7.14: Spin excitation measurements on different FePc molecules on Cu2N.
The spectra have been offset for clarity. A large degree of variation both in the
number of steps and in the energy at which the steps occur is observed. (Vset =
50mV, Iset = 1nA)
Figure 7.15: Spin excitation measurement on FePc at different magnetic fields. Two
molecules are shown, one in which two steps are observed, the other three steps. For
both molecules the first two steps are seen to move with field (left, Vset = 17.5mV,
Iset = 0.75nA; right, Vset = 22.5mV, Iset = 2nA).
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Figure 7.16: Full field dependence of ‘three’ step molecule. The top graph shows
numerically differentiated dI2dV2, the bottom graph shows dI/dV spectra, (Vset =
22.5mV, Iset = 2nA).
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Figure 7.17: Spatial dependence of IETS steps. a) Spectra taken over the centre,
the ligand and halfway between shows that the intensity varies, but the energy of
the steps remain constant. b) Intensity of the steps across the molecule, the same
spatial dependence is observed for each step. (Vset = 23mV, Iset = 1nA)
One possible explanation for the third step is the presence of a second spin such as
a delocalised electron on the ligands of the Pc molecule. The Fe spin interacts with
the spin and this interaction results in extra steps. Evidence of a ligand spin has
been observed in the Kondo feature observed on CuPc on Ag(100) [157].
If the spin of the molecule on Cu2N is not S=1 but S=2, we would expect three
steps; S=3/2 can be ruled out as we would only see one transition at zero field field.
As the addition of an electron would only create a half integer increase in spin, the
most likely way for S=2 to occur is a reduction in the crystal field term. This effect
has been observed for metal-porphyrins with axial ligands attached [158].
DFT calculations for FePc on Cu2N (see appendix for details), do not support either
of these explanations. For both Cu and N sites, and for the different binding angles
the FePc is calculated to have S=1 and no ligand spin is observed. Calculations
do suggest that there is another ground state with different spin that is very close
energy. Therefore the excitation may change the total spin state by exciting into a
higher manifold.
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7.5 Conclusion
Here we have shown that the properties of FePc on Cu2N are defined by the binding
site of molecule. The change in properties between the Cu and N sites, is observed
in both imaging and in spectroscopy data. Molecules bound on a Cu site show signs
of both electronic and magnetic coupling to the surface. For FePc on a nitrogen site,
we observe spin excitations suggesting the Fe is decoupled from the surface. That
the atomic binding site plays a key role in defining the properties has large scale
implications in the creation of devices on the atomic scale, as it shows the level of
control that will prove necessary.
7.6 Future work
Through the use of DFT, we may be able to show the reason for the difference in
high bias spectroscopy between FePc molecules on Cu and N sites.
In Fig 7.18, XAS and XMCD results are shown for submonolayer coverages of FePc
on Cu2N monolayers and Cu(001) taken at 6K. These measurements were taken in
collaboration with Matteo Mannini from the group of Roberta Sessoli, on the ID08
beamline of the European Synchrotron Radiation Facility (ESRF) in Grenoble. We
show XAS spectra at the iron L2,3 edge, for 0
◦ (sample normal to x-ray beam) and
XMCD at both 0◦ and 45◦. A difference in the spectra is observed between FePc
molecules on Cu and Cu2N, therefore with further analysis we may be able to explain
the third step.
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Figure 7.18: XAS and XMCD spectra taken for FePc on Cu(001) and FePc on
Cu2N. A clear difference is seen in the XMCD between FePc on Cu and Cu2N and
suggesting that a change in the Fe d shell is induced by the Cu2N when compared
with the Cu(001).
Chapter 8
Magnetically sensitive negative
differential resistance
8.1 Abstract
Phenomena that exhibit a large sensitivity to magnetic fields, such as giant mag-
netoresistance (GMR), gained widespread prominence through their use in sensors
and novel non-volatile memories [1]. There is considerable interest in scaling such
spin sensitive phenomena down to the single molecule level [120, 159], particularly
because this may enable novel single-molecule spintronic devices [4].
In this chapter we report magnetoresistance in an asymmetrically coupled single
molecule junction arising from negative differential resistance (NDR) that shifts in
a magnetic field at a rate that is two orders of magnitude larger than expected for
simple electronic Zeeman shifts. This produces two voltage-tunable forms of magne-
toresistance, which can be selected via the applied bias voltage. The NDR is caused
by transient charging [109,160,161] of an iron phthalocyanine (FePc) molecule on a
single layer of copper nitride (Cu2N) on a Cu(001) surface at voltages corresponding
to the alignment of sharp resonances in the filled (ionization) and empty (affinity)
molecular states with the Fermi energy in the Cu(001). An asymmetric voltage di-
vider effect in the junction, much larger than observed in other atomic-scale double-
barrier systems [109,161] because of the Cu2N layer, enhances the apparent voltage
shift of the NDR with magnetic field, which inherently is on the scale of the Zeeman
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energy [162]. These results illustrate the impact that asymmetric coupling to nearby
metallic electrodes can have on transport through individual molecules and highlight
how this can be used to develop new molecular spintronic applications.
8.2 Introduction
Research into magnetoresistance has been driven by the widespread use of giant
magnetoresistance (GMR) sensors in hard drives as well as other applications such
as magnetoresistive random access memory (MRAM) [1]. GMR sensors are con-
structed from two ferromagnetic layers separated by a thin non-magnetic layer; in
these junctions, large resistance changes occur in the presence of a magnetic field
B [2]. This change in resistance can be further increased by replacing the non-
magnetic layer with an insulating layer: in this case the effect is called tunnelling
magneotresistance (TMR) [163]. To reach even higher storage densities, research has
begun to concentrate on magnetoresistance at the atomic scale in both the TMR and
GMR regimes [120, 159, 164]. At the scale of a single molecule, however, the small
area for enclosing flux and modest energy scales associated with electronic Zeeman
shifts typically are thought to make it difficult to tune magnetoresistive phenomena
with an external magnetic field.
Another electron transport phenomenon with technological relevance that occurs at
the atomic scale is NDR [160, 161, 165–172], in which an increase in voltage causes
a decrease in current. Commercial devices, such as the resonant tunnelling diode,
utilise these regions in specialised applications where very high speed oscillation [173]
or switching [174] is required. A number of different mechanisms have been shown
to give rise to NDR at the atomic scale [160,161,165–172], though none is expected
to have a magnetic field dependence that would cause a shift of the NDR at a scale
larger than the Zeeman energy.
8.3 Magnetically sensitive NDR
We observe an NDR effect for FePc molecules placed in a vacuum junction on top
of a Cu(001) surface capped with a single layer of Cu2N. Remarkably, as seen in Fig
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Figure 8.1: Magnetically sensitive NDR observed on FePc on Cu2N/Cu(001). dI/dV
spectroscopy measurements taken above the centre of a FePc molecule (Vset=-2.5V,
Iset=0.8nA). A clear NDR feature is observed, which can shift by up to -15 mV/T, as
seen in spectra taken at 0 T (light red) and 6 T (dark red). The magnetic field only
moves features in the NDR region: other features in the spectrum remain constant.
8.1, when a magnetic field is applied the NDR minimum can shift by a large amount,
in this case almost 0.1 V for an applied field of 6 T: this is two orders of magnitude
larger than the electronic Zeeman effect. To our knowledge such magnetic sensitivity
has previously not been observed for other systems exhibiting NDR.
The NDR effect is observed in 12.5% of the molecules (23 out of 184), at both
positive and negative bias, and at a variety of voltages; examples are shown in Fig
8.2. NDR is observed on molecules bound at various angles and on both Cu and N
sites.
NDR is always and most strongly observed at the centre of these molecules (Fig
8.3). In rare instances, it has been observed on the ligand when the molecule is
close to defects, suggesting local defects play a small role. For consistency, measure-
ments reported here are taken above the centre of the molecule. We do not observe
a difference in topography between molecules that show NDR and those that do
not.
A more detailed perpendicular field dependence for the NDR spectra in Fig 8.1 is
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Figure 8.2: Differential conductance spectra (Vset = -2.5 V, Iset = 1 nA) exhibiting
NDR taken on four different molecules. NDR is observed at both polarities and over
a range of voltages. Traces have been offset for clarity; dI/dV = 0 is indicated by a
dashed line for each trace.
Figure 8.3: Spatial dependence of NDR showing the NDR is observed only on the
centre of the molecule. The dI/dV spectra is shown and the dI/dV energy cut at the
voltage of the NDR min (Vset=-1.75V, Iset=1nA), negative conductance is shown in
yellow.
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Figure 8.4: Differential conductance changes caused by magnetic field sensitive
NDR. a) Differential conductance spectra (Vset=-2.5V, Iset=0.8 nA) acquired above
the centre of an FePc molecule displaying NDR at B=0T, 1.5 T, 3.0 T, 4.5 T, and
6.0 T (as labelled). The NDR region moves to more negative voltages with increas-
ing B. Spectra are offset for clarity. Vertical dashed lines indicate 1.85 V (red), 1.90
V (blue), and 1.95 V (black). b) NDR minimum vs. B, with the solid line showing
a gradient of -15mV/T. c) ∆G versus B at 1.95 V (black), 1.9 V (blue), and 1.85 V
(red).
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Figure 8.5: Histogram of the sensitivity of the NDR minima to field, field sensitivity
is observed from -2mV/T up to -15mV/T.
shown in Fig 8.4a. As seen in Fig 8.4b, we find that the voltage of the NDR minimum
shifts approximately linearly with a slope of -15 mV/T. The field sensitivity varies
from molecule to molecule, ranging from -2 mV/T up to -15 mV/T as shown in the
histogram in Fig 8.5. The shift is always to more negative voltages with higher field
regardless of the voltage at which the NDR occurs. Furthermore, our measurements
suggest that the shift of the NDR may depend only on the magnitude of the field
component perpendicular to the plane, with an in-plane field of 1 T and a reversal
of the sign of the magnetic field having no impact. Additionally, on rare occasions
we have observed sharp peaks in the conductance spectra in similar voltage ranges
that exhibit a similar dependance on B (see Fig 8.6).
To further characterise this novel field-sensitive NDR, we also examine its behaviour
with temperature. As seen in Fig 8.7a, the NDR minimum becomes dramatically
more shallow and more broad with increasing temperature. The full width at half
maximum (FWHM) is shown in Fig 8.7b and is found to increase linearly but at
a rate of approximately 225 ± 11kB/e, where e is the magnitude of the electron
charge; this rate is nearly two orders of magnitude larger than the expected 3.5
kB/e for broadening caused by thermal smearing from the Fermi seas in the tip and
the sample. Furthermore, as seen in Fig 8.7c, we find that the depth of the NDR
minimum decreases with a 1
T
dependence, which is the expected dependence of a
feature which is broadened by the Fermi distribution, as seen in Chap 3.
Figure 8.8 shows dI/dV spectra taken at different set point currents. As the set
point in STM measurements defines the height of a tip, by increasing the setpoint
current we move the tip closer to the surface. As shown in Fig 8.8a as the set point
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Figure 8.6: Differential conductance spectra (Vset = -2.5 V, Iset = 1 nA) of a molecule
exhibiting both NDR and a sharp peak. Spectra were taken at -6 T, -3 T and -1
T on the centre of the molecule. The inset is a zoom in on the sharp peak, which
moves to more negative voltages with increased field.
Figure 8.7: Temperature dependence of NDR. a) Zoom-in of the NDR minimum
in differential conductance (Vset=-2.5V, Iset=0.8 nA) at different temperatures; the
minimum remains positive above approximately 10 K. b) FWHM of the NDR min-
imum (with the baseline taken as the value at 1.6 V) vs. temperature. Black line
highlights the linear trend, with FWHM 225kBT/e. c) Differential conductance at
the NDR minimum vs. temperature. Solid red line is a guide to the eye for 1
T
.
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is increases the NDR minima moves towards the Fermi energy. In Fig 8.8b, the
energy of the NDR minimum is plotted against the change in tip height; a linear
dependence is observed.
Of the currently known NDR mechanisms at the atomic scale [160,165–167,169,171],
none have a magnetic field dependence that would cause a shift at a scale larger than
the Zeeman energy. DFT calculations indicate that the FePc retains its free spin
of S = 1 on Cu2N. In Chap 7 we show spin excitation spectroscopy [8, 69] on the
molecules that do not exhibit a Fano-like feature at zero bias and find that the shift
in the excitation energy is less than 1meV for B = 6T, ruling out the possibility of
an anomalously large g-factor.
The magnetic flux through the Pc ring is small compared to a quantum of magnetic
flux, suggesting that the field dependence is not the result of a Abramov-Bohm type
effect. The field could deform the shape of the molecule and therefore modify the
coupling to the surface to create the field dependence. While only a small distortion
of the molecule may be enough to significantly change its coupling to the surface,
we are unable to resolve any change in the size of the molecule with field (down to
approximately 10 pm).
Interference effects between two tunneling pathways from the tip to the surface, one
directly through the central Fe atom and another also passing through the Pc ring,
could also lead to a anti-resonance; however, this mechanism would not produce a
negative conductance.
Therefore to explain this novel manifestation of magnetically sensitive NDR, we
suggest a mechanism based on transient charging that arises from the occupation
of molecular resonances [175]. The transient charging of the molecule results in
a change in the tunneling rates through the molecule; this can either increase
or decrease the differential conductance, with the latter resulting in NDR. Sharp
states corresponding to a two-step resonant tunnelling process between the tip, the
molecule, and the substrate have been observed in studies of individual molecules
on thin insulators [109]. In the resonant tunneling process, voltage is dropped in
each of the two barriers (vacuum and Cu2N) in the tunnel junction, with most of
the drop expected to occur in the vacuum between the tip and the molecule; see Fig
8.9 for a schematic. The small fraction of the applied bias voltage that is dropped
across the thin insulator therefore shifts the molecular orbitals with respect to the
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Figure 8.8: Impedance dependance of NDR. a) Zoom-in of the NDR minimum in
differential conductance (Vset=-1.8V) at different current set points; as the set point
is increased (i.e tip moved closer to the sample) the minimum moves towards the
Fermi energy. The set point of each measurement is shown, and the spectra have
been offset for clarity. b) Voltage of NDR minima plotted against height; a straight
line has been fitted to the data. The tip height is measured by carrying out I(z)
spectroscopy.
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Figure 8.9: Schematic of a double barrier junction. a) Junction at V = 0, with
the Fermi levels of the tip and sample aligned. Solid horizontal lines indicate the
filled and empty states of the molecule; light dashed line is a reference between
these levels. b) Junction at V = Vres, when the voltage, Vm−s, dropped across the
thin insulator (i.e. between the molecule and the underlying Cu surface) aligns the
molecular orbital with the Fermi level of the sample. The remaining voltage, Vt−m, is
dropped across the vacuum barrier (i.e. between the tip and the molecule), allowing
the molecular levels to shift with respect to the sample Fermi level.
sample Fermi energy. DFT calculations in which an electric field has been added to
the system also show that a finite potential drop exists between the molecule and
the substrate.
We note that these resonances would be expected to shift towards lower magnitudes
of voltage as the STM tip is moved closer to the molecule, making the double-
barrier junction more symmetric [109, 161]; the NDR features we observe manifest
this same behaviour, for NDR features at both positive and negative bias. Also, the
broader continuum of states, which arises from simple elastic tunneling through the
molecule, is unaffected by this double barrier behaviour in the junction. The sharp
peaks which are observed also exhibit a similar dependence on z (see Fig 8.10).
In these asymmetric, double-barrier tunnel junctions, the strongest resonance occurs
when one of the molecular orbitals aligns with the Fermi energy in the sample
(Fig 8.9b); this is because the molecule is more strongly coupled to the sample
than to the tip [175]. Depending on whether the alignment occurs with an empty
or filled orbital, the molecule can be transiently negatively or positively charged
respectively during the transport process; since this occurs at negative and positive
bias respectively [109] and can result in either increased and decreased differential
conductance [161], it is natural to expect the NDR to occur in either polarity of
bias voltage for different molecules. Note that this charging is a consequence of the
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Figure 8.10: Impedance dependance of sharp peaks. a) Differential conductance
(Vset=2.5V) at different current set points; as the set point is increased (i.e tip moved
closer to the sample) the peaks at both positive and negative bias move towards the
Fermi energy. b) Positive peak and c) negative peak value plotted against height; a
straight line has been fitted to the data.
extended lifetime of the tunnelling electron on the molecule: if the tip were moved
away then the molecule would quickly return to its neutral state.
Because the molecular levels shift with respect to the Fermi energy by much less than
the applied bias voltage, the apparent voltage scale of the resonance is enhanced [109,
161]. This can be quantified by considering the unexpectedly large linear dependence
of the NDR’s FWHM with temperature. For the molecule whose spectra are shown
in Fig 8.7, this enhancement is the ratio of the prefactors: 225/3.5 ∼ 65. This
enhancement value is equal to the fraction of the voltage that is dropped across the
Cu2N: α = d
∗/(d∗ + z), where d = d∗, d is the distance between the molecule and
the underlying metal,  is the effective dielectric constant of the Cu2N monolayer,
and z is the distance between the molecule and the tip.
Although there are no existing direct measurements of the effective dielectric con-
stant  for Cu2N, we can estimate the value  for the Cu2N monolayer using a simple
parallel-plate capacitor model with the distance between the molecule and the un-
derlying metal d as well as the z, the distance between the molecule and the tip.
The value of d can be estimated from the DFT calculations as the distance from the
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Figure 8.11: I(z) measurement. We observe an order of magnitude change in current
for every 0.114nm change in z. (Vset=0.5V, Iset=0.5nA)
Figure 8.12: Height estimates for estimation of dielectric constant FePc on Cu2N.
Estimate of tip height is from comparison of I(z) measurement with a quanta of
conductance. Estimation of thickness of Cu2N is from DFT calculations, details of
which are included in the appendix
Fe atom to the Cu(001) layer, which is roughly 0.54± 0.05 nm.
An estimate for the tip-molecule distance can be made from the setpoint conductance
of the junction for the spectroscopic measurements shown in Fig 8.7 by assuming
that contact z = 0 corresponds to an impedance of the order of 10 kΩ (i.e. the
quantum of conductance) and that this increases by approximately one order of
magnitude for every 1.14 A˚ change in z, which is the observed current decay over an
FePc molecule, as shown in Fig 8.11. This gives a value of z ∼ 0.6± 0.10 nm
With the estimates d ∼ 0.54 ± 0.05nm and z ∼ 0.6 ± 0.10nm, we obtain a value
for  ∼ 60 ± 20%, which is approximately an order of magnitude greater than for
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other thin insulators. Therefore, using the simple model shown here, both the high
effective dielectric constant and the thinness of the Cu2N play a role in creating an
enhancement value that is much higher than that observed on other thin insulators
[109].
The large enhancement factor provides a possible explanation for the low number of
molecules for which NDR is observed. Cu2N is no longer a thin insulator above 2.5V,
as the junction is no longer a double barrier. Therefore only levels above -40mV
(2.5
65
) of the Fermi level can be observed. At negative voltage, we find that above
-3.0V, the molecules are sometimes picked up by the tip. This therefore restricts
us to levels below 50mV. The result of these two limits is that these measurements
are only sensitive to levels within approximately 40mV of the Fermi energy. As
shown in Chap 7 and in DFT calculations, the energy levels for each molecule are
slightly different and therefore we believe their low number of NDR observations is a
result of the narrow spectroscopic window, rather than a physical difference between
molecules where it is observed and those where it is not.
In the double barrier model, two resonances can occur. One resonance occurs when
the energy of the molecular state is equal to the voltage dropped between the tip
and the molecule.
Vb = Es − αVb (8.1)
Here ‘α’ is the fraction dropped across the vacuum, depends on the ratio of the
vacuum gap to thin insulator.
The second resonance occurs when the energy of the molecular state (Es) is equal
to the voltage dropped across the thin insulator.
Es − αVb = 0 (8.2)
It is this resonance that creates the NDR effect, and NDR is observed when
Vb = −Es(1 + z
d∗
) (8.3)
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However, the energy of the the state of the molecule also depends on the magnetic
field, E(B),
Vb = −[E0 + E(B)][1 + z
d∗
] (8.4)
where E0 is the energy of the molecular state at zero field.
From Eqn 8.4, it is clear that the voltage at which the NDR occurs can be manipu-
lated by modifying both the amplification factor (by changing the height of the tip
as shown in Fig. 8.8), and the field (as shown in 8.4).
Owing to the enhancement factor, the levels responsible for the NDR minimum shift
with magnetic field at a much smaller intrinsic rate than the observed movement of
the mimima; for the spectra shown in Fig 8.4, this would correspond to an intrinsic
shift of 231µeV/T, which is of the order of the Zeeman energy. Zeeman splitting
of such sharp molecular resonances into doublets has been observed in the presence
of a magnetic field [162]. This shows that an asymmetric junction can not only
significantly influence the electronic properties of the junction [157] but also allow
for the enhancement of energy scales, causing small shifts in energy to be magnified
to large-scale changes.
In order to explain the magnetic dependence observed, it is necessary to consider
the d levels in FePc. In Fig 8.13, a cartoon of the energy levels of FePc is shown;
the cartoon is based on the square planar crystal field in which occurs in FePc. The
dx2−y2 orbital is heavily disfavoured due to the N atoms and remains unfilled. As
Fe2+ has six electrons, four are placed in the 4 remaining spin up levels, and two are
placed in the spin down. As the two spin down levels will be higher in energy due
to the coulomb repulsion term, the highest filled state levels will be spin down. The
closest two empty states to the Fermi level will be the remaining non-disfavoured
d-level spin down states. This therefore suggests that the states close to the Fermi
level will all have the same spin.
A caveat to this discussion is that it is built upon a simple crystal field argument.
However as the exact crystal field splitting is not know, we have assigned it to match
the NDR effect. In DFT calculations the situation is shown to be more complicated.
The orbitals of FePc are mixed, and the dx2−y2 orbital can be close to the Fermi
energy depending for some binding geometries due to the change in the crystal field
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Figure 8.13: Cartoon based on a square planar crystal field. As the dx2−y2 orbital is
disfavoured it remains unfilled. 6 electrons are placed in the four remaining levels,
resulting in spin down states being closest to the fermi energy both at filled and
empty states.
term.
Using the simple model where the spin states close to the Fermi energy have the
same spin explains the behaviour of the NDR minima with field. When we increase
the field, we observe a movement, not a splitting, as the levels are already spilt
by the Coulomb repulsion term. The NDR minima moves to negative bias with
increasing field when the resonance is created by filled states and empty states.
This is expected as the levels close to the Fermi energy in both filled and empty
states have the same spin and therefore move with field in the same direction. The
levels of FePc thus are act as a spin filter in the junction [176].
8.4 Cross-over Magnetoresistance
The ability to manipulate NDR with a magnetic field not only enables tuning of
the voltage of the NDR minimum [177] but also results in the creation of a junc-
tion that exhibits two novel magnetoresistance effects. Figure 8.14 shows a phe-
nomenological model of the NDR where the differential conductance line shape
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G(V,B) is represented by a Lorentzian dip that shifts linearly with |B| on top
of a constant differential conductance background. For voltages that are more pos-
itive than the voltage of the NDR minimum, the change in differential conductance
∆G(V,B) = G(V,B) − G(V, 0) is always positive and increases with |B| until it
saturates. Remarkably, however, the magnetoresistance ratio ∆G(V,B)
G(V,0)
can become
arbitrarily large as V approaches the value at which G(V, 0) = 0. Furthermore,
its sign is positive or negative depending on the sign of G(V, 0); we therefore label
these the MR+ and MR- regions respectively. In practice, of course, the arbitrarily
large magnetoresistance that occurs near the boundary of these two regions would
be limited by experimental constraints. The second magnetoresistance effect, which
we refer to as “cross-over magnetoresistance” (XMR), is manifested at voltages that
are more negative than the NDR minimum. In this regime, as seen in Fig 8.14,
∆G(V,B) initially becomes increasingly negative with |B| until it reaches a mini-
mum value; after this, it becomes more positive, crosses zero, and then saturates at
a limiting value. The magnetic field at which the polarity of the differential conduc-
tance “crosses over” varies with voltage, creating a magnetic-field sensitive switch
that is tunable with voltage. As seen in Fig 8.4c, both of these effects are observed
for FePc on Cu2N.
8.5 Conclusion
We observe magnetically sensitive NDR in a single-molecule junction arising from
resonant tunnelling producing charging in the molecule. The effective shift of the
NDR with magnetic field is enhanced by the inherent voltage division across the
two asymmetric tunnelling barriers; this allows for the creation of novel magne-
toresistance phenomena. Similar enhancement of the effective energy scale for other
multi-step tunnelling phenomena, both magnetic and non-magnetic in origin, should
be possible. Furthermore, the size of the enhancement can be controlled by tun-
ing the asymmetry of the tunnelling barriers, which can be modified by making
physical or chemical changes to the junction by using different thin insulators or
molecules [8, 18, 40, 75, 161] . This highlights the prominent role that the junction
itself can play in defining the properties of the smallest possible electronic and spin-
tronic device architectures.
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Figure 8.14: Model of magnetically sensitive NDR. a) Differential conductance ver-
sus voltage for constant differential conductance background with an NDR feature
that shifts linearly with |B|; two values of B, B = 0 (thick black curve) and |B| > 0
(thin grey curve), are shown. Arrows mark voltages shown in panels below. All
units have arbitrary dimensions. b) ∆G vs. B in XMR+ and XMR- regime. c)
Corresponding magnetoresistance ratio from panel b. d) ∆G vs. B in MR+ and
MR- regime. e) Corresponding magnetoresistance ratio from panel d.
Chapter 9
Charge transport through a 4f
magnetic moment in a SMM
9.1 Abstract
In order to capitalise on the current advances in controlling a single spin, it will
be necessary to contact the spin while regulating the atomic environment. Placing
magnetic atoms in a molecule provides a way to reproducibly control this environ-
ment. Therefore it is of great interest to investigate how electrical transport through
a molecule interacts with the spin it contains and how this can be controlled. There
may be advantages in utilising magnetism produced by f-shell states [16, 81], espe-
cially in molecules [4]. Recently, it has been shown that charge transport through a
molecule can access f-shell states despite their localisation [142].
Here we show that for charge transport through a bis(phthalocyaninato)Dy(III)
complex (DyPc2) that is strongly coupled to a metal surface it is possible to directly
access the 4f magnetic moment. Spatially resolved scanning tunnelling spectroscopy
shows a variation in the amplitude of a Fano line shape near the Fermi energy,
indicative of a Kondo effect due to screening of a localised magnetic moment coupled
to a metallic continuum. The localised moment is shown to occur due to the 4f states
rather than the delocalised spin of an electron on the ligand, which has been observed
in previous work where TbPc2 is coupled more weakly to the surface. This work
demonstrates that the coupling to the surface can be used to control which spins are
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present on a molecule as well as whether they can be accessed in transport.
9.2 Introduction
Accessing spins via electric transport is a necessary prerequisite for the creation
of many of the new paradigms on which it is hoped future-computing technology
will be based, such as quantum computing and spintronics. Single molecule magnets
(SMM) could have applications in both of these areas due to their high spin and long
spin relaxation time [4,13,16]. It has been shown that these magnetic properties can
survive placement onto the surface [89] and that the spin can be electrically contacted
in the case of a d shell [4,18]. Recently SMM have been created with higher blocking
temperatures and anisotropies by using f-shell magnetic moments [16].
LnPc2 molecules have been shown to be SMMs with high blocking temperatures [17],
and due to their thermal stability can easily be studied as single molecules in ultra
high vacuum [16]. The free LnPc2 molecule consists of two phthalocyanine (Pc) rings
with a lanthanide metal atom in the centre, with two distinct spins: one arising from
an unpaired electron shared between the two Pc ligands and another from the central
lanthanide atom’s 4f spin [20].
Atomic scale studies of TbPc2 and YPc2 on Au(111) have shown clear evidence of the
ligand spin state that is strongly screened by the Kondo effect [53]. Measurements
NdPc2 on the more reactive Cu(001) surface show that despite the tightly confined
nature of the f shell, it is possible to access the 4f states of the molecule in electronic
transport [142]; for this case it is calculated that NdPc2 does not have a ligand
spin.
Gas phase LnPc2 molecules are symmetric, but recent work has shown that chirality,
where two forms cannot be superimposed, can occur to due to the binding angle
breaking the symmetry of the system creating a possible method for controlling
chirality [108, 140]. Chiral molecules include important molecules such as amino
acids and sugar. The Nobel prize in Chemistry in 2001 was awarded for ‘work on
chirally catalysed hydrogenation reactions’ [178]. Here the press release highlights
the importance of chirality in biological processes stating ‘the difference between the
two forms can be a matter of life and death’ [178].
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In this chapter we explore the interplay between DyPc2 and the underlying Cu(001)
surface. The molecule is shown to be chiral due to the coupling to the surface. This
asymmetry is utilised to show that 4f magnetic moment is interacting with the con-
duction electrons of the surface, creating a Kondo effect. This result demonstrates
that the 4f magnetic moment in a SMM can be accessed in electric transport.
9.3 Asymmetric molecule substrate coupling
Figure 9.1: STM image of DyPc2 on Cu(001) (Vset=0.1V, Iset = 0.1nA)
In Fig 9.1, an STM image of two DyPc2 molecules is shown. Details of the sample
preparation can be found in Chap 6. We observe that DyPc2 binds at ±27◦ to the
|100|, as shown in Fig 9.2. If a 45◦ rotation is assumed between the top ring and
the bottom ring, as has been observed in previous measurements [140], the bottom
ring would bind at ±18◦ to the |100| axis [179]. This agrees with previous results of
Pc molecules on surfaces with a (001) crystal face [108,144]. The small distribution
of angles suggests that the lower ring is strongly coupled to the Cu surface.
In Fig 9.3, the full bias dependence of DyPc2 is shown. At -1V, an eight lobe
structure is resolved, which is characteristic of double decker molecules on surfaces
[20]. As the voltage is reduced to less negative voltages, a fourfold symmetry becomes
more distinct; this matches the previously published results for NdPc2 on Cu(001)
[142].
The DyPc2 molecules show a distinct change in topography between +0.1V and
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Figure 9.2: Binding angle of DyPc2. Histogram of binding angle shows that DyPc2
binds at 27± 2◦ and 59± 3◦ to the |100| axis [179]. As shown in the cartoon when
the top molecule (blue) binds at ±27◦ to the |001| axis, given a 45◦ rotation between
the upper and lower ring, the lower molecule (black) binds to the surface at ±18◦
to the |001| axis.
Figure 9.3: Bias dependent STM images of DyPc2. At both -1.0V and -0.7V, the
molecule show an eight lobe structure; a four fold symmetry becomes more evident
as 0V is approached. Above 0V a clear asymmetry can be seen in the ligands which
persists in positive bias (2.5 nm×2.5 nm, Iset = 0.1nA).
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−0.1V. At -0.1V, the lobes of each arm are symmetric; at +0.1V, the lobes become
asymmetric and this persists at higher positive biases. As the asymmetry occurs only
at positive bias this suggests the effect is electronic and not a physical deformation of
the molecule. Fig 9.4 shows two molecules of opposite binding angle; the asymmetry
is observed to switch depending on the binding angle of the molecule.
Figure 9.4: Images of DyPc2 at opposite binding angle, where the asymmetry has
been emphasised on one ligand. It is clear the asymmetry is mirrored between the
two binding angles. (Vset = 0.1V, Iset = 0.1nA)
For previous work on CuPc on Ag(001), a similar effect is observed [108]. This
was shown to be due to asymmetrical charge transfer between the surface and the
molecule due to the binding angle [108,140]. For DyPc2 on Cu(001), the character-
istics of the observed chirality match those of CuPc, suggesting that the asymmetry
results from a similar effect. However, DyPc2 is asymmetric at positive bias, while
CuPc is asymmetric at negative bias.
Therefore the symmetry of the system is broken by the binding angle of the lower ring
to the surface. Due to this there is asymmetrical coupling between the lower molecule
and surface and this asymmetry transfers into the top ring. This demonstrates that
chirality created by the interaction with the surface can be transferred through the
molecule.
Spectroscopy data, taken from -1.5V to +1.5V are seen in Fig 9.5; for spectra taken
over the centre a peak at -0.7V is observed. Over the ligand we observe a peak at
-0.6V. This an almost exact match to the data taken on NdPc2 which is shown in
Fig 9.6 a) [142]. Therefore it is reasonable to assume that the LDOS will be similar
for both molecules, despite the different rare earth metal. In this framework, the
lower Pc ring is strongly coupled to the surface resulting in hybridisation and charge
transfer between the surface and the molecule. This causes the disappearance of the
spin on the ligand. The peak on the centre at -0.6V is created due to states of mainly
4f character. From the NdPc2 calculations shown in Fig 9.6 b) [142], the peak at
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Figure 9.5: High voltage spectroscopy over the ligand and the centre of a DyPc2
molecule. The results look very similar to those taken on NdPc2 which are shown
in Fig 9.6. (Vset=-1.5V Iset =0.1nA)
-0.6V for spectra taken over a ligand is created from the ligand states shifting due
to the electric field produced between the tip and sample until the states become
pinned due to hybridisation with the 4f states.
9.4 Accessing the 4f magnetic moment of DyPc2
dI/dV spectra taken over both the ligand and the centre of the DyPc2 are shown
in Fig. 9.7. A Fano line shape is observed at the Fermi energy and additionally a
peak around 40mV. As described in Chap 3, a Fano line shape is created when two
coherent paths interfere with each other, where one path is into a sharp resonance
and the second into a broad continuum [42]. It is often observed for STM studies
of magnetic impurities on a metal surface where the Kondo effect produces the
resonance [26, 48, 180]. A Kondo effect is observed on both TbPc2 and YPc2 on
Au(111) where it is created due to the spin of the delocalised electron on the top
ring [53].
The close match in high voltage spectroscopy and imaging between DyPc2 and
NdPc2 on Cu(001) suggests their properties are similar. As NdPc2 is calculated
to not have a ligand spin, this suggests DyPc2 on Cu(001) also does not have a
delocalised electron on the top ligand. Also in contrast to measurements of TbPc2
and YPc2 on Au(111), the Fano line shape is also observed over the centre and is
asymmetric.
The spectra shown in Fig. 9.7 has been fitted with the formula
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Figure 9.6: Measurements and DFT on NdPc2 from Fahrendorf et al. [142]. Panel
a) shows spectra taken on the ligand and centre of the molecule. For spectra taken
on the centre a peak is seen at -0.7V due to the 4f states. For spectra taken on the
ligand a peak is is observed at -0.6V. This is due to the electrostatic field between
the tip and the sample pushing the ligand states to higher voltages until they are
pinned by hybridisation with the 4f states. Evidence for this effect is shown in the
DFT calculations detailed in Panel b)
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Figure 9.7: dI/dV spectroscopy over DyPc2. On the ligands a clear difference in
amplitude is observed on alternating ligands. A fano feature is observed near 0V
and a peak around 40mV. The data has been fitted with Eqn 9.1. (Vset=-0.1V,
Iset=0.5nA)
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dI
dV
= C +
AFano
(1 + q2)
(q + V−Ek
Γ
)2
(1 + (V−Ek
Γ
)2
+ AGausse
(
V−x0
W
)2 (9.1)
This formula contains three terms, the offset of the spectra (C), the Fano line shape
(as described in Chap 3), and the Gaussian line shape which is composed of the
amplitude ‘AGauss’, the offset from Fermi energy ‘x0’ and width ‘W ’. The gaussian
is fitted to account for the peak observed at positive bias, this has been observed
before on TbPc2 [53], and for MnPc on Ag(001) [181]. Here it was ascribed to the
formation of a many-body singlet state between the dxy/yz orbitals and the states of
the Pc ring.
The clearest feature of the data is that the amplitude of each spectrum varies signif-
icantly between the lobes of each arm of the molecule. This variance in amplitude is
seen for both the Fano line shape and the peak. The amplitude of the Fano line shape
physically represents the coupling of the tip to the unscreened continuum. Figure
9.8 shows a dI/dV slice at -3mV and the calculated ligand states for NdPc2. Com-
paring both point spectroscopy and dI/dV slices with those calculated for NdPc2,
we see that the variation in amplitude is a match to the calculated density of states
of the ligand at low bias [142]. This therefore suggests that the continuum is also
formed by the ligand states present in the top Pc ring of the molecule.
Figure 9.8: a) dI/dV cut at -3mV. b) Calculation of ligand states of NdPc2 at -
0.2V [142]. The asymmetry in each arm is the same in both. The calculation has
been rotated to align crystal axis and reflected to match binding angle of dI/dV cut,
details of this manipulation is shown in the appendix. (Vset=-0.1V, Iset=0.4nA)
As the 4f states of the Dy ion is the only magnetic moment in the system, it must
be the screening of these states that creates the Kondo resonance. That the Kondo
resonance is created through the 4f states explains the difference between previous
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results on LnPc2 molecules for which Kondo is seen due to a delocalised electron on
the ligand.
Figure 9.9: The Fano fit parameters of the spectra shown in Fig 9.7 (positions
are the same, with 0 being the centre). Γ and Ek show little variation across the
molecule, the dotted line represents the mean value. The amplitude and the q factor
show a big/small behaviour, however in the case of the q factor this difference is not
observed on other molecules
The fit parameter Γ does not vary significantly across the molecule, with average
value of 8.2 ± 1.5mV. This suggests that the coupling of the resonance to the con-
tinuum remains constant across the molecule. The energy can converted to Tk
through using the formula for the Kondo temperature, based on Fermi liquid the-
ory [43].
Γ = 2
√
(pikbT )2 + 2(kbTk)2 (9.2)
This gives a temperature of 33.2K, which is higher than might be expected for a
Kondo effect created by 4f state of a single atom [26]. However as the continuum
involves the ligand states of the molecule, which surround the atom, the appropriate
energy comparison is not to a metal atom on a surface but to a subsurface metal
atom. This has been seen to significantly increase the Kondo temperature of a single
dopant [182].
As seen in Fig 9.9, we find that the energy of the Kondo resonance Ek = −5.6 ±
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0.5mV. The occupancy of the Kondo resonance can be estimated from Ek and Γ by
using the simple single orbital Anderson model [145,183],
< n >=
1
2
− 1
pi
arctan (
Ek
Γ
) (9.3)
where < n > is the occupancy of the level. The occupancy of the level is calculated
to be 0.7, for Dy+3 the f-shell has an occupancy of 0.64 ( 9
14
). This adds further
evidence that the Kondo resonance is created due to the interaction of the conduction
electrons with the f-shell magnetic moment. However a necessary caveat is that the
simple Anderson model cannot explain the full Kondo physics of the Dy ion, and
therefore this result should not be considered conclusive.
Figure 9.10: Two spectra (7, 8) from Fig 9.7 which have been scaled to have equal
amplitude. The variance in q factor appears to be due to the different background
conductance at negative bias. (Vset=-0.1V, Iset=0.5nA)
The q factor of the Fano physically represents the ratio of tunnelling from the tip
to the resonance to the tunnelling from the tip to the continuum and is symmetric
across the molecule.The q factor is approximately 1.5 which suggests that a slightly
larger proportion of the tunnelling is through the resonance than the continuum,
agreeing with the conclusion from Fahrendorf et.al. that the coupling between rings
is through the 4f states.
From the fits, the q factor shows a similar asymmetrical behaviour between the
lobes of each arm as the amplitude. In Fig 9.10, the spectra have been normalised
to remove the variation in amplitude. We see that features at positive bias for each
lobe match closely, and the difference in q factor is due to the small differences at
negative bias. It is therefore likely the variance in q is due to the difference in the
background conductance at negative bias.
The variation in the amplitude shows that tunnelling into the continuum varies, and
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the q factor (the ratio) is constant. Therefore the tunnelling into the resonance must
also vary across the molecule. This suggests that the amount of tunnelling through
the 4f states can be controlled by tunnelling through the molecule in different loca-
tions.
9.5 Conclusion
Here we show that the binding angle of the molecule breaks the symmetry of the
system, and this creates an asymmetry in the top ligand states. A Fano line shape
is observed, which is indicative of a Kondo effect. Through mapping the variance
in amplitude we show the ligand states create the continuum and that the Kondo
resonance is created via the 4f states. This is made possible due to the greater
hybridisation between the surface and the molecule than in previous experiments
where coupling to the ligand spin was measured. This work not only demonstrates
the importance that coupling to the surface plays on the properties of molecules but
also shows that by controlling the coupling of the leads, the accessibility of spins
can be controlled.
9.6 Future Work
A complementary experiment to confirm our analysis that the increased coupling on
Cu creates the observed effect is to to measure DyPc2 on Au. We would expect the
Fano line shape to disappear and a peak to occur on the ligand as seen in previous
work on TbPc2.
The magnetic moment can also be explored using using x-ray measurements. In
Fig 9.11, XMCD measurements are shown for a submonolayer of DyPc2 on Cu(001)
at 2K. These results were taken in SOLEIL, France in collaboration with Matteo
Mannini from the group of Roberta Sessoli. The top graph shows XAS spectra
taken at the Dy edge for both left handed and right handed polarised x-rays. The
bottom graph shows the XMCD spectra. The clear XMCD signal shows that the
Dy atom retains its magnetic moment on Cu(001). Similar results have also been
observed for TbPc2 [91]. In collaboration with the Sessoli group, we are currently
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exploring whether any changes in the x-ray data would be expected due to the
Kondo physics.
Figure 9.11: XAS and XMCD measurements on a submonolayer of DyPc2 on
Cu(001) at 2K. A clear XMCD signal is measured, showing the Dy ion retains
its magnetic moment on the Cu(001) surface. The data shown is taken with the
sample normal to the x-ray beam and for both right (σ+) and left (σ−) circularly
polarised x-rays.
Chapter 10
Conclusion
10.1 Summary
In this thesis we have investigated the interaction of molecules with the surface
through the use of STM. We have shown that the position of magnetic molecules
on a surface can be controlled through their interaction with Cu2N islands. It is
then shown that when FePc is placed on a Cu2N monolayer, the properties of the
molecule are defined by the binding site of the central atom. We showed evidence
that both the electronic and magnetic properties are greatly affected.
We observed negative differential resistance (NDR) in electrical transport through
FePc molecule on a Cu2N monolayer. NDR is created due to transient charging of
the molecule when the molecular levels align with the Fermi level of Cu. The asym-
metry of the junction creates an enhancement of energy scale; this results in the
NDR showing a field dependence two orders of magnitude larger than the intrinsic
Zeeman shift. These findings represent a new basis for making magnetoresistance
devices at the single molecule scale and show that asymmetric coupling could al-
low for investigations of effects with energy scales which otherwise could not be
measured.
We demonstrated that it is possible to interact directly with the f-shell magnetic
moment when the DyPc2 is strongly coupled to the surface. A Fano line shape is
observed at the Fermi energy, which is caused by the interference between tunnelling
into the continuum and into a resonance caused by the Kondo effect. This is in
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contrast to previous measurements on a less reactive substrate, where Kondo was
observed due to spin on the ligand. This suggests that by controlling the coupling
of the leads it is possible to control which molecules are accessed during electrical
transport.
We demonstrated how engineering the coupling to the surface allows for the measure-
ment of novel properties, be that in the low coupling regime (NDR), or the strongly
coupled regime (transport through the 4f magnetic moment). This thesis demon-
strates the importance of interaction in the defining the properties of a molecule on
a surface. This suggests that in single molecule devices, controlling the coupling of
leads to molecule may provide a route to attaining the required attributes.
10.2 Future Work
In this work we have studied magnetic molecules on metals and thin insulators. An
interesting new direction to take this work would be to place molecules onto a surface
which has spin properties. A simple example of this would be to place the molecule
on ferromagnets, however more complicated systems exist as well. In topological
insulators, spin orbit interaction replace the external magnetic field in the quantum
hall effect, creating quantum Hall-like effects on the surface of the materials. These
surface states are immune to back scattering as only one direction is allowed on each
edge of the sample due to time reversal symmetry. The time reversal symmetry of
the surface state can be broken via a magnetic field or a magnetic impurity. The
advantage of using a magnetic impurity is that not only can the disruption to the
surface state be measured, but also it is possible to measure how the surface state
affects the magnetic impurity. This may cause the loss of topological protection and
open a gap in the surface states. Therefore one way to expand the area of study is
to place magnetic molecules onto topological insulators.
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DFT calculations of FePc on Cu2N.
Information provided by Mats Persson
The electronic and geometric structure of FePc on Cu2N/Cu(001) has been inves-
tigated by density functional theory (DFT) calculations using the Vienna ab-initio
simulation program (VASP) [184]. The electron-ion-core interactions were handled
using the projected augmented wave (PAW) method [185]. The exchange-correlation
effects were treated using the optB86B version of the van der Waals density func-
tional [186] and by introducing an intra Coulomb U term according to Dudarev’s
scheme [187]. The Cu(001) surface is represented in a super cell by a six layer slab
with a c(12x12) surface unit cell and a 16.2A˚ vacuum region. The atoms in the
bottom two layers were constrained at their bulk positions with a calculated lattice
constant of 3.60 A˚ during the relaxations and geometries were relaxed until all forces
were less than 0.02 eVA˚−1. The same super cell was used for the isolated molecule.
A plane-wave, kinetic energy cut-off of 400 eV was used and the Brillouin zone was
sampled at the Gamma point.
The employed DFT+U scheme combined with the used van der Waals potential
was found to give an adequate description of the electronic structure of the isolated
molecule when using the bulk value of 3.2 eV for U-J [188]. The calculated spin
magnetic moment is 2µBB and the density of states of different partial waves around
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the Fe atom (Fig 11.1) indicates that the electronic configuration of the Fe d block
corresponds to the configuration of (dz2)
1,(dpi)
3, (dxy)
2. The calculated spin moment
and electronic configuration are in agreement with experiments of FePc thin films
[189] and bulk FePc [190].
!"#$%&'()*'+,-).%/&0%$)123)#4)*')5!)"&%&'"
"#6)578)'9))
:
;
Figure 11.1: Calculated spin-polarized density of states for various majority (black)
and minority (red) d partial waves around the Fe atom as indicated. The dpi block
includes the dxz and dyz states, where x is along a Fe-N direction and z is perpen-
dicular to the molecular plane..
Two different adsorption sites and for each site four different orientations of the
molecule were calculated. The resulting adsorption energies and spin magnetic mo-
ments are shown in Table 11.1. The binding angles φ refer to the initial orientation
of one of the inner N atoms of the molecule with respect to the [100] direction of
Cu substrate and this angle changes with less than 0.40 during the structural relax-
ation. Note that the C4v symmetry of the FePc molecule makes the system periodic
over φ with a period of 90◦. Furthermore, the C4v symmetry of the N and the C2v
symmetry of the Cu site make the systems corresponding to φ and 90◦ - φ equivalent
by symmetry and it is sufficient to restrict the interval of φ to [0◦,45◦].
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N site 0 ◦ 15 ◦ 30 ◦ 45 ◦
Eads (eV) -3.59 -3.65 -3.60 -3.67
µ (µB) 2.06 2.02 1.98 1.79
Cu site 0 ◦ 15 ◦ 30 ◦ 45 ◦
Eads (eV) -3.48 -3.33 -3.40 -3.36
µ (µB) 2.00 2.00 1.98 1.98
Table 11.1: Calculated adsorption energies and spin magnetic moments. The N and
Cu sites corresponds to the Fe atom being on-top of a N and Cu atom, respectively;
the N site corresponds to a fourfold hollow site in the Cu(001) surface.
These results shows that the adsorption energy varies relatively weakly by both
the adsorption site and the binding angle and that the spin moment of the isolated
molecule is essentially kept. The spin moment is found to be localised at the Fe atom
for all adsorption sites and binding angles. The angular dependence of the adsorption
energy suggests there are shallow minima for binding angles. Thus these results
support the observation that the adsorbed molecule is found in a large distribution
of binding angles and sites.
On the N site, the surface N atom is displaced out from the surface by about 0.5
and the Fe atom is displaced towards the surface by about 0.3 from the molecular
plane, resulting in Fe-N bonding distance of 2.02 . This relatively short bonding
distance indicates the formation of a chemical bond. In contrast to the N site, the N
surface atoms and the Fe atom for the Cu shows only minor displacements and the
molecule surface distance is relatively large about 3.1- 3.2 and is more characteristic
of a physisorption bond. The molecular plane is only slightly distorted at most with
about 0.2 for the various sites and orientations.
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Synthetic procedure for synthesising Dy(Pc)2
Information provided by Joris van Slageren
Synthesis of Dysprosium (bis)phthalocyanine anion compound [DyPc2]
(NBu4)+. 2 dmf [191]
Dysprosium acetate hydrate (Dy(OAc)3.4H2O) (2.09g, 5.62 mmol) and phthalodini-
trile (PDN) (6.40g, 49.9 mmol) were mixed together and heated to 140◦C under
atmospheric conditions with stirring. After the water had evaporated from the re-
action mixture, KOMe (1.15g, 16.4 mmol) was added slowly to the solution. This
caused a dark green solid to form. After all the KOMe was added the reaction was
left for 10 minutes to react, after which there was only a small amount of solution.
Ethylene glycol diethyl ether (5.7 ml) was added and the reaction mixture was left
to reflux for 10 minutes and then allowed to cool to room temperature.
The crude product was heated at 140◦C under vacuum for 3 hours to remove ex-
cess ethylene glycol diethyl ether and unreacted PDN. The dark green/blue crude
product was then converted to the anion species (blue) by being dissolved in the
minimum amount of DMF, adding a few drops of hydrazine monohydrate to reduce
any neutral species to the anion species and a 1.1 equivalent of NBu4Br (1.46g, 4.53
mmol) to act as a counter cation.
This solution was then concentrated by removing excess DMF by rotary evaporation
and eluted through a column of DMF and neutral alumina (deactivated to grade III,
50-200 micron size, 7cm column length). Product was obtained by slow evaporation
of the solvent.
MALDI-TOF MS m/z: 1188.3 (negative ionisation) IR (KBr): 728, 809, 883, 1060,
1078, 1113, 1159, 1329, 1384, 1481, 1608cm−1 1H NMR δ(CD3CN): -17.9, -41.4ppm
UV/Vis (DMF): 332, 621, 682nm
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Synthesis of Dysprosium (bis)phthalocyanine anion compound [DyPc2] .
CH2Cl2
An electrolysis cell was set up with dry dichloromethane (passed over alumina). On
one side was the cathode working electrode where [DyPc2]
−[NBu4]+ (7.7mg, 5.38
µmol) was dissolved in the dichloromethane (7cm3). The working electrode was a
flat platinum electrode with a 1cm2 surface area. On the other side of the cell was a
reference electrode and an anode secondary electrode of Platinum/Rhodium gauze.
The electrolyte was [NBu4]
+[BF4]
− (0.2M). A constant current of +5µA/cm2 was
applied.
After about 24 hr the solution had gone from a blue colour to a green colour indi-
cating that the product had been oxidised and dark green small needle like crystals
had formed on the bottom of the cell that were very difficult to dissolve. These were
found by UV/Vis to be the green neutral product of [DyPc2]
0.CH2Cl2
MALDI-TOF MS m/z: 1188 (negative ionisation) IR (KBr): 729, 780, 883, 1060,
1083, 1113, 1319, 1384, 1447, 1485, 1501, 1606cm−1 UV/Vis (CH2Cl2): 319, 461,
599, 664, 910nm
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Modifying figure from Fahrendorf et al.
Figure 11.2: Manipulation of the calculation of ligand states in the Fahrendorf et
al. [142] to match the measured data.
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Weighing the Cryogenic STM
The weight of the Cryogenic STM was estimated by using the air legs that provide
passive damping to the system. This was achieved by measuring the pressure re-
quired to lift the STM off the ground. To measure the pressures we started at 3
bar, and raised the pressure in steps of 0.5 bar. At each step we allowed the system
time to settle and then checked to see if the STM was off the floor. Once all legs of
the STM were off the ground, we reduced the pressure by 0.5 bar and moved up by
steps of approximately 0.1 bar. This allowed us to find the pressure to an estimated
accuracy of ±0.1bar. In order to convert the pressure measurement to a weight,
we placed known quantities of weight on the system and used this to calibrate the
pressure. In this case we measured the pressure required to raise the STM with
920kg of additional mass, 480kg of additional mass and with no additional mass.
The results are shown in the table below
Mass (kg) Pressure (kPa)
920 370
480 480
0 570
By fitting a straight line through these points, plotting mass against pressure, we can
calculate the weight of the system. The equation of the straight line is y = mx+ c,
Where y = pressure in units of Nm−2,m=gravitational constant/Area which has the
unit Nm−2 and c= Mass of STM/m or c=(Mass of STM*Area)/G again with the
units Nm−2. In the fitting we get the values m = 217.569 and c = 371801. This
gives us a resulting mass of the Cryogenic STM system of 1713±100kg.
As way of a proof of principle check we can also calculate the radius of the lifting
area on one of the four air legs. On completing this calculation we get a value of
60mm. On visual inspection of the air legs this appears correct, suggesting our
calculation of weight is approximately correct.
All readings were taken with the STM empty of cryogens. From the stated vol-
umes of cryogens, LHe = 135L, LN2 = 75L and densities, LHe = 0.125kgl
−1,
LN2 = 0.808kgl
−1, we can calculate the total of the cryogens weight. The total
weight of cryogens is 77.5kg, and therefore play little role in the total weight of the
system.
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