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Abstract
This thesis is concerned with obtaining black brane solutions to Fayet-Iliopoulos gauged N = 2
supergravity that obey the strong, Planckian version of the third law of black hole mechanics.
We first construct a new two-parameter family of black brane solutions to gauged N = 2
supergravity in four dimensions using time-like dimensional reduction as a solution generating
technique. The solutions we obtain have zero entropy density in the zero temperature limit and
hence satisfy the strong, Planckian version of the third law of black hole mechanics. Therefore,
these ‘Nernst branes’ could be holographically dual to (2 + 1)-dimensional systems in condensed
matter physics where such behaviour is considered generic. Whilst the spacetime interpolates
between different hyperscaling-violating Lifshitz geometries and thus correctly captures the scal-
ing behaviour of such condensed matter systems, we observe singular behaviour in both the near
horizon and asymptotic regimes.
For the ‘very special’ class of four-dimensional models under consideration, it is natural to
try to resolve such behaviour by lifting the solution to five dimensions. Doing so, we find a
family of boosted AdS-Schwarzschild black branes that continue to satisfy the third law. With
AdS asymptotics comes access to techniques that allow for a more complete thermodynamic
analysis. At the same time, this geometry fits naturally into gauge-gravity duality and resolves all
asymptotic singular behaviour, suggesting the four-dimensional solution was unable to access the
full degrees of freedom of the system. Interestingly however, the near horizon singularity persists
which may suggest that a unique ground state is always accompanied by singular behaviour of
the horizon.
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1 Introduction
String theory is the leading candidate for a quantum theory of gravity and the only viable can-
didate for a unified theory of spacetime, forces and matter. Supergravity, the supersymmetric
version of Einstein’s theory of gravity, is the most important tool for investigating gravitational
aspects of the theory. Supersymmetry has an important role to play in string theory, with many
results only possible because supersymmetry imposes strict constraints. But since supersym-
metry, if realised in nature at all, must be a hidden (‘broken’) symmetry, it is important to
understand which results persist if the number of unbroken supersymmetries is reduced.
In this thesis we present new results in N = 2 supergravity, which sits between the highly
symmetric, but unrealistic, theories with N = 4 or N = 8 and the less tractable theories with
N = 1 supersymmetry. Whilst such N = 2 theories are not realistic, they have rich dynamics
and provide an excellent arena in which to construct exact, analytic solutions that allow us to
learn more about string theory. One aspect of particular interest is exploring and using the
moduli spaces (target manifolds) of these theories, which carry particular structures known as
special geometries, along with the technique of dimensional reduction to construct new solutions.
We are interested in finding stationary solutions to N = 2 supergravity theories in four and
five dimensions. As such we will make a time-like dimensional reduction as part of the solution
generating technique. In the five-dimensional case we will also make an additional space-like
reduction such that, regardless of whether we started in four or five dimensions, we always solve
the equations of motion in three Euclidean dimensions. We can understand the effect of both
space-like and time-like dimensional reduction via a series of maps between the target manifolds
of such theories: the r-maps [4], c-maps [5] and q-maps, with the latter being a composition
q = c ◦ r of an r-map and a c-map. From a physics perspective, these maps describe the
relationship between the target manifolds of two rigid or locally supersymmetric field theories.
With local supersymmetry, the target manifold of a five-dimensional N = 2 supergravity
theory coupled to n vector multiplets is a projective special real manifold H = M¯n. By space-
like reduction we obtain a four-dimensional theory of (n + 1) vector multiplets, with the extra
degrees of freedom coming from the reduction of the gravity multiplet. The relevant scalar
geometry is a projective special Ka¨hler manifold N¯2n+2. A further space-like reduction gives a
three-dimensional supergravity theory, for which the degrees of freedom can be packaged into
(n + 2) hypermultiplets, with a quaternionic-Ka¨hler target manifold Q¯4n+8 [5], as required by
1
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supersymmetry [6]. This provides us with maps
M¯n N¯2n+2 Q¯4n+8
r¯
q¯
c¯
where r¯, c¯ and q¯ denote the local, as opposed to the rigid, r-map, c-map and q-map.
Throughout this thesis we shall rely on time-like dimensional reduction as a solution gen-
erating technique. The target manifolds of the resulting Euclidean theories are equipped with
a split-signature metric, and can be described using para-complex geometry [7, 8]. Indeed,
time-like reduction of the five-dimensional theory results in a projective special para-Ka¨hler
geometry [7]. Meanwhile, both time-like reduction of the four-dimensional Minkowski theory
and space-like reduction of the four-dimensional Euclidean theory give rise to para-quaternionic-
Ka¨hler scalar manifolds [8]. Our approach always involves reduction to a Euclidean theory in
three dimensions using either the c¯-map or q¯-map depending on whether we started with a four-
or five-dimensional theory, since in three dimensions all degrees of freedom can be dualised into
scalars which makes the equations of motion much easier to deal with. Our technique then uses
these instanton solutions to the three-dimensional equations of motion as seed solutions that can
be dimensionally lifted to provide stationary solitonic solutions, e.g. black holes, to our original
supergravity theories [9]. One of the main activities in contemporary string theory is to gain an
increased understanding of non-perturbative effects and such black hole solutions represent an
important playground for such investigations [10].
One of the most celebrated successes of string theory is the AdS/CFT correspondence [11]
which generates a powerful duality between asymptotically AdS supergravity theories in the
bulk spacetime and conformal field theories living on the boundary. Recently, this has evolved
into the more general notion of a ‘gauge-gravity duality’ involving non-conformal field theories.
Such holographic relationships are examples of strong-weak coupling dualities and thus allow for
the translation of non-perturbative field theory calculations into more tractable, perturbative
calculations in gravity and vice-versa. Whilst this has enabled the exploration of certain aspects
of previously inaccessible regimes of theoretical physics, it remains an active area of research
to find exact gravitational duals for strongly coupled field theories. Indeed, there are many
examples of strongly coupled systems in condensed matter physics and it is hoped that gauge-
gravity duality may allow for a better understanding of these. Significant progress has already
been made in this direction, leading to the development of the AdS/CMT correspondence (see
[12, 13] and references therein). Further recent progress has been to extend the correspondence
to spacetimes which are not asymptotically-AdS but rather exhibit hyperscaling violating and
Lifshitz (hvLif) behaviour [14, 15]. These spacetimes correctly capture the non-relativistic and
non-conformal nature of condensed matter systems, thus extending the AdS/CMT dictionary.
The central idea in gauge/gravity duality is that each state in the bulk has a corresponding
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state in the dual field theory. In particular, black objects are dual to thermal ensembles in the
field theory with the same thermodynamic properties (temperature, entropy, chemical potential,
etc.) as the bulk spacetime [16,17]. If the near horizon and asymptotic spacetime geometries are
both maximally symmetric then one can interpret the radial direction as an RG flow between
two conformal field theories, with the near horizon and asymptotic geometries representing the
infra-red (IR) and ultra-violet (UV) regimes respectively.
A natural starting point for the correspondence is to consider, for example, charged (Reissner-
Nordstro¨m) extremal black holes and black branes in AdS [18]. However, like their asymptoti-
cally flat cousins they have a large non-zero entropy at zero temperature, thus violating the third
law of thermodynamics in its strictest version. We recall that there are at least two versions of
the third law: the weak version (or process version) states that it is not possible to reduce the
entropy of a system to zero in a finite number of steps, and has been shown to be equivalent to
another version by Nernst. The strong version, originally from Planck, states that the entropy of
a system should vanish in the zero temperature limit [19]. Whilst the strong version is actually
due to Planck, we will be consistent with recent literature and refer to it hereafter as the Nernst
Law, despite not being strictly historically correct.
While a non-vanishing entropy for certain classes of extremal black holes is consistent with
microstate counting for the corresponding D-brane configuration in string theory [20, 21], this
still begs the question of whether one can find other gravitational systems which have a zero
entropy or entropy density at zero temperature, and what price we need to pay for such unusual
behaviour. Apart from being an interesting question about gravity, finding examples of such
systems is relevant for potential dualities between gravity and condensed matter systems where
such behaviour is completely generic as we expect crystallisation to freeze out the degrees of
freedom, leaving behind a non-degenerate ground state.
Such a task is notoriously difficult in gravitational systems and appears to spoil the almost
perfect correspondence between the laws of black hole mechanics and the ordinary laws of
thermodynamics, leading some authors to call into question the validity of the Nernst Law for
black holes [22]. Developing examples of black objects consistent with the Nernst Law will be
the central theme of this thesis.
There already exist so-called ‘small black holes’ with vanishing entropy in the extremal
limit [23], but from the Bekenstein-Hawking formula these must have vanishing horizon area
and, given the spherical topology, this corresponds to a divergent curvature on the horizon.
Since supergravity is only a valid approximation of string theory providing the curvature remains
below the Planck scale, small black holes will be outside the supergravity regime. It was later
realised in [24] that a supergravity realisation of Nernst Law behaviour could still be possible
(without the need for stringy corrections) by turning to black branes whose Ricci-flat, planar
horizon topology avoids this problem altogether. Yet in ungauged supergravity there are certain
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no-go theorems [25] forbidding the existence of such horizon topologies and so we must somehow
deform the supergravity theory to access them.
Gauged supergravities are deformations of the standard abelian supergravity theories. From
a string theory perspective, ungauged four- and five-dimensional supergravity theories come
from compactifying ten-dimensional string theory, or eleven-dimensional M-theory, on a six-
dimensional internal manifold which is typically a Calabi-Yau threefold. Theories of gauged
supergravity appear if we instead perform a flux compactification. This involves switching on
some additional tensor fields (fluxes) along the internal manifold that deform it away from a
Calabi-Yau geometry [26]. In general, it is difficult to find gauged supergravity solutions in
four or five dimensions that are consistent truncations of flux compactifications. However, even
without considering a stringy embedding, one can still entertain theories of gauged supergravity
in four or five dimensions by promoting some subgroup of global symmetries to a local symme-
try [27]. One of the simplest deformations we can consider is a Fayet-Iliopoulos gauging of the
R-symmetry group.
Whether or not we consider a stringy embedding, the gauged supergravities in four or five
dimensions will typically result in more complicated effective theories that are equipped with
non-abelian gauge fields or charged matter fields. As well as introducing new interaction terms
into the theory, this gauging also requires a scalar potential be introduced to maintain super-
symmetry invariance of the action. Such scalar potentials may support an effective cosmological
constant and thus lead to non-asymptotically flat solutions. This has triggered a resurgence of
interest in gauged supergravity due to the ability to produce spacetimes that can be used in
holography. Furthermore, the scalar potential also allows us to circumvent the no-go theorems
and produce non-spherical horizon topologies.
Extremal brane solutions with vanishing entropy density at zero temperature have recently
been obtained for a variety of bulk theories in the context of gauged supergravity [24,28,29,30,
31, 32] and could have important applications in extending the dictionary between condensed
matter and gravity. They have been dubbed ‘Nernst branes’ in [24], and it is believed that
the corresponding non-extremal solutions exist and satisfy the Nernst Law. In other words,
these non-extremal solutions have a finite entropy which goes to zero when the temperature
goes to zero while external parameters are kept fixed. Finding such non-extremal solutions
is important, since extremal Nernst branes are not completely regular solutions. While all
curvature invariants remain finite at the horizon, tidal forces become infinite and scalar fields
take infinite values, which suggests a breakdown of the underlying effective field theory [12,
24]. A first step in addressing this issue is to find non-extremal solutions, which can then be
studied in the near extremal limit. In this context it is clearly desirable to have completely
explicit, analytic solutions. However most results in the literature have to rely on a mixture
of analytical and numerical methods. Of course tidal forces may still get very large at the
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horizon when one approaches the extremal limit [33], but analytic solutions will enable one
to identify the region in parameter space where the solution can be trusted and possibly be
mapped to condensed matter systems. Another way to control the near horizon low temperature
behaviour is to embed the theory under consideration into a UV-complete theory, for which
string theory and its non-perturbative extension M-theory are arguably the best candidates.
We shall work directly with four- and five-dimensional N = 2 gauged supergravity, and do not
consider the flux compactifications necessary to discuss their stringy origins. As such, we refer
the reader to [12, 13, 32] for a further discussion of the possible implications of quantum and
string corrections to the zero temperature behaviour and the ‘fate’ of the Nernst Law.
The outline of this thesis is as follows: in Chapters 2 and 3 we introduce the mathematical
and physical concepts required to understand the work that follows. Then, in Chapter 4, we
focus on a four-dimensional theory of N = 2 supergravity with a Fayet-Iliopoulos gauging suit-
able for producing non-asymptotically flat vacua. Using an adaptation of the real formulation
of projective special Ka¨hler geometry suited to formulating the c¯-map in a symplectically co-
variant manner, we perform a time-like dimensional reduction and solve the scalar equations of
motion in three dimensions. This instanton solution is then lifted to a two-parameter family of
four-dimensional Nernst branes that interpolate between different hyperscaling-violating Lifshitz
geometries. Analysing their behaviour, we find singularities at either end of the renormaliza-
tion group flow. Not only do our solutions suffer from the same near horizon tidal forces that
had been found previously but, more seriously, in the asymptotic regime there is disagreement
between the gravitational and field theoretic descriptions of the thermodynamics and in certain
cases there is even a genuine curvature singularity. This suggests we can only trust a holographic
duality with condensed matter physics in some finite energy interval, and that we should expect
to encounter problems in the deep infra-red and deep ultra-violet. However, the behaviour of
the four-dimensional scalar fields strongly indicates that additional degrees of freedom become
relevant in the ultra-violet regime and the solution decompactifies. This is consistent with ev-
idence in the literature [34, 35] and, in Chapter 5, we apply the q¯-map to a five-dimensional
theory of Fayet-Iliopoulos gauged N = 2 supergravity to obtain a family of five-dimensional
asymptotically Anti de-Sitter Nernst branes. We are able to check that these are the dimen-
sional lifts of our four-dimensional solutions, and that they continue to satisfy the Nernst Law.
The five-dimensional solutions are free of the UV singularities and, with a better understood
asymptotic geometry comes a more satisfactory picture of the brane thermodynamics as well as
a geometrical understanding of the origins of the UV singularities in four dimensions. The IR
singularities persist in five dimensions and we offer some comments on why this might be the
case. We end with conclusions and ideas for future work in Chapter 6.
We follow the notations and conventions of [36, 37] except for a difference in sign of the
Einstein-Hilbert term that is explained in Appendix A.
2 Preliminary mathematics
In this opening chapter we introduce various mathematical concepts that will be important
throughout this thesis. We begin in Section 2.1 with an overview of differential geometry,
introducing the elementary material upon which the rest of this chapter builds. In Section 2.2
we will introduce special real manifolds, which are the simplest type of manifolds in special
geometry. We then move on to special (para-)Ka¨hler manifolds in Section 2.3, and finish with a
discussion of (para-)quaternionic-Ka¨hler manifolds in Section 2.4.
2.1 Differential geometry
2.1.1 Basics of differential geometry
Throughout this section we shall denote by M an n-dimensional differentiable manifold. The
set of tangent vectors at a point p ∈M is called the tangent space, TpM. The tangent bundle,
TM , assembles all the tangent vectors on M and, as a set, can be viewed as the disjoint union
of individual tangent spaces
TM = unionsq
p∈M
TpM = ∪
p∈M
{(p,X)|X ∈ TpM}.
We can then define Γ(TM) to be the set of sections of TM i.e. the set of smooth vector fields
on M .
Integral curves
Given a smooth vector field X ∈ Γ(TM), we define an integral curve, γ, of X to be a curve on
M whose tangent at every point is X. Formally, one can introduce a curve parameter t ∈ [0, 1]
and think of this as the function
γ : [0, 1]→M,
such that the tangent at a given point γ(t) ∈ M is simply Xγ(t) i.e. the value of the vector
field evaluated at the relevant point. It is clear that the integral curve represents the orbit of a
one-parameter group of diffeomorphisms generated by X [38].
Given an integral curve of X through some p ∈M , we can introduce a local coordinate patch
U ⊂ M with coordinates {xµ}, such that the integral curve reduces to the following system of
6
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ordinary differential equations in Rn,
dxµ
dt
= Xµ(x(t)).
Definition 1. A map φ : M → N is a diffeomorphism between two manifolds M and N iff
it is one-to-one, onto, smooth and has a smooth inverse.
Let us now denote by Γ(T r,sM) = Γ(⊗rT ∗M ⊗s TM) the set of smooth tensor fields of rank
(r, s) on M . We can then define:
Definition 2. If φ : M → N is a diffeomorphism and T ∈ Γ(T r,sN) is a type (r, s) tensor field
on N , the pull-back of T is a tensor field φ∗(T ) ∈ Γ(T r,sM) of type (r, s) on M defined by
φ∗(T )(η1, . . . , ηr, X1, . . . , Xs) = T
(
(φ−1)∗(η1), . . . , (φ−1)∗(ηr), φ∗(X1), . . . , φ∗(Xs)
)
,
for arbitrary ηi ∈ Γ(T ∗M), Xj ∈ Γ(TM).
Definition 3. If φ : M → N is a diffeomorphism and T ∈ Γ(T r,sM) is a type (r, s) tensor field
on M , the push-forward of T is a tensor field φ∗(T ) ∈ Γ(T r,sN) of type (r, s) on N defined
by
φ∗(T )(η1, . . . , ηr, X1, . . . , Xs) = T (φ∗(η1), . . . , φ∗(ηr), (φ−1)∗(X1), . . . , (φ−1)∗(Xs)),
for arbitrary ηi ∈ Γ(T ∗N), Xj ∈ Γ(TN).
Definition 4. On a manifold M , the Lie derivative of a tensor field T ∈ Γ(T r,sM) with
respect to a vector field ξ ∈ Γ(TM) at a point p is
(LξT )p = limt→0
((ψ−t)∗ T )p − Tp
t
, (2.1)
where ψt is the map sending p ∈M to the point parameter distance t along the integral curve of
ξ through p. It can be shown that ψt is a 1-parameter group of diffeomorphisms on M [39].
Definition 5. A diffeomorphism φ : M → N is a symmetry transformation of the tensor
field T iff φ∗(T ) = T everywhere. It is clear that the Lie derivative of any tensor field must
vanish when evaluated along symmetry transformations.
From (2.1) that we can compare tensor fields at two distinct points p, q ∈ M by evaluating
the Lie derivative along any integral curve that connects p to q. An alternative way of comparing
tensor fields at two different points on a manifold is to use the notion of parallel transport. This
requires the existence of an additional structure known as the connection, which we shall now
introduce.
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2.1.2 Connections on the tangent bundle, TM
Affine connections
An affine connection is a map sending a pair of smooth vector fields to another smooth vector
field
∇ : Γ(TM)× Γ(TM)→ Γ(TM)
(X,Y ) 7→ ∇XY,
and which satisfies the following properties:
∇fX+gY Z = f∇XZ + g∇Y Z,
∇X(Y + Z) = ∇XY +∇XZ,
∇X(fY ) = (∇Xf)Y + f∇XY (Leibniz rule),
for any X,Y, Z ∈ Γ(TM) and any smooth functions f, g ∈ C∞(M).
The action of the connection on functions is defined by
∇Xf = X(f) = £Xf, (2.2)
where £Xf is the Lie derivative of f along the integral curve of X. On a local coordinate patch
U ⊂M , we can expand this in a coordinate basis {∂µ} of TM as
X(f) = Xµ ∂f
∂xµ
,
which we recognise as the directional derivative of f along the vector field X.
Affine connection in a coordinate basis
Given a coordinate basis for TM , such that X = Xµ∂µ as seen above, we can expand ∇XY as
∇XY = Xµ∇µ(Y λ∂λ)
= Xµ(∂µY λ)∂λ +XµY ν(∇µ∂ν)
= Xµ
[
∂µY
λ + ΓλµνY ν
]
∂λ, (2.3)
where we have made use of the Leibniz rule and defined the connection coefficients of the vector
field ∇µ∂ν in the chosen coordinate basis as
Γλµν∂λ := ∇µ(∂ν). (2.4)
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Affine connection on tensor fields
We can further extend the action of the affine connection to tensors of arbitrary rank by de-
manding that ∇X forms a rank preserving map and satisfies
∇X(T1 ⊗ T2) = (∇XT1)⊗ T2 + T1 ⊗ (∇XT2), (2.5)
for T1 ∈ Γ(T r1,s1M), T2 ∈ Γ(T r2,s2M). To illustrate how this actually works, let us now compute
the action of ∇X on some smooth one-form ω ∈ Γ(T ∗M). Given some smooth vector field
Y ∈ Γ(TM), the product ω(Y ) ∈ C∞(M) represents a smooth function on M . Using the action
of ∇X on functions (2.2), we have
∇X(ω(Y )) = X(ω(Y )).
However, viewing ω(Y ) as a tensor product, the action of ∇X on tensors (2.5) tells us
∇X(ω(Y )) = (∇Xω)(Y ) + ω(∇XY ).
Combining these two results, we find that the action of ∇X on smooth covector fields is
(∇Xω)(Y ) = X(ω(Y ))− ω(∇XY ). (2.6)
Parallel transport and geodesics
Given an affine connection on a manifold, we can proceed to define the idea of parallel transport
and geodesics as follows. This will be important in later chapters since the Weak Equivalence
Principle of General Relativity can be understood by asserting that freely-falling particles travel
along geodesics of the spacetime manifold [39].
Definition 6. Let γ(t) be the integral curve generated by the flow of some smooth vector field
V ∈ Γ(TM). We say that a rank (r, s) tensor field T ∈ Γ(T r,sM) is parallel transported
along γ(t) if
∇V T = 0.
Definition 7. A geodesic is a special type of integral curve which parallel transports its own
tangent vector i.e. it is an integral curve γ(t) generated by V ∈ Γ(TM) satisfying
∇V V = 0,
providing t is an affine parameter. Note that such an affine parameter always exists and so we
can assume the above definition for all geodesics without loss of generality.
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Riemann curvature
If one considers parallel transporting a vector between two points p ∈ M and q ∈ M along
two different curves c and c′, the resulting vectors at q will, in general, differ. This path
dependence of parallel transport characterizes the notion of a manifold’s intrinsic curvature,
and is independent of coordinates. Mathematically, this property is captured by the Riemann
curvature tensor which measures the failure of a vector to return to its original value when
parallel transported around a small closed loop. This is defined as [40]
R : Γ(TM)× Γ(TM)× Γ(TM)→ Γ(TM)
(X,Y, Z) 7→ ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z, (2.7)
where [X,Y ] = £XY is the Lie bracket of vector fields. Expanding in a coordinate basis {∂µ}
this assumes the form
R(X,Y )Z = XµY νZρ
[
∂µΓλνρ − ∂νΓλµρ + ΓλµσΓσνρ − ΓλνσΓσµρ
]
∂λ. (2.8)
Definition 8. An affine connection ∇ is said to be flat if R(X,Y )Z = 0 for any X,Y, Z ∈
Γ(TM).
Torsion
Another important tensor field that can be constructed from the affine connection is the torsion
tensor. This measures the extent to which a ‘parallelogram’ formed from small displacement
vectors and their parallel transports fails to close on a curved manifold.1 Torsion is defined
as [40]
T : Γ(TM)× Γ(TM)→ Γ(TM)
(X,Y ) 7→ ∇XY −∇YX − [X,Y ]. (2.9)
This can be written in a coordinate basis {∂µ} as
T (X,Y ) =
(
Γλµν − Γλνµ
)
XµY ν∂λ.
Definition 9. An affine connection ∇ is said to be torsion-free if T (X,Y ) = 0 for any
X,Y ∈ Γ(TM). In a coordinate basis, this simply implies that the connection components Γλµν
are symmetric in the lower indices.
1Note the important difference between curvature and torsion. Torsion measures the failure of an infinitesimal
parallelogram to close, as is made clear by Figure 1 in [41]. In this sense, torsion is related to the translation of
TM whilst curvature is related to the rotation of TM and is measured around closed loops (that may need to be
closed by addition of T (X,Y ) in the presence of torsion).
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Geodesic deviation
Now let us consider a one-parameter family of geodesics on M . This is a map
γ : [0, 1]× [0, 1]→M
(s, t) 7→ γ(s, t), (2.10)
such that for fixed s, γ(s, t) is a geodesic with affine parameter t. This identifies s as labelling
the individual geodesics. Now suppose T ∈ Γ(TM) is tangent to the geodesics and S ∈ Γ(TM)
is tangent to curves of constant t, which are thus parametrized by s. The geodesics occupy a
two-dimensional surface in M on which we can use s and t as coordinates. This can be extended
to coordinates (s, t, . . . ) in a neighbourhood of the surface and thus sets up a coordinate chart
in which S = ∂∂s and T =
∂
∂t . Importantly, in such a chart, we have [S, T ] = 0. Focussing on an
individual geodesic, the relative velocity of an infinitesimally nearby geodesic in the family, as
we move along the geodesic flow, is given by
V = δs∇TS.
The curvature of M can force geodesics in the family to move together or apart. This is
captured by the notion of geodesic deviation, and to understand this we require knowledge of
the relative acceleration of neighbouring curves along the geodesic flow,
A = ∇TV = δs∇T∇TS.
When the affine connection is torsion-free, ∇TS − ∇ST = [T, S]. As we have seen above,
[S, T ] = 0 and so ∇TS = ∇ST . This allows the geodesic deviation to be written as
A = δs∇T∇ST = ∇S∇TT +R(T, S)T,
where we have used (2.7). Of course, ∇TT = 0 along geodesics and so, the geodesic deviation is
measured simply by the behaviour of the Riemann tensor,
A = R(T, S)T,
or, in component form,
Aµ = RµνρσT νT ρSσ. (2.11)
CHAPTER 2. PRELIMINARY MATHEMATICS 12
Holonomy
When a vector field in flat space is parallel transported around a closed loop it will be returned
to itself after traversing the loop. However, in general, this is not true for curved manifolds and
we have seen that the Riemann curvature tensor directly measures the extent of this failure. We
now introduce the related concept of the holonomy group.
Consider the tangent space TpM at some specific point p ∈M . We define
Cp(M) = {γ : [0, 1]→M |γ(0) = γ(1) = p},
to be the set of closed loops in M based at p. Given a connection ∇ on M , we can parallel
transport any vector X ∈ TpM around some c(t) ∈ Cp(M) to generate a new vector Xc ∈ TpM .
The Riemann tensor measures the change ∆X = Xc − X and consequently it is possible to
associate to each loop c(t) ∈ Cp(M) a map
Pc : TpM → TpM ; X 7→ Xc.
In a coordinate basis {∂µ} of TpM , we can write
Xc = PcX = Xhc = Xµ(hc)µν∂ν .
The set of transformation matrices {hc|c ∈ Cp(M)} that results from considering all possible
loops generates the holonomy group at p, Hol(∇, p) ⊂ GL(n,R). If M is pathwise-connected
then Hol(∇, p) ' Hol(∇, q) for any given p, q ∈ M . This implies the holonomy group will
depend only on the connection, and we can refer to it as Hol(∇). We shall only deal with
pathwise-connected manifolds in this thesis.
Lastly, note that manifolds with a flat connection, as per Definition 8, have trivial holonomy
since invariance under parallel transport is automatic [42].
2.1.3 Pseudo-Riemannian geometry
The discussion thus far is applicable to any differentiable manifold and requires only the existence
of an affine connection. In particular, it does not assume the existence of a metric g. We shall
now proceed to examine various properties that appear when the manifold is equipped with a
metric. Without requiring definite signature, a pair (M, g) is said to be a pseudo-Riemannian
manifold of signature (p, q).
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Levi-Civita connection
Definition 10. Let (M, g) be a pseudo-Riemannian manifold. An affine connection ∇ on M
is metric compatible if ∇g = 0. It is clear that parallel transport by a metric compatible
connection preserves length measurements on M .
Definition 11. The presence of a metric singles out a privileged connection, namely the Levi-
Civita connection D, which is the unique connection that is both metric compatible and
torsion-free:
Dg = 0, TD(X,Y ) = 0.
To obtain the Levi-Civita connection associated to a given metric, one uses the metric
compatibility and torsion-free properties to obtain the Koszul formula [43]
2g(DXY, Z) =Xg(Y,Z) + Y g(X,Z)− Zg(X,Y )
+ g([X,Y ], Z)− g([X,Z], Y )− g([Y, Z], X), (2.12)
where X,Y, Z ∈ Γ(TM). This is sufficient to determine DX uniquely because the metric is
non-degenerate [43]. Specifically, choosing a coordinate basis {∂µ} (for which [∂µ, ∂ν ] = 0), the
Koszul formula becomes
g(Dρ∂ν , ∂σ) =
1
2 ( gνσ,ρ + gσρ,ν − gρν,σ) ,
and using the definition of the connection components in (2.4), we find the left hand side to be
g ((ΓD)τ νρ∂τ , ∂σ) = (ΓD)τ νσgτσ,
where ΓD denotes the Levi-Civita connection components. If we then multiply through by an
inverse metric we arrive at the familiar expression for the Levi-Civita connection components,
otherwise known as the Christoffel symbols
(ΓD)µνρ =
1
2g
µσ ( gνσ,ρ + gσρ,ν − gρν,σ) . (2.13)
We shall work exclusively with the Levi-Civita connection throughout Chapters 4 and 5. There-
fore, we shall drop the D subscript and understand that in those chapters Γµνρ assumes the
form in (2.13).
Orthonormal frames
Given a pseudo-Riemannian manifold (M, g) of signature (p, q) it is possible to introduce an
orthonormal frame {ea}. This is a choice of basis for TpM that smoothly depends on p and may
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or may not be a coordinate basis. The individual frame fields ea are required to satisfy
g(ea, eb) = ηab with ηab =
−1p 0
0 1q
 .
Any two different orthonormal frames {ea} and {e′a} are related by SO(p, q) transformations
corresponding to a rotation of basis vectors. The frame fields forming an orthonormal frame are
related to a coordinate basis {∂µ} by volume and orientation preserving SL(n,R) transforma-
tions
ea = eaµ∂µ.
These SL(n,R) transformation matrices eaµ are known as vielbeins and satisfy
gµνea
µeb
ν = ηab. (2.14)
This implies that
g = gµνdxµ ⊗ dxν = ηabea ⊗ eb.
Orthonormal frames are physically useful as they embody the inertial (freely falling) frames for
which the Equivalence Principle of General Relativity postulates that gravitational effects should
be locally absent and spacetime should appear locally flat.2 Furthermore, it is in fact true that
such a frame exists not just at a point but along entire geodesics [44]. As such, we will make
use of these coordinates when discussing the local effects (e.g. tidal forces) that freely-falling
observers are sensitive to as they traverse their spacetime worldlines (geodesics).
It is also possible to introduce a dual basis {θa} of T ∗M satisfying θa(eb) = δab. Similar to
the orthonormal frame, these are related to the coordinate basis via.
θa = eaµdxµ, (2.15)
where the inverse vielbein eaµ transformation matrices are defined through the requirement
eaµeb
µ = δab. Of course, one can then rearrange (2.14) to express them as eaµ = gµνηabebν .
Further, it is possible to rearrange (2.15) to express the metric g in terms of the dual basis as
g = gµνdxµ ⊗ dxν = ηabθa ⊗ θb.
2This is true at least up to second order curvature contributions, coming from the Riemann tensor [44]. Of
course, for a sufficiently small region of spacetime, such second order effects will be negligible and we would be
unable to detect any curvature.
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Connection 1-form and Cartan’s structure equations
Given an affine connection ∇ on a manifold M , it is always possible to express ∇XY in a
coordinate basis as seen in (2.3). On a pseudo-Riemannian manifold (M, g), the additional
metric structure g allows us to write ∇XY in terms of an orthonormal frame {ea} as
∇XY = Xa∇a(Y cec) = Xa
[
eaY
c + γcabY b
]
ec,
where γcab represent the connection components with respect to the basis {ea} and are defined
as
γcabec := ∇aeb,
and are related to the coordinate basis expression for the connection components by
γcab = eλceaµ
(
∂µeb
λ + ebνΓλµν
)
.
In a similar fashion we can express the components of the torsion tensor T and Riemann curva-
ture tensor R in an orthonormal basis [40].
Let us now define the matrix-valued 1-form ωab, called the connection one-form, by
ωab := γacbθc. (2.16)
This satisfies Cartan’s structure equations
T a = dθa + ωab ∧ θb, (2.17)
Rab = dωab + ωac ∧ ωcb, (2.18)
where we have defined respectively the torsion 2-form and curvature 2-form as
T a = 12T
a
bcθ
b ∧ θc, (2.19)
Rab =
1
2R
a
bcdθ
c ∧ θd. (2.20)
Isometries
The metric on a pseudo-Riemannian manifold (M, g) is the fundamental structure in General
Relativity. Given the fundamental physical role played by symmetries and their consequences,
we are particularly interested in finding metric-preserving symmetry transformations. These are
known as isometries. Let us now describe how to do this.
We have already seen in (2.2) that the Lie derivative of a function is equivalent to the direc-
tional derivative, £ξf = ξ(f). This is as expected since saying a function has a certain symmetry
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amounts to the vanishing of the directional derivative in a particular direction. Similarly, we
can find the following expressions for the Lie derivative of a vector, covector and (0, 2) tensor in
a coordinate basis {∂µ},
(£ξX)µ = [ξ,X]µ, (2.21)
(£ξω)µ = ξν∇νωµ + ων∇µξν , (2.22)
(£ξT )µν = ξρ∇ρTµν + Tµρ∇νξρ + Tρν∇µξρ. (2.23)
Definition 12. Given a pseudo-Riemannian manifold (M, g), a diffeomorphism φ : (M, g) →
(M, g) satisfying φ∗(g) = g is a symmetry transformation of the metric and is known as an
isometry.
Definition 13. Suppose ψt are a 1-parameter group of isometries on the pseudo-Riemannian
manifold (M, g), then Lξg = 0 from (2.1). Working with the metric compatible Levi-Civita con-
nection D for which Dg = 0, we see from (2.23) that isometries are characterised by Killing’s
equation,
∇µξν +∇νξµ = 0. (2.24)
The solutions, ξ, are called Killing vector fields. We can think of Killing vectors as the
infinitesimal generators of metric symmetries (isometries).
Berger’s classification of Riemannian holonomies
Riemannian manifolds (M, g) have positive definite metric signature. Such manifolds play im-
portant roles in string theory; in particular, those with special holonomy admit covariantly con-
stant (parallel) spinors and therefore compactifications involving such manifolds preserve some
supersymmetries in the lower dimensional theory e.g. ten-dimensional heterotic string theory
compactified over a six-dimensional Calabi-Yau three-fold [37,45,46]. Furthermore, throughout
this thesis we shall encounter examples of such manifolds as the scalar geometries of supergravity
theories and, as such, we find it useful to review Berger’s classification theorem.
Theorem 1. Let (M, g) be a Riemannian manifold of dimension n which is not locally symmet-
ric and whose holonomy representation Hol(D) is irreducible.3 Then its holonomy representation
Hol(D) is contained in one of the groups in Table 2.1 (see 10.92 of [42]).
3Locally symmetric means the curvature tensor is parallel i.e. DR = 0, whilst a theorem of de Rham shows
that an irreducible holonomy representation is equivalent to demanding that M is not a product manifold (10.43
of [42]).
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Holonomy Dimension Manifold
SO(n) n Orientable
U(n) 2n Ka¨hler
SU(n) 2n Calabi-Yau
Sp(n) 4n hyperka¨hler
Sp(n) · Sp(1) 4n quaternionic-Ka¨hler
G2 7 G2-manifold
Spin(7) 8 Spin(7) manifold
Table 2.1: Berger classification of Riemannian holonomies.
To make Table 2.1 more tangible, we can explicitly prove the first line for an n-dimensional
orientable Riemannian manifold (M, g) equipped with Levi-Civita connection D as follows:
Proof: As noted in Definition 10, the metric compatibility of the Levi-Civita connection,
Dg = 0, ensures the length of a vector X is unchanged when parallel transported. Hence
gp(PcX,PcX) = gp(X,X) for all X ∈ TpM . Expanding in an orthonormal frame {ea} for TpM ,
we find
ηab = hachbdηbd,
and so h ∈ SO(n) ⊂ GL(n,R). Thus the holonomy group is a subgroup Hol(D) ⊂ SO(n).
2.2 Special real geometry
Special real geometry appears in the construction of five-dimensional N = 2 supergravity theo-
ries. Specifically, it is the geometry describing the consistent supersymmetric coupling of five-
dimensional N = 2 vector multiplets to gravity. Following [37, 47, 48, 49] we shall now provide
the definitions required to understand the structure of such manifolds.
Definition 14. A Hessian manifold (M, g,∇) is a pseudo-Riemannian manifold (M, g)
equipped with a flat, torsion-free connection ∇ such that the rank three tensor ∇g is completely
symmetric.
Assuming the existence of a flat, torsion-free connection, it is possible to cover M with
a set of affine/flat coordinates hI for which the connection components ΓIJK are vanishing.
Consequently,
∇XY = XI(∂IY J)∂J , with ∂I = ∂
∂hI
.
Given that ∇I = ∂I in affine (flat) coordinates, the condition that (∇Xg)(Y,Z) is totally sym-
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metric in X,Y, Z reduces to the requirement
∂IgJK = ∂JgIK ,
which implies that the metric components can be described locally as the second derivatives of
some real function [50]
gIJ =
∂2H(h)
∂hI∂hJ
. (2.25)
The function H(h) is called the Hesse potential. It is clear that for any Hessian manifold, there
exists a Hesse potential that is unique up to terms linear in hI .
Definition 15. An affine special real manifold (M, g,∇) is a Hessian manifold whose
Hesse potential is a (not necessarily homogeneous) polynomial of degree at most 3 [7].
At this point we can introduce further terminology from the physics literature. The Hessian
property provides a flat and torsion-free connection ∇ that we now refer to as a special connec-
tion, whilst the affine/flat coordinates hI for which ∇I = ∂I are said to be special coordinates.
When one constructs a consistent interacting Lagrangian describing rigid 5d, N = 2 vector mul-
tiplets, the scalar fields present in these multiplets transpire to parametrize a target manifold
with affine special real geometry [7].
Definition 16. A d-conic Hessian manifold (M, g,∇, ξ) is a Hessian manifold (M, g,∇)
supported by a vector field ξ such that:
(i) Dξ = d21, where D is the Levi-Civita connection with respect to g.
(ii) ∇ξ = 1.
These geometries bear a conical structure that will play an important role when localising
supersymmetry in the construction of supergravity theories. Let us follow the treatment of
(d = 2)-cones in [51], and the generalization to arbitrary d in [36]. We begin by analysing each
of the above conditions in turn. Firstly, we investigate the effect condition (i) has on the metric
by setting Y = ξ in the Koszul formula (2.12):
2g(DXξ, Z) =Xg(ξ, Z) + ξg(X,Z)− Zg(X, ξ)
+ g([X, ξ], Z)− g([X,Z], ξ)− g([ξ, Z], X).
Keeping only the part symmetric in X and Z and using condition (i), we obtain
dg(X,Z) = ξg(X,Z) + g([X, ξ], Z) + g([Z, ξ], X),
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or equivalently in local coordinates,
dgµν = ξρ∂ρgµν + gρν∂µξρ + gµρ∂νξρ = £ξgµν . (2.26)
We recognise this as the equation for a homothetic Killing vector field of weight d, whose orbits
generate dilatations that preserve the conformal structure of M .4
The part of the Koszul formula (2.12) antisymmetric in X and Z can be obtained by con-
sidering the combination 2g(DXξ, Z)− 2g(DZξ,X). Using definition (2.12), this reduces to
Dµξν = Dνξµ ⇒ ξµ = ∂µf, (2.27)
for some smooth function f ∈ C∞(M). This shows that the homothetic Killing vector ξ is
hypersurface orthogonal to the level sets f = constant.
Using the expression (2.13) for the components of the Levi-Civita connection, we can rewrite
(2.26) in terms of the Levi-Civita connection as
£ξgµν = Dµξν +Dνξµ = dgµν . (2.28)
Combining with (2.27), we ascertain that the metric can be written as
gµν =
2
d
Dµ∂νf,
which establishes ξ as a closed homothetic Killing vector field [27]. At this point [51] finds it
useful to define the function
V := g(ξ, ξ) = gµν∂µf∂νf, (2.29)
which has derivative
∂µV = d∂µf.
With an appropriate choice of integration constant we can set V = df . Now let us choose the
function f to be one of the coordinates x0 = f . We see from (2.29) that g00 = V = df , and thus
ξ = gµνξν∂µ = gµν∂νf∂µ
= g00 ∂
∂x0
⇒ ξµ = dfδµ0. (2.30)
4A manifold (M, g) admits a conformal Killing vector ξ if and only if Lξg = Φ(xλ)g for a smooth function
Φ ∈ C∞(M). In the special case where Φ = k is constant, ξ generates a particular kind of conformal transformation
known as a homothety, and ξ is referred to as a homothetic Killing vector of weight k.
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Thus V = gµνξµξν = g00(df)2 ⇒ g00 = 1df and the metric is
ds2 = g(xµ, xν) = g(ξ, ξ) + g(xi, xj)
= df
2
df
+ gij(f, xk)dxidxj , (2.31)
where i, j, k = 1, . . . , n − 1, and no cross term is present since ξ is orthogonal to slices of M
with f = const. Now let us introduce the radial coordinate r such that rd = df . Changing
coordinates we find ξ = df ∂r∂f
∂
∂r = r
∂
∂r . Examining the (i, j) component of (2.26), we find the
action of the homothety ξ on the metric gij of f = const hypersurfaces
ξgij(r, xk) = r
∂
∂r
gij(r, xk) = dgij(r, xk) ⇒ gij(r, xk) = rdg¯ij(xk).
As such the metric decomposes as
g = rd−2dr2 + rdg¯ij(xk)dxidxj . (2.32)
For the case d = 2, we recognise this as the Riemannian metric cone over some base manifold
B with coordinates xi and metric g¯ i.e. M = C(B) [52].5 For the extension to d 6= 2 we have
the metric of a d-conic manifold, which we denote M = Cd(B).
We now turn our attention to condition (ii) in the definition. This states that ∇Xξ = X for
any X ∈ Γ(TM). By introducing special coordinates hI = (r, rxi) on M this condition becomes
(recall that ∇I = ∂I for special coordinates)
XI(∂IξJ)∂J = XI∂I .
This equality holds providing ∂IξJ = δJ I and consequently,
ξI = hI ⇒ ξ = hI ∂
∂hI
. (2.33)
Thus, in the coordinates hI = (r, rxi), the homothety becomes an Euler vector on M . Notice
the normalization of ξ is fixed by condition (ii) [48]. The Euler vector serves to define the
homogeneity of tensor fields on M . In particular, observing that [ξ, ∂I ] = −∂I , we can plug the
definition (2.33) back into the symmetric part of the Koszul formula (2.26) to acquire
ξgIJ(h) = (d− 2)gIJ(h). (2.34)
Condition (ii) implies that on a d-conic Hessian manifold in special coordinates, the components
5Of course, in the special case where the Riemannian cone is a cone of opening angle α embedded in Euclidean
space, we have a circular base with metric g¯ = dx21 + · · · + dx2dim(M)−1 and the constraint x21 + · · · + x2dim(M) =
sin2 α [27].
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of the metric g are homogeneous functions of degree d− 2. The association of the Euler field ξ
with the special coordinates hI ensures metric homogeneity on the d-cone. Moreover, since we
know that gIJ = ∂2IJH, the Hesse potential for a d-conic Hessian manifold must be homogeneous
of degree d with respect to the special coordinates hI .
From the perspective of the special coordinates hI , ξ = hI ∂
∂hI
acts as an Euler vector and the
coordinates transform as hI 7→ λhI . If we instead express the special coordinates as hI = (r, rxi),
then we have seen that the privileged vector field takes the form ξ = r ∂∂r . For ξ to continue
acting as an Euler vector, we require hI = (r, rxi) 7→ (λr, λrxi). However, the ratio xi = hi
h0 is
not involved in this scaling and thus from the perspective of the coordinates (r, xi), ξ acts as
a homothety i.e. (r, xi) 7→ (λr, xi). The projective coordinates xi are scale invariant and their
existence will be important later on when we come to discuss projective manifolds.
Definition 17. A conic affine special real manifold (M, g,∇, ξ) is a 3-conic Hessian
manifold whose Hesse potential is a homogeneous cubic polynomial. In particular, H(h) =
cIJKh
IhJhK for some constants cIJK .
Conic affine special real (CASR) manifolds are important in physics, appearing as the target
manifolds in superconformally invariant theories of rigid N = 2 vector multiplets. In particu-
lar, the requirement that the rigid theory be invariant under five-dimensional superconformal
transformations forces the Hesse potential to be a homogeneous cubic polynomial [48]. Using
the superconformal calculus it is then possible to formulate a five-dimensional theory of local
supersymmetry (supergravity) which appears geometrically by taking a certain ‘superconformal
quotient’ of the CASR manifold. We will develop the physics side of this point in more detail
in Section 3.1.3 and for the time being focus on how to engineer the quotient of the 3-cone.
We can view a CASR manifold (M, g,∇, ξ) as a domain M ⊂ Rn parametrized by special
coordinates hI with I = 1, . . . , n. The Euler vector ξ induces an R+ dilatation of the coordinates
hI → λhI , λ ∈ R+.
We therefore want to pick M such that it is invariant under such a scaling in order to preserve
the structure of the 3-cone.
Definition 18. A projective special real manifold (H, gH) is a hypersurface H ⊂ M
given by
H = {hI ∈M |H(h) = cIJKhIhJhK = 1}. (2.35)
First of all note that the projective special real (PSR) manifold is not itself a Hessian manifold
but rather, it appears as a hypersurface within the Hessian CASR manifold which can, of course,
be completely recovered from the PSR manifold via. the homothetic R+ action of ξ.
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Let us denote the embedding of H into M by the map ι : H ↪→ M . Given a CASR metric
g, we can equip H with a Riemannian metric using the pull-back, gH = ι∗(−13g). However,
when not confined to the PSR hypersurface H, the CASR metric −13g has Lorentzian signature
(− + · · ·+) with the negative eigendirection along the orbits of ξ [48]. Notice that £ξg = 3g
and so the homothety does not represent an isometric direction of the CASR 3-cone. In other
words, the metric is not preserved along ξ, and we cannot view the CASR as a collection of
gauge equivalent level sets, nor construct the PSR manifold by taking a quotient.
Let us proceed by introducing a second metric on M by6
a =
(
∂2H˜
∂hI∂hJ
)
dhI ⊗ dhJ
= −2
((ch)IJ
chhh
− 32
(chh)I(chh)J
(chhh)2
)
dhI ⊗ dhJ , (2.36)
where H˜ = −13 logH and chhh := cIJKhIhJhK , (chh)I := cIJKhJhK , etc. Immediately one
can show that £ξa = 0, i.e. the metric a is preserved along orbits of ξ which now acts as an
isometry. If g has Lorentzian signature then a is necessarily positive definite (+ + · · ·+). This
isometry means that M = CASR can be pictured as a collection of gauge-equivalent level sets,
and the gauge-fixing condition (2.35) represents a particular choice of H = PSR by determining
the scale transformations of the hI . We should therefore define the PSR manifold by projecting
out the action of the isometry ξ. This corresponds to the quotient
M = C3(H) ⇒ H = M/R+,
with the quotient metric obtained from a.7 For the hypersurface embedding ι : H ↪→ M , the
PSR metric can be obtained by the pull-back of the CASR metric,
gH = ι∗
(
−13g
)
= ι∗(a).
Notice that after we pull-back to H, it is impossible to distinguish between the metrics g and a.
This geometry admits a set of projective coordinates φx that cover the PSR manifold H.
Given the embedding ι : H ↪→ M , the metric gH can be expressed either in terms of local
coordinates φx on H or as the pull-back of the CASR metric tensor a as follows
gH = (gH)xydφx ⊗ dφy =
(
aIJ
∂hI
∂φx
∂hJ
∂φy
)∣∣∣∣∣
H(h)=1
dφx ⊗ dφy.
6We refer the reader to [36] for a treatment of generalised projective special real manifolds where the dimension
of the homogeneous Hesse potential is left arbitrary.
7This relies on the CASR metric a being a metric product of a one-dimensional factor and the horizontal lift of
the PSR metric. In fact, the quotient metric must be obtained from the horizontal lift of the PSR metric. Thus
it is easier to treat the PSR as a hypersurface in the CASR and find the metric by pull-back.
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Splitting the CASR affine coordinates as hI = (h0, hx), we can obtain a particularly useful set
of projective coordinates that are manifestly scale invariant,
φx = h
x
h0
.
Note that since the Hesse potential is homogeneous degree three, we can write
H(h0, h1, . . . ) = (h0)3H(1, h
1
h0
, . . . ) =: (h0)3Hˆ(φ1, . . . ),
where Hˆ is a rescaled, non-homogeneous Hesse potential. Note that, since H(h) = 1 on the
PSR, we can rearrange the above formula to define the coordinate h0 on the PSR as
h0 = Hˆ(φ1, . . . )−
1
3 .
2.3 Special (para-)Ka¨hler geometry
Special Ka¨hler geometry is relevant for understanding the consistent construction of four-
dimensional N = 2 vector multiplets coupled to supergravity. We will encounter both affine
special Ka¨hler and projective special Ka¨hler manifolds. Similar to the special real manifolds in
the previous section, these appear in the Lagrangian of rigid 4d N = 2 vector multiplets and
4d N = 2 vector multiplets coupled to supergravity respectively [27]. We shall also use this
opportunity to introduce the Euclidean versions of these geometries, known as affine special
para-Ka¨hler and projective special para-Ka¨hler respectively. Although we will not encounter
such geometries when constructing solutions in later chapters, it is nonetheless interesting to
examine their properties and summarise how they can materialise from certain dimensional re-
ductions (see Section 3.3.1). In what follows, we introduce an  parameter in order to treat both
cases in parallel. This is defined by
 =

−1 complex manifold ,
+1 para-complex manifold .
The material presented here simply includes the definitions necessary for a basic understanding,
and is based on [40] as well as the treatment of such geometries in the ‘Euclidean Supersymmetry’
family of papers [7, 53, 54]. Let us begin by introducing -complex numbers which will play an
important role throughout:
Definition 19. The ring of -complex numbers C := R ⊕ iR is obtained by adjoining to the
real numbers a second number line with base unit the -imaginary number i. The -imaginary
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number satisfies [54]
1.i = i.1 = i, i¯ = −i, i2 = .
In other words, for  = −1, we recover the standard imaginary unit i which squares to −1, whilst
for  = +1, we obtain the para-imaginary unit e which squares to +1 i.e.
i2 = −1, e2 = +1.
Definition 20. An almost -complex manifold (M,J) is a manifold equipped with a global
tangent space endomorphism J ∈ Γ(End TM) such that at each p ∈M ,
J2p = IdTpM .
For  = −1, this defines an almost complex structure on an almost complex manifold,
whilst the case  = +1 defines an almost para-complex structure on an almost para-
complex manifold.
First note that the existence of such a tensor immediately induces a dual endomorphism of
the cotangent space, J∗ ∈ Γ(End T ∗M), defined as
J∗ : T ∗M → T ∗M
ω(X) 7→ (J∗ω)(X) = ω(JX), for any X ∈ Γ(TM), ω ∈ Γ(T ∗M).
Furthermore the existence of an almost -complex structure allows for a decomposition of the
tangent space. To analyse this statement, we shall treat the two situations separately starting
with the complex ( = −1) case.
Given an almost complex manifold (M,J), with J defined as above, it is possible to com-
plexify the tangent space at each p ∈ M via TpM 7→ TpMC := TpM ⊗ C. Given such a
complexification, there is a natural extension of the almost complex structure to an endomor-
phism Jp : TpM ⊗C→ TpM ⊗C. Since J2p = −IdTpM⊗C, Jp acts as an anti-involution and thus
has eigenvalues ±i in TpM ⊗ C. Consequently, there must exist two complex eigenspaces of Jp
associated with the eigenvalues +i and −i respectively. As such we find a decomposition of the
complexified tangent space into two complimentary subspaces
TpM
C = TpM+ ⊕ TpM−,
where
TpM
± = Ker(Id± iJp) = {Z ∈ TpMC|JpZ = ±iZ}.
Henceforth we adopt the notation TpM (1,0) and TpM (0,1) for these eigenspaces and refer to them
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as the holomorphic tangent space and anti-holomorphic tangent space respectively. Note that
they are complex conjugate to one another and isomorphic to Cd. Furthermore, given such a
decomposition, we can in fact split any vector into a sum of holomorphic and anti-holomorphic
pieces. The eigenvalues of the almost complex structure are forced to come in pairs of ±i
ensuring the eigendistributions have equal dimension.
Turning to the case of an almost para-complex manifold (M,J), we have J2p = IdTpM ,
meaning Jp now acts as an involution. As such the tangent space now decomposes into two real
eigenspaces, namely
TpM = TpM+ ⊕ TpM−,
where
TpM
± = Ker(Id∓ Jp) = {Z ∈ TpM |JpZ = ±Z}.
Following the conventions of [7], the para-holomorphic tangent space TpM (1,0) and the anti-
para-holomorphic tangent space TpM (0,1) are para-complex conjugates of one another and iso-
morphic to Rd. Once more, this allows for a similar decomposition of vectors on M into
their para-holomorphic and anti-para-holomorphic parts. In the para-complex case it is not
true that eigenvalues of the almost para-complex structure come in pairs and we must impose
dim(T+M) = dim(T−M) by hand [7].
Note that in either case, it is always possible to find coordinates at p ∈M such that
Jp =
0 1
1 0
 .
Whilst it is always possible to find coordinates at p ∈ M such that Jp takes the above
form, it is not generally possible to find coordinates such that Jp takes this form in an entire
neighbourhood of p. If such coordinates exist, they are called local -holomorphic coordinates
for J [55]. If M admits local -holomorphic coordinates around every point, they patch together
to form an -holomorphic atlas on M and J is said to be integrable. We shall now explore under
what circumstances the almost -complex structure becomes integrable. We shall review only
the key results and refer the reader to [37,42] for a more in depth discussion.
Theorem 2. (Newlander-Nirenberg). The complex eigendistribution TM (1,0) on an almost
complex manifold ( = −1) is integrable if
[Γ(TM (1,0)),Γ(TM (1,0))] ⊂ Γ(TM (1,0)).
Complex conjugation then establishes TM (0,1) as also being an integrable eigendistribution. The
almost complex structure J is integrable and referred to as a complex structure.
Theorem 3. (Frobenius). Consider the real eigendistributions T±M on an almost para-
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complex manifold ( = +1). The distributions T±M are integrable if
[Γ(T±M),Γ(T±M)] ⊂ Γ(T±M).
If both T±M are integrable then the almost para-complex structure is integrable and referred to
as a para-complex structure.
A more convenient means of checking integrability of the -complex structure is given by the
following theorem:
Theorem 4. The -complex structure is integrable if the Nijenhuis tensor
N(X,Y ) = −J2(X,Y ) + J [JX, Y ] + J [X,JY ]− [JX, JY ],
is vanishing for any X,Y ∈ Γ(TM) .
The proof of this theorem can be found in Theorem 8.12 of [40] for the complex case and in
Proposition 1 of [7] for the para-complex case.
Definition 21. An almost -complex manifold (M,J) is an -complex manifold if the almost
-complex structure is integrable.
Definition 22. A function f : M → C is -holomorphic on M if
df ◦ J = idf,
where i is the -imaginary unit and J is an -complex structure on M .
We now introduce the additional structure of a metric to our -complex manifold:
Definition 23. An -complex pseudo-Riemannian manifold (M, g, J) is an -Hermitian man-
ifold if the metric is compatible with the -complex structure in the following sense:
gp(JX, JY ) = −gp(X,Y ), X, Y ∈ Γ(TpM).
In this case the metric g is said to be an -Hermitian metric.
Given an -Hermitian manifold (M, g, J), there always exists a fundamental 2-form ω defined
through the following action:
ω(X,Y ) = g(JX, Y ), for any X,Y ∈ Γ(TM).
From the decomposition of the tangent space observed earlier we can infer that a Hermitian
manifold has metric signature (2p, 2q), whilst a para-Hermitian manifold has metric signature
(n, n).
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Definition 24. An -Hermitian manifold (M, g, J) is an -Ka¨hler manifold if the funda-
mental 2-form ω is closed, dω = 0. This is equivalent to the statement DJ = 0 where D is again
the Levi-Civita connection.8 It is then possible to locally find a set of -holomorphic coordinates
{za, z¯b} such that the metric g is represented as [27]
g = Re
(
∂2K
∂za∂z¯b
dza ⊗ dz¯b
)
,
where K is known as the -Ka¨hler potential.
Definition 25. An affine special -Ka¨hler manifold (M, g, J,∇) is an -Ka¨hler manifold
(M, g, J) equipped with a flat, torsion-free ‘special’ connection ∇ such that
(i) ∇g is completely symmetric
(ii) ∇ω = 0
Condition (i) tells us the manifold is Hessian with respect to the special connection. Indeed,
following Section 2.2, we should be able to cover M with a set of special -holomorphic coor-
dinates XI . Condition (ii) can be viewed as ensuring compatibility of the Hessian and Ka¨hler
structures such that, on a special coordinate patch of M , there exists a local -holomorphic
function known as the prepotential, F (X), such that the -Ka¨hler potential is given by [7]
K(X, X¯) := i(XI F¯I − FIX¯I),
where FI = ∂IF (X). The components of the metric are then given by [7]
NIJ :=
∂2K
∂XI∂X¯J
= −i(FIJ − F¯IJ) = −2Im(FIJ), (2.37)
where we use NIJ rather than gIJ for consistency with the literature. Affine special -Ka¨hler
manifolds appear as the scalar geometries in the Lagrangians describing rigid N = 2 vector
multiplets in four dimensions carrying either Minkowski ( = −1) or Euclidean ( = +1) signa-
ture [7, 27].
Definition 26. A conic affine special -Ka¨hler manifold (N, gN , J,∇, ξ) is an affine
special -Ka¨hler manifold (N, gN , J,∇) supported by a vector field ξ such that:
(i) Dξ = 1, where D is the Levi-Civita connection with respect to gN
(ii) ∇ξ = 1.
It is clear from comparison with Definition 16 that this is an example of a 2-conic Hessian
manifold (a Riemannian metric cone with Hessian structure). We also know from our analysis
8See Theorem 8.5 in [40] for a proof of this statement.
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of d-conic Hessian manifolds that the vector field ξ is an Euler vector with respect to the special
-holomorphic coordinates XI on N . Recalling the decomposition of the tangent space on a
complex manifold, we have
ξ = XI ∂
∂XI
+ X¯I ∂
∂X¯I
.
Compared to the CASR manifolds, conic affine special -Ka¨hler (CASK) manifolds come with
an additional structure, namely the complex structure J . Its presence creates a second privileged
vector field, Jξ. With respect to the special -holomorphic coordinates on N , this assumes the
form [3]
Jξ = iXI
∂
∂XI
− iX¯I ∂
∂X¯I
.
The vectors {ξ, Jξ} are in fact the infinitesimal generators of a C∗ action on the CASK manifold,
N . For the case with  = −1, the resulting finite transformations are [3]
ξ : XI 7→ |λ|XI , Jξ : XI 7→ eiφXI .
It is obvious that ξ generates dilatations (as it did before on the CASR manifold) whilst Jξ
generates U(1) transformations. Together, they sweep out a complex cone over the base. For
the case with  = +1, we refer the reader to [53, 54] for a review of how these two vectors
generate a para-complex cone over the base.
From our earlier discussion of d-conic manifolds, we know from (2.28) that ξ acts homoth-
etically on gN , whilst a similar calculation reveals Jξ acts isometrically,
£ξgN = 2gN , £JξgN = 0.
We know from (2.34) that a d-conic manifold that is also Hessian has metric components that
are homogeneous of degree d− 2. For the 2-conic CASK manifold at hand, the metric must be
homogeneous degree 0. Given the agreement of Hessian and Ka¨hler structures on the CASK, we
can deduce that both the Ka¨hler potential and thus the prepotential are homogeneous functions
of degree 2 in the special coordinates XI .
In analogy with our treatment of the CASR manifold in Section 2.2, it is useful to introduce
the following rank two tensor field g,
g = Re
(
∂2K
∂XI∂X¯J
dXI ⊗ dX¯J
)
,
with K(X, X¯) = − logK(X, X¯) and K the -Ka¨hler potential for the CASK metric gN above.
Note from (2.37) that K = X¯NX and so, the components of g can be written as
gIJ =
∂2K
∂XI∂X¯J
= − ∂
∂XI
( 1
K
)
∂K
∂X¯J
− 1
K
∂2K
∂XI∂X¯J
= − NIJ
X¯NX
+ (NX¯)I(NX)J
(X¯NX)2
. (2.38)
CHAPTER 2. PRELIMINARY MATHEMATICS 29
It is immediate that this has a two-dimensional kernel
XIgIJ = gIJX¯J = 0,
and hence the rank two tensor g is degenerate along the two-dimensional subspace of N spanned
by ξ and Jξ i.e.
g(ξ, ·) = g(Jξ, ·) = 0.
An obvious consequence of this degeneracy is that g cannot be a metric on the CASK manifold.9
However, with respect to the tensor field g, both ξ and Jξ act isometrically
£ξg = £Jξg = 0.
CASK manifolds appear in the description of a superconformally invariant theory of rigidN = 2
vector multiplets and, just like the CASR manifold did for the corresponding five-dimensional
theory, they will allow us to move between rigid and local theories of 4d, N = 2 supergravity
by taking a superconformal quotient. Geometrically, this leaves behind the base manifold of the
Riemannian cone as we shall describe below.
Definition 27. A projective special -Ka¨hler manifold (N¯ , g¯, J¯ , ∇¯) is defined as the
quotient manifold N/C∗ of a conic affine special -Ka¨hler manifold (N, gN , J,∇, ξ). The -
Ka¨hler metric g¯ on N¯ is induced from the (non-metric) rank two tensor field g on N , whilst the
-complex structure J¯ and connection ∇¯ are induced directly from J,∇ on N .
The projective special -Ka¨hler (PSK) manifold represents a codimension-2 surface within
the CASK manifold obtained by imposing constraints that fix the action of the homothety ξ
and the isometry Jξ. The action of the homothety on the CASK metric gN can be fixed by
imposing gN (ξ, ξ) = const. A particularly useful way to restrict this action is to fix the value of
the -Ka¨hler potential for gN to unity. This defines a smooth hypersurface S ⊂ N within the
Riemannian cone,
S = {K = 1} ⊂ N.
According to the treatment of Ka¨hler cones in [27], S retains the structure of an -Ka¨hler
9Focussing on the Lorentzian case ( = −1) that will be useful for writing down a four-dimensional supergravity
action in Section 3.1.3, we see that the tensor field g we have constructed here is in fact the horizontal lift of
the PSK metric, g¯ i.e. g = pi∗g¯, which explains the observed degeneracy. The CASK metric is then gN =
∂2IJKdX
IdXJ = ∂2IJHdXIdXJ = pi∗g¯ − α2 − β2, where α and β are the 1-forms dual to ξ and Jξ, and g has
signature (−−+ · · ·+). However, there are a number of other tensors we are able to construct on N . For example,
we can define g˜ = ∂2IJ(logH) = pi∗g¯ + α2 − β2 which is a Lorentzian signature (−+ · · ·+) metric on the CASK
with the sign associated to the ξ direction flipped. There is also the metric gˆ = pi∗g¯+ α2 + β2 which has positive
definite signature (+ + · · ·+). It is gˆ that is related to the vector coupling in four-dimensional supergravity, and
that is the true analogue of the CASR metric a that we constructed in the special real case [36].
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manifold equipped with a homothetic Killing vector ξ and is called a Sasakian manifold.10 On
such a manifold, the Killing vector Jξ generating the U(1) isometry is known as the Reeb vector
field. Furthermore, since the Reeb vector remains unconstrained, the Sasakian hypersurface can
be envisaged as a U(1) principal bundle over the base manifold, N¯ . In order to descend from
Sasakian to the base we must quotient out the U(1) action, and this can be done by imposing
Im(X0) = 0 which constrains the phase of the special -holomorphic coordinate, X0.
Having quotiented the C∗ action, the base manifold N¯ is a PSK manifold. We now under-
stand the structure of the -Ka¨hler Riemannian cone
N = C(N¯) ⇒ N¯ = N/C∗ , or equivalently, N¯ = S/U(1).
Labelling the CASK manifold coordinates as XI = {X0, X1, X2, . . . } = {X0, XA}, the PSK
manifold can be parametrized by a set of projective coordinates zA = XA
X0 , subject to the afore-
mentioned constraints on the XI . Note that since the CASK prepotential F (X) is homogeneous
of degree 2, we can express it in terms of a rescaled, non-homogeneous prepotential F(z) using
F (X) = F (X0, X1, . . . ) = (X0)2F
(
1, X
1
X0
, . . .
)
=: (X0)2F(z1, . . . ).
Since the rank two tensor field g is both isometric along, and transverse to, the C∗ action, it
can be projected down to produce a natural metric on the quotient space. Indeed, the -Ka¨hler
metric g¯ on the PSK manifold is
g¯ = Re
(
∂2K(z, z¯)
∂zA∂z¯B
dzA ⊗ dz¯B
)
, (2.39)
where the -Ka¨hler potential is11
K(z, z¯) = − log
(
i
[
2(F − F¯)− (FA + F¯A)(zA − z¯A)
])
,
and the coordinates zA = XA
X0 are invariant under the action of ξ and Jξ. PSK manifolds
are physically useful for describing the coupling of N = 2 vector multiplets to four-dimensional
supergravity with a spacetime signature that is either Lorentzian ( = −1) or Euclidean ( = +1).
The real formulation of affine special Ka¨hler geometry
In the following we restrict ourselves to the complex case ( = −1) as that will be relevant for
the work in this thesis. The reader is referred to [36,54] for details on the  = +1 case.
10According to Definition-Theorem 10 in [56] a Sasakian manifold is one whose metric cone is Ka¨hler i.e.
C(S) = R+ × S is Ka¨hler, which is clearly the case here.
11See Proposition 7 of [53] for an explicit check that this is -Ka¨hler i.e. a check that the fundamental 2-form
is closed.
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On any affine special Ka¨hler (ASK) manifold, and consequently any conic affine special
Ka¨hler (CASK) manifold , it is possible to make the decomposition
XI := xI + iuI(x, y), FI := yI + vI(x, y).
We define the special real coordinates on the ASK manifold to be
qa :=
xI
yI
 = Re
XI
FI
 .
ASK manifolds are themselves Hessian manifolds and the special real coordinates are ∇-affine
coordinates for the special connection ∇. Consequently, the ASK metric can be written as [36]
g = Re
(
NIJdX
I ⊗ dX¯J
)
= Habdqa ⊗ dqb,
for some Hesse potential H(qa). Thus Hab is the real version of the Ka¨hler metric NIJ in (2.37),
and correspondingly Hab has negative directions orientated along the C∗ directions of the CASK.
The Hesse potential H(qa) is related to the holomorphic prepotential F (XI) by a Legendre
transformation (xI , uI) := (ReXI , ImXI)→ (xI , yI):
H(xI , yI) = 2ImF (XI(x, y))− 2yIuI(x, y).
The coordinates (xI , yI) form a flat Darboux coordinate system, i.e.
ω = 2dxI ∧ dyI = Ωabdqa ∧ dqb, ∇dxI = ∇dyI = 0.
It is also noteworthy that, on an ASK manifold, the first derivatives of the Hesse potential
are related to the imaginary parts of XI and FI by
Ha :=
∂H
∂qa
= 2
 vI
−uI
 ,
and form an alternative, ‘dual’ coordinate system but with respect to a different special connec-
tion. Since H is homogeneous of degree two, the two coordinate systems are related by
Ha = Habqb ⇔ qa = HabHb.
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2.4 (para-)Quaternionic-Ka¨hler and hyperka¨hler geometry
Hyperka¨hler and quaternionic-Ka¨hler geometries appear in physics when describing N = 2
hypermultiplets coupled to supergravity. The target manifold of rigid (resp. local) N = 2
hypermultiplets possesses a hyperka¨hler (resp. quaternionic-Ka¨hler) geometry, and the two are
related by a superconformal quotient similar to that previously seen for the special real and
special Ka¨hler geometries [27]. Their para-quaternionic-Ka¨hler and para-hyperka¨hler cousins
will be relevant for the Euclidean version of such theories. We shall also see how -quaternionic-
Ka¨hler manifolds can appear from dimensional reduction in Sections 3.3.2 and 3.3.3.
Given their mathematical complexity we aim to provide only a brief introduction to their
structure, largely following [37]. Readers interested in a more detailed description may refer to
the references provided throughout this section.
2.4.1 Symplectic group actions
We have already seen from Table 2.1 that such manifolds are characterised by the appearance
of symplectic groups in Berger’s holonomy classification. Let us now introduce the symplectic
group and its real forms:
Symplectic group
The symplectic group Sp(n,C) ⊂ GL(2n,C) is the group of 2n × 2n matrices with complex
entries satisfying
MTΩM = Ω,
where Ω is the skew-symmetric matrix
Ω =
 0 1n
−1n 0
 .
The symplectic group has two real forms. These are:
1, Compact real form
The compact real form Sp(n) is defined as the intersection
Sp(n) := Sp(n,C) ∩ U(2n),
of 2n× 2n complex symplectic matrices that are also unitary:
MTΩM = Ω and M †M = 12n ⇒M † = M−1,
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where M † denotes the (complex) conjugate transpose of M . As an example, consider the
situation with n = 1;
Sp(1) = Sp(2,C) ∩ U(2) ∼= SU(2) ⊂ SO(4),
and since SU(2) is isomorphic to S3, we see that Sp(1) is a real Lie group.12
2, Normal (split) real form
The normal (split) real form Sp(n,R) is defined as the intersection
Sp(n,R) := Sp(n,C) ∩GL(2n,R),
of 2n × 2n complex symplectic matrices with real entries. Unlike the compact real form, this
group is non-compact.
2.4.2 (para-)Hyperka¨hler manifolds
Definition 28. An almost -hypercomplex structure {J1, J2, J3} on a manifold M is
a triple of pairwise anti-commuting tangent space endomorphisms J1, J2, J3 satisfying the -
quaternionic algebra
J21 = J22 = −J23 = , J3 = J1J2.
Notice that whilst an almost hypercomplex structure is built from three almost complex
structures, an almost para-hypercomplex structure consists of two almost para-complex struc-
tures and an almost complex structure. For reference, see [58] for the case  = −1 and [54] for
the case  = +1.
Definition 29. A manifold M is almost -quaternionic if there exists a sub-bundle Q ⊂
End(TM) such that for any open neighbourhood U ⊂M
Q|U = span{J1, J2, J3},
where Ji are a basis for almost -hypercomplex structures on M . Q is said to be an almost
-quaternionic structure on M [59].
It is then possible to give the almost -quaternionic manifold additional structure:
Definition 30. A pseudo-Riemannian manifold (M, g,Q) is -quaternionic Hermitian if
the basis of almost -hypercomplex structures are metric compatible [60] i.e. at any p ∈M ,
gp(JX, JY ) = −gp(X,Y ), for X,Y ∈ TpM,J ∈ Qp.
12For an explicit proof of this isomorphism, refer to [57].
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We now introduce the concept of -hyperka¨hler manifolds which appear in the study of rigid
N = 2 hypermultiplets. We will deal with the cases  = −1 (hyperka¨hler) and  = +1 (para-
hyperka¨hler) separately. In the following, D is the Levi-Civita connection introduced previously.
Definition 31. A 4n-dimensional Riemannian manifold (M, g) is hyperka¨hler if the Rie-
mannian holonomy group Hol(D) is contained within Sp(n).
Notice that since Sp(n) = Sp(n,C)∩U(2n) ⊂ U(2n) ⊂ SO(4n) ⊂ GL(4n,R), it is immediate
from Table 2.1 that hyperka¨hler manifolds are themselves both Ka¨hler and orientable.
Definition 32. A 4n-dimensional pseudo-Riemannian manifold (M, g) is para-hyperka¨hler
if its holonomy group Hol(D) is contained within Sp(n,R) [61].
Since Sp(n,R) = Sp(n,C) ∩ GL(2n,R) ⊂ GL(2n,R) ⊂ SO(2n, 2n) ⊂ GL(4n,R), and since
the para-unitary group is Upi(2n) = GL(2n,R), it is immediate that para-hyperka¨hler manifolds
are themselves both para-Ka¨hler and orientable [7].
Finally, note that both hyperka¨hler and para-hyperka¨hler manifolds are Ricci-flat [62,63].
2.4.3 (para-)Quaternionic-Ka¨hler manifolds
Quaternionic-Ka¨hler manifolds are a more general class of Riemannian manifolds that incorpo-
rate their hyperka¨hler cousins [64]. Physically, quaternionic-Ka¨hler geometries have a crucial
role to play in supergravity and string theory where they appear as target spaces for hypermul-
tiplet scalar fields in three-, four- and five-dimensional N = 2 supergravity theories, as shown
in [6]. Having seen how the quotienting out of an R+ or C∗ action provides a geometric manifes-
tation of a rigid/local correspondence for special real and special Ka¨hler geometries, we should
expect to find something similar here.
Indeed, it is shown in [65] that a theory of N = 2 hypermultiplets invariant under rigid
superconformal transformations forms a hyperka¨hler cone (HKC) [66,67] over some base mani-
fold.13 It is shown in [68] that dividing out an H∗ action from this cone produces a codimension-4
manifold that inherits a quaternionic-Ka¨hler structure. We will not discuss the details of this
but merely point out that, by extension of the C∗ quotient discussed previously, fixing the ac-
tion of the homothety on the hyperka¨hler manifold will now leave behind a tri-Sasaki-Einstein
manifold.14 The almost hypercomplex structure provides a triplet of Reeb vectors generating a
3-dimensional foliation of the cone which can be projected out to descend to the quaternionic-
Ka¨hler leaf space as discussed in [69]. This structure will have an important role to play when
we come to gauging the R-symmetry group in Section 3.4.
13In light of previous sections, it would be natural to name hyperka¨hler manifolds as ‘affine quaternionic-
Ka¨hler manifolds’ but, as remarked in [27], the non-standard nomenclature is a consequence of the mathematical
community studying such manifolds before their physical significance was realised.
14A Sasakian manifold is one whose metric cone is Ka¨hler, whilst a Sasaki-Einstein manifold has a Calabi-Yau
metric cone, and a tri-Sasaki-Einstein manifold has a metric cone which is hyperka¨hler [56].
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On the other hand, para-quaternionic-Ka¨hler manifolds appear from a similar procedure
starting instead with a para-hyperka¨hler manifold. Throughout the remainder of this section, we
shall treat the  = −1 (quaternionic-Ka¨hler) and  = +1 (para-quaternionic-Ka¨hler) manifolds
separately.
Definition 33. A quaternionic-Ka¨hler manifold is a Riemannian manifold (M, g) of di-
mension 4n > 4 with Riemannian holonomy group Hol(D) ⊂ Sp(n) · Sp(1) [70].
Observe that Definition 33 does not apply to 4-dimensional quaternionic-Ka¨hler manifolds.
In this case the holonomy group would reduce to Sp(1) · Sp(1) ∼= SO(4) and so any oriented 4-
dimensional manifold would be classed as quaternionic-Ka¨hler which is undesirable [64]. Instead,
we provide the following stricter definition:
Definition 34. A 4-dimensional Riemannian manifold (M, g) of signature (4, 0) is quaternionic-
Ka¨hler if it is oriented, Einstein and has self-dual Weyl tensor.
In fact it can be shown that all quaternionic-Ka¨hler manifolds are Einstein [42]. That is,
Rµν = cgµν for some constant c. Furthermore, quaternionic-Ka¨hler manifolds are Ricci-flat
with c = 0 iff they are locally hyperka¨hler.15 This implies a natural division between those
quaternionic-Ka¨hler manifolds with positive curvature and those with negative curvature. It is
quaternionic-Ka¨hler manifolds of negative curvature that are physically interesting, given their
appearance in the description of N = 2 hypermultiplets coupled to supergravity [6].
We can relate quaternionic-Ka¨hler manifolds to the quaternionic structure defined earlier via
the following [42]
Theorem 5. A (4n > 4)-dimensional Riemannian manifold (M, g) is quaternionic-Ka¨hler iff
there exists a quaternionic structure Q such that (M, g,Q) is quaternionic Hermitian and:
(i) The structure of Q is preserved under the Levi-Civita connection i.e. DJα =
∑
β
kαβJβ for
all Jα ∈ Q, and where kαβ is a matrix of one-forms.
(ii) For any p ∈ Ui ∩ Uj, the quaternionic structures Qp on Ui and Uj agree.
Note that quaternionic-Ka¨hler manifolds are, in general, neither Ka¨hler nor even complex.
We refer the reader to [36, 37] for a discussion on the practicalities of demonstrating that a
manifold is in fact quaternionic-Ka¨hler using the Ambrose-Singer Theorem and the Levi-Civita
connection 1-form.
We end this section by introducing para-quaternionic-Ka¨hler manifolds. Let us consider
a 4n-dimensional pseudo-Riemannian manifold (M, g), where g has neutral metric signature
(2n, 2n). We then have the definition:
15See Theorem 14.45 of [42] for a proof that there don’t exist any Ricci-flat quaternionic-Ka¨hler manifolds that
are not hyperka¨hler.
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Definition 35. A para-quaternionic-Ka¨hler manifold is a pseudo-Riemannian manifold
(M, g) of dimension 4n > 4 with Riemannian holonomy group Hol(D) ⊂ Sp(n,R) · Sp(1,R)
As before, this definition breaks down for the case n = 1. We proceed to treat separately
the 4-dimensional para-quaternionic-Ka¨hler manifolds and define them by requiring the stricter
condition that they be oriented, Einstein and have a self-dual Weyl tensor. Again, the Einstein
property generalises to arbitrary n, i.e. Rµν = cgµν for all para-quaternionic-Ka¨hler manifolds.
The difference this time is the split metric signature.
We can also relate para-quaternionic-Ka¨hler manifolds to the para-quaternionic structure
defined earlier via the following:
Theorem 6. A (4n > 4)-dimensional pseudo-Riemannian manifold (M, g) is para-quaternionic-
Ka¨hler iff there exists a para-quaternionic structure Q˜ such that (M, g, Q˜) is para-quaternionic
Hermitian and:
(i) The structure of Q˜ is preserved under the Levi-Civita connection i.e. DJ˜α =
∑
β
k˜αβ J˜β for
all J˜α ∈ Q, and where k˜αβ is a matrix of one-forms.
(ii) For any p ∈ Ui ∩ Uj, the quaternionic structures Q˜p on Ui and Uj agree.
Note that para-quaternionic-Ka¨hler manifolds are in general neither para-Ka¨hler nor even
para-complex. Again, it will not be necessary for us to check explicitly at any point that a
manifold is para-quaternionic-Ka¨hler and the reader may again consult [36, 37] for details on
how to do this.
3 Preliminary physics
In this chapter we introduce the necessary background physics for understanding the main
results of this thesis. We begin in Section 3.1 with an introduction to N = 2 supergravity in
four and five dimensions, both from the perspective of the supersymmetry algebra and from the
Lagrangian. In Sections 3.2 and 3.3 we introduce the reader to dimensional reduction which will
be an important solution generating technique throughout this work. We then use Section 3.4 to
explain the procedure of gauging supergravity, and specifically, how to construct the Lagrangian
for the particular theory of Fayet-Iliopoulos gauged N = 2 supergravity that we are interested
in. In Sections 3.5 and 3.6 we give a short primer on the basic idea of holography and discuss the
Anti de-Sitter and hyperscaling-violating Lifshitz spacetimes on which it is based. We conclude
this chapter with a review of black holes in Section 3.7, specifically focussing on their horizons
and their thermodynamics.
3.1 N = 2 ungauged supergravity
The material presented in this thesis deals exclusively with N = 2 supergravity in four and five
dimensions. Such N = 2 theories have eight real supercharges [27]. We shall now explain how
to construct an action for such a theory. In particular, we shall provide details on the four-
dimensional N = 2 supersymmetry algebra and the structure of its irreducible representations,
known as superparticles. We will offer a short review along with suitable references of how this
same procedure applies in five dimensions. Afterwards, we use these superparticles to construct
various supergravity actions that will be important in later chapters.
3.1.1 Four-dimensional representations of N = 2 supergravity
Recall that the laws of physics are invariant under Poincare´ transformations. These transfor-
mations consist of translations and Lorentz transformations (rotations and boosts), generated
by the operators Pµ and Mµν respectively. These operators satisfy the Poincare´ Lie algebra
[Pµ, Pν ] = 0 ,
[Mµν , Pρ] = i (ηµρPν − ηνρPµ) ,
[Mµν ,Mρσ] = i (ηµρMνσ − ηµσMνρ − ηνρMµσ + ηνσMµρ) . (3.1)
37
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It was famously proven by Coleman and Mandula [71] that any bosonically generated symmetries
of the QFT S-matrix must commute with the Poincare´ algebra (3.1) and therefore additional,
non-trivial symmetries must be internal with generators that transform as scalars. Golfand and
Likhtman showed this no-go theorem can be circumvented by generalizing the Lie algebra to a
Z2-graded Lie algebra, by including new, anti-commuting (fermionic) generators [72,73]. Later,
Haag, Lopuszanski and Sohnius presented the most general non-trivial extension of the Poincare´
group in four dimensions that includes 4N fermionic ‘supersymmetry generators’:
QAα , Q¯
A
α˙ with α, α˙ = 1, 2 and A = 1, . . . ,N ,
where N ∈ Z+ measures the amount of supersymmetry present. The supersymmetry generators
themselves are Weyl spinors, and are related to one another by Q¯Aα˙ = α˙β(QAβ )∗ where spinor
indices are raised and lowered using δαβ˙. The generators, otherwise known as real supercharges,
satisfy the following (anti-)commutation relations [74]
[Mµν , QAα ] = i(σµν)βαQAβ ,
[Mµν , Q¯Aα˙ ] = i(σ¯µν)
β˙
α˙Q¯
A
β˙
,
[QAα , Pµ] = [Q¯Aα˙ , Pµ] = 0 ,
{QAα , Q¯Bβ˙ } = 2δAB(σµ)αβ˙Pµ ,
{QAα , QBβ } = αβZAB . (3.2)
The combination of (3.1) and (3.2) is known as the super Poincare´ algebra, or superalgebra for
short. The σµ are the standard Pauli matrices with σµν = 14σ[µσν] [75], and ZAB = −ZBA is a
complex matrix of so-called central charges which commute with all elements of the superalgebra.
Notice the dotted (resp. undotted) supercharges transform under Lorentz transformations as
two-component Weyl spinors with left (resp. right) handed chiralities. Defining Ji = ijkMjk =
{M23,M31,M12} and σi = {σ23, σ31, σ12} we observe the first identity in (3.2) can be rewritten
as
[Ji, QAα ] = −
1
2(σi)α
βQAβ , (3.3)
which will be useful later on when we come to discuss multiplet calculus.
The group, K, of automorphisms of the bosonic part of the superalgebra is known as the
‘R-symmetry’ group. This is the set of transformations QAα 7→ KABQBα that leave (3.1) and (3.2)
invariant. When ZAB = 0, K = U(N ), and when ZAB 6= 0, K ⊂ U(N ) [76,77].
Any theory satisfying the symmetries generated by the superalgebra and which has a non-
dynamical spacetime metric is said to be a theory of rigid (or global) supersymmetry. Making
supersymmetry local naturally results in a gravitational theory due to the presence of a dynam-
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ical spacetime metric. Local supersymmetry is otherwise known as supergravity.
In an irreducible representation (irrep) of an algebra, the Casimir operators are proportional
to the identity (by Schur’s lemma) and thus their eigenvalues can be used to classify the ir-
reps [78]. For the Poincare´ algebra in (3.1), such irreps are called particles and are classified
using the two Casimirs, P 2 = PµPµ and W 2 = WµWµ, where Wµ = 12µνρσPνMρσ is the
Pauli-Lubanski pseudovector. For massive representations we boost to the rest frame in which
Pµ = (−M, 0, 0, 0) where it is clear that P 2 = M2 and W 2 = −M2s(s+1) where s is the spin.16
Thus, massive particles can be distinguished from one another by their mass and spin. Irreps of
fixed mass are (2s+ 1)-dimensional.
Massless particles are representations for which P 2 = 0. We can treat these in a similar
fashion by boosting to a frame in which Pµ = (E, 0, 0, E).17 The Pauli-Lubanski pseudovector
is now proportional to the momentum,
Wµ = M12Pµ = J3Pµ = ±sPµ , (3.4)
where J3 acts as a helicity operator and its eigenvalues ±s correspond to the helicity of a particle
with spin s (whether spin is aligned or anti-aligned with momentum). Since P 2 = 0, we should
label irreps by their energy, E, which is now Lorentz invariant (unsuitable in massive case as
can be changed by boosting). Furthermore, because W 2 = 0 also, we should use the eigenvalues
of individual Wµ as additional labels; clearly from (3.4) we have Wµ = 0 for µ = 1, 2 whilst
Wµ = ±sE for µ = 0, 3 and so the second of these is taken to be the helicity [80]. Helicity is
Lorentz invariant in the massless case since there it is not possible to reverse the spin alignment
by either boosting or rotating frames. It is important to point out that because Wµ is a
pseudovector, it is not CPT invariant. In particular, parity transformations reverse the helicity
eigenvalue s 7→ −s, meaning that to describe the parity preserving particles we see in nature, one
must combine the +s and −s irreps. To recap, massless particles are labelled by their energy
and helicity, and, for fixed energy, they form a 2-dimensional irrep when s > 0. Meanwhile,
the case with s = 0, which corresponds to a massless scalar, is already CPT self-conjugate and
therefore forms a 1-dimensional irrep [80].
Just as irreps of the Poincare´ algebra were called particles, we refer to superalgebra irreps
as superparticles. It is important to recognise that since the Poincare´ algebra is a subalgebra of
the full superalgebra, any irrep of the superalgebra will form a representation of the Poincare´
algebra. Moreover, this representation will in general be reducible meaning that a superparticle
16The second equality follows by noticing WµPµ = 0 in the chosen frame. This implies W0 = 0 and so
Wµ = (0, 12Mi0jkM
jk). From this we find W 2 = −(W i)2 = −M2 ~J2 with the necessary eigenvalues [79]. Of
course this is expected since for W 2 to be a Casimir, Wµ must be in the center of the Poincare´ group and therefore
the W i are invariant under Poincare´ transformations. But having fixed Pµ = (M, 0, 0, 0), the only transformations
that leave it invariant are rotations generated by J i [80].
17There is no ‘rest frame’ for a single massless particle.
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corresponds to a collection of conventional particles [79].
Again, we shall catalogue individual superparticles using Casimir operators. A key difference
to the Poincare´ algebra is that W 2 is no longer a Casimir; spin is no longer a suitable quantum
number since the different particles composing the superparticle are related by the action of
fermionic supercharges and therefore have a variety of spins differing by half integer values [76].
Instead, we continue to work with P 2 but replace W 2 by a new Casimir corresponding to
superspin; we refer to [76] for details on this. The exact structure of the superparticle depends
on the value of N , but it can be shown that there is always equal numbers of bosons and
fermions present [81]. Since no mass degeneracy is observed in nature we conclude that for
supersymmetry to exist at all, it must be broken at some sufficiently high energy scale.
This thesis is concerned with N = 2 theories for which the supercharge anti-commutators
reduce to
{QAα , Q¯Bβ˙ } = 2δAB(σµ)αβ˙Pµ ,
{Q1α, Q2β} = −{Q2α, Q1β} = 2αβ|Z| , (3.5)
where 2|Z| := |Z12| and we have made a U(1)R phase transformation of the supercharges to
make the central charges real.18 As before, there are both massive and massless irreps of the
superalgebra. In this thesis we are more concerned with massless representations as they are
more relevant for string theory constructions and, as such, we shall focus on these below.
Null or massless irreps
As in the non-supersymmetric case, massless N = 2 irreps are to be labelled by their energy,
E, and their helicity, which we now denote by λ. Again we begin the analysis by boosting to a
frame in which Pµ = (−E, 0, 0, E). The superalgebra then tells us
{QAα , QBβ˙ } = 4E
1 0
0 0

αβ˙
δAB .
Clearly this implies QA2 = Q¯A2˙ = 0 and using this in the other anti-commutator, {QAα , Q¯Bβ˙ } =
αβ˙|Z|, tells us the central charges must all vanish i.e. ZAB = 0. From the remaining non-
zero half of the supercharges we define the following, correctly normalised, helicity lowering and
raising operators respectively
aA = 1
2
√
E
QA1 , a¯
A = 1
2
√
E
Q¯A1˙ .
18We refer the reader to [27] for a complete analysis of theories with N > 2 extended supersymmetry.
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These satisfy the anti-commutation relations for a set ofN creation andN annihilation operators
{aA, a¯B} = δAB , {aA, aB} = 0 , {a¯A, a¯B} = 0 .
Acting on any given state, the operators aA, a¯A (and hence QA1 , Q¯A1˙ ) act by lowering and raising
the helicity by half integer increments respectively. This can be seen from (3.3) as follows
[J3, QA1 ] = −
1
2(σ3)
1
1Q
A
1 = −
1
2Q
A
1 ,
⇒ J3QA1 |E, λ〉 = [J3, QA1 ]|E, λ〉+QA1 J3|E, λ〉 = (λ−
1
2)Q
A
1 |E, λ〉 ,
⇒ QA1 |E, λ〉 = |E, λ−
1
2〉 ,
and similarly, [J3, Q¯A1˙ ] =
1
2Q¯
A
1˙ ⇒ Q¯A1˙ |E, λ〉 = |E, λ+
1
2〉 .
To construct an irrep, we pick a state annihilated by all aA’s. This must be a state of minimal
helicity, denoted |E, λmin〉, or |λmin〉 for short, and is known as the Clifford vacuum [79]. To
construct the superparticle we act on the Clifford vacuum with the creation operators, a¯A, as
follows:
helicity state no. of states
λmin |λmin〉 1 =
(2
0
)
λmin + 1/2 a¯1|λmin〉 a¯2|λmin〉 2 =
(2
1
)
λmin + 1 a¯1a¯2|λmin〉 1 =
(2
2
)
This can be extended to the general result that there are
(N
k
)
states of helicity λmin + k2 . This
gives the total number of states as
N∑
k=0
(
N
k
)
= 2N = (2N−1)bosons + (2N−1)fermions. For the case
of N = 2 above, we clearly have 22 = 4 particles (2 bosons and 2 fermions) present in each
massless irrep [76].
The four states shown above form a basis for N = 2 superalgebra irreps. To avoid entering
into the territory of higher spin theories, we limit ourselves to superparticles with |λ| ≤ 2
and then, depending on the initial choice of λmin, we are able to form the following massless
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irreps [81]19
λmax
helicity
2 32 1
1
2 0 −12 −1
2 1
3
2 2 1
1 1 2 1
1
2 1 2 1
0 1 2 1
−12 1 2 1
−1 1 2 1
−32 1 2
−2 1
We have already seen that CPT transformations flip the sign of the helicity eigenvalue and so,
unless the helicity is symmetrically distributed about 0, superparticles will not in general be
CPT invariant. Therefore to construct physical, CPT-invariant irreps as demanded by nature,
we must add each superparticle to its CPT conjugate. We shall refer to this CPT-invariant sum
of superparticles as a supermultiplet.
Let us now list some examples of on-shell N = 2, d = 4 supermultiplets that will be relevant
throughout this thesis.
• Hyper multiplet, (χI , qu):
λmin = −12 ⇒
(
−12 , 0, 0,+
1
2
)
⊕
CPT
(
−12 , 0, 0,+
1
2
)
.
This is where matter sits in an N = 2, d = 4 theory. The degrees of freedom are two Weyl
spinors, χ1, χ2, and four real scalars, q1, q2, q3, q4. Despite the symmetric distribution of
helicities in (−12 , 0, 0, 12), the CPT conjugate must still be added for invariance. Technically
it is possible to have ‘half-hypermultiplets’ but they are very rare in practice, and require
considerable engineering since they must carry no other quantum numbers in order to be
CPT invariant.
19An immediate consequence of imposing |λ| ≤ 2 is a restriction on the maximum number of supersymmetries
to N ≤ 8. We refer the reader to [82,83,84] for more details on higher spin theories.
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• Vector multiplet, (Aµ, λI , z):
λmin = −1 ⇒
(
−1,−12 ,−
1
2 , 0
)
⊕
CPT
(
0,+12 ,+
1
2 ,+1
)
.
The degrees of freedom are those of a 1-form, Aµ, two Weyl fermions, λ1, λ2, and a complex
scalar, z. Note that supersymmetry requires the two real scalar degrees of freedom to
combine into a complex scalar [85].
• Supergravity multiplet, (gµν , ψIµ, Aµ):
λmin = −2 ⇒
(
−2,−32 ,−
3
2 ,−1
)
⊕
CPT
(
+1,+32 ,+
3
2 ,+2
)
.
The degrees of freedom are that of a graviton, gµν , two Weyl spinors called gravitini,
ψ1µ, ψ
2
µ, which form a doublet under SU(2) R-symmetry, and a graviphoton 1-form, Aµ.
3.1.2 Five-dimensional representations of N = 2 supergravity
It is crucial to be aware of the changes in spinor representations in different dimensions. An
important consequence of this is that N = 2 is in fact the minimal amount of supersymmetry
permitted in five dimensions: (3.6) shows there are no spinor representations that allow the
fermionic degrees of freedom of the gravitino to match those of the graviton (which has five
on-shell bosonic degrees of freedom) and therefore an N = 1 supergravity multiplet is not
possible [86].
In five dimensions the minimal spinor representations are symplectic Majorana. In D space-
time dimensions, these spinors have 12 × 2bD/2c complex degrees of freedom. In five dimensions,
this corresponds to four off-shell real degrees of freedom for each fermionic particle. On-shell,
the Dirac equation will halve this to two. In order to build correctly balanced N = 2 multiplets,
we require a pair of symplectic Majorana spinors, transforming as a doublet under the SU(2)
R-symmetry group of the five-dimensional superalgebra.
Armed with the knowledge of this change to spinor representations, we could then proceed
with the multiplet calculus as in four dimensions; first constructing the superalgebra, and then
considering the possible irreps. For our purposes, we will only be interested in the on-shell mass-
less gravity and vector multiplets. To avoid repeating the analysis of Section 3.1.1, we simply
provide a summary of the final results here and check that they are indeed supersymmetric. For
this we rely on the following formulae for the on-shell real degrees of freedom of various massless
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fields in D dimensions [85]:
graviton, gµν :
1
2D(D − 3) ,
fermion, λ : 2bD/2c− ,
gravitino, ψµ : 2bD/2c−(D − 3) ,
p-form gauge field, A[p] :
(
D − 2
p
)
, (3.6)
where
 =

0 for Dirac fermion,
1 for (symplectic) Majorana or Weyl fermions.
The N = 2 vector multiplet in five dimensions consists of a U(1) gauge field, Aˆµˆ, a real scalar,
φ, and an SU(2) doublet of symplectic Majorana spinors, λi [27, 87]. Notice that we have
introduced a ‘hat’ on five-dimensional spacetime indices to distinguish them from those in four
dimensions. To verify the field content we can compare the bosonic and fermionic degrees of
freedom. On the fermionic side there are 2× 12 × 2b
5
2 c = 4 on-shell fermionic degrees of freedom.
Accounting for the gauge redundancy and the on-shell condition, the gauge boson contributes
three real degrees of freedom whilst the real scalar contributes just one. Consequently, the
multiplet is genuinely supersymmetric and, furthermore, this highlights an important difference
between vector multiplets in different dimensions: the four-dimensional scalars are complex and
the five-dimensional scalars are real.
The N = 2 gravity multiplet in five dimensions contains the graviton, gˆµˆνˆ , a gauge field,
Aˆµˆ, called the graviphoton and an SU(2) doublet of gravitini, ψiµˆ [27, 87]. Again, counting the
on-shell degrees of freedom, we have 5+3 = 8 on the bosonic side and 2×4 = 8 on the fermionic
side.
Note that since we derived the four-dimensional multiplets explicitly from the multiplet
calculus they are guaranteed to be supersymmetric. However, if we wanted to, we could double
check this using the above counting of degrees of freedom.
3.1.3 N = 2 supergravity actions
In this section we summarise the construction of actions for the coupling of vector multiplets
to N = 2 supergravity in either four or five dimensions. These shall form the starting point for
finding solutions in Chapters 4 and 5. Following the literature we first introduce the action for
a rigid superconformal theory, before gauging it to get a locally superconformal theory [77, 88].
We then explain how gauge equivalence can be used to obtain the physical Poincare´ supergravity
theory. In fact, for practical applications in later chapters, we will prefer to work in the gauge
equivalent superconformal formalism. The reason being that in five (resp. four) dimensions it
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leads to the linear (resp. symplectic) symmetry of the field equations being manifest at the level
of the Lagrangian.
We are also interested in the structure of the Lagrangian for theories describing hypermul-
tiplets coupled to supergravity in three, four or five dimensions, for which the bosonic part is
always the same.
In this thesis, we are only interested in bosonic field configurations representing the long-
range fields of black holes, gravitational waves etc [89], and we can therefore set all the fermionic
degrees of freedom to zero and consider purely bosonic Lagrangians.20 A consistent truncation is
a truncation of the field content for which the solutions of the truncated theory are also solutions
of the full untruncated theory. It can be seen by inspection that switching off the fermions is
always a consistent truncation.
We shall pay particular attention to the scalar fields in these Lagrangians. The dynamics of
the scalar fields are especially interesting: they are encoded in the scalar coupling matrix which
generates a so-called non-linear sigma model (see Appendix B.1) that maps from the spacetime
to a certain target manifold. As we shall see, the target manifolds that appear all have special
geometries of the types discussed in Chapter 2.
Gauge equivalence
Theories with extended supergravity typically involve large numbers of fields. For example, in
both four and five dimensions, we have seen that each supercharge has four real components
and thus the number of degrees of freedom will grow exponentially with N . Even with N = 2
the construction of such theories can be very complicated. As mentioned above, we rely on a
systematic construction using the gauge equivalent superconformal formalism. The supercon-
formal theory has a larger symmetry group, allowing for more stringent requirements on the
transformation rules and altogether simpler expressions. For this reason we prefer to work with
the superconformal actions when finding solutions, but we bear in mind that a suitable gauge
choice will always allow us to recover Poincare´ supergravity.
To perform this procedure in detail forN = 2 supergravity would be too much of a digression.
Instead, we illustrate the procedure using a simple non-supersymmetric example, and then
highlight the key steps for the case involving N = 2 supergravity. For our prototypical example
we choose a gauge equivalent, scale-invariant rewriting of the Einstein-Hilbert action. The
Einstein-Hilbert action in D dimensions is
SEH = −
∫
dDx
1
2κ2
√−gR . (3.7)
Let us introduce so-called Weyl rescalings (or dilatations) with parameter Λ(x) under which we
20We observe only macroscopic bosonic fields in nature. Although technically there is nothing illegal with
truncating the bosons and considering only non-vanishing fermions [89].
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have the following transformation rules [90]
δgµν = −2Λgµν ,
δ(
√−g) = −DΛ√−g ,
gµνδRµν = −2(D − 1)Λ , (3.8)
and  = DµDµ is the d’Alembertian. Using these, it can be shown [90]
δSEH = −
∫
dDx
1
2κ2
√−g ((2−D)ΛR− 2(D − 1)Λ) . (3.9)
This is clearly not invariant under local scale transformations. We can find a gauge-equivalent,
scale-invariant action by introducing a compensating real scalar field a, which transforms under
dilatations as
δa = 12(D − 2)Λa .
Using this and the above transformations (3.8), it is straightforward to check that the action
S˜EH = −
∫
dDx
1
2
√−g
(
a2R− 4(D − 1)
D − 2 ∂µa∂
µa
)
, (3.10)
is invariant under local scale transformations.
Both theories are equivalent, because the extra degree of freedom a is balanced by the
additional symmetry. It is important to recognise that the original action (3.7) can be recovered
from the new action (3.10), by setting a scale for the theory by means of the dilatation gauge
(or D-gauge) fixing condition
a(x) = κ−1.
As we shall see below, the gauge-equivalence between the superconformal and Poincare´ super-
gravity theories is analogous. We must add additional fields, known as conformal compensators
which reside in compensating supermultiplets, to the Poincare´ supergravity action to compensate
for the action not being invariant under the full superconformal symmetry group.
Five-dimensional vector multiplet action
The bosonic Lagrangian for a rigid superconformal theory of n(5)V + 1 vector multiplets is built
from the field content described in Section 3.1.2 and is given as [87]
L5 = −34gij(h)∂µˆh
i∂µˆhj − 14gij(h)F
i
µˆνˆF j|µˆνˆ +
κ5
6
√
6
cijk
µˆνˆρˆσˆλˆF iµˆνˆF jρˆσˆAkλˆ , (3.11)
where we continue the practice of placing hats on five-dimensional spacetime indices µˆ, νˆ, . . . ,
and at the same time label the vector multiplets using i, j = 1, . . . , n(5)V + 1. We have deliber-
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ately picked this number of vector multiplets in anticipation that one of them will later become a
conformal compensator. It is explained in [7] that five-dimensional supersymmetry transforma-
tions allow the most general Lagrangian to contain a Chern-Simons term, where the coefficients
cijk = ∂
3
∂hi∂hj∂hk
H(h) are the third derivatives of a Hesse potential. By construction, the cijk
are totally symmetric, and moreover they are constant due to gauge invariance, so that H(h)
is a polynomial of degree at most three [7, 87]. Superconformal invariance requires the Hesse
potential to be a homogeneous degree three function of the scalar fields.
There are n(5)V +1 superconformal real scalars which are subject to real scale transformations
hi 7→ λhi, λ ∈ R+. The scalar kinetic term itself forms a non-linear sigma model to a CASR
manifold M with metric gij(h) and coordinates hi. By supersymmetry, the vector coupling is
also gij . As noted in Section (2.2), the CASR metric g has Lorentzian signature (− + · · ·+)
with the negative eigendirection along the radial direction of the cone. This is the direction of
the homothety ξ which generates the scale transformations.
We can then consider gauging the superconformal symmetry group. To do this we in-
troduce the Weyl multiplet
(
eµˆ
aˆ, ωaˆbˆµˆ , bµˆ, fµˆ
aˆ,Vµˆij , ψµˆi, φµˆi
)
containing the gauge fields for the
five-dimensional superconformal symmetry transformations [27, 91]. In order to retain invari-
ance under all of these transformations, we also require a compensating vector multiplet and
hypermultiplet. We can use a field dependent linear combination of the n(5)V +1 vector multiplets
of (3.11) for this role and formulate the following Lagrangian for n(5)V physical vector multiplets
coupled to N = 2 conformal supergravity
e−15 L5 = −
1
2H(h)R(5) −
3
4H(h)gij(h)∂µˆh
i∂µˆhj − 14aij(h)F
i
µˆνˆF j|µˆνˆ
+ κ5
6
√
6
e−15 cijk
µˆνˆρˆσˆλˆF iµˆνˆF jρˆσˆAkλˆ , (3.12)
The Hesse potential is precisely the linear combination of vector multiplet scalars mentioned
above, introduced as a dilatation compensator to ensure the action is scale invariant. We remark
that the discussion here is a bit simplified since we are ignoring the hypermultiplet contribution
to the coefficient of the Einstein-Hilbert term [92]. However, for our purposes, we merely require
that (3.12) be gauge equivalent to Poincare´ supergravity which is certainly the case, as we shall
soon demonstrate.
Importantly, the Weyl multiplet contains the gauge field for translations eaˆµˆ, which is to
be identified with the five-dimensional vielbein. It is this gauging of translational symmetry
that introduces the Einstein-Hilbert term. In other words, local translations are identified
with spacetime diffeomorphisms, producing the gravitational degrees of freedom. We further
note that in the process of integrating out the auxiliary fields from the Lagrangian, the vector
coupling changes from gij = ∂
2H
∂hi∂hj
to aij as defined in (2.36). The Lagrangian contains n(5)V + 1
vector fields and we interpret n(5)V of them as being from physical vector multiplets, whilst the
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(n(5)V + 1)’th is the graviphoton which is singled out as being a scalar under the linear group
action, hiF iµν = TGPµν [77].
Currently, despite the presence of gravity, the theory is still conformally invariant and con-
tains no length scale. This will be introduced later via the Hesse potential H(h) which is playing
the role of a conformal compensator in (3.12). The target manifold is still a CASR manifold M
with metric g and coordinates hi. We observed in Section 2.2 that both metrics g and a pull-back
to the same PSR metric; however a is a product metric and not a cone metric so we prefer to
leave things in terms of g for the time being.21 More details on our choice of conventions for the
Einstein-Hilbert term can be found in Appendix A.
Analogous to the simple example we saw earlier involving the Einstein-Hilbert action, the
above superconformal Lagrangian is gauge equivalent to the Lagrangian for a theory of n(5)V
vector multiplets coupled to N = 2 Poincare´ supergravity in five dimensions. We obtain the
physical theory by simply imposing a suitable gauge fixing condition. In this case, we use the
following D-gauge condition to set a scale for the theory, thus breaking dilatation symmetry and
bringing the Einstein-Hilbert term to its canonical form [92]
H(h) = cijkhihjhk = κ−25 .
Applying the D-gauge to (3.12) leads to the following Lagrangian for the physical theory
e−15 L5 = −
1
2κ25
R(5) −
3
4κ25
gxy(φ)∂µˆφx∂µˆφy − 14aij(h)F
i
µˆνˆF j|µˆνˆ
+ κ5
6
√
6
e−15 cijk
µˆνˆρˆσˆλˆF iµˆνˆF jρˆσˆAkλˆ , (3.13)
where κ25 = 8piG5 and x, y = 1, . . . , n
(5)
V . This represents the Lagrangian of n
(5)
V vector multiplets
coupled to the supergravity multiplet, which is where the graviphoton now resides. The scalar
fields φx parametrize an n(5)V -dimensional PSR target manifold H with metric obtained by the
pull-back of either CASR metric
(gH)xy = ι∗(a)xy = ι∗(g)xy . (3.14)
The definition of this metric relies on an embedding ι : H ↪→ M where M is the (n(5)V + 1)-
dimensional CASR target manifold of the locally superconformal theory above. As seen in
Section 2.2, the special real coordinates hi = (h0, hx) on the CASR manifold allow us to form
projective coordinates on the PSR using the ratios
φx = h
x
h0
.
21The conic property is a property of the metric not of the manifold. (M, g) is conical because of the existence
of a homothety ξ satisfying Lξg = 3g, whereas for the metric a this becomes an isometry Lξa = 0.
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As discussed in Section 2.2, the PSR manifoldH appears as a particular level set inside the CASR
manifold after projecting out the negative eigendirection. As such, both the scalar coupling gxy
and the vector coupling aij have positive definite signature as required by positive definiteness of
kinetic energy. Conversely, requiring positive definiteness of physical couplings fixes the CASR
metric g to have Lorentzian signature.
It is clear from (2.36) that specifying the Hesse potential H(h), i.e. specifying the number
of vector multiplets n(5)V as well as the coefficients cijk, fixes the vector kinetic metric a and
thus, from (3.14), this completely determines all coupling matrices, and all dynamics of the
five-dimensional Lagrangian (3.13). The gauge equivalence of (3.13) and (3.12) implies that
after imposing D-gauge the fields hi only represent n(5)V rather than n
(5)
V + 1 independent real
degrees of freedom. This is seen by observing that,
aij∂µˆh
i∂µˆhj
∣∣∣
D
= gxy∂µˆφx∂µˆφy .
For practical purposes, it is often more convenient to work ‘upstairs’ with the locally super-
conformal Lagrangian; here every object carrying CASR indices i, j behaves tensorially under
the natural action of the general linear group. The action of this group extends to the up-
stairs equations of motion making them easier to work with. We therefore choose to impose the
D-gauge condition on (3.12) and work with the following Lagrangian for constructing solutions
e−15 L5 = −
1
2κ25
R(5) −
3
4κ25
aij(h)∂µˆhi∂µˆhj − 14aij(h)F
i
µˆνˆF j|µˆνˆ
+ κ5
6
√
6
e−15 cijk
µˆνˆρˆσˆλˆF iµˆνˆF jρˆσˆAkλˆ , (3.15)
where it is understood that the D-gauge is to be imposed. As such, it doesn’t matter which scalar
coupling we use since, as seen in (3.14), they both pull-back to (gH)xy. Therefore, we choose
the metric aij for both to treat the scalars and vectors on an equal footing. It is important to
stress that all couplings continue to be completely determined by the Hesse potential.
Four-dimensional vector multiplet action
The coupling of four-dimensional N = 2 supergravity to n(4)V vector multiplets can be found
in [27, 93]. Here we use the conventions of [53] and present in parallel the Lorentzian and
Euclidean theories by using a parameter 1 defined as:
1 =

−1 if D = 1 + 3,
+1 if D = 0 + 4.
Using the superconformal calculus, we follow the same construction as in five dimensions
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and begin with the bosonic Lagrangian for a rigid superconformal theory of n(4)V + 1 vector
multiplets.22 From the vector multiplet field content described in Section 3.1.1, this is given
by [88]
L4 = i1
(
∂µFI∂
µX¯I − ∂µF¯I∂µXI
)
+ i14 FIJF
−I
µν F
−J |µν − i14 F¯IJF
+I
µν F
+J |µν
= −NIJ∂µXI∂µX¯J + i14 FIJF
−I
µν F
−J |µν − i14 F¯IJF
+I
µν F
+J |µν , (3.16)
where µ, ν are four-dimensional spacetime indices and I, J = 0, . . . , n(4)V label the vector multi-
plets. We have again picked n(4)V + 1 of them in anticipation that one will become a conformal
compensator. F+I and F−I are, respectively, the self-dual and anti-self-dual parts of the field
strengths F I defined such that ?F+Iµν = −i1F+Iµν and ?F−Iµν = +i1F−Iµν [77]. The coefficients
FI = ∂F∂XI , FIJ =
∂2F
∂XI∂XJ
are derivatives of a holomorphic function of the scalar fields, F (X),
known as the prepotential. In four dimensions, superconformal invariance of the Lagrangian
requires the prepotential be a homogeneous of degree two function.
Using the chain rule, the first term in (3.16) can be rewritten as a scalar kinetic term
with coupling NIJ = −i1(FIJ − F¯IJ). As seen in (2.37), NIJ is in fact an 1-Ka¨hler metric with
signature (−−+ · · ·+) on a target manifoldN parametrized by the n(4)V +1 superconformal (para-
)complex scalar fields XI . Since the Ka¨hler potential is related to the prepotential by (2.37),
and the prepotential is required to be homogeneous degree two, the scalar manifold N is in
fact a CAS1K manifold [88]. As such, the theory is invariant under C∗1 transformations of the
scalars.
We then gauge the superconformal symmetry group which again involves the addition of
the Weyl multiplet
(
eµ
a, ωabµ , bµ, fµ
a,Vµij , AU(1)Rµ , ψµi, φµi
)
as well as a compensating vector
multiplet and hypermultiplet. Note that the four-dimensional Weyl multiplet contains a U(1)R
connection that was not present in five dimensions due to the different R-symmetry groups.
Using a field dependent linear combination of the n(4)V + 1 vector multiplets of (3.16) for this
role, we find the following Lagrangian for n(4)V vector multiplets coupled to N = 2 conformal
supergravity [77]
e−14 L4 =
1
2e
−K(X)R(4) − e−K(X)gIJ∂µXI∂µX¯J +
1
4e
−K(X)∂µK∂µK
+ i14 N¯IJF
−I
µν F
−Jµν − i14 NIJF
+I
µν F
+Jµν . (3.17)
As before, gravity has appeared through the identification of local translations with spacetime
diffeomorphisms. This introduces the Einstein-Hilbert term, which is non-canonical since it
appears multiplied by e−K(X) = −NIJXIX¯J = −i1(XI F¯I−FIX¯I) which is the compensator for
22Actually, the full superconformal Lagrangian (including fermions) has not been worked out for the Euclidean
case but it is shown in [53] that the geometrical quotient can be consistently extended to the para-complex case,
meaning we can trust the bosonic Lagrangian.
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dilatations formed using a linear combination of vector multiplet scalars [88,94]. See Appendix A
for more details on our conventions for the Einstein-Hilbert term.
We have also integrated out the auxiliary U(1)R gauge field from the superconformal covari-
ant derivative, which generates the second and third terms appearing in (3.17) from the scalar
kinetic term in (3.16). Notice that they also come accompanied by the compensator e−K(X)
as shown in [94]. The XI continue to parametrize the CAS1K manifold N , but the coupling
matrix of the scalar kinetic term in (3.17) is now the degenerate CAS1K tensor field gIJ defined
earlier in (2.38).
The CAS1K metric NIJ had two negative eigendirections corresponding to the vector fields
ξ and Jξ which sweep out a C∗1 cone over a PS1K base manifold as reviewed in Section 2.3.
Thus, integrating out the U(1)R gauge field results in the scalar coupling changing from the
CAS1K metric NIJ to the tensor field gIJ that is projectable onto the PS1K manifold [88].
Regarding the vector kinetic terms, it is explained in [77] how the integrating out of the aux-
iliary T -field results in the field strength terms assuming the form of the second line in (3.17)
where the gauge field coupling matrix NIJ = RIJ + i1IIJ is then given in terms of the prepo-
tential F and CAS1K metric N (given in (2.37)) as [53]
NIJ(X, X¯) = F¯IJ(X¯)− 1i1
(N¯X)I(N¯X)J
XN¯X
. (3.18)
Once again, the superconformal Lagrangian (3.17) is gauge equivalent to the Lagrangian for
a theory of n(4)V vector multiplets coupled to Lorentzian/Euclidean N = 2 Poincare´ supergravity
in four dimensions. Again, we obtain the physical theory using an appropriate gauge fixing
condition to break the dilatation symmetry. This involves the following D-gauge condition to
set a scale for the theory, thus breaking dilatation symmetry and bringing the Einstein-Hilbert
term to its canonical form
e−K(X) = −i(XI F¯I − FIX¯I) = κ−24 . (3.19)
Applying the D-gauge to (3.17) and rewriting the gauge field terms using the basis (F I , F˜ I)
instead of (F+I , F−I) that we were using previously gives the following Lagrangian for the
physical theory
e−14 L4 = −
1
2κ24
R(4) −
1
κ24
g¯AB¯(z, z¯)∂µzA∂µz¯B¯ +
1
4F
I
µνG˜
µν
I
= − 12κ24
R(4) −
1
κ24
g¯AB¯(z, z¯)∂µzA∂µz¯B¯ +
1
4IIJF
I
µνF
J |µν + 14RIJF
I
µνF˜
J |µν , (3.20)
where κ24 = 8piG4 and A,B = 1, . . . , n
(4)
V , and we have introduced the dual (magnetic) field
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strengths
GµνI = RIJF J |µν − IIJ F˜ J |µν ,
involving the components of the Hodge dualisation of the (electric) field strength
(?F I)µν =: F˜ Iµν =
1
2εµνρσF
I|ρσ . (3.21)
This is the Lagrangian of n(4)V vector multiplets coupled to the supergravity multiplet, which is
where the graviphoton now resides. As in five dimensions, the graviphoton is singled out using
a particular linear combination of gauge fields that form the symplectic scalar [88]
T− GPµν = XIG−I|µν − FIF−Iµν .
The scalar fields zA parametrize an 2n(4)V -dimensional PS1K target manifold N¯ obtained by the
Ka¨hler quotient of the 2(n(4)V + 1)-dimensional CAS1K target manifold of the locally supercon-
formal theory in (3.17). The quotient induces a natural metric g¯AB¯ on N¯ , whose horizontal lift
is gIJ [54],
pi : N → N¯ , pi∗(g¯AB¯) = gIJ .
As seen in Section (2.3), the special holomorphic coordinates XI = (X0, XA) on the CAS1K
manifold allow us to define special inhomogeneous (or projective) coordinates on the PS1K
manifold using the ratios
zA = X
A
X0
.
Following conventions in the literature we distinguish between holomorphic indices A and anti-
holomorphic indices A¯ when working with the physical scalars zA despite making no such dis-
tinction when working with the superconformal scalars XI [88]. The PS1K metric g¯ is positive
definite since it is the projection of the CAS1K tensor field g which was positive definite along
the directions horizontal to the C∗1 action that we project out. Conversely, requiring g¯AB¯ be
positive definite for physicality forces gIJ to be positive definite horizontally and null vertically,
as well as NIJ to have signature (−−+ · · ·+). Furthermore, this particular signature of NIJ is
known to make NIJ positive definite [54] as required for positive definite vector kinetic energy.
The gauge equivalence of (3.20) and (3.17) means that after imposing D-gauge the scalar fields
XI only represent 2n(4)V rather than 2(n
(4)
V + 1) independent real degrees of freedom. In other
words,
gIJ∂µX
I∂µX¯J
∣∣∣
D
= g¯AB¯∂µzA∂µz¯B¯ .
For practical purposes, we again prefer to work upstairs with the locally superconformal
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Lagrangian
e−14 L4 = −
1
2κ24
R(4) −
1
κ24
gIJ∂µX
I∂µX¯J + 14IIJF
I
µνF
J |µν + 14RIJF
I
µνF˜
J |µν . (3.22)
We prefer to work with this since, as explained in [77, 88, 90], although the physical La-
grangian (3.20) is not itself invariant under symplectic transformations, the field equations
it generates are. These transformations generalise the electric-magnetic duality of Maxwell’s
theory. It is explained that (F Iµν , GI|µν) and (XI , FI) transform linearly as symplectic vectors,
whilst FIJ , NIJ ,NIJ transform fractionally linearly and i(XI F¯I − FIX¯I) transforms as a sym-
plectic scalar [88]. This means that every object in (3.22) that carries CAS1K indices I, J, . . .
transforms either linearly or fractionally linearly under symplectic transformations. This means
there is a natural action of the symplectic group on the upstairs equations of motion that makes
them easier to work with.
However, the holomorphic prepotential does not transform as a scalar and the fractional
linear transformations of certain objects means we lack full, tensorial behaviour. This is only
introduced if we choose to work with the real formulation of special geometry as introduced
in Section 2.3. Note that whilst we gauged the full C∗1 action, we have only gauge-fixed local
dilatations (using the D-gauge condition to set a scale for the theory) and have left the U(1)R
action unfixed. This amounts to working on the Sasakian manifold U(1) principal bundle over
the PS1K manifold parametrized by the physical scalars. To perform calculations using the
genuine physical scalars we must also gauge fix this U(1)R action. However, it can be shown
geometrically that fixing a U(1)R gauge necessarily requires us to sacrifice manifest symplectic
covariance, and we therefore postpone this step and solve the equations of motion upstairs
where we have covariant behaviour. Later, when building four-dimensional solutions, we restrict
to purely imaginary field configurations which forces us to fix a U(1)R gauge, which we do using
the constraint
Im(X0) = 0 . (3.23)
Regardless of whether we choose to work with the physical Lagrangian (3.20) or the gauge-
equivalent version (3.22), it is clear that all couplings and dynamics are fixed once the prepo-
tential is specified.
Hypermultiplet action
Finally, we will also encounter N = 2 hypermultiplets in this thesis. These consist of four real
scalar fields and two spinors. This field content is unaffected by dimensional reduction and the
only difference is to do with the representations of the spinors in different dimensions. Since we
are only concerned with the bosonic fields, we will not be sensitive to this, and thus the bosonic
action for nH hypermultiplets coupled to N = 2 supergravity in five, four or three dimensions
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is identical. In four dimensions, the bosonic Lagrangian is
e−14 L4 = −
1
2κ24
R(4) −
1
4FµνF
µν − huv(q)∂µqu∂µqv , (3.24)
where κ24 = 8piG4 and where R(4) and e4 are the 4-dimensional Ricci scalar and vielbein de-
terminant respectively. We use X,Y = 1, . . . , 4nH to label the hypermultiplet scalars, and Fµν
is the field strength of the graviphoton Aµ. It was demonstrated in [6] that local supersym-
metry requires the scalar fields to parametrize a quaternionic-Ka¨hler manifold as discussed in
Section 2.4.3.
An interesting observation is that the three-dimensional action can be obtained by dimen-
sional reduction of (3.24). In this case the bosonic degrees of freedom in the four-dimensional
gravity multiplet can be repackaged and replaced by an additional hypermultiplet in the three-
dimensional description by making use of Hodge duality.
We will not comment on the superconformal hypermultiplet Lagrangian as we did for the
vector multiplet Lagrangian (which is more important to the work of later chapters) but refer
interested readers to [65].
3.2 Dimensional reduction
We now introduce the technique of dimensional reduction which will play a fundamental role
throughout this thesis. In particular, we are interested in the reduction of a (D+1)-dimensional
Einstein-Maxwell theory with action
S = SEH + Sgauge =
∫
dD+1xeˆ
[
−Rˆ2 −
1
2(p+ 1)! Fˆµˆ1...µˆp+1Fˆ
µˆ1...µˆp+1
]
, (3.25)
where ‘hats’ refer to (D + 1)-dimensional quantities, and eˆ = det(eˆ) is the determinant of the
(D + 1)-dimensional vielbein. Throughout this section, we continue working in conventions
where the Einstein-Hilbert term appears in the Lagrangian with a minus sign, as explained in
Appendix A. In what follows, we shall describe the dimensional reduction of the action (3.25)
based on [44,95] and a set of unpublished notes by Ulrich Theis.
3.2.1 The Kaluza-Klein tower
In this thesis we only discuss dimensional reduction over circles S1 and tori Tn = S1× · · · ×S1.
As such it is sufficient to outline the procedure for an S1 reduction of the x0 dimension. Let
us first consider the effect on a (D + 1)-dimensional field Φ(xµˆ): we can see this by making the
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following Fourier expansion
Φ(xµˆ) = Φ(x0, xµ) =
∑
n
φn(xµ)einx
0/R , (3.26)
where R is the S1 radius. Clearly, we have an infinite tower of D-dimensional Fourier modes
φn(xµ) with masses |n|/R. In the standard Kaluza-Klein prescription the ‘cylinder condition’ is
imposed; none of the (D + 1)-dimensional fields have a dependence on the internal coordinate
x0 [95]. This amounts to truncating the massive spectrum of the D-dimensional theory and
retaining only the massless fields, or φ0 in the above example. At first glance, this seems
undesirable but notice that as R→ 0 all masses diverge except that of φ0, and so this truncation
is equivalent to demanding that the S1 be incredibly small and essentially invisible to the
D-dimensional theory. In this case the massive modes will be too heavy to detect without
accelerators beyond intergalactic scales [95] and any dependence of the fields on x0 can be safely
neglected. For S1 reductions it can be shown that this is always a consistent truncation of the
(D + 1)-dimensional theory, but for reductions over general compact manifolds one needs to be
careful that interactions between massless modes don’t give rise to additional heavy modes [95].
3.2.2 Metric decomposition
Let us now elaborate on the reduction procedure. The first step is to make a suitable ansatz
for the (D + 1)-dimensional fields. The cylinder condition requires that the metric and gauge
fields appearing in (3.25) are independent of x0. We further assume the the (D+1)-dimensional
metric decomposes as
ds2(D+1) = −e2βφ
(
dx0 + Vµdxµ
)2
+ e−2αφds2(D) , (3.27)
where α and β 6= 0 are constants that will be completely fixed by the requirement that we reduce
from the (D + 1)-dimensional Einstein frame to the the D-dimensional Einstein frame.23 The
constant  is used to index the signature of the compact x0 dimension as follows,
 =

−1 if x0 space-like,
+1 if x0 time-like.
(3.28)
Looking at the corresponding (D + 1)-dimensional vielbein
eˆµˆ
aˆ =
 eβφ 0
eβφVµ e
−αφeµa
 , (3.29)
23The Einstein frame is defined such that the Einstein-Hilbert term in the Lagrangian has a constant coefficient.
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we see why the decomposition (3.27) was particularly suited to the underlying symmetries of
the theory since it splits the (D+ 1)-dimensional metric degrees of freedom into a Kaluza-Klein
scalar, φ (often called the dilaton), a Kaluza-Klein vector, Vµ, and a D-dimensional vielbein,
eµ
a [95].
3.2.3 Reduction of Einstein-Hilbert term
The (D + 1)-dimensional Einstein-Hilbert action is
SˆEH = −
∫
dD+1xeˆ12Rˆ ,
where eˆ is the determinant of the (D+1)-dimensional vielbein in (3.29). The (D+1)-dimensional
Hodge dual of the Ricci scalar is the top form
?ˆRˆ = eˆ(D + 1)!Rˆµˆ1...µˆD+1dx
µˆ1 ∧ · · · ∧ dxµˆD+1
= eˆRˆdx1 ∧ · · · ∧ dxD+1 = (−)tdD+1xeˆRˆ , (3.30)
where t is the number of time-like directions in the (D + 1)-dimensional metric. Working in a
dual basis {θˆaˆ}, this top form can be decomposed as
?ˆRˆ = 1(D − 1)! εˆaˆ1...aˆD+1Rˆ
aˆ1aˆ2 ∧ θˆaˆ3 ∧ · · · ∧ θˆaˆD+1 , (3.31)
where the curvature two-form is given in terms of the connection 1-form ωˆaˆbˆ by Cartan’s second
equation (2.18) as
Rˆaˆbˆ = dωˆaˆbˆ + ωˆaˆ
cˆ ∧ ωˆcˆbˆ .
The (D + 1)-dimensional action can be expressed in the language of differential forms as
SˆEH = −(−)t
∫ 1
2(D − 1)! εˆaˆ1...aˆD+1Rˆ
aˆ1aˆ2 ∧ θˆaˆ3 ∧ · · · ∧ θˆaˆD+1 .
Substituting the non-zero components of the curvature two-form one finds
SˆEH = −(−)(−)t
∫
dx0
∫ (
eφ
?R
2 +
1
4e
3φdV ∧ ?dV + d ? deφ
)
,
where ? represents the D-dimensional Hodge dual operator and  is defined in (3.28) to measure
the signature of the compact x0 direction. Note that the factor (−)(−)t tracks the number of
time-like directions in D dimensions. By normalising
∫
dx0 = 1 and ignoring the boundary term
produced from integrating the d ? deφ term, this reduces to the D-dimensional action
SEH = −(−)(−)t
∫
eφ
?R
2 +
1
4e
3φdV ∧ ?dV . (3.32)
CHAPTER 3. PRELIMINARY PHYSICS 57
We then make a conformal transformation to remove the non-constant eφ factor multiplying
the Ricci scalar and return to a D-dimensional Einstein frame at the expense of introducing a
kinetic term for the scalar φ. Writing the final result in terms of an integral over D spacetime
coordinates, we have
SEH =
∫
dDxe
(
−R2 −
D − 1
2(D − 2)∂µφ∂
µφ+ 18e
2D−2
D−2 φVµνV
µν
)
, (3.33)
where e is the determinant of the D-dimensional vielbein. Notice that the (−)(−)t has dis-
appeared when we translate back from differential forms to spacetime coordinates in a similar
fashion to (3.30). Furthermore, the conformal rescaling and normalisation procedures above are
equivalent to choosing
α = 1
D − 2 , β = 1, (3.34)
in the reduction ansatz (3.27).
To summarise, the reduction of pure (D + 1)-dimensional gravity renders a D-dimensional
system in which certain degrees of freedom of the (D+1)-dimensional metric (3.27), known as the
Kaluza-Klein scalar, φ, and Kaluza-Klein vector, V = Vµdxµ, become coupled to D-dimensional
gravity.
3.2.4 Reduction of the gauge field term
Dimensional reduction
The (D + 1)-dimensional action for a p-form gauge field Aˆ[p] is
Sˆgauge =
∫
dD+1xeˆ
(
− 12(p+ 1)! Fˆµˆ1...µˆp+1Fˆ
µˆ1...µˆp+1
)
,
where Fˆ[p+1] = dAˆ[p] is the corresponding (p + 1)-form field strength. This action can be
rewritten in terms of differential forms as
Sˆgauge = (−)t
∫
−12 Fˆ[p+1] ∧ ?ˆFˆ[p+1] .
Let us begin by noting that any p-form gauge field in (D+ 1) dimensions can be decomposed as
Aˆ[p] =
1
p! (Aˆ[p])µˆ1...µˆpdx
µˆ1 ∧ · · · ∧ dxµˆp
= 1
p! (Aˆ[p])µ1...µpdx
µ1 ∧ · · · ∧ dxµp + p
p! (Aˆ[p])0ν1...νpdx
0 ∧ dxν1 ∧ · · · ∧ dxνp−1 , (3.35)
where we have split the expression into a sum of terms with and without dx0. By defining
(A[p])µ1...µp := (Aˆ[p])µ1...µp , (A[p−1])µ1...µp−1 := (Aˆ[p])0µ1...µp−1 ,
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it is then possible to decompose the (D+ 1)-dimensional gauge fields in terms of D-dimensional
gauge fields as
Aˆ[p] = A[p] + dx0 ∧ A[p−1] .
Using this we can then perform the dimensional reduction itself. A rather lengthy calculation
demonstrates how the action can be rewritten as
Sˆgauge = −(−)t
∫
dx0
∫
e(2p+2−D)αφ
[
e−(β+2α)φ
1
2F[p] ∧ ?F[p]
−eβφ 12
(
F[p+1] − V ∧ F[p]
)
∧ ?
(
F[p+1] − V ∧ F[p−1]
)]
,
where t is the number of time-like directions in (D+ 1) dimensions and, to reiterate, ? is the D-
dimensional Hodge star operator and we have used F[p+1] = dA[p]. At this point, we can simply
integrate out the x0 direction (normalised such that
∫
dx0 = 1) and arrive at an expression for
the D-dimensional gauge field action.
However, we notice that this D-dimensional action contains naked gauge fields (we shall
see in Section 3.2.5 that the Kaluza-Klein vector becomes a D-dimensional gauge field after
reduction). Following the language of [53], we shall refer to the D-dimensional gauge fields
A[p],A[p−1] as ‘bare gauge fields’ since when working them, it is not possible to package all the
gauge degrees of freedom into field strengths, and thus gauge invariance of the D-dimensional
action is not manifest. However, following [36,37,95] we can introduce the p-form gauge field
A[p] = A[p] − V ∧ A[p−1],
or Aµ = Aµ −A0Vµ, for the particular case of a 1-form. (3.36)
such that the dimensionally reduced action can be written in terms of manifestly gauge invariant
field strengths F[p+1] = dA[p] as,
Sgauge = −(−)t
∫
e(2p−D)αφ−βφ
1
2F[p] ∧ ?F[p] − e
(2p+2−D)αφ+βφ 1
2F[p+1] ∧ ?F[p+1] .
As before, we wish to rewrite this in terms of spacetime coordinates. Following (3.30) and
expanding the Hodge star, we introduce a factor of (−)(−)t in D dimensions. This will absorb
the overall factor of (−)t, and by using 2 = +1, we arrive at
Sgauge =
∫
dDxe
[
− 12(p+ 1)!e
(2p+2−D)αφ+βφFµ1...µp+1F
µ1...µp+1
+ 12p!e
(2p−D)αφ−βφFµ1...µpFµ1...µp
]
, (3.37)
where α and β depend on the Einstein-Hilbert reduction and should be fixed according to (3.34).
In summary, the reduction of the (D+1)-dimensional action for p-form gauge fields produces
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a D-dimensional action for both p-form and (p − 1)-form gauge fields. For the particular case
of p = 1 the reduction will generate a gauge field term for Aµ and a scalar kinetic term for A0,
i.e. a kinetic term for the (scalar) components of the (D + 1)-dimensional gauge fields in the
compact direction.
3.2.5 Kaluza-Klein charge quantization
In this section, we examine how dimensional reduction can introduce an electric charge to the
lower dimensional theory. This was originally discovered by Kaluza [96] and then developed by
Klein [97]. The main idea of Kaluza was to obtain four-dimensional Einstein-Maxwell theory
from a five-dimensional theory of pure gravity. In Section 3.2.3 we saw that dimensionally
reducing the Einstein-Hilbert term produces a kinetic term for the Kaluza-Klein vector, VµνV µν .
This looks like another field strength term and we shall now investigate how it is able to support
an electric charge.
We first consider the following decomposition of the five-dimensional metric
ds2(5) = gˆµˆνˆdxµˆdxνˆ = (dx0 + Vµdxµ)2 + gµνdxµdxν , (3.38)
from which we find the five-dimensional geodesic equation
x¨µˆ + Γˆµˆνˆρˆx˙νˆ x˙ρˆ = 0 . (3.39)
Because the metric (3.38) is independent of x0 we can identify k = ∂0 as a Killing vector.
Consequently, the following quantity must be conserved along geodesic worldlines,
k · x˙ = x˙0 + Vµx˙µ. (3.40)
The four-dimensional equations of motion follow from (3.39) as
0 = x¨µ + Γˆµνˆρˆx˙νˆ x˙ρˆ = x¨µ + Γˆµνρx˙ν x˙ρ + 2Γˆµν0x˙ν x˙0 + Γˆµ00x˙0x˙0
= x¨µ + Γµνρx˙ν x˙ρ − FµνVρx˙ν x˙ρ − Fµν x˙ν x˙0
= x¨µ + Γµνρx˙ν x˙ρ − Fµν x˙ν
(
Vρx˙
ρ + x˙0
)
, (3.41)
where Fµν = ∂µVν − ∂νVµ and we expanded the five-dimensional Christoffel symbols according
to (43.10) of [44]. To reiterate, this particular piece of the five-dimensional geodesic equation
implies
x¨µ + Γµνλx˙ν x˙λ =
(
Vρx˙
ρ + x˙0
)
Fµν x˙
ν . (3.42)
Notice that we have not said anything yet about dimensional reduction. We have merely taken
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the four-dimensional µ components of the 5-dimensional geodesic equation. We can then com-
pare (3.42) with the following four-dimensional equation of motion for a gravitational field with
an electromagnetic source
x¨µ + Γµνρx˙ν x˙ρ =
Q
m
Fµν x˙
ν . (3.43)
Clearly, in order to recover the Lorentz Law we must identify the integral of motion with the
ratio of charge to mass as follows [98]
x˙0 + Vµx˙µ =
Q
m
. (3.44)
If we write the four-dimensional line element as dτ2 = gµνdxµdxν , where τ is the four-dimensional
proper time, we can divide (3.38) by dτ2 to obtain
ds2(5)
dτ2
=
(
x˙0 + Vµx˙µ
)2
+ 1 = U0U0 + UµUµ . (3.45)
where Uµ = dxµdτ and U0 =
dx0
dτ can be thought of as the velocities with respect to the four-
dimensional spacetime. Since gˆ00 = 1 from (3.38), we know that U0 = U0, and (3.45) then
identifies the velocity in the x0 direction, as measured by the four-dimensional spacetime, as
being
U0 = dx
0
dτ
= x˙0 + Vµx˙µ, (3.46)
which we recall from (3.40) as being a constant of motion. We can substitute (3.46) into (3.44)
and cross multiply the mass to find that the momentum in the x0 direction as measured by the
four-dimensional metric is constant and given by
P 0 = Q . (3.47)
This appears to demonstrate how the four-dimensional forces of gravity and electromagnetism
can be unified via pure gravity in a higher dimension. In particular, diffeomorphism invariance
around the compact S1 generates the U(1) symmetry group of electromagnetism. Furthermore,
we gain a geometric understanding of the motion of charged particles: charge corresponds to
momentum in the fifth dimension and particles of different charge move differently to one another
because of their different initial momenta in the x0 direction [44].
The above analysis does have some problems such as the reliance on Kaluza’s so-called
‘cylinder condition’ that the metric components be independent of x0. As noted already, this
seems somewhat unnatural and a priori there doesn’t appear to be any justification for this.
Of course, we must employ Klein’s resolution that the x0 dimension is closed, periodic and
sufficiently small that we can safely neglect any potential contributions to the metric. This
compactification introduces a quantisation of the electric charge. We can see this by making the
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identification
x0 ∼ x0 + 2pir0,
where r0 is the parametric length of the S1. Consequently, we not only find that compactification
forces us to truncate the massive modes as discussed in Section 3.2.1, but it also forces the
wavefunction of particles moving in the x0 direction to be standing waves on the circle. The
periodicity determines the allowed wavelengths to be [99]
λ = 2pir
0
N
, N ∈ Z+.
Using the De Broglie relation, the momentum carried by such particles around the x0 circle is
now quantized as follows
P 0 = h
λ
= hN2pir0 =
~N
r0
= N
r0
, N ∈ Z+, (3.48)
where we set ~ = 1 by choosing to work in natural units. Recalling (3.47), we see that
Q = N
r0
, N ∈ Z+, (3.49)
which explains the quantization of four-dimensional electric charge as integer multiples of a
fundamental electric charge, 1
r0 .
We emphasise that the Einstein-Maxwell theory is not a consistent truncation of higher
dimensional General Relativity [44].
3.3 The r-maps, c-maps and q-maps
We now want to apply the dimensional reduction technique to the Lagrangians for vector multi-
plets coupled to N = 2 supergravity in both five and four dimensions. This will be an important
part of our technique for generating black brane solutions in later chapters. In this section, we
review the field content and Lagrangian of the dimensionally reduced theory, as well as what
happens to the relevant target manifolds under reduction. As the calculations are quite lengthy,
we shall just outline the key steps and refer to the literature for full details.
3.3.1 Dimensional reduction of 5d, N = 2 supergravity and r-maps
We shall first consider the dimensional reduction of a theory of five-dimensional N = 2 super-
gravity coupled to n(5)V vector multiplets. At this point we adopt the notation of [53] and denote
the Kaluza-Klein scalar and Kaluza-Klein vector by σ and A0 respectively. Furthermore, since
we are starting with D + 1 = 5, (3.34) tells us to set α = 12 , β = 1 in the metric ansatz, such
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that (3.27) becomes
ds2(5) = −1e2σ(dx0 +A0)2 + e−σds2(4) , (3.50)
where we are using a parameter 1 to track the signature of the x0 direction that we will
compactify over. The dimensional reduction of (3.15) is performed in [53] and the resulting
four-dimensional Lagrangian is
e−14 L4 = −
1
2R(4) −
3
4∂µσ∂
µσ + 1
1
8e
3σF0µνF0|µν −
3
4aij∂µh
i∂µhj
+ 1
1
2e
−2σaij∂µmi∂µmj − 14e
σaijF iµνF j|µν − aijeσA0|µ∂νmiF jµν
− 12e
σaij∂
µmi∂µm
jA0|µA0µ +
1
2e
σ∂µmi∂νmjA0µA0ν
− 1 e
−1
4
2
√
6
cijkm
kµνρσF iµνF jρσ , (3.51)
where we have defined mi := Ai0 as the x0-components of the five-dimensional gauge fields. The
first three terms come from the dimensional reduction of the Einstein-Hilbert term in (3.13)
following Section 3.2.3, whilst the fourth comes easily from reducing the scalar kinetic term.
The reduction of the gauge field terms in (3.13) follows Section 3.2.4 and leads to the terms on
the second and third lines above, whilst the reduction of the Chern-Simons term gives the final
piece.
The presence of bare gauge fields not wrapped up in field strengths means the gauge invari-
ance of the reduced Lagrangian (3.51) is not manifest. It is explained in [53] how we can redefine
the gauge fields according to (3.36) as
Aiµ :=
√
2 · 6− 16
(
Aiµ −miA0µ
)
, (3.52)
and also make a redefinition of the Kaluza-Klein vector via
A0µ = −
1√
2
A0µ , (3.53)
such that the reduced Lagrangian can be written in a manifestly gauge invariant way as
e−14 L4 = −
R(4)
2 − gij∂µz
i∂µz¯j + 14IIJF
I
µνF
J |µν + 14RIJF
I
µνF˜
J |µν , (3.54)
where i = 1, . . . , n(5)V + 1 and I = (0, i). There are clearly n
(4)
V + 1 = n
(5)
V + 2 four-dimensional
gauge fields AIµ. Equations (3.53) and (3.52) relate these to the five-dimensional fields as follows.
A0µ is simply a rescaling of the Kaluza-Klein vector according to (3.53), whilst (3.52) provides the
relationship between the five-dimensional gauge fields Aiµˆ = (mi,Aiµ) and the four-dimensional
gauge fields Aiµ. Meanwhile the relationship between the four-dimensional and five-dimensional
scalar fields can be seen by expanding the 1-complex four-dimensional scalars as zi = xi + i1yi
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with
xi = 2 · 6− 16Ai0 = 2 · 6−
1
6mi, yi = 6
1
3 eσhi. (3.55)
Clearly the four-dimensional scalars zi are built from a rescaling of both the five-dimensional
superconformal scalars, hi, and also the components of the five-dimensional gauge fields in the
compact direction, mi = Ai0. This rescaling of the five-dimensional scalar fields hi is necessary
to make contact with the conventions of four-dimensional supergravity and leads to an alteration
of the D-gauge condition, which by homogeneity of the Hesse potential changes from H(h) = 1
to H(y) = 6e3σ. Further, the scalar field coupling is given as
gij =
3
21
((cy)ij
cyyy
− 32
(cyy)i(cyy)j
(cyyy)2
)
=: 1gˆij(y) , (3.56)
where cyyy = cijkyiyjyk, (cyy)i = cijkyjyk, etc. Later in Section 3.3.3, we will need expressions
for various components of the vector couplings IIJ and RIJ , as well as the inverse matrix IIJ .
These are given in [53] as
I00 = 1(cyyy)
(1
6 +
2
3gxx
)
, R00 = −13(cxxx) ,
I0i = −1 23(cyyy)(gx)i , R0i =
1
2(cxx)i ,
Iij = 1 23(cyyy)gij , Rij = −(cx)ij ,
I00 = 16(cyyy)−1 ,
I0i = 16(cyyy)−1xi ,
Iij = 16(cyyy)−1
(
xixj + 14g
ij
)
. (3.57)
The Lagrangian (3.54) of the dimensionally reduced theory describes the coupling of n(4)V =
n
(5)
V + 1 vector multiplets to four-dimensional N = 2 supergravity, as can be seen by comparing
with (3.20). Indeed, it can be shown that the scalar fields parametrize a PS1K manifold N¯ of
dimension 2n(4)V = 2(n
(5)
V + 1), with metric24
gN¯ = −gˆij(y)(dyidyj − 1dxidxj) .
An interesting observation is that the dimensional reduction induces a pair of maps
r¯1 : H → N¯ , (3.58)
taking a particular PSR manifold H of dimension n(5)V to a 2(n(5)V + 1)-dimensional PS1K
manifold N¯ . These maps are known as the time-like (1 = −1) and space-like (1 = +1) r-
24We will not reproduce this proof here as it will require us to deviate too much from the main focus of
generating solutions, but the interested reader may consult [53] for an explicit verification.
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maps respectively depending on the signature of the compactified dimension. The set of PS1K
manifolds, r¯1(H), appearing in the image of the r-map are known as projective very special
1-Ka¨hler [27].
The Lagrangian (3.54) of such a dimensionally reduced theory is shown in [53] to correspond
to a theory completely determined by the ‘very special’ prepotentials
F (X) = −161cijk
XiXjXk
X0
,
which only depends on the data cijk of the five-dimensional theory. As we saw in Section 3.1.3,
all couplings of the four-dimensional action are completely determined by the prepotential, and
as such, once the cijk are specified for the five-dimensional theory, this completely fixes the
dynamics of the four-dimensional theory.
3.3.2 Dimensional reduction of 4d, N = 2 supergravity and c-maps
Next we want to examine the dimensional reduction of four-dimensional N = 2 supergravity
coupled to n(4)V vector multiplets. This time we have D + 1 = 4 and so (3.34) sets α = 1, β = 1
in the metric ansatz such that (3.27) becomes
ds2(4) = −2e2φ(dx4 +B)2 + e−2φds2(3) , (3.59)
where we label the Kaluza-Klein scalar and Kaluza-Klein vector by φ and B respectively, and use
the parameter 2 to track the signature of the x4 direction that we will compactify over. We will
also continue using the parameter 1 as this will allow us to consider in parallel the reduction of a
Minkowski (1 = −1) or Euclidean (1 = +1) signature four-dimensional theory. To emphasise,
we are only using 1 to label different four-dimensional starting points, and are not at present
making any connection to a five-dimensional theory. The number of time-like directions in the
three-dimensional theory is then indexed by a new parameter  := −12 = (−1)t. Obviously, it
is not possible to simultaneously have 1 = 2 = +1 due to an insufficient number of time-like
directions. However, the other three combinations are all valid and are presented in full in [54],
which we now review.
We denote the Kaluza-Klein field strength as H = dB, and decompose the four-dimensional
gauge fields as
AIµ = (AIm, ζI) , (3.60)
where m is a three-dimensional space(-time) index, and ζI represents the x4-component of the
gauge field. Using this decomposition, the resulting three-dimensional Lagrangian will involve
the bare Kaluza-Klein vector Bm, which prevents the abelian gauge symmetry from being man-
ifest [94]. This is exactly the situation we saw in (3.51) and so we follow (3.36) and make the
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redefinition
AIm 7→ (AIm)′ := AIm −BmζI , (3.61)
to restore manifest gauge invariance of the lower dimensional theory under general coordinate
transformations of the compact direction as discussed earlier in (3.36). As explained in [94], this
redefinition replaces all problematic terms involving bare gauge fields with the gauge invariant
quantity (F Imn)′ + HmnζI . Since we shall always make this replacement, we drop the primes
from here onwards. The dimensional reduction of (3.20) is carried out in [54] and the resulting
three-dimensional Lagrangian is
e−13 L3 = −
1
2R(3) − ∂mφ∂
mφ+ 2
1
8e
4φHmnH
mn − gij∂mzi∂mz¯j
+ 14e
2φIIJ
(
F Imn +HmnζI
) (
F J |mn +HmnζJ
)
− 2 12e
−2φIIJ∂mζI∂mζJ − 2 12RIJ
mnp
(
F Imn +HmnζI
)
∂pζ
J , (3.62)
where F Imn = ∂[mAIm] are the redefined field strengths associated to the redefined gauge
fields (3.61). Again, the first three terms come from the reduction of the Einstein-Hilbert
term in (3.20) following Section 3.2.3, whilst the fourth term can easily be seen to descend
from the scalar kinetic term. Meanwhile the reduction of the gauge field part of (3.20) follows
Section 3.2.4 and leads to the fifth and sixth terms. The seventh term comes from the final
term in (3.20): this is not a standard gauge field term and so we must compute its reduction
separately. The full details of the reduction are quite complicated and we refer to [54].
In three dimensions gravity has no local dynamics and we have the ability to Hodge dualise
vector fields into scalar fields. In particular if G = Gmndxm ∧ dxn is a 2-form field strength, we
can define
Gm = −122εmnpG
np, Gmn = 1εmnpGp, (3.63)
where Gnp and Gp are obtained by raising the components of G and ?G respectively. We have
chosen this definition such that ?(?G) = (−1)tG where t is the number of time-like directions.
Recall that (−1)t =  = −12, which appears in the three-dimensional identity mnpmnp =
2!δqp. Applying this, we can write (3.62) as
e−13 L3 = −
R(3)
2 − gij∂mz
i∂mz¯j − ∂mφ∂mφ− 1 14e
4φHmH
m
+ 12e
2φIIJ
(
F Im +HmζI
) (
F J |m +HmζJ
)
− 2 12e
−2φIIJ∂mζI∂mζJ +RIJ
(
F Im +HmζI
)
∂mζJ . (3.64)
The dualised field strengths are constrained by the Bianchi identities, ∂mF Im = ∂mHm = 0,
which we encode into the three-dimensional Lagrangian by means of Lagrange multipliers ζ˜I
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and φ˜, which are the Hodge duals of the three-dimensional gauge field and Kaluza-Klein vector
field respectively. To do this consistently, we follow [5] and add the following term to the
Lagrangian in (3.64):
e−13 LLM = −
(
F Im +HmζI
)
∂mζ˜I +
1
2H
m
(
∂mφ˜+ ζI
↔
∂mζ˜I
)
. (3.65)
The equations of motion for Hm and F Im come from the combination of the actions (3.64)
and (3.65). They are given by
Hm = 1e−4φ
(
∂mφ˜+ ζI
↔
∂mζ˜I
)
, (3.66)
F Im +HmζI = e−2φIIJ
(
∂mζ˜J −RJK∂mζK
)
. (3.67)
Back-substituting these expressions into the combination of actions (3.64) and (3.65), we can
collect like terms and obtain the final expression [54] for the dimensional reduction of (3.20) in
terms of the 4(n(4)V + 1) scalar fields {zi, φ, φ˜, ζI , ζ˜I},
e−13 L3 = −
R(3)
2 − gij∂mz
i∂mz¯j − ∂mφ∂mφ
+ 1e−4φ
(
∂mφ˜+ ζI
↔
∂mζ˜I
)(
∂mφ˜+ ζJ
↔
∂mζ˜J
)
− 2 12e
−2φIIJ∂mζI∂mζJ
− 12e
−2φIIJ
(
∂mζ˜I −RIK∂mζK
) (
∂mζ˜J −RJL∂mζL
)
. (3.68)
Generating 4d solutions by dimensional redox
The ability to dualise vectors into scalars makes the equations of motion much easier to deal
with in three dimensions. Indeed, computing the dynamics of fields corresponds to finding
geodesics on the -QK target space. This is the crux of our solution generating technique. In
Chapter 4 we will build four-dimensional solutions by reducing to three dimensions, solving the
equations of motion there and then dimensionally lifting or ‘oxidising’ the various fields back
to four dimensions. To do this it is essential to understand the relationship between the four-
dimensional fields and the three-dimensional scalars {zi, φ, φ˜, ζI , ζ˜I} that we will directly solve
for. We use the term dimensional redox to refer to this procedure of dimensional reduction
followed by oxidation.
Looking at the four-dimensional Lagrangian (3.20), it is clear we will need to express
{gij , zi, F I , F˜ I} in terms of the three-dimensional content. Firstly, notice that the four-
dimensional scalars zi also appear in the three-dimensional Lagrangian and so we obtain a solu-
tion for them for free when solving the three-dimensional equations of motion. Also, the scalars,
φ,φ˜, allow the reconstruction of the four-dimensional metric, g¯, according to (3.59). Next recall
that were we to reinstate the primes on the redefined three-dimensional gauge fields, these can be
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expanded as (AIm)′ = AIm − BmζI . Meanwhile the four-dimensional gauge fields can be decom-
posed in terms of bare three-dimensional gauge fields as AIµ = (AIm, ζI) =
(
(AIm)′ +BmζI , ζI
)
.
Clearly the component of the gauge field in the compact x4 direction is given by
AI4 = ζI ,
whilst the components of the gauge field in the non-compact directions involve the three-
dimensional vectors (AIm)′ and Bm. Since we will solve for three-dimensional scalars, we must
explain how these are related. Dropping the primes once again, we can use (3.63) and (3.67)
to see the relation of the field strengths,
(F )Imn +HmnζI = 1εmnp
(
F I|p +HpζI
)
= −2e−2φIIJεmnp
(
∂mζ˜J −RJK∂mζK
)
. (3.69)
The Hodge duals, F˜ I , of the four-dimensional field strengths do not represent independent
degrees of freedom and can be found using (3.21). Therefore, by solving the three-dimensional
scalar equations of motion, we are able to reconstruct expressions for the four-dimensional fields
{g¯, zi, F I , F˜ I}. This procedure is called dimensional lifting.
c-maps
It is shown in [36, 54] that the Lagrangian (3.68) describes a theory of nH = n(4)V + 1 hyper-
multiplets coupled to three-dimensional N = 2 supergravity with either Minkowski ( = −1) or
Euclidean ( = +1) signature. Consequently, the scalar target space corresponding to (3.68) is
-quaternionic-Ka¨hler. Again, we see that dimensional reduction induces a family of maps
c¯(1,2) : N¯ → Q¯ . (3.70)
Notice that whilst there was a pair of r-maps in (3.58) corresponding to a choice of sign for 1,
we instead have a collection of c-maps since there are now two parameters (physically we are
able to choose both the signature of the four-dimensional theory as well as the signature of the
compact direction). These maps take a particular PS1K manifold N¯ of dimension 2n(4)V to an
-quaternionic-Ka¨hler manifold Q¯ of dimension 4(n(4)V + 1) with metric
gQ¯ = gij(z, z¯)dzidz¯j + (dφ)2 − 1e−4φ
(
dφ˜+ ζIdζ˜I − ζ˜IdζI
)2
+ 2
1
2e
−2φIIJdζIdζJ + 12e
−2φIIJ
(
dζ˜I −RIKdζK
) (
dζ˜J −RJLdζL
)
. (3.71)
The c-maps are known as the spatial c-map (1 = 2 = −1), the temporal c-map (1 = −2 = −1)
and the Euclidean c-map (1 = −2 = +1), and more details about each of these can be found
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in [37,54]. Notice there is still some dependence on 1, 2 in gQ¯. Thus, whilst the temporal and
Euclidean c-maps both generate a para-quaternionic-Ka¨hler target manifold with  = −12 =
+1, the metrics are not identical.
The set of -QK manifolds, c¯(1,2)(N¯), in the image of the c-map are known as special -
quaternionic-Ka¨hler [27]. All of the coupling matrices appearing in the Lagrangian (3.68) of such
a dimensionally reduced theory are also present in the Lagrangian (3.20) of the four-dimensional
theory. As such, specifying the prepotential F (X) for the four-dimensional theory completely
fixes all three-dimensional dynamics.
Adapting the real formulation of special geometry to dimensional reduction
In Chapter 4 we construct four-dimensional black branes by solving three-dimensional scalar
equations of motion and dimensionally lifting the results to produce regular four-dimensional
solutions. We now present a modified version of the real formulation of special geometry that
was first introduced in [94]. This is based on the formulation in Section 2.3 but adapted for
dimensional reduction. We shall restrict ourselves to the case 1 = −1, 2 = +1 which is the
case relevant for Chapter 4. It is more convenient to formulate the dimensional redox of the
four-dimensional theory using real coordinates rather than holomorphic coordinates since they
behave tensorially under symplectomorphisms and provide a more transparent parametrization
of the para-quaternionic-Ka¨hler target manifold appearing at the three-dimensional level.
We now explain how the real formulation is adjusted for the purposes of dimensional reduc-
tion, with the goal of obtaining an expression for the dimensionally reduced Lagrangian (3.68).
Before starting, we rewrite the four-dimensional Lagrangian L4(zA) given in (3.20) as L4(XI)
as given in (3.22) since we need to work with the superconformal scalars XI in order to make
contact with the existing real formulation introduced in Section 2.3.
Inspired by our treatment of the r-map, we first rescale the complex scalars
Y I := eφ/2XI . (3.72)
Not only will this simplify the three-dimensional Lagrangian but it also removes the need to
impose a D-gauge condition by hand. In particular the D-gauge condition (3.19) is modified to
− i(Y I F¯I − FI Y¯ I) = eφ, (3.73)
where FI = ∂F (Y )∂Y I and we are now working in units where κ
2
4 = 1. This rescaling promotes the
radial direction of the cone from a gauge degree of freedom to a physical one such that the CASK
is no longer a collection of gauge-equivalent level sets. Instead all level sets are now physical
and (3.73) gives an expression for the Kaluza-Klein scalar eφ in terms of the new scalars. We
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then make a similar decomposition as before
Y I = xI + iuI(x, y), FI = yI + ivI(x, y),
and then gather xI , yI to form the special real coordinates
qa :=
xI
yI
 := Re
 Y I
FI(Y )
 . (3.74)
As we have seen, once we have reduced to three dimensions, it is possible to write the gauge
degrees of freedom using scalar fields also. In particular, we define
qˆa :=
12ζI
1
2 ζ˜I
 , (3.75)
where ζI are the components of the four-dimensional gauge fields AIµ along the reduction di-
rection, and ζ˜I are the Hodge-duals of the three-dimensional vector parts. Specifically, these
scalars descend from the four-dimensional field strengths as follows:
∂mζ
I := F Im0 , ∂mζ˜I := GI|m0 , (3.76)
where GI|µν are defined as
GI|µν := RIJF J|µν − IIJ F˜ Jµν .
We can make further use of Hodge duality to encode the Kaluza-Klein vector degree of freedom
using the scalar field φ˜ as shown in (3.66), although we will not need this here since we deal
only with static configurations.
In terms of rescaled complex scalars Y I and rescaled real variables qa, the prepotential F (Y I)
and Hesse potential H(qa) are related by the Legendre transformation
H(xI , yI) = 2 ImF (Y (x, y))− 2yIuI (x, y) = i2
(
Y I F¯I(Y )− FI(Y )Y¯ I
)
= −12e
φ.
We also note that the D-gauge, when expressed in terms of rescaled real scalars, reads
− 2H (qa) = eφ. (3.77)
On the CASK manifold, we again introduce the Hessian metric Hab = ∂
2
∂qa∂qb
H which is
the real version of the CASK metric NIJ that we met earlier in Section 3.1.3 and has signature
(−−+ · · ·+) with negative eigendirections along the C∗ directions of the cone. It is also possible
CHAPTER 3. PRELIMINARY PHYSICS 70
to construct the following tensor field
H˜ab :=
∂2
∂qa∂qb
H˜ , H˜ := −12 log (−2H) , (3.78)
which will be used extensively in this adaptation of the real formulation. This tensor can
be interpreted as another metric on the CASK manifold that is related to Hab by flipping
the signature along the radial direction generated by the field ξ, combined with a conformal
transformation which changes the scale transformation qa → λqa, where λ ∈ R>0, from being
a homothety to being an isometry. This follows from the obvious fact that while Habdqadqb is
homogeneous of degree 2, H˜abdqadqb is homogeneous of degree 0. Note that the metric coefficients
Hab and H˜ab are homogeneous of degrees 0 and −2, respectively. The two real tensors are related
by
H˜ab =
1
(−2H)
(
Hab − HaHb
H
)
. (3.79)
It will be convenient for us to introduce a set of dual coordinates with respect to the metric
H˜ab defined by
qa := H˜a :=
∂H˜
∂qa
= −Ha2H =
−1
H
 vI
−uI
 . (3.80)
One can show that
qa = −H˜abqb , ∂mqa = H˜ab∂mqb , (3.81)
where we have used that H˜a is homogeneous of degree −1 for the first identity and the chain
rule for the second. It is also possible to use this metric to lower the index on ∂mqˆa to obtain
the co-vector field
∂mqˆa := H˜ab∂mqˆb . (3.82)
It will be important for calculations in Chapter 4 to observe that whilst H˜ is a Hesse potential
for H˜ab, the inverse metric H˜ab has Hesse potential −H˜ [3], i.e.
H˜ab = ∂q
a
∂qb
= ∂
2(−H˜)
∂qa∂qb
. (3.83)
A lengthy calculation given in [94] shows the three-dimensional Lagrangian (3.68) can be ex-
pressed using the adapted real formulation of special geometry in terms of the above ingredients
as
e−13 L3 = −
1
2R(3) − H˜ab
(
∂mq
a∂mqb − ∂mqˆa∂mqˆb
)
− 1
H2
(qaΩab∂mqb)2 +
2
H2
(qaΩab∂mqˆb)2
− 14H2 (∂mφ˜+ 2qˆ
aΩab∂mqˆb)2 . (3.84)
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Although we have packaged the homothetic degree of freedom into the qa coordinates, the
Lagrangian (3.84) still has a U(1) gauge symmetry descending from C∗ transformations of the
XI coordinates. In fact, the coordinates {qa, qˆa, φ˜} represent a U(1) principal bundle over the
para-QK target manifold of the physical scalar fields [54]. To descend to the physical submanifold
we must gauge fix the U(1) transformations using any suitable constraint. In Chapter 4 we will
see how solutions for the three-dimensional fields qa, qˆa, φ˜ can lift to solutions for the four-
dimensional degrees of freedom.
3.3.3 Double reduction of 5d, N = 2 supergravity and q-maps
As we have seen, a particularly nice feature when dimensionally reducing from four dimensions
to three dimensions is the ability to Hodge dualise three-dimensional vector fields into scalars
as seen in Section 3.3.2. Ultimately, the three-dimensional Lagrangian can then be expressed
entirely in terms of scalar fields, making the equations of motion easier to deal with. Later,
in Chapter 5, we will do something similar to construct five-dimensional black brane solutions.
Again, we will make use of the simplicity in three dimensions by combining the techniques of
the previous two sections to dimensionally reduce a theory of n(5)V vector multiplets coupled to
five-dimensional N = 2 supergravity down to three dimensions with the intention of solving the
field equations there before lifting back to a five-dimensional interpretation. The reduction itself
is done first over the x0 direction and then over the x4 direction, which corresponds to making
a metric ansatz M5 = S1 × S1 ×M3, with
ds2(5) = −1e2σ(dx0 +A0)2 − 2e2φ−σ(dx4 +B)2 + e−2φ−σds2(3) , (3.85)
where 1,2 assume the value −1 for space-like reduction and +1 for time-like reduction. The
number of time-like directions in the resulting three-dimensional theory is, as before, labelled by
the parameter  = −12 = (−1)t. The Kaluza-Klein vectors have components A0 = A04dx4 +
A0µdxµ and B = Bµdxµ where µ = 1, 2, 3 are three-dimensional space(-time) indices.
The resulting three-dimensional theory is derived by plugging the expressions for the cou-
plings gij , IIJ and RIJ from (3.56) and (3.57) obtained in the reduction from five dimensions
to four dimensions into the three-dimensional Lagrangian, (3.68), obtained by reducing the
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four-dimensional theory. Doing so, we arrive at the following [37]
e−13 L3 = −
R(3)
2 −
3
4aij(h)∂µh
i∂µhj + 1
3
4σ2aij(h)∂µx
i∂µxj − 34σ2 (∂σ)
2 − 14φ2 (∂φ)
2
+ 1
1
4φ2
(
∂φ˜+ ζI
↔
∂ ζ˜I
)2
+  σ
3
12φ(dζ
0)2
+ 2
σ
4φaij(h)
(
∂ζi − xi∂ζ0
) (
∂ζj − xj∂ζ0
)
+ 2
3
σ3φ
(
∂ζ˜0 + xi∂ζ˜i +
1
2(cxx)i∂ζ
i − 16(cxxx)∂ζ
0
)2
+  1
σφ
aij(h)
(
∂ζ˜i + (cx)ik∂ζk − 12(cxx)i∂ζ
0
)
×
(
∂ζ˜j + (cx)jl∂ζ l − 12(cxx)j∂ζ
0
)
. (3.86)
Note that for a space-space reduction with 1 = 2 = −1 the two reductions commute, whilst for
space-time or time-space they do not [100]. This is due to differences in signs of various terms in
the Lagrangian (3.86), and is related to our earlier observation that the para-quaternionic-Ka¨hler
target manifolds generated by the temporal and Euclidean c-maps are not identical.
Generating 5d solutions by dimensional redox
Let us briefly explain the origin of each of the terms here. In doing so, this will help understand
the relationship between five-dimensional and three-dimensional fields. Firstly, the scalars σ and
φ appearing in (3.86) are related to the Kaluza-Klein scalars appearing in the metric ansatz (3.85)
by
e2φ 7→ φ , 61/3eσ 7→ σ . (3.87)
As such, we see from (3.55) that the scalar fields zi = xi + i1yi decompose into
xi = 2 · 6− 16mi = 2 · 6− 16Ai0 , yi = σhi .
Clearly then the fields xi appearing in (3.86) represent the components of the five-dimensional
gauge fields along the x0 direction. Meanwhile, yi is a combination of the five-dimensional
Kaluza-Klein scalar σ and the five-dimensional superconformal scalars hi. By comparing (3.56)
and (2.36), we see that gij(y) = − 314σ2aij(h), and so it is possible to expand the second term
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of (3.68) as
−gij∂µzi∂µz¯j = −gij∂µ(xi + i1yi)∂µ(xj − i1yj)
= −gij∂µxi∂µxj − 1gij∂µyi∂µyj
= 1
3
4σ2aij(h)∂µx
i∂µxj
− 3
2
1
4σ2aij(h)
[
hihj∂µσ∂
µσ + σ2∂µhi∂µhj + 2σhi∂µσ∂µhj
]
= −34aij(h)∂µh
i∂µhj + 1
3
4σ2∂µx
i∂µxj − 34σ2 (∂σ)
2, (3.88)
where the final term in the square brackets vanishes since
aij(h)hi∂µhj =
∂2H˜
∂hi∂hj
hi∂µh
j = −∂H˜
∂hj
∂µh
j
= −∂µH˜ by chain rule
= 0 since H˜ = −13 logH, with H = const on the PSR.
Equation (3.88) explains the origin of second, third and fourth terms in (3.86). The fifth term
in (3.86) is unchanged from (3.68) and represents the kinetic term introduced for the Kaluza-
Klein scalar upon reduction of the four-dimensional Einstein Hilbert term. The sixth term
in (3.86) is also unchanged and appeared in (3.68) as part of the Lagrange multiplier (3.65)
enforcing the various Bianchi identities. The remaining terms in (3.86) come from substituting
the relevant components of IIJ and RIJ into (3.68). Notice the decomposition I = (0, i), which
explains the regrouping of contracted indices in (3.86).
The Lagrangian (3.86) contains 4n(5)V + 9 scalars {hi, xi, σ, φ, φ˜, ζ0, ζi, ζ˜0, ζ˜i}. Of course the
hi parametrize a CASR manifold and are not the physical five-dimensional scalars. Subject to
D-gauge, we can make the replacement
−34aij(h)∂µh
i∂µhj
∣∣∣∣
D
= −34gxy(φ)∂µφ
x∂µφy ,
such that (3.86) is built from the scalars {φx, xi, σ, φ, φ˜, ζ0, ζi, ζ˜0, ζ˜i} and maps to a 4(n(5)V + 2)-
dimensional -QK target manifold. Of course, this is to be expected since
n
(5)
V
r¯17−−→ n(4)V = n(5)V + 1 c¯
(1,2)7−−−−→ nH = 4(n(4)V + 1) = 4(n(5)V + 2) .
As eluded to earlier, solving equations of motion in three dimensions amounts to finding geodesics
on the -QK target manifold since all fields can be dualised into scalars.
Once we have a solution for the three-dimensional scalars, we can dimensionally lift or oxidise
back to a five-dimensional solution. Looking at the superconformal Lagrangian (3.15), we need to
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be able to express {aij , hi,F i} in terms of the three-dimensional fields {hi, xi, σ, φ, φ˜, ζ0, ζi, ζ˜0, ζ˜i}
appearing in (3.86). The five-dimensional superconformal scalars hi appear in the three-
dimensional Lagrangian (3.86) and can be ascertained immediately from the three-dimensional
equations of motion. We have also seen in (3.55) that the components of the five-dimensional
gauge fields along the compact x0 direction are given by
Ai0 = mi =
61/6
2 x
i . (3.89)
Rearranging (3.52), the component of the five-dimensional gauge field in the compact x4 direction
can be written as Ai4 = 6
1/6√
2 A
i
4 +miA04. Substituting AI4 = ζI from (3.60) and using (3.89), this
can be expressed as
Ai4 =
61/6√
2
(ζi − xiζ0) . (3.90)
To obtain the remaining three-dimensional components of the five-dimensional gauge fields, we
will require knowledge of the Kaluza-Klein vectors. By Hodge dualising (3.66) (resp. (3.67)) and
substituting the relevant components of NIJ from [53], we can establish that the components of
the Kaluza-Klein vectors in the non-compact directions are given by (recall µ = 1, 2, 3) [37]
Hµν = εµνρ
1
φ2
(
∂ρφ˜+ ζI∂ρζ˜I − ζ˜I∂ρζI
)
, (3.91)
F0µν = −εµνρ
6
√
2
σ3φ
(
∂ρζ˜0 + xi∂ρζ˜i +
1
2(cxx)i∂
ρζi − 16(cxxx)∂
ρζ0
)
−
[
dζ0 ∧B
]
µν
, (3.92)
and [53]
A04 = −
√
2ζ0. (3.93)
Now that we have established the Kaluza-Klein vectors we can work with the Hodge dualisation
of the i component in (3.67) to determine the remaining components of the five-dimensional
gauge fields in the non-compact directions as follows [37]
F iµν =
61/6
√
22
σφ
aij(h)εµνρ
(
∂ρζ˜j + (cx)jk∂ρζk − 12(cxx)j∂
ρζ0
)
+ 6
1/6
√
2
[(dζi − xidζ0) ∧B]µν + 61/6[dxi ∧ A0]µν . (3.94)
Lastly, the coupling matrix aij can be reconstructed from the metric degrees of freedom
φ, σ,A0, B according to (3.85).
So by solving the three-dimensional equations of motion, we can reconstruct the five-
dimensional field content {aij , hi,F i}. In Chapter 5 we will use this dimensional lift to construct
five-dimensional black branes. Again, things will be simpler there since we truncate many of the
fields in our theory and so will only be dealing with a subset of the three-dimensional fields.
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q-maps
From the arguments above, we see that the double dimensional reduction from five to three
dimensions can be understood geometrically as applying the c-map to the image of the r-map.
Specifically, this corresponds to a family of composite maps known as the q-maps,
q¯(1,2) = c¯(1,2) ◦ r¯1 : H → Q¯ .
This maps an n(5)V -dimensional PSR manifold H to a 4(n(5)V + 2)-dimensional -QK manifold Q¯,
with metric
g
(1,2)
Q¯
= 34gxy(φ)dφ
xdφy − 1 34σ2aij(h)dh
idhj + 14φ2dφ
2 + 34σ2dσ
2
− 1 14φ2
(
dφ˜+ ζIdζ˜I − ζ˜IdζI
)2 −  σ312φ(dζ0)2
− 2 σ4φaij(h)
(
dζi − xidζ0
) (
dζj − xjdζ0
)
− 2 3
σ3φ
(
dζ˜0 + xidζ˜i +
1
2(cxx)idζ
i − 16(cxxx)dζ
0
)2
−  1
σφ
aij(h)
(
dζ˜i + (cx)ikdζk − 12(cxx)idζ
0
)
×
(
dζ˜j + (cx)jldζ l − 12(cxx)jdζ
0
)
.
The double dimensional reduction from five to three dimensions is fundamental to our technique
for generating five-dimensional black brane solutions. As far as we are concerned in this thesis
though, the q-map is merely an artefact of this reduction and whilst it leads to some interesting
geometrical results, we shall not delve any deeper into this and refer the interested reader
to [37,68]. We note that the set of -QK manifolds, Q¯(H), in the image of the q-map are known
as very special -quaternionic-Ka¨hler manifolds [27].
3.4 N = 2 gauged supergravity
In this section we discuss the gauging of Lorentzian signature supergravity to obtain the action
for four- and five-dimensional theories of N = 2 Fayet-Iliopoulos (FI) gauged supergravity
coupled to nV vector multiplets. Let us begin by clarifying the difference between ungauged
and gauged supergravity according to [27]:
Definition 36. In ungauged supergravity the supersymmetry is made local by gauging the
super-Poincare´ group. There are no other gauged symmetries and thus all vector fields are
abelian and all matter is neutral.
Definition 37. In gauged supergravity the super-Poincare´ group is gauged as in the un-
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gauged case but additionally there are either vector fields gauging a Yang-Mills group or there
are matter fields charged under a (non-)abelian gauge group.
Although we have so far neglected the hypermultiplet sector, it will now prove fruitful to
begin by considering a theory of ungauged N = 2 supergravity coupled to nV vector multiplets
and nH hypermultiplets. In ungauged N = 2 supergravity in either four or five dimensions, the
global symmetry group of the physical theory is
G = Isom(MV )× Isom(QK)×Aut(superalgebra), (3.95)
where Isom(MV ) is the isometry group of the vector multiplet scalar manifold (PSR or PSK
depending on dimension) and Isom(QK) is the isometry group of the quaternionic-Ka¨hler target
manifold of the hypermultiplet scalars. The group of superalgebra automorphisms is known as
the R-symmetry group.
Gauged N = 2 supergravity is where some subgroup of G is promoted to a local symmetry
using the relevant gauging procedure whilst, at the same time, preserving the supersymmetric
structure of the theory.25 From (3.95) we see there are three ways in which supergravity can be
gauged. It is known that R-symmetry gaugings can produce asymptotically AdS solutions [27,
101]. For theories of N = 2 supergravity coupled to vector multiplets, the R-symmetry always
contains an SU(2)R factor and, as far as the vector multiplet sector is concerned, this acts only
on the fermions. We want to produce non-Minkowski (preferably AdS) vacua and the simplest
way to do this is to gauge an abelian U(1) ⊂ SU(2)R. In pure gauged supergravity this gives
rise to a positive cosmological constant and an AdS geometry. With the addition of vector
multiplets the gauging produces a positive definite scalar potential that is a generalisation of
the cosmological constant. In this case it is possible to specify which linear combination of vector
fields is coupled to the fermions using so-called FI parameters.
As we shall see in the following subsection, the gauging of a U(1) ⊂ SU(2)R R-symmetry
can be equivalently described as gauging an isometry of the scalar manifold of the associated
superconformal theory. The Lagrangian of the physical theory depends explicitly on the asso-
ciated moment map, and if we are free to change the moment map by adding a constant, this
represents a genuine deformation of the Lagrangian. In N = 2 supergravity with physical hy-
permultiplets the moment map relevant for gauging a U(1) ⊂ SU(2)R R-symmetry is uniquely
determined and no such deformation is possible. However, in models without physical hyper-
multiplets, the moment map is only specified up to a constant, which gives rise to a genuine
deformation. This second type of gauging is often referred to as a Fayet-Iliopoulos (FI) gauging
in the literature [27,89,102,103]. Details will be given below.
25Requiring the preservation of invariance under supersymmetry transformations leads to the introduction of a
scalar potential into the gauged supergravity action.
CHAPTER 3. PRELIMINARY PHYSICS 77
3.4.1 R-symmetry in the superconformal geometry
It is useful to consider the superconformal description of the ungauged theory since the bosonic
part of the N = 2 superconformal algebra is a direct sum of the conformal algebra and the
R-symmetry algebra [27]. For N = 2 theories, the superconformal calculus requires the in-
troduction of a Weyl multiplet as well as a compensating vector multiplet and a compensating
hypermultiplet. The combination of compensating and non-compensating scalars from the nV +1
vector multiplets and nH+1 hypermultiplets parametrize a product manifold MSCV ×HKC where
MSCV is either CASR or CASK depending on dimension, and HKC is a hyperka¨hler cone. Notice
that even in theories with nH = 0, there is a non-trivial hypermultiplet sector (at the super-
conformal level). The geometry MV × QK of the physical scalars is obtained as a projective
manifold from the embedding manifold of the conformally invariant theory by gauge-fixing as
discussed in Section 3.1.3. The first step uses the D-gauge condition to fix the homothetic R+
action. In this sense, it sets a scale for the theory and breaks the conformal symmetry within
the superconformal algebra, leaving behind a (product of) Sasakian structure(s), generated by
the various Reeb vectors which capture the residual R-symmetry part of the superconformal
algebra. In other words, at the superconformal level the R-symmetry gets absorbed into the
geometry and the global symmetry group of ungauged N = 2 supergravity is
GSC = Isom(MSCV )× Isom(HKC) ⊃ Aut(superalgebra). (3.96)
This becomes more clear with Table 3.1. Using the isomorphism Sp(1) ' SU(2), we see
that after imposing D-gauge, the remaining isometries on the Sasakian structure(s) are precisely
the R-symmetry group of superalgebra automorphisms [104]. Indeed, in five dimensions, the
R-symmetry group SU(2)R comes entirely from isometries of the HKC manifold. Meanwhile
in four dimensions, the R-symmetry group U(2)R = U(1)R × SU(2)R comes from a product of
isometries on the CASK and on the HKC. In other words, the hypermultiplet scalars are inert
under U(1)R and the vector multiplet scalars are inert under SU(2)R.
D MSC Cone homotheties/isometries Sasakian isometries
D = 5 CASR × HKC R+ ×H∗ = R+ × (R+ × Sp(1)) Sp(1)
D = 4 CASK × HKC C∗ ×H∗ = (R+ × U(1))× (R+ × Sp(1)) U(1)× Sp(1)
Table 3.1: Comparison of scalar manifold Sasakian structure(s) in D = 4, 5.
In this thesis we are interested in the SU(2)R symmetry only. We have just seen that
this gets wrapped up with the isometries of the QK manifold into the geometry of the HKC
manifold. Consequently we shall be interested in gauging symmetry transformations of the
superconformal hypermultiplet scalars, corresponding to isometries of the HKC manifold. In
fact, we shall focus on the degenerate case of Fayet-Iliopoulos (FI) gaugings where nH = 0 and
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we gauge the scalars in the compensating hypermultiplet [92]. At this point, we remind the
reader that the terminology ‘upstairs’ refers to the HKC target manifold of the superconformal
theory and, at the same time, we introduce the term ‘downstairs’ for referring to the QK target
manifold of the super-Poincare´ theory.
3.4.2 U(1) Fayet-Iliopoulos electric gauging in four dimensions
Moment maps for gauged isometries
As eluded to above, we begin by discussing isometries of the HKC manifold. On the 4(nH + 1)-
dimensional HKC manifold we can introduce coordinates qX and a metric g = gXY dqXdqY . The
homothetic Killing vector and three SU(2) Killing vectors define four directions that are to be
eliminated to descend to the QK manifold. We thus make the decomposition qX = {q0, qα, qu},
where q0 and qα (α = 1, 2, 3) parametrize the H∗ directions, and qu are coordinates on the
4nH -dimensional QK manifold.
Supposing kI are Killing vector fields generating the isometries on the HKC manifold, we
can write
δqX = θIkXI .
If we further assume that, in order to preserve supersymmetry, these isometries are tri-
holomorphic then we know
£kIg = 0 and £kI ~J = 0 , (3.97)
where ~J is a vector in su(2) space representing the triple of complex structures. In Section 2.4.2
we established that all hyperka¨hler manifolds are themselves Ka¨hler. In fact, they must be
Ka¨hler with respect to any of their complex structures. Therefore, on the HKC manifold there
exists a fundamental quaternion-valued 2-form ~ω = ω1i + ω2j + ω3k that is closed d~ω = 0.
Treating ~ω as a vector in su(2) space, the Hermitian property of Ka¨hler manifolds can be
expressed as
~ω(kI , ·) = g( ~JkI , ·) . (3.98)
Taking the Lie derivative of (3.98) and using (3.97), we can show £kI~ω = 0. From Cartan’s
magic formula we note that [27]
£kI~ω = (dιkI + ιkId) ~ω = dιkI~ω
!= 0 ,
where we have used the Ka¨hler property d~ω = 0. The Poincare´ Lemma [27] then guarantees,
at least locally, that there exist a triple of moment maps ~PI associated to each of the Killing
vectors kI such that,
ιkI~ω = d~PI ⇒ ∂X ~PI = ~JXY kIY , (3.99)
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where in the second equality we have expanded in terms of HKC coordinates qX and evalu-
ated ιkI~ω using (3.98). Equation (3.99) demonstrates existence of moment maps for the HKC
isometries.
Since kXI are tri-holomorphic, they commute with the H∗ action and thus the HKC isometries
under consideration must project down to isometries on the QK manifold. The downstairs
isometries are described by the same moment maps ~PI [92]. It is explained in [27] that these
moment maps can be expressed in terms of data on the downstairs QK manifold as
2nHκ2 ~PI = − ~Juv∇vkuI , (3.100)
where ~Juv are the almost complex structures on the QK manifold, ∇v is the SU(2) part of the
Levi-Civita connection and kuI are the components of the HKC Killing vector kI along the QK
projection [27]. Equation (3.100) uniquely determines the moment maps such that they cannot
be shifted by arbitrary constants as in the N = 1 case [105].
Indeed, if there are no tri-holomorphic isometries (kuI = 0) then the moment maps are
uniquely determined to be zero by (3.100), with the two possible exceptions being when we have
no physical hypermultiplets (nH = 0) or when there is rigid supersymmetry (κ = 0) [104]. In
either of these cases there remains a freedom to choose the magnitude of the moment maps
despite kuI = 0, and this is characteristic of FI gaugings. As we shall see shortly, the moment
maps themselves enter into the gauged supergravity Lagrangian and it is the freedom to choose
their length different from zero that shows they represent genuine deformations.
Since we are interested in N = 2 supergravity coupled only to vector multiplets (κ 6= 0, nH =
0), our gauging falls into the first of these exceptions. The FI condition nH = 0 implies that the
QK manifold is zero-dimensional (a point manifold), and consequently the downstairs Killing
vectors must vanish, kuI = 0. This is clearly a degenerate case of (3.100) allowing constant, non-
zero moment maps to exist. In this instance, the ~PI are su(2)R-valued constants [27,104,105,106],
and we can expand the moment maps in a basis of Pauli matrices as [107]
~PI =
√
2gIXσX , (3.101)
where gIX are components in the basis and the numerical factor is for consistency with the
literature [24,102].
Minimal coupling
So far we have just described some isometries on a scalar manifold so let us now explain how
these enter into the Lagrangian. Via the non-linear sigma model, the isometries correspond to
symmetry transformations of the superconformal scalars. In order to gauge the symmetry trans-
formations of the superconformal hypermultiplet scalars, we introduce the following covariant
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derivative [90]
Dµq
X = ∂µqX − bµkXD +
1
2Vµi
j(kX)j i − gAIµkXI (q) + . . . , (3.102)
where kD and (k)j i are the generators of the dilatation and SU(2)R parts of the H∗ action on
the HKC manifold with corresponding connections bµ and Vµij , whilst kI are the generators for
the HKC isometries for which the nV + 1 superconformal vector fields are the connections, and
the dots represent additional fermionic terms . We note that it is only possible to gauge an
R-symmetry (sub)group K ⊆ SU(2)R providing dim(K) ≤ nV + 1. Hereafter, the symmetry
transformations of the scalars (isometries) are treated as local gauge transformations.
The particular symmetry transformation being gauged is described by a triplet of moment
maps which are required to satisfy the so-called equivariance condition. The equivariance condi-
tion imposes constraints on the ~PI such that the gauging is consistent with supersymmetry. At
this point we choose to gauge a U(1) symmetry, in which case the equivariance condition is [27]
~PI × ~PJ = 0 ⇒ εXY ZgIXgJY = 0 .
This affords us the freedom to choose a direction for the su(2)R vector. We choose to align the
moment maps with the σ3 direction in su(2)R space. This is a particularly convenient choice for
interpreting the fermion charges, as we shall see later on. Thus,
gIX =
(
0, 0, gI
)
. (3.103)
We can then substitute this into (3.101) to obtain
~PI =
√
2gIσ3 , (3.104)
where gI are known as the electric FI parameters.
At the superconformal level, the Weyl multiplet contains the connections for all of the su-
perconformal symmetry transformations e.g. the SU(2)R connection Vµij . There are additional
symmetry transformations in the theory such as the transformations of the superconformal
hypermultiplet scalars qX (isometries of HKC). We have just gauged such a U(1) symmetry
transformation and the relevant connection is a linear combination of the nV + 1 vector fields
AIµ. At the superconformal level all of these connections are independent, such that all symme-
try transformations commute. In particular, the SU(2)R transformations commute with gauge
transformations of the hypermultiplet scalars. This will change when we go downstairs to the
physical super-Poincare´ theory.
To take the superconformal quotient, we must gauge fix all of the superconformal symme-
tries. In particular, we impose D-gauge and V-gauge to project out the H∗ action from the HKC
manifold. The V-gauge qα = 0 annihilates the phases of the quaternion in the compensating hy-
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permultiplet and projects out the SU(2)R to descend from the tri-Sasakian to the QK manifold.
However, the V-gauge is not invariant under the remaining symmetries in the physical theory.
To preserve the condition qα = 0, we need to include compensating transformations. This gives
rise to the so-called decomposition law. By requiring δqα = 0 downstairs, it is shown that [27]
~λSU(2)R = −~ωuδqu −
1
2κ
2
4θ
I ~PI , (3.105)
where ~λSU(2)R and θI are the parameters for the SU(2)R and gauge transformations respectively,
whilst ~ωu is the connection for diffeomorphisms of the QK manifold. This equation tells us that
both QK diffeomorphisms and scalar gauge transformations induce SU(2)R transformations in
the physical theory in order to preserve the V-gauge. It is then clear that gauge transformations
of the physical hypermultiplet scalars (QK isometries) induce SU(2)R transformations in the
physical theory. Equivalently, downstairs R-symmetry transformations manifest themselves ge-
ometrically as isometries of the upstairs theory. Since gauge transformations no longer commute
with SU(2)R transformations, we expect that the two connections are no longer independent in
the super-Poincare´ theory. Indeed, the SU(2)R connection is now related to the connection for
scalar gauge transformations by [27]
~Vµ = −~ωu∂µqu − 12κ
2
4A
I
µ
~PI
= −12κ
2
4A
I
µ
~PI since nH = 0
= − 1√
2
κ24A
I
µgIσ
3 using (3.104). (3.106)
In ungauged N = 2 supergravity, the gauging of the super-Poincare´ group introduces covariant
derivatives into the physical action. The covariant derivatives of the gravitino and physical
gauginos are given in (21.35) of [27] as
Dµψνi =
(
∂µ +
1
4ωµ
abγab +
1
2 iAµ
)
ψνi + Vµijψνj
Dµχ
A
i =
(
∂µ +
1
4ωµ
abγab +
1
2 iAµ
)
χAi + VµijχAj + ΓABCχCi ∂µzB. (3.107)
Before we gauged the scalar transformations, the SU(2)R connection was simply ~Vµ = −~ωu∂µqu
and would in fact vanish for nH = 0. However, (3.106) shows that the additional scalar gauging
introduces a new term into the connection that deforms the theory in such a way that it no longer
commutes with the superconformal quotient (V-gauge) and leaves a trace in the physical theory,
as shown by the decomposition law (3.105). This new term serves to couple the physical vector
fields to the matter fields. Indeed, substituting (3.106) into (3.107) shows that the fermionic
matter becomes minimally coupled to the electric gauge fields. In particular, the gravitino
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covariant derivative contains the term
Dµψνi ⊃ − 1√2κ
2
4A
I
µgI
(
σ3
)
i
jψνj . (3.108)
Since the Pauli matrix σ3 has the structure
(
σ3
)
i
j =
1 0
0 −1
 , (3.109)
it is then clear that the two gravitini have opposite electric charges. To be precise, with nV + 1
superconformal gauge vectors, the gauge group is U(1)nV +1 and the fermions have charges ±gI
with respect to each of the gauge fields AIµ. Of course, it is always possible to use the FI
parameters to specify a privileged gauge vector Aµ = AIµgI which selects a particular U(1) ⊂
U(1)nV +1 under which the fermions have charge ±1, whilst they are neutral with respect to all
other U(1) factors. Since the charges with respect to this privileged U(1) direction in U(1)nV +1
space coincide with the R-symmetry charges, this FI gauging is a realisation of gauging a U(1) ⊂
SU(2)R symmetry.
Scalar potential
The gauging modifies the SU(2)R connection that appears in the covariant derivatives in the
action. The additional terms introduced disturb the supersymmetry invariance of the action.
To restore supersymmetry invariance, a scalar potential must be added. According to [27] this
is26
V electric4 (X, X¯) = −
[
−12(ImN )
−1|IJ − 4κ2XIX¯J
]
~PI · ~PJ . (3.110)
The product ~PI · ~PJ is understood to be a trace of the product of Pauli matrices. Using (3.104),
we find ~PI · ~PJ = 2gIgJTr(σ3 · σ3) = 4gIgJ . This gives
V electric4 (X, X¯) = −4gIgJ
[
−12(ImN )
−1|IJ − 4κ2XIX¯J
]
. (3.111)
Example: pure 4d, N = 2 U(1) FI electrically gauged supergravity
Let us make things more concrete by considering the simple example of a U(1) ⊂ SU(2)R FI
electric gauging of pure supergravity. Pure supergravity means nV = 0, whilst the FI gauging
requires nH = 0. Therefore, at the superconformal level, we have only the gravity multiplet
and the compensating vector multiplet and hypermultiplet. The bosonic action is equivalent to
Einstein-Maxwell theory. Since we are in four dimensions, the theory is completely determined
26Relative to 20.194 of [27], we introduce an overall minus sign into the potential for consistency with our sign
conventions. See Appendix B.2 for details.
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by the prepotential [27]
F = − i2(X
0)2.
Following (3.19), the D-gauge constraint gives
e−K(X) = −i(X0F¯0 − F0X¯0) = κ−24 ⇒ X0 = (
√
2κ4)−1.
From this we can use (3.18) to establish the value of N00 as
N00 = −i .
Since N00 = R00 + iI00, we establish that
R00 = 0 , I00 = −1 ,
and this can be substituted into (3.20) which, along with the absence of the PSK manifold (since
nV = 0), recovers the Einstein-Maxwell Lagrangian as promised.
Furthermore, substituting (ImN )−1|00 = −1 and the D-gauge condition X0 = (√2κ4)−1
into (3.111), the scalar potential for pure gauged supergravity becomes
V electric4 = −4g20
[
−12(−1)− 4κ
2
4(
√
2κ4)−2
]
= +6g20 , (3.112)
which is given in terms of the dimensionful FI parameter g0. This can be expanded in terms of
the dimensionless electric coupling g as g0 = gL such that the potential then becomes
V4 = ΛAdS4 = +
6g2
L2
,
and the electric FI gauging of pure supergravity has generated a positive definite scalar potential
that will give rise to a negatively curved spacetime geometry, as reviewed in Appendix B.2.
Specifically, the potential is identical to the cosmological constant of four-dimensional Anti de-
Sitter spacetime, ΛAdS = (D−1)(D−2)L2 with D = 4.
Since nV = 0, there is just a single gauge field (the graviphoton), and the covariant deriva-
tive (3.107) of the gravitini becomes
Dµψνi =
(
∂µ +
1
4ωµ
abγab +
1
2 iAµ
)
ψνi − 1√2κ
2
4A
GP
µ g0~σ
3ψνj , (3.113)
indicating the two gravitini are minimally coupled to the graviphoton with electric charges ±g0.
This corresponds to a vertex of the form L4 ⊃ ψ¯iµγµνρDνψiρ as shown in Figure 3.2.
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Figure 3.2: Feynman diagram for minimal electric coupling of gravitino to graviphoton in U(1)
Fayet-Iliopoulos gauging of pure N = 2 supergavity.
3.4.3 U(1) Fayet-Iliopoulos dyonic gauging in four dimensions
As we have seen above, electric Fayet-Iliopoulos gaugings are a natural generalisation of N = 2
supergravity coupled to vector multiplets. We can write the scalar potential (3.111) in terms of
the superpotential W = −2gIXI as
V electric4 (X, X¯) = −
(
N IJ∂IW∂JW¯ − 2κ24|W |2
)
,
where we used the identity N IJ = −12 (Im N )−1|IJ − 2κ24XIX¯J from (20.189) of [27].
In four dimensions, the electric-magnetic duality allows the existence of magnetic gaugings
also. Such magnetic gaugings have been realised in the scalar potentials generated by flux
compactifications of string theory on Calabi-Yau three-folds [108]. To engineer from scratch the
symplectic extension of the electric gaugings considered in Section 3.4.2 to incorporate dyonic
gaugings requires use of the embedding tensor formalism [26,109]. To avoid a lengthy detour, we
can motivate the dyonic potential by noting that the superpotential W = −2gIXI is essentially
‘half’ of a symplectic function. Introducing magnetic FI parameters gI , we can construct the
symplectic function W = 2(gIFI − gIXI) which represents the superpotential of a theory with
dyonic gaugings. The scalar potential for the dyonic theory would then be
V dyonic4 (X, X¯) = −
(
N IJ∂IW∂JW¯ − 2κ24|W |2
)
, W = 2(gIFI − gIXI) . (3.114)
Putting the scalar potential (3.114) together with the superconformal Lagrangian (3.22),
we find the full bosonic action for four-dimensional N = 2 supergravity with a dyonic U(1)
Fayet-Iliopoulos gauging is
e−14 L4 = −
1
2κ24
R(4) −
1
κ24
gIJ∂µX
I∂µX¯J + 14IIJF
I
µνF
J |µν + 14RIJF
I
µνF˜
J |µν
+ V dyonic4 (X, X¯) . (3.115)
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3.4.4 U(1) Fayet-Iliopoulos electric gauging in five dimensions
In five dimensions, there is no electric-magnetic duality, and therefore magnetic gaugings are
disallowed. The five-dimensional electric gauging follows by re-applying the methods used for
the four-dimensional case in Section 3.4.2. This is done explicitly in [110, 111] and leads to the
following five-dimensional scalar potential
V5(h) = 2 · 6−1/3
[
(chhh)(ch)−1|ij + 3hihj
]
gigj . (3.116)
Since there is no ambiguity regarding the nature of the gauging, we do not require an ‘electric’
superscript in five dimensions. Putting the scalar potential (3.116) together with the supercon-
formal Lagrangian (3.15), we find the full action for five-dimensional N = 2 supergravity with
an electric U(1) Fayet-Iliopoulos gauging is
e−15 L5 = −
1
2κ2R(5) −
3
4κ2aij(h)∂µˆh
i∂µˆhj − 14aij(h)F
i
µˆνˆF j|µˆνˆ
+ κ
6
√
6
e−15 cijk
µˆνˆρˆσˆλˆF iµˆνˆF jρˆσˆAkλˆ + V5(h) . (3.117)
To convince ourselves that the the potential in (3.116) is correct, we can show that it consistently
reduces to the four-dimensional electric potential (3.111) for very special models when using the
Kaluza-Klein ansatz (3.50). Also, see Appendix C for an explicit demonstration that the five-
dimensional scalar potential (3.116) is positive definite for the STU -model and therefore able
to support solutions with negative spacetime curvature, as reviewed in Appendix B.2.
3.5 Holography and Anti de-Sitter space
3.5.1 Holography
Holographic dualities relate quantum physics of strongly coupled field theories to theories of
classical gravity in one higher dimension. Following [112] we will motivate this duality using
lattice systems. Consider a non-gravitational theory on a lattice with lattice spacing a. The
physics can be described using the Hamiltonian
H =
∑
x,i
Ji(x, a)Oi(x) , (3.118)
where x labels the lattice sites and i labels the various operators. Ji denotes the coupling
constant (or source) of the operator Oi at the point x. From its argument, it is clear that the
couplings Ji depend on the lattice spacing a. When studying lattice systems, we are interested in
how to vary the couplings Ji in order to reach a continuum limit. This requires us to understand
the functional dependence of Ji on the regulator (lattice spacing) i.e. the renormalization group.
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(a) Kadanoff-Wilson renormalization. (b) Holographic interpretation.
Figure 3.3: On the left we illustrate the Kadanoff-Wilson coarse-graining of a lattice by doubling
the spacing u. On the right we show how different values of u correspond to layers in a higher-
dimensional spacetime. Images sourced from [112].
Kadanoff and Wilson proposed a block spin approach whereby we coarse-grain the lattice and
replace multiple lattice sites with a single site by averaging over the lattice variables. Doing so,
the structure of (3.118) is unchanged but the operators Oi become weighted differently since
their respective couplings have changed. Suppose the lattice spacing is doubled in each step as
shown in Figure 3.3. The couplings respond as follows:
Ji(x, a)→ Ji(x, 2a)→ Ji(x, 4a)→ . . . .
The couplings manifestly depend on the length scale of the theory and we can write them
as Ji(x, u), where u = (a, 2a, 4a, . . . ). The evolution of the couplings is determined by the
renormalization group flow equations
u
∂
∂u
Ji(x, u) = βi (Jj(x, u), u) , (3.119)
where βi is the β-function of the ith coupling. For a weakly coupled system, the βi’s are deter-
mined perturbatively. This becomes increasingly difficult at strong coupling, and the holographic
proposal is to treat the length scale u as an extra dimension. We should picture the collection of
lattices at different values of u as being layers of a new, different higher-dimensional spacetime
as shown in Figure 3.3. The couplings are identified with fields in the spacetime
Ji(x, u) = φi(x, u) .
The dynamics of the fields φi are governed by a gravitational action. From Figure 3.3 the UV
couplings are dual to the bulk fields evaluated on the spacetime boundary, Ji|UV = φi|∂ , and
the UV field theory is said to live on the spacetime boundary. With the extra dimension playing
the role of the length scale, running of the coupling simply corresponds to considering different
z = const slices of the spacetime. The dual fields are required to have the same tensor structure
as the coupling Ji that they replace, such that φiOi is a scalar. Thus spacetime scalars and
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vectors are dual to scalar operators and currents in the field theory respectively. Further, the
spacetime metric gµν is identified with the field theory stress tensor Tµν . We will see this in
Chapter 5 when computing conserved charges using quasilocal techniques.
So far we have been vague about the details of the spacetime since, in general, finding the
geometry dual to a particular QFT is very difficult. However, at fixed points of the renormal-
ization group flow, the β-functions vanish and we have a conformal field theory (CFT). This
invariance under changes to the length scale makes it straightforward to identify the dual ge-
ometry. Considering a D-dimensional QFT, the most general (D + 1)-dimensional metric with
D-dimensional Poincare´ invariance is
ds2(D+1) = Ω2(z)
(
−dt2 + d~x2 + dz2
)
, (3.120)
where z is the coordinate of the extra dimension, ~x = (x1, . . . , xD−1) and Ω(z) is undetermined.
Since z represents the field theory length scale, conformal invariance amounts to invariance
under the transformation
(t, ~x)→ λ(t, ~x) , z → λz . (3.121)
In order for (3.120) to be invariant under (3.121), the function Ω(z) must transform as Ω(z)→
λ−1Ω(z) which fixes it to be
Ω(z) = L
z
, (3.122)
where L is some constant. Inserting this into (3.120), the spacetime dual of a CFT has the
metric
ds2(D+1) =
L2
z2
(
−dt2 + d~x2 + dz2
)
, (3.123)
which is the line element of (D + 1)-dimensional Anti de-Sitter space, AdSD+1. L is referred to
as the Anti de-Sitter radius. The (conformal) boundary of AdSD+1 is located at z = 0 as seen
in Figure 3.3.
As mentioned earlier, the dynamics of the fields φi are determined by an action. The AdS
metric (3.123) is a solution to the equations of motion of an Einstein-Hilbert action with cos-
mological constant:
S = 12
∫
dD+1x
√−g (−R+ 2Λ) . (3.124)
By analysing the resulting Einstein equations, it is possible to produce AdS solutions if the
cosmological constant is chosen as
Λ = D(D − 1)2L2 ,
corresponding to a negative scalar curvature (see Appendix A for sign conventions)
RAdS(D+1) =
D(D + 1)
L2
. (3.125)
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The first, and best known, example of holography is the so-called AdS/CFT correspondence
relating a four-dimensional N = 4 super Yang-Mills gauge theory with gauge group SU(N) to
string theory in AdS5 × S5 [11]. Considering the gravitational and field theory systems don’t
have the same dimension, an important consistency check is to match their degrees of freedom.
This is possible provided we make the identification
1
4
(
L
lP
)D−1
= N2,
relating parameters of the gravitational theory to those of the field theory. In particular, lP
is the Planck length and N2 is the central charge of the SU(N) CFT [112]. We note that a
gravitational theory is (semi-)classical when the coefficient of the action is large. It is shown
in [112] that the coefficient contains a factor LD−1/lPD−1. Therefore, we can trust our classical
AdS dual of the SU(N) gauge theory providing
(
L
lP
)D−1
≈ N2 >> 1 .
In other words, holography is valid providing the AdS radius is large in Planck unitsFrom the
field theory perspective, this requires a large number of degrees of freedom (or large N). Without
this, quantum gravitational corrections will be required.
In fact, the spacetime is only required to be asymptotically AdS such that the boundary
isometry group matches the conformal group of a field theory living on the boundary [16]. We
can therefore consider placing objects, such as black holes, inside the spacetime providing their
gravitational influence is negligible at large distances. Whilst a pure AdSD+1 geometry is dual
to a CFT vacuum state, black holes are equipped with a certain Hawking temperature such that
their presence corresponds to populating the field theory with thermal states. This is precisely
what we shall do in Chapter 5. In such a configuration, the near horizon (resp. asymptotic)
geometry can be used to probe the infra-red (resp. ultra-violet) behaviour of the field theory.
3.5.2 Anti de-Sitter geometry: an embedded hyperboloid
Anti de-Sitter spacetimes play a central role in holography. We show in Appendix B.2 how the
positive definite scalar potentials generated from Fayet-Iliopoulos gaugings of N = 2 supergrav-
ity theories can play the role of the cosmological constant needed in (3.124) to produce such
geometries. It will be useful for the solutions constructed in Chapter 5 to now review in more
detail the construction and properties of this space.
We start by demonstrating how AdSD is constructed by embedding a D-dimensional hyper-
boloid in a flat (D + 1)-dimensional space with two time-like directions, E2,D−1. Thus, AdSD
inherits the structure of the Lorentzian analogue of hyperbolic space. For simplicity, we shall
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work with the three-dimensional AdS3 geometry in the remainder of this section since the proper-
ties we demonstrate extend to arbitrary dimensions and, in particular, to AdS5 which is relevant
for Chapter 5. As explained above, the construction begins with a flat four-dimensional space,
E(2,2), with coordinates U, V,X, Y and a signature (−,−,+,+) metric given by
ds2E(2,2) = −dU2 − dV 2 + dX2 + dY 2.
AdS3 is the three-dimensional hypersurface in E(2,2) given by
AdS3 = {x ∈ E(2,2)| − U2 − V 2 +X2 + Y 2 = −L2} , (3.126)
where L is the AdS radius. This hypersurface in E(2,2) is in fact a 3-dimensional hyperboloid as
shown in Figure 3.4. To investigate the structure of Anti de-Sitter space, we must pull-back the
ambient E(2,2) geometry to this hypersurface. In particular, the metric on AdS3 will be
ds2AdS3 =
(
−dU2 − dV 2 + dX2 + dY 2
)∣∣∣
AdS3
.
There are several different coordinate systems available to parametrize the hyperboloid. We
choose to work with global coordinates {t, µ, θ} since these are sufficient to demonstrate all
necessary properties for the remainder of this thesis. Global coordinates are defined via
U = L coshµ sin t ,
V = L coshµ cos t ,
X = L sinhµ sin θ ,
Y = L sinhµ cos θ , (3.127)
such that t, θ must be 2pi periodic. We are free to choose the coordinate ranges to be
t ∈ [−pi, pi) , θ ∈ [0, 2pi) , µ ≥ 0 .
We can see explicitly in Figure 3.4 the various directions parametrized by these global coordi-
nates. Pulling back, we obtain the metric
ds2AdS3 = L
2
(
− cosh2 µ dt2 + dµ2 + sinh2 µ dθ2
)
. (3.128)
It is worth mentioning that this form of the metric can be obtained from the more familiar form
ds2AdS3 = −f(r)dτ2 + dr
2
f(r) + r
2dθ2 with f(r) = 1+ r2
L2 using the simple substitutions r = L sinhµ
and τ = Lt.
The AdS3 hyperboloid has topology S1 × S1 × R since the t and θ directions are compact.
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AdS3
Unwrapping of S1
t
µ
Figure 3.4: AdS3 hyperboloid with global coordinates t and µ shown explicitly. Each point
on this 2-dimensional representation is really an S1 parametrized by the third and final global
coordinate, θ.
The periodicity of the time-like direction allows the existence of closed time-like curves; a simple
example of which would be an observer at rest at µ = 0 in Figure 3.4 whose worldline wraps
the hyperboloid and returns to the same starting position after ∆t = 2pi has elapsed. Closed
time-like curves are allowed in General Relativity even though they obviously have nothing to
do with normal, macroscopic physics. It is noted in [113] that, in the context of holography,
there may well be uses for a compact time direction in modelling physical systems that are
periodically excited e.g. resonances. Nonetheless, from a causal perspective, closed time-like
curves are clearly pathological and to avoid them one usually goes to the universal covering
space [114], by ‘unwrapping’ the hyperboloid’s time-like circle as indicated in Figure 3.4. This
S1 → R transformation changes the topology to S1 ×R2, meaning that the time direction is no
longer subject to periodic identification and instead has an infinite range. This will help greatly
with visualising the causal structure and allows the Penrose diagram to be drawn as extending
infinitely in the time direction. It is worth mentioning that passing to the universal covering
space does not affect the asymptotic geometry and so the spacetime remains suitable for use in
AdS/CFT.
3.5.3 Conformal compactification
Anti de-Sitter spacetime extends infinitely in the spatial µ direction as well as having a compli-
cated topological and causal structure. To understand this we can use a Penrose diagram, which
requires a conformal compactification of the geometry. First of all, note that since light rays
propagate along ds2 = 0, we can introduce an overall conformal factor to ds2 without affecting
this [115]. Whilst conformal transformations preserve angles and thus don’t affect the causal
structure of the space, they do not preserve distances. With a clever choice for the conformal
factor, it is possible to bring points at infinity in the original spacetime to a finite distance in the
conformally related spacetime. This finiteness allows us to draw a Penrose diagram and explore
the causal structure in detail. To find a suitable choice of conformal factor, we begin by letting
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θ
t
ρ = 0
S2
ρ = pi/2
Figure 3.5: Figure showing how the reduced range of the polar coordinate ρ in the S2 factor of
M˜ gives rise to half-spheres. Such a half-sphere is topologically equivalent to a disc of radius pi2
by ‘squashing’ and allows us to view M˜ as a solid cylinder of radius pi2 . Note that this ‘squashing’
identifies the two shaded regions in the above diagram.
sinhµ = tan ρ such that that the metric becomes
ds2AdS3 = L
2
(
− sec2 ρ dt2 + sec2 ρ dρ2 + tan2 ρ dθ2
)
= L2 sec2 ρ
(
−dt2 + dρ2 + sin2 ρ dθ2
)
, (3.129)
with t ∈ (−∞,∞) after unwrapping the time-like S1, and with ρ ∈ [0, pi2 ) to match sinhµ ∈ [0,∞)
which follows from µ ≥ 0. By choosing the conformal factor Ω = cos ρ,M = AdS3 is conformally
related to unphysical spacetime M˜ with metric
ds˜2 = Ω2ds2 = −dt2 + dρ2 + sin2 ρ dθ2 .
This demonstrates AdS3 is conformal to one half of the 3-dimensional Einstein Static Universe.
The reason being that ESU3 has the standard range ρ ∈ [0, pi] for the polar angle ρ appearing in
the S2 factor whilst AdS3 has the restricted range ρ ∈ [0, pi2 ). The full manifold M˜ can be viewed
as a solid cylinder with radial coordinate ρ, and a cylindrical boundary at ρ = pi2 . This can be
seen explicitly in Figure 3.5 which also demonstrates why surfaces of constant t are half-spheres
(discs) with boundary at ρ = pi2 . The points with ρ =
pi
2 correspond to µ = ∞ and are not
formally part of M˜. In fact these points form the conformal boundary, I, of AdS3. On this
surface, the metric takes the form
ds˜2|ρ=pi2 = −dt
2 + dθ2 ,
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meaning that the conformal boundary is topologically a cylinder, I = R×S1.27 Given that two-
dimensional Minkowski space is conformally isometric to such a Lorentzian cylinder, it is possible
to imagine a field theory existing on the boundary of AdS3. This AdS3/CFT2 duality would be
another example of a holographic correspondence [116]. Moreover, the Lorentzian cylinder I is
a time-like surface that unites future and past null infinity as well as spatial infinity [44] i.e.
I = I+ ∪ I− ∪ i0 .
The conformal transformation introduces a new, conformally related measure of distance, ds˜2,
such that infinity in the original AdS3 now appears at a finite distance in M˜. Consequently, it
becomes possible to ‘travel to conformal infinity’ in the unphysical spacetime M˜. Thus we must
exercise caution when applying statements about causality and geodesic structure made from
calculations in M˜ to the original M = AdS3.
3.5.4 Penrose diagrams and geodesics
Following conformal compactification, M˜ ∪ I can be viewed as a solid cylinder as seen in Fig-
ure 3.5. To make the study of geodesics as simple as possible, we shall suppress all motion in
the transverse S1 direction by setting dθ = 0. This enables the cylinder to be flattened out
such that the Penrose diagram can be drawn as an infinite strip, a finite section of which is
shown in Figure 3.6. Note that the conformal transformation produces an unphysical metric
whose geodesics are of no interest to us since they are equally unphysical. We therefore compute
the geodesics with respect to the uncompactified Anti de-Sitter metric in (3.129) to obtain an
expression for ρ(t), which can then be plotted on the Penrose diagram. We discuss the null and
time-like cases separately below.
Null geodesics
The metric (3.129) is stationary meaning that ∂t is a global Killing vector field. Thus there
exists an integral of motion which we identify with the energy of the massless particle,
E = −gttt˙ = L2 sec2 ρ t˙ , where t˙ = dt
dλ
and λ is the affine parameter. (3.130)
The null condition, ds2 = 0, becomes
0 = L2
(
− t˙
2
cos2 ρ +
ρ˙2
cos2 ρ
)
,
27The metric on the boundary is only defined up to conformal transformations [116].
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Figure 3.6: Penrose diagram for AdS3 with a sample of time-like and null geodesic trajectories
shown. Because of the ‘flattening’ of the cylinder, the entire left hand side of the diagram has
azimuthal coordinate θ = pi, meanwhile the right hand side has θ = 0. Image taken from [117]
and modified to include null geodesics.
since θ˙ = 0 as we only have radial motion. This then gives
ρ˙ = ±t˙ (3.131)
⇒ ρ˙ = ± E
L2
cos2 ρ , (3.132)
where we have substituted for t˙ from (3.130). Rearranging and integrating we have
tan ρ(λ) = ± E
L2
λ . (3.133)
This gives the radial coordinate, ρ, as a function of the null geodesic’s affine parameter, λ.
We see that as ρ → pi2 , λ → ∞, which, according to Figure 3.6, tells us that it takes infinite
affine parameter for null geodesics to reach spatial infinity. In other words, AdS3 is geodesically
complete as expected. Of course, to actually draw the null geodesic on the Penrose diagram,
we want an expression for the radial coordinate, ρ(t), as a function of coordinate time, t. To do
this, we can directly integrate (3.131):
dρ = ±dt ⇒ ρ(t) = ±(t+ t0) , (3.134)
where t0 is a constant of integration and the positive (resp. negative) solutions represent outgoing
(resp. ingoing) null geodesics. This explains why null geodesics appear as straight lines at 45◦
in the Penrose diagram in Figure 3.6.
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Dirichlet boundary conditions
Notice from Figure 3.6 that a null geodesic released from ρ = 0 will reach the conformal bound-
ary, I, in finite coordinate time, ∆t = pi2 . One important consequence of I being a time-like
surface is that, given a spatial hypersurface, Σ, there exist points p to the future of Σ such
that past-directed null geodesics released from p do not intersect Σ because they instead extend
into the conformal boundary. This means Anti de-Sitter space has no Cauchy surfaces, and this
lack of global hyperbolicity prevents us from determining the future evolution of initial data
on a given hypersurface, Σ. To restore global hyperbolicity, one imposes reflective, Dirichlet,
boundary conditions on the conformal boundary, I. Future evolution is now well-defined since
null geodesics ‘bounce’ off I as seen in Figure 3.6 [44]. This leads to the interesting scenario
whereby a light ray can be sent out to the boundary and return in finite proper time from the
perspective of an observer at the origin (whose proper time agrees with coordinate time), despite
the fact that each leg of the journey requires infinite affine parameter from the perspective of the
massless particle. This is reminiscent of the paradoxical time measurements made by a distant
observer seeing an object fall into a black hole.
Time-like geodesics
Again, since the metric (3.129) is stationary, ∂t is a global Killing vector field and there exists
a conserved energy,
E = −gttt˙ = L2 sec2 ρ t˙ , where t˙ = dt
dτ
and τ is the proper time. (3.135)
With only radial motion (θ˙ = 0), the time-like condition ds2 = −dτ2 gives
−1 = L2
(
− t˙
2
cos2 ρ +
ρ˙2
cos2 ρ
)
.
Substituting for t˙ this gives
ρ˙2L2
cos2 ρ =
E2 cos2 ρ
L2
− 1 . (3.136)
To plot on the Penrose diagram we require an expression for ρ(t). Using that ρ˙ = dρdt
E cos2 ρ
L2 , we
can solve (3.136) to find
sin ρ(t) = ±
√
1− L
2
E2
sin (t+ t0) . (3.137)
Time-like geodesics are solutions to (3.137) and appear on the Penrose diagram as sinusoidal
waves with different amplitudes but all with period 2pi. On the physical AdS3 hyperboloid,
these waves parametrize an elliptic trajectory that can be understood as the intersection of the
AdS3 hyperboloid with a family of totally-time-like 2-planes [118, 119]. Looking in more detail
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at equation (3.137) governing the elliptic trajectory, it is immediate that we require E ≥ L in
order to avoid a complex solution. In fact, E = L corresponds to ρ(t) = 0 and indeed, if we
repeat the above calculation for the energy of a particle at rest (ρ˙ = θ˙ = 0), we find Erest = L
indicating that this is in fact the rest energy of a particle in AdS. We also note that letting
E →∞, causes (sin ρ)max → 1 and so ρmax → pi2 , meaning the test particle will get closer to the
boundary and, at the same time, its equation of motion (3.137) will approach
sin ρ(t) ∼ sin (t+ t0) ⇒ ρ(t) ∼ t+ t0,
implying that the elliptic trajectories become more ‘zig-zag,’ and so the infinite energy limit
E → ∞ is the limit in which the time-like trajectory approaches that of a null trajectory.
Therefore the limits E → L and E →∞ represent respectively the special cases where the elliptic
intersection of the 2-plane with the AdS3 hyperboloid becomes either circular or parabolic. A
sample of time-like trajectories with different energies (amplitudes) and different values of t0
are shown in Figure 3.6. Although the trajectories of massive particles may approach that of
a light ray as the energy (mass) increases, they will never coincide since this requires infinite
energy and is related to the fact that the Lorentz factor (1− v2
c2 )
−1/2 will only diverge in the limit
v → c. In [120], Maldacena offers some insight into the inability of massive particles to reach
the conformal boundary by looking at how, in the Newtonian limit, a slow-moving particle is
subject to a gravitational potential that grows with increasing ρ, eventually becoming an infinite
potential wall as the boundary is approached. This wall, produced by the negative spacetime
curvature, is responsible for the particle executing an oscillatory motion in the ρ coordinate
similar to the harmonic motion of a particle in a box [115].
An interesting consequence of this is to imagine a collection of test particles being simul-
taneously released from ρ = 0. They will travel along different time-like geodesics (elliptical
trajectories) depending on their energy (mass) but it is clear from Figure 3.6 that, because
of periodicity, they will all return to ρ = 0 and simultaneously collide with one another after
coordinate time ∆t = pi has elapsed [113].
3.6 Hyperscaling-violating Lifshitz spacetimes
Since the discovery of the AdS/CFT correspondence [11], holographic techniques have been
extended to non-maximally symmetric spacetimes in attempts to model more realistic quantum
field theories, such as those found in condensed matter physics (see e.g. [12]). In this section,
we first introduce one of the simplest extensions, Lifshitz holography, before discussing the
more complicated, hyperscaling-violating Lifshitz (hvLif) holography. We introduce some basic
properties to help motivate their role in holography, which will be important for Chapter 4. We
will not however, give a systematic analysis of geodesics as we did for AdS spacetimes, since
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this is a considerably more lengthy procedure in the hvLif case. The interested reader may refer
to [121] for details of this calculation.
For consistency with the literature, we will formulate this section using (D+ 2)-dimensional
spacetimes and (D + 1)-dimensional field theories.
3.6.1 Lifshitz holography
As seen in (3.121), conformally invariant systems are invariant under dilatations
t→ λt , xi → λxi , i = 1, . . . , D ,
where we use xi to label the spatial coordinates. However, many physical systems exhibit
asymmetric scaling behaviour of time and space. Indeed, many systems in condensed matter
physics have phase transitions governed by ‘Lifshitz fixed points’ where the above scale invariance
is modified to a so-called dynamical scale invariance [122],
t→ λzt , xi → λxi , i = 1, . . . , D , (3.138)
where z 6= 1 is the dynamical critical exponent and controls the anisotropic scaling of the
time direction. As it happens, there exists spacetime geometries with precisely the same scaling
behaviour as these (D+1)-dimensional field theories. These are the (D+2)-dimensional Lifshitz
spacetimes, defined by the one-parameter family of metrics,
ds2(D+2) = −
L2
r2z
dt2 + L
2
r2
(
dr2 + d~x2
)
, (3.139)
where d~x2 = dx21+dx22+· · ·+dx2D. It is a simple exercise to check Lifshitz spacetimes are invariant
under the scale transformations (3.138), despite clearly losing invariance under Lorentz (and
consequently conformal) transformations. Notice that for z = 1, isotropic scaling is restored
and (3.139) reduces to the metric on the Poincare´ patch of AdSD+2, given in (3.123). The
different behaviour of time from space implies that Lifshitz geometries with z 6= 1 are dual to
non-relativistic field theories.
3.6.2 Hyperscaling-violating Lifshitz holography
A further generalisation of the dictionary between systems of gravity and condensed matter
systems comes from considering the following two-parameter class of (D+ 2)-dimensional hvLif
spacetimes,
ds2(D+2) = r−
2(D−θ)
D
(
−r−2(z−1)dt2 + dr2 + dx2(D)
)
. (3.140)
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Under the rescalings of the coordinates in (3.138), the metric (3.140) is no longer invariant. In
fact, scale invariance is broken to scale covariance:
t→ λzt , xi → λxi , ds2(D+2) → λ
2θ
D ds2(D+2) . (3.141)
Such metrics are classified according to the two parameters (z, θ). As before, z measures the
degree of anisotropy between time and space, whilst θ 6= 0 measures the degree to which scale
invariance is broken and maps holographically to the hyperscaling-violation exponent. According
to [15], holography relates volume elements in the bulk to entropic measures on the boundary
and we thus expect θ 6= 0 to modify the scaling behaviour of entropy. Indeed, a system is said
to possess hyperscaling behaviour if its thermal entropy scales with the spatial dimension, D, of
the boundary, i.e. S ∼ TD. In the presence of a non-trivial dynamical critical exponent, this is
modified to S ∼ T Dz [123]. For the case θ 6= 0, we determine the thermal entropy by the area of
the horizon of a non-extremal black brane (T > 0). For a horizon located at r = r+, (3.140) tells
us S ∼ ∫r=r+ dDx√σ ∼ r−(D−θ)+ = rθ−D+ . We know from (3.141) that rθ−D ∼ t θ−Dz and we also
know that temperature is an inverse time, T ∼ t−1. Consequently, we find S ∼ rθ−D+ ∼ T
D−θ
z
whose deviation from the hyperscaling behaviour S ∼ T Dz of a Lifshitz geometry clearly justifies
the name.28 Notice that from the perspective of boundary thermodynamics, D − θ acts as the
effective spatial dimension of the boundary system.
At first glance, hvLif metrics, with their broken scale invariance, may seem rather exotic
and unrealistic. But in fact, they have proven themselves very useful in holography for studying
certain condensed matter systems known to violate hyperscaling. This has led to the devel-
opment of the so-called AdS/CMT correspondence [12, 13] and recently, there has been much
research [15,34, 124,125,126] on the specific case θ = D − 1. This represents a one-dimensional
hidden Fermi surface which is thought to play an important role in the holography of compress-
ible states in condensed matter physics [127]. Supergravity embeddings of hyperscaling-violating
Lifshitz metrics with z = 1 and various values of θ can be found in [34] and references therein.
An important observation of [34] is that,29
“dimensional reduction of theories admitting scale invariant vacua often leads to
theories admitting scale covariant vacua.”
This suggests the UV/IR completion of theories with non-trivial hvLif behaviour may involve
oxidation to theories with AdS vacua [35]. Later in this thesis, we will encounter an explicit
example of this and will in fact see how the hvLif spacetime inherits certain properties, such as
geodesic structure, from the parent AdS spacetime.
28We argue for this scaling behaviour using only dimensional analysis here; see [15] for an explicit computation
confirming this.
29Although [34] doesn’t explicitly discuss z 6= 1, this is a general comment for any allowed (z, θ). This is
important: in Chapter 4 we apply this idea to examples where z is not necessarily equal to one.
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We end this section with the physically allowed values of the two parameters (z, θ). In order
for the gravitational theory to be physical (i.e. locally attractive [128]), we must demand that
the null energy condition holds,
Tµνk
µkν ≥ 0 ,
where k2 = 0. Since Gµν = Tµν on shell, this boils down to the following requirements on the
parameters of the bulk metric [14],
(D − θ)(D(z − 1)− θ) ≥ 0 ,
(z − 1)(D + z − θ) ≥ 0 . (3.142)
A general hvLif metric is physically sensible providing it satisfies (3.142). Some remarks are
in order regarding special cases. Firstly, note that scale invariance (θ = 0) restricts z ≥ 1.
Meanwhile, Lorentz invariance (z = 1) requires θ ≤ 0 or θ ≥ D. However, it is noted that the
θ ≥ D branch of metrics may well be unstable, at least thermodynamically if not otherwise,
and so Lorentz invariant solutions should have θ ≤ 0 [14]. When we construct solutions with
hvLif metrics in Chapter 4, it will be important to ensure these metrics are compatible with the
constraints of the Null Energy Condition in (3.142).
3.7 Black holes
A black hole is defined as a region of spacetime not contained in the past lightcone of future null
infinity [77]. Despite the fact that the solutions we construct in Chapters 4 and 5 will be black
branes, we use this section to review key properties of black holes since there is considerably
more literature on this, and many properties extend naturally from the SD−2 to RD−2 horizon
topology.
3.7.1 Black hole horizons
We begin by reviewing the different horizons that we will encounter in this thesis.
Null hypersurfaces
Let N be a null hypersurface with normal vector ζ. Then a tangent vector τ , will satisfy τ ·ζ = 0,
but because N is null, ζ · ζ = 0, meaning ζ itself is also a tangent vector, i.e.
ζµ = dx
µ(λ)
dλ
, for some null curve xµ(λ) in N . (3.143)
It is straightforward to demonstrate that ζ ·Dζµ ∝ ζµ, indicating that xµ(λ) are geodesics of N .
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Killing horizons
A Killing horizon is a null hypersurface whose null generators coincide with the orbits of a one
parameter group of isometries. Formally, a null hypersurface N is a Killing horizon of a Killing
vector field ξ if, on N , ξ is normal to N .
By (3.143) we know that along N , ξ obeys the geodesic equation
ξµDµξ
ν = −κξν . (3.144)
The parameter κ is the surface gravity. Using Killing’s equation D(µξν) = 0 and Frobenius’
Theorem ξ[µDνξρ] = 0, it is possible to establish the formula for surface gravity [25]30
κ2 = − 12(D
µξν)(Dµξν)
∣∣∣∣N . (3.145)
It can also be shown that the combination ξµ∂µκ2 = 0 and thus the surface gravity is constant
over the horizon [25], except for possible codimension-2 bifurcation surfaces where the Killing
vector ξ vanishes and κ can change sign [77].
The surface gravity is in principle arbitrary since if N is a Killing horizon of the Killing
vector ξ with surface gravity κ, then it is also a Killing horizon of the rescaled Killing vector
cξ with surface gravity c2κ, for some c ∈ R. Thus κ depends not only on N but also on the
normalisation of ξ. However, since ξ2 = 0 on N , there is no natural normalisation here. Instead,
for static, asymptotically flat spacetimes, one can avoid such ambiguities by fixing the norm of
the time-translation Killing vector field K = ∂t to be
KµK
µ(r →∞) = −1,
which in turn fixes the normalisation of the surface gravity [129].
Mathematically, the surface gravity measures the magnitude of the gradient of the norm of
the horizon generator, ξ, evaluated at the horizon, N [130]. Physically, at least for a static
and asymptotically flat spacetime, the surface gravity measures the acceleration required by an
observer to remain static near the Killing horizon, as measured by an observer at infinity [129].
In this thesis we shall also encounter stationary black hole spacetimes that are non-static. In
this case there is still an asymptotic time-translation Killing vector K = ∂t, and we can consider
the trajectories of static observers defined to have four-velocities parallel to K. The difference
now is that the Killing horizon of K is no longer an event horizon (we will demonstrate below
that the event horizon coincides with the static Killing horizon for static spacetimes). For a non-
static spacetime, the Killing horizon of K is called the ergosphere. Inside the ergosphere there are
30Frobenius’ Theorem holds since ξ is normal to N .
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Figure 3.7: Penrose diagram for a spherically-symmetric collapsing star. Future and past null
infinity are denoted I+ and I− respectively, spatial infinity is i0 and the future event horizon is
H+. The stellar interior is shaded grey, the vertical r = 0 line is the origin of polar coordinates
and the singularity (also at r = 0) is labelled accordingly.
‘frame dragging’ effects that require us to construct a new Killing vector χ that accommodates
the motion of the black hole. As we shall see, the Killing horizon of the stationary Killing vector
χ agrees with the event horizon. The surface gravity of the black hole will still be given by (3.145)
providing we work with χ, and this can be thought of as the acceleration of a stationary observer
near the horizon as measured from infinity.
Event horizons
The future event horizon, denoted H+, is defined as the boundary of the topological closure of
the causal past of future null infinity, I+ [25]. The Penrose diagram in Figure 3.7 demonstrates
the future event horizon for a stationary (non-evaporating) black hole spacetime. The concept
of an event horizon is independent from that of a Killing horizon although the two are closely
connected. In particular, it can be shown that for stationary black hole spacetimes, the event
horizon is coincident with the stationary Killing horizon [131]. The surface gravity of the event
horizon is then given by (3.145), which now defines the strength of the gravitational field on
the event horizon. In particular, κ now measures the gravitational acceleration of a stationary
particle just outside the horizon. Note that we distinguish the non-extremal black holes (κ 6= 0)
from the extremal black holes (κ = 0).
Non-degenerate Killing horizons: non-extremal event horizons
A non-degenerate Killing horizon is a Killing horizon N with κ 6= 0. If we consider κ 6= 0 on
an orbit of ξ in N then this orbit only partially coincides with the null generator of N . To see
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Figure 3.8: A bifurcate Killing horizon. Image sourced from [25].
this, use coordinates on N such that
ξ = ∂
∂α
(except at those points where ξ = 0).
Thus α, the group parameter of the isometries generated by ξ, is also one of the coordinates on
N . Supposing α = α(λ) on one particular orbit of ξ with affine parameter λ, we then have
ξ|orbit = dλ
dα
d
dλ
= fl with f = dλ
dα
and l = d
dλ
= dx
µ(λ)
dλ
∂µ. (3.146)
We can then write κ = ∂∂α ln |f | for orbits on N . This can be integrated to f = f0eκα, and
since α parametrizes a group of isometries, it can be freely shifted by a constant meaning we
can choose f0 = ±κ without loss of generality. We then have
f = dλ
dα
= ±κeκα ⇒ λ = ±eκα + const. (3.147)
Setting the constant to zero, we see that along orbits of ξ in N ,
λ = ±eκα.
Importantly then, as α ∈ (−∞,+∞), the κ 6= 0 orbit of ξ covers the λ < 0 and λ > 0 branches
of the null generator. The region where the null generator isn’t covered by the κ 6= 0 orbit is
that where λ = 0. This is a codimension-2 bifurcation surface, B, on which ξ = 0 is a fixed
point of ξ as seen in Figure 3.8. Note that bifurcate Killing horizons do not form in gravitational
collapse: the Penrose diagram in Figure 3.7 does not contain all the necessary regions shown in
Figure 3.8 [39].
An argument of Racz and Wald [132] explains that, at B, the flow of ξ is attractive in one
direction and repulsive in the other. If we take an arbitrary one-form, A, and evaluate its action
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on the Killing vector at the bifurcation surface, we find
〈A, ξ〉|B = A(ξ)|B = A(0) = 0
by linearity of the one-form. Assuming A has the same symmetries as the spacetime, it must
have vanishing Lie derivative with respect to the null isometries, Lξ(A) = 0. This means A is
ξ-invariant and consequently 〈A, ξ〉 = 0 across the entire Killing horizon. Outside the horizon
we can define a time coordinate t, such that ξ = ∂t. Then the horizon limit of the component
At of the 1-form is At → A(ξ) = 0.
Degenerate Killing horizons: extremal event horizons
A degenerate Killing horizon is a Killing horizon N with κ = 0. It is clear from (3.144) that for
such a horizon, the group parameter is itself an affine parameter for the null generator of N and
therefore covers the entire horizon meaning there is no bifurcation surface [25]. The action of a
one-form A on the null vector, ξ, generating the degenerate Killing horizon vanishes by continuity
of the previous argument in the limit κ→ 0. The work of Racz and Wald strongly suggests that
all physically relevant Killing horizons are either of bifurcate type or degenerate [132].
Trapping and apparent horizons
The earlier definition of an event horizon depends on the global causal structure; a characteri-
sation that sits nicely in the diffeomorphism invariant framework of General Relativity. Unfor-
tunately however, it requires knowledge of the complete Cauchy evolution of the entire universe
which is somewhat impractical for both physical observers and numerical relativists who only
have access to finite size laboratories [133]. Consider for example the collapsing star shown
in Figure 3.7. The event horizon H+ extends into a region that is approximately Minkowski,
and so it is entirely feasible that an observer could traverse the event horizon unaware of his
fate [134].31
To deal with this, the idea of a trapping horizon was introduced. Trapping horizons depend
only on local measurements and rely on the concept of a trapped surface. Suppose Σ is a space-
like hypersurface, then a trapped surface on Σ is a closed hypersurface S with the property that
both the ingoing and outgoing congruences of future-directed, null geodesics orthogonal to S are
converging [135,136]. Since we are considering congruences orthogonal to S, the tangent vectors
to the ingoing and outgoing congruences, denoted l− and l+ respectively, will both be normal
to S. Variations in spatial separation of null geodesics can then be measured using the second
fundamental form Θ±µν = ∇µl±ν , and convergence/divergence is given by the null expansion
scalar, Θ± = γµνΘ±µν , where γµν is the induced metric on Σ [137]. Typically, Θ− < 0 and
31Providing the black hole in question is sufficiently large that tidal forces become negligible.
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Figure 3.9: Comparing the orientation of light cones on trapped and untrapped codimension-2
surfaces. Image sourced from [135].
Figure 3.10: Trapped surface (Θ+ < 0) and apparent horizon (Θ+ = 0) for a space-like hyper-
surface Σ in the maximally extended Schwarzschild spacetime. The union of apparent horizons
forms the trapping horizon, A . Image taken from [136].
Θ+ > 0 indicating the ingoing and outgoing future-directed null geodesics emanating from S are
converging and diverging respectively. However, in regions of spacetime where the gravitational
field is particularly strong it is possible for both Θ− < 0 and Θ+ < 0 indicating the presence
of a trapped surface, as depicted in Figure 3.9. Suppose I ⊂ Σ is the union of all trapped
surfaces, then its boundary, denoted ∂I , is known as an apparent horizon: it has the property
of a marginally trapped surface, i.e. Θ+|∂I = 0 [137]. The apparent horizon can be extended
toward the future and past of Σ since hypersurfaces to the future and past of Σ will also
contain apparent horizons. The union of all such codimension-2 apparent horizons defines a
codimension-1 hypersurface, A , known as the trapping horizon as seen in Figure 3.10 [136].32
It is proven in [38] that the apparent horizon, and consequently the trapping horizon, either
coincides with or is contained inside the event horizon, H+. Establishing the presence of a
trapping horizon therefore allows an observer to establish the presence of an event horizon
using entirely local measurements of null geodesics. This will be vital for locating the event
horizons of the black brane solutions in Chapters 4 and 5. The reason being that, even armed
with a complete knowledge of the global geometry, our earlier definition of the event horizon
32Note that often the terminology apparent horizon is used in place of trapping horizon despite being technically
incorrect.
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doesn’t easily extend to spacetimes that are not asymptotically flat [138]. For example, we have
seen in Section 3.5.3 that for asymptotically AdS solutions, future null infinity is actually part
of a time-like surface on the conformal boundary of the spacetime and so defining its causal
past is problematic. But since, for stationary spacetimes, the event horizon always coincides
with the trapping horizon, we can resolve to locate the trapping horizon instead [136]. Since
the entire spacetime is stationary, A must be a stationary surface and be independent of time.
Introducing a radial coordinate r transverse to the horizon, this translates to finding an r = const
hypersurface with a normal vector nµ ∝ ∂µr. Furthermore, on A , we have Θ+ = 0 meaning
the future-directed outgoing null geodesics are confined to A which implies A is a null surface
and must have a normal vector that is null. We can therefore determine the trapping horizon
with the equation gµν(∂µr)(∂νr) = grr = 0. Solving, we find the trapping horizon, and thus the
event horizon, is found at r = r+.
3.7.2 Black hole thermodynamics
Laws of black hole mechanics
Let us now review the semi-classical laws of black hole mechanics and their striking resemblance
to the laws of thermodynamics. In fact, we regard the laws of black hole mechanics as particular
cases of the laws of thermodynamics applied to systems containing black holes. Quantum black
hole thermodynamics is beyond the scope of this thesis but we refer the reader to [130] for an
overview. The four laws are as follows:
Zeroth Law As mentioned above, the surface gravity, κ, is constant across the black hole event
horizon of a stationary black hole [130]. This is reminiscent of the zeroth law of thermodynamics
which states that temperature is constant for systems in thermal equilibrium. Hawking made
the identification of surface gravity with temperature concrete with the discovery that black
holes are not truly black [139]. Instead, quantum fluctuations allow them to emit so-called
Hawking radiation and potentially evaporate. The radiation gives the black hole a ‘Hawking
temperature’ [25]
T = κ2pi
~
kB
= κ2pi , (3.148)
where we work in units for which both the reduced Planck constant and Boltzmann’s constant
are set to unity, ~ = kB = 1.
First Law The ‘no-hair theorem’ states that the most general stationary black holes, belonging
to the Kerr-Newman solutions of Einstein-Maxwell theory, can be completely characterised by
their mass M , electric charge Q and angular momentum J [135]. The first law of black hole
mechanics describes the change in mass during the interaction of two infinitesimally nearby
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stationary black holes as
δM = κ8piδA+ µδQ+ ΩδJ, (3.149)
where A is the area of the event horizon, µ is the chemical potential associated to variation
of electric charge and Ω is the angular velocity of the horizon. Equation (3.149) has the same
structure as the first law of thermodynamics describing energy conservation as
δM = TδS + µδN − PδV. (3.150)
An important observation is that since we have identified the Hawking temperature of the black
hole with surface gravity in (3.148), we then identify the horizon area with the entropy of the
black hole. This leads to the famous Bekenstein-Hawking formula for black hole entropy33
S = A4 . (3.151)
Furthermore, for a grand canonical ensemble, Ω and J represent the pressure and volume, whilst
µ and Q are the chemical potential and particle number [77].
Second Law The analogy between area and entropy is further reinforced by Hawking’s area
theorem. The theorem states that for non-stationary processes e.g. black hole fusion, assuming
Cosmic Censorship and the null energy condition, the total area of all event horizons is non-
decreasing
δA ≥ 0. (3.152)
Immediately we see a connection to the second law of thermodynamics which states that the
entropy of an isolated system is always non-decreasing
δS ≥ 0. (3.153)
In this instance, the black hole law is stronger than its thermodynamic counterpart since in
thermodynamics it is possible to transfer entropy between subsystems but this doesn’t apply to
black holes since they are unable to bifurcate [140].
Third Law (Nernst Law) In Chapters 4 and 5 we construct black brane solutions that satisfy
the third law. As such, it is important to discuss this in some detail below. Unfortunately, this
law is not completely understood but of course, this is one of the reasons why it remains an
exciting area of research. Below we outline both the ‘weak’ and ‘strong’ versions of the third
law.
33Actually the area formula was proposed before the discovery of Hawking temperature. We present the material
here in a pedagogical manner but see [135] for a historical overview.
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The weak version of the third law of black hole mechanics was put forward by Israel in
1986, stating that it is impossible to reduce the surface gravity, κ, to zero by a finite series
of operations [140, 141]. This inability to produce extremal black holes by physical processes
resembles the weak version of the third law of thermodynamics, also known as ‘Nernst’s Principle’
or the ‘process version’, which asserts:
“Any thermodynamic process cannot reach the temperature of absolute zero by a finite
number of steps and within a finite time.” [142,143,144]
There is also a strong version of the third law of black hole mechanics which states that the
black hole entropy tends to zero as the surface gravity is reduced to zero [141]. This resembles
Planck’s strong version of the third law of thermodynamics:
“When temperature falls to absolute zero, the entropy of any pure crystalline sub-
stance tends to a universal constant (which can be taken to be zero) [144]
S → 0 as T → 0.” (3.154)
Despite Planck being responsible for the strong version of this thermodynamic law, we refer to
this version of the third law as the Nernst Law throughout the remainder of this thesis.
In contrast to the other laws of black hole mechanics, the third law has several shortcomings.
Whilst there does exist a proof for the weak version, we shall work exclusively with the strong,
Planckian version throughout this thesis since it corresponds to systems with a unique ground
state and therefore represents generic behaviour in condensed matter physics [12, 13, 32, 145].34
Unfortunately, at least to date, there exists no rigorous mathematical proof of this. Additionally,
there is strong evidence that extremal black holes have non-vanishing entropy thus ruining the
correspondence between the laws of black hole mechanics and thermodynamics [20, 146]. This
does however beg the question of how widespread this behaviour is amongst black objects and
whether it is possible to construct examples that do indeed satisfy the strong version of the third
law. The main goal of this thesis is to find such solutions that represent credible candidates for
holographic duals to condensed matter systems.
Thermodynamic stability
Having established that black holes emit blackbody radiation and thus behave as genuine thermal
systems, a natural question to ask is how they respond to small fluctuations in temperature? In
34In [140] an argument was given for the weak version that were it possible to reduce κ to zero in a finite
number or steps, then it would leave room to continue the process with further steps and ultimately result in
the dynamic production of a naked singularity, thus violating Cosmic Censorship. Later, this was formalised by
Israel [141] who proved that a nonextremal black hole cannot lose its trapped surfaces (i.e. it cannot undergo an
extremisation procedure) in a finite number of steps.
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particular, we imagine placing a black hole in thermal equilibrium with an infinite heat reservoir
and studying its reaction to small fluctuations in temperature. The response depends on the
specific heat capacity of the black hole,
CT =
∂M
∂T
. (3.155)
A negative specific heat capacity means mass and temperature are negatively correlated. Then
one can imagine placing a black hole of temperature TBH in a heat bath at temperature T > TBH.
The direction of heat flow is obvious and tells us the black hole must absorb some radiation
and thus increase its mass, but this in fact makes the black hole even colder. Consequently
the temperature difference increases and heat will continue to flow until all that remains is an
infinitely heavy, cold black hole. Likewise, if T < TBH, the net heat flow is from the black hole to
the reservoir, and as it reduces its mass, it responds by getting hotter. This runaway behaviour
ends with evaporation.
On the other hand, a positive specific heat capacity implies mass and temperature are posi-
tively correlated. Again, T > TBH results in the black hole absorbing radiation and increasing
its mass, but now this is accompanied by an increase in temperature. The temperature differ-
ence between the black hole and its surroundings decreases and the system eventually stabilises.
Similarly, if T < TBH, the black hole radiates some mass away to heat its surroundings and in
doing so cools itself in a process that will ultimately reach a thermal equilibrium.
Now consider a black hole in thermal equilibrium with its surroundings, T = TBH. If CT < 0,
then small, random perturbations in temperature lead to the runaway behaviour described above
and the system is said to be unstable. Meanwhile, if CT > 0, the system is stable against any
such fluctuations.
Black holes in asymptotically flat spacetimes have negative specific heat making them ther-
modynamically unstable. Hawking realised that the only way to enable black holes to survive
in thermal equilibrium with their surroundings was to place them in a box, thus restricting the
available energy and preventing such runaway behaviour [147, 148]. Whilst this is clearly un-
realistic in conventional asymptotically flat spacetimes, it was later discovered that black holes
can exist in stable thermal equilibrium in Anti de-Sitter spacetimes [149]. Indeed, we saw in
Section 3.5 how AdS behaves naturally like a box due to the presence of an infinite potential wall
at asymptotic infinity. An important, and relatively straightforward example of this is found
by considering the Hawking-Page phase transition. Excellent reviews of this phenomenon can
be found in [148, 150]. To summarise the salient points, we consider an asymptotically AdS5
spacetime and, using the action for pure gravity plus a cosmological constant, find that there
are three solutions to this boundary condition; small black holes, large black holes and thermal
AdS5. The black hole solutions are found by considering the metric of a Schwarzschild-AdS5
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black hole. Using grr = 0 to locate the trapping horizon we find two solutions for the event
horizon. The solution with the larger (resp. smaller) event horizon is called a large (resp. small)
black hole. It can be shown that the small black holes have negative specific heat capacity mak-
ing them thermodynamically unstable whilst the opposite is true for their large cousins which
remain stable. The third solution to the boundary conditions is thermal AdS5 which describes a
universe filled with radiation. Having ruled out the small black holes as being unstable, Hawk-
ing and Page then compared which of the remaining solutions was entropically favoured. The
result is strongly temperature dependent: a radiation dominated universe is preferred at low
temperatures but as the temperature is increased there is a first order phase transition to a
black hole dominated universe, which is preferred at high temperatures.
4 Four-dimensional Nernst branes
This chapter is based on
P. Dempster, D. Errington and T. Mohaupt
“Nernst branes from special geometry,”
JHEP 05 (2015) 079, [arXiv:1501.07863] [1].
We now come to one of the main results of this thesis, namely the construction of four-
dimensional Nernst brane solutions [1]. Within the framework of U(1) FI gauged four-
dimensional N = 2 supergravity coupled to vector multiplets, extremal Nernst branes have
previously been constructed in [24] using a first-order rewriting of the equations of motion, and
by considering a specific model: the so-called STU -model. However a similar rewriting for their
non-extremal counterparts has so far proven elusive, and the only known examples are five-
dimensional [151]. The construction of these relies on deforming the metric of the corresponding
five-dimensional extremal solution [152] and imposing suitable consistency conditions. In this
chapter we provide a systematic construction of non-extremal Nernst branes in four dimensions
by directly solving the second-order equations of motion. Moreover, our results will not only
apply to a particular model, but to all models where the prepotential is of the very special
type. This gain in generality and systematics should help to expand the AdS/CMT dictionary
considerably in the future.
In order to obtain exact, analytic solutions we shall simplify matters by restricting ourselves
to very special models that can be obtained by dimensional reduction from five dimensions.
Such models have a prepotential of the form
F (X) = f(X
1, . . . , Xn
(4)
V )
X0
, (4.1)
where f = cABCXAXBXC , with A,B,C = 1, . . . , n(4)V , is a homogeneous polynomial of degree
three.35 To avoid a cluttered notation, we shall use n instead of n(4)V throughout the remainder of
this chapter. Assuming an embedding into heterotic or type-II string theory, such prepotentials
capture perturbative string effects to leading order in the string coupling. As motivated in
the Introduction, we restrict ourselves to static black brane solutions. Apart from this we will
35The techniques presented here do not require f to be a polynomial. Therefore the results obtained in
this chapter apply to a wider class of prepotentials than just the very special ones. Indeed, they apply to
all prepotentials of the form (4.1) with f a homogeneous (not necessarily polynomial) function of degree three.
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also impose that the scalar fields take purely imaginary values, as for such ‘axion-free’ field
configurations there is a systematic simplification of the equations of motion. Since we impose
stationarity in four dimensions, we can perform a time-like dimensional reduction to obtain
an effective three-dimensional Euclidean theory. The degrees of freedom in three dimensions
can then be repackaged using the real formulation of special geometry developed in [94], which
has been used before to construct solutions to both gauged [102, 103, 153] and ungauged [3, 94]
theories of supergravity coupled to vector multiplets.
Solving the three-dimensional equations of motion directly results in an instanton solution
depending on a number of integration constants, which are a priori undetermined. However,
in order that this solution lifts to a regular black brane in four dimensions we have to impose
suitable regularity conditions. In particular, we require that the four-dimensional solution has a
finite entropy density, which happens to simultaneously ensure that the scalar fields take finite
values on the horizon. For a given set of charges and FI parameters, we are then left with a
two-parameter family of black brane solutions parametrized by a temperature T and chemical
potential |µ|, which can both be freely varied. In the limit of zero temperature, we recover
the extremal Nernst branes of [24]. Therefore we interpret our solutions as non-extremal (or
‘hot’) Nernst branes. Indeed, it turns out that the entropy density goes to zero as T → 0
for fixed charges/FI parameters, in agreement with the Nernst Law. Our solutions interpo-
late between hyperscaling violating Lifshitz geometries with (z, θ) = (0, 2) at the horizon and
(z, θ) = (1,−1) at infinity. In the zero temperature limit the near horizon geometry changes to
(z, θ) = (3, 1). The presence of hvLif geometries in our solutions further strengthens the pos-
sible relationship with condensed matter physics, where hyperscaling violation and spacetime
anisotropy frequently occur [12,14,123].
This chapter is organised as follows: in Section 4.1 we dimensionally reduce the four-
dimensional theory over a time-like circle and rewrite the resulting three-dimensional Lagrangian
using the real formulation of special geometry. We then determine the equations of motion for
general static field configurations, before concentrating on the case of purely imaginary field
configurations. In Section 4.2 we solve the aforementioned equations of motion for the case
where we have a single electric charge and some number of electric FI parameters. Having
found a solution to the three-dimensional equations of motion we then lift it back to a four-
dimensional solution and determine the conditions imposed on the various integration constants
by regularity, before carrying out an analysis of the properties of the solution. In Section 4.3
we apply our method to the case where we instead switch on a single magnetic charge and a
single magnetic FI parameter, whilst keeping (n− 1) of the electric FI parameters. Section 4.4
contains a discussion of our results in the context of holography.
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4.1 Dimensional reduction and equations of motion
We start with the bosonic action for four-dimensional N = 2 supergravity with a dyonic U(1)
FI gauging coupled to n vector multiplets. Taking (3.115) and working in units where κ24 =
8piG4 = 1, the Lagrangian for this theory is
e−14 L4 = −
1
2R(4) − gIJ∂µX
I∂µX¯J + 14IIJF
I
µνF
J |µν + 14RIJF
I
µνF˜
J |µν
+ V dyonic4 (X, X¯), (4.2)
with the scalar potential given in terms of the dyonic superpotential W = 2(gIFI − gIXI) as
in (3.114). Our goal is to solve the equations of motion at the three-dimensional level where all
fields can be Hodge dualised into scalars to aid solving the equations of motion. In Section 3.3.2
we explained how the real formulation of special geometry could be adapted for dimensionally
reducing a Lorentzian theory in four dimensions over a time-like circle. Imposing that the
background is stationary, we can make the following ansatz for the four-dimensional metric
ds2(4) = −eφ(dt+Bµdxµ)2 + e−φds2(3), (4.3)
where φ,B are the Kaluza-Klein scalar and vector respectively. Performing the dimensional
reduction as before, we find the resulting three-dimensional Lagrangian to be given by
e−13 L3 = −
1
2R(3) − H˜ab
(
∂µq
a∂µqb − ∂µqˆa∂µqˆb
)
− 12HV
− 1
H2
(qaΩab∂µqb)2 +
2
H2
(qaΩab∂µqˆb)2
− 14H2 (∂µφ˜+ 2qˆ
aΩab∂µqˆb)2, (4.4)
which follows from (3.84) and noting that the potential term +V present in (4.2) remains
unchanged except for multiplication by a factor e−φ = − 12H . The scalar potential (3.114) is
written in terms of real coordinates in Appendix D.1. Substituting from (D.8), we obtain the
following expression for the three-dimensional Lagrangian
e−13 L3 = −
1
2R(3) − H˜ab
(
∂µq
a∂µqb − ∂µqˆa∂µqˆb + gagb
)
− 1
H2
(qaΩab∂µqb)2 +
2
H2
(qaΩab∂µqˆb)2
+4(gaqa)2 +
2
H2
(qaΩabgb)2 − 14H2 (∂µφ˜+ 2qˆ
aΩab∂µqˆb)2, (4.5)
where we have defined ga = (gI , gI)T .
We shall first restrict ourselves to static solutions. This means the Kaluza-Klein vector
vanishes i.e. Bµ = 0 in the reduction ansatz (4.3). Using (3.66) and (3.75), this is equivalent to
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the final term in (4.5) being absent [94]. The equations of motion for qˆa are then given by
Dµ
(
H˜ab∂
µqˆb
)
+ 2Dµ
( 1
H2
qbΩba(qcΩcd∂µqˆd)
)
= 0, (4.6)
whilst those for qa read
Dµ
(
H˜ab∂
µqb
)
− 12∂aH˜bc
(
∂µq
b∂µqc − ∂µqˆb∂µqˆc + gbgc
)
− 12∂a
( 1
H2
)
(qbΩbc∂µqc)2 +Dµ
( 1
H2
qbΩba(qcΩcd∂µqd)
)
− 1
H2
Ωab∂µqb(qcΩcd∂µqd)
+ ∂a
( 1
H2
)
(qcΩcd∂µqˆd)2 +
2
H2
Ωab∂µqˆb(qcΩcd∂µqˆd)
+ 4H˜abgb(gcqc) + ∂a
( 1
H2
)
(qbΩbcgc)2 +
2
H2
Ωabgb(qcΩcdgd) = 0. (4.7)
Finally, the three-dimensional Einstein equations are
− 12R(3)µν − H˜ab
(
∂µq
a∂νq
b − ∂µqˆa∂ν qˆb
)
− 1
H2
(qaΩab∂µqb)(qcΩcd∂νqd)
+ 2
H2
(qaΩab∂µqˆb)(qcΩcd∂ν qˆd) + gµν
(
−H˜abgagb + 4(gaqa)2 + 2
H2
(gaΩabqb)2
)
= 0. (4.8)
4.1.1 Purely imaginary field configurations
In order to solve the equations of motion (4.6)-(4.8), we make one further simplification and
restrict the field content to the so-called purely imaginary (PI) field configurations, which we
define to be those for which the complex scalars zA = Y A
Y 0 =
XA
X0 are purely imaginary [3].
Moreover, we restrict ourselves to the subclass of models obtainable from dimensional reduction
from five dimensions for which the prepotential assumes the very special form
F (Y ) = f(Y
1, . . . , Y n)
Y 0
, (4.9)
where the function f is a homogeneous polynomial of degree three and real-valued when evalu-
ated on real fields.36 To descend from the superconformal description to the physical description
we must fix the C∗ action generating the CASK manifold N . This is done by imposing the D-
gauge condition (3.73) and by fixing a U(1) gauge. Since we choose to fix the U(1) gauge by
taking ImY 0 = u0 = 0, the only way to ensure the zA are purely imaginary is to have purely
imaginary scalar fields Y A, i.e.
xA = 0, A = 1, . . . , n.
36Superconformal invariance tells us F must be homogeneous of degree two. The very special property imposes
that, additionally, it i s the ratio of a homogeneous degree three function of the Y A, to the homogeneous degree
one variable Y 0.
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For the very special models, the real parts of zA exhibit an invariance under the axion-like shift
symmetry
Re zA 7→ Re zA + CA.
Our PI condition models are therefore often referred to as axion-free configurations.
The PI condition sets Y A = iuA and Y 0 = x0. It is then immediate from (4.9) that
F0 = ∂F (Y )∂Y 0 = −f(Y
1,...,Y n)
(Y 0)2 is purely imaginary. Given that F0 = y0 + iv0, this corresponds to
y0 = 0. To summarise, for the class of models (4.9), the scalar fields qa take the form [3]
(qa)|PI = (x0, 0, . . . , 0; 0, y1, . . . , yn),
and hence we see that qaΩab∂µqb = 0. This is the aforementioned simplification of imposing the
PI and very special conditions. Following [3] we obtain further simplifications of the equations
of motion by extending the PI condition to the scalars qˆa by imposing
(∂µqˆa)|PI =
1
2(∂µζ
0, 0, . . . , 0; 0, ∂µζ˜1, . . . , ∂µζ˜n),
which sets also qaΩab∂µqˆb = 0. Recall that the quantities ∂µζI and ∂µζ˜I encode the four-
dimensional field strengths, as seen in (3.76).
In the same way, we extend the PI condition to the FI parameters ga by imposing
(ga)|PI = (g0, 0, . . . , 0; 0, g1, . . . , gn),
which sets qaΩabgb = 0.
We then find that the equations of motion (4.6), (4.7) and the three-dimensional Einstein
equations (4.8) greatly simplify to
Dµ
(
H˜ab∂
µqˆb
)
= 0, (4.10)
Dµ
(
H˜ab∂
µqb
)
− 12∂aH˜bc
(
∂µq
b∂µqc − ∂µqˆb∂µqˆc + gbgc
)
+ 4H˜abgb(gcqc) = 0, (4.11)
and
− 12R(3)µν − H˜ab
(
∂µq
a∂νq
b − ∂µqˆa∂ν qˆb
)
+ gµν
(
−H˜abgagb + 4(gaqa)2
)
= 0. (4.12)
It turns out to be useful to write the equations of motion in terms of the dual variables qa
and qˆa. Doing so, the equations (4.10)–(4.12) take the simpler form
4(g)qˆa = 0, (4.13)
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4(g)qa +
1
2∂aH˜
bc (∂µqb∂µqc − ∂µqˆb∂µqˆc)− 12∂aH˜bcg
bgc + 4H˜abgb(gcqc) = 0, (4.14)
and
− 12R(3)µν − H˜
ab (∂µqa∂νqb − ∂µqˆa∂ν qˆb) + gµν
(
−H˜abgagb + 4(gaqa)2
)
= 0. (4.15)
In the next section we will look for solutions of (4.13)–(4.15) which can be lifted to regular
non-extremal black branes in four dimensions.
4.2 Non-extremal black branes
In this section we construct a family of non-extremal black branes in the N = 2 gauged super-
gravity theory (4.2) with prepotential (4.9). Restricting our attention to the PI configurations
described in Section 4.1.1, it is shown in Appendix D.2 that the Hesse potential takes the form
H = −14 (−q0f(q1, . . . , qn))
− 12 . (4.16)
For general functions f , the form of the metric H˜ab (appearing in the equations of motion) is
fairly complicated [3]. However, since the field q0 decouples from the rest, we can use (3.83) to
compute
H˜00 = 14q20
, q0 = − 14q0 ,
and this will be sufficient to find solutions valid for any choice of f . We remark here upon a slight
abuse of notation which we will make throughout the remainder of this chapter. Specifically,
we denote by qA with A = 1, . . . , n those scalar fields which are actually the (A + n + 1)’th
components of the vector (qa). The same is true of the components H˜AB of the metric, which
should properly be the (A+ n+ 1, B + n+ 1) components of H˜ab. This notation is convenient
since (q0, qA) are the remaining non-trivial qa-fields within our PI ansatz.
For simplicity we will concentrate on solutions which are supported by a single electric charge
Q0 and electric FI parameters g1, . . . , gn in this section. However, as we will see in Section 4.3,
the methods introduced in the following can be easily extended to deal also with solutions with
a single magnetic charge switched on and sourced by both electric and magnetic FI parameters.
4.2.1 Einstein equations
To construct Nernst solutions that are valid within the supergravity regime, we make a brane-like
ansatz for the three-dimensional metric:
ds23 = e4ψdτ2 + e2ψ(dx2 + dy2), (4.17)
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where ψ = ψ(τ) is some function to be determined. We also impose that all fields qa and qˆa
depend only on τ . The coordinate τ has been chosen such that it is an affine parameter for the
curves C : τ 7→ (qa(τ), qˆa(τ)) on the scalar target space.37 Equivalently, the τ -dependent part
of the three-dimensional Laplace operator is given by ∂2
∂τ2 .
The non-zero components of the Ricci tensor are given by
Rττ = 2ψ¨ − 2ψ˙2, Rxx = Ryy = e−2ψψ¨,
where the dot denotes differentiation with respect to τ . With this choice the three-dimensional
Einstein equations (4.15) become
− H˜abgagb + 4(qaga)2 − 12e
−4ψψ¨ = 0, (4.18)
for µ = ν 6= τ and
H˜ab
(
q˙aq˙b − ˙ˆqa ˙ˆqb
)
= ψ˙2 − 12 ψ¨, (4.19)
for µ = ν = τ , where we have used (4.18). Equation (4.19) is the Hamiltonian constraint
which needs to be imposed on solutions (qa(τ), qˆa(τ)) of the second-order scalar field equations.
We remark that since we have consistently reduced the full field equations, we do not need to
impose this constraint by hand, but have retained it as a field equation following from an action
principle.
4.2.2 Scalar equations of motion
We now turn to the equations of motion for the fields qa and qˆa. We start with the qˆa equations
of motion, which read simply
¨ˆqa = 0,
and can be integrated once to find
˙ˆqa = Ka, (4.20)
for some constants Ka, which are proportional to the electric and magnetic charges of the
solution, Ka = (−QI , P I) [3]. The explicit relations between the qˆa and the field strengths can
be found in (3.75) and (3.76). For the case at hand we only have a single electric charge Q0,
and so the only non-zero component of ˙ˆqa is ˙ˆq0 = −Q0.
We turn now to the qa equations of motion (4.14), which become
e−4ψ q¨a +
1
2∂aH˜
bce−4ψ
(
q˙bq˙c − ˙ˆqb ˙ˆqc
)
− 12∂aH˜bcg
bgc + 4H˜abgb(qcgc) = 0. (4.21)
37The curves C(τ), parametrized by qa and qˆa, are not necessarily geodesics on the target space. As explained
in Appendix B.2 it is possible for the scalar potential, present as a result of the FI gauging, to create a gradient
force that deforms them away from geodesic motion.
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For models (4.9) with the magnetic FI parameter switched off, g0 = 0, on which we concen-
trate in this section, the q0 equation of motion decouples from the others. Indeed, using (4.20)
with K0 = −Q0 the q0 equation of motion becomes
q¨0 − q˙
2
0 −Q20
q0
= 0. (4.22)
This takes precisely the same form as in the ungauged case [3] and can be solved with
q0(τ) = ±− Q0
B0
sinh
(
B0τ +B0
h0
Q0
)
, (4.23)
for some constantsB0 and h0. Since the solution (4.23) is invariant underB0 → −B0, we can take
B0 ≥ 0 without loss of generality. It will turn out that B0 acts as a non-extremality parameter for
the full solution. Furthermore, as we will see later explicitly, τ naturally takes values 0 ≤ τ <∞.
Thus in order that q0 6= 0 for τ ≥ 0 we will have to require sign(h0) = sign(Q0).
The qA equations of motion, for A = 1, . . . , n, become
e−4ψ q¨A +
1
2e
−4ψ
n∑
B,C=1
∂AH˜
BC q˙B q˙C
− 12
n∑
B,C=1
(∂AH˜BC)gBgC + 4
n∑
B=1
H˜ABgB
(
n∑
C=1
qCgC
)
= 0, (4.24)
where we leave the sum explicit here for convenience. Multiplying by qA and summing over A
gives
e−4ψ
n∑
A=1
qAq¨A + e−4ψ
n∑
A,B=1
H˜AB q˙Aq˙B +
n∑
A,B=1
H˜AB gAgB − 4
(
n∑
A=1
gAqA
)2
= 0 , (4.25)
where we have made use of the homogeneity properties of the metric H˜ab, viz. qa∂aH˜bc = 2H˜bc
and qa∂aH˜bc = −2H˜bc.
One can now compare this equation to (4.18), which for the model at hand becomes
−
n∑
A,B=1
H˜AB gAgB + 4
(
n∑
A=1
gAqA
)2
− 12e
−4ψψ¨ = 0 .
Substituting from this into the last two terms of (4.25) we obtain
n∑
A=1
qAq¨A +
n∑
A,B=1
H˜AB q˙Aq˙B =
1
2 ψ¨ . (4.26)
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The left-hand side of this equation can be rewritten as a total derivative
n∑
A=1
qAq¨A +
n∑
A,B=1
H˜AB q˙Aq˙B =
d
dτ
(
n∑
A=1
qAq˙A
)
,
and so we can integrate to find
n∑
A=1
qAq˙A =
1
2 ψ˙ −
1
4a0 , (4.27)
for some integration constant a0, where we have chosen the factor for later convenience. Now,
using the identity ∂aH˜ = H˜abqb [3] one can show furthermore that
dH˜
dτ
= −q0q˙0 −
n∑
A=1
qAq˙A =
q˙0
4q0
−
n∑
A=1
qAq˙A .
Substituting this expression into (4.27) gives
−2ψ˙ + a0 = 4dH˜
dτ
− q˙0
q0
.
Integrating with respect to τ we have
−2ψ + a0τ + b0 = 4H˜ − log(−q0) + k
= 4H˜ − log (−4q0)
= −2 log (−2H)− 2 log
(
2(−q0)1/2
)
= −2 log
(
−4H · (−q0)1/2
)
. (4.28)
where we have used the definition of H˜ given in (3.78), and have chosen the definition of the
integration constant k = − log 4 for later convenience. In particular, this choice of k leads to
a particularly nice expression when we substitute for the Hesse potential (4.16). Doing so, we
obtain
log (f(q1, . . . , qn)) = −2ψ + a0τ + b0. (4.29)
Let us now return to the Hamiltonian constraint (4.19) which, upon substituting the expres-
sion (4.23), becomes
n∑
A,B=1
H˜AB q˙Aq˙B = ψ˙2 − 12 ψ¨ −
1
4B
2
0 . (4.30)
So far we have the following picture: the equations of motion for the qA are given by the set
of coupled equations (4.24). The solutions qA(τ) of (4.24) should then satisfy the two constraints
(4.29) and (4.30).
We proceed by imposing that the qA are all proportional, which will in turn mean that all of
the physical scalar fields zA are proportional to one another. Specifically, we set qA(τ) = ξAq(τ)
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for some constants ξA. In terms of this ansatz, the constraints (4.30) and (the derivative of)
(4.29) become
3
(
q˙
q
)2
= 4ψ˙2 − 2ψ¨ −B20 , 3
(
q˙
q
)
= −2ψ˙ + a0. (4.31)
We have made use here of the homogeneity properties of f and the metric H˜ab, as well as the
identity H˜ab(q)qaqb = 1 [94] which implies, for the models at hand, that
n∑
A,B=1
H˜AB(ξ)ξAξB =
3
4 . (4.32)
The two equations (4.31) can be combined into a second-order non-linear differential equation
for ψ(τ):
ψ¨ − 43 ψ˙
2 − 23a0ψ˙ +
1
2B
2
0 +
1
6a
2
0 = 0. (4.33)
Introducing the variable
y ≡ exp
(
−43ψ −
1
3a0τ
)
,
this becomes
y¨ − ω2y = 0,
for
ω2 = 23B
2
0 +
1
3a
2
0, (4.34)
and hence can be solved by
exp
(
−43ψ −
1
3a0τ
)
= α
ω
sinh (ωτ + ωβ) , (4.35)
where α and β are integration constants, and we have taken ω to be the positive root without
loss of generality. Note that the right hand side should be non-negative for all τ > 0, and
hence we should pick α > 0 and β ≥ 0. The solution (4.35) now determines the function ψ(τ)
appearing in the metric ansatz in terms of some integration constants, which we will fix based
on regularity constraints in Section 4.2.3.
We can now use (4.35) to find an expression for q(τ). Indeed, differentiating (4.35) with
respect to τ and substituting into the second equation in (4.31) we obtain
q˙
q
= 12ω coth(ωτ + ωβ) +
1
2a0. (4.36)
This can be integrated up to find
q(τ) = Λe
1
2a0τ (sinh(ωτ + ωβ))
1
2 , (4.37)
CHAPTER 4. FOUR-DIMENSIONAL NERNST BRANES 119
where Λ is an integration constant. Since we have set all of the qA proportional to each other,
we can therefore write
qA = λAe
1
2a0τ (sinh(ωτ + ωβ))
1
2 , (4.38)
for some constants ξA ≡ λA/Λ. If we now impose
q1g1 = q2g2 = . . . = qngn, (4.39)
we find that the qA equation of motion is satisfied provided the integration constants λA are
related to the electric FI parameters gA via (see Appendix D.3)
λA = ± 38ngA
(
α3
ω
) 1
2
. (4.40)
Returning to (4.29) then determines the constant b0 in terms of α and the FI parameters gA
as
eb0 = ±
(3α
8n
)3
f
( 1
g1
, . . . ,
1
gn
)
.
Finally, the Kaluza-Klein scalar φ appearing in the metric ansatz (4.3) is determined in terms
of the qa via the D-gauge condition (3.77) and the explicit form of the Hesse potential (4.16).
To summarise, we find that the scalars qa are given by
q0 = ±− Q0
B0
sinh
(
B0τ +B0
h0
Q0
)
, (4.41)
qA = ± 38ngA
(
α3
ω
) 1
2
e
1
2a0τ (sinh(ωτ + ωβ))
1
2 for A = 1, . . . , n, (4.42)
whilst the metric degrees of freedom are given by
e−4ψ =
(
α
ω
)3
sinh3(ωτ + ωβ)ea0τ , (4.43)
eφ = 12(−q0)
− 12 (f(q1, . . . , qn))−
1
2 . (4.44)
The ± signs in (4.41)–(4.42) should be chosen such that the function eφ is well-defined.
At present, having fixed the charge and FI parameter configuration, our solution depends on
a choice of model, i.e. a choice of the function f , as well as the six parameters B0, h0, a0, ω, α, β.38
However, we shall see below that many of these parameters can be fixed either by regularity
constraints or by exploiting scaling freedoms.
38See Section 4.3 for an example of a solution with a different charge and FI parameter configuration.
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4.2.3 The Nernst brane solution
In this section we want to look at the conditions on the various integration constants which
give rise to regular black brane solutions in four dimensions. In particular, we impose that our
solution has finite entropy density, which is the relevant regularity condition for solutions with
non-compact horizon.
Let us recall the form of the four-dimensional metric in the τ coordinates:
ds24 = −eφdt2 + e−φ+4ψdτ2 + e−φ+2ψ(dx2 + dy2). (4.45)
We will see below that for a suitable choice of integration constants τ =∞ is an event horizon,
while τ → 0 is the asymptotic regime at infinite distance. The regularity of the solution within
the bulk between horizon and infinity depends on the detailed properties of the function f . In
particular, when evaluating f on the solution, we require that it has neither zeroes (so that there
are in particular no changes of sign of eφ) nor poles. Given the experience with similar issues for
black hole solutions and domain walls, one expects that such solutions exist for any prepotential
arising in string theory upon suitable restriction of the integration constants [154, 155]. In any
case, such questions can only be investigated explicitly on a case-by-case basis, while we restrict
ourselves to questions that can be answered irrespective of the choice of f .
The position of the event horizon can be found by looking at the value of τ for which the norm
of the Killing vector field k = ∂t vanishes. Since k2 = gtt = −eφ ∼ exp(−12B0τ − 34a0τ − 34ωτ) as
τ → ∞, we can identify the horizon with the limiting value τ → ∞ provided a0 ≥ 0. If a0 < 0
then the position of the horizon will change depending on the relative magnitudes of |a0| and
B0, and so we will take a0 ≥ 0 in what follows.
The area of the horizon is given by
∫
dxdy e−φ+2ψ
∣∣∣
τ→∞ ,
which is divergent since the x and y coordinates are non-compact. However, we can still define
a finite entropy density s provided the factor e−φ+2ψ
∣∣∣
τ→∞ remains finite. From the expressions
(4.43)–(4.44) one can show that in this limit we have
e−φ+2ψ
∣∣∣
τ→∞ ∼ exp
(1
2B0τ +
1
4a0τ −
3
4ωτ
)
.
In order that this be finite and non-zero at the horizon we therefore require
1
2B0 +
1
4a0 =
3
4ω,
which turns out, using (4.34), to be equivalent to fixing a0 = B0. Note that in this case we
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likewise have ω = B0.
We still at this stage have four integration constants h0, B0, α, β which are a priori yet to be
determined. However, note that we can always absorb β into a shift of τ and a redefinition of
the constants α and h0. Indeed, it will be useful to set β = 0 at this stage so that the asymptotic
region of the solution is at τ = 0
Moreover, we see that in the extremal B0 → 0 limit, the expression (4.35) becomes e−4/3ψ =
ατ . Hence, we can scale τ to set α = 1. We are therefore left with a two-parameter family of
solutions to the three-dimensional equations of motion, parametrized by B0 and h0, which we
will interpret in terms of thermodynamic quantities in Section 4.2.4.
Before moving on to study properties of the solution, we summarise the results so far: the
scalars qa and qˆa are given by
q0 = ±− Q0
B0
sinh
(
B0τ +B0
h0
Q0
)
, (4.46)
qA = ± 38ngAB
− 12
0 e
1
2B0τ (sinh(B0τ))
1
2 for A = 1, . . . , n, (4.47)
˙ˆq0 = −Q0, (4.48)
whilst the metric degrees of freedom are given by
e−4ψ = 1
B30
sinh3(B0τ)eB0τ , (4.49)
eφ = 12(−q0)
− 12 (f(q1, . . . , qn))−
1
2 . (4.50)
The physical scalar fields zA = Y A/Y 0 can be determined from the expressions
Y A = − i2e
φqA, Y
0 = − 14q0 , (4.51)
which were obtained in [3]. We find
zA = −i
(
−q0q2A
f(q1, . . . , qn)
) 1
2
. (4.52)
Note that for B0 6= 0, q0 and qA all behave as exp(B0τ) when τ → ∞. We will show in the
following section that this implies that the physical scalar fields take finite values on the horizon
for B0 6= 0.
4.2.4 Properties of the Nernst brane solution
We now turn to an analysis of various properties of the solution obtained in Section 4.2.3,
postponing a fuller discussion to Section 4.4.
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A coordinate change
It is convenient to introduce the radial coordinate ρ via
e−2B0τ = 1− 2B0
ρ
≡W (ρ).
With this definition, the asymptotic region is situated at ρ→∞, while the horizon is at ρ = 2B0.
In terms of ρ, we find the expressions
q0 = ± H0
W 1/2
, and qA = ± 38ngA (ρW )
−1/2 for A = 1, . . . , n,
where we have introduced the function39
H0(ρ) = −
Q0
B0
sinh
(
B0h0
Q0
)
+ Q0e
−B0h0
Q0
ρ
 .
The physical scalar fields zA(ρ) then take the form
zA = −i
(
± 8n3g2A
f
( 1
g1
, . . . ,
1
gn
)−1
ρ1/2H0
) 1
2
. (4.53)
Hence, for h0 6= 0 we find the asymptotic behaviour zA ∼ ρ1/4, whilst for h0 = 0 we find
zA ∼ ρ−1/4.
The four-dimensional line element (4.45) becomes
ds24 = −H−
1
2Wρ
3
4dt2 +H 12 ρ− 74 dρ
2
W
+H 12 ρ 34 (dx2 + dy2), (4.54)
where we have found it convenient to define
H(ρ) ≡ ±4
( 3
8n
)3
f
( 1
g1
, . . . ,
1
gn
)
H0(ρ). (4.55)
From this form of the metric, it is clear that the limit B0 → 0 can be achieved simply by
setting W = 1 and
H0|ext = −
(
h0 +
Q0
ρ
)
.
In this case we reproduce the extremal Nernst brane solutions of [24], albeit in different coordi-
nates. This identifies B0 as a parameter encoding the non-extremality of the solution.
For h0 = 0, the harmonic function for both the extremal and non-extremal solutions becomes
39We follow the sign conventions of [3]. See in particular Section 5.3.1 of [3] for a comparison of conventions
for the STU -model.
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H0(ρ) = −Q0/ρ. The line element (4.54) then becomes
ds24|h0=0 = −Z−
1
2Wρ
5
4dt2 + Z
1
2 ρ−
9
4
dρ2
W
+ Z
1
2 ρ
1
4 (dx2 + dy2), (4.56)
where we have defined
Z ≡ ±4
( 3
8n
)3
Q0f
( 1
g1
, . . . ,
1
gn
)
,
with the sign chosen such that Z is positive. The corresponding extremal solution can be
obtained by setting the ‘blackening factor’ W = 1 in (4.56).
We have now explained how we can determine what the black brane metric will look like in
all four possible cases depending on whether the two parameters B0, h0 are zero or non-zero.
Near horizon behaviour
To investigate the near horizon behaviour of the line element (4.54), we define r2 ≡ ρ− 2B0 and
zoom in on the region r ≈ 0. We then find that for B0 6= 0 the near horizon metric looks like
ds24 = −
(
Ze
B0h0
Q0
)−1/2
(2B0)1/4r2dt2 + 4
(
Ze
B0h0
Q0
)1/2
(2B0)−5/4dr2
+
(
Ze
B0h0
Q0
)1/2
(2B0)1/4(dx2 + dy2), (4.57)
which is the product of a two-dimensional Rindler spacetime with two-dimensional flat space.
We also include, for comparison, the near horizon behaviour of the extremal solution which,
after putting ρ = R−4, becomes
ds24|Ext =
1
R
[
− 1
R4
Z−
1
2dt2 + 16Z
1
2dR2 + Z
1
2 (dx2 + dy2)
]
. (4.58)
By Wick rotating to Euclidean time t→ tE = it in (4.57) and enforcing regularity of the tE
circle we can read off the temperature
4piT = Z−1/2(2B0)3/4e−
B0h0
2Q0 . (4.59)
We can also read off from (4.57) the entropy density of the solution, which is given by
s = Z1/2(2B0)1/4e
B0h0
2Q0 . (4.60)
Note that from (4.59) and (4.60) we can eliminate the integration constant B0 in terms of the
thermodynamic quantities s and T via.
B0 = 2pisT. (4.61)
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Asymptotic behaviour
We now turn to a consideration of the asymptotic ρ→∞ properties of the line element (4.54),
which for h0 6= 0 becomes
ds24|asymp = H(∞)
1
2 ρ
1
4
[
− 1H(∞)ρ
1
2dt2 + dρ
2
ρ2
+ ρ
1
2 (dx2 + dy2)
]
.
Note that this is the same for both the extremal and non-extremal solutions. Making the
coordinate change ρ = R−4 then brings this to the form
ds24|asymp =
1
R3
[
−H(∞)− 12dt2 + 16H(∞) 12dR2 +H(∞) 12 (dx2 + dy2)
]
, (4.62)
which, by comparison with (3.123), is conformally AdS4 with boundary at R = 0.
For the case h0 = 0, the asymptotic limit corresponds simply to W → 1 in (4.56), from
which we find the asymptotic line element (4.58), after a suitable coordinate redefinition.
Chemical potential
The gauge field strength F 0τt is determined from the scalar field qˆ0 via (3.76):
A˙0t = 2 ˙ˆq0 = 2H˜00 ˙ˆq0 = −
Q0
2q20
. (4.63)
Substituting in the expression (4.46) and integrating with respect to τ gives
A0t (τ) =
1
2
(
B0
Q0
)[
coth
(
B0τ +
B0h0
Q0
)
− 1
]
, (4.64)
where we have chosen the integration constant such that At(∞) = 0, i.e. that the gauge fields
vanish on the horizon, for reasons discussed in Section 3.7.1. The chemical potential µ is then
given by the asymptotic value of At [13],
µ ≡ At(0) = 12
(
B0
Q0
)[
coth
(
B0h0
Q0
)
− 1
]
, (4.65)
which diverges as h0 → 0. Note that in the extremal limit B0 → 0 with h0 6= 0 we get
µext = 1/(2h0). We note that sign(µ) = sign(Q0).
Thermodynamics and the Nernst Law
We are now in a position to relate the integration constants B0 and h0 appearing in our solution
to the thermodynamic quantities s, T and µ. In particular, we can rearrange (4.65) to find
e
2B0h0
Q0 = 1 + B0
Q0µ
= 1 + 2pisT
Q0µ
,
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Figure 4.1: Mathematica plot of (4.66), showing how entropy density s varies with temperature
T for various values of the chemical potential µ, and with Q0 and Z fixed.
where we have used (4.61). Returning to (4.60) we then find an equation of state determining the
entropy density as a function of the electric charge Q0, FI parameters g1, . . . , gn, temperature
T and chemical potential µ of the black brane:
s3 = 4piZ2T
(
1 + 2pisT
Q0µ
)
. (4.66)
One consequence of (4.66) is that, if we keep Z, Q0 and µ fixed and send T → 0, we see that
s→ 0, which is precisely the strong (Planckian) formulation of the third law of thermodynamics
[19]. This identifies the solution constructed in Section 4.2.3 as a non-extremal (‘hot’) Nernst
brane.
We can further analyse (4.66) by looking at the dimensionless ratio T/µ. When T/µ is small,
the second term in (4.66) becomes negligible, and we find that the entropy density behaves as
s ∼ T 1/3. On the other hand, when T/µ becomes large, the second term in (4.66) dominates,
and we find the behaviour s ∼ T .
In Figure 4.1 we plot equation (4.66) for various values of µ, keeping Q0 and Z fixed. This
shows a) the Nernst Law behaviour s → 0 as T → 0, and b) the crossover from the behaviour
s ∼ T 1/3 to s ∼ T .
4.3 A magnetic black brane
We now turn our attention to a simple reformulation of the procedure in Section 4.2 which for a
certain class of prepotentials allows us to construct non-extremal black branes carrying magnetic
charge. We will here simply present the supergravity solution, and leave a fuller discussion of
the thermodynamics of magnetically-charged black branes for future work.
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In particular, we are interested in prepotentials for which one of the fields Y 1, . . . , Y n decou-
ples from the others. Without loss of generality, we can assume that Y 1 decouples, and consider
prepotentials of the form
F (Y ) =
(
Y 1
Y 0
)
f˜(Y 2, . . . , Y n),
where the function f˜ is homogeneous of degree 2. This class is particularly interesting from
the perspective of embedding the model into string theory as it contains the tree-level heterotic
prepotentials, which are linear in the heterotic dilaton Y 1/Y 0. We consider black brane solutions
which are supported by a single magnetic charge P 1, a magnetic FI parameter g0, and electric
FI parameters g2, . . . , gn.
In this case we see that the equations of motion can be solved in precisely the same way as
in Section 4.2, with the field q1 and magnetic charge P 1 playing the role of q0 and Q0 in the
preceding section. In particular, we have
q1(τ) = ±P
1
B0
sinh
(
B0τ +B0
h1
P 1
)
,
whilst q0 and q2, . . . , qn take the same form as (4.42) after replacing g1 with g0 in the obvious
place. Moreover, the function ψ remains unchanged and, since
eφ = 12(−q0q1f˜(q2, . . . , qn))
− 12 ,
is symmetric in q0 and q1, we find that the line element takes the same form as in Section 4.2.
Looking at the near horizon behaviour we again find that regularity of the solution imposes the
same relation between the integration constants, a0 = B0, as before. The entropy density is
therefore
s = Z1/2(2B0)1/4e
B0h
1
2P1 ,
whilst the temperature of the solution is given by
4piT = Z−1/2(2B0)3/4e−
B0h
1
2P1 .
4.4 Discussion
In this chapter we have provided a new technique for the construction of non-extremal black
brane solutions to large classes of N = 2 U(1) gauged supergravity models in four dimensions,
utilising the techniques of time-like dimensional reduction followed by a rewriting of the effective
three-dimensional degrees of freedom through the real formulation of special geometry. In
Section 4.2 we explicitly constructed a family of non-extremal black branes supported by a
single electric charge and an arbitrary number of electric FI parameters. This family of branes
CHAPTER 4. FOUR-DIMENSIONAL NERNST BRANES 127
has an entropy density behaving as s ∼ T 1/3 for T → 0, which therefore vanishes at T = 0, where
we recover the extremal Nernst brane solutions of [24]. We anticipate that such non-extremal
Nernst branes will have interesting applications in the context of holography, where they could
prove useful in describing dual field theory configurations at finite temperature and chemical
potential which satisfy the Nernst Law.
One issue with regards to a holographic interpretation is that our solutions do not fit naturally
into the framework of AdS/CMT, since they do not asymptote to AdS4, but rather conformal
AdS4, as seen in (4.62). The presence of such hyperscaling violating Lifshitz (hvLif) asymptotics
means the stress tensor of the dual field theory in the UV would not be scale invariant. Whilst
this might appear to be an undesirable property for a field theory, we remarked in Section 3.6 that
such behaviour is often found in condensed matter systems and there has been much progress
recently in understanding the holographic relationship between hvLif theories of gravity and
their dual field theories (see [14,15,34] for further details).
By looking at the near horizon and boundary behaviour of our solutions, we see that the
Nernst brane interpolates between two hvLif geometries (3.140) with D = 2. There are four
cases of interest, corresponding to whether h0 and B0 are zero or non-zero:
• h0 = 0, B0 = 0: The solution becomes globally hvLif (4.58) with (z, θ) = (3, 1). It has
zero temperature and infinite chemical potential.
• h0 = 0, B0 6= 0: The solution (4.56) has finite temperature and infinite chemical potential,
and interpolates between a near horizon Rindler geometry (4.57), with (z, θ) = (0, 2), and
an asymptotic hvLif geometry with (z, θ) = (3, 1).
• h0 6= 0, B0 = 0: The solution has zero temperature and a finite chemical potential. It
interpolates between a hvLif geometry with (z, θ) = (3, 1) at the horizon, and the conformal
AdS4 geometry (4.62) with (z, θ) = (1,−1) at infinity. This is the Nernst brane solution
of [24].
• h0 6= 0, B0 6= 0: The solution (4.54) has finite temperature and chemical potential, and
interpolates between a near horizon Rindler geometry with (z, θ) = (0, 2) and the conformal
AdS4 geometry with (z, θ) = (1,−1) at infinity.
Note that all of these values are consistent with the constraints imposed by the Null Energy
Condition (3.142) for hvLif spacetimes. We have therefore found, analytically, a family of
solutions which interpolate between two hvLif geometries. This family is parametrized by the
two integration constantsB0 and h0, or equivalently by the temperature T and chemical potential
µ of the solution, both of which can be freely varied. Both parameters have a distinct effect on
the near horizon and asymptotic forms of the solution: while the extremal or zero temperature
limit B0 → 0 changes the near horizon solution from (z, θ) = (0, 2) to (z, θ) = (3, 1), the
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infinite chemical potential limit h0 → 0 changes the geometry at infinity from (z, θ) = (1,−1) to
(z, θ) = (3, 1). If both limits are performed we obtain a global hvLif solution with (z, θ) = (3, 1)
which we interpret as the ground state of the given charge sector. Note that like any Lifshitz
solution different from AdS it is not geodesically complete, and that the scalars are non-constant
and run off to zero or infinity in the asymptotic regions. However, a similar behaviour can occur
for domain wall solutions in gauged supergravity which, for lack of more symmetric solutions,
are interpreted as ground states. Sometimes this interpretation can be further justified by an
embedding into string theory or M-theory, see for example [156]. While we leave studying the
string theory embedding of our solutions for future work, we remark that the interpretation is
consistent with a limit where the temperature is zero and the chemical potential infinite.
Since so far solutions interpolating between hvLif geometries have only been found by relying
on a mixture of analytical and numerical methods, we have made a significant step forward, and
expect that the techniques used and described in this chapter will be useful in making further
progress. While we leave searching for a concrete holographic dual of the bulk geometries
presented in this chapter to future work, we can already make some interesting observations
which shed some light on the properties which such a putative dual theory might possess.
Let us first consider the extremal (B0 = 0) solution with h0 = 0. Since this is the gravita-
tional ground state solution with (z, θ) = (3, 1), zero temperature and infinite chemical potential,
we expect it to be dual to the ground state of a (2 + 1)-dimensional QFT with hyperscaling
exponent θ = 1 and Lifshitz exponent z = 3. We remark that the specific value θ = 1 for a QFT
in d = 2 space dimensions seems to be required for the description of states with hidden Fermi
surfaces as discussed in Section 3.6, although a three-loop calculation gives z = 32 rather than
z = 3 [15].
Now consider turning on some finite temperature T > 0 on the field theory side. A simple
scaling argument, reviewed in Section 3.6, relates the entropy density of the thermal state to
the temperature as s ∼ T d−θz = T 1/3. We therefore expect that the non-extremal Nernst brane
with h0 = 0 in (4.56) provides us with the relevant gravity dual to the (2 + 1)-dimensional QFT
with θ = 1 and z = 3 at finite temperature. Indeed, taking |µ| → ∞ in the relation (4.66) we
see that the entropy density of the brane solution is related to the temperature as s ∼ T 1/3
which is the expected behaviour from the field theory arguments, and therefore consistent with
our tentative interpretation.
We now move on to consider what happens at finite chemical potential |µ| < ∞, which
corresponds to h0 6= 0. In this case, the extremal Nernst brane interpolates between a hvLif
geometry with (z, θ) = (3, 1) at the horizon, and a hvLif with (z, θ) = (1,−1) at infinity, which
is conformal to AdS4. One possible interpretation is as an RG flow between two QFTs: one with
hyperscaling exponent θ = −1 in the UV; and one with hyperscaling exponent θ = 1 and Lifshitz
exponent z = 3 in the IR. As the gravity solution is smooth, and we do not seem to have a
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s ∼ T 3 in far UV
s ∼ T 13
s ∼ T
|µ|
T
1
Figure 4.2: The holographic phase diagram for our family of Nernst brane solutions in terms
of horizon temperature, T , and chemical potential, µ, which shows a smooth crossover between
the two scaling regimes. We have also indicated that we anticipate a different scaling behaviour
in the far UV where we don’t expect that our supergravity solution accurately describes the
tentative dual theory.
natural candidate for an order parameter identifying a phase transition, we think that the more
likely interpretation is that the UV ‘phase’ and the IR ‘phase’ are related by smooth crossover.
For the IR theory we expect that the entropy scales like s ∼ T d−θz = T 13 , which agrees with
the behaviour of the Nernst brane solution for low temperature T|µ|  1. Adding temperature
changes the near horizon geometry, but leaves the asymptotic geometry at infinity unchanged,
which is consistent with interpreting these configurations as thermal states. We therefore expect
that the IR behaviour is correctly described by the Nernst brane solution, which in turn predicts
a scaling s ∼ T of the entropy for high temperatures, T|µ|  1. This however does not agree with
the expected scaling of our tentative UV theory with (z, θ) = (1,−1), which predicts s ∼ T 3.
We also note that the asymptotic UV geometry, while conformal to AdS4, cannot be interpreted
as an alternative ground state of our supergravity theory, because it is not, when taken as a
global geometry, part of our family of solutions. If we accept that the UV geometry correctly
captures the thermodynamic behaviour then the corresponding UV theory should have a scaling
behaviour s ∼ T 3 (z = 1, θ = −1, d = 2). The resulting tentative phase diagram is shown in
Figure 4.2.
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We should also point out some issues with the interpretation of our solutions at either end
of the RG flow. First we consider the situation in the deep IR (controlled by the parameter B0),
before looking at the two possible problems in the deep UV (controlled by the parameter h0):
• Deep IR with B0 = 0: if the temperature is strictly zero, the Nernst brane solution has
infinite tidal forces and run-away behaviour of the scalars at the horizon in the extremal
limit.40 This indicates a breakdown of the effective description, and strictly speaking the
supergravity solution should not be trusted.
• Deep IR with B0 6= 0: tidal forces are no longer divergent since the RG flow terminates on
the horizon. However, for sufficiently small B0 6= 0, the tidal forces could be very large and
remain significant at the horizon. We should exercise caution when considering solutions
at very low temperatures.
• Deep UV with h0 6= 0: the physical scalar fields zA ∼ ρ1/4 run off to infinity in the UV
region. Taken together with the mismatch in the scaling of entropy with temperature,
this indicates that additional degrees of freedom become relevant. For very special models
that can be embedded into five dimensions, the four- and five-dimensional scalar fields
are related through multiplication by the Kaluza-Klein scalar field. Since this is the field
that controls the size of the compactification circle, the runaway behaviour of the four-
dimensional scalars suggests we interpret the UV behaviour as a decompactification limit.
• Deep UV with h0 = 0: in Chapter 5 we shall see that such solutions have an asymptotic
curvature singularity. It is noted in [121] that this is a disaster for any possible holographic
interpretation since gravity does not decouple at large distances. The refusal of gravity
to die off far away from the black brane suggests there must be another factor influencing
the geometry. Indeed, in Chapter 5 we will use the fact that the physical scalar fields
zA ∼ ρ−1/4 run to zero in the deep UV to understand the behaviour of the compactification
circle and ultimately resolve this problem.
In order that our four-dimensional Nernst brane be taken seriously holographically, we must
acknowledge that the problems at either end of the RG flow prevent us trusting a dual field
theory in the deep IR or deep UV. Thus, as in the similar case of the holographic interpretation
of hyperscaling violating solutions of Einstein-Maxwell-Dilaton theories [14], the Nernst brane
solution is not a valid description of its (tentative) dual over the full range of the energy (radial
coordinate) from the UV (infinity) to the IR (horizon), but only over a finite interval outside
the horizon.
The incomplete description of the UV behaviour along with the evidence of decompactifi-
cation suggests embedding the theory into a higher dimensional description. Since the class of
40This is observed for the four-dimensional Nernst solutions of [24] and we shall verify it explicitly for our
four-dimensional solutions in Chapter 5.
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prepotentials that we have considered in this chapter includes those ‘very special’ prepotentials
for which the theory can be uplifted to five dimensions, the most obvious embedding is into five-
dimensional supergravity. There are grounds to believe that the dimensional reduction of theories
admitting AdSD vacua would admit vacua with some non-trivial hvLif behaviour [34,35]. There-
fore we expect that by lifting our solutions to five dimensions we will obtain new asymptotically
AdS5 finite temperature solutions in N = 2 gauged supergravity which still satisfy the Nernst
Law.41 We remark that AdS5 asymptotics lead to a scaling of the entropy s ∼ T D−θz = T 3,
(z = 1, θ = 0, D = 3), which is consistent with our proposed UV theory. This will be the central
theme of Chapter 5, where we develop and analyse such five-dimensional Nernst solutions. In
five dimensions we are granted access to the full degrees of freedom of the system, and are thus
able to understand the origins of the problems facing the four-dimensional Nernst branes covered
in this chapter and overcome them accordingly.
41Although examples of such asymptotically AdS5 hot Nernst solutions were constructed in [151], their solutions
do not reduce to the finite temperature five-dimensional solutions presented in Chapter 5.
5 Five-dimensional Nernst branes
This chapter is based on
P. Dempster, D. Errington, J. Gutowski and T. Mohaupt
“Five-dimensional Nernst branes from special geometry,”
JHEP 11 (2016) 114, [arXiv:1609.05062] [2].
Having seen strong evidence at the end of Chapter 4 supporting the decompactification of
our four-dimensional Nernst brane solutions, we now arrive at another key result of this thesis.
In this chapter, we shall construct a family of five-dimensional Nernst brane solutions using the
q-map. Importantly, we can check that they consistently reduce to the solutions of Chapter 4,
which is to be expected considering the ‘very special’ models we considered in four dimensions.
We will also see that the five-dimensional solutions have AdS5 asymptotics which gives a clearer
picture of the brane thermodynamics as well as resolving some of the four-dimensional singular
behaviour.
We begin with the five-dimensional Lagrangian for N = 2 supergravity coupled to n(5)V =
n
(4)
V +1 vector multiplets and with a U(1) Fayet-Iliopoulos gauging. To avoid a cluttered notation
we will write n˜ = n(5)V throughout. In Chapter 4 we used n = n
(4)
V and thus there are n˜ = n+ 1
vector multiplets. For completeness, we repeat here the Lagrangian (3.117)
e−15 L5 = −
1
2R(5) −
3
4aij(h)∂µˆh
i∂µˆhj − 14aij(h)F
i
µˆνˆF j|µˆνˆ
+ 1
6
√
6
e−15 cijk
µˆνˆρˆσˆλˆF iµˆνˆF jρˆσˆAkλˆ + V5(h), (5.1)
where i = 1, . . . , n˜+1 and we have set κ25 = 8piG5 = 1. In five dimensions, the gauging is always
electric and the scalar potential is given by (3.116) as
V5(h) = 2 · 6−1/3
[
(chhh)(ch)−1|ij + 3hihj
]
gigj . (5.2)
This chapter is organised as follows: we first dimensionally reduce the theory to three di-
mensions in Section 5.1. Then, in Section 5.2, we solve the equations of motion for the three-
dimensional theory for general static field configurations, before dimensionally lifting this instan-
ton solution to a family of regular, five-dimensional black branes and analysing their properties.
In Section 5.3 we explore the relationship between the five-dimensional Nernst branes we have
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just constructed and the four-dimensional solutions of Chapter 4. Lastly, Section 5.4 includes a
brief summary of the results of this chapter.
5.1 Dimensional reduction
We want to reduce the five-dimensional Lorentzian theory to three Euclidean dimensions in
order to write the equations of motion entirely using scalar fields. Following Section 3.3.3 we
make the metric ansatz (3.85) subject to the rescaling (3.87). Since we first reduce over space
(1 = −1) and then time (2 = +1), (3.85) can be expressed as
ds2(5) = 6−2/3σ2
(
dx0 +A04dx4
)2 − 61/3 (φ
σ
)(
dx4
)2
+ 6
1/3
σφ
ds2(3), (5.3)
where all fields depend only on the coordinates of the three-dimensional space. In addition we
choose to switch off all of the five-dimensional gauge fields Ai = 0, i.e. we look only for uncharged
five-dimensional solutions. The presence of the Kaluza-Klein one-formA0 = A04dx4 ≡ −
√
2ζ0dx4
indicates that we are looking for non-static five-dimensional solutions. Upon compactification
of the x0 circle this will give rise to a non-trivial electric charge for the corresponding four-
dimensional solution. Note that whilst the Killing vector ∂/∂x0 is always space-like in five
dimensions, ∂/∂x4 can be either time-like, space-like, or null, depending on the magnitude of
A04. However, after performing the dimensional reduction over x0, the x4 direction will always be
time-like in four dimensions, and so we are able to use the same dimensional reduction technique
as in [157], i.e. we reduce over both a space-like and a time-like direction.
Following (3.86), the resulting three-dimensional action is given by
e−13 L3 = −
1
2R(3) −
3
4aij(h)∂µh
i∂µhj − 14φ2 (∂φ)
2 − 34σ2 (∂σ)
2 + σ
3
12φ(∂ζ
0)2 + V3(h), (5.4)
where the three-dimensional scalar potential is given by
V3(h) =
61/3
σφ
V5(h) =
2
σφ
[
(chhh)(ch)−1|ij + 3hihj
]
gigj . (5.5)
In order to solve the equations of motion resulting from (5.4) it is convenient to introduce the
variables u, v and yi via
σ = u−
1
2 v−
1
2 , φ = u
1
2 v−
3
2 , yi = vhi, gˆij(y) = − 34v2aij(h), (5.6)
so that the three-dimensional Lagrangian (5.4) becomes
e−13 L3 = −
1
2R(3) + gˆij(y)∂µy
i∂µyj − 14u2 (∂u)
2 + 112u2 (∂ζ
0)2 + V3(y). (5.7)
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The scalar potential is given in terms of the new fields by
V3(y) = 2
[
(cyyy)(cy)−1|ij + 3yiyj
]
gigj (5.8)
= 3
[
gˆij(y) + 4yiyj
]
gigj . (5.9)
The explicit steps used in getting to the second line are carried out in Appendix E.1.
We note that the Lagrangian (5.7) has no explicit dependence on the field v appearing in
the metric ansatz. However, when taking the rescaled scalar fields yi as independent variables,
the field v can be recovered from the equation
v3 = cyyy,
which follows from the hypersurface constraint chhh = 1. In terms of the new fields u and v,
the five-dimensional metric ansatz (5.3) becomes
ds2(5) =
6−2/3
uv
(
dx0 −√2 ζ0dx4
)2 − 61/3u
v
(dx4)2 + 61/3v2ds2(3). (5.10)
The rescaling (5.6) can be interpreted as combining the five-dimensional scalar fields
parametrizing H ⊂ M with the scalar field v, which is a component of the five-dimensional
metric. The resulting metric on the combined manifold H×R>0 ' H×R,
gˆij(y) =
3
2
((cy)ij
cyyy
− 32
(cyy)i(cyy)j
(cyyy)2
)
, (5.11)
is, up to a constant factor, isometric to the positive definite Hessian metric (2.36) on the manifold
M . As shown in [47] this metric is isometric to the product metric gH + dr2 on H ×R. From
(5.7) it is manifest that the scalar manifold Q̂ of our three-dimensional Lagrangian carries a
product metric, with the first factor parametrized by yi and the second factor parametrized by
u and ζ0. The combined scalar manifold has dimension n˜+ 1 + 2 = n˜+ 3.
As shown in Section 3.3.3, if we perform the reduction of five-dimensional supergravity with
n˜ vector multiplets to three Euclidean dimensions without any truncation, then the resulting
scalar manifold is a para-quaternionic-Ka¨hler manifold Q¯PQK of dimension 2(2n˜+2)+4 = 4n˜+8
[54,100]. The submanifold Q̂ ⊂ Q¯PQK is obtained by a consistent truncation and therefore it is
a totally geodesic submanifold of Q¯PQK . We remark that Q̂ is a (totally geodesic) submanifold
of the up to (2n˜ + 4)-dimensional totally geodesic para-Ka¨hler manifolds SPK described in
[3,157]. These manifolds occurred in cases where it was possible to obtain explicit stationary non-
extremal solutions of four- and five-dimensional ungauged supergravity by dimensional reduction
over time. As we will see in the following, it is still possible to obtain explicit solutions in the
gauged case, where the field equations of the three-dimensional scalars are modified by a scalar
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potential. The higher dimensional para-Ka¨hler submanifolds SPK will be relevant when the
present work is extended to more general, charged solutions.
5.2 Five-dimensional Nernst branes
5.2.1 Solving the equations of motion
We now turn to the three-dimensional equations of motion coming from (5.7). The equations of
motion for yi, u and ζ0 read:
4(g)yi + Γˆijk(y)∂µyj∂µyk + 3Γˆijk(y)gˆjm(y)gˆkn(y)gmgn − 12(yjgj)gˆik(y)gk = 0, (5.12)
4(g)u−
1
u
(∂u)2 − 13u(∂ζ
0)2 = 0, (5.13)
4(g)ζ0 −
2
u
∂µu ∂
µζ0 = 0, (5.14)
where we have introduced the Christoffel symbols for the metric gˆij(y):
Γˆijk(y) =
1
2 gˆ
il(y)∂lgˆjk(y).
Meanwhile, the Einstein equations read
− 12R(3)|µν + gˆij(y)∂µy
i∂νy
j − 14u2∂µu ∂νu
+ 112u2∂µζ
0∂νζ
0 + 3gµν
[
gˆij(y) + 4yiyj
]
gigj = 0. (5.15)
We now want to find a three-dimensional instanton solution to the equations of motion
(5.12)–(5.15). We make the following ansatz for our three-dimensional line element:
ds2(3) = e4ψdτ2 + e2ψ(dx2 + dy2), (5.16)
where ψ = ψ(τ) is some function to be determined, and τ is a radial coordinate which
parametrizes the direction orthogonal to the world-volume of the brane. Importantly, this is the
same brane-like ansatz for the three-dimensional line element that we considered in (4.17) for
the four-dimensional Nernst branes. Moreover we will impose that all of the fields yi, ζ0 and u
depend only on τ . This coordinate has been chosen such that it is an affine parameter for the
curves C : τ 7→ (yi(τ), u(τ), ζ0(τ)) on the scalar manifold Q̂ ⊂ Q¯PQK .42
42As explained in Appendix B.2, the curves C(τ) are not necessarily geodesics on the scalar manifold. This is
because it is possible for the scalar potential, produced by the FI gauging, to create a gradient force that deforms
them away from geodesic motion.
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The Ricci tensor has components
Rττ = 2ψ¨ − 2ψ˙2, Rxx = Ryy = e−2ψψ¨,
from which we find that the Einstein equations (5.15) become
V3(y) =
1
2e
−4ψψ¨, (5.17)
for µ = ν 6= τ , and
− 12 ψ¨ + ψ˙
2 = −gˆij(y)y˙iy˙j + u˙
2
4u2 −
(ζ˙0)2
12u2 , (5.18)
for µ = ν = τ , where we have used (5.17). We will now consider the equations of motion for
each of ζ0, u and yi in turn.
ζ0 equation of motion
The equation of motion (5.14) for ζ0 can be brought to the form
d
dτ
( 1
u2
ζ˙0
)
= 0,
which is solved by
ζ˙0 =
√
3Du2, (5.19)
for some integration constant D, where we have chosen the factor for later convenience. Once
we solve the equation of motion for u we will further integrate (5.19) to obtain an expression
for the Kaluza-Klein vector A0 = −√2ζ0 appearing in the five-dimensional metric.
u equation of motion
Substituting (5.19) in to the equation of motion (5.13) for u we find
u¨− 1
u
u˙2 −D2u3 = 0. (5.20)
Introducing the variable χ = u−1, this becomes
χ¨− χ˙
2 −D2
χ
= 0 . (5.21)
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By differentiation we obtain the necessary condition χ˙χ¨ = χ...χ , which can be integrated to
χ¨ = B20χ, where B0 is a real constant.43 Parametrizing the general solution as
χ(τ) = A cosh(B0τ) +
B
B0
sinh(B0τ), (5.22)
with arbitrary constants A,B, and substituting back into the original equation (5.21) we find
the constraint
D2 = B2 −B20A2 ,
which imposes one relation between the four constants D,A,B,B0. It will turn out to be useful
in what follows to consider A, B0 and ∆ := B − B0A to be the independent quantities, and to
write everything in terms of these. In particular, we then have D2 = ∆(∆ + 2B0A).
We are also now in a position to further integrate (5.19), which we write as
ζ˙0 = ±
√
3∆(∆ + 2B0A)
χ2
. (5.23)
Substituting in (5.22) this can be integrated to find
ζ0(τ) =
√
3B0 u(τ)√
∆(∆ + 2B0A)
[
A sinh(B0τ) +
B
B0
cosh(B0τ)
]
− ζ0∞, (5.24)
for some integration constant ζ0∞, which can be fixed by imposing a suitable physicality condition
on the solution. Notice that the sign choice in (5.23) isn’t present in the above expression for
ζ0(τ): we have decided to focus on the positive solution in order to avoid the need to treat both
cases in parallel, but of course, it is important to acknowledge the existence of an equivalent
negative solution. At this point we anticipate that a horizon, if it exists, will turn out to be
located at τ → ∞. Moreover, as we will show in Section 5.3, upon dimensional reduction
we obtain a four-dimensional stationary (in fact static) solution with a Killing horizon, which
therefore, for finite temperature, admits an analytic continuation to a bifurcate horizon [132].
In order that the four-dimensional one-form A0(τ) is well defined, it must vanish at the horizon
[12,158], as reviewed in Section 3.7.1.
This leads to
ζ0∞ =
√
3B0√
∆(∆ + 2B0A)
,
and therefore the Kaluza-Klein one-form is given by
A0(τ) = −
√
6∆
∆ + 2B0A
u(τ)e−B0τdx4. (5.25)
43Negative B20 would yield a solution periodic in τ , which we discard.
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yi equation of motion
The equation of motion (5.12) for the yi becomes
e−4ψy¨i + e−4ψΓˆijk(y)y˙j y˙k + 3Γˆijk(y)gˆjm(y)gˆkn(y) gmgn − 12 gˆij(y) gj(ykgk) = 0. (5.26)
To proceed, we first contract (5.26) with the dual scalar fields yi := −gˆij(y)yj and make use of
the identity
Γˆijk(y)yi =
1
2yigˆ
il(y)∂lgˆjk(y) = −12y
l∂lgˆjk(y) = gˆjk(y),
which follows from the fact that gˆij(y) is homogeneous of degree −2 in the yi. We thus find
e−4ψy¨iyi + e−4ψ gˆij(y)y˙iy˙j + V3(y) = 0, (5.27)
which upon using (5.17) becomes
y¨iyi + gˆij(y)y˙iy˙j = −12 ψ¨. (5.28)
Given that gˆij(y)y˙j = y˙i, we can integrate (5.28) to find
y˙iyi = −12 ψ˙ +
1
4a0, (5.29)
for some integration constant a0, where the factor has been chosen for later convenience. Writing
y˙iyi =
3
4
(cyy)iy˙i
cyyy
= 14
d
dτ
(log cyyy) ,
we can integrate (5.29) further to obtain
log cyyy = −2ψ + a0τ + b0, (5.30)
for an integration constant b0. Again the prefactor has been chosen for later convenience. We
now return to the Hamiltonian constraint (5.18). Using (5.22) and (5.19) this becomes:
− 12 ψ¨ + ψ˙
2 = 14B
2
0 − gˆij(y)y˙iy˙j . (5.31)
We then have the following picture. The solutions yi(τ) to (5.26) should satisfy the con-
straints (5.29) and (5.31). One way to proceed, which is valid for generic five-dimensional models
and analogous to our approach in Chapter 4, is to set all of the yi proportional to one another,
i.e. we put yi = ξiy for some constants ξi, which satisfy
gˆij(ξ)ξiξj = −34 .
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Note that since the (constrained) scalar fields hi can be recovered from the yi via hi =
(cyyy)−1/3yi, we see that this ansatz will result in constant five-dimensional scalar fields.
With this assumption, the constraints (5.29) and (5.31) become
3
4
(
y˙
y
)2
= −12 ψ¨ + ψ˙
2 − 14B
2
0 , (5.32)
3
4
(
y˙
y
)
= −12 ψ˙ +
1
4a0. (5.33)
Eliminating the quantity (y˙/y) from (5.32)–(5.33) we obtain an equation for the function ψ(τ):
ψ¨ − 43 ψ˙
2 − 23a0ψ˙ +
1
2B
2
0 +
1
6a
2
0 = 0.
This is precisely the same equation as we found in (4.33) for our four-dimensional solutions, and
so can be solved in the same way. Following (4.35) we introduce
e−4ψ = α3ea0τ
(sinh(ωτ + ωβ)
ω
)3
, (5.34)
for some integration constants α and β, where the quantity ω is given by
ω2 := 23B
2
0 +
1
3a
2
0. (5.35)
We could then differentiate (5.34) and substitute into (5.33) to obtain
y˙
y
= 12ω coth (ωτ + ωβ) +
1
2a0.
This can then be integrated up to find
y(τ) = Λe
1
2a0τ
(sinh(ωτ + ωβ)
ω
) 1
2
,
for some constant Λ, and hence the yi are given by
yi(τ) = λie
1
2a0τ
(sinh(ωτ + ωβ)
ω
) 1
2
, (5.36)
where we have defined λi ≡ ξi/Λ. Notice that the solution for the five-dimensional scalars yi
has exactly the same structure as that for the four-dimensional scalars qA in (4.37).
Finally, we must ensure that the solution (5.36) satisfies the original equations of motion
(5.26). This fixes λi in terms of the gauging parameters gi and other integration constants as
λi = ± 38n˜gi
(
α3
ω
) 1
2
, (5.37)
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which has the same structure as the four-dimensional integration constants (4.40). Therefore
the function v appearing in the line element (5.10) is given by
v(τ) = (cλλλ)1/3e
1
2a0τ
(sinh(ωτ + ωβ)
ω
) 1
2
. (5.38)
The signs in (5.37) should be chosen such that the function v(τ) is real and positive for all τ > 0.
At this stage we have six independent integration constants α, β, a0, A,B0,∆ which are a
priori yet to be determined. However, following the treatment of our four-dimensional solutions
in Section 4.2.3, we choose to set β = 0 in what follows so that the asymptotic region is at τ = 0
and the near horizon region at τ →∞. We can then scale τ to set α = 1.
In order for our solution to make sense as a black brane in five dimensions, we need to impose
some physicality constraints. In particular, we require that the five-dimensional solution have
finite entropy density.44 Combining the five-dimensional and three-dimensional metric ansa¨tze
(5.10) and (5.16) we see that finite entropy density corresponds to a finite value of v3/2u−1/2e2ψ
as τ →∞ (i.e. at the horizon). To leading order we find
v3/2u−1/2e2ψ
∣∣∣
τ→∞ ∼ exp
(1
4a0τ −
3
4ωτ +
1
2B0τ
)
.
In order that this be finite and non-zero we therefore require 3ω = a0 + 2B0 which, given (5.35),
is equivalent to a0 = B0, further resulting in ω = B0. Hence, this physicality constraint further
reduces the number of independent integration constants by one.
Before moving on to study properties of the solution, we summarise the story so far. The
functions appearing in the five-dimensional line element (5.10) are given by
v(τ) = (cλλλ)1/3e
1
2B0τ
(sinh(B0τ)
B0
) 1
2
, (5.39)
u(τ) = χ(τ)−1, χ(τ) = A cosh(B0τ) +
B
B0
sinh(B0τ), (5.40)
e−4ψ = eB0τ
(sinh(B0τ)
B0
)3
, (5.41)
A0(τ) = −
√
6∆
∆ + 2B0A
u(τ)e−B0τdx4, (5.42)
whilst the scalar fields hi parametrizing the CASR manifold are constant and given by
hi = 1
v
yi = (cλλλ)−1/3λi = 1
gi
(
clmng
−1
l g
−1
m g
−1
n
)−1/3
. (5.43)
We have therefore found a family of solutions to the equations of motion (5.12)–(5.15) de-
pending on three non-negative parameters B0,∆, A. Since the field equations for the three-
44Since the coordinates (x, y, x0) are non-compact the entropy itself will diverge.
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dimensional scalars yi(τ), v(τ), u(τ) are of second order, and our ansatz amounts to three inde-
pendent scalar fields (since the yi have been taken to be proportional), we should a priori have
expected six independent integration constants. However, as we have seen, physical regularity
conditions imposed on the lifted, five-dimensional solution reduces the number of integration
constants by one half. This is consistent with physical solutions being uniquely characterised by
a system of first order flow equations, despite that the equations of motion are of second order,
as has been observed for other types of solutions before [3, 49,157,159].
We further remark that since the physical five-dimensional scalar fields have turned out to be
constant, their only contribution is to generate an effective cosmological constant as reviewed in
Appendix B.2. The value of this cosmological constant is determined by the value of the scalar
potential at the corresponding stationary point.45 Since no five-dimensional gauge fields have
been turned on, our solution, which is valid for any five-dimensional vector multiplet theory,
can therefore be obtained from an effective action, which only contains the Einstein-Hilbert
term together with a cosmological constant, while the gauge fields and scalar fields have been
integrated out.
A coordinate change
We introduce the radial coordinate ρ via
e−2B0τ = 1− 2B0
ρ
≡W (ρ), (5.44)
so that the near horizon region is at ρ = 2B0, and the asymptotic region is at ρ → ∞. Hence
we can use ρ to analytically continue the solution to the region 0 ≤ ρ ≤ 2B0 between the inner
and outer horizons. In terms of ρ we find
u(ρ) = f(ρ)−1W (ρ)1/2, f(ρ) = A+ ∆
ρ
, (5.45)
where we have defined ∆ := B −B0A. Moreover, we have
v(ρ) = (cλλλ)1/3(ρW )−1/2, e4ψ = ρ3W 2, (5.46)
and
A0(ρ) = −
√
6∆
∆ + 2B0A
W (ρ)
f(ρ) dx
4. (5.47)
Introducing the notation
λ˜ :=
(1
6cλλλ
)1/3
,
45See Appendix C for an example of such a calculation in the case of the STU -model.
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the five-dimensional line element (5.10) becomes
ds2(5) =
ρ1/2
6λ˜
f(ρ)
dx0 −√ 6∆∆ + 2B0A W (ρ)f(ρ) dx4
2 − ρ1/2W (ρ)
λ˜f(ρ)
(dx4)2
+ 6λ˜
2dρ2
ρ2W (ρ) + 6λ˜
2ρ1/2(dx2 + dy2). (5.48)
5.2.2 Properties of the solution
Let us now turn to an investigation of the properties of the solutions constructed in Section
5.2.1, which we recall depend on three independent parameters: A, B0 and ∆. It is instructive
to look at the cases A > 0 and A = 0 separately. Moreover, we focus first on the situation
B0 > 0, and will comment on the B0 = 0 case later.
Solutions with B0 > 0 and A > 0
In this situation it is convenient to introduce the notation:
∆˜ := ∆2B0A
. (5.49)
After a suitable scaling of the boundary coordinates, and introducing the new radial coordinate
r := ρ1/4, we can bring the five-dimensional line element (5.48) to the form
ds2(5) =
r2
L2
f(r)
dx0 −
√
∆˜
1 + ∆˜
W (r)
f(r) dx
4
2 − r2W (r)
L2f(r) (dx
4)2
+ L
2dr2
W (r)r2 +
r2
L2
(dx2 + dy2). (5.50)
Here L is defined by
L2 := 96λ˜2,
and, as we will see, corresponds to the AdS5 radius, whilst
W (r) = 1− r
4
+
r4
, f(r) = A+ ∆
r4
, r4+ := 2B0.
In order to interpret our solution, as well as to read off the various thermodynamic quantities
associated with it, it is useful to introduce coordinates in terms of which the line element (5.50)
becomes manifestly asymptotically AdS5. We observe that the solution is invariant under the
combined parameter rescalings
A→ λA , ∆→ λ∆ , x0 → x
0
√
λ
, x4 →
√
λx4 , (5.51)
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where λ > 0 and B0 remains invariant. Note that ∆˜ is invariant, so that for A > 0 we obtain a
two-parameter family of solutions parametrized by B0 and ∆˜. The coordinate transformation
t = 1√
A
x4, z =
√
Ax0 −
√√√√ ∆˜
A(1 + ∆˜)
x4, (5.52)
absorbs A and brings the metric (5.50) to the form of a boosted AdS-Schwarzschild black brane:
ds2(5) =
L2dr2
r2W
+ r
2
L2
[
−W (ut dt+ uz dz)2 + (uz dt+ ut dz)2 + dx2 + dy2
]
. (5.53)
The constants
ut =
√
1 + ∆˜, uz =
√
∆˜, (5.54)
satisfy u2t − u2z = 1 and parametrize a boost along the z-direction. By taking r → ∞ one sees
that (5.53) indeed asymptotes to AdS5 with radius L. We remark that ∆˜ parametrizes the
boost of the brane, while B0 (or equivalently r+) will be shown below to be a non-extremality
parameter, and therefore related to temperature.
This metric can be further rewritten by making the following co-ordinate transformation:
r = el−1ρ, x = ly1, y = ly2
t = l
r2+
(ut − uz)X − lr2+uzTˆ , z =
l
r2+
(ut − uz)X + lr2+utTˆ , (5.55)
to obtain
ds2(5) = e−2l
−1ρdX2 + e2`−1ρ
(
2dXdTˆ + r4+dTˆ 2 + (dy1)2 + (dy2)2
)
+ (1− r4+e−4l
−1ρ)−1dρ2 . (5.56)
This metric is the 5-dimensional generalized Carter-Novotny´-Horsky´ metric, C5, constructed
in [160].
It is noteworthy that the line element (5.53) can be further simplified by setting r˜ = r+r, t˜ =
t/r+, x˜ = x/r+, y˜ = y/r+, z˜ = z/r+. This rescaling corresponds to formally setting r+ = 1
in the function W in (5.53), thus fixing the location of the horizon to r = 1. However, this
reparametrization obscures the fact that r+ in (5.53) encodes the temperature, which, as we will
show later, is defined in a reparametrization invariant way. For this reason we prefer to work
with the metric in the form (5.53).
Solutions with B0 > 0 and A = 0
Let us now look at the case where we take A = 0, so that f(ρ) = ∆/ρ in (5.48). In this case,
after suitably rescaling the boundary coordinates and introducing the radial coordinate r as
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before, we find that the five-dimensional line element (5.48) becomes
ds2(5) =
∆
L2r2
(
dx0 − r
4W (r)
∆ dx
4
)2
− r
6W (r)
∆L2 (dx
4)2 + L
2dr2
r2W (r) +
r2
L2
(dx2 + dy2). (5.57)
Making the coordinate redefinition
x4 = 12(t− z), x
0 + r
4
+
2∆x
4 = t+ z,
we can bring the metric (5.57) to the form (5.53) of a boosted AdS-Schwarzschild black brane.
The boost parameters are given by
ut = cosh βˆ, uz = sinh βˆ, (5.58)
where the quantity βˆ is defined via
e2βˆ = 4∆
r4+
.
Since (5.56) is a rewriting of (5.53), we conclude that the A = 0 solution (5.57) is also a
5-dimensional generalized Carter-Novotny´-Horsky´ metric, C5.
As with the A > 0 case, we obtain a two-parameter family of black brane solutions. For
A = 0 the parameters can be taken to be B0 (equivalently r+) and ∆. We remark that while
both the A > 0 and A = 0 cases can be mapped to two-parameter families of black branes, the
two families cannot be related smoothly by taking A→ 0.
Solutions with B0 = 0
If we take B0 → 0 in (5.48) then the inner and outer horizons coincide, which identifies this
limit as the extremal limit. For any value (zero or non-zero) of A we can then bring the metric
to the form
ds2(5)|Ext =
L2dr2
r2
+ r
2
L2
[
−dt2 + dx2 + dy2 + dz2 + ∆
r4
(dt+ dz)2
]
. (5.59)
This solution agrees with the five-dimensional extremal Nernst branes found in [152].46 We can
equivalently obtain this form of the metric from the boosted black brane (5.53) by taking the
limits
r+ → 0, ut →∞, u2t r4+ → ∆ = const.
In the extremal limit ∆ determines the mass or more precisely, the mass per world-volume, or
tension, of the brane. The vacuum AdS5 solution is obtained by taking the zero mass limit
∆ → 0. Moreover we have seen that B0 (equivalently r+) is a non-extremality parameter and
46However, the ‘heated up’ branes of [151] appear to be different from our non-extremal solution.
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thus is related to the temperature. The precise expressions for the mass and thermodynamic
quantities will be calculated in Section 5.2.3.
The extremal solution (5.59) with ∆ > 0 looks like a gravitational wave, and indeed, if we
make the co-ordinate transformation
r = ∆
1
4 el
−1R, x = l∆−
1
4 y1, y = l∆−
1
4 y2
t = 12 l∆
− 14 (X − 2Tˆ ), z = 12 l∆
− 14 (X + 2Tˆ ) , (5.60)
the metric (5.59) becomes
ds2 = e−2l−1RdX2 + e2l−1R
(
2dXdTˆ + (dy1)2 + (dy2)2
)
+ dR2 . (5.61)
The metric (5.61) is a five-dimensional generalized Kaigorodov metric, K5, constructed in [160],
and is known to describe gravitational waves propagating in AdS5. The supersymmetry of this
solution was investigated in [160], where it was shown that this solution preserves 1/4 of the
supersymmetry. Furthermore, after making some appropriate co-ordinate transformations, this
solution can be shown to correspond to a class of supersymmetric solutions which appears in
the classification of supersymmetric solutions of minimal five-dimensional gauged supergravity
constructed in [161]. It is straightforward to show that the null Killing vector which is obtained
as a spinor bilinear is given by ∂t − ∂z, in the co-ordinates of (5.59).
The metric (5.59) displays an interesting scaling behaviour in the limit r → 0. To display it,
we introduce coordinates x−, x+ by47
t = x+ , z = x− − x+ .
Then the metric becomes
ds2(5)|Ext =
l2dr2
r2
+ r
2
l2
[(
1 + ∆
r4
)
(dx−)2 − 2dx−dx+ + dx2 + dy2
]
.
Dropping terms which are subleading in the ‘near horizon limit’ r → 0 we obtain
ds2(5)|Ext,NH =
l2dr2
r2
+ r
2
l2
[∆
r4
(dx−)2 − 2dx−dx+ + dx2 + dy2
]
. (5.62)
This metric is invariant under the scale transformations:
x 7→ λx , y 7→ λy , r 7→ λ−1r , x− 7→ λ−1x− , x+ 7→ λ3x+ .
47For A = 1 these coordinates agree with x0 and x4 in the extremal limit. Moreover, the near horizon limit
preserves the symmetry that allows us to set A = 1.
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Thus the near horizon metric shows a scaling invariance similar to a Lifshitz metric with scaling
exponent z = 3 (and no hyperscaling violation, θ = 0). The only difference is that the coordinate
x− has scaling weight −1 rather than +1. This type of generalized scaling behaviour was
observed in [162,163,164], where the metric (5.62) was obtained by taking a particular limit of
boosted D3-branes. We will come back to this in Chapter 6, where we discuss the dual field
theory interpretation of our solutions.
The boosted black brane
The boosted black brane has similarities with Kerr-like black holes, with the linear momentum
related to the boost playing a role analogous to the angular momentum. It is instructive to work
this out in some detail, following the discussion of the Kerr solution in [136].
Let us first look for the existence of static observers, who remain at constant (r, x, y, z) and
as such have velocities parallel to the Killing vector field ∂t. Therefore static observers exist in
regions where ∂t is time-like, and the limit of staticity is at the value of r where
gtt = 0⇔ −W (r)u2t + u2z = 0
⇔ r4 = u2t r4+ ≥ r4+, providing r+ > 0.
This ‘ergosurface’ is always located outside the event horizon, with the trivial exception of
globally static (unboosted) spacetimes for which ut = 1 and the two surfaces overlap completely.
This is different to the rotating case where ergosurface and event horizon always coincide at the
north and south pole.
Beyond the limit of staticity there still exist stationary observers which are co-moving (more
precisely, but less elegantly ‘co-translating’) with the brane. Observers which have fixed (r, x, y)
and a constant velocity in the z-direction have world lines tangent to Killing vector fields
ξ(v) = ∂t + v ∂z ,
where the quantity v = const. will be referred to as the velocity. Such co-moving observers exist
in regions where ξ(v) is time-like. Killing vector fields of the form ξ(v) become null for values of
r where
gtt + 2vgtz + v2gzz = 0⇒ v± = − gtz
gzz
±
√(
gtz
gzz
)2
− gtt
gzz
.
Thus there is a finite range of velocities v, given by v− ≤ v ≤ v+, which co-moving observers
can attain. Note that at the limit of staticity, where gtt = 0, we find that v+ = 0. Therefore v
must be negative once the limit of staticity has been passed. The limit for co-moving observers
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is reached when v− = v+ =: w, which happens at the point where
gttgzz − g2tz = 0 .
It is straightforward to verify that this happens at the same value r+ of r where W (r+) = 0.
The limiting velocity w is given by
w = − gtz
gzz
∣∣∣∣
r=r+
= −uz
ut
, (5.63)
and can be interpreted as the boost-velocity of the surface r = r+. Since W (r+) = 0 implies
that grr(r+) = 0, it follows from Section 3.7.1 that on this surface outgoing null congruences
have zero expansion. Consequently r = r+ is an apparent horizon, and since the solution is
stationary, an event horizon. Moreover this event horizon is a Killing horizon for the vector field
ξ = ∂t +w∂z = ∂t − uzut ∂z and we can interpret w as the boost-velocity of this horizon. Observe
that the limit of staticity and the limit of stationarity are in general different, and only agree in
the unboosted limit uz = 0 where we recover the AdS-Schwarzschild black brane.
We note that there is frame dragging in our solutions, since the metric is non-static for
uz 6= 0. Indeed, since the metric coefficients are independent of t and z, the covariant momentum
components pt and pz are conserved. But even when setting pz = 0, particles have a non-
vanishing contravariant momentum component pz = gztpt 6= 0 in the z-direction.
The boost velocity of the metric varies between the horizon and infinity. It can be read off
by writing the metric in the form
ds2(5) = −N2(r)dt2 +M2(r)(dz − v(r)dt)2 + . . . ,
where the omitted terms involve dx2, dy2 and dr2. An observer at fixed r, x, y is co-moving with
the space-time if their velocity is dz/dt = v. Bringing the metric (5.53) to the above form one
finds
v = −(1−W )utuz
u2t −Wu2z
,
with limits
v −−−→
r→r+
−uz
ut
= w ≥ −1 ,
and
v −−−→
r→∞ 0 .
It is straightforward to check that for ut > 1 the boost speed |v(r)| is strictly monotonically
increasing from |v∞| = 0 at infinity to |vhorizon| = |w| = uz/ut ≤ 1 at the horizon. Thus the
boost speed is bounded by the speed of light and can only reach it at the horizon and in the
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extremal limit. Note that the asymptotic AdS space at infinity is not co-moving. This is different
from Kerr-AdS, where the asymptotic AdS space is co-rotating, with implications for the black
brane thermodynamics [165,166,167]. In particular, we will not need to subtract a background
term, corresponding to the motion of the asymptotic AdS space, from our expressions for the
boost velocity in order to have quantities satisfying the first law of thermodynamics. We will
come back to this later when verifying the first law.
We remark that in the extremal limit, where r+ = 0 and w = −1, the limit of staticity is
at r4 = ∆, which is different from zero, unless we take the trivial extremal limit ∆ = 0 which
brings us to global AdS5. It can be shown that our solutions with ∆ > 0 are 1/4-BPS [2], and
thus for ∆ > 0 we have BPS solutions which exhibit an ergoregion. Such a situation is not
possible for black holes, where the Killing vector field induced by the Killing spinors is the static
Killing vector field ∂t. Killing vector fields resulting from Killing spinors are necessarily globally
time-like or null [168]. The vector field ∂t is time-like at infinity and therefore cannot become
space-like in a BPS solution if it is related to the Killing spinors. Consequently, rotating BPS
black hole solutions cannot have an ergosphere, and, moreover, must have an event horizon which
is non-rotating [169]. This is different for our solution, where the Killing vector field related to
the Killing spinor fields is ∂t − ∂z, and so it is possible for the Killing vector field ∂t to change
signature at finite r. Moreover, the spinor bilinear is null everywhere on the extremal solution
meaning our BPS solutions belong to the ‘null’ (wave-like) rather than the ‘time-like’ (soliton-
like) class [170]. Indeed, the nature of the extremal and BPS limit is different in both cases: for
rotating supersymmetric black holes the angular momentum saturates a certain bound, while
for boosted black branes we have to perform a double limit where zero temperature is reached at
infinite boost. We note that not only does an ergoregion persist in this limit, but also that the
horizon is moving with maximal speed. This behaviour is precisely opposite to the one observed
for rotating BPS black holes.
5.2.3 Thermodynamics
We now want to turn to an investigation of the thermodynamics of the black brane solutions of
Section 5.2.2. The Hawking temperature is related to the surface gravity by T = κ2pi , and the
surface gravity κ of a Killing horizon is given by (3.145) as
κ2 = −12 (D
µξν) (Dµξν)
∣∣∣∣
r=r+
. (5.64)
For the boosted black brane (5.53) we evaluate this with ξ = ∂t + w∂z to find the Hawking
temperature T :
piT = r+
L2 ut
. (5.65)
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We remark that the same result can be obtained by imposing that the Euclidean continuation
of the solution does not have a conical singularity at the horizon, see Appendix E.2.
In the zero boost limit ut = 1, uz = 0 we obtain the Hawking temperature of an AdS-
Schwarzschild black brane (also known as an AdS-Schwarzschild black hole with planar hori-
zon) [171]. The infinite boost limit ut, uz →∞ is the extremal limit r+ → 0, where the Hawking
temperature becomes zero, T → 0. Since in this limit w = −uz/ut → −1, the horizon is moving
with the speed of light, which is consistent with the familiar string-theory description of a BPS
state as a state with massless excitations moving in one direction only.
Since our solutions are not asymptotically flat, but rather asymptotic to AdS5, we cannot
apply the standard ADM prescription to compute the mass and linear momentum of our branes.
Instead, we use the method based on the quasilocal stress tensor [172], see also [173] for a review
in the context of the fluid-gravity correspondence. Here we simply present the result, and
relegate explicit calculational details to Appendix E.3. To leading order in 1/r we find that the
quasilocal stress tensor takes the form
Tµν =
r4+
2L3r2 (ηµν + 4uµuν) + . . . , (5.66)
where ηµν is the Minkowski metric on ∂Mr with coordinates (t, x, y, z), and where we have omit-
ted subleading terms. Note that this takes the form of a perfect ultra-relativistic fluid (equation
of state ρ = 3p, where ρ is the energy density and p is the pressure), with pressure propor-
tional to r4+ ∼ T 4. The proportionality between r+ and T is the same behaviour as for large
AdS-Schwarzschild black holes. In the absence of a boost, it is known that AdS-Schwarzschild
black branes behave thermodynamically like large (rather than small) AdS-Schwarzschild black
holes [171].
Having obtained the quasilocal stress tensor, mass and linear momentum can be computed
as conserved charges associated to the Killing vectors of our solution. Again, the details are
relegated to the appendix E.3. The mass, which is the conserved charge associated with time
translation invariance, is
M = (4u
2
t − 1)r4+
2L5 V3, (5.67)
where V3 =
∫
Σ d
3x is the spatial volume of the brane. We can also calculate the momentum in
the z-direction, which is the conserved charge associated to z-translation invariance. The result
is
Pz = −4r
4
+utuz
2L5 V3, (5.68)
and vanishes as expected in the zero boost limit uz = 0, ut = 1. Notice that these charges satisfy
Pz = M
(
− 4utuz4u2t−1
)
, which resembles the motion of a non-relativistic body of mass M , moving
at velocity vz = − 4utuz4u2t−1 .
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Finally, we calculate the Bekenstein-Hawking entropy of the solution by integrating the pull
back of the metric over the horizon. Recalling that we are working in units where 8piG5 = 1, we
find
S = 14G5
∫
Σr=r+
d3x
√
σ = 2pi
∫
Σr=r+
d3x
√
σ = 2pir
3
+
L3
utV3 , (5.69)
where σ denotes the pull-back of the metric to the surface Σr=r+ .
Using these, we can check that the thermodynamic variables satisfy the first law:
δM = TδS + w δPz, (5.70)
where the velocity w is given by (5.63). We remark that obtaining (5.70) is a non-trivial con-
sistency check for the correctness of the definition of the thermodynamical quantities, which
are initially ambiguous because they require background subtractions corresponding to renor-
malization of the boundary CFT [172], see also [167] for a discussion in the context of rotat-
ing black holes in higher than four dimensions. As noted before, we do not need to apply a
background subtraction for the translation velocity w, since the asymptotic AdS5 background
is not co-translating. This is different for AdS-Kerr-type black holes, where the subtraction
of the background rotation velocity is crucial for obtaining the correct thermodynamic rela-
tions [165,166,167]. We also note that T,M,Pz, S, which are all defined in a reparametrization
invariant way, depend on the parameter r+. Therefore r+ is a physical parameter, despite that
it could be absorbed into the coordinates in the metric (5.53). Moreover, without the ability of
varying this parameter, one could not obtain the temperature/entropy term in the first law. We
refer to Appendix (E.3.2) for further details on this technical point.
The extremal limit of these quantities can be reached by taking r+ → 0 and ut → ∞ with
u2t r
4
+ → ∆ fixed. In this case we find that the entropy density s := S/V3 vanishes in the extremal
limit, s → 0 as T → 0. Therefore our solutions satisfy the Nernst Law, and can be referred to
as Nernst branes. Moreover, since in the extremal case w = −1, we find M = |Pz|, which is
of course the saturation of the BPS bound. As already remarked earlier, in the extremal limit
the parameter ∆ controls the mass, and ∆→ 0 is the limit where the solution becomes globally
AdS5.
We can eliminate the quantities r+ and ut in favour of the thermodynamical variables T and
w via
ut =
1√
1− w2 , uz = −
w√
1− w2 , r+ =
L2(piT )√
1− w2 .
In terms of T and w the mass of the solution is given by
M(T,w) = L
3
2 V3
(
3 + w2
(1− w2)3
)
(piT )4. (5.71)
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Hence, we see that the heat capacity
CT ≡ ∂M
∂T
∣∣∣∣
w
> 0, (5.72)
is positive, and the solution is thermodynamically stable. This is as expected, at least in
the absence of a boost, since it is well known that AdS-Schwarzschild black branes behave
thermodynamically like large AdS-Schwarzschild black holes [171]. As we see from (5.71), the
introduction of a boost does not introduce thermodynamic instability.
Expressing the entropy in terms of (T,w) we find
S(T,w) = 2piL3V3
(piT )3
(1− w2)2 . (5.73)
Note that turning off the boost uz = 0, which corresponds to w = 0, we have S ∼ T 3, which is
the scaling behaviour expected for an AdS5-Schwarzschild black brane.
Indeed we can use (5.73) to investigate the behaviour of S as a function of T in both the
high temperature and low temperature limits. The limit of high temperature (equivalently small
boost velocity) is
uz → 0, r+ →∞, u2zr4+ → ∆ = const.
This corresponds to |w|  1, and so we see from (5.73) that S ∼ T 3. The limit of low
temperature (equivalently boost velocity approaching the speed of light) is the extremal limit
ut →∞, r+ → 0, u2t r4+ → ∆ = const.
In this case, one can see that 1− w2 ∼ T 4/3, and so the entropy scales like S ∼ T 1/3 . We will
comment further on the thermodynamic properties of our solutions in Section 6.
5.2.4 Curvature properties of five-dimensional Nernst branes
One motivation of the present work is to resolve the singular behaviour of the four-dimensional
Nernst branes found in Chapter 4. We will show in section 5.3 that the five-dimensional Nernst
branes found above are dimensional lifts of these four-dimensional Nernst branes. To investigate
the effect of dimensional lifting on such singularities, we now examine the behaviour of curvature
invariants and tidal forces of the five-dimensional solutions. From both the gravitational point
of view, and with respect to applications to gauge-gravity dualities, one would like the solutions
to have neither naked singularities, nor null singularities (singularities coinciding with a hori-
zon), while the presence of singularities hidden behind horizons is acceptable. In practice, the
presence of large curvature invariants or large tidal forces will also be problematic, given that
the supergravity action we start with needs to be interpreted as an effective action. Therefore
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large curvature invariants or tidal forces are indications that this effective description breaks
down due to quantum or, assuming an embedding into string theory, stringy corrections. This
would limit the applicability of gauge-gravity dualities to only part of the solution, where the
corrections remain sufficiently small.
Curvature invariants
For our five-dimensional metric (5.53) we compute the Kretschmann scalar and Ricci scalar to
be
K = 2
(
9r8+ − 24r4+r4 + 20r8
)
r8L4
, R = −4
(−5r4 + 3r4+)
r4L2
. (5.74)
Note that these only depend on the temperature T ∼ r+ and the curvature radius L of the AdS5
ground state. For the extremal solution (r+ = 0) both curvature invariants take constant values
which agree with those for global AdS5:
KAdS5 =
2D(D − 1)
L4
= 40
L4
, RAdS5 =
D(D − 1)
L2
= 20
L2
.
For the non-extremal solution the curvature invariants tend to the AdS5 values asymptotically,
but blow up as r → 0. As this is behind the horizon, there are no naked or null singularities
related to the curvature invariants of five-dimensional Nernst branes.
Tidal forces
Even if all curvature invariants are finite, there might still be curvature singularities related to
infinite tidal forces. Such curvature singularities can be found by computing the components
of the Riemann tensor in a ‘parallely-propagated-orthonormal-frame’ (PPON) associated with
the geodesic motion of a freely-falling observer. While such singularities are often considered
milder than those associated to curvature invariants, they are nevertheless genuine singularities
and have drastic physical effects (‘spaghettification’) on freely falling observers.
The details of this construction for the five-dimensional extremal solution are relegated to
Appendix E.4.1. From Table E.2 we observe that the non-zero components of the Riemann
tensor in the PPON all have near horizon behaviour of the form
R˜abcd ∼ rα with α ≤ 0 , (5.75)
with α < 0 for all but one independent non-vanishing component. Hence, as the observer
approaches the horizon of the extremal brane (r → 0) these components will diverge, resulting
in infalling observers being subject to infinite tidal forces as can be seen from (2.11). This is the
same behaviour that the four-dimensional solutions suffer from, and seems to be the price for
having zero entropy. It is an interesting question whether stringy or other corrections could lift
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this singularity, and if so, whether it is possible to maintain zero entropy.
Note that we only consider the extremal solution, since non-extremal solutions are manifestly
analytic at the horizon r+ > 0. Indeed, in this case, the divergence is transferred to the Cauchy
horizon and cloaked by the smooth non-extremal event horizon [174].
5.3 Four-dimensional Nernst branes from dimensional reduc-
tion
5.3.1 S1 bulk evolution
We now want to dimensionally reduce our five-dimensional Nernst branes and compare the
resulting four-dimensional spacetimes to those found in Chapter 4. To do so, the space-like
direction x0 is made compact, i.e. we identify x0 ∼ x0 + 2pir0. Clearly then, to understand
the four-dimensional properties, it is crucial to first understand the behaviour of the x0 circle.
Writing (5.50) as48
ds2(5) = e2σ(dx0 +A04dx4)2 + e−σds2(4),
with
e2σ = r
2f(r)
L2
, (5.76)
we find the four-dimensional line element
ds2(4) =
r
L
{
− r
2W (r)
L2f(r)1/2
dt2 + f(r)1/2 L
2 dr2
r2W (r) +
r2
L2
f(r)1/2(dx2 + dy2)
}
, (5.77)
after identifying x4 ≡ t. From (5.76) we can read off the behaviour of the physical (geodesic)
length R0phys of the compactification circle:
(R0phys)2 = (2pir0)2e2σ(r) = (2pir0)2
(
Ar2
L2
+ ∆
r2L2
)
. (5.78)
It is obvious that this S1 does not maintain a constant geodesic size but instead varies dynam-
ically throughout the bulk as shown in Figure 5.1. Notice from (5.78) that for A > 0 there
are two competing terms, resulting in decompactification both for r → ∞ and for r → 0. The
latter decompactification is only reached in the extremal limit, since otherwise we encounter
the horizon at r+ > 0. This implies that in the non-extremal case the near horizon solution
will still depend on the parameter A, while in the extremal case the near horizon solution be-
comes independent of A. The insensitivity of the extremal near horizon solution to changes of
48As it stands, (5.50) is specialized to the case A > 0 since it involves the variable ∆˜ = ∆2B0A . However,
using (5.47), it is possible to write (5.50) in terms of a general Kaluza-Klein vector, valid for both A > 0 and
A = 0. This then allows the reduction of both cases in parallel, leading to (5.77).
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r
R0phys(r)
A = 0 (|μ| = ∞)
A > 0 (|μ| < ∞)
Figure 5.1: Plot showing the evolution of the compactification circle throughout the five-
dimensional bulk.
parameters which determine the asymptotic behaviour at infinity, in our case A, can be viewed
as a manifestation of the black hole attractor mechanism. Making the solution non-extremal
results in the loss of attractor behaviour by making the near horizon solution sensitive to the
asymptotic properties of the solution at infinity. A remarkable feature of solutions with A > 0
is the existence of a critical point, Pcrit, where the compactification circle reaches a minimal
size at r4crit = ∆/A. In contrast, for A = 0, this critical point does not exist and so, whilst the
circle continues to decompactify as r → 0 in the extremal case, it now shrinks monotonically
with increasing r, ultimately becoming a null circle of zero size for r →∞. This fundamentally
different behaviour of the S1 means we must treat the dimensional reduction of the A > 0 and
A = 0 cases separately in what follows. Additionally, we clearly see that A is the parameter
responsible for the asymptotic behaviour at infinity from a five-dimensional point of view. This
resembles the role played by the parameter h0 in the four-dimensional solutions of Chapter 4;
this connection will be made manifest in the following subsections.
In the case A > 0, the compactification introduces a new continuous parameter, the para-
metric radius r0 of the circle. We now observe that the identification x0 ' x0 + 2pir0 breaks the
scaling symmetry (5.51), which made the parameter A irrelevant. While the geodesic size of the
compactification circle varies with r, for A > 0 there is a circle of minimal size at r4crit = ∆/A,
with geodesic size R0crit given by
(R0crit)2 = 8pi
r20
L2
√
∆A .
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The size of this minimal circle depends only on the combination r20
√
A and is therefore invariant
under any increase in A that is compensated for by a reduction in r0 and vice-versa. This ability
to trade r0 for A, means A can be used as the physical parameter controlling the minimal circle
size, whilst r0 becomes redundant. It is natural to set r0 =
√
A, as this is precisely what is
needed such that the expression for the four-dimensional charge, Q0, calculated later in (5.91)
is independent of the compactification radius as all four-dimensional quantities should be.
In the case A = 0, there is no such invariant length and we can see this in a number
of ways. Firstly, the A → 0 limit pushes r4crit = ∆A → ∞ and so no minimal circle exists.
Secondly, with A = 0, the geodesic size of the compactification circle is found from (5.78)
to be (R0phys)2 =
(2pir0)2∆
r2L2 and depends only on ∆; since this is already a parameter of the
five-dimensional solution, there is nothing else to be accounted for and no need for additional
parameters. One might consider possibly trying to obtain an invariant length from the size of
the circle on the horizon, R0phys(r+), which, assuming non-extremality, will at least be finite.
However, it is clear from (5.78) that this will be a function of both ∆ and r+, which again are
already existing parameters of the five-dimensional A = 0 solution.
5.3.2 Dimensional reduction for A > 0
Four-dimensional metrics and gauge fields
In Chapter 4 a family of four-dimensional Nernst branes was found, which depend on one electric
charge Q0 and two continuous parameters B(4d)0 and h0, which can be expressed alternatively
in terms of temperature T (4d) and chemical potential µ. It was also observed that the four-
dimensional solutions with finite chemical potential exhibited decompactification behaviour in
the asymptotic regime, suggesting an interpretation in terms of a five-dimensional geometry.
Looking at the behaviour of the compactification circle in Figure 5.1, the natural candidate is
the A > 0 family of five-dimensional Nernst branes and it is this relationship that we shall now
investigate.
We begin by comparing the four-dimensional Nernst brane solutions with finite chemical
potential (h0 6= 0) previously discovered in Chapter 4 to the four-dimensional metric in (5.77)
obtained by dimensionally reducing our five-dimensional solution with A > 0. Setting ρ = r4
in (4.54) gives:
ds2(4) = −H−1/2W (4d)r3dt2 +
16H1/2
W (4d)
dr2
r
+H1/2r3(dx2 + dy2) , (5.79)
where W (4d) = W (4d)(r) = 1− 2B
(4d)
0
r4 and
H(r) = C
 Q0
B
(4d)
0
sinh B
(4d)
0 h0
Q0
+ Q0e
−B(4d)0 h0/Q0
r4
 =: CH0(r) . (5.80)
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Here Q0 parametrizes the four-dimensional electric charge, whereas the continuous parameters
h0 6= 0 and B(4d)0 ≥ 0 correspond to chemical potential |µ| < ∞ and temperature T (4d) ≥ 0.
The constant C is determined by the choice of prepotential and gauging of the four-dimensional
theory. More precisely, it is determined by the cubic coefficients cijk and gauge parameters gi,
but since we are assuming this solution can be lifted to five dimensions, these are the same
parameters that enter into our five-dimensional theory in (5.1). The precise form of C can be
read off from (4.55). At this point we anticipate that the functions W (4d) and W in the four-
and five-dimensional solutions can be identified, and hence from now onwards we can use B0
and T as parameters without any need for 4d superscripts. Since we can no longer rescale the
coordinate r, matching the coefficients of dr2 between the metrics (5.77) and (5.79) fixes the
relation between the functions f(r) and H(r) to be
L2f = 162H = 162CH0 .
Then the remaining metric coefficients match if we rescale t, x, y by constant factors involving
L.49 Writing out the functions f and H and comparing, we obtain:
162CQ0
B0
sinh B0h0
Q0
= L2A , (5.81)
162CQ0e−B0h0/Q0 = L2∆ .
While the five-dimensional line element is non-static, the four-dimensional one is static, but as
an additional degree of freedom we have a Kaluza-Klein gauge field, given by
A0t (r) = ζ0 = −
1√
2
A04 =
√
6√
2
(
uz
ut
)
W (r)
f(r) = −
√
3wW (r)
f(r) , (5.82)
where we have used (3.76) and (5.10) for the first two equalities, and then read off A04 from (5.48)
for the third equality, and finally substituted w = −uzut .
By matching the expression for ζ˙0 given by (5.23) with the τ -derivative of (4.64), we can
identify the five-dimensional Kaluza-Klein vector with the four-dimensional gauge field providing
√
3∆(∆ + 2B0A)
A2
= − B
2
0
2Q0 sinh2 B0h0Q0
, (5.83)
1 + ∆
B0A
= coth B0h0
Q0
.
49Alternatively, we could absorb L into r, but then by comparing the functions W we will conclude that the
respective parameters B0 differ by a factor L4. Given the relation of B0 to the position of the event horizon and
to temperature, we prefer not to do this.
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From this we can find
Q0 = −16
√
3∆(∆ + 2B0A) , (5.84)
h0 =
Q0
B0
arcoth
(
1 + ∆
B0A
)
, (5.85)
which expresses the four-dimensional parameters Q0, h0 in terms of the five-dimensional param-
eters A,∆, B0. Comparing (5.81) to (5.83) we find that these relations are mutually consistent
provided that
162C = −2√3L2 . (5.86)
This equation relates the overall normalizations of metrics (5.77) and (5.79) and of the underlying
vector multiplet actions.
The four-dimensional chemical potential is given by the asymptotic value of the gauge field
At, which is chosen such that At(r+) = 0, as explained in Section 3.7.1. Having matched
the five-dimensional Kaluza-Klein vector with the four-dimensional gauge field of Chapter 4,
the corresponding expressions for the chemical potential must also match.50 For reference, we
provide the following expression in terms of both four- and five-dimensional parameters,
µ = 12
B0
Q0
[
coth B0h0
Q0
− 1
]
= ∆2Q0A
= −
√
3
A
√
∆
∆ + 2B0A
, (5.87)
where we used (5.83) and (5.84). Notice from (5.84) that Q0 < 0 which then forces h0 < 0
by (5.85), which is consistent with our earlier remark below (4.23) that sign(h0) = sign(Q0). It
is also clear from (5.87) that µ < 0 which is consistent with the earlier remark underneath (4.65)
that sign(µ) = sign(Q0). We then deduce from (5.81) that the four-dimensional constant C must
be negative, C < 0, which explains the minus sign in (5.86). Furthermore, it is clear from (5.80)
that H0(r) < 0 such that the harmonic function H(r) > 0, which we need in order that the
roots of H, which appear in the metric (5.79), are real so as to avoid naked singularities in the
four-dimensional solution.
Momentum discretization, charge quantization and parameter counting
Since the reduction is carried out over the x0 direction, it is instructive to calculate the Killing
charge associated to the Killing vector ∂0 = ∂/∂x0. For A > 0, (5.52) tells us this is related to
the Killing vector ∂z of the five-dimensional spacetime via
∂0 =
√
A∂z.
50This is seen explicitly by applying (5.83) to (4.65) and comparing to the asymptotic value of (5.82).
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Since the charge associated with ∂z is the brane momentum (5.68), the Killing charge corresponds
to momentum in the x0 direction, and can be determined as follows:
P 0 =
√
APz ' − 2√
A
√
∆(∆ + 2B0A), (5.88)
where we have divided out the V3 from Pz to produce a momentum density, as we do with
all extensive quantities. Further, we have suppressed factors of the AdS radius L. Notice that
P 0 ≤ 0 and then periodicity of the x0 direction forces the wavefunction of particles to be standing
waves on the S1 and consequently the momentum must satisfy
P 0 ' N
r0
= N√
A
, N ∈ Z− ∪ {0}, (5.89)
where we have set ~ = 1 as explained in Section (3.2.5). For fixed A > 0, we see that the
momentum, P 0, is discretized to a spectrum of allowed values and we can rearrange (5.89) to
establish that
√
AP 0 ' N ⇒ −2
√
∆(∆ + 2B0A) ' N, N ∈ Z− ∪ {0}. (5.90)
Given (5.84), we see explicitly that the four-dimensional charge is quantized
Q0 '
√
AP 0 ' N, N ∈ Z− ∪ {0}. (5.91)
This is just the standard Kaluza-Klein mechanism of Section (3.2.5) at work; given a fixed A > 0,
the momentum around the circle generates the lower-dimensional electric charge and both are
discretized to a spectrum of allowed values. Varying A, which is after all a free parameter of
the four-dimensional theory, alters the size of the circle and shifts this momentum spectrum up
or down accordingly. It makes sense that Q0 is independent of r0 =
√
A, since electric charge
is purely four-dimensional and should have no knowledge of its higher dimensional origins. We
also observe from (5.84) and (5.91) that our solution is negatively charged but as remarked
earlier, a conjugate, positively charged solution does exist and can be manufactured by flipping
signs in (5.24) and introducing an overall minus sign to the expression for ζ0 throughout this
chapter. This difference of signs between the gauge field, A0t = ζ0, and the electric charge, Q0, is
expected. Indeed, it was already present in the previous work on four-dimensional Nernst branes
in order to ensure the construction of a symplectically covariant formalism, see e.g. (4.63).
Let us end this discussion by comparing the number of parameters describing the Nernst
branes in different dimensions. Five-dimensional Nernst branes are parametrized by three con-
tinuous parameters (A,B0,∆), but for A > 0 we have the scaling symmetry (5.51), which tells
us that A is redundant, and that we can parametrize solutions by the two independent and
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continuous parameters (B0, ∆˜), which then correspond to temperature and boost momentum.
Upon compactification a new length scale R0crit is introduced that destroys the scaling symme-
try present in five dimensions. Consequently, the four-dimensional solution picks up an extra
parameter: we need to specify the three independent and continuous parameters (B0,∆, A)
in order to completely define the metric (5.77). In terms of physical parameters, the four-
dimensional solution depends on temperature, charge and chemical potential (T,Q0, µ). These
are all independent but, as we have seen, since the five-dimensional momentum has a component
in the direction we compactify over, it becomes discrete, which corresponds directly to the dis-
cretization of four-dimensional electric charge. As such, the five-dimensional solution involves
two independent and continuous thermodynamic parameters whilst the four-dimensional solu-
tion relies on three independent parameters, two of which are continuous and one of which is
discrete.
5.3.3 Dimensional reduction for A = 0
The two-parameter family of four-dimensional Nernst branes found in Chapter 4 exhibits dis-
continuities in the asymptotic behaviour of both the geometry and the scalar fields when taking
the limit h0 → 0, or equivalently, |µ| → ∞. This discontinuity can be accounted for by the
discontinuous asymptotic behaviour of the compactification circle in the limit A → 0 as seen
in Figure 5.1. As such, we now exhibit the connection between the h0 = 0 four-dimensional
solution from Chapter 4 and the A = 0 five-dimensional solution with one dimension made
compact.
To demonstrate this relationship we take the four-dimensional Nernst brane metric (5.79)
and set h0 = 0, which reduces the function H(r) in (5.80) to
H(r) = CQ0
r4
.
Substituting this back into (5.79) gives the following metric
ds2(4) = −C1/2Q−1/20 W (4d)r5dt2 +
16C1/2Q1/20 dr2
W (4d)r3
+ C1/2Q1/20 r(dx2 + dy2). (5.92)
On the other hand, the dimensional reduction of the A = 0 class of five-dimensional Nernst
branes gives
ds2(4) = −
r5W
∆1/2L3
dt2 + L∆
1/2
r3W
dr2 + r∆
1/2
L3
(dx2 + dy2), (5.93)
where we have used (5.77) with A = 0. Again we identify the functions W (4d) and W appearing
in the above metrics, which means the parameters B0 and T will be the same in both cases. As
before, this prevents rescaling of the coordinate r and then, by comparing dr2 terms in (5.92)
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and (5.93), we establish the following relationship between four- and five-dimensional quantities
162CQ0 = L2∆. (5.94)
Again, the remaining metric coefficients can be made to match by rescaling t, x, y by constant
factors involving L. Following the same procedure as in Section 5.3.2, we match the gauge field
and Kaluza-Klein vector by comparing expressions for ζ˙0. Specifically, we match (5.23) with the
τ -derivative of (4.64). The two are equivalent providing
Q0 = − ∆2√3 , (5.95)
which expresses the four-dimensional electric charge in terms of the five-dimensional boost pa-
rameter ∆. This is a much simpler expression than in the A > 0 case and we observe that this
matches the A → 0 limit of (5.84). Considering the discontinuities we have encountered previ-
ously when taking A → 0 limits, this seems at first surprising but actually this is completely
consistent with Q0 being a smooth parameter for the four-dimensional solutions of Chapter 4.
Having established Q0 < 0, we see from (5.85) that A → 0 corresponds to h0 → 0−, and thus
from (5.87) that µ → −∞. Lastly, we can substitute (5.95) into (5.94) to find the relationship
between the overall normalizations of the metrics (5.92) and (5.93),
162C = −2√3L2. (5.96)
Clearly this requires C < 0 as before and, in fact, is exactly the same relationship as for the
A > 0 case in (5.86), which is expected since C and L are only sensitive to the four- and five-
dimensional multiplet actions respectively, and these are independent of A. Again, since we
have matched the gauge fields by comparing ζ˙0, the chemical potentials must match and this is
indeed the case: using the asymptotic value of (5.82) with A = 0, we find µ = −∞ which agrees
with the negatively charged, h0 = 0 solutions in Chapter 4.
The parameter counting is also simpler in the A = 0 case. Five-dimensional Nernst branes
are parametrized by two independent and continuous parameters (B0,∆), or equivalently tem-
perature and momentum. However, as we have seen in Section 5.3.1, no new length scale is
introduced by the reduction and consequently, the four-dimensional solution obtained via di-
mensional reduction also depends on exactly two independent parameters: (B0,∆) are sufficient
to completely determine (5.92) since A = 0 is fixed. Using (5.95), these are equivalent to (T,Q0)
with µ = −∞ is fixed. The difference between the five-dimensional and four-dimensional pa-
rameters is that the S1 again causes charge quantization. This means that whilst both B0 and
∆ are continuous in five dimensions, reducing to four dimensions forces one parameter, namely
Q0 = − ∆2√3 , to become discrete.
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One difference between the A = 0 solution and the A > 0 solution is that for the A = 0
solution the compactification circle has no critical size. Therefore we cannot relate the momen-
tum P 0 to the electric charge Q0 using r0 as a reference scale, and thus we cannot explicitly
see charge quantization in the same way as we did before. This is not a problem since we can
relate Q0 to five-dimensional quantities through (5.95), and moreover, we have seen that the
relation between Q0 and five-dimensional quantities has a well defined limit for A → 0. A
related feature of the A = 0 solution is that since the compactification circle has no minimum,
it contracts to zero size as r → ∞. That means that there is a region in this solution, where
the circle has sub-Planckian, or sub-stringy size. While this is problematic for an interpretation
as a four-dimensional solution, the lifted five-dimensional solution is simply AdS5, and can be
described consistently within five-dimensional supergravity.
5.3.4 Curvature properties of four-dimensional Nernst branes
We have just demonstrated how the four-dimensional solutions with A > 0 and A = 0, obtained
in Sections 5.3.2 and 5.3.3, exactly match the h0 6= 0 and h0 = 0 solutions of Chapter 4
respectively. In Chapter 4 these four-dimensional solutions were observed to have hyperscaling-
violating Lifshitz geometries and it is known from [121] that such solutions suffer from various
curvature singularities. We shall now investigate this explicitly for the metrics (5.77) and (5.93).
Curvature invariants
As with the five-dimensional spacetimes in Section 5.2.4 we can determine the presence of cur-
vature singularities in our four-dimensional solutions by looking at the Kretschmann scalar and
Ricci scalar associated to the metrics (5.77) and (5.93). Indeed, since any singular behaviour in
the curvature will already be present for the extremal solutions, we will concentrate only on the
case r+ = 0. The curvature invariants are:
KA>04 =
r2
(
351A4r16 + 1476A3r12∆ + 2586A2r8∆2 + 1284Ar4∆3 + 959∆4
)
4L2 (Ar4 + ∆)5
,
RA>04 =
3
(
15A2r8 + 34Ar4∆ + 15∆2
)
2
√
Ar4+∆
r4 (Ar4 + ∆)
2 rL
,
KA=04 =
959r2
4∆L2 , R
A=0
4 =
45r
2
√
∆L
. (5.97)
For A > 0, or equivalently |µ| < ∞, we find that the Ricci scalar behaves as R ∼ r−1
for large r, and R ∼ r for r → 0, whilst the Kretschmann scalar scales as K ∼ r−2 and
K ∼ r2 in these respective regions. Hence, the curvature invariants will remain finite along the
solution. However, for the A = 0 solution we will still have the same behaviour at r → 0, but
asymptotically we find R ∼ r and K ∼ r2. We therefore have a naked curvature singularity as
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B0, h0
Near horizon Asymptotic
Curvature
singularity
Divergent
tidal forces
Curvature
singularity
Divergent
tidal forces
B0 = 0, h0 = 0 × X X ×
B0 = 0, h0 6= 0 × X × ×
B0 > 0, h0 = 0 × × X ×
B0 > 0, h0 6= 0 × × × ×
Table 5.2: Summary of singular behaviour of four-dimensional Nernst brane.
B0, A
Near horizon Asymptotic
Curvature
singularity
Divergent
tidal forces
Curvature
singularity
Divergent
tidal forces
B0 = 0, A = 0 × X × ×
B0 = 0, A > 0 × X × ×
B0 > 0, A = 0 × × × ×
B0 > 0, A > 0 × × × ×
Table 5.3: Summary of singular behaviour of five-dimensional Nernst brane.
we approach the boundary of the spacetime.
Tidal forces
To investigate whether the four-dimensional solutions of Chapter 4 admit infinite tidal forces in
the near horizon regime we follow the analysis of [121], albeit considering a slightly simpler set-
up in which the infalling observer is moving only in the radial direction i.e. has zero transverse
momentum. The technical details of this procedure are relegated to Appendix E.4.2. The results
in Tables E.3 and E.4 show that, for both A > 0 and A = 0, there exist components of the
Riemann tensor, as measured in the PPON, that diverge as r → 0. This indicates that the
radially infalling observer will experience infinite tidal forces at the extremal horizon, r+ = 0.
As before, tidal forces will remain finite on non-extremal horizons, r+ > 0.
5.3.5 Curing singularities with decompactification
A summary of the singular behaviour of our four- and five-dimensional solutions can be found
in Tables 5.2 and 5.3. Notice that since B0 and A control the near horizon and asymptotic
geometries respectively, we can use these to catalogue any singularities.51 We will now demon-
strate explicitly how certain singularities present in the four-dimensional hyperscaling-violating
Lifshitz solutions of Section 5.3.4 can be removed by dimensional lifting to the asymptotically
Anti de-Sitter solutions of Section 5.2.4.
51Given (5.85) it is clear that A = 0 matches h0 = 0, and A > 0 matches h0 6= 0.
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Curvature invariants
The usual dimensional reduction paradigm relates the five-dimensional Ricci scalar to its four-
dimensional counterpart by52
R5 ∼ eσR4.
Tables 5.2 and 5.3 indicate that the only situation where we encounter a curvature singularity
is the asymptotic regime of the four-dimensional solution with h0 = 0, or equivalently A = 0 if
we are working with five-dimensional parameters. In this instance we have R4 ∼ r from (5.97)
whilst eσ ∼ 1/r from (5.76) resulting in R5 being asymptotically constant and exactly equal
to the value of global AdS5 as seen in Section 5.2.4. Recalling that the dilaton eσ measures
the geodesic length of the x0 circle, we can now account for the presence of an asymptotic
curvature singularity in this class of four-dimensional Nernst branes. Specifically, the four-
dimensional |µ| = ∞ asymptotic curvature singularity emerges from a ‘bad slicing,’ of the
parent AdS5 hyperboloid by a compactification circle that gets pinched at infinity. It was
shown previously that the independent four-dimensional scalars are all proportional to each
other, see formula (4.52). It was also observed that for infinite chemical potential these scalars
approach zero asymptotically. From the five-dimensional point of view, the single profile of
the four-dimensional scalars determines the profile of the Kaluza-Klein scalar. Therefore the
four-dimensional scalars approaching zero corresponds to the shrinking of the compactification
circle. When combining this with the singular behaviour of the four-dimensional metric, we
obtain AdS5.
In the A > 0, or equivalently |µ| < ∞ case, the four-dimensional solution of Chapter 4 is
asymptotically conformal to AdS4, or CAdS4 for short. We see from (5.97) that the curvature
invariants of CAdS4 behave as R4 ∼ 1/r and vanish asymptotically. At the same time, this
is compensated by eσ ∼ r from (5.76), meaning the circle now blows up at large r such that
R5 remains asymptotically constant and equal to RAdS5 . Thus, in this case the asymptotic
behaviour of the four-dimensional metric and scalars is reversed compared to the A = 0 case,
but still leads to the same five-dimensional aysmptotic geometry after lifting.
Tidal forces
As can be seen from Tables 5.2 and 5.3, tidal forces are irrelevant asymptotically and so we are
only concerned with the situation near the horizon.53 It is clear that infinite tidal forces are
present at the horizon of the extremal Nernst brane in four dimensions, and are not removed by
dimensional lifting. We expect this persistence may well be indicative of a deeper result, namely
52A similar argument can be provided for the Kretschmann scalar albeit with the second power of the dilaton,
K5 ∼ e2σK4, which is natural given that it is quadratic in the curvature.
53Tidal forces only apply to time-like geodesics. In Section 3.5 we saw that outgoing time-like geodesics cannot
reach the AdS boundary but instead turn around due to an infinite potential wall.
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that infinite tidal forces on the extremal horizon is the price one has to pay in order to obtain
solutions that satisfy the third law of Thermodynamics which is, after all, a singular limit of the
horizon itself.
5.4 Summary
In this chapter we have constructed a two-parameter family of five-dimensional black branes
in FI gauged N = 2 supergravity. We checked that they satisfy the Nernst Law i.e. that they
are Nernst branes, and also that they are the dimensional lifts of the four-dimensional solutions
in Chapter 4. We also gave a detailed analysis of the five-dimensional thermodynamics and
investigated whether the singular behaviour of the four-dimensional solutions is eliminated by
dimensional oxidation. We will give a more detailed discussion of these points in Chapter 6.
6 Conclusion and outlook
In this thesis we have constructed black brane solutions of N = 2 gauged supergravity with
vanishing entropy density in the extremal limit. Such solutions therefore satisfy the strong
version of the Nernst Law of Thermodynamics and are referred to as ‘Nernst branes’. Finding
such solutions in the supergravity regime is highly non-trivial as it necessarily involves a gauging
of the supergravity in order to produce a non-spherical horizon topology. This gauging adds a
scalar potential to the Lagrangian, making the equations of motion substantially more difficult
to solve.
Motivated by the four-dimensional extremal STU Nernst brane already in the literature [24],
we proceeded to construct new Nernst brane solutions in four dimensions. We were able to
improve on the existing work by finding non-extremal (or ‘hot’) Nernst branes for a specific
charge and FI parameter configuration. With the presence of temperature we were able to
analyse the thermodynamics and find an equation of state from which we could see the limiting
behaviour T → 0, and thus provide a more satisfactory demonstration of the Nernst Law.
Furthermore, we did not restrict ourselves to a single model but instead solved for an entire
class of models, which included the very special models that can be lifted to five dimensions.
The gauging introduced a scalar potential able to play the role of a cosmological constant,
thus permitting non-asymptotically flat solutions. Given that the Nernst Law is considered
generic for condensed matter systems it was hoped that we could find asymptotically AdS4 solu-
tions representing prospective gravitational duals. Solving the equations of motion, we found a
family of black branes that depend on the two parameters (T, µ), where the temperature T and
chemical potential µ controlled the near horizon and asymptotic spacetime geometries respec-
tively. Further analysis revealed that these solutions assumed a hvLif spacetime structure and
thus could not be used in the AdS/CMT dictionary. However, recent developments in the liter-
ature have revealed that many systems in condensed matter actually exhibit scaling behaviours
captured by such metrics, leading to attempts at an exciting new hvLif/CMT dictionary [34].
The particular hvLif horizon geometry depended on whether the temperature was zero or
not and similarly at the boundary it depended on whether the chemical potential was finite or
infinite. It transpired that T = 0, µ = ∞ was a global hvLif solution that could be interpreted
as the ground state, and then varying either T or µ led to a solution that interpolated between
different hvLif geometries and thus represented an RG flow between non-conformal field the-
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ories in both the UV and IR. However, these four-dimensional solutions suffered from certain
problems. At the horizon both the geometry and also a field theory argument implied that the
entropy density scaled with temperature as s ∼ T 1/3 which would be consistent with the Nernst
Law. However, there were large tidal forces on the horizon that became infinite in the extremal
case and suggested we shouldn’t trust any duality in the deep IR. Meanwhile, the problems in
the deep UV were even more serious: the asymptotic regime saw a disagreement in the pre-
dicted entropy density scaling behaviour between the gravitational (s ∼ T ) and field theoretic
(s ∼ T 3) descriptions. Furthermore, in the case of infinite chemical potential there was even
an asymptotic curvature singularity destroying any hope of meaningful holography. All of this
suggested that our four-dimensional solution could only be trusted in some intermediate energy
range.
Further examination of our four-dimensional solutions showed that for any finite value of the
chemical potential, the physical scalar fields exhibited runaway behaviour asymptotically. Since
we were working within the ‘very special’ class of models that can be lifted to five dimensions,
it was expected that the solution entered a decompactification regime. Performing the dimen-
sional lift, we found a family of boosted black brane solutions. As expected, the oxidation of
asymptotically hvLif spacetimes produced asymptotically AdS solutions [34, 35]. Not only did
these five-dimensional asymptotically AdS black branes fit more naturally into the gauge-gravity
duality via the AdS/CFT correspondence but, at the same time, there is a substantially better
understanding of their asymptotic geometry. In particular, the correct counterterms are known
for the purpose of holographically renormalizing the stress-tensor and this allowed conserved
charges to be computed using quasilocal techniques. Consequently a much more thorough ther-
modynamic analysis was possible in five dimensions, allowing us to write down a consistent first
law of black brane mechanics. We also verified that in the near horizon regime the entropy
density continued to scale with temperature as s ∼ T 1/3 and thus vanished in the extremal
limit such that our five-dimensional solutions were Nernst branes also. The scaling behaviour of
entropy density with temperature in the deep UV as calculated from the geometry was s ∼ T 3
which matched the field theory prediction that our four-dimensional Nernst branes were un-
able to match. This suggested that we were not able to see the complete picture with the
four-dimensional Nernst branes and that we really must go to five dimensions to access the full
degrees of freedom of the system.
Such interpolating behaviour has previously been observed in [160,164] for certain D3-brane
solutions in Type IIB string theory which also have an entropy density that scales as s ∼ T 1/3
in the near horizon regime and s ∼ T 3 in the asymptotic regime. Indeed, [160] observes that the
near horizon metrics of these ten-dimensional D3-brane solutions describe one of the following
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Einstein manifolds:
AdS5 × S5 extremal without pp-wave,
K5 × S5 extremal with pp-wave,
C5 × S5 non-extremal,
where K5 and C5 are the generalized five-dimensional Kaigorodov and Carter-Novotny´-Horsky´
metrics. By compactifying the 5-spheres that foliate the space transverse to the D3-brane, it is
clear that the near horizon geometry of the D3-brane is either AdS5, K5 or C5. Remarkably,
we are able to show that the near horizon geometries of our five-dimensional Nernst branes
exactly match this classification. In particular, for the extremal case, the different near horizon
geometries of the D3-brane depend on the presence or absence of a superimposed pp-wave
propagating along its worldvolume, and these geometries precisely correspond to those of the
extremal five-dimensional Nernst brane in the presence or absence of momentum. Given that we
are working with five-dimensional gauged N = 2 supergravity, the dual UV field theory should
be a conformally invariant N = 1 field theory. Since we are able to relate our five-dimensional
Nernst branes to certain limits of D3-branes, and since the solution is asymptotically AdS5,
we might expect a similar dictionary between geometry and field theory as exists for N = 8
supergravity and N = 4 Super Yang Mills. In particular, it is possible that the dual field theory
might be a conformally invariant N = 1 Super Yang Mills theory or a deformation thereof, but
without having a higher dimensional embedding which allows one to understand the role of the
parameters cijk and gi in the gauge theory, we can’t say much more. Indeed, it is important to
emphasise that FI gauged five-dimensional N = 2 supergravity has so far only been obtained
as a consistent truncation of a higher dimensional supergravity in the special cases of pure FI
gauged supergravity (no physical vector multiplets) [175] and the STU -model [176,177].54 The
dimensionally reduced, boosted D3-branes of [160] which match the near horizon geometries
of our Nernst branes are themselves solutions of N = 8 supergravity, which is obtained by
compactifying Type IIB supergravity on an S5. In this case the five-dimensional cosmological
constant is completely determined by the D3-charge, and we cannot account for the parameters
cijk, gi of an FI gauged supergravity theory with vector multiplets. Therefore, whilst relating
our five-dimensional Nernst branes to boosted D3-branes in Type IIB string theory is helpful
for motivating potential holographic interpretations, it should not be considered as evidence of
a stringy embedding. It would be interesting to investigate the higher dimensional lift of the
two exceptional cases to learn about their dual field theories and try to identify any properties
that might hold generically for all field theories in our family of solutions.
54Other consistent truncations involve hypermultiplets or massive vector multiplets and consequently have a
different gauging to that discussed in Section 3.4 [178,179].
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An interesting feature of our five-dimensional solution is the non-trivial extremal limit, where
the boost parameter is sent to infinity, while the momentum density is kept fixed. The resulting
extremal near horizon geometry should define a field theory with entropy-temperature relation
S ∼ T 1/3. In the context of boosted D-branes and M-branes, the proposed interpretation is
a conformal field theory in the infinite momentum frame, which carries a finite momentum
density [160]. Moreover, it was proposed in [162, 163, 164, 180] that the compactification of the
direction along the boost corresponds to discrete light cone quantisation. In this respect it is
interesting to look at the scaling symmetries of the five- and four-dimensional extremal solutions
near the horizon. In five dimensions the metric looks like a Lifshitz metric with z = 3 and θ = 0,
except that the direction along the boost has weight −1 instead of +1. Upon reduction to
four dimensions, the near horizon geometry, and if we go to infinite chemical potential even the
global geometry, is a hyperscaling violating Lifshitz geometry with z = 3 and θ = 1 [1]. That
is, by reduction over the boost direction one trades the non-trivial scaling of this direction for
an overall scaling of the metric. Following [162, 163, 164, 180] we propose to associate a four-
and a three-dimensional field theory to the near horizon five- and four-dimensional geometries,
respectively, with the three-dimensional theory encoding the zero mode sector of the discrete light
cone quantisation of the four-dimensional theory. Both theories are non-relativistic with Lifshitz
exponent z = 3, and supersymmetric with two supercharges.55 The four-dimensional theory is
scale invariant and arises by deforming a four-dimensional relativistic N = 1 supersymmetric
theory by a finite momentum density, while the three-dimensional theory is scale covariant.
Having obtained a tentative holographic interpretation for both the trivial and non-trivial
extremal limits of our five-dimensional solutions, we should remember that the non-extremal
solutions are simply thought of as being dual to thermal states within these field theories.
The five-dimensional Nernst branes are exactly the dimensional lifts of our four-dimensional
Nernst branes, and it is good news for holography that the lifting procedure removes all asymp-
totic curvature singularities as well as the mismatch between geometrical and thermodynamic
scaling relations that was present in the four-dimensional solution. To explain this, it is crucial
to understand the variation of the compactification circle along the transverse direction, which
from the four-dimensional point of view is encoded in the scalar fields. The apparently singular
behaviour of the µ = ∞ four-dimensional geometry arises from a singular slicing of the AdS5
hyperboloid by a circle of zero size, and is exactly compensated for by the singular behaviour
of the four-dimensional scalars, resulting in completely regular five-dimensional asymptotics.
Moreover, the compactifcation circle also accounts for the four-dimensional chemical potential,
which has no counterpart in the uncompactified five-dimensional solution. In particular, for
generic compactifications involving a circle with A > 0, we observe that once we decide to
make the boost direction compact, the dynamics forces the circle to expand at both ends of
55According to the analysis of [181], extremal four-dimensional Nernst branes are BPS.
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the RG flow and the resulting minimum introduces a new parameter which we can relate to
the chemical potential. As proposed in Section 4.4, we can interpret the apparently singular
UV behaviour of four-dimensional Nernst branes as a dynamical decompactification limit, which
tells us that the description as a four-dimensional system breaks down and has to be replaced
by a five-dimensional one. Interestingly however, the five-dimensional solutions still suffer from
infinite tidal forces on the extremal event horizon. The fact that this persists whilst all other
four-dimensional problems are resolved by dimensional oxidation may well be indicative of a
deeper result, namely that infinite tidal forces on the extremal horizon is the price we have to
pay in order to obtain solutions that satisfy the third law of thermodynamics.
From a strictly gravitational point of view, one should still worry about the divergent
tidal forces which are present in the extremal limit irrespective of whether we consider four-
dimensional or five-dimensional Nernst branes. While sometimes considered to be ‘mild,’ they
represent genuine singular behaviour and make the solution geodesically incomplete. Moreover,
they are not cured by stringy α′-corrections [121], and strings probing such singularities get
infinitely excited [182]. While at finite temperature there is technically no singularity, near ex-
tremality objects falling towards the event horizon will still experience very large tidal forces [33].
This behaviour is, if not an inconsistency, at least a sign that the singularity has physical rele-
vance. Furthermore, the infinite tidal forces are clearly caused by the way the metric complies
with the strong version of the third law, namely through a warp factor which scales any finite
piece of the world-volume56 to zero volume. Whilst it is not at all obvious how the divergent
tidal forces could be removed in such a way as to preserve the strong version of the third law,
we list below some possibilities. Firstly, it would be worthwhile examining whether the tidal
forces can be resolved with the inclusion of higher curvature terms. This has previously been
investigated in [35, 183]. Experience with small black holes suggests that these would lead to a
regular horizon with non-zero area density. Indeed, for small BPS black holes, R2-corrections
remove null curvature singularities, by making the area finite [23]. But as these singularities
involve the divergence of some curvature invariant, the implication for tidal forces is unclear.
The only example we are aware of where tidal forces have been successfully removed is for the
D6-brane of type IIA supergravity, and this happens through an M-theory embedding [184].
However, this does not allow immediate conclusions about the case we are interested in. Sec-
ondly, since supergravity theories with eight real supercharges exist in up to six dimensions [27],
we could perform a further dimensional lift of our five-dimensional Nernst brane to see if this
removes the problem. This also relies on the existence of a string theory embedding since lifting
a five-dimensional theory of ungauged supergravity with a very special prepotential to six di-
mensions is related to either the F-theory limit of the M-theory embedding M/CY3 → F/CY3,
56Here ‘finite’ refers to the Euclidean metric defined by the coordinates x, y, z, which we use to refer extensive
quantities to ‘unit world-volume.’
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or to the limit Het/(K3 × S1) → Het/K3 where the ten-dimensional heterotic string theory is
compactified over one less dimension. Once again this does not apply to our particular set-up
involving gauged supergravity, but it would be interesting to see if a similar lifting to six di-
mensions exists and whether it can play a role in removing the singular behaviour. Thirdly, we
can also approach the problem from the field theory side. For example, in [185] they study the
infinite momentum frame CFT dual to a boosted brane and find evidence that the CFT resolves
the geometric singularity. In our case it would be interesting to understand the dual four-, or
possibly, three-dimensional IR field theory, and to investigate whether it is non-singular, and
whether its ground state is unique or degenerate. If it transpires that the ground state is unique,
one would need to understand whether this means that (i) tidal forces are acceptable, (ii) they
are not, but the dual field theory can be used to construct a ‘quantum geometry’ of some sort,
(iii) or if there is some kind of breakdown of gauge/gravity duality in the extremal limit. Points
(i) and (iii) are not necessarily mutually exclusive, since one might invoke the weaker, process
version of the third law to assure that the extremal limit cannot be reached by any physical
process.
On this last point, it is important to remember that gauge/gravity duality works in both
directions and employing holography to investigate the true meaning of tidal forces is only ex-
ploiting one direction of the duality. Given a more complete dictionary between both sides
of the correspondence, an ambitious, yet important goal, would be to investigate the possibil-
ity of designing Nernst branes that are tailored to model specific condensed matter systems.
Calculations that are difficult in the strongly coupled gauge theory could then be performed
perturbatively in the gravitational theory and translated back to field theory results.
At the same time however, this project has opened up a number of other exciting new research
directions. For example, the four-dimensional solution that we construct in detail in Chapter 4
relies on a single electric charge along with an electric FI parameter configuration consistent with
the ‘purely imaginary’ scalar fields, such that the Lagrangian and equations of motion simplify
substantially. An interesting extension of our work would be to attempt to find solutions without
this restriction and where we have additional charges and FI parameters switched on. We expect
that our formalism is particularly suited to finding dyonic solutions, due to its built-in electric-
magnetic covariance [3, 94]. Whilst we do not currently have the technology to solve the full
three-dimensional equations of motion, it is encouraging that work on static BPS solutions in
U(1) gauged supergravity with symmetric scalar target spaces has led to the construction of
the general dyonic solution [186, 187, 188, 189]. A simple example of such an extension is the
four-dimensional, magnetically-charged Nernst brane constructed in Section 4.3. This solution
suffers from the same singular behaviour as its electrically-charged cousin which again suggests
a decompactification to five dimensions. However, in five dimensions, only electric FI gaugings
of the supergravity are possible and so there is no analogue of the magnetic FI parameter
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g0 that is switched on in the four-dimensional solution. Presumably this parameter arises in
the four-dimensional theory via a more complicated compactification of the five-dimensional
Nernst brane. It would be extremely interesting to explore this further given its significance for
understanding magnetic, or more generally, dyonic, four-dimensional Nernst branes.
It is also worthwhile to point out that our technique of time-like dimensional reduction
combined with special geometry that we use to obtain Nernst brane solutions in both Chapters 4
and 5, involves solving the full second order field equations, with the number of integration
constants in the solution reflecting this. However, we also see that once we impose regularity
of the black brane solutions at the horizon57 the number of integration constants is reduced by
one half, such that the solution satisfies a unique set of first order equations. For BPS and,
more generally, extremal solutions, the existence of first order flow equations results from fixed
point behaviour implied by the attractor mechanism. Since for non-extremal solutions, scalar
flows are terminated on the horizon before reaching any fixed points, the existence of such a
first order rewriting of the equations of motion is surprising. However, such behaviour is not
unprecedented [3], and has even been interpreted as a remnant of the attractor mechanism
[159].58 For our five-dimensional solutions the scalars are constant, so that the only sense in
which we have attractor behaviour is that the scalars sit at a stationary point of the scalar
potential. However, from the four- and three-dimensional perspective we have scalar fields
which need to exhibit a particular, fine-tuned behaviour at the horizon in order to make the
five-dimensional solution regular. This is very similar to attractor behaviour, and the effect of
reducing the number of integration constants by one half is the same. Such universal features
of scalar dynamics definitely deserve further study.
On a different note, in the usual gauge/gravity set-up, the extra radial dimension is taken
to represent the energy scale of the associated field theory. In principle, given the correct
dictionary, the radial flow equation of some geometrical quantity should become the RG flow
equation for the associated field theory. Given that in field theory there may exist a function,
known as the a-function, that behaves monotonically along the RG flow, we could investigate
what the corresponding quantity would be on the gravity side. It has been suggested by the
authors of [191] that one possibility would be the renormalised entanglement entropy and indeed,
their investigations for BPS black branes in four-dimensional N = 2 gauged supergravity find
that this quantity decreases monotonically along the RG flow up to a critical point, beyond
which it rises and approaches the entropy density of the brane itself. However, given that our
extremal Nernst branes have the unusual property of vanishing entropy density, there is an
exciting possibility that this monotonicity can be maintained throughout the entire RG flow,
leading to a gravitational realisation of the a-function.
57This is done for the generic situation with finite temperature.
58A related idea seems to be that of ‘hot attractors’ [190].
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Lastly, it would be interesting to also consider the inclusion of hypermultiplets into the
theory. It is thought that this will produce Lifshitz rather than hyperscaling-violating Lifshitz
geometries in the four-dimensional theory, and since string compactifications with N = 2 su-
persymmetry always involve at least the universal hypermultiplet, it is expected that this will
help with the embedding of these non-relativistic solutions into string theory [174]. Whilst the
dual Lifshitz field theory would be non-relativistic, it would still be conformal, and it is hoped
that a microstate counting of the black hole entropy would then be possible. This could prove
invaluable for understanding the true behaviour of Nernst brane entropy density in the zero
temperature limit. However, gauging the hypermultiplets leads to the bosonic field content be-
coming charged under the gauge group. This means we can no longer dualise vectors into scalars
at the three-dimensional level and so we would need to find an alternative means of solving the
equations of motion.
In conclusion, we think that the systematic methods and explicit, analytic solutions that we
have presented in this thesis will help to make progress towards a classification of solutions in
gauged supergravity, as well as to extend and deepen our understanding of the gauge/gravity
dictionary. Moreover, our solutions represent an excellent playground for testing a number of
other important questions, as outlined above.
A Einstein-Hilbert conventions
Let us explain our choice of conventions for the Einstein-Hilbert term in a little more detail. For
this we compare with Appendix A.1 of [27] which provides an excellent overview of all possible
combinations of sign choices. Given variables s1, s2, s3 ∈ {±1}, [27] tells us that we should first
make a choice for the sign of the Minkowski metric
ηab = s1diag(−+ · · ·+).
The second sign choice then appears in the Riemann tensor,
Rµν
ρ
σ = s2 (∂µΓρνσ − ∂νΓρµσ + ΓρµτΓτ νσ − ΓρντΓτ µσ) .
The third sign choice appears in the Einstein equation
s3
(
Rµν − 12gµνR
)
= Tµν ,
or equivalently, in the definition of the Ricci tensor,
s2s3Rµν = Rρµρν .
The signs s1 and s3 then determine the sign of the kinetic energies of the scalars and the graviton
by entering the Lagrangian as follows
e−1L = s1s3R2 − s1
1
2∂µφ∂
µφ− 14FµνF
µν .
Comparing with our Lagrangians in e.g. (3.13) and (3.20), we have clearly made the choices
s1 = 1, s3 = −1.
In order to continue defining the Ricci tensor as Rµν = Rρµρν , we should also choose
s2 = −1.
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Let us now discuss the consequences of this choice. With these particular conventions, a space-
like surface of positive curvature has sign(R) = s1s3 = −1. In other words, spaces with positive
curvature have R < 0 and vice-versa. Of course this is to be expected if we require the two
possible Einstein-Hilbert actions
SEH = −
∫
dDxe
R
2 and S
′
EH =
∫
dDxe
R′
2 , (A.1)
to represent the same physical information. Notice also that there is an additional minus sign
introduced into the Einstein equation such that it now reads
Rµν − 12gµνR = −Tµν . (A.2)
In Chapter 2 we provided the standard differential geometry definition of the Riemann
tensor in (2.8). However, we note that in Chapters 3, 4 and 5 the minus sign accompanying the
Einstein-Hilbert term in the Lagrangian forces us to redefine this for all physical applications
with a minus sign as
Rµν
ρ
σ = − (∂µΓρνσ − ∂νΓρµσ + ΓρµτΓτ νσ − ΓρντΓτ µσ) . (A.3)
B Non-linear sigma models
B.1 Harmonic maps and target space geodesics
Differential geometry has an important role to play in theories of supergravity. Of course it is
well known that we treat spacetime as a differentiable manifold but it is also possible to construct
a second geometry using the dynamics of the scalar fields as follows. Consider a matter-coupled
supergravity action with schematic form
S[φ, . . . ] =
∫
dDx
√
g
(
−R2 −Gij(φ)∂µφ
i∂µφj + . . .
)
, (B.1)
where the coupling matrix Gij depends on the n scalar fields φi, and the dots stand for additional
terms involving field strengths, fermions etc. Such theories are referred to as gravity-coupled
non-linear sigma models.
Let us consider the Einstein equations (A.2),
Rµν − 12Rgµν = −Tµν ,
where we have set 8piG = 1 in accordance with the rest of this thesis. By taking a trace and
back-substituting, we can reduce this to
1
2Rµν −Gij(φ)∂µφ
i∂νφ
j = 0. (B.2)
Separately, one can apply an Euler-Lagrange procedure to establish the equations of motion for
the scalar fields,
4(g)φi + Γijk(φ)∂µφj∂µφk = 0, (B.3)
where the connection components Γijk(φ) are
Γijk(φ) =
1
2G
il (∂jGlk + ∂kGlj − ∂lGjk) , (B.4)
where ∂i = ∂∂φi .
We can now imagine that a particular field configuration, or solution to the equations of mo-
tion (B.3), denoted φa(x), establishes a mapping between the D-dimensional spacetime (M, g)
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Figure B.1: Scalar fields as harmonic maps from D-dimensional spacetime (M, g) to an n-
dimensional target space (Mn, G) [27].
and an n-dimensional pseudo-Riemannian target space (Mn, G). The scalar fields φi act as co-
ordinates on Mn, and since we assumed i = 1, . . . , n, it must be n-dimensional. Further, the
coupling matrix Gij(φ) of the scalar kinetic term in the action (B.1) assumes the role of a metric
on Mn. This explains the form of the connection components (B.4): they are precisely the
connection components of the Levi-Civita connection on (Mn, G) as discussed earlier in (2.13).
Any solution to the equations of motion (B.3) determines a harmonic map φ :M→Mn as
shown in Figure B.1. Such mappings represent geodesics on Mn, and it is clear that knowledge
of these geodesics allows the Einstein equation (B.2) to then completely determine the D-
dimensional spacetime geometry. This will be a recurring theme when considering supergravity
actions in this thesis: we shall see that knowing the scalar field coupling matrix is sufficient to
fully determine the spacetime dynamics.
B.2 Potential disturbances to geodesic motion
When dealing with theories of N = 2 gauged supergravity, a scalar potential must be introduced
to the Lagrangian (B.1). This potential will disturb the harmonic map such that solutions of
the spacetime scalar equations of motion are no longer target space geodesics. To illustrate this
point, we shall consider the simple example of a one-dimensional spacetime for which φi = φi(τ).
The Lagrangian will be of the form
S[φ, . . . ] =
∫
dτ
√
g
(
−R2 −Gij(φ)φ˙
iφ˙j + V (φ) + . . .
)
, (B.5)
where again we neglect the terms not involving scalar fields. Given the negative coefficient for
the Einstein-Hilbert term, we pick a positive coefficient for the scalar potential to respect the
basic structure of the Lagrangian describing a system with potential in classical mechanics.
Obviously in the case V (φ) = 0, the scalar field equation of motion is Ddτ φ˙i = 0 where D is
APPENDIX B. NON-LINEAR SIGMA MODELS 177
the Levi-Civita connection, and we recover the geodesic motion of Appendix B.1. In this case,
the solutions can be written as
φi(τ) = φi0 = const.
Such solutions with constant scalars typically correspond to vacuum states of the theory. The
target manifold, Mn, represents the space of allowed vacua parametrized by the φi0, and is known
as the moduli space of vacua.
However, for the gauged supergravity models we deal with in this thesis, V (φ) 6= 0, and the
scalar field equation of motion becomes59
D
dτ
φ˙i = −Gij(φ)∂jV (φ) = −∇iV (φ). (B.6)
This means that whenever V (φ) is a non-constant function of the scalar fields, there exists a
gradient force acting on the target manifold trajectory, causing it to deviate from a geodesic
path. From (B.6), it is still possible to have vacuum solutions with constant scalars φ˙i = 0 in
the case when
∂iV (φ = φ0) = 0.
This means that the moduli space of vacua is reduced to extrema of the scalar potential, V (φ).
Furthermore, we would typically only be interested in minima so as to ensure physical stability
under perturbations of V (φ). The values of the scalar fields at a particular minimum are usually
referred to as vacuum expectation values [27].
Let us now assume the existence of such stable minima and consider their effect on the
spacetime geometry. To do this, we will need the Einstein equation coming from (B.5). Since
φ˙i = 0, the scalar kinetic term drops out, and after taking a trace and back-substituting, we
find
Rµν(g) =
2V (φ0)
D − 2 gµν ⇒ R =
2D
D − 2V (φ0). (B.7)
Not only does this tell us that the spacetimes of vacuum field configurations are Einstein man-
ifolds, but it also indicates how the scalar potential is able to play the role of a cosmological
constant and generate non-flat spacetime vacua [101]. These vacua will have positive or negative
curvature according to the sign of the scalar potential (see Appendix A for a reminder on our
conventions). In this thesis, we are interested in vacua with negative curvature leading to AdS
of hvLif asymptotics. Such vacua have R > 0 in our conventions, and thus require a positive
definite scalar potential.
59Note that D is the Levi-Civita connection of the one-dimensional spacetime whilst ∇ represents the gradient
operator on the n-dimensional scalar manifold.
C Five-dimensional STU scalar potential
C.1 Inverse CASR metric aij calculation
Our goal in this appendix is to obtain an expression for the inverse CASR metric aij(h) for use
in the five-dimensional scalar potential, V5(h). We start by considering the inverse of the matrix
(chhh)−1(ch)ij , which we shall denote as (chhh)(ch)−1|ij . In other words, we can write
(chhh)(ch)−1|ij (ch)jk
chhh
= δik. (C.1)
We know that the metric on the CASR manifold is given by (2.36). This can be rearranged to
give
(ch)jk
chhh
= −12ajk +
3
2
(chh)j(chh)k
(chhh)2 . (C.2)
Substituting (C.2) into (C.1) gives
δik = (chhh)(ch)−1|ij
(
−12ajk +
3
2
(chh)j(chh)k
(chhh)2
)
. (C.3)
Now let us introduce the dual scalars hi via
∂µhi := aij∂µhj , hi = −aijhj = −2
((ch)ij
chhh
− 32
(chh)i(chh)j
(chhh)2
)
hj = (chh)i
chhh
.
We can then write (C.3) as
δik = (chhh)(ch)−1|ij
(
−12ajk +
3
2hjhk
)
. (C.4)
In other words, the matrix (chhh)(ch)−1|ij is just the inverse of the term in brackets. Thankfully,
the latter is easily invertible. Indeed, we find
(
−12aij +
3
2hihj
)
·
(
−2ajk + 3hjhk
)
= δik.
Hence we can write
(chhh)(ch)−1|ij = −2aij + 3hihj , (C.5)
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and so,
aij(h) = −12(chhh)(ch)
−1|ij + 32h
ihj . (C.6)
C.2 Minimising the STU five-dimensional scalar potential
To check the sign of the scalar potential on a vacuum field configuration, we must first find the
vacuum expectation values of the scalar fields at the minima and then back-substitute them into
the potential. We shall now illustrate how this works for the simple example of the STU -model.
Using (C.5) the scalar potential V5(h) in (3.116) can be written as
V5(h) = 4 · 6−1/3
(
3hihj − aij(h)
)
gigj . (C.7)
We know that the physical theory is subject to the D-gauge constraint chhh = 1 which we
impose by means of a Lagrange multiplier. Let us define the function
F (h, λ) := 3(gihi)2 − aij(h)gigj + λ(chhh− 1) , (C.8)
such that the equation ∂λF = 0 imposes the D-gauge.
For the STU -model, the only non-zero coefficients cijk are c012 = 1. It is therefore possible
to explicitly compute the CASR metric aij = ∂2ijH˜ = ∂2ij(−13 logH) for the Hesse potential
H = h0h1h2. Inverting, the only non-zero components of the inverse metric are
aii = 3(hi)2, i = 0, 1, 2.
We can then write
F (h, λ) = 6(g0h0)(g1h1) + 6(g0h0)(g2h2) + 6(g1h1)(g2h2) + λ(h0h1h2 − 1) . (C.9)
Demanding the individual components of the gradient vanish is equivalent to the following
∂0F = 6g0(g1h1 + g2h2) + λh1h2
!= 0 ,
∂1F = 6g1(g0h0 + g2h2) + λh0h2
!= 0 ,
∂2F = 6g2(g0h0 + g1h1) + λh0h1
!= 0 . (C.10)
If we multiply these three equations by h0, h1 and h2 respectively, and impose the constraint
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chhh = 1, we are left with
6(g0h0)(g1h1 + g2h2) + λ
!= 0 , (C.11)
6(g1h1)(g0h0 + g2h2) + λ
!= 0 , (C.12)
6(g2h2)(g0h0 + g1h1) + λ
!= 0 . (C.13)
We can then subtract (C.11) from (C.12) to find
(g2h2)(g0h0 − g1h1) != 0 ⇒ g0h0 = g1h1 . (C.14)
Similarly, subtracting (C.12) from (C.13) gives
(g1h1)(g0h0 − g2h2) != 0, ⇒ g0h0 = g2h2 . (C.15)
We conclude that
g0h
0 = g1h1 = g2h2 = K, for some K.
Returning to our constraint, we can write
h0h1h2 = 1 ⇒ K
3
g0g1g2
= 1 ⇒ K = (g0g1g2)1/3 .
The value of the scalar fields on vacuum field configurations (minima of V5(h)) can then be
written as
hi = 1
gi
( 1
g0
· 1
g1
· 1
g2
)−1/3
. (C.16)
Finally, let us consider the value of the scalar potential on the vacuum field configuration. We
have already seen that for the STU -model, the potential reduces to
V5(h) = 4 · 6−1/3
[
6(g0h0)(g1h1) + 6(g0h0)(g2h2) + 6(g1h1)(g2h2)
]
,
and evaluating at the vacua simply corresponds to back-substituting the vacuum expectation
value of the scalar fields in (C.16). This gives
V5(h) = 4 · 6−1/3
[
6
( 1
g0
· 1
g1
· 1
g2
)−2/3
+ 6
( 1
g0
· 1
g1
· 1
g2
)−2/3
+ 6
( 1
g0
· 1
g1
· 1
g2
)−2/3]
= 72 · 6−1/3
( 1
g0
· 1
g1
· 1
g2
)−2/3
> 0 . (C.17)
Thus the five-dimensional scalar potential V5(h) is positive definite when evaluated on vacuum
field configurations of the STU -model. According to Appendix B.2, this is the correct sign of
cosmological constant to produce negatively curved AdS spacetimes.
D Calculations for Chapter 4
D.1 Real formulation of V4
In Chapter 4 we need to rewrite the scalar potential V4(X, X¯) and the associated superpotential
W (X) in terms of real coordinates. Using the expressionW (X) = 2(gIFI−gIXI) given in (3.114)
and that Ha = Habqb by homogeneity, it is straightforward to obtain
W = W (qa) = W (xI , yI) = 2ga
(
Ωab +
i
2Hab
)
qb = iga (Hab − 2iΩab) qb, (D.1)
where we have defined (ga) := (gI , gI)T .
In order to obtain the potential V4 as given in (3.114), we must compute the derivatives
∂IW =
∂W
∂XI
= 12
(
∂
∂xI
− i ∂
∂uI
)
W.
Since this derivative involves the real coordinates (xI , uI) rather than (qa) = (xI , yI)T , we apply
the chain rule to W (x, y(x, u)) and compute
∂W
∂xI
∣∣∣∣
u
= ∂W
∂xI
∣∣∣∣
y
+ ∂yJ
∂xI
∂W
∂yJ
∣∣∣∣
x
, and ∂W
∂uI
∣∣∣∣
x
= ∂yJ
∂uI
∂W
∂yJ
∣∣∣∣
x
.
After decomposing the second derivatives of the prepotential F into real and imaginary parts
(including a conventional factor of 2) by 2FIJ = RIJ + iNIJ , one can apply the chain rule to
show that
∂yJ
∂xI
= 12
(
FIJ + F¯IJ
)
= 12RIJ ,
and read from [94] that
∂yJ
∂uI
= −12NIJ .
Combining this, we find
∂W
∂XI
= 12
(
∂W
∂xI
+ FIJ
∂W
∂yJ
)
,
∂W¯
∂X¯I
= 12
(
∂W¯
∂xI
+ F¯IJ
∂W¯
∂yJ
)
.
Finally, we can put all of this together to obtain
N IJ∂IW∂JW¯ =
1
4Wa
(
Hab + i2Ω
ab
)
W¯b, (D.2)
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where (Wa) =
(
∂W
∂xI
, ∂W∂yJ
)T
, Hab is the inverse Hessian metric on the CASK manifold (see [94]),
and Ωab is the inverse of Ωab.
Using (D.1), we have that
Wa = igb (H − 2iΩ)ba , W¯a = −igb (H + 2iΩ)ba . (D.3)
This can be substituted into (D.2), which after simplification becomes
N IJ∂IW∂JW¯ = Habgagb, (D.4)
where we have used the identity60 HabΩbcHcd = −4Ωad [94].
Applying (D.1) and (D.4) to (3.114) the scalar potential can be written purely in terms of
real coordinates as follows:
V4 = −gaHabgb + 2κ24ga (Hac − 2iΩac) qcgb (Hbd + 2iΩbd) qd
= −gagb
[
Hab − 2κ24HaHb − 8κ24 (Ωq)a (Ωq)b
]
, (D.5)
where we have used homogeneity Ha = Habqb. Lastly, we substitute the D-gauge condition
−2H = κ−24 into (D.5) to obtain
V4 = −gagb
[
Hab +
HaHb + 4 (Ωq)a (Ωq)b
H
]
. (D.6)
This gives an expression for the dyonic scalar potential in terms of special real coordinates and
has not appeared in the literature previously.
Finally, we would also like an expression for the scalar potential in terms of variables adapted
to dimensional reduction. Since the expression in the square brackets of (D.6) is homogeneous of
degree zero, it remains invariant if we rescale the real coordinates qa by eφ/2. This corresponds
to the rescaling XI 7→ Y I = eφ/2XI that we imposed in (3.72) as the first step of adapting the
real formulation to dimensional reduction. To express V4 in terms of the tensor H˜ab we use the
relation (3.79) to write
V4 = +2Hgagb
[
H˜ab − HaHb
H2
− 2(Ωq)a (Ωq)b
H2
]
. (D.7)
The expression in the square brackets of (D.7) is now homogeneous of degree −2. Finally, we
use (3.80) to re-write V4 in terms of the dual coordinates qa, and rearrange (D.7) to take into
account that upon dimensional reduction the scalar potential in the Lagrangian gets multiplied
60This is the standard relation between the metric and Ka¨hler form of a Ka¨hler manifold. The numerical factor
is due to conventional choices.
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by e−φ = − 12H . This gives
− 12HV4 = −g
agb
[
H˜ab − 4qaqb − 2(Ωq)a (Ωq)b
H2
]
. (D.8)
D.2 Hesse potential for PI configurations
In this section we shall follow [3, 94] to obtain the Hesse potential for the very special models
with prepotentials of the form
F (Y ) = f(Y
1, . . . , Y n)
Y 0
,
subject to the PI condition. We can compute
F0 = −f(Y
1, . . . , Y n)
(Y 0)2 , FA =
fA(Y 1, . . . , Y n)
Y 0
.
Restricting to the purely imaginary field configuration introduced in Section 4.1.1, these are
F |PI =
f(iu1, . . . , iun)
x0
= −if(u)
x0
.
and
F0|PI = iv0 = i
f(u)
(x0)2 , FA|PI = yA = −
fA(u)
x0
, (D.9)
where we have introduced the notation f(u) := f(u1, . . . , un), and made use of the fact that f
and fA are real homogeneous functions of degree three and two respectively. From now onwards,
we understand that Y I , FI are subject to the PI constraints and therefore drop the explicit ‘PI’
label in the following.
The relation for F0 can be used to solve for x0 as a function of the dual coordinates as follows
(x0)2 = f(u)
v0
⇒ x0 = −
√
f(u)
v0
, (D.10)
where we must pick the negative root in order to ensure the Hesse potential is strictly negative
definite [94] .
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We now obtain H(u, v)|PI by first evaluating (3.73) subject to the PI condition. We have
eφ = −2x0v0 + 2uAyA
= −2
−
√
f(u)
v0
 v0 + 2uA (−fA(u)
x0
)
using (D.9) and (D.10)
= 2
√
v0f(u)− 2 · 3f(u)
x0
by homogeneity of f(u)
= 2
√
v0f(u)− 6
(
−
√
v0
f(u)
)
f(u) using (D.10) again
= 8
√
v0f(u).
Using −2H = eφ, this rearranges to give
H(u, v)|PI = −4
√
v0f(u1, . . . , un). (D.11)
Now recall that the dual real variables are defined as
q0 = − 1
H
v0, qA =
1
H
uA,
and so we can write
H = −4
√
(−Hq0)H3f(q1, . . . , qn) by homogeneity of f
= −4H2
√
(−q0)f(q1, . . . , qn)
⇒ H(q0, qA) = −14 ((−q0)f(q1, . . . , qn))
− 12 . (D.12)
Note the slight abuse of notation above. As commented on in more detail at the beginning
of Section 4.2, we denote by qA with A = 1, . . . , n the scalar fields which are actually the
(A+ n+ 1)’th components of the vector (qa).
D.3 Determining the integration constants λA
We have chosen to set the scalar fields proportional to one another
qA(τ) = λAQ(τ),
where, from (4.38), we know
Q(τ) = e
1
2a0τ (sinh (ωτ + ωβ))
1
2 .
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We will be able to determine the integration constants λA by analysing the qA equation of
motion (4.25) which we rewrite here for convenience:
e−4ψ
n∑
A=1
qAq¨A + e−4ψ
n∑
A,B=1
H˜AB q˙Aq˙B +
n∑
A,B=1
H˜AB gAgB − 4
(
n∑
A=1
gAqA
)2
= 0. (D.13)
We have seen in (4.39) that we must impose
q1g1 = q2g2 = . . . = qngn = KQ, (D.14)
for some constant K.
This means that the final term in (D.13) simply becomes
− 4
(
n∑
A=1
gAqA
)2
= −4n2K2Q2. (D.15)
Next, recalling that H˜AB(q) is homogeneous of degree −2 in the qA , the second term in (D.13)
is
n∑
A,B=1
H˜AB(q)q˙Aq˙B =
n∑
A,B=1
H˜AB(λ)λAλB
(
Q˙
Q
)2
= 34
(
Q˙
Q
)2
, (D.16)
where on the first line H˜AB(λ) is a matrix of integration constants after extracting an overall
factor of 1(Q(τ))2 , and on the second line we have made use of the identity (4.32).
Meanwhile, by a similar process, the first term in (D.13) can be written as
−
n∑
A,B=1
H˜AB(q)qAq¨B = −
n∑
A,B=1
H˜AB(λ)λAλB
(
Q¨
Q
)
= −34
Q¨
Q
. (D.17)
Using (D.17) and (D.16) we see that the first two terms of (D.13) can be expressed together as
−34
Q¨
Q
+ 34
(
Q˙
Q
)2
= −34
d
dτ
(
Q˙
Q
)
= −34
d
dτ
[1
2ω coth (ωτ + ωβ) +
1
2a0
]
=
3
8ω
2
sinh2 (ωτ + ωβ)
, (D.18)
where in the first line we substitute the result of (4.36), and in the second line we compute the
derivative. We have so far neglected the factor of e−4ψ present in the first two terms of (D.13).
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Substituting from (4.43), we see that the full expression for these first two terms is
e−4ψ
n∑
A=1
qAq¨A + e−4ψ
n∑
A,B=1
H˜AB q˙Aq˙B = e−4ψ
3
8ω
2
sinh2 (ωτ + ωβ)
= 38ω
2
(
α
ω
)3
ea0τ sinh (ωτ + ωβ)
= 3α
3
8ω Q
2. (D.19)
The third term in (D.13) is very easy to deal with. By homogeneity, we have
n∑
A,B=1
H˜AB(q)gAgB = Q2
n∑
A,B=1
H˜AB(λ)gAgB. (D.20)
We can now substitute the results of (D.19), (D.20) and (D.15) to rewrite (D.13) as
3α3
8ω Q
2 +Q2
n∑
A,B=1
H˜AB(λ)gAgB − 4n2K2Q2 = 0. (D.21)
Now we know from (4.32) that
n∑
A,B=1
H˜AB(λ)λAλB =
3
4 ,
and if we define λA := −H˜AB(λ)λB, then we have
n∑
A=1
λAλA = −34 . (D.22)
We can also show
n∑
A,B=1
H˜AB(λ)λAλB =
3
4 ⇒ 1 =
4
3
n∑
A,B=1
H˜AB(λ)λAλB . (D.23)
Multiplying the first and third terms in (D.21) by (D.23), we get
n∑
A,B=1
H˜AB(λ)
[
α3
2ωλ
AλB + gAgB − 163 n
2K2λAλB
]
= 0. (D.24)
To acquire a model independent solution (that doesn’t depend on the structure of H˜ab), we
should require that the bit inside the square brackets vanishes. Thus,
gAgB =
(
16n2K2
3 −
α3
2ω
)
λAλB.
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Multiplying through by λAλB and summing over A,B = 1, . . . , n, we find
n2K2 =
(
16n2K2
3 −
α3
2ω
)(
−34
)2
,
where we have used (D.14) to determine λAgA = nK on the left hand side, and we have
substituted from (D.22) on the right hand side. This can of course be simplified to
n2K2 = 3n2K2 − 9α
3
32ω ⇒ n
2K2 = 9α
3
64ω ⇒ K = ±
3
8n
(
α3
ω
) 1
2
.
Rearranging, we obtain the following expression
λA = ± 38ngA
(
α3
ω
) 1
2
. (D.25)
The integration constants must fulfil this constraint in order for the qA equation of motion to
be satisfied.
E Calculations for Chapter 5
E.1 Rewriting V3
Our goal in this appendix is to obtain a workable expression for the scalar potential V3 appearing
in (5.7). Let us concentrate on the term (cyyy)(cy)−1|ij . This is to be interpreted as the matrix
inverse to (cyyy)−1(cy)ij in the sense that
(cyyy)(cy)−1|ij (cy)jk
cyyy
= δik. (E.1)
Now, using the expression (5.11) for gˆij(y):
gˆij(y) =
3
2
((cy)ij
cyyy
− 32
(cyy)i(cyy)j
(cyyy)2
)
,
we have
δik = (cyyy)(cy)−1|ij
[2
3 gˆjk(y) +
3
2
(cyy)j(cyy)k
(cyyy)2
]
. (E.2)
We now introduce the dual scalars yi via
∂µyi := gˆij(y)∂µyj , yi = −gˆij(y)yj = 34
(cyy)i
cyyy
.
Hence, (E.2) becomes
δik = (cyyy)(cy)−1|ij
[2
3 gˆjk(y) +
8
3yjyk
]
. (E.3)
In other words, the quantity (cyyy)(cy)−1|ij is just the inverse of the term in square brackets in
(E.3). Thankfully, the latter is easily invertible. Indeed, we find
3
2
[
gˆij(y) + 2yiyj
]
· 23 [gˆjk(y) + 4yjyk] = δ
i
k .
Hence we can rewrite
(cyyy)(cy)−1|ij = 32 gˆ
ij(y) + 3yiyj , (E.4)
so that the scalar potential term in (5.8) becomes
V3 = 3
[
gˆij(y) + 4yiyj
]
gigj . (E.5)
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E.2 Euclideanisation of the boosted black brane
As is well known from the study of Kerr black holes, obtaining the Hawking temperature by
Euclidean methods is much more subtle for non-static spacetimes. For this reason, we find it
useful to give an explicit demonstration of how this works in the case of boosted (non-static)
black branes. The treatment of the linear case given below will be parallel to the analysis of the
Kerr black hole in [136].
A Euclidean continuation of the boosted black brane solution (5.53) can be obtained by
setting t = iτ and uz = iβ, and taking τ and β to be real. Observe that following the standard
treatment of the Kerr solution, we not only continue time but also the ‘boost parameter’ w =
−uz/ut, which is analogous to the angular momentum parameter of the Kerr solution in Boyer-
Lindquist coordinates.
The Euclidean section of the boosted black brane in (5.53) is then
ds2(5)E =
L2
r2
dr2
W
+ r
2
L2
W (ut dτ + βdz)2 +
r2
L2
(
(−β dτ + ut dz)2 + dx2 + dy2
)
.
We now explore the near horizon geometry, adapting a similar calculation of [192] for the Kerr-
Newman solution. Introducing the new radial variable R by R2 = r − r+, the function W has
the expansion
W = 4
r+
R2 + . . .
around the horizon. Expanding up to order R2, the metric takes the form
ds2(5)E,NH =
L2
r+
(
1− R
2
r+
)
dR2 + 4r+
L2
R2dχ2 + r
2
+ + 2r+R2
L2
(dz˜2 + dx2 + dy2) ,
where we have replaced the coordinates τ and z by the new coordinates
χ = utτ + βz , z˜ = utz − βτ .
We remark that, in contradistinction to the Kerr-Newman solution discussed in [192], (i) the
coordinate z˜ is linear rather than angular, i.e. we do not need to impose an identification on it;
and (ii) the coordinate χ is well defined, since ut and β are constant, so that utdτ +βdz is exact.
The horizon is at R = 0. The coordinates x, y, z˜ parametrize a three-dimensional plane with a
metric which is flat up to corrections of order R2. This part of the metric is clearly regular for
R→ 0. The variables R and χ parametrize a surface with metric
ds2Cone =
L2
r+
([
1− R
2
r+
]
dR2 + 4R2 r
2
+
L4
dχ2
)
,
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which is, up to a subleading term of order R2, the metric of a cone with apex at R = 0. Thus χ
is an angular variable and the surface parametrized by R and χ is topologically a disk. Imposing
the absence of a conical singularity at R = 0 fixes the periodicity of χ to be
χ ' χ+ 2pi L
2
2r+
.
Since the coordinate z˜ is linear (has no identifications) we can determine the periodicities of τ
and z from
(χ, z˜) '
(
χ+ 2pi L
2
2r+
, z˜
)
⇔ (τ, z) ' (τ +A, z +B) ,
with
A = 2pi ut
L2
2r+
, B = 2pi β L
2
2r+
.
The Hawking temperature T is read off from the periodicity of τ by τ ' τ + T−1H , so that
piT = r+
L2ut
,
which agrees with the result found by computing the surface gravity (5.65).
To interpret the periodicity of z, remember that the boost velocity at the horizon is
w = −uz
ut
= −i β
ut
.
Thus
B = iw 1
T
,
so that the identifications take the form
(τ, z) '
(
τ + T−1, z + iwT−1
)
,
which is analogous to the identification for the Euclidean Kerr solution, see for example [192].
E.3 Quasilocal computation of conserved charges
We use the form of our five-dimensional line element given in (5.53), which can be rewritten as
ds2 = L
2dr2
r2W
+ r
2
L2
(
ηµν +
r4+
r4
uµuν
)
dxµdxν , (E.6)
where uµ = (ut, 0, 0, uz). Note that uµuµ = −1 so we can interpret this as a velocity vector.
Following the procedure of [172] we want to calculate the quasilocal stress tensor Tµν associated
with the metric (E.6).
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E.3.1 The quasilocal stress tensor
Given a time-like surface ∂Mr at constant radial distance r we define the metric γµν on ∂Mr
via the ADM-like decomposition
ds2 = N2dr2 + γµν(dxµ +Nµdr)(dxν +Nνdr). (E.7)
We define the extrinsic curvature Θµν via
Θµν := −12 (∇
µnˆν +∇ν nˆµ) , (E.8)
where nˆµ is the outward-pointing normal vector to the surface ∂Mr. For solutions asymptoting
to AdS5 the procedure of [172] tells us that the quasilocal stress tensor is then given by61
Tµν = Θµν(γ)−Θ(γ)γµν − 3
L
γµν − L2Gµν(γ), (E.9)
where Θ = γµνΘµν is the trace of the extrinsic curvature, and Gµν is the Einstein tensor for γµν .
For the case at hand we see that the metric (E.6) decomposes according to (E.7) with
N2 = L
2
r2W
, Nµ = 0, γµν(r) =
r2
L2
(
ηµν +
r4+
r4
uµuν
)
. (E.10)
The unit normal vector nˆµ to a surface of constant r is given by
nˆµ = r
L
W 1/2(r)δµ,r,
from which we find the extrinsic curvature
Θµν = − r2L
(
1− r
4
+
r4
)1/2
∂rγµν = − r
2
L3
(
1− r
4
+
r4
)1/2(
ηµν − r
4
+
r4
uµuν
)
. (E.11)
In order to calculate the trace of this we need an expression for the inverse metric γµν , which is
given by
γµν = L
2
r2
ηµν − r4+
r4
(
1− r
4
+
r4
)−1
uµuν
 , (E.12)
where uµ = ηµνuν , etc. This can be used to compute the trace of the extrinsic curvature
Θ = Θµνγµν = − 2
L
(
1− r
4
+
r4
)1/2 2 + r4+
r4
(
1− r
4
+
r4
)−1 . (E.13)
Putting all this together, and noting that Gµν(γ) = 0, we can use (E.9) to find the resulting
61We remind the reader that in this thesis we work in units where 8piG = 1.
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Figure E.1: The time-like worldline C of an observer traversing the spacetime boundary ∂M
and whose tangent velocity vector ξ is not necessarily parallel to the time-like unit normal U
to the codimension-2 spatial surface Σ ⊂ ∂M. In fact there exists a one-parameter family of
spatial surfaces Σt that foliate the boundary ∂M. Image sourced from [193].
gravitational stress-energy tensor induced on the boundary ∂Mr,
Tµν =
r4+
2L3r2 (ηµν + 4uµuν) + . . . , (E.14)
where the dots represent terms which are subleading in the limit r →∞.
E.3.2 Mass, momentum and conserved charges
The quasilocal stress tensor (E.14) can be used to compute well-defined mass and other conserved
charges for the spacetime (E.6). Let Σ be a space-like hypersurface in ∂M = limr→∞ ∂Mr and
make the ADM decomposition
γµνdx
µdxν = −N2Σdt2 + σab(dxa +NaΣdt)(dxb +N bΣdt), (E.15)
where {xa} are coordinates spanning Σ, which has metric σab. Let U be the time-like unit
normal to Σ. Then for any isometry of γµν , which we take to be generated by a Killing vector
ξ, we can define a conserved charge Qξ by
Qξ =
∫
Σ
dd−1x
√
σ (UµTµνξν) . (E.16)
Figure E.1 illustrates what is happening geometrically. In particular, the mass of the solution
is given by taking ξ = ∂t, whilst the momentum in the direction xa is given by taking ξ = ∂a.
For the boosted black brane we can make the ADM decomposition (E.15) of the metric
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(E.10) with
σxx = σyy =
r2
L2
, σzz =
r2
L2
(
1 + r
4
+
r4
u2z
)
,
N zΣ =
r4+
r4
uzut
(
1 + r
4
+
r4
u2z
)−1
,
N2Σ =
r8+
L2r6
u2zu
2
t
(
1 + r
4
+
r4
u2z
)−1
+ r
2
L2
(
1− r
4
+
r4
u2t
)
.
The time-like unit normal to Σ has components
U t = −L
r
(
1 + r
4
+
r4
u2z
)1/2(
1− r
4
+
r4
)−1/2
,
U z = Lr
4
+
r5
utuz
(
1 + r
4
+
r4
u2z
)−1/2(
1− r
4
+
r4
)−1/2
.
Using these expressions, as well as the components of the quasilocal stress tensor (E.14), we
can calculate the mass and linear momentum associated with the boosted black brane (E.6).
Taking ξ = ∂t and ξ = ∂z we obtain the expressions (5.67) and (5.68) for the mass and linear
momentum respectively.
Finally, let us add some further comments on the fact that r+, and hence temperature,
is a physical parameter despite that it can be absorbed by rescaling coordinates in (5.53).
From (E.16),(5.64),(5.69) it is manifest that all quantities entering into the first law are geometric
quantities (norms of vector fields, and integrals over submanifolds using the induced metric)
which are diffeomorphism invariant. Applying the coordinate transformation r˜ = r+r, t˜ =
t/r+, x˜ = x/r+, y˜ = y/r+, z˜ = z/r+ to these expressions, it is straightforward to see that the
parameter r+ is not eliminated, but scaled out as an overall prefactor. In particular,
∂t = r+∂t˜ , ∂z = r+∂z˜ ,
while
V3 =
∫
Σ
dxdydz = r3+
∫
Σ
dx˜dy˜dz˜ ,
so that irrespective of our choice of coordinates we have
T ∼ r+, S ∼ r3+,M ∼ r4+, Pz ∼ r4+ .
It is precisely this r+-dependence of all thermodynamic quantities that gives rise to the correct
temperature/entropy tern in the first law. Put differently, when working in the rescaled frame
(t˜, r˜, x˜, y˜, z˜) the parameter r+ is hidden in the choice of the vector field ξ and the volume element
V3.
APPENDIX E. CALCULATIONS FOR CHAPTER 5 194
E.4 Tidal forces
E.4.1 Five-dimensional tidal forces
In this appendix we shall construct the frame fields describing the parallely-propagated-
orthonormal-frame (PPON) associated to an observer freely falling towards the five-dimensional
extremal black brane in (5.59). The frame-dragging effects associated to the brane’s boost in the
z direction mean that an observer who starts falling radially inward from infinity will acquire a
velocity in the z direction. We want to pick our first frame field to be the vector field generating
the geodesic motion of the observer. To do this, we follow the procedure of [121, 182, 194] and
introduce the frame field
(e0)µ =
(
d
dτ
)µ
= t˙ (∂t)µ + z˙ (∂z)µ + r˙ (∂r)µ , (E.17)
where τ is the proper time of our observer or, equivalently, the affine parameter for the geodesic
motion, and a dot denotes differentiation with respect to τ . Note that for simplicity, we consider
an observer who is not moving in the x and y directions.
It is clear that to obtain e0, we must first obtain t˙, z˙ and r˙. To do this, we recall that
associated to each of the Killing vector fields ∂t, ∂z, ∂x, ∂y of (5.59) there is an integral of motion.
These conserved quantities are the energy and momenta,
E = −gtµx˙µ =
(
r2
L2
− ∆
r2L2
)
t˙− ∆
r2L2
z˙ , (E.18)
pz = gzµx˙µ =
(
r2
L2
+ ∆
r2L2
)
z˙ + ∆
r2L2
t˙ , (E.19)
px = gxµx˙µ =
r2
L2
x˙ = 0 , (E.20)
py = gyµx˙µ =
r2
L2
y˙ = 0 . (E.21)
Defining the quantities
α := r
2
L2
+ ∆
r2L2
, β := r
2
L2
− ∆
r2L2
, γ := ∆
r2L2
,
we can simultaneously solve (E.18) and (E.19) to find
t˙ = L
4
r4
(αE + γpz) , (E.22)
z˙ = L
4
r4
(βpz − γE) . (E.23)
Notice that both of these velocities diverge as we approach the horizon at r+ = 0. This divergence
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tells us that this particular coordinate system is not valid beyond the horizon. However, for our
current purposes, this is not a problem as we are only interested in tidal forces close to, but
outside, the horizon. In order to write down eˆ0, we still need to obtain r˙. For this we use that
gµν x˙
µx˙ν = −1 for a time-like observer, which is equivalent to
r˙ = −
√
− r
2
L2
+ αL
2
r2
(E − V+) (E − V−), (E.24)
where we have taken the negative root to represent a radially infalling observer and V± =
1
α
(
−γpz ± r2pzL2
)
are the roots of αE2 + 2γEpz − βp2z = 0. Notice that had we instead picked
the positive root in (E.24), describing an outgoing time-like geodesic, r˙ will become complex
for sufficiently large r; this indicates that geodesic cannot reach the boundary but in fact hits a
turning point and returns to the bulk [118,119,120]. For this reason, we will only be interested
in near horizon tidal forces.
We can now substitute the above expressions for t˙, z˙, r˙ into (E.17) to obtain the following
expression for the first frame field
(e0)µ =
L4
r4
(αE + γpz) (∂t)µ +
L4
r4
(βpz − γE) (∂z)µ
−
√
− r
2
L2
+ αL
2
r2
(E − V+) (E − V−) (∂r)µ . (E.25)
Whilst the frame field e0 correctly describes the parallel propagation, it is not correctly nor-
malised. To form an orthonormal basis of frame fields we can apply Gram-Schmidt procedure
to the set of linearly independent frame fields ea = {e0, e1 = ∂r, e2 = ∂z, ei = ∂i} where i = x, y.
This was done using Maple and returns a basis of frame fields that we shall denote {eˆa} with
a hat. These still correctly characterise the parallel propagation but at the same time are fully
orthonormal in the sense that they satisfy gµν (eˆa)µ (eˆb)ν = ηab.
The full expressions for the individual frame fields {eˆa} are quite complicated and not es-
pecially illuminating so we omit them here. However, we can then use the frame fields as
transformation matrices to obtain the components of the Riemann tensor as measured in the
PPON via
R˜abcd = Rµνρσ (eˆa)µ (eˆb)ν (eˆc)ρ (eˆd)σ , (E.26)
where Rµνρσ is calculated according to (A.3) in our conventions. The non-zero components of the
PPON Riemann tensor are again rather complicated and so, rather than provide full expressions,
we instead list their scaling behaviour in the near horizon regime in Table E.2. These components
should then be substituted into (2.11) to evaluate tidal forces between geodesics.
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Component Near horizon behaviour
R˜0101 const
R˜0102 r−13
R˜0112 r−13
R˜0202 r−13
R˜0212 r−13
R˜0i0j δijr−6
R˜0i1j δijr−6
R˜0i2j δijr−6
R˜1212 r−13
R˜1i1j δijr−6
R˜1i2j δijr−6
R˜2i2j δijr−6
R˜ijkl r
−3 (δilδjk − δikδjl)
Table E.2: Near horizon scaling behaviour of the non-zero components of the five-dimensional
Riemann tensor, R˜abcd, as measured in the PPON.
E.4.2 Four-dimensional tidal forces
To investigate the tidal forces present for the four-dimensional extremal Nernst brane solutions
of Chapter 4, we must treat the cases with finite and infinite four-dimensional chemical potential
separately. The relevant metrics are given by (5.77) and (5.93) respectively. We shall proceed
in a similar fashion to Appendix E.4.1 except for the assumption that the infalling observer is
now moving only in the radial direction and has no transverse momentum in either the x or y
directions. This is slightly different to the analysis of [121] and means the tangent vector for the
time-like geodesic on which our radially infalling observer is travelling is given by
Tµ =
(
t˙, r˙,~0
)
,
where dot denotes differentiation with respect to the observer’s proper time, τ .
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A > 0 tidal forces
The extremal version of (5.77) is given by
ds2A>0, Ext =
r
l
− r2
l2
(
1 + ∆
Ar4
)1/2dt2 + l
2
(
1 + ∆
Ar4
)1/2
r2
dr2
+ r
2
l2
(
1 + ∆
Ar4
)1/2 (
dx2 + dy2
). (E.27)
The energy is again an integral of motion:
E = −gttt˙ = r
3
l3
(
1 + ∆
Ar4
)1/2 t˙ ⇒ t˙ = l
3E
(
1 + ∆
Ar4
)1/2
r3
.
For a time-like geodesic we have
gµνT
µT ν = −1 ⇒ r˙ = − 1
l1/2r
√√√√√l3E2 − r3(
1 + ∆
Ar4
)1/2 ,
where we pick the negative square root to represent an observer falling radially inwards. We
could equally well pick the positive root and consider an outgoing geodesic but r˙ will become
complex for large r, meaning the geodesic encounters a turning point and is reflected back into
the bulk. This is reminiscent of the situation in Appendix E.4.1 and in fact, this inability of
time-like geodesics to reach the boundary is an example of a property that hyperscaling-violating
Lifshitz spacetimes can inherit from their parent Anti de-Sitter spacetimes. All of this means
that we need only focus on the ingoing observer and near horizon tidal forces. Another similarity
with Appendix E.4.1 is the divergence of t˙ and r˙ as r → 0; again this indicates the coordinates
are only valid up the horizon which is absolutely fine for the analysis of tidal forces.
Next we align the frame field e0 with the vector field ddτ responsible for generating the integral
curve along which the observer is moving:
(e0)µ =
(
d
dτ
)µ
= t˙∂µt + r˙∂µr
=
l3E
(
1 + ∆
Ar4
)1/2
r3
∂µt −
1
l1/2r
√√√√√l3E2 − r3(
1 + ∆
Ar4
)1/2∂µr .
The observer is moving in the (t, r) directions and so there are two frame fields associated to
this: e0 and e1. Since the observer isn’t moving in any of the xi (i ≥ 2) directions, the frames
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Component Near horizon behaviour
R˜0101 r
R˜0i0j δijr−4
R˜0i1j δijr−4
R˜1i1j δijr−4
R˜ijkl r (δilδjk − δikδjl)
Table E.3: Near horizon scaling behaviour of the non-zero components of the four-dimensional
A > 0 Riemann tensor, R˜abcd, as measured in the PPON.
ei for i ≥ 2 are just given by the square roots of the inverse metric components i.e.
(ei)µ =
l
r
(
1 + ∆
Ar4
)1/4∂µi .
It remains to find the frame e1 such that the {ea} form a PPON. We have picked e0 to describe
the parallel propagation and so we just need a second frame field, e1, that is orthonormal to
both e0 and ei, i ≥ 2. It follows from simple linear algebra that
(e1)µ = −
l3/2
(
1 + ∆
Ar4
)1/2
r3
√√√√√l3E2 − r3(
1 + ∆
Ar4
)1/2∂µt + lEr ∂µr .
It is interesting to note that in the case of the static four-dimensional metric, the frame fields are
already orthonormal whereas in Appendix E.4.1, where the five-dimensional metric is non-static,
this is not the case and we had to perform an additional Gram-Schmidt procedure at this point.
We next use Maple to find the components Rµνρσ of the Riemann tensor in a coordinate basis
with lowered indices according to (A.3). These are then multiplied by frame fields to obtain
the local tidal forces felt by the observer. We again omit the full expressions and instead list in
Table E.3 the scaling behaviour of the non-zero components in the near horizon regime
A = 0 tidal forces
Here we repeat the same procedure as above for the A = 0 extremal metric. The extremal
version of (5.93) is given by
ds2A=0, Ext = −
r5
∆1/2l3
dt2 + ∆
1/2l
r3
dr2 + ∆
1/2r
l3
(
dx2 + dy2
)
. (E.28)
The resulting non-zero components of the Riemann tensor as measured in the PPON are given
in Table E.4.
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Component Near horizon behaviour
R˜0101 r
R˜0i0j δijr−4
R˜0i1j δijr−4
R˜1i1j δijr−4
R˜ijkl r
3 (δilδjk − δikδjl)
Table E.4: Near horizon scaling behaviour of the non-zero components of the four-dimensional
A = 0 Riemann tensor, R˜abcd, as measured in the PPON.
Consistency with existing classification
The near horizon scaling behaviours of the PPON Riemann tensor components in Tables E.3
and E.4 agree. This is consistent with the fact that the parameter A only affects the asymptotic
geometry, which is why the metrics (E.27) and (E.28) both take the same form in the small
r limit, specifically, a hyperscaling-violating Lifshitz metric with parameters (z, θ) = (3, 1) as
observed in Chapter 4.
It is worthwhile to check the consistency of the results of this appendix with the complete
classification of hyperscaling-violating Lifshitz singularities obtained in [121]. It can be shown
that our (z, θ) = (3, 1) geometry is equivalent to a (n0, n1) = (10, 4) geometry in their notation.
This would place our near horizon metric into Class IV of the analysis in [121], making it is
both consistent with the Null Energy Condition and indicative of a null curvature singularity
(infinite tidal forces) at r = 0.
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