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Abstract: In this paper the statistical properties of problems that occur in numerical linear algebra are studied. Bounds 
are calculated for the average preformance of the power method for the calculation of eigenvectors of symmetric and 
Hermitian matrices, thus an upper bound is found for the average complexity of eigenvector calculation. The condition 
number of a matrix is studied and sharp bounds are calculated for the average (and the variance) loss of precision 
encountered when one solves a system of linear equations. 
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Introduction 
In 1937 and 1940, Goldstine and Von Neumann published a paper in two parts on the 
numerical problems involved in solving large systems of equations. Only the second part 
discussed statistical issues, and this analysis is rather incomplete (Part I of their work is 78 pages, 
whereas part II is only 14 pages.) Here we explore in depth the statistical properties of random 
matrices and random systems of linear equations. We will rely heavily on information about the 
joint probability distribution of the eigenvalues and singular values of random matrices and will 
develope tools (really one tool) to estimate integrals against these densities. Once we develope 
these tools jwe use them to calculate the average preformance of the ‘power method’ of numerical 
linear algebra. Although the power method is not used in unmodified form for the calculation of 
eigenvectors, it is in some sense the prototype of RQI and of the QR algorithms that are in use. 
Also the power method serves as a simple example of a generally convergent iterative algorithm 
and at least gives us some upper bound on the complexity of eigenvector calculation. Although 
the (population) average number of iterations required by the power method (to give an 
c-eigenvector) is infinite, we show that we can expect sample averages to be small. Our methods 
of estimation work as well for singular values as they do for eigenvalues, and thus we can 
estimate the distribution function of the condition number of a random matrix. The condition 
number has well known connections with error estimates and we use our estimates of the 
probability density for the condition number to give statistical error estimates for linear 
problems. 
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1. Random matrices 
We consider four cases: S(n), the set of all n x n real symmetric matrices, H(n), the set of all 
n x n complex Hermitian matrices, A(n), the set of all n X n real matrices. 
We will concentrate on the following two-parameter family of probability densities: 
where t denotes the Hermitian conjugation (i.e. is the identity for S(n) and H(n)), and the 
normalization constant C is given by 
I 
(J2710) 
n(n+w22n(1-n)/2 for S(n), 
c-1 = (fi&fl(l-,) for H(n), 
(\lz;;lJ-2”* for A(n). 
u is assumed to be positive; 1-1 may be any real number except for the case A(n), in which p may 
be any complex number. 
We adopt the terminology of Mehta and call the resulting random variables on S(n), H(n), 
and A(n) the ‘Gaussian ensembles’. 
The primary reason for restricting our attention to these densities is that important informa- 
tion concerning the statistical behavior of the eigenvalues, the spacings of the eigenvalues, the 
singular values, etc., is well understood for these densities [4]. Furthermore, these densities seem 
like natural ones to be singled out, as is suggested by the following two alternate characteriza- 
tions of the Gaussian ensembles. 
Note. By “the Gaussian variable N( p, u2)” we will mean the real-valued random variable 
with density 
p(x) = +exp - -$ x 
?Tc7 ] 
2 
( -P)] 
where u is the standard deviation, p is the mean, or we will mean the complex-valued random 
variable whose real and complex parts are independent Gaussian variables with the same 
(real, positive) standard deviation u, and whose means are respectively the real and imaginary 
parts of p (which is now allowed to be any complex number), depending on the context. 
I. The Gaussian ensembles on S(n), H(n), and A(n) are characterized by the following 
properties: 
(A) The entries of the matrices are independent Gaussian variables. 
(B) The means of the off-diagonal elements are all equal to zero. 
(C) The means of the diagonal elements are all equal. 
(D) For A(n) the standard deviation of all the elements are equal; for S(n) and H(n) the 
variance of any diagonal entry is twice the variance of any off-diagonal entry. (Using the 
notation of equation (l.l), the density of any diagonal element is N(p, u2)). 
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Proof. This is a trivial calculation using (1.1). 0 
II. The Gaussian ensembles on S(n), H(n), and A(n) are characterized 
(4 
(B) 
(C> 
Proof. 
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statistical independence of the entries of the matrices, 
statistical independence of the real and imaginary parts of each entry, and 
invariance of the density under conjugation by elements of the orthogonal group O(n), in 
the case of S(n), or by elements of the unitary group U(n), in the cases of H(n) and 
A(n). 
See [4]. 0 
2. The probability density of the eigenvalues 
We now summarize the essential statistical information for the eigenvalues of the Gaussian 
ensembles [4]. We parameterize the Gaussian ensembles as in equation (1.1) of the last section. 
The main result for the cases of real symmetric or Hermitian matrices is the following theorem. 
Theorem 2.1. The joint probability density for the eigenvalues, A,, . . . , A,, of the Gaussian ensembles 
S(n) and H(n) is given by 
where r = 1 for S(n) and r = 2 for H(n). The normalization constant 
B-1 = ~(rn(M+1)/2)+n(271)“/*r-“*/2[r(l + +)I -a fi T(l + 
j=l 
B is given by 
$j). 
Note. Mehta [4] writes r Pn/2-(rn(n-1)‘4) instead of r-n*‘2 which makes his formula 
his “symplectic ensembles” when r = 4. 
correct for 
For Gaussian ensembles of arbitrary complex-valued matrices we have the following theorem. 
(24 
Theorem 2.2. The joint probability density for the eigenvalues, h,, . . . , A,, of the Gaussian ensembles 
A(n) and H(n) is given by 
where the normalization constant B is given by 
B-’ = an(n+3)7n 2 r(l + j). 
j=l 
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3. Main computational lemma 
We see that in our analysis we are faced with the problem of making calculations involving 
complicated integrals. The following results are elementary, but they are quite useful. 
Lemma 3.1. Let 4(x) denote the Euler psi function d(ln r(x))/dx. Then we have the following: 
b-01 In(x)-l/x<+(x)<ln(x)-1/2x 
[x+0, -1, . ..I $(x+l)=$~(x)+l/x; q(l)= -y; q(i)= -y-21n2 
[x#O, -1, _..I ~‘(x+l)=~(x)-1/x2; $‘(1)=ia2; IJQ)=+lT’ 
where y = 0.577215 . . . is Euler’s constant. 
Proof. The inequality follows immediately from the exact formula 
See, for example, [3]. 0 
Lemma 3.2. The gamma function satisfies the following inequalities whenever a and r are positive 
Proof. This follows by applying the mean value theorem to the logarithm of the gamma function, 
and by using the preceding lemma. 0 
Lemma 3.3. If P is a polynomial with all real roots and with no roots in the interval (0, l), iff is a 
monotone increasing function and if c E (0, 1) then 
LAf, c) = 
ju’f(t)P(t) dt /6-f (t)t” dt 
J 
‘P(t) dt 
< C 
s 
t” dt 
0 0 
Proof. We show that for all such P, L, is maximized for P = tdegP. First, the maximizing P 
cannot have roots greater than or equal to one, for omitting the factors corresponding to the 
roots will increase L, and decrease the degree of P, which is absurd. Thus the maximizing P has 
all negative roots and thus all positive coefficients. Thus L, is a convex combination of 
L,1, Lt?, . . . ) L@P, and since L,, an increasing function in i, we are done. 0 
Lemma 3.4. Vol S”-’ = n Vol B” = 2Tn12/r(in). 
See, for example, [6]. 
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Lemma 3.5. If 71: R” + Rk is an orthogonal proj’ection, then we have the following equalities 
A&-ln 11~x11) = /v,,(ln IIxII -In IIWI) = H$44 -d441y 
xE4v_,(-ln II ~x:lI)“= i[G(in> -$(tk)]2++(ik) -G(b). 
Proof. The first equality follows from the homogeneity of the middle term; the second and third 
equalities reduce to integrals of one variable that can be found in [3, formulas 4.245, 4.261.171. 
0 
Lemma 3.6. If 71: R” + Rk is an orthogonal projection, then we have the following equality 
x~~_,(ll~w)= 
r[+(k+r)]T[+n] 
r[$(n + r)]r[$k] . 
Proof. This follows immediately from the definition of the beta function and its well-known 
relationship to the gamma function, and from Lemma 3.4. IJ 
Lemma 3.7. Let D be a convex, compact region in R” (eigenvalue space), and give R” a density 
given in (2.1) with the parameter u equal to 0. Lt g: D + R’ be measurable and homogeneous. 
Assume that for all x E D and for all i, j, xi f xj. Let A = { x E R”: L(x) = 0} be the hyperplane 
defined by a positive linear functional L, and assume A f’ D is empty; let 6 = max, t D L( x), and 
choose y E D such that L(y) = 6. Let f: R’ + R’ be a monotonically decreasing function such that 
for all x E D fL(x) > g(x). We then have the following inequality: 
X.vg(x) < [n(n - 1)/p+ n]k1f(8(l - t))t”(“-l)‘B+n-l dt. 
Here p = 2 for the real symmetric case and /3 = 1 for the complex Hermitian case. 
Proof. Since g(x) is homogeneous in x, we can simplify the measures given in (2.1) by omitting 
the exponential term and renormalizing. Now D is convex so it may be decomposed into 
segments starting at the point y. It suffices to establish the lemma for an arbitrarily small ‘cone’ 
of such segments surrounding each segment 1. Use the linear parameterization of 1, T: (0, c) + R’ 
defined by the properties T(0) = y and L(T(t)) = 6(1 - t). Note that c E [0, 11. We let fl: R” -+ 
R’ be the function IT. I, j I xi - xi I. The proof of lemma reduces to analyzing the quotient 
J ‘fLT(t)II(T(t))t”-’ dt 0 
J b(T(t))f-’ dt ’ 0 
Observe that ITT is a polynomial of degree :n( n - 1) such that all of its roots are real and none 
of its root lies in (0, 1). Its roots occur exactly where x, = xj. So we can apply Lemma 3.3 and we 
are done. 
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4. Some results on the complexity theory of the power method 
We use the statistical information about the eigenvalues of matrices to derive information 
about the complexity of the power method of numerical linear algebra. By the power method we 
mean the induced action of a linear automorphism of some vector space on the associated 
projective space. Choosing an arbitrary point p in projective space (the ‘starting point’) we apply 
this induced map to p repeatedly, thus producing a sequence of points in projective space. For 
‘almost all’ matrices, this sequence will converge to an eigenvalue of the matrix. This justifies the 
term ‘power method’ and also suggests the sort of problems to consider: 
(1) 
(11) 
(III) 
What is the average performance of the power method, that is, how quickly the sequences 
of points described above converge on the average? 
How often will we run into ‘problem matrices’ for which the power method performs 
poorly? 
How important is the choice of starting points; can the average performance of the 
power method be improved substantially by using more than one starting point? 
We start with the simplest case: the real symmetric matrices. It will be seen that the available 
statistical information concerning the eigenvalues of real symmetric matrices will suffice to 
reduce many questions of the sort posed above (once restated precisely) to problems of integral 
calculus. The resulting calculus problems are by no means trivial, but crude bounds on 
complexity can be obtained without too much difficulty. The properties of the Hopf fibration 
allow us to ‘lift’ the analysis of the Hermitian case from CP( n - 1) to RP(2n - 1) and thus the 
analysis of Hermitian matrix is reduced to the analysis of a degenerate real symmetric matrix. 
Therefore, we have no difficulty modifying the results given for the real symmetric case to give 
results for the Hermitian case, which are stated without proof. The case of non-Hermitian 
matrices is subtler and even the questions asked in the Hermitian cases cannot be directly 
generalized. We therefore will treat the question of non-Hermitian matrices separately. 
To start we choose a positive integer n > 1 and we consider an arbitrary nondegenerate n x n 
real symmetric matrix M. We use the standard metric on RP( n - 1) (the metric induced from 
the unit sphere in Euclidean n-space by the quotient map), and as a probability measure on 
RP( n - 1) we use the renormalized Riemannian volume. We use the convention of Shub, and 
define an c-eigenvector of M as a point in projective space whose Riemannian distance from an 
eigenvector of M is < E. By a dominant c-eigenvector we mean an r-eigenvector corresponding 
to a dominant eigenvector, i.e. an eigenvector whose eigenvalue has magnitude greater than or 
equal to the magnitudes of all the other eigenvalues. 
We start with the case where the eigenvalues of M have only two distinct non-zero absolute 
values. R” decomposes into the orthogonal direct sum of three M-invariant subspaces R, and 
R,. R, is spanned by eigenvalues of absolute value 1 A, 1, R, is spanned by eigenvalues of 
absolute value 1 A, 1, and R,, the kernel of M. Assume, without loss of generality, that 
I A, I > 1 A, I. Let pi, 7, and T, be the projections from R” onto R,, R, and R, respectively. We 
let J be the canonical projection J: R” + RP(n - 1). Let N, be the e-tubular neighborhood of 
J( R,) in RP( n - 1) and let W, be the inverse image of N, under the canonical projection 
J: R” 4 RP( n - 1); equivalently, 
WC= XER”: 
i 
II =1x II > cot E . 
II 72x II 2 + II 70x II 2 I 
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We let N,(s) denote the set of points in RP(n - 1) that after s steps of the power method (i.e. 
after s iterated applications of M to RP( n - 1)) yield points in N,. Equivalently for s > 0 we 
have, 
J-‘N,(s) = x E R”: 
i 
1x1 I s II 71x II 
I A* I s II *2x II 
> cot 6 
In I] 9x I] -In I] 71ix ]I +ln cot c 
In IX,]-ln ]A,] I ’ 
This last formula has the nice feature that the numerator depends only the starting point and C, 
whereas the denominator depends only on the eigenvalues of M. Thus the numerator and 
denominator can be treated separately. Here we state a reasonable bound for the integral of the 
numerator over RP( n - 1) - NC (k and 1 are the dimensions of R, and R, respectively.). 
Lemma 4.1. 
$(+1) - rC/($k)] + In cot E -C 
1 
[In I] 7r2x I] -In I] 7rlx I] +ln cot E] 
xtRP(n-1)-N, 
< +[#($n) - $($k)] + max(ln cot 6, 0). 
Proof. Lemma (3.5) gives us integrals over RP(n - 1) instead of RP(n - 1) - N,. Since the 
integrand is negative on N, we immediately get the first inequality, but for an upper bound we 
must replace the integrand with a larger function that is positive on N, before integrating over all 
of RP(n - 1). Here we have replaced the integrand with [-In ]I 7l ]I +max(ln cot E, 0)] and have 
applied Lemma 3.5. 0 
We now concentrate on the case k = 1. (The case k = 2 is used for the analysis of Hermitian 
matrices.). For any such M we let p,(M) denote the number of steps required by the power 
method to give a dominant e-eigenvector, averaged over all possible starting points. In the 
notation above we have: 
1 
pC(M) = Vol RP(n - 1) SE1 
f s Vol[N,(s) - N,(s- l)]. 
The above lemma with k = 1 gives us sharp bounds for (In I A, I -In I A, I)p,( M) if M has the 
simple form assumed in the theorem. 
To extend the above result to an arbitrary real symmetric matrix M we will compare M to 
two matrices Mbad and Mgood. These are defined as follows: first diagonalize M so that the 
s- 
eigenvalues appear in decreasing magnitude; that is, 
\ ‘Al 
A 
\ 
M= 3 where ]A,) > IX .21 > **- > IA,l, 
I 
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in this frame of reference we define 
‘A, ‘Al \ 
M 
A* %I 
bad = 3 M good = 
\ \ O/ 
We have at Once Pr(Mgood G P,(M) G Pc(M,,,) and thus by the estimates above we have for 
example the following theorem. 
Theorem 4.2. 
In cot c 
In I XI I -In I A2 I <P,(M)< 
+[lc/(n/P)-W/P)1 +max(lncot 4 +1 
In I&l-ln IU 
Where p = 2 for M real symmetric and /3 = 1 for M complex Hermitian. 
As rough as these estimates are, they immediately give us several results, including: 
Theorem 4.3. The number of iterations required by the power methods to give a dominant 
r-eigenvector, when averaged over all starting points and over all real symmetric matrices (using a 
Gaussian ensemble) is infinite. 
Proof. If c < $rr we simply inspect the integral of the denominator of the left side of (4.1) with 
respect to the measure given by (2.1). A singularity occurs at the hyperplane (in eigenvalue space) 
given by h, = -h, (but not at the hyperplane given by A, = h2). If c 2 $rr the argument must 
be modified slightly, but this is only because the lemma above has been adapted for small E. 0 
In particular, increasing the number of starting points cannot make the average number of 
iterations required by the power method finite (unless the number of starting points depends on 
E). These infinite average results, when modified in the obvious way, are true for Hermitian 
Gaussian ensembles as well. 
These results are interesting because except for a set of measure zero the number of iterations 
required by the power method is always finite and usually quite small. To make this precise we 
introduce the notion of a ‘generalized average’ that we will denote as p,,,( p, u) and can be 
thought of as the average number of iterations required to give a dominant e-eigenvector if we 
are allowed to ignore a set whose normalized measure in RP( n - 1) x S(n) (resp. CP( n - 1) X 
H(n)) is equal to 77. This notion has been used extensively by Smale. 
We now concentrate on p = 0 Gaussian Ensembles. 
Theorem 4.4. For the Gaussian ensemble with parameters (0, a2) the generalized average satisfies 
P,,,(O, 4 < ~{~(~-1)/P+n}[~(n/P)-i(l/P)+2max(lncot c,O)l +I. 
Where /3 = 2 for the real symmetric case and j3 = 1 for the complex Hermitian case. 
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Proof. We will use Lemma 3.7. We approximate 2 = {x E B”: 1 x1 1 = 1 xII I} (where I x1 / 2 
1x11 I 2 . . . > by { x1 = x2 or x1 = -x, or x,_ 1 = x, where x1 > . . . > x, }. The homogeneity of 
the problem allows us to restrict our attention to the unit ball in eigenvalue space minus some 
hyperplane. Now apply the preceding lemma with the function g of the form x(X) where 
X=(x: 1/(1-w)& I+xi/xiI 21-w) (Note that outside Xllnlh,l-ln IAjII >w), and 
L(x) of the form d( x, hyperplane). For the function f we use x { t G a}, where we let (Y 
= &/\l’oz+1. Th e 1 emma then gives us the following estimate: 
Vol(0) < [$+I - 1) + n](J/fi. 
where Vol is the normalized 
result. 0 
volume. Combining this result with Theorem 4.2 yields the desired 
The case of positive definite matrices yields a finite result: 
Theorem 4.5. If we restrict the density given by a EL. = 0 Gaussian ensemble to the set of positive (or 
negative) definite matrices (and renormalize), average number of iterations required by the power 
method to give a dominant e-eigenvector is less than 
+{n(n-l)/p+n}[#(n/P)-$(l/P)+2max(lncot <,O)] +l 
where j3 = 2 for the real symmetric case and p = 1 for the complex Hermitian case. 
Proof. We apply an argument similar to the one used in the previous theorem, but first we must 
replace II with II0 = II/( A, - A,) where A, > A, > . . . . Observe that: 
1 XI 
ln(X,) - ln(X,) < A, -A, ’ 
Thus we can use the reasoning used in the last problem to analyze each integral that arises here. 
q 
We see that although the average complexity 
method is in some sense fast on the average. 
5. Condition numbers 
of the power method is infinite, the power 
The condition number of a matrix is more closely related to the questions of solving linear 
equations than are the eigenvalues. We state results analogous to the results in Section 2 for the 
condition number of an arbitrary real or complex n x n matrices. Since the condition numbers 
are less well-known than the eigenvalues, we give here five definitions, which are equivalent if the 
matrix is nonsingular. A4 is an arbitrary n x n complex valued matrix and the condition number 
is denoted by C. We let 2 denote the set of singular matrices and let II 1) denote the operator 
norm. 
(1) C= IIwlwl~-lII. 
(11) C= llMlI/d(M> 9 h w ere d is the operator distance. 
228 E. Kostlan / Complexity theory of numerical linear algebra 
(III) C= 11 M ]]/d(M, 2) where d is the Euclidean distance in Px”. 
(Iv) Let M = UH where U is unitary and H is positive definite Hermitian; then C is equal to 
the ratio of the largest and smallest eigenvalue of H. 
. (V) Let Y = MtM, where 1_ denotes Hermitian conjugation, then C is equal to the square root 
of the ratio of the largest and smallest eigenvalue of Y. 
The condition number is of interest in numerical linear algebra because it bounds the ratio of 
relative error of a vector x to the relative error of b where b = Mx (see Section 6). Another 
interesting quantity to study is ln( C) which bounds the loss in precision involved in solving the 
system [1,9]. We let hi,. . . , A, denote the eigenvalues of H (or equivalently the square root s of 
the eigenvalues of Y). We now concentrate on the case of real matrices. 
Theorem 5.1. The space AR(n) with the probability density given (1.1) induces the joint probability 
density on X,, . . . , A, given by 
when the parameter p is 0 (see, for example, [lo]; see also [2]). 
As in the case of the above study of the power method, the knowledge of this density 
immediately gives us several results; the proofs of these results are similar to proofs of theorems 
given in Section 4. and are therefore omitted. 
Theorem 5.2. The average condition number for real n X n matrices with the density given by (1.1) 
with parameters (0, a2) is infinite. 
Theorem 5.3. For all 77 there exists a region V of AR( n) of volume less than 77 in the Gaussian 
ensemble with parameters (0, a2) such that the condition number for all M E AR(n) - V is less than 
n26/71. 
What we have here is an estimate of the distribution function of the condition number on 
AR(n) (with the given density). We let L(n) denote the average, over a Gaussian ensemble on 
AR(n) with parameters (0, a2), of the natural logarithm of the condition number (this is, of 
course, independent of a2). 
Theorem 5.4. The average log-condition number L(n) for AR(n) with the Gaussian ensemble with 
parameters (0, a2) is less than 
;ln(n) + 1. 
Proof. We simply integrate the log of the bound given in the previous theorem against 7. 
Adrian Ocneanu had previously calculated a logarithmic bound for L(n) for 1_1= 0 real Gaussian 
ensembles: 
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Theorem 5.5. (Ocneanu). The average log-condition number L(n) for A,(n) with the Gaussian 
ensemble with parameters (0, u”) satisfies 
(+ -6) In(n) < L(n) < (3 + 15) In(n) 
where E can be made as small as desired by setting a lower bound on n. 
6. Random linear systems 
We now look more closely at the average loss of accuracy or precision in solving a linear 
system of equations. For an n x n invertible complex [resp. real] matrix M consider the equation 
M(x+Ax)=b+Ab 
where b and Ab are independent random vectors in C”. We will assume that these random 
vectors have densities invariant under the usual action of the unitary group on C” (for example 
we could use standard Gaussian variables as the components of b and Ab). Here x represents 
the solution to the equation 
M(x) =b. 
Ab can be thought of as a random error and Ax is the resulting error in the answer. For the 
triplet (44, b, Ab) we define the error ratio, a(M, b, Ab) by 
a(M, b, Ab) = (+5+(*)-i 
We see that (Y represents the ratio of the relative error of the solution x to the relative error of 
the vector b. In particular, we see that 
C(M) = ,y~~+,& b, Ab) 
is exactly the condition number of M as defined and studied in the previous section. 
Note. There are other ways of defining the condition number using error 
definitions are of interest and can be found in several texts on numerical 
worked out as an exercise. 
We define the average error ratio for a matrix M, E(M), by 
Z(M) = bAy(M, b, Ab). 
We could also define the average loss in precision for the matrix M as 
E(M) = bA;bln a(M, b, Ab) 
ratios. These other 
analysis, or can be 
but a simple symmetry argument shows that for all M, z(M) = 0. We therefore study instead 
the variance of the loss of precision for the matrix M, which is defined as 
Var( M) = bAzb [In a( M, b, Ab)]‘. 
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For each n it is easy to find numbers f(n) and g(n) such that for every n X n complex matrix 
M, Z(M) <f(n) and, for every real or complex M, Var( M) < g(n); indeed we can show that f 
and g may grow quite slowly. However, much more is probably true; the following two 
conjectures seem very likely to be true and if they are they are sharp. 
Conjecture 1. For n > 2 and for all invertible complex n X n matrices M, we have 
Conjecture 2. For n > 2 and for all invertible complex (resp. real) n X n matrices M, we have 
0 < Var(M) < &T” (resp. &‘). 
Note that conjecture 1 has no possible analog for the real case. 
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