Deep neural networks have become remarkably good at producing realistic deepfakes , images of people that are (to the untrained eye) indistinguishable from real images. These are produced by algorithms that learn to distinguish between real and fake images and are optimised to generate samples that the system deems realistic. This paper, and the resulting series of artworks Being Foiled explore the aesthetic outcome of inverting this process and instead optimising the system to generate images that it sees as being fake. Maximising the unlikelihood of the data and in turn, amplifying the uncanny nature of these machine hallucinations.
Introduction
In recent years, machine learning systems have become remarkably good at producing imagery, most notably images of human faces, that can realistically trick the human eye into thinking it is real. There has been much hand wringing about the potential consequences of deepfakes. However the use of them for disinformation in the political sphere has not yet occured in the way many predicted (and may be a convenient excuse for political actors to discredit the veracity of inconvenient footage (Breland 2019) ). But deepfakes are disturbingly prevalent in pornographic websites where the image of a person (almost exclusively women) is superimposed into pornographic material without their consent (Adjer et al. 2019) .
In a recently reported event, deepfakes have been used to make fake LinkedIn accounts (Satter 2019) to try and connect with employees at the US State Department. Because the identity of generated images of faces can't be found through reverse image, it makes them perfect for creating false online identities that are difficult to trace as being fake. Unsurprisingly then, the production of, and means of detecting deepfakes have both become fast growing areas of research and industries in and of themselves (Venkataramakrishnan 2019) .
In order to produce deepfakes, the machine learning algorithms that generate these images learn in an unsupervised fashion to distinguish between real and generated images, and through this process can become increasingly good at producing realistic images (see Section 2.1 for more details). Not only is the machine attempting to learn what makes a representation more realistic, it should also be generating information about what looks fake. Visualising and understanding the aspect of the machines gaze which is looking for that which is fake has not been interrogated (to our knowledge). With this paper, and the series of artworks Being Foiled, we explore the aesthetic outcomes of optimising towards producing images the machine deems are fake rather than those which it deems are real. Starting from realism and optimising away from it, the process bridges the uncanny valley in reverse, ultimately ending at a point of near total abstraction.
Background

Generative Adversarial Networks
The key method used to produce deepfakes is the Generative Adversarial Networks (GAN) framework. In this framework there are two main components, the generator that generates random samples, and a discriminator that tries to classify real data as being real and fake data as being fake. The generator is optimised to try and fool the discriminator, and over time learns to do so, producing increasingly realistic samples that 'fit' the data distribution without reproducing samples from the dataset.
Since their inception in 2014 (Goodfellow et al. 2014) a number of breakthroughs have been achieved in improving their fidelity (Radford, Metz, and Chintala 2016; Karras et al. 2018; Brock, Donahue, and Simonyan 2019) leading to StyleGAN (Karras, Laine, and Aila 2019) which was (most likely) used to make the fake LinkedIn profiles referred to earlier and which we will be using as the base pre-trained model for this paper.
Fine-tuning GANs
Once a GAN is trained, the discriminator is usually discarded and the samples are only drawn from the generator. However, this discriminator network contains potentially powerful representations that can be used in subsequent sampling or fine-tuning procedures of the generator. Broad and Grierson (2019) show that by freezing the weights of the discriminator, it can be used in conjunction with features from another network to fine-tune (through backpropagation) the weights of the generator to transform its output distribution to a novel distribution with unexpected characteristics.
The Uncanny
The uncanny is a psychological or aesthetic experience that can be characterised as observing something familiar that is encountered in an unsettling way. In his 1906 essay, Ernst Jentsch defines the uncanny as an experience that stems from uncertainty, giving an example of it as being most pronounced when there is "doubt as to whether an apparently living being is animate and, conversely, doubt as to whether a lifeless object may not in fact be animate" (Jentsch 1997) .
Sigmund Freud later refines this definition to argue that the uncanny occurs when something familiar is alienated, when the familiar is viewed in an unexpected or unfamiliar form (Freud 1919) .
In art, feelings of the uncanny are often evoked to explore boundaries between what is living and what is machine. This often reflects the anxieties and technologies of any given era, such as interactive robotic installations in the late 20th Century (Tronstad 2008) . Or work from the early 20th Century, such as Jacob Epsteins Rock Drill , depicting the human form as transformed and amalgamated by industrial machinery (Grenville 2001) . In moving image, Czech animator Jan Svankmajer is well known for creating animated representations of the human form that deliberately confuse the viewer with respect to notions of life and lifelessness (Chryssouli 2019) . The uncanny valley is a concept first introduced by Masahiro Mori in 1970. It describes how in the field of robotics, increasing human likeness increases feelings of familiarity up to a point (see Figure  1 ), before suddenly decreasing. As a humanoid robot's representation approaches a great closeness to human form, it provokes an unsettling feeling. and the responses in likeness and familiarity rapidly become more negative than at any prior point. It is only when the robotic form is close to imperceptible with respect to human likeness that the familiarity response becomes positive again (Mori, MacDorman, and Kageki 2012) . In addition to being observed in robotics, this has also been observed in CGI, games and other domains where the likeness of humans and animals is imitated.
The Uncanny Valley
Inverting the objective function
In similar fashion to Broad and Grierson (2019) we take a pre-trained GAN (in this case StyleGAN trained on the Flickr Faces HQ dataset ) and then fine-tune the weights of the generator whilst 2 keeping the weights of the discriminator frozen. The main difference here is that instead of using the discriminator in its standard usage (to determine if a generated sample looks realistic), we invert this objective function, optimising the generator to begin producing images the discriminator sees as being fake.
Maximising unlikelihood
GANs, in their adversarial game of deception and detection, implicitly learn to maximise the likelihood of generating samples that fit the distribution of the dataset they are given. By inverting this objective function, we are, in effect maximising the unlikelihood of the data.
As we are starting from a pre-trained model, the initial state is a generator that produces highly realistic samples. But as the fine-tuning process occurs, the weights of this model begin to change in accordance with features that are considered by the network as tell-tale signs that the sample is fake, increasingly exaggerating these features until they are prominent. Fig. 2 . Samples from fine-tuning process after 0, 250, 500, 750, 1000 and 1500 iterations.
Divergence > Convergence > Collapse
Over the course of the fine-tuning procedure, the generator goes through a number of stages, increasing in its unlikelihood. In effect, reversing into the uncanny valley. Beginning from a state of producing almost imperceptibly realistic images, to increasingly exaggerating features that show the images are fake, ultimately collapsing into complete abstraction.
These different stages we describe are not discrete, but overlap, interact and feed into each other. We categorise them as representing three prominent phenomena. The first is divergence; the generator slowly starts to diverge from the original distribution of natural images, towards a constantly evolving new distribution, increasing in their uncanniness as the 'fake' or unnatural features of the images become optimised.
Secondly (and concurrently), the generator begins to converge towards a new state that is maximising the unlikeliness of the data. As this process continues, the gradients (the derivatives of the loss function being back-propagated through the generator) begin to explode. The system is in a vicious cycle where each update to the generator causes it to produce results that the discriminator thinks is even more extreme in its fakeness, producing an even more extreme loss function, causing even more extreme changes to be made to the updates to the parameters of the generator.
This ultimately leads to collapse. The increasingly extreme gradients have washed away any of the subtle or delicate features that were present in the original data. The entire space of potential images has collapsed into (effectively) a single output (see Figure 3) , a posterised caricature where human features are barely registrable. Fig. 4 . A sample after 500 iterations (Part of the series of works Being Foiled ) .
Examining Peak Uncanny
If we take a snapshot of the model at an earlier iteration then we can draw samples when (in our opinion) the uncanniness is most pronounced (See Figure 4) . This optimisation process has bridged the uncanny valley in reverse, starting from a state where samples are almost imperceptibly lifelike, towards almost complete abstract. By stopping early, we can pick an iteration of the model where the uncanniness is potentially most amplified.
When examining these samples, what is particularly striking is the prominent red hue that has saturated the entire face of the subject, so much so it is bleeding into the surrounding background of the image. This is in stark contrast with the overt blue shades infecting the eyes and peripheral facial regions.
The exaggerated artifacts around the eyes are instructive of the fact that this must be where flaws in the generation most often occur, potentially because there are a lot of details and a wide range of diversity in those details that have to be modelled to produce both realistic faces and an array of distinct identities. The eyes in many of these samples are not aligned, and there is an exaggerated definition around the wrinkles where the eyes are set. This is also the faultline between outputs where faces have or do not have glasses. If the generator produces a sample that is half-way between wearing and not wearing glasses this would be a telltale sign that the image is fake.
There are overt regularities in the texture in the hair. An artifact of the network generating these images from spatial repeated, regular features, and again, something that is a tell-tale sign that the image is generated by a machine. Viewing the samples individually provokes a certain feeling of uncanniness. But when viewed in aggregate across a population of samples (see Figure 5 ) this feeling is intensified further, provoking an almost visceral response, as if viewing a diseased population. Even the emotional register appears off. Many of the samples appear to be half grimacing, having either a completely vacant stare, or a stare that has an unnerving intensity.
In the previous two sections, we have discussed the results from one iteration of the model (after training is completed at the resolution 512x512). However this fine-tuning process can be done at any iteration of the model and seemingly with widely varying results (see Figures 6 & 7) .
To understand why there is such variation in the results of this process at different stages of model training, it may be instructive to consider the unusual nature of GAN training. Unlike most machine learning systems, which are most often (highly non-linear) convex optimisation problems, (attempting) to find an optimal set of parameters to clearly defined objective functions, GANs operate more like a dynamic system, with no target end state. The optimisation problem is almost circular (Nagarajan and Zico Kolter 2017) . The generator and discriminator will endlessly be playing this game of forger/detective. The discriminator endlessly finds new miniscule flaws in the generator output, and the generator in turn responds.
With there being no target end state, the flaws most prominent to the discriminator are ever shifting and evolving over the training process. The samples in Figure 6 show that the fine-tuning process pushes the output to producing increasingly muddy, washed out images, the facial features, dispersing as if being propagated by waves. In contrast the samples in Figure 7 show a hardening of the facial features. With rectangular geometric regularities in the shape of the nose and mouth becoming increasingly prominent. 
Conclusion
In this work we have demonstrated that by using a novel method of optimising towards generating images that a discriminator from a pre-trained GAN thinks are fake, we can approach the uncanny valley in reverse, creating images that are progressively less realistic until they are almost a complete abstraction. Through this process, we are exposing an otherwise unseen aspect of the machine's gaze, and one which relates strongly to widely understood forms of human image-making and representation.
Comparing the results of this process from different iterations of the model, it is apparent that what the machine considers as fake is constantly in flux. The relationship between generator and discriminator (forger and detective) is constantly evolving. It is this constantly evolving dynamical relationship which makes GANs so effective at producing realistic deepfakes in the first place.
In this paper, we have analysed the results of this method aesthetically, focusing in particular on ideas surrounding the perceptual phenomena of the uncanny. For this, we have relied on our own subjective perception of the results. In future work we would like to use this method to explore the perceptual phenomena of the uncanny in a more rigorous manner. Given this method allows for fine-grained sampling and control of the manipulation process, we think it would be well suited for studying the uncanny valley phenomena.
