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Given a totally positive function K of two real variables, is there a method for 
establishing the total positivity of Kin an “obvious” fashion? In the case in which 
K(x, y)=f(xy), where f is real-analytic in a neighborhood of zero, we obtain 
integral representations for the determinants which define the total positivity of K. 
The total positivity of K then follows immediately from positivity of the integrands. 
In particular, we analyze the total positivity of classical hypergeometric functions 
by these methods. The central theme of this work is the circle of ideas that relates 
total positivity to “spherical series” on the symmetric space GL(n, C)/U(n), 
and classical hypergeometric functions to hypergeometric functions of matrix 
argument. 0 1989 Academic Press, Inc. 
INTRODUCTION 
This paper is an outgrowth of our work [S] and [6] on the theory of 
special functions of matrix argument. Here, we are concerned with applica- 
tions to the theory of totally positive functions on the real line. More 
specifically, let f be a real-analytic function of a real variable and set 
K(x, y) =f(xy). We utilize harmonic analysis on the space S, of n x n 
Hermitian matrices to establish necessary and sufficient criteria for K to be 
totally positive. 
* This work was supported in part by National Science Foundation Grants DMS-8802929 
and DMS-8807889. 
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In order to give some of the flavor of our ideas, we will relate briefly the 
way in which we were led to the present applications. In [S], we developed 
the theory of generalized hypergeometric functions of matrix argument 
over real division algebras. In direct analogy to the definition of classical 
hypergeometric functions as power series, hypergeometric functions of 
matrix argument are defined as spherical series; that is, infinite series 
expansions in spherical functions (otherwise known as zonal polynomials). 
Then, in [6], we explored the line structure of such functions over the 
complex field. In the course of that investigation we evaluated the hyper- 
geometric functions of matrix argument in terms of determinants of related 
classical hypergeometric functions. Subsequently, in considering the inverse 
problem, we realized that our methods applied much more generally 
to relating determinants of real-analytic functions of a real variable to 
spherical series. 
Our approach to total positivity rests on an integral formula (see 
Theorem 3.1 and Corollary 3.2) which we now describe. Let f and K be as 
above, and let U(n) denote the group of n x n unitary matrices. To the 
function f we associate a sequence of functions II/, on S, such that for 
n = 1, 2, . . . . 
det(K(si, j)) = Us) v(t) s l),(sutu-‘) du. U(n) 
Here, s and t are matrices in S, having eigenvalues r, . . . . s, and t,, . . . . t,, 
respectively, and for which all products sitj lie in the domain of f; 
and V(S)=Il,<i<j<n (si - sj) denotes the Vandermonde determinant. It 
follows immediately from the definition of total positivity that K is totally 
positive if and only if the functions +,, are non-negative. 
In principle, the above integral formula gives precise necessary and suf- 
ficient conditions for total positivity. In practice, however, the functions I+G” 
are defined by spherical series expansions, a mode of presentation not very 
well suited to expressing the non-negativity of II/,. Nonetheless, when f is a 
classical hypergeometric function the situation is quite tractable; for in that 
context we prove (see Theorem 4.2 and Corollary 4.3) that the functions lCln 
are hypergeometric functions of matrix argument for which the theory in 
[S] and [6] applies. More specifically, a classical hypergeometric function 
0, Y) =pFq(al, . . . . a,; b,, . . . . b,; xy) is totally positive of order r if 
and only if the corresponding hypergeometric functions t,b,(t) = 
,F,(a, + n - 1, . . . . up + n - 1; b, + n - 1, . . . . b, + n - 1; t) of matrix argument 
are non-negative for all n = 1,2, . . . . r. Perhaps this result will stimulate 
further study of the non-negativity of hypergeometric functions of matrix 
argument. 
At the close of these introductory remarks, it is appropriate to comment 
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that our work is not the first to relate determinants of real-analytic func- 
tions to spherical series. Indeed, the treatise [S] by L.-K. Hua on complex 
analysis on classical ,domains was a source of great inspiration for our 
work on total positivity. In particular, our integral formula above was 
motivated by Hua’s masterful calculations of spherical series. It is a 
pleasure for us to record our admiration of Hua’s work. 
1. TOTALLY POSITIVE FUNCTIONS 
Let 9 be a subset of R2 and Y be a positive integer. A function K: 9 --+ R 
is totally positive of order r (TP,) if for all s, < s2 < ... <s, and 
t,<t,< ... < t, such that (si, ti) E 9, the n x n determinant 
det(K(s,, t,)) = 
NJ,, t,) K(s,, f2) ... K(s,, t,) 
K(s,,tl) K(s,, f2) ... Kh, 2,) (1.1) 
is non-negative for all n = 1, . . . . r. If the determinants det(K(s,, c,)) are all 
strictly positive, then we say that K is strictly totally positive of order r 
(STP,). If K is TP, (STP,) for all r = 1, 2, . . . . then we say that K is TP, 
WP,). 
The principal reference for the subject of total positivity is Karlin’s com- 
prehensive treatise [lo]. In statistics, the TP, property is known as the 
monotone likelihood ratio property [ 10, 141. Other references to the subject 
of total positivity are [l, 11, 12, and 161. The theory of totally positive 
functions interfaces in significant ways with many areas of probability 
theory, statistics, mathematical analysis, and mathematical physics. In 
some instances TP, implies positive definiteness, and then the TP, func- 
tion determines a reproducing kernel space. We refer to Chapter I of [lo] 
for a survey of some of these applications. The reader might also consult 
Cl, 2, 3, 11, 12, 14, and 161 for further applications. The connection 
between reproducing kernels and total positivity is exploited in [2, 31. The 
starting point for our work is the observation that the most widely studied 
classes of totally positive functions arise from hypergeometric functions. 
This paper involves a new approach to some basic questions. Given a 
function K, how do we verify that K is TP, for some r? That is to say, if 
K is TP, is there a method for verifying this property which makes the total 
positivity of K immediately clear? If K is a non-negative function which is 
not TP,, how can we find the largest r such that K is TP,? Can we extend 
the set 9 on which K is totally positive? 
TOTAL POSITIVITY 227 
In regard to these questions, we remind the reader of Polya’s principle: 
If an entity K possesses a property 9, then there should be a way of 
viewing K so that the property 9 becomes “obvious.” In our situation, 
Polya’s principle takes the form of the integral representation (3.8) alluded 
to in the introduction. 
We illustrate our ideas with two examples, K,(x, y) = eXY and K2(x, y) = 
(1 - xy)-“, a > 0. That K, is STP, on 9 = R* is proved in [ 10, pp. 15-161 
by counting the zeros of a certain exponential polynomial. An alternative 
proof by induction is also outlined in [ 14, p. 1191. In the case of K,, the 
power series arguments in [ 10, p. 1011 readily establish the STP, property 
on (0, 1) x (0, 1). By our methods, all of these results for K, and K2 follow 
immediately from the integral representation (3.8) (cf. Corollaries 3.4 and 
3.5). In addition, the integral formula easily implies that K, is STP, on the 
larger domain {(x, y) E R*: lxyl < 1 }. Moreover, for no p > 1 is K2 totally 
positive on {(x, y)eR’: lxyl <p}. 
It should be mentioned that, in practice, the integral formula typically 
implies a stronger notion of total positivity [ 10, Chap. 2, Section 2-J. A 
function K is said to be extended totally positive (ETP) on .GZ? if for all 
n = 1, 2, . ..) the n x n determinant 
@x, y) = det 
ai+j-2 
axi- 1 ayj- 1 K(x, Y) 
> 
is positive for all (x, y) E 9. By repeated applications of the mean-value 
theorem, it can be shown that if K is ETP then it is STP,. Conversely, if 
K is STP, and real-analytic, then it is ETP. In our work, we obtain the 
extended total positivity of K, whenever it is valid, from the integral 
representation (3.8) by means of the formula [S, Theorem 1.2.41 
&x, Y) = B;: lim det(K(si, tj)) 
s,+.x,t,-y;i,j=I ,..., n Us) V(t) ’ 
where 
p,= fi (j-l)!. 
j= 1 
2. SCHLJR FUNCTIONS AND SPHERICAL SERIES 
(1.3) 
(1.4) 
We briefly outline the harmonic analysis needed for this paper. 
A partition is an n-tuple m = (m,, . . . . m,) of nonnegative integers such 
that m, B m, > . . . > m,. To each partition m is associated an entity called 
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a Schur function. There are three distinct ways of viewing Schur functions: 
(1) Explicitly as symmetric polynomials on R”; (2) as characters of 
irreducible holomorphic representations of the general linear group 
GL(n, C); and (3) as spherical functions on the space of n x n Hermitian 
matrices. 
Explicitly, the Schur function xrn of index m is defined on R” by the 
formula 
X,(fl> ..., t,) = 
det(ty+“-‘) 
V(t) 
whenever the real numbers tj are distinct, and by L’HBpital’s rule 
otherwise. Then xrn is a polynomial on R”, invariant under the symmetric 
group on n letters, and homogeneous of degree 
Irnl =ml + . ..rn.. (2.2) 
The connection with character theory is as follows. To a partition m 
there corresponds an irreducible holomorphic representation A, of 
GL(n, C). Weyl’s characterformula provides the explicit formula [21, p. 2001 
W&At)) = xm(t,, .. . . t,) 
for the character of A,,, on the diagonal matrices t = diag(t,, . . . . t,) in 
GL(n, C). Then Weyl’s dimension formula [21, p. 2011 
d, = x,( 1, . . . . 1) = B,’ l<j~kc, (mj-mk-j+k) (2.4) 
. . 
for the degree d,,, of A, follows from (2.1) in the limit as tj + 1 for 
j= 1, . ..) n. Here, fi, is the constant (1.4). The above relationship between 
Schur functions and the character theory of GL(n, C) is well known, but it 
does not directly concern us in this paper. On the other hand, the interplay 
between Schur functions and spherical functions is perhaps less widely 
known, but is essential to our work. 
Denote by S= S, the real vector space of all n x n complex Hermitian 
matrices 2 = t*, on which the general linear group G = GL(n, C) of non- 
singular n x n matrices acts by t + a*ta. The unitary group U = U(n) = 
{U E G: UU* = 1 > is the stability group of the identity matrix 1 E S and the 
orbit of 1 E S under G is the open convex cone P in S of positive-definite 
Hermitian n x n matrices. The map Ua -+ t = a*a identifies the symmetric 
space U\G with the cone P. 
Let B(S) be the algebra of all polynomial functions on S, viewed as a 
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module with respect o the group G. A sphericalfunction on S is a non-zero 
element 4 E Y(S) such that 
f$(utu-1) = (i(t) (2.5) 
for all (t, U) E S x U, and whose translates under G span an irreducible 
subspace of 9(S). The functional equation [S, Proposition 5.53 
(2.6) 
(s, t) E S x S, is characteristic of spherical functions. Here, du denotes Haar 
measure on U normalized so that the total volume of U is 1. This mean- 
value theorem plays a key role in our work. 
In the statistics literature a spherical function is referred to as a zonal 
polynomial. 
To make the connection with Schur functions, note from U-invariance 
(2.5) that a spherical function is determined uniquely by its restriction to 
the diagonal matrices. Thus, we may set 
d(t 1, . . . . t,) = d(t), (2.7) 
where t, , . . . . t, are the eigenvalues of t E S, and view 4 as a symmetric poly- 
nomial on R”. The classification theorem [ 5, Proposition 4.111 is as 
follows. Up to scalar multiples the spherical functions coincide with the Schur 
functions. That is to say, given a spherical function 4 there exist a partition 
m and a constant K such that 
9(t) = %T(t) (2.8) 
for all t E S. 
The normalizing constant K in (2.8) is of considerable importance. If we 
choose K = d;’ and denote the resulting spherical function by #,, then 
c$,,,( 1) = 1. For this normalization there is a simple estimate [S, p. SOS] 
IAn( Q IItlP’~ (2.9) 
where 
Iltll=max{Itil:i=l,...,n}. (2.10) 
For our purposes, however, a more useful normalization is given by 
z,(t) = %J.,(t), (2.11) 
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where 
0 m= (2.12) 
The significance of the normalization (2.11) lies in the expansion of the 
powers of the trace [S, (5.3.2)] as 
(tr t)‘= C Z,(t) 
Iml =i 
(2.13) 
for all nonnegative integers j, and the resulting expansion 
(2.14) 
which converges absolutely for all t E S. In (2.14), the index of summation 
m ranges over all partitions. Moreover, from (2.14) it is not difficult to 
derive the generalized binomial theorem for S = S, [S, (6.2.2)] 
which, for any complex number a, converges absolutely for all t E S such 
that /I tl( < 1. Here, for any a EC and partition m we have introduced the 
generalized Pochhammer symbol for S [S, (5.6.3)], defined by 
where 
[al,= ii (a-j+ l),, 
/=I 
(2.16) 
(a)k=a(a+ l)...(a+ k- 1) (2.17) 
denotes the usual Pochhammer symbol. In this notation, (2.12) takes the 
concise form 
Iml !d, mm== (2.18) 
The expansions (2.14) and (2.15) are examples of spherical series on S. 
In general, we define a spherical series as an expansion 
F(t) = 1 &Z,,(t) 
m 
(2.19) 
of a real-analytic U-invariant function F on S. 
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3. INTEGRAL REPRESENTATIONS 
In this section we are concerned with the question of total positivity for 
functions of the form K(x, y) = f(xy) where f is real-analytic. Specifically, 
we make the connection between spherical series and an integral represen- 
tation for the determinant (l.l), thereby obtaining a necessary and 
sufficient criterion for total positivity. 
Throughout, we let 
be the Vandermonde determinant, where t denotes either a matrix in S or 
the n-tuple (ti, . . . . t,) of its eigenvalues, and we set 
for each partition m. From (2.4) and (2.12) v, is evaluated as 
or from (2.18) as 
(3.3) 
Cnlm 
vm=m. 
Finally, if f is a function of a real variable 
expansion 
f(x)= f UkXk 
k=O 
then for each positive integer n we define an 
Ic/ = kz,f by 
Ii/(t) = c 4rzn(t)~ 
m 
where 
n 
(3.4) 
x having a power series 
(3.5) 
associated spherical series 
(3.6) 
fL=v, n am,+n-J. 
j=l 
(3.7) 
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THEOREM 3.1. Let f be given by (3.5) and assume that its power series 
converges for 1x1 <p. Then the spherical series (3.6) for $,,r converges 
absolutely and defines a real-analytic function $ = I+G,,~ on the domain 
{tGz: II4 -4 M oreover, zf we set K(x, y) = f (xy) for lxyl <p, then det(K(si, j)) V(s) V(t) = cl(n) s $ (sutu -’ ) da (3.8) 
for all (s, t) E S, x S, such that /IsI/ . II t)l < p. 
Proof: From the absolute convergence of the series (3.5) and the Binet- 
Cauchy formula [ 10, p. 1 ] 
det(K(s,, tj)) = c ak, “.akn det($) det(tp) (3.9) 
k,> >k,>O 
(cf. [8, Theorem 1.2.21). Substituting mj=kj-n+j for j= 1, . . . . n, we 
obtain m, 2 ... > m, 3 0. The right-hand side of (3.15) then becomes 
ca m,+n-lam2+n-2...am, det(p+“-j) det(p+“-j) (3.10) 
m 
which is absolutely convergent for lsitjl <p. We introduce the definitions 
(2.1), (2.11), (3.1), (3.3), and (3.7) into (3.10) to obtain 
det(Kl:(sj, tj)) 
=CAm 
s?z(s) -G(t) 
WI V(t) m Z,(l) . 
(3.11) 
The right-hand side of (3.11) converges absolutely on the domain 
I(& t)ESXS: IId -Iltll <P> and determines a real-analytic function 
(3.12) 
on that domain. The function $ defined by (3.6) is just the cross-section 
$(t) = <( 1, t) at s = 1. Now we apply the mean-value theorem (2.6) to the 
right side of (3.11) to obtain 
= s “(n) +( sutu-‘) du 
and complete the proof. 
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In short, the theorem associates to each function f on R that is real- 
analytic at the origin, or more properly to the corresponding kernel 
K(x, y) =f(xy), a sequence of functions II/ = $,,r that are real-analytic on 
a neighborhood of the origin in S,. In turn, these functions ti characterize 
the determinants (l.l), and a fortiori-in line with Polya’s principle-the 
total positivity of K. 
COROLLARY 3.2. Let f and K be as in the theorem. The function K is 
totally positive of order r on the set ((x, y) E R*: lxyl -C p} if and only if the 
functions *,,r are non-negative on {t E S,: 11 tll< p} for all n d r. 
The proof is an immediate consequence of (3.8) and the definition of 
total positivity. Note that (3.8) also implies the stronger condition that K 
is strictly totally positive, even extended totally positive, on {(x, y) E R’: 
lxyl <p} provided that $ does not vanish identically on any U(n)-orbit in 
w% lltll <PI. 
COROLLARY 3.3. If the coefficients ak in the power series (3.5) are non- 
negative, then K is STP, on the domain {(x, y) E R2: x > 0, y > 0, xy < p}. 
Corollary 3.3 follows directly from the fact that Z,(t) > 0 for all t E P. 
For the functions Ic/, are then all seen to be non-negative on the indicated 
domain. This result is also proved in [ 10, Chap. 21 by more classical 
means. 
To illustrate the application of Corollary 3.2, by means of the integral 
formula (3.8) we derive the total positivity of the functions K, and K2 that 
were considered in Section 1. 
COROLLARY 3.4. The function K,(x, y) = exY is STP, on R2. 
Proof: Let f(x) = eX in Theorem 3.1. From the power series forf, (3.3), 
and (3.7), the corresponding function $(t) is given by (3.6) with 
n 1 B-’ =” 
Am=vmj!l (mj+n-j)! [ml! 
where B,, is the constant (1.5). Thus, by (2.14) 
for all t E S. By (3.8) 
(3.13) 
(3.14) 
(3.15) 
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Since etrCsuru~‘) > 0 for all s, t E S and u E U, it is obvious that K,(x, y) = eXy 
is STP, on R’. 
COROLLARY 3.5. For a > 0, the function K,(x, y) = (1 - xy))” is STP, 
on the domain {(x, y) E R2: lxyl < 1 }. More generally, for all a E R the sign 
of det(K(s,, t,)) agrees with the sign of nJ!=, (a), ~, . 
Proof: In Theorem 3.1 let f(x) = (1 -x))~ for 1x1 < 1. From the 
binomial theorem, 
f(x)= f (a)kxk 
k=,, k! 
(3.16) 
for 1x1 < 1. By (3.3) and (3.7), the coefficients for the corresponding 
functions e(t) are 
n (a) 
Am=vmj~l (rnjTn’ly)! 
=8,’ fI (a)m,+n-i. 
Iml! j=l 
Since (a)m,+npj= (a)n-j(a+n-j),,,, by (2.15) we obtain 
n 
&=&J~l (a+n-Am,=cn 
[a+n-11, 
[ml! ’ 
where 
C,=Pi' fi (a)j-1. 
j=l 
Thus, by (2.15) and (3.6), 
for ail lltlj < 1. By (3.8) 
WK2(sjy tj)) =V(s) V(t) cn U(n) s det(l-sutu~‘)~‘“+“~“du 
(3.17) 
(3.18) 
(3.19) 
(3.20) 
(3.21) 
with det(1 -su~u~~)-(~+~--~) > 0 for llsll . lltll < 1. For a > 0 the constant c, 
is positive, and it is obvious from (3.21) that K,(x, y) = (1 - xy)-” is 
STP, on ((x, y)eR*: Ixy( cl}. In general, by (3.19), the sign of c, agrees 
with that of ny= I (a)jp,. 
The previous two examples, while highlighting the power and simplicity 
of the integral representation (3.8) in establishing total positivity, also 
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illustrate the limitations of the presentation (3.6) of the functions $ as 
spherical series. That is to say, in the above examples we must have the 
assurance that the functions Ic/ defined by the spherical series 
and 
l+qt)=C Ca+n- l’,z (t) 
m Iml! m 
(3.22) 
are positive on the appropriate subsets of S. However, the positivity is not 
obvious until we sum the series (3.22) and (3.23) to the familiar closed 
form expressions et’(‘) and det( 1 - t)-(a+“- l), respectively. 
In general, situations will arise in which we wish to apply the integral 
representation (3.8) in order to prove total positivity, but it is not a priori 
obvious that the integrand $, given by the spherical series (3.6), is non- 
negative. Extremely useful is such cases are integral formulas for the spheri- 
cal functions Z,, which present us with the opportunity to interchange an 
integral and an infinite sum in (3.6). In this way, the spherical series (3.6) 
can be “summed” to an integral representation for $. The hope, of course, 
is that the integrand in this integral representations for $ is non-negative. 
Simply phrased, integral formulas for the spherical functions provide a 
means of applying Polya’s principle a second time. 
An example of such a “reproducing” integral formula is the Euler integral 
[5, Corollary 5.101 
z?l(t) = r,(b) c61, s r,(b - a) r,,(a) [al, o<r< 1 Z,(rt) det(r)“-” det( 1 - r)h-a-n dr 
(3.24) 
valid for Re(a) > n - 1, Re(b - a) > n - 1, and t E S,. The integration takes 
place over the (generalized) unit interval of Hermitian matrices r all of 
whose eigenvalues are between 0 and 1; dr is Lebesgue measure; and 
rn(u) = @n- I)/2 ;el T(u--i+ 1) (3.25) 
is the gamma function associated to the space S,. For future reference, the 
reader is cautioned in (3.24) to note the dependence upon n of the 
constraints on the parameters a and b. 
640/59;2-8 
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Another such integral formula involves the highest weight vector [S, 
paragraph 4.73 
q,Jt) = det(t)“n n dj(t)“P’+l 
i=l 
(3.26) 
which is a polynomial function on S, having certain specified transforma- 
tion properties with respect o the upper triangular subgroup of GL(n, C). 
The notation d,(r) in (3.26) denotes the jth principal minor of the matrix t. 
Then [S, (4.8.2)] 
Z,(t) = d&o, J- q&W1) du 
U(n) 
(3.27) 
for all t E S,. This formula can be put to good use (see Lemma 5.2) when 
the partition m has only one non-zero entry. Let us adopt the notation (j) 
for the partition (j, 0, . . . . 0). Then from (2.4) and (2.12), 
(n). =I 
j! 
and O(j) = l, (3.28) 
and by (3.26) 
q(,)= Al(t)j= til (3.29) 
for all t E S,. Inserting (3.28) and (3.29) in (3.27), we obtain 
for all t E S,. 
We close this section with the remark that the functions Ki and K2 in 
Corollaries 3.3 and 3.4 are classical hypergeometric functions 0F0 and i &,, 
respectively. Similarly, the associated spherical series (3.22) and 
(3.23)-from which the total positivity of K, and K, is derived-are the 
hypergeometric functions p F, of matrix argument corresponding to (p, q) = 
(0,O) and (1, 0), respectively. The connection between hypergeometric 
functions of matrix argument and total positivity of classical hyper- 
geometric functions is the subject of the remainder of the paper. 
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4. HYPERGEOMETRIC FUNCTIONS OF MATRIX ARGUMENT 
The theory of hypergeometric functions of matrix argument is described 
in detail in [5, 6, 7, and 91. Over the complex field such functions were 
originally defined for use in multivariate statistics by James [9], and their 
study was later taken up by other researchers in statistics, quantum 
physics, harmonic analysis, and number theory (cf. [4, 13, 15, 18, 19, and 
201). The special case (2.15), the binomial theorem, appears much earlier 
[S], due to its important role in function theory on the classical domains 
in several complex variables. 
The hypergeometric function PF, of matrix argument is defined to be the 
real-analytic function on S, given by the spherical series 
,F,(a,, . . . . a,; b,, . . . . 6,; t)= f 5 c Ca,l,... Ca,L z ttJ t4 1I 
j=oJ!I,I=j Cbll,...Cb,lm m ’ ’ 
where for 1 <i<q and 1 <j<n none of the numbers -bi+j- 1 is a non- 
negative integer. We use the symbol B to denote the classical hyper- 
geometric function P9q(al, . . . . aP; b,, . . . . b,; t) to which (4.1) reduces when 
n= 1. 
In analogy to the classical context, from (2.14) and (2.15) we see that 
(p, q) = (0,O) corresponds to the exponential function ,F,,(t) = et’(‘) and 
(p, q) = (1,O) to the binomial theorem 1 F,(a; t) = det( 1 - t)-” for 11 tll < 1. 
The case (p, q) = (0, 1) defines functions OF,(a; t) from which Bessel func- 
tions of matrix argument [4] are obtained in much the same way that 
classical Bessel functions J, of the first kind are derived from 091(a; t). The 
cases (p, q) = (1, 1) and (2, 1) correspond to the confluent and Gaussian 
hypergeometric functions, respectively. All of these hypergeometric functions 
satisfy analogs of formulas well known for their classical counterparts (e.g., 
(4.10) below). 
Aware of the strong connection between total positivity and functions of 
two matrix arguments, as evidenced by the expansion (3.1 l), we define the 
hypergeometric function of two matrix arguments, also denoted PFq, by the 
series 
,F,(a,, . . . . a,; b,, . . . . b,;s, t)= f 4 C ..f CapI, .Us) z,(t) 
j=OI!/ml=j F’:iI...Cb,l, &n(l) . 
(4.2) 
Such functions were originally defined and treated by James [9] in his 
statistical studies. The convergence properties of (4.2) are summarized in 
the following theorem, the proof of which is entirely analogous to that given 
in [S, Theorem 6.31 for the one-argument functions. Recall that for TV S 
we let lltll = max{ Jtil: i= 1, . . . . n}, where t,, . . . . t, are the eigenvalues of t. 
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THEOREM 4.1. (1) Zf p < q then the hypergeometric series (4.2) converges 
absolutely for all s and t in S,. 
(2) rf p = q + 1 then the series (4.2) converges absolutely for 
llsll . llt[l < 1 and diverges for ilsll . lItI > 1. 
(3) Zf p > q + 1 then the series (4.2) diverges unless it terminates. 
We can recapture the hypergeometric function (4.1) of one matrix argu- 
ment from the two-argument functions by letting s = 1 in (4.2). Conversely, 
the hypergeometric function of two matrix arguments can be derived from 
the one-argument version by integration over U(n). That is, by substituting 
(2.6) in (4.2) and applying Fubini’s theorem, we obtain 
pFq(al, . . . . a,;b,, . . . . b,;s, t)=j ,E;(a,, . . . . a,;b, ,..., b,;sutu-‘)du. 
U(n) 
(4.3) 
Note that the special cases 
,,FO(s, t) = s etrCsuru-‘) du (4.4) 
u(n) 
and 
I Fda; s, t) = !” det( 1 -s&u-‘)-’ du (4.5) 
U(n) 
have already appeared in (3.15) and (3.21), respectively. Indeed, (3.15) and 
(3.21) can be rewritten, respectively, as 
Wo%(sitj)) 
Vs) v(t) 
= B,‘oF&, t) 
for all s, t E S,, and 
det( 1 %(a; sitj)) 
Us) V(t) 
=c, lFO(a+n-l;s, t) 
(4.6) 
(4.7) 
for IM . lltll < 1. 
The theorem that follows is a generalization of Formulas (4.6) and (4.7) 
to all the hypergeometric functions ,I;, of matrix argument. This result was 
proved independently by Gross and Richards [6], where two different 
proofs are given, and by Khatri [13]. 
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THEOREM 4.2. If the eigenvalues of s and t are denoted by s,, . . . . s, and 
t, 2 . . . . t,, respectively, then 
,F,(a, , . . . . a,; b,, .-, b,; s, t) 
= CPJ? 
det(,Fj(a,-n+l,..., a,-n+l;b,-n+l,..., b,-n+l;sitj)) 
V(s) V(t) 
> 
(4.8) 
where 
c 
p’q=pn 
1 IIr=l nT-1 (bj-n+ 1),-i 
l-In=, nf=, (aj-n+ 1),-i’ (4.9) 
Some remarks on Theorem 4.2 are in order. One of our proofs in [6] 
proceeds by induction on p and q, and relies on the Euler formula 
p+lFq+l(al,...,ap+l;b, ,..., bb,+,;s, t)= 
L(bq+J 
~~(a,+~)~,(b,+,-a,+,) 
X 
s 
det(r)“p+l-ndet(l -r)b~+‘-a~+l-npFq(a,,...,ap; bI,,...,bq; rs, t)dr 
O<r<l 
(4.10) 
valid for Re(a,+,)>n- 1, Re(bq+i -a,+,)>n- 1. Formula (4.10) is 
derived by expanding the PFq in the integrand in its spherical series (4.4) 
and applying (3.24) to integrate term-by-term. The other proof in [6] and 
the proof in [13] both use a variant of the Binet-Cauchy formula [lo, 
p. 11. The special case (p, q) = (2, 1) and s = 1 was also proved in [ 151. 
The result and proof in [13] have been widely overlooked, possibly 
because the review Cl73 in Mathematical Reviews provides only the title of 
the paper and no information on its content. In our case, we were led to 
conceive of Theorem 4.2 from the ingenious techniques of L.-K. Hua [8] 
on spherical series. In particular, one of his results [8, (1.2.5)] is equivalent 
to the special case of (4.8) in which (p, q) = (0, 1) and a, = 1. This result 
led us directly to the formulation and proof of the general theorem. Only 
recently, in a literature search, did we discover that the result had been 
proved earlier in [13]. 
In [6] we were guided by the philosophy that a formula such as (4.8) 
could be used to deduce new information about the hypergeometric func- 
tions of matrix argument from well-known properties of the classical hyper- 
geometric functions. Here, we have the inverse situation in which we utilize 
the hypergeometric functions of two matrix arguments to study the total 
positivity of the classical hypergeometric functions. In particular, if we let 
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. f(x) = .eJ@, , ..., a,; b, > ...> b,, x) in Theorem 3.1, then substituting (4.3) 
and (4.8) into (3.8) immediately gives us the following result. 
COROLLARY 4.3. Let f(x) =pFq(al, . . . . a,; b,, . . . . b,; x), and set 
K(x, y) =f(xy). Then for each n = 1,2, . . . . 
det(Ktsi, tj)) 
V(s) V(t) 
=c,:,F,(a,+n-l,..., a,+~--l;b,+n-l,..., b,+n-l;s,t), (4.11) 
or equivalently, 
deW(s,, tj)) 
V(s) V(t) 
-1 
= cP,q s 
,F&a, + n - 1, . ..) a,+n-l;b,+n-l,...,b,+n-l;sutu-l)du. 
U(n) 
(4.12) 
In particular, the classical hypergeometric function K(x, y) = &(a,, . . . . a,; 
b I, . . . . b,; xy) will be TP, if and only if the hypergeometric functions 
$,(t)=,F,(a,+n-l,..., a,+n-l;b,+n-l,..., b,+n-1;t) (4.13) 
of matrix argument are non-negative for all positive integers n. 
If we utilize the connection between ETP and STP, (see (1.2) et seq.), 
then we can rephrase the criterion of Corollary 4.3 in an apparently 
stronger form. 
COROLLARY 4.4. The classical hypergeometric function K(x, y) = 
,Fq(al, . . . . a,; b,, -., b,; xy) is ETP (and a fortiori, STP,) if and only if 
IC/,(~l)=~F,(ai+n-l,..., a,+n-1; b,+n-l,..., b,+n-1; xl)>0 for 
all n = 1, 2, . . . . 
On the surface, it would seem that the criterion for ETP (Corollary 4.4) 
is perhaps easier to apply than the direct STP, condition (Corollary 4.3) 
since the former involves a function of just one variable. However, in 
general, the power series 
$‘,(a,, . . . . a,; b,, . . . . 6,; xl) = f c ... CapI, d,?, 
,m, =j :;::I ... Lb,], [nl, xJ (4’14) 
for that function is quite complicated, even in the simplest non-classical 
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case n = 2. For this reason, we must go further into the structure of matrix 
argument hypergeometric functions in order to pursue total positivity 
properties. 
5. THE CONFLUENT AND GAUSSIAN HYPERGEOMETRIC FUNCTIONS 
Having already treated the hypergeometric functions ,,FO and 190 func- 
tions, in this section we apply Corollary 4.3 to establish total positivity 
properties of the confluent hypergeometric function I9I and the Gaussian 
hypergeometric function *FI. We make some preliminary observations 
concerning the corresponding hypergeometric functions of matrix argu- 
ment. 
First, by (4.1), 
IF,(a;b; t)=z$-‘F 
m m. 
(5.1) 
for t E S,, where b is not an integer less than n; and 
2’,(a, b; c; t) = 1 
Cal, Cbl, G,(t) 
m CCL Id! 
(5.2) 
for I/ tll -K 1, where c is not an integer less than n. The Euler integral (4.10) 
for ,F, takes the form 
r,(b) 
lF1(a’b’ t)=rJa)TJb-a) I 
et’(“) det(r)O-” det( 1 - r)b--a-n dr 
0~~~1 
(5.3) 
for all t ES,, with convergence for Re(a)>n- 1 and Re(b-a)>n- 1. 
Similarly, 
#,(a, b; c; t) 
r,(c) 
= T,,(b) T,(c - b) I 
det(r)b-” det( 1 - r)c-b-n det( 1 - rt)-” dr 
O<r< 1 
(5.4) 
for all t E S, such that lltll < 1, with convergence for Re(b) > n - 1 and 
Re(c - b) > n - 1. Since the integrand in both Euler formulas is positive 
whenever a, b, and c are real, Corollary 4.3 immediately implies the following 
sufficient conditions for total positivity. 
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THEOREM 5.1. (1) Let a>0 and b-a>n - 1. Then K(x, y)= 
lFl(e; 6; xy) is STP, on R*. 
(2) Let b>O and c- b>n- 1. Then K(x, y)= 29$(u, 6; c; xy) is 
STP, on the domain {(x, y) E R’: IxyJ < 1 }. 
Next, we establish the Kummer identities 
lF,(a; b; t)=e-tr(f’ ,F,(b-a; b; -t) (5.5) 
for t E S,, and 
2F,(u,b;c;t)=det(l-t)“~“~b2F1(c-u,c-b;c;t) (5.6) 
for lItI < 1. Both (5.5) and (5.6) are valid without restriction on a, b, or c. 
To prove (5.5) in the range Re(u) > n - 1 and Re(b - a) > n - 1, make the 
change of variable r -+ 1 - Y in (5.3). In general, (5.5) follows for all a and 
b by analytic continuation. Similarly, if Re(b) > n - 1 and Re(c - b) > n - 1, 
then by the same change of variables in (5.4), we obtain 
ZF1(u,b;c;t)=det(l-t)~“2F,(u,c-b;c; -t(l-t)-I), (5.7) 
and by symmetry in the numerator parameters, 
2Fl(a,b;c;t)=det(l-t)~“,~,(c-b,u;c; -t(l-t))‘) (5.8) 
for lItlJ < 1 and Ilt(l - t)-‘11 < 1. By analytic continuation, (5.8) holds for 
all a, b, and c. Now, (5.6) follows by applying (5.7) to the right side of 
(5.8). 
Finally, we relate the matrix argument hypergeometric functions having 
some numerator parameter equal to one to the classical hypergeometric 
functions. The form in which we use this result is as follows. 
LEMMA 5.2. Let n be any positive integer and a, b E C. Then 
,F,(l;u+n;t)=j ,FI(n;u+n; (utu-‘),,)du (5.9) 
L’(n) 
for t E S,, and 
*F1(l, u-b+ l;u+n; t)=i ,~I(n,u-b+l;u+n;(utu~l),,)du 
U(n) 
(5.10) 
for all lItI1 < 1. 
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Proof Observe that for any partition m = (m,, . . . . m,), 
Thus, substituting 
theorem, we obtain 
if m,=O 
if m, > 0. (5.11) 
(3.28) and (3.30) into (5.1) and applying Fubini’s 
,F,(l;a+n;t)=C C1lm zm(r) _ f z(j)(t) 
m CQ+nl, IN! j=o(a+n!, 
=jgoj!(;)n) ( jU(,) CW’M~~~) 
for all t E S,. In like fashion, (5.2) becomes 
*F1(1,a4+l;a+n;t)=C CllmCa-b+ ~lmIGl(~) 
m Ca+nL Iml! 
= f tupb+ l)jZ(j)tr) 
j=O (a+n!, 
=,go ‘“;!;u;;(““( jL,,., CW’)l’dzi) 
J 
= 
j ( 
u(n) ,zo ‘“,fu;;(“” CWIMi) du 
J 
= 
s 
2~,(n,u-b+l;a+n;(utu~‘),,)du 
U(n) 
for all (ItlJ < 1. 
THEOREM 5.3. Let K,,,(x, y) = IFI(u; a + 1; xy) and K,.,(x, y) = 
&(a,b;u+ 1;xy). 
(1) Zfu>O, then K,,, is STP, for all (x, y) G R2. 
(2) Zf a>0 undb>O, then K,,, is STP, for all (x, y) E R2 such that 
IXYI < 1. 
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The results in Theorem 5.3 were originally proved by Burbea [3] via 
more classical methods. However, in the case of the Gaussian hyper- 
geometric function our methods yield a larger domain of total positivity. 
Proof of Theorem 5.3. Let a, h > 0. We apply Corollary 4.3, first with 
p=q= 1, then with p=2 and q= 1. 
In the former case, f(xy) = K,. ,(x, y). By (4.13) we need only show that 
for each n the function $,(f) = , F,(a + n - 1; a + n; t) is positive for all 
CE S,; or by the Kummer identity (5.5) that ,F,( 1; a + n; t) > 0 for all 
r E S,. One would like to say that this result is obvious from the Euler for- 
mula (5.3) with a = 1 and b = a + n. Unfortunately, since a = 1, the condi- 
tion Re(a) > n - 1 for the validity of (5.3) is not satisfied for 12 3 2. Hence, 
we invoke Lemma 5.2. By (5.9) the positivity of I F,( 1; a + n; t) is reduced 
to that of the classical confluent hypergeometric function l &. However, 
since 1@, is classical (i.e., n = l), the Euler formula (5.3) holds for the 
integrand in (5.9) and implies that the integrand is positive. Therefore, by 
(5.9), ,F,(l; a+n; t)>O for all tES,. 
The latter case is proved in the same way. Here, f(xy) = K,,,(x, y) and 
$n(t)=zFI(a+n-l,h+n-l;a+n;t)for llt[l<l.BytheKummeriden- 
tity (5.6), it is enough to show that *F,( 1, a - b + 1; a + n; t) > 0 for 
J/t11 < 1. By the Euler formula (5.4) for the classical case n = 1, the integrand 
in (5.10) is positive. Thus, 2F, (1, a - b + 1; a + n; t) is also positive. 
Remarks 5.4. (1) A variant of the preceding proof of Theorem 5.3 
can be based upon Corollary 4.4 and the Kummer identities (5.5) and 
(5.6). For example, if L F,( 1; a + n; xl) > 0 for all x E R and all n, then 
, %(a; a + 1; -uy) is ETP. For scalar arguments, however, the integral 
formula (5.9) has the simpler form 
,F,(l;a+n;xl)= ,&(n;a+n;x) (5.12) 
for all x E R. More generally, from (4.14) and (3.28) 
,F,(L ~2, . . . . a,; b,, . . . . b,; xl ) = ppq(rz, u2, . . . . a,; b,, . . . . b,; x) (5.13) 
for all x E R. This is one instance when a special case of (4.14) may be 
directly related to a classical hypergeometric series. 
(2) There is another method for proving the positivity of 
I F,( 1; a + n; t), a > 0, that relies on an explicit formula [S, Lemma 6.81 for 
the polynomials Z&t). This approach leads to an interesting Dirichlet- 
type integral 
,F,(l;u+n;t)=(u),,~=~(l- i xi)up’exp( i rixi),,...,, (5.14) 
i= 1 i=l 
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where C, = {(xi, . . . . x,): xi > 0, i= 1, . . . . n; x1= I xi < 1 }. The integral (5.14) 
is clearly positive for all t E S,. 
(3) Finally, there is still another proof of Theorem 5.3. This proof 
does not use the Kummer identities. Instead, it proceeds by an inductive 
step from 090 and IF0 to I91 and 291, respectively. It is based upon 
applying the Binet-Cauchy formula to the Euler integral (4.10) with n = 1. 
The general induction step offers no difficulty, and gives the following 
results, first proved by Burbea [3]. Except for an enlargement of the 
domain of total positivity for the P+ 1 FP function, the proof is similar to 
that in [3, Theorems 6 and 71. 
THEOREM 5.5. (1) Let aj > 0 for i = 1, . . . . p. Then, the function K(x, y) = 
,Fp(al, . . . . a,; a, + 1, . . . . ap + 1; xy) is STP, on R2. 
(2) Let a, > 0 for i = 0, 1, . . . . p. Then )he function M-T Y) = 
p+I~p(ao, a,, . . . . a,; a, + 1, . . . . a,+ 1; xy) is STP, on {(x, y)eR2: 
IV < 11. 
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