A representation theorem for the $p^n$ torsion of the Brauer group in
  characteristic $p$ by Beli, Constantin-Nicolae
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A REPRESENTATION THEOREM FOR THE pn TORSION OF
THE BRAUER GROUP IN CHARACTERISTIC p
CONSTANTIN-NICOLAE BELI
Abstract. If K is a field of characteristic p then the p-torsion of the Brauer
group, p Br(K), is represented by a quotient of the group of 1-forms, Ω1(K).
Namely, we have a group isomorphism
αp : Ω
1(K)/〈da, (ap − a) dlog b : a, b ∈ K, b 6= 0〉 → p Br(K),
given by adb 7→ [ab, b)p ∀a, b ∈ K, b 6= 0. Here [·, ·)p is the Artin-Schreier
symbol.
In this paper we prove that for every n ≥ 1 we have a representation of
pn Br(K) by a quotient of Ω1(Wn(K)), where Wn(K) is the truncation of
length n of the ring of p-typical Witt vectors, i.e. W{1,p,...,pn−1}(K).
1. Introduction
The Hilbert symbol of degree p, (·, ·)p : K×/K×p ×K×/K×p → p Br(K), which
is defined when charK 6= p and µp ⊆ K, has an analogue in characteristic p. If ℘
is the Artin-Schreier map, x 7→ xp − x, then we have the Artin-Schreier symbol
[·, ·)p : K/℘(K)×K
×/K×p → p Br(K),
given for every a, b ∈ K, b 6= 0 by [a, b)p = [A[a,b)p ], which is the class in the
Brauer group of the central simple algebra (c.s.a.) A[a,b)p generated by x, y with
the relations
℘(x) = xp − x = a, yp = b, yxy−1 = x+ 1.
The representation of p Br(K) involves the groups of 1-forms, Ω
1(K). Recall,
over an arbitrary abelian ring R, Ω1(R) is the R-module generated by da with
a ∈ R, subject to d(a+ b) = da+db and d(ab) = a db+ b da. By [GS, Lemma 9.2.1]
we have a group morphism γ : Ω1(K) → Ω1(K)/ dK, called the inverse Cartier
operator, or C−1, given by a db 7→ apbp−1 db. An important property of γ is a the
existence of the following exact sequence:
1→ K×
p
−→ K×
dlog
−−−→ Ω1(K)
γ−1
−−−→ Ω1(K)/ dK.
This result, [GS, Theorem 9.2.2], is due to Jacobson and Cartier. With the help of
this theorem, Kato was able to prove that there is a group isomorphism
αp : coker(γ − 1) = Ω
1(K)/(dK + (γ − 1)Ω1(K))→ p Br(K),
given by a db 7→ [ab, b) ∀a, b ∈ K, b 6= 0. (See [GS, Theorem 9.2.4] and [GS,
Proposition 9.2.5].)
Explicitly, the domain of αp writes as Ω
1(K)/〈da, (apbp−1 − a) db : a, b ∈ K〉.
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Note that if b 6= 0 and we write a = cb then apbp−1 − a = (cp − c)b−1 so
(apbp−1−a) db = (cp−c)b−1 db = (cp−c) dlog b. Hence in the formula for the domain
of αp we can replace (a
pbp−1 − a) db, with a, b ∈ K by (ap − a) dlog b = ℘(a) dlog b,
with a, b ∈ K, b 6= 0. Thus the isomorphism αp is defined as
αp : Ω
1(K)/〈da, ℘(a) dlog b : a, b ∈ K, b 6= 0〉 → p Br(K)
More generally, if n ≥ 1 then we have an analogue of the pnth Hilbert symbol,
which is defined in terms of Witt vectors.
Let W (K) be the ring of p-typical Witt vectors over K, i.e. W{1,p,p2,...}(K), and
let Wn(K) be its truncation of lenght n, i.e. W{1,p,...,pn−1}(K). (When n = 0 by
W0(K) we meanW∅(K) = {0}.) We have a truncation morphismW (K)→Wn(K)
given by (x0, x1, . . .) 7→ (x0, . . . , xn−1). More generally, if m ≥ n then we have a
trucation map Wm(K)→Wn(K).
We denote by F the Frobenius endomorphism on W (K) and on Wn(K), given
by (x0, x1, . . .) 7→ (x
p
0, x
p
1, . . .), and by V the Verschiebung map (x0, x1, . . .) 7→
(0, x0, x1, . . .), which is additive. Note that for any n ≥ 0 we can define V :
Wn(K) → Wn+1(K) by (x0, . . . , xn−1) 7→ (0, x0, . . . , xn−1). However, in many
cases we will be concerned with the truncated version, V : Wn(K) → Wn(K),
given by (x0, . . . , xn−1) 7→ (0, x0, . . . , xn−2). We have the well known formulas
(V a)b = V (aFb) and FV = V F = p = (x 7→ px), i.e. p(x0, x1, . . .) = (0, x
p
0, x
p
1, . . .).
More generally, (V ka)b = V k(aF kb) and (V ka)(V lb) = V k+l(F laF kb).
For any a ∈ K we denote by [a] its Teichmu¨ller representative in W (K) or
Wn(K), [a] = (a, 0, 0, . . .). The map a 7→ [a] is multiplicative, but not additive.
The zero and unit elements of the ring of Witt vectors are 0 = [0] = (0, 0, . . .)
and 1 = [1] = (1, 0, 0, . . .). If a = (a0, a1, a2, . . .) is a Witt vector and b ∈ K then
a[b] = (a0b, a1b
p, a2b
p2 , . . .).
The map V n is zero onWn(K). Moreover, V
n(W (K)) = {(0, . . . , 0, an, an+1, . . .) :
ai ∈ K}, which is the kernel of the truncation map W (K) → Wn(K). Therefore
Wn(K) can also be written as W (K)/V
n(W (K)). As we will see later, in some
cases it is more advantageous to regard the truncated Witt vectors as classes of full
Witt vectors, especially when we work with truncations of different lengths.
The Artin-Schreier map on Witt vectors is ℘ = F − 1, given by (x0, x1, . . .) 7→
(xp0, x
p
1, . . .)−(x0, x1, . . .). We have ker(℘ :Wn(K)→ Wn(K)) =Wn(Fp)
∼= Z/pnZ.
The isomorphism Z/pnZ→Wn(Fp) is given by a 7→ a · 1 = a(1, 0, . . . , 0).
We now define the analogue of (·, ·)pn in characteristic p,
[·, ·)pn = [·, ·)K,pn :Wn(K)/℘(Wn(K))×K
×/K×p
n
→ pn Br(K),
given for any a = (a0, . . . , an−1) ∈ Wn(K) and any b ∈ K× by [a, b)pn = [A[a,b)pn ],
where [A[a,b)pn ] is a c.s.a. over K of degree p
n generated by x = (x0, . . . , xn−1) and
y, such that x has mutually commuting entries, with the relations
℘(x) = Fx− x = a, yp
n
= b, yxy−1 = x+ 1.
Here yxy−1 := (yx0y
−1, . . . , yxn−1y
−1) and x + 1 is the sum of Witt vectors
(x0, . . . , xn−1) + (1, 0, . . . , 0).
THE pn TORSION OF THE BRAUER GROUP IN CHARACTERISTIC p 3
Note. The notation [·, ·) is not universally used. Instead of [(a0, . . . , an−1), b)
some authors write (b, (a0, . . . , an−1)] or (b|a0, . . . , an−1].
Also the relation yxy−1 = x + 1 from the definition of A[a,b)pn is sometimes
replaced by y−1xy = x + 1. With this alternative definition A[a,b)pn becomes
Aop[a,b)pn so [a, b)p
n becomes −[a, b)pn , which is essentially the same thing.
The symbol [·, ·)pn was introduced by Witt in [W] and is called the Artin-
Schreier-Witt symbol. It is bilinear and [a, b)pn depends only on the classes of
a mod ℘(Wn(K)) and b mod K
×pn , which justifies the set of definition. Then
[℘(a), b)pn = [a, b
pn)pn = 0 ∀a ∈ Wn(K), b ∈ K×. Also note that [Fa, b)pn −
[a, b)pn = [Fa− a, b)pn = [℘(a), b)pn = 0 so [Fa, b)pn = [a, b)pn . As a consequence,
[V a, b)pn = [FV a, b)pn = [pa, b)pn = p[a, b)pn .
The symbols [·, ·)pn are related to each other by the formula [a, b)pn = [V a, b)pn+1
∀a ∈ Wn(K). (See [W, Satz 15].) More generally, if m ≥ n then [a, b)pn =
[V m−na, b)pm . Explicitly, [(a0, . . . , an−1), b)pn = [(0, . . . , 0, a0, . . . , an−1), b)pm .
We obtain a map between two directed systems.
Wn(K)×K×
[·,·)pn
−−−−→ pn Br(K)
V m−n × 1 ↓ ↓
Wm(K)×K×
[·,·)pm
−−−−→ pm Br(K)
.
We take the direct limits. The limit of the directed system W0(K)
V
−→ W1(K)
V
−→
W2(K)
V
−→ · · · is CW (K), where (CW (K),+) is the group of Witt covectors.
Recall that the elements of CW (K) write as (. . . , a−2, a−1, a0), with ai ∈ K, such
that ai = 0 for i≪ 0. The canonical morphism ψn :Wn(K)→ CW (K) is given by
(a0, . . . , an−1) 7→ (. . . 0, 0, a0, . . . , an−1). The Frobenius and Verschiebung maps are
defined on CW (K) by F (. . . , a2, a1, a0) = (. . . , a
p
2, a
p
1, a
p
0) and V (. . . , a2, a1, a0) =
(. . . , a3, a2, a1). They are are compatible with the canonical maps, in the sense that
ψn(Fa) = Fψn(a) and ψn(V a) = V ψn(a) ∀a ∈ Wn(K).
Also lim
−→ p
n Br(K) = p∞ Br(K) :=
⋃
n≥1 pn Br(K). So we get a symbol
[·, ·)p∞ : CW (K)×K
× → p∞ Br(K).
If a = (. . . , a−2, a−1, a0) ∈ CW (K) with ai = 0 for i ≤ −n and b ∈ K× then
a = ψn((a−n+1, . . . , a0)). Therefore [a, b)p∞ = [(a−n+1, . . . , a0), b)pn . Since each
[·, ·)pn is bilinear, [·, ·)p∞ is bilinear as well.
Let a ∈ CW (K), b ∈ K×. We write a = ψn((a−n+1, . . . , a0)) for some n ≥ 1.
Then ℘(a) = ψn(℘(a−n+1, . . . , a0)) so [℘(a), b)p∞ = [℘(a−n+1, . . . , a0), b)pn = 0.
Also, if b ∈ K×p
∞
:=
⋃
n≥1K
×pn then, in particular, b ∈ K×p
n
so [a, b)p∞ =
[(a−n+1, . . . , a0), b)pn = 0. Hence [a, b)p∞ = 0 if a ∈ ℘(CW (K)) or b ∈ K×p
∞
.
Since [·, ·)p∞ is bilinear, it follows that [a, b)p∞ depends only on a mod ℘(CW (K))
and b mod K×p
∞
. Hence [·, ·)p∞ can be defined as
[·, ·)p∞ : CW (K)/℘(CW (K))×K
×/K×p
∞
→ p∞ Br(K).
We also have [a, b)pn = [V a, b)pn+1 = p[a, b)pn+1 ∀a ∈ W (K), b ∈ K
×. More gen-
erally, ifm ≥ n then pm−n[a, b)pm = [a, b)pn . Explicitly, pm−n[(a0, . . . , am−1), b)pm =
[(a0, . . . , an−1), b)pn . This is related to the similar relation for Hilbert symbols,
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m
n (a, b)m = (a, b)n (or (a, b)
m
n
m = (a, b)n, in the more familiar multiplicative nota-
tion).
There is an alternative definition of [a, b)pn in terms of cohomology.
If a = (a0, . . . , an−1) ∈ Wn(K) then L = K(℘−1(a)) is called an Artin-Schreier-
Witt extension of K. Explicitly, there is α = (α0, . . . , αn−1) ∈ Wn(Ks) with
℘(α) = a and L = K(℘−1(a)) := K(α) = K(α0, . . . , αn−1). If α, β ∈ ℘−1(a)
then β − α ∈ ker℘ = Wn(Fp). Then the extension L/K is Galois and we have an
injective morphism χa : Gal(L/K) → Wn(Fp), given by σ 7→ σ(α) − α. The field
L = K(℘−1(a)) and the morphism χa depend only on a mod ℘(Wn(K)).
Assume that a0 /∈ ℘(K). By [W, Satz 13] χa is an isomorphism so Gal(L/K) ∼=
Wn(Fp) ∼= Z/pnZ. If x = (x0, . . . , xn−1) is a multivariable, then we have a surjective
morphism K[x]/(℘(x)−a)→ L, given by x 7→ α, i.e. xi 7→ αi ∀i. Note that ℘(x) =
a writes as a system of equations xpi − xi + Pi(x0, . . . , xi−1) = 0 ∀0 ≤ i ≤ n − 1,
for some Pi ∈ K[X0, . . . , Xi−1]. It follows that K[x]/(℘(x) − a) has the basis
xk00 · · ·x
kn−1
n−1 , with 0 ≤ ki ≤ p− 1. Then dimK K[x]/(℘(x) − a) = p
n = dimK L so
K[x]/(℘(x)− a) ∼= L.
If a ∈Wn(K) is arbitrary then let 0 ≤ k ≤ n be maximal such that (a0, . . . , ak−1) ∈
℘(Wk(K)). Equivalently, k is maximal such that in the class of a mod ℘(Wn(K))
there is a Witt vector with 0 on the first k positions, i.e. (a + ℘(Wn(K))) ∩
V k(Wn−k(K)) 6= ∅. Let a′ = (a′0, . . . , a
′
n−k−1) ∈ Wn−k(K) such that a ≡ V
ka′
mod ℘(Wn(K)). If a
′
0 ∈ ℘(K) then a
′ ≡ V a′′ mod ℘(Wn−k(K)) so a ≡ V ka′ ≡
V k+1a′′ mod ℘(Wn(K)) for some a
′′ ∈ Wn−k−1(K), which contradicts the max-
imality of k. So a′0 /∈ ℘(K). Let α
′ = (α′0, . . . , α
′
n−k−1) ∈ Wn−k(Ks) with
℘(α′) = a′. Then ℘(V kα′) = V k℘(α′) = V ka′. Since a ≡ V ka′ mod ℘(Wn(K)) we
have L = K(℘−1(a)) = K(℘−1(V ka′)) = K(V kα′) = K(α′) = K(℘−1(a′)). Since
a′0 /∈ ℘(K) we have that χa′ : Gal(L/K) → Wn−k(Fp) is an isomorphism. Hence
Gal(L/K) ∼= Wn−k(Fp) ∼= Z/pn−kZ. If σ ∈ Gal(L/K) then χa′(σ) = σ(α′) − α′
so χa(σ) = χV ka′(σ) = σ(V
kα′) − V kα′ = V kχa′(σ). If we identify Wn(Fp) and
Wn−k(Fp) with Z/p
nZ and Z/pn−kZ then Wn−k(Fp)
V k
−−→ Wn(Fp) identifies with
Z/pn−kZ
pk
−→ Z/pnZ so we have χa(σ) = pkχa′(σ).
Given a finite Galois extension L/K and χ : Gal(L/K) → Z/pnZ a morphism,
we denote by χ˜ ∈ Homcont(Gal(Ks/K),Z/pnZ) = H1(K,Z/pnZ) the induced mor-
phism, given by χ˜(σ) = χ(σ|L). By [GS, Remark 4.3.13 2.], we have an isomor-
phism Wn(K)/℘(Wn(K)) ∼= H1(K,Z/pnZ), given by the coboundary morphism
Wn(K) → H1(K,Wn(Fp)) = H1(K,Z/pnZ), which comes from the exact se-
quence 0 → Wn(Fp) → Wn(Ks)
℘
−→ Wn(Ks) → 0. Explicitly, if a ∈ Wn(K) and
α ∈Wn(Ks) such that ℘(α) = a then the element of H1(K,Wn(Fp)) corresponding
to a is a given by σ 7→ σ(α) − α so it coincides with χ˜a. So the isomorphism
Wn(K)/℘(Wn(K)) ∼= H1(K,Z/pnZ) is given by a 7→ χ˜a.
From the cup product ∪ : H2(K,Z) ⊗H0(K,K×s )→ H
2(K,K×s ) = Br(K) and
the coboundary morphism δ : H1(K,Z/pnZ) → H2(K,Z) coming from the exact
sequence 0 7→ Z
pn
−→ Z→ Z/pnZ→ 0 we get a linear map
jn : H
1(K,Z/pnZ)⊗K× → pn Br(K), jn(ψ ⊗ b) = δ(ψ) ∪ b.
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Proposition 1.1. With the above notations we have
(i) [a, b)pn = jn(χ˜a ⊗ b) = δ(χ˜a) ∪ b.
(ii) [a, b)pn = 0 if and only if b ∈ NL/K(L
×), where L = K(℘−1(a)).
Proof. Assume first that a0 /∈ ℘(K) so that χa : Gal(L/K) → Z/pnZ is an
isomorphism and we can apply [GS, Proposition 4.7.3 and Corollary 4.7.5]. By
[GS, Proposition 4.7.3] we have δ(χ˜a) ∪ b = [(χa, b)], where (χa, b) is the c.s.a.
described in [GS, Proposition 2.5.2]. Namely, (χa, b) is the K-algebra generated by
L and y, subject to the relations yp
n
= b and yλy−1 = σ(λ) ∀λ ∈ L. Here σ is
the preimage of 1 under χa : Gal(L/K) → Wn(Fp) ∼= Z/pnZ, i.e. σ is given by
σ(α)− α = 1, i.e. by α 7→ α+ 1, where α = (α0, . . . , αn−1) ∈ ℘−1(a). The relation
yλy−1 = σ(λ) only needs to be verified by the generators α = (α0, . . . , αn−1) of
L/K so it is equivalent to yαy−1 = σ(α) = α + 1. But, if x = (x0, . . . , xn−1) is a
multivariable, then we have the isomorphism L = K[α] ∼= K[x]/(℘(x)−a), given by
α 7→ x, i.e. αi 7→ xi ∀i. Hence (χa, b) is the algebra generated by x = (x0, . . . , xn−1)
and y, where xi’s commute with each other, ℘(x) = a, y
pn = b and yxy−1 = x+ 1.
Hence (χa, b) = A[a,b)pn , so δ(χ˜a)∪ b = [(χa, b)] = [a, b)pn . By [GS, Corollary 4.7.5]
we also have that [a, b)pn = δ(χ˜a) ∪ b = 0 iff b ∈ NL/K(L
×).
If a ∈Wn(K) is arbitrary then let 0 ≤ k ≤ n be maximal such that (a0, . . . , ak−1) ∈
℘(Wk(K)). Then there is a
′ = (a′0, . . . , a
′
n−k−1) ∈ Wn−k(K) with a
′
0 /∈ ℘(K)
such that a ≡ V ka′ mod ℘(Wn(K)). We have L = K(℘−1(a)) = K(℘−1(a′))
and χa = p
kχa′ . Since a
′
0 /∈ ℘(K) we have [a
′, b)pn−k = δ
′(χ˜a′) ∪ b, where δ
′ :
H1(K,Z/pn−kZ) → H2(K,Z) is the coboundary morphism obtained from the ex-
act sequence 0→ Z
pn−k
−−−→ Z→ Z/pn−kZ→ 0, and [a′, b)pn−k = 0 iff b ∈ NL/K(L
×).
But χa = p
kχa′ , so χ˜a = p
kχ˜a′ , which, by straightforward calculations, implies
that δ(χ˜a) = δ
′(χ˜a′), and a ≡ V ka′ mod ℘(Wn(K)) so [a, b)pn = [V ka′, b)pn =
[a′, b)pn−k . Hence [a, b)pn = δ(χ˜a) ∪ b and [a, b)pn = 0 iff b ∈ NL/K(L
×). ✷
Proposition 1.2. The group pn Br(K) is generated by the image of [·, ·)pn .
Proof. By [GS. Theorem 9.1.4] the map jn is surjective so pn Br(K) is generated
by jn(ψ ⊗ b) = δ(ψ) ∪ b, with ψ ∈ H1(K,Z/pnZ), b ∈ K×. But every ψ ∈
H1(K,Z/pnZ) writes as χ˜a for some a ∈ Wn(K) and δ(χ˜a) ∪ b = [a, b)pn . Hence
pn Br(K) is generated by [a, b)pn with a ∈ Wn(K) and b ∈ K×. ✷
For the purpose of this paper we only need Proposition 1.1(ii). This result is
very likely already known. However we didn’t find it stated explicitly in the general
case in the literature. So we provided a proof here.
If K is a local field then we have another definition of [·, ·)pn , in terms of the local
Artin map, with values inWn(Fp). Namely, if a ∈Wn(K) and b ∈ K× then we take
α ∈Wn(Ks) with ℘(α) = a and we define [a, b)pn := (b,K(α)/K)(α)−α ∈Wn(Fp).
This new definition of [·, ·)pn , with values in Wn(Fp), is related to the initial one,
with values in pn Br(K), via the local invariant inv : Br(K)
∼
−→ Q/Z. It sends
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pn Br(K) to
1
pnZ/Z so we have pn Br(K)
∼= 1pnZ/Z
∼= Z/pnZ ∼= Wn(Fp). (See [FV,
(7.3)], where we have a general statement for all cyclic algebras.)
2. A key lemma
In this section we prove that for every b ∈ K× we have [[b], b)pn = 0. This
result, together with [GS, Theorem 9.2.4] and the basic properties of the [·, ·)pn , the
bilinearity and the relations [℘(a), b)pn = 0 (or, equivalently, [Fa, b)pn = [a, b)pn)
and [a, b)pn = [V a, b)pn+1, are all the ingredients we will use in this paper.
Lemma 2.1. If R is a ring and a ⊆ R is an ideal then for every n ≥ 1 we have:
(i) Wn(a) is an ideal of Wn(R).
(ii) If αh, with h ∈ S, generate (a,+) then V i[αh], with h ∈ S and 0 ≤ i ≤ n−1,
generate (Wn(a),+).
Proof. (i) We have Wn(a) = ker(Wn(R)→Wn(R/a)).
(ii) We use the induction on n. When n = 1 we have W1(a) = a, which is
generated by [αh] = αh with k ∈ S.
Suppose now that n > 1 and let a = (a0, . . . , an−1) ∈ Wn(a). Then a0 ∈ a
writes as
∑
h∈Smhαh for some mh ∈ Z with mh = 0 for almost all h ∈ S. Then
a−
∑
h∈Smh[αh] belongs to (Wn(a),+) and its first entry is a0−
∑
h∈Smhαh = 0.
It follows that a−
∑
h∈Smh[αh] = V b for some b = (b0, . . . , bn−2) ∈ Wn−1(a). By
the induction hypothesis, b writes as a linear combination with coefficients in Z
of V i[αh], with h ∈ S and 0 ≤ i ≤ n − 2. It follows that V b writes as a linear
combination of V i[αh], with h ∈ S and 1 ≤ i ≤ n− 1. From here we conclude that
a =
∑
h∈Smk[αh] + V b writes is a linear combination of V
i[αh], with h ∈ S and
0 ≤ i ≤ n− 1. ✷
Lemma 2.2. (i) If n ≥ 1 then [[b], b)pn = 0 for every b ∈ K×.
(ii) More generally, if k ⊆ K is a perfect field and a ∈Wn(bk[b]) then [a, b)pn =
0.
Proof. First we prove (i) at n = 1. By Proposition 1.1(ii) [b, b)p = 0 iff b ∈
NL/K(L
×), where L = K(℘−1(b)). If b ∈ ℘(K) then [b, b)p = 0 and L = K so our
claim is trivial. If b /∈ ℘(K) then L/K is an Artin-Schreier extension, of degree
p. We have L = K(α) for some α with ℘(α) = b. Then the minimal polynomial
of α is Xp − X − b = 0 so NL/K(α) = (−1)
p(−b) = b. (Including the case when
charK = p = 2.) Thus b ∈ NL/K(L
×).
Next, we prove (i) and (ii) by induction on n in two steps.
Step 1. We prove that if n ≥ 1 then (i) at n implies (ii) at n. We use
Lemma 2.1(ii). Since the ideal a = bk[b] of the ring R = k[b] is generated, as
a group, by cbh, with h ≥ 1 and c ∈ k \ {0}, we get that Wn(bk[b]) is gener-
ated by V i[cbh], with h ≥ 1, c ∈ k \ {0} and 0 ≤ i ≤ n − 1. Hence a writes as
a linear combination with coefficients in Z of the generators V i(cbh) and, by the
linearity in the first variable of [·, ·)pn , [a, b)pn writes as a linear combination of
[V i[cbh], b)pn . So it is enough to prove that [V
i[cbh], b)pn = 0 for h ≥ 1, c ∈ k \ {0}
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and 0 ≤ i ≤ n − 1. But [V i[cbh], b)pn = pi[[cbh], b)pn so we only have to prove
that [[cbh], b)pn = 0 (i.e. the case i = 0). We write h = p
sl with s ≥ 0 and
(p, l) = 1. Since k is perfect we have c = dp
n+s
for some d ∈ k \ {0}. Then
[[cbh], b)pn = [[d
pn+sbp
sl], b)pn = [F
s[dp
n
bl], b)pn = [[d
pnbl], b)pn . By (i) we have
0 = [[dp
n
bl], dp
n
bl)pn = p
n[[dp
n
bl], d)pn + l[[d
pnbl], b)pn = l[[d
pnbl], b)pn . Since also
pn[[dp
n
bl], b)pn = 0 and (p
n, l) = 0 we get [[dp
n
bl], b)pn = 0, as claimed.
Step 2. We prove that if n > 1 then (ii) at n − 1 implies (i) at n. Let α =
(α0, . . . , αn−1) ∈ Wn(Ks) with ℘(α) = [b]. By Proposition 1.1(ii), we must prove
that b ∈ NL/K(L
×), where L = K(℘−1([b])) = K(α). When we identify the first
coordinate in the equality Fα − α = ℘(α) = [b] we get αp0 − α0 = b. We have
α = (α0, 0, . . . , 0) + (0, α1, . . . , αn−1) = [α0] + V α
′, where α′ = (α1, . . . , αn−1) ∈
Wn−1(Ks). Then [b] = ℘(α) = ℘([α0]) + ℘(V α
′) so V ℘(α′) = ℘(V α′) = [b] −
℘([α0]) = [b]−[α
p
0]+[α0]. But [b] = [α
p
0−α0], [α
p
0] and [α0] belong toWn(α0Fp[α0]),
which, by Lemma 2.1(i), is an ideal of Wn(Fp[α0]). It follows that V ℘(α
′) =
[b]−[αp0]+[α0] ∈Wn(α0Fp[α0]) so a := ℘(α
′) has all the coordinates in α0Fp[α0], i.e.
a ∈Wn−1(α0Fp[α0]). Let nowK
′ = K[α0]. We have ℘(α0) = b soK
′ = K(℘−1(b)).
Also L = K(α0, . . . , αn−1) = K
′(α1, . . . , αn−1) = K
′(α′). Since ℘(α′) = a ∈
Wn−1(Fp[α0]) ⊆ Wn−1(K ′) we have L = K ′(℘−1(a)). Now α0 ∈ K ′×, Fp ⊆ K ′
is a perfect field and a ∈ Wn−1(α0Fp[α0]). By (ii) at n − 1, this implies that
[a, α0)K′,pn−1 = 0. Since L = K
′(℘−1(a)), by Proposition 1.1(ii) we have α0 ∈
NL/K′(L
×). There are two cases:
a) If b /∈ ℘(K) then, as seen from the proof of (i) in the case n = 1, ℘(α0) = b
implies that K ′ = K(α0) is an Artin-Schreier extension of K and NK′/K(α0) = b.
But we also have α0 ∈ NL/K′(L
×) so α0 = NL/K′(γ) for some γ ∈ L
×. It follows
that b = NK′/K(NL/K′(γ)) = NL/K(γ) so b ∈ NL/K(L
×).
b) If b ∈ ℘(K) then K ′ = K(℘−1(b)) = K. Hence α0 ∈ NL/K(L
×). By the same
reasoning, for any other β = (β0, . . . , βn−1) with ℘(β) = [b] we have that β0 is in the
norm group of L = K(℘−1([b]))/K. Let 0 ≤ h ≤ p−1. We have [h] = (h, 0, . . . , 0) ∈
Wn(Fp) = ker℘. So if we take β = α+[h] then ℘(β) = ℘(α)+℘([h]) = [b]+0 = [b].
By identifying the first coordinate in the equality β = α+ [h], we get β0 = α0 + h.
Hence α0 + h = β0 ∈ NL/K(L
×). Since α0 + h ∈ NL/K(L
×) for 0 ≤ h ≤ p− 1, we
have b = αp0 − α0 = α0(α0 + 1) · · · (α0 + p− 1) ∈ NL/K(K
×) and we are done. ✷
In this paper we only use Lemma 2.2(i). We stated the stronger result from (ii)
only because it makes the induction possible. In fact, for the induction to work we
only need the statement (ii) for k = Fp.
Note that the proof of [[b], b)pn = 0 was done with rather rudimentary methods.
There is an alternative proof using class field theory. We can also prove Lemma
(ii), but only when k is finite. So we have b ∈ K×, k = Fq ⊆ K for some p-power
q, a ∈ Wn(bFq[b]) and we want to prove that [a, b)pn = 0.
First note that we can reduce to the case when K = Fq(b). Indeed, we have
a ∈ Wn(Fq(b)) and Fq(b) ⊆ K so if [a, b)Fq(b),pn = 0 then [a, b)K,pn = 0, as well.
(We have A[a,b)K,pn = A[a,b)Fq(b),pn ⊗Fq(b) K so if A[a,b)Fq(b),pn
∼= Mpn(Fp(b)) then
also A[a,b)K,pn
∼=Mpn(K).)
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If b is algebraic over Fq then K = Fq(b) is finite so [a, b)pn = 0 follows from
Br(K) = {0}. So we may assume that b is transcendental over Fq. It follows that
K is a global field. Then we have the exact sequence
0 7→ Br(K)→
⊕
v∈ΩK
Br(Kv)→ Q/Z→ 0.
Here ΩK is the set of all places of K and the first map is given by the localizations,
ξ 7→ (ξv)v∈ΩK , i.e. [A] 7→ ([A ⊗K Kv])v∈ΩK for any c.s.a. A over K. The second
map is given by (ξv)v∈ΩK 7→
∑
v∈ΩK
invv(ξv), where invv : Br(Kv)
∼
−→ Q/Z is
the local invariant of the Brauer group. Then for any ξ ∈ Br(K) we have ξ = 0
iff ξv = 0 ∀v ∈ ΩK . If v0 ∈ ΩK and ξv = 0 only holds for v ∈ ΩK \ {v0} then
0 =
∑
v∈ΩK
invv(ξv) = invv0(ξv0 ) so ξv0 = 0 as well. Therefore in order to prove
that ξ = 0 it suffices to prove that ξv = 0 holds for all but one value of v ∈ ΩK .
If v ∈ ΩK then we denote by Ov the ring of integers from Kv, by pv the prime
ideal and by O×v = Ov \ pv the group of units.
For every monic irreducible f ∈ Fq[b] we have the place vf of K corresponding to
the prime ideal (f) of Fq[b]. Besides these places, we have the place v∞ correspond-
ing to the norm | · |∞, given by |g/h|∞ = qdeg g−deg h for every g, h ∈ Fq[b] \ {0}.
Let ξ = [a, b)pn ∈ Br(K). Then for every v ∈ ΩK we have ξv = [a, b)v,pn :=
[a, b)Kv,pn . So in order to prove that [a, b)pn = 0 it is enough to prove that
[a, b)v,pn = 0 holds for every place v, except v = v∞. We have two cases.
If v = vf for some monic irreducible f ∈ Fq[b], f 6= b, then b ∈ O×v and
the entries of a belong to bFq[b] ⊆ Ov, which, by [T, Corollary 2.1], implies that
Lv := Kv(℘
−1(a)) is an unramified extension of Kv. Since Lv/Kv is unramified
and b ∈ O×v , we have b ∈ NLv/Kv (L
×
v ) and so [a, b)v,pn = 0.
If v = vb then the entries of a belong to bFq[b] ⊆ pv. By [T, Proposition 6.1],
this implies that a ∈ ℘(Wn(Kv)), so again [a, b)v,pn = 0.
3. The symbols ((·, ·))pm ,pn and ((·, ·))pm ,pn
From now on we make the convention that [0, 0)pn = 0.
Definition 1. For any field K of characteristic p and n ≥ 1 we define the symbol
((·, ·))pn :Wn(K)×Wn(K)→ pn Br(K)
as follows. If a = (a0, . . . , an−1), b = (b0, . . . , bn−1) ∈ Wn(K) then
((a, b))pn :=
n−1∑
j=0
[F ja[bj ], bj)pn .
By our convention, if bj = 0 then [F
ja[bj ], bj)pn = [0, 0)pn = 0 so the terms with
bj = 0 should be ignored in the sum above.
In particular, if a = 0 or b = 0 then ((a, b))pn = 0.
3.1. Remarks
(1) If a ∈ Wn(K), b ∈ K then all but the first term in the definition of ((a, [b]))pn
are zero and we have ((a, [b]))pn = [a[b], b)pn .
Thus [·, ·)pn writes in terms of ((·, ·))pn as [a, b)pn = ((a[b]
−1, [b]))pn .
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(2) If n = 1 then ((·, ·))p is defined by ((a, b))p = [ab, b)p.
Lemma 3.2. (i) With the notations from Definition 1, we have
((a, b))pn =
n−1∑
i,j=0
[[ap
j
i b
pi
j ], b
pi
j )pn .
(ii) If a, b ∈ K and k, l ≥ 0 then ((V k[a], V l[b]))pn = [[ap
l
bp
k
], bp
k
)pn .
Proof. (i) We prove that [F ja[bj ], bj)pn =
∑n−1
i=0 [[a
pj
i b
pi
j ], b
pi
j )pn for every j.
Then our result follows by summation over j.
If bj = 0 this is just 0 = 0 so we may assume that bj 6= 0. We have
F ja[bj ] = (a
pj
0 , . . . , a
pj
n−1)[bj ] = (a
pj
0 bj, . . . , a
pj
n−1b
pn−1
j ) =
n−1∑
i=0
V i[ap
j
i b
pi
j ].
It follows that
[F ja[bj ], bj)pn =
n−1∑
i=0
[V i[ap
j
i b
pi
j ], bi)pn =
n−1∑
i=0
[[ap
j
i b
pi
j ], b
pi
j )pn .
(We have [V ia, b)pn = p
i[a, b)pn = [a, b
pi)pn .) Hence the conclusion.
(ii) Assume first that k, l ≤ n − 1. We use (i) in the case when ai = 0 for
i 6= k and bj = 0 if j 6= l, i.e. when a = V k[ak] and b = V l[bl]. It follows
that [[ap
j
i b
pi
j ], b
pi
j )pn = 0 for (i, j) 6= (k, l) and so ((V
k[ak], V
l[bl]))pn = ((a, b))pn =
[[ap
l
k b
pk
l ], b
pk
l )pn . When we drop the indices k and l we get our result.
If k ≥ n or l ≥ n then V k[a] or V l[b] = 0 so ((V k[a], V l[b]))pn = 0. If k ≥ n
then bp
k
is a pn-power so [[ap
l
bp
k
], bp
k
)pn = 0 and we are done. Similarly, if l ≥ n
then [[ap
l
bp
k
], ap
l
)pn = 0. But by Lemma 2.2 we also have 0 = [[a
plbp
k
], ap
l
bp
k
)pn =
[[ap
l
bp
k
], ap
l
)pn + [[a
plbp
k
], bp
k
)pn so again [[a
plbp
k
], bp
k
)pn = 0. ✷
Proposition 3.3. The symbol ((·, ·))pn has the following properties.
(i) ((a, b))pn = ((a+ F
nc, b+ Fnd))pn ∀a, b, c, d ∈Wn(K).
(ii) ((·, ·))pn is bilinear.
(iii) ((a, b))pn = −((b, a))pn ∀a, b ∈Wn(K), i.e. ((·, ·))pn is skew-symmetric.
(iv) ((a, bc))pn + ((b, ac))pn + ((c, ab))pn = 0 ∀a, b, c ∈ Wn(K).
Proof. (iii) If a = (a0, . . . , an−1) and b = (b0, . . . , bn−1) then by Lemma 3.2(i) we
have ((a, b))pn + ((b, a))pn =
∑n−1
i,j=0[[a
pj
i b
pi
j ], b
pi
j )pn +
∑n−1
i,j=0[[a
pj
i b
pi
j ], a
pj
i )pn . But
by Lemma 2.2 for every i, j we have 0 = [[ap
j
i b
pi
j ], a
pj
i b
pi
j )pn = [[a
pj
i b
pi
j ], a
pj
i )pn +
[[ap
j
i b
pi
j ], b
pi
j )pn . Hence ((a, b))pn + ((b, a))pn = 0.
(ii) The linearity of ((·, ·))pn in the first variable follows directly from the defini-
tion. Then the linearity in the second variable will follow from the skew-symmetry,
which we have already proved.
(i) Since ((·, ·))pn is bilinear it suffices to prove that ((Fna, b))pn = ((a, Fnb))pn =
0 ∀a, b ∈ Wn(K). By using the formula [a, bp
n
)pn = 0 we get ((a, F
nb))pn =∑n−1
j=0 [F
ja[bp
n
j ], b
pn
j )pn = 0. Then ((F
na, b))pn = 0 follows from the skew-symmetry.
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(iv) We must prove that the map f : Wn(K)
3 → pn Br(K) given by (a, b, c) 7→
((a, bc))pn + ((b, ac))pn + ((c, ab))pn is identically zero. Now ((·, ·))pn is bilinear
so f is linear in each variable. Since (Wn(K),+) is generated by S = {V i[a] :
a ∈ K×, 0 ≤ i ≤ n − 1} it suffices to prove that f(a, b, c) = 0 when a, b, c ∈ S.
So we must prove that f(V i[a], V j[b], V k[c]) = 0 ∀a, b, c ∈ K×, 0 ≤ i, j, k ≤ n −
1. We have V j [b]V k[c] = V j+k(F k[b]F j [c]) = V j+k[bp
k
cp
j
]. By Lemma 3.2(ii)
((V i[a], V j [b]V k[c]))pn = −((V j [b]V k[c], V i[a]))pn writes as
− ((V j+k[bp
k
cp
j
], V i[a]))pn = −[[(b
pkcp
j
)p
i
ap
j+k
], ap
j+k
)pn
= −[[ap
j+k
bp
i+k
cp
i+j
], ap
j+k
)pn .
Similarly for the remaining two terms of f(V i[a], V j [b], V k[c]). Hence
f(V i[a], V j [b], V k[c]) = −[[ap
j+k
bp
i+k
cp
i+j
], ap
j+k
)pn − [[a
pj+kbp
i+k
cp
i+j
], bp
i+k
)pn
− [[ap
j+k
bp
i+k
cp
i+j
], cp
i+j
)pn = −[[a
pj+kbp
i+k
cp
i+j
], ap
j+k
bp
i+k
cp
i+j
)pn ,
which is zero by Lemma 2.2. ✷
Properties (i)-(iii) summarize as follows.
Corollary 3.4. ((·, ·))pn is a bilinear skew-symmetric map defined as
((·, ·))pn :Wn(K)/F
n(Wn(K))×Wn(K)/F
n(Wn(K))→ pn Br(K).
Note that Fn(Wn(K)) also writes as Wn(K
pn).
Lemma 3.5. For every ring R there is a group isomorphism
(R ⊗R)/〈a⊗ bc− ab⊗ c− ac⊗ b : a, b, c ∈ R〉 → Ω1(R)
given by x⊗ y 7→ xdy.
Proof. Ω1(R) is the R-module generated by da with a ∈ R, subject to d(a+b) =
da+ db and d(ab) = a db + b da ∀a, b ∈ R. Then Ω1(R) writes as M/N , where M
is the R-module generated by da with a ∈ R subject to d(a+ b) = da+ db and N
is the R-submodule of M generated by d(ab)− a db− b da, with a, b ∈ R.
We claim that there is a group isomorphism f : R⊗R→M given by x⊗y 7→ xdy.
The existence of f defined this way follows from the fact that the map R×R→M
given by (x, y) → xdy is bilinear. (In M we have (a + b) dc = a dc + b dc and
a d(b + c) = a(db + dc) = a db + a dc.) Conversely, we regard R ⊗ R as an R-
module by defining xα := (x⊗ 1)α ∀x ∈ R, α ∈ R ⊗ R and we define a morphism
of R-modules g : M → R ⊗ R by dx 7→ 1 ⊗ x. This is well defined because the
relations among generators in M , d(a+ b) = da+db, are preserved by g. (We have
1⊗(a+b) = 1⊗a+1⊗b.) Now g(xdy) = xg(dy) = x(1⊗y) = (x⊗1)(1⊗y) = x⊗y.
It follows that f and g are inverse to each other group isomorphisms.
Then f induces a group isomorphism (R⊗R)/g(N)→M/N = Ω1(R), given by
x ⊗ y → xdy. Now, as an R-module, N is generated by d(bc) − b dc − c db, with
b, c ∈ R. As a group, it will be generated by a(d(bc) − b dc − c db) = a d(bc) −
ab dc − ac db, with a, b, c ∈ R. It follows that g(N) is the group generated by
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g(a d(bc) − ab dc − ac db) = a ⊗ bc − ab ⊗ c − ac ⊗ b, with a, b, c ∈ R. Hence the
conclusion. ✷
Proposition 3.6. There is a group morphism αpn : Ω
1(Wn(K))/ dWn(K) →
pn Br(K) given by a db 7→ ((a, b))pn .
In particular, if n = 1 then ((a, b))p = [ab, b)p (see Remark 3.1(2)) so we recover
the original definition of αp from the introduction.
Proof. For convenience, we write ((·, ·)) instead of ((·, ·))pn . By Proposition
3.3(ii) ((·, ·)) :Wn(K)×Wn(K)→ pn Br(K) is bilinear so there is a group morphism
f : Wn(K) ⊗ Wn(K) → pn Br(K) given by a ⊗ b 7→ ((a, b)). By Proposition
3.3(iii) and (iv) for every a, b, c ∈ Wn(K) we have f(a ⊗ bc − ab ⊗ c − ac ⊗ b) =
((a, bc)) − ((ab, c)) − ((ac, b)) = ((a, bc)) + ((c, ab)) + ((b, ac)) = 0. So f can be
defined on
(Wn(K)⊗Wn(K))/〈a⊗ bc− ab⊗ c− ac⊗ b : a, b, c ∈Wn(K)〉,
which, by Lemma 3.5, is isomorphic to Ω1(Wn(K)), via a⊗b 7→ a db. Then we get a
group morphism αpn : Ω
1(Wn(K))→ pn Br(K) given by a db 7→ f(a⊗ b) = ((a, b)).
But for every a, b ∈ Wn(K) we have αpn(d(ab)) = αpn(a db + b da) = ((a, b)) +
((b, a)) = 0. In particular, if b = 1 we get αpn(da) = 0 ∀a ∈ Wn(K). Hence αpn is
defined in fact on Ω1(Wn(K))/ dWn(K). ✷
Remark Proposition 3.6 is a consequence of Proposition 3.3(ii)-(iv). But in fact
we have equivalence. Indeed, (ii) follows from αpn(a d(b+c)) = αpn(a db)+αpn(a dc)
and αpn((a + b) dc) = αpn(a dc) + αpn(b dc). For (iii) we have αpn(a db + b da) =
αpn(d(ab)) = 0, i.e. ((a, b)) + ((b, a)) = 0. And for (iv) we have αpn(a d(bc)) =
αpn(ab dc + ac db), i.e. ((a, bc)) = ((ab, c)) + ((ac, b)). Together with ((ab, c)) =
−((c, ab)) and ((ac, b)) = −((b, ac)), this implies ((a, bc)) + ((b, ac)) + ((c, ab)) = 0.
Proposition 3.7. The Frobenius and Verschiebung maps are adjoint:
((Fa, b))pn = ((a, V b))pn and ((V a, b))pn = ((a, Fb))pn ∀a, b ∈Wn(K).
P roof. Since both maps (a, b) 7→ ((Fa, b))pn and (a, b) 7→ ((a, V b))pn are bilin-
ear and (Wn(K),+) is generated by S = {V i[a] : a ∈ K×, 0 ≤ i ≤ n − 1}, it
suffices to prove that ((Fa, b))pn = ((a, V b))pn for a, b ∈ S. So we must prove that
((FV i[a], V j [b]))pn = ((V
i[a], V V j [b]))pn ∀a, b ∈ K×, 0 ≤ i, j ≤ n − 1. We use
Lemma 3.2(ii) and we get
((FV i[a], V j [b]))pn = ((V
i[ap], V j [b]))pn = [[(a
p)p
j
bp
i
], bp
i
)pn
= [[ap
j+1
bp
i
], bp
i
)pn = ((V
i[a], V j+1[b]))pn .
The second statement follows from the first by the skew-symmetry. ✷
Proposition 3.8. If a, b ∈ Wn(K) then ((a, b))pn = ((V a, V b))pn+1 .
More generally, if m ≥ n then ((a, b))pn = ((V
m−na, V m−nb))pm .
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Proof. Let b = (b0, . . . , bn−1). Then V b = (0, b0, . . . , bn−1) so, by definition,
((V a, V b))pn+1 = [0, 0)pn+1 +
n−1∑
j=0
[F j+1V a[bj], bj)pn+1 .
But F j+1V a[bj ] = V (F
j+1a)[bj ] = V (F
j+1aF [bj]). It follows that
[F j+1V a[bj], bj)pn+1 = [V (F
j+1aF [bj]), bj)pn+1 = [F
j+1aF [bj ], bj)pn = [F
ja[bj ], bj)pn .
(We used the formulas [V a, b)pn+1 = [a, b)pn and [Fa, b)pn = [a, b)pn .)
Hence ((V a, V b))pn+1 =
∑n−1
j=0 [F
ja[bj], bj)pn = ((a, b))pn . ✷
Corollary 3.9. Ifm ≥ n then for any a, b ∈ W (K) we have ((a, b))pn = pm−n((a, b))pm .
Explicitly,
(((a0, . . . , an−1), (b0, . . . , bn−1)))pn = p
m−n(((a0, . . . , am−1), (b0, . . . , bm−1)))pm .
P roof. By Propositions 3.8 and 3.7, we have ((a, b))pn = ((V
m−na, Vm−nb))pm =
((Fm−nV m−na, b))pm = ((p
m−na, b))pm = p
m−n((a, b))pm . ✷
Proposition 3.10. (·, ·)pn is antisymmetric.
Proof. Since (·, ·)pn is skew-symmetric we have 2((a, a))pn = ((a, a))pn+((a, a))pn =
0. If p > 2 then also pn((a, a))pn = 0. Since (2, p
n) = 1 we get ((a, a))pn = 0. If
p = 2 then by Corollary 3.9 we have ((a, a))2n = 2((a, a))2n+1 = 0. ✷
Definition 2. For m,n ≥ 1 we define the symbol
((·, ·))pm ,pn :Wm(K)×Wn(K)→ Br(K)
by ((a, b))pm,pn = ((V
l−ma, V l−nb))pl for any l ≥ m,n.
In particular, if m = n we may take l = n and we have ((·, ·))pn,pn = ((·, ·))pn .
Proposition 3.11. (i) ((·, ·))pm,pn is well defined.
(ii) ((a, b))pm,pn = ((a+ F
nc, b+ Fmd))pm,pn ∀a, c ∈Wm(K), b, d ∈Wn(K).
(iii) ((·, ·))pm ,pn is bilinear.
(iv) ((a, b))pm,pn = −((b, a))pn,pm ∀a ∈Wm(K), b ∈Wn(K).
Proof. (i) We must prove that the formula for ((a, b))pm,pn from Definition
2 is independent of the choice of l. Assume that l′ ≥ l ≥ m,n. Then by
Proposition 3.8 we have ((V l−ma, V l−nb))pl = ((V
l′−lV l−ma, V l
′−lV l−nb))pl′ =
((V l
′−ma, V l
′−nb))pl′ .
(iii) follows from the bilinearity of ((·, ·))pl and the fact that the maps a 7→ V
l−ma
and b 7→ V l−nb are linear.
(ii) Since ((·, ·))pm ,pn is bilinear it suffices to prove that ((a, Fmb))pm,pn =
((Fna, b))pm,pn = 0 ∀a ∈ Wm(K), b ∈Wn(K). If l ≥ m,n then
((a, Fmb))pm,pn = ((V
l−ma, V l−nFmb))pl
= ((V mV l−ma, V l−nb))pl = ((0, V
l−nb))pl = 0.
THE pn TORSION OF THE BRAUER GROUP IN CHARACTERISTIC p 13
(Here we used the adjoint property of F and V and the fact that V l ≡ 0 onWl(K).)
The proof of ((Fna, b))pm,pn = 0 is similar.
(iv) Follows from the definition of ((·, ·))pm,pn and the skew-symmetry of ((·, ·))pl .
✷
Corollary 3.12. ((·, ·))pm ,pn is a bilinear map defined as
((·, ·))pm,pn :Wm(K)/F
n(Wm(K))×Wn(K)/F
m(Wn(K))→ pk Br(K),
where k = min{m,n}.
Note that Fn(Wm(K)) and F
m(Wn(K)) also write as Wm(K
pn) and Wn(K
pm).
Proof. By Proposition 3.11(ii), ((a, b))pm,pn depends only on a mod F
n(Wm(K))
and b mod Fm(Wn(K)). This justifies the new domain for ((·, ·))pm,pn . The fact
that the image of ((·, ·))pm,pn is in pk Br(K) follows from bilinearity of ((·, ·))pm ,pn
and the fact that Wm(K)/F
n(Wm(K)) and Wn(K)/F
m(Wn(K)) are p
k-torsion.
Indeed, FV = V F = p so pmWm(K) ⊆ V m(Wm(K)) = {0} and pnWm(K) ⊆
Fn(Wm(K)). Thus Wm(K)/F
n(Wm(K)) is killed by both p
m and pn and so by
pk. Similarly for Wn(K)/F
m(Wn(K)). ✷
Proposition 3.13. The Frobenius and Verschiebung maps are adjoint:
((Fa, b))pm,pn = ((a, V b))pm,pn = ((a, b))pm,pn−1
((V a, b))pm,pn = ((a, Fb))pm,pn = ((a, b))pm−1,pn
Here we make the convention that ((a, b))pm,pn = 0 if m or n = 0.
More generally, ∀a, b ∈W (K) we have
((F iV ja, F kV lb))pm,pn =
{
((a, b))pm−j−k,pn−i−l if m > j + k, n > i+ l
0 otherwise
.
P roof. Let N ≥ m,n. Since F and V are adjoint with respect to ((·, ·))pN we
have
((F iV ja, F kV lb))pm,pn = ((V
N−mF iV ja, V N−nF kV lb))pN
= ((F iV N−m+ja, F kV N−n+lb))pN = ((V
kV N−m+ja, V iV N−n+lb))pN .
If m > j + k, n > i + l then N ≥ m − j − k, n − i − l ≥ 1 so, by definition,
((V N−m+j+ka, V N−n+l+ib))pN = ((a, b))pm−j−k ,pn−i−l . If m ≤ j + k or n ≤ i + l
thenN−m+j+k orN−n+l+i ≥ N so V N−m+j+ka or V N−n+l+ib = 0 inWN (K).
(On WN (K) we have V
N ≡ 0.) Hence ((V N−m+j+ka, V N−n+l+ib))pN = 0. ✷
3.14. Remark. In short notation we may writeWm(K)/F
n(Wm(K)) asWm(K)/(F
n),
where by (Fn) we mean the image of Fn on Wm(K). In the same short no-
tation Wm(K) = W (K)/V
m(W (K)) may be written as W (K)/(V m). Hence
in the short notation we have Wm(K)/F
n(Wm(K)) = W (K)/(V
m, Fn), where
(V m, Fn) is the subgroup of W (K) generated by the images of V m and Fn. Sim-
ilarly, Wn(K)/F
m(Wn(K)) = W (K)/(V
n, Fm) so the domain of ((·, ·))pm,pn can
be written as W (K)/(V m, Fn)×W (K)/(V n, Fm).
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One can see that F and V switch roles inW (K)/(V m, Fn) andW (K)/(V n, Fm).
This is explained by the fact that F and V are adjoint with respect to ((·, ·))pm ,pn
so if P ∈ Z[X,Y ] then ((P (V, F )a, b))pm,pn = ((a, P (F, V )b))pm,pn ∀a, b ∈ W (K).
In particular, ((P (V, F )a, b))pm,pn = 0 ∀a, b ∈ W (K) iff ((a, P (F, V )b))pm,pn = 0
∀a, b ∈ W (K). Two polynomials P with this property are Xm and Y n.
Proposition 3.15. (i) If a = (a0, . . . , am−1) ∈ Wm(K), b = (b0, . . . , bn−1) ∈
Wn(K) then
((a, b))pm,pn =
n−1∑
j=0
[Fm+jaFn[bj ], bj)pm .
(Same as in Definition 1, the terms with bj = 0 should be ignored.)
(ii) [Fm+jaFn[bj ], bj)pm = ((a, V
j [bj ]))pm,pn = ((a, [b]j))pm,pn−j ∀0 ≤ j ≤ n− 1.
Proof. (i) In Definition 2 we take l = m+n and we get ((a, b))pm,pn = ((V
na, Vmb))pm+n .
For 0 ≤ j ≤ n− 1 the m+ j entry of V mb is bj and all the other entries are 0. By
Definition 1 we have
((V na, Vmb))pm+n =
n−1∑
j=0
[Fm+jV na[bj], bj)pm+n .
But Fm+jV na[bj ] = V
n(Fm+ja)[bj ] = V
n(Fm+jaFn[bj]). It follows that
[Fm+jV na[bj], bj)pm+n = [V
n(Fm+jaFn[bj ]), bj)pm+n = [F
m+jaFn[bj ], bj)pm .
Hence the conclusion.
(ii) The j entry of V j [bj] is bj and all the other entries are 0. Then by (i) we
have ((a, V j [bj ]))pm,pn = [F
m+jaFn[bj ], bj)pm .
The relation ((a, V j [bj ]))pm,pn = ((a, [bj ]))pm,pn−j follows from Proposition 3.13.
✷
3.16. Remarks
(1) Since [Fa, b)pm = [a, b)pm , we can simplify F
k, where k = min{m+ j, n}, in
the formula [Fm+jaFn[bj ], bj)pm . So [F
m+jaFn[bj ], bj)pm = [F
m−n+ja[bj], bj)pm if
m+ j ≥ n and = [aFn−m−j [bj], bj)pm if m+ j < n.
So if m ≥ n then ((a, b))pm,pn =
∑n−1
j=0 [F
m−n+ja[bj], bj)pm , while if m < n then
((a, b))pm,pn =
∑n−m−1
j=0 [aF
n−m−j[bj ], bj)pm +
∑n−1
j=n−m[F
m−n+ja[bj], bj)pm .
In particular, when m = n we recover Definition 1 for ((·, ·))pn = ((·, ·))pn,pn .
(2) A priori, [Fm+jaFn[bj ], bj)pm is p
m-torsion. But in fact, since it writes as
((a, [bj ]))pm,pn−j , it is p
min{m,n−j}-torsion. In particular, when m = n the term
[F ja[bj], bj)pn from Definition 1 writes as ((a, [bj ]))pn,pn−j so it is p
n−j-torsion.
(3) We have ((a, b))pm,pn = −((b, a))pn,pm so
((a, b))pm,pn =
n−1∑
j=0
[Fm+jaFn[bj ], bj)pm = −
m−1∑
i=0
[Fn+ibFm[ai], ai)pn .
In terms of c.s.a., ((a, b))pm,pn = [A] = [B], where A =
⊗n−1
j=0 A[Fm+jaFn[bj ],bj)pm
and B =
⊗m−1
i=0 A
op
[Fn+ibFm[ai],ai)pn
. Thus A writes as the tensor product of n
THE pn TORSION OF THE BRAUER GROUP IN CHARACTERISTIC p 15
c.s.a. of degree pm and B as the tensor product of m c.s.a. of degree pn. Hence
degA = degB = pmn. Therefore the Schur index of ((a, b))pm,pn is at most p
mn.
Philippe Gille raised the question whether this upper bound can be achieved. The
answer is yes. If F = Fp(a0, . . . , am−1, b0, . . . , bn−1), where ai, bj are variables, and
a = (a0, . . . , am−1), b = (b0, . . . , bn−1) then the Schur index of ((a, b))pm,pn is p
mn.
To prove this we need a new way to describe ((·, ·))pm ,pn in terms of c.s.a. given by
generators and relations.
As seen in the introduction, the symbols [·, ·)pn :Wn(K)×K× → pn Br(K) have a
direct limit [·, ·)p∞ : CW (K)×K
× → p∞ Br(K). For every n ≥ 1 the canonical mor-
phism ψn :Wn(K)→ CW (K) is given by (a0, . . . , an−1) 7→ (. . . , 0, 0, a0, . . . , an−1).
We can do the same with the symbols ((a, b))pm,pn indexed over (N
∗ × N∗,≤),
where (m,n) ≤ (m′, n′) if m ≤ m′, n ≤ n′.
If m ≤ m′, n ≤ n′ then, by Proposition 3.13, for any a ∈ Wm(K), b ∈ Wn(K)
we have ((a, b))pm,pn = ((V
m′−ma, V n
′−nb))pm′ ,pn′ . So we have the commuting
diagram
Wm(K)×Wn(K)
((·,·))pm,pn
−−−−−−−→ pk Br(K)
V m
′−m × V n
′−n ↓ ↓
Wm′(K)×Wn′(K)
((·,·))
pm
′
,pn
′
−−−−−−−−→ pk′ Br(K)
,
where k = min{m,n}, k′ = min{m′, n′}. So we have a map between two directed
systems. By taking direct limits we get a symbol ((·, ·))p∞ : CW (K)× CW (K)→
p∞ Br(K). If a = (. . . , a−1, a0), b = (. . . , b−1, b0) ∈ CW (K) with ai = 0 for i ≤ −m
and bj = 0 for j ≤ −n then a = ψm((a−m+1 . . . , a0)) and b = ψn((b−n+1 . . . , b0)).
So ((a, b))p∞ = (((a−m+1 . . . , a0), (b−n+1 . . . , b0)))pm,pn .
Now {(n, n) : n ∈ N∗} is cofinal in (N∗ × N∗,≤) so ((·, ·))p∞ can be regarded
also as the direct limit of ((·, ·))pn ,pn = ((·, ·))pn only. Since ((·, ·))pn are bilinear
and antisymmetric, so is ((·, ·))p∞ .
Note that if a ∈ CW (Kp
∞
) then ai ∈ Kp
∞
⊆ Kp
n
∀i. Hence (a−m+1 . . . , a0) ∈
Wm(K
p
n
) = Fn(Wm(K)). It follows that (((a−m+1 . . . , a0), (b−n+1 . . . , b0)))pm,pn =
0, i.e. ((a, b))p∞ = 0. Similarly, ((a, b))p∞ = 0 if b ∈ CW (Kp
∞
). Since ((·, ·))p∞
is bilinear, this implies that ((a, b))p∞ depends only on a and b mod CW (K
p∞). So
the symbol can be defined as ((·, ·))p∞ : CW (K)/CW (Kp
∞
)×CW (K)/CW (Kp
∞
)→
p∞ Br(K). We get:
Proposition 3.17. There is a bilinear antisymmetric symbol
((·, ·))p∞ : CW (K)/CW (K
p∞)× CW (K)/CW (Kp
∞
)→ p∞ Br(K)
given for any a = (. . . , a−1, a0), b = (. . . , b−1, b0) ∈ CW (K) with ai = 0 if i ≤ −m
and bj = 0 if j ≤ −n by ((a, b))p∞ = (((a−m+1 . . . , a0), (b−n+1 . . . , b0)))pm,pn .
Remark. The symbols [·, ·)pn too satisfy the adjoint property between Frobenius
and Verschiebung. We have [V a, b)pn = [a, b)pn−1 , but also [a, Fb)pn = [a, b
p)pn =
p[a, b)pn = [a, b)pn−1 . So [V a, b)pn = [a, Fb)pn = [a, b)pn−1 .
For the other adjoint property we need to define a Verschiebung map on K×.
On (Wn(F ),+) the Verschiebung map is defined by the property FV = V F =
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p := (x 7→ px). On (K×, ·) we need a multiplicative Verschiebung map V ×, which
should satisfy FV × = V F× = p := (x 7→ xp). Obvious such map is the identity,
V × = 1. Then we have [Fa, b)pn = [a, V
×b)pn = [a, b)pn .
As we will see in a future paper, this is a particular case of a more general result.
4. The representation theorem
In Proposition 3.6 we introduced the linear map αpn : Ω
1(Wn(K)) → pn Br(K)
given by a db 7→ ((a, b))pn . We are now able to prove that αpn is surjective and to
find its kernel, thus to generalize the result of [GS, Theorem 9.2.4] for n = 1, which
we mentioned in the introduction.
Note that in fact we already have the surjectivity. Indeed, Imαpn is the subgroup
of pn Br(K) generated by the image of ((·, ·))pn , which, by Remark 3.1(1), coincides
with the subgroup generated by the image of [·, ·)pn , which, by Proposition 1.2, is
the whole pn Br(K).
Lemma 4.1. For every a ∈Wn(K), b ∈ K
× we have [a, b)pn = αpn(a dlog[b]).
Proof. By Remark 3.1 we have [a, b)pn = ((a[b]
−1, [b]))pn = αpn(a[b]
−1 d[b]) =
αpn(a dlog[b]). ✷
Lemma 4.2. The following elements of Ω1(Wn(K)) belong to kerαpn .
da, Fa db− a dV b, V a db− a dFb, a, b ∈ Wn(K).
℘(a) dlog[b] = (Fa− a) dlog[b], a ∈Wn(K), b ∈ K
×.
In particular, ℘([a]) dlog[b] = ([ap]− [a]) dlog[b] ∈ kerαpn , ∀a ∈ K, b ∈ K×.
Proof. We have da ∈ kerαpn by Proposition 3.6.
By Proposition 3.7 we have αpn(Fa db− a dV b) = ((Fa, b))pn − ((a, V b))pn = 0.
Similarly for V a db− a dFb.
By Lemma 4.1 we have αpn(℘(a) dlog[b]) = [℘(a), b)pn = 0. ✷
Definition 3. We define Gn := Ω
1(Wn(K))/Mn, where
Mn = 〈Fa db − a dV b : a, b ∈ Wn(K), ℘([a]) dlog[b] : a ∈ Wn(K), b ∈ K
×〉.
By Lemma 4.2 we have Mn ⊆ kerαpn . Therefore we can regard αpn as being
defined αpn : Gn → pn Br(K).
We also define G′n := Ω
1(Wn(K))/M
′
n, where M
′
n ⊆Mn,
M ′n = 〈Fa db− a dV b : a, b ∈ Wn(K)〉.
We will prove by induction on n that αpn : Ω
1(Wn(K))→ pn Br(K) is surjective
and Mn is its kernel so αpn : Gn → pn Br(K) is an isomorphism.
Lemma 4.3. We have M1 = 〈da, ℘(a) dlog b : a ∈ K, b ∈ K×〉.
Consequently, αp : G1 → p Br(K) is an isomorphism by [GS, Theorem 9.2.4].
(See also §1.)
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Proof. In W1(K) = K we have V ≡ 0 and [a] = a ∀a ∈ K. It follows that
Fa db−a dV b = ap db−a d0 = dapb. Thus {Fa db−a dV b : a, b ∈ K} = {da : a ∈
K}. Also ℘([a]) dlog[b] = ℘(a) dlog b ∀a ∈ K, b ∈ K×. Hence the conclusion. ✷
Note that we used only a minimal set of generators for Mn. In fact Mn contains
all elements of kerαpn we know so far.
Lemma 4.4. All elements of kerαpn from Lemma 4.2 also belong to Mn.
With the exception of ℘(a) dlog[b], they also belong to M ′n.
Proof. InG′n we have Fa db = a dV b. More generally, F
ka db = a dV kb. So da =
Fn1 da = 1dV na = 0. (We have V n ≡ 0 in Wn(K) so V
na = 0.) Consequently,
a db+b da = d(ab) = 0 so a db = −b da. Hence V a db = −b dV a = −Fb da = a dFb.
The relations da = 0 and V a db = a dFb, which hold in G′n, imply da, V a db −
a dFb ∈ K ′n ⊆ Kn. Note that da = 0 and V a db = a dFb also hold in Gn.
We are left to prove that ℘a dlog[b] ∈ Mn, i.e. that ℘a dlog[b] = 0 in Gn. The
map f : Wn(K) → Gn, given by a 7→ ℘a dlog[b], is linear. We must prove that
f ≡ 0. The group (Wn(K),+) is generated by [a], with a ∈ K, and V a, where
a is a Witt vector, so it suffices to prove that f vanishes at these generators. We
have ℘([a]) dlog[b] ∈ Kn so f([a]) = 0. In Gn we have V a dlog[b] = V a[b]−1 d[b] =
V (aF [b]−1) d[b] = aF [b]−1 dF [b] = a dlogF [b]. But dlogF [b] = dlog[b]p = p dlog[b].
It follows that V a dlog[b] = pa dlog[b] = FV a dlog[b] so f(V a) = ℘(V a) dlog[b] =
(FV a− V a) dlog[b] = 0. ✷
By Lemma 3.5 we have a surjective morphism Wn(K)⊗Wn(K)→ Ω1(Wn(K)),
given by a⊗ b 7→ a db, and its kernel is 〈a⊗ bc− ab⊗ c− ac⊗ b : a, b, c ∈Wn(K)〉.
Hence Gn = Ω
1(Wn(K))/Mn also writes as Gn = (Wn(K) ⊗Wn(K))/Nn, where
Nn ⊆Wn(K)⊗Wn(K) is the preimage of Mn ⊆ Ω1(Wn(K)).
Explicitly, Nn is the group generated by
a⊗ bc− ab⊗ c− ac⊗ b, with a, b, c ∈Wn(K),
Fa⊗ b− a⊗ V b, with a, b ∈ Wn(K), ℘([a])[b]−1 ⊗ [b], with a ∈ K, b ∈ K×.
If we write Gn as (Wn(K)⊗Wn(K))/Nn then αpn : Gn → pn Br(K) is given by
a⊗ b 7→ ((a, b))pn .
Similarly, G′n = Ω
1(Wn(K))/M
′
n also writes as Gn = (Wn(K) ⊗Wn(K))/N
′
n,
where N ′n has the same generators as Nn except ℘([a])[b]
−1 ⊗ [b], with a ∈ K,
b ∈ K×.
Lemma 4.5. In Gn = (Wn(K)⊗Wn(K))/Nn we have:
Fa⊗ b = a⊗ V b, V a⊗ b = a⊗ Fb, a⊗ b = −b⊗ a ∀a, b ∈Wn(K).
a⊗ bk = kabk−1 ⊗ b ∀a, b ∈Wn(K), k ≥ 0.
℘(a)[b]−1 ⊗ [b] = 0 ∀a ∈Wn(K), b ∈ K×.
All relations above, except the last one, also hold in G′n = (Wn(K)⊗Wn(K))/N
′
n.
Proof. When we regard Gn and G
′
n as Ω
1(Wn(K))/Mn and Ω
1(Wn(K))/M
′
n,
the relations we want to prove write as Fa db = a dV b, V a db = a dFb, a db =
−b da, a dbk = kabk−1 db and ℘(a)[b]−1 d[b] = ℘(a) dlog[b] = 0. They follow from
18 CONSTANTIN-NICOLAE BELI
Lemma 4.4 and the properties of the differentials. (For a db = −b da note that
a db+ b da = d(ab) ∈M ′n ⊆Mn.) ✷
Since Wn(K) = W (K)/V
n(W (K)) the elements of Wn(K) can be regarded
as classes of elements in W (K). Therefore elements of Wn(K) ⊗Wn(K) can be
regarded as classes of elements of W (K) ⊗W (K). Hence we may regard αpn as
being defined on W (K)⊗W (K).
Lemma 4.6. With the convention above, if m ≥ n then αpn = pm−nαpm , in the
sense that αpn(η) = p
m−nαpm(η) ∀η ∈W (K)⊗W (K).
Proof. Since αpm and αpn are linear it is enough to verify our statement when
η is a generator of W (K)⊗W (K), η = a⊗ b, with a, b ∈W (K). But by Corollary
3.9 we have ((a, b))pn = p
m−n((a, b))pm , i.e. αpn(a⊗ b) = pm−nαpm(a⊗ b). ✷
Lemma 4.7. If n ≥ 2 then V ⊗ V : Wn−1(K) ⊗Wn−1(K) → Wn(K) ⊗Wn(K)
induces a linear map fn : Gn−1 → Gn.
We have fn(η) = pη for any η ∈W (K)⊗W (K) so Im fn = pGn.
Proof. We have Gn−1 = (Wn−1(K) ⊗Wn−1(K))/Nn−1 and Gn = (Wn(K) ⊗
Wn(K))/Nn so we must prove that (V ⊗ V )(Nn−1) ⊆ Nn. Equivalently, if h
is the composition Wn−1(K) ⊗Wn−1(K)
V⊗V
−−−→ Wn(K) ⊗Wn(K) → (Wn(K) ⊗
Wn(K))/Nn = Gn, then we must prove that Nn−1 ⊆ kerh.
First note that for any a, b ∈ W (K), by Lemma 4.5, in Gn we have h(a ⊗ b) =
V a ⊗ V b = FV a ⊗ b = pa ⊗ b. More generally, by linearity we have h(η) = pη
∀η ∈W (K)⊗W (K).
To prove that Nn−1 ⊆ kerh we note that Nn−1 is generated by the elements
η = a⊗ bc− ab⊗ c− ac⊗ b, Fa⊗ b− a⊗V b and ℘([a])[b]−1⊗ [b] of W (K)⊗W (K).
In each case we have η = 0 in Gn = (Wn(K) ⊗Wn(K))/Nn so h(η) = pη = 0, as
well. Hence Nn−1 ⊆ kerh.
We obtain a linear map fn : Gn−1 = (Wn−1(K) ⊗Wn−1(K))/Nn−1 → Gn =
(Wn(K)⊗Wn(K))/Nn given by fn(η) = h(η) = pη ∀η ∈ W (K)⊗W (K). ✷
Lemma 4.8. Let f : A → B be a morphism of abelian groups. If A′ ⊆ A is
a subgroup and B′ = f(A′) and f ′′ : A/A′ → B/B′ is the morphism given by
f ′′(x+A′) = f(x) +B′ then ker f ′′ is the image in A/A′ of ker f ⊆ A.
Proof. We use the snake lemma for the following diagram.
0→ A′ → A → A/A′ → 0
↓ f ′ ↓ f ↓ f ′′
0→ B′ → B → B/B′ → 0
,
where f ′ is the restriction of f to A′. We have f(A′) = B′ so f ′ is surjective so
coker f ′ = 0. Then, as a part of the long exact sequence obtained by the snake
lemma, we have the exact sequence ker f → ker f ′′ → coker f ′ = 0. Hence ker f ′′ is
the image in A/A′ of ker f ⊆ A, as claimed. ✷
THE pn TORSION OF THE BRAUER GROUP IN CHARACTERISTIC p 19
Lemma 4.9. If n ≥ 1 and T : Wn(K)→ W1(K) = K is the truncation map then
T ⊗ T : Wn(K) ⊗Wn(K) → K ⊗K induces a surjective morphism gn : Gn → G1
satisfying ker gn = pGn.
Proof. Since T is given by (a0, a1, . . .) 7→ a0 its kernel consists of elements of
the form (0, a1, a2, . . .), i.e. kerT = ImV . The truncation map T ⊗ T sends
the generators of Nn−1 to the generators of N1 so (T ⊗ T )(Nn) = N1. Let gn :
(Wn(K)⊗Wn(K))/Nn = Gn → (K⊗K)/N1 = G1 be the induced morphism. Since
T ⊗ T is surjective, so is gn. By Lemma 4.8, ker gn is the image of ker(T ⊗ T ) ⊆
Wn(K) ⊗ Wn(K) in Gn = (Wn(K) ⊗ Wn(K))/Nn. But ker(T ⊗ T ) = kerT ⊗
Wn(K) +Wn(K)⊗ kerT = ImV ⊗Wn(K) +Wn(K)⊗ ImV .
We now prove that ker gn = pGn. Now pGn is generated by elements of the
form pa⊗ b. But pa⊗ b = V (Fa)⊗ b ∈ ker gn. Conversely, we must prove that the
generators V a ⊗ b and a ⊗ V b of ker gn belong to pGn. If b = (b0, b1, b2, . . .) then
b = [b0]+V b
′, where b′ = (b1, b2, . . .). Hence V a⊗b = V a⊗ [b0]+V a⊗V b′. But, by
Lemma 4.5, in Gn we have V a⊗ [b0] = a⊗F [b0] = a⊗ [b0]
p = pa[b0]
p−1⊗ [b0] ∈ pGn
and V a⊗V b′ = FV a⊗b′ = pa⊗b′ ∈ pGn. So V a⊗b ∈ pGn. Similarly, V b⊗a ∈ pGn
so a⊗ V b = −V b⊗ a ∈ pGn. ✷
Theorem 4.10. The map αpn : Gn → pn Br(K) is an isomorphism.
Proof. We use the induction on n. The case n = 1 was handled by Lemma 4.3.
Suppose now that n ≥ 2. By Lemma 4.9, gn is surjective with ker gn = pGn. By
Lemma 4.7, Im fn = pGn. So we have the exact sequenceGn−1
fn
−→ Gn
gn
−→ G1 → 0.
We also have the obvious exact sequence 0 → pn−1 Br(K) → pn Br(K)
pn−1
−−−→
p Br(K). By Lemma 4.6, for any η ∈ W (K)⊗W (K) we have αpn−1(η) = pαpn(η)
and αp(η) = p
n−1αpn(η). Also by Lemma 4.7 fn(η) = pη, while gn is given by trun-
cations so gn(η) = η. Hence αp(gn(η)) = p
n−1αpn(η) and αpn(fn(η)) = pαpn(η) =
αpn−1(η). So we have the commutative exact diagram
Gn−1
fn
−→ Gn
gn
−→ G1 → 0
↓ αpn−1 ↓ αpn ↓ αp
0→ pn−1 Br(K) → pn Br(K)
pn−1
−−−→ p Br(K)
.
By the snake lemma we have the exact sequences kerαpn−1 → kerαpn → kerαp
and cokerαpn−1 → cokerαpn → cokerαp. But by the induction hypothesis αpn−1
and αp are isomorphisms so their ker and coker are zero. It follows that kerαpn =
cokerαpn = 0 so αpn is an isomorphism as well. ✷
As seen from the proof of Theorem 4.10, we have the commutative square
Gn−1
α
pn−1
−−−−→ pn−1 Br(K)
↓ fn ↓
Gn
αpn
−−→ pn Br(K)
.
Then we have an isomorphism αp∞ : G∞ → p∞ Br(K), where the G∞ = lim−→Gn.
We have Gn = (Wn(K) ⊗Wn(K))/Nn so G∞ = lim−→
(Wn(K) ⊗Wn(K))/ lim−→
Nn.
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Recall that fn : Gn−1 → Gn is induced by V ⊗ V : Wn−1(K) ⊗ Wn−1(K) →
Wn(K) ⊗ Wn(K). But the limit of the directed system W1(K)
V
−→ W2(K)
V
−→
W3(K)
V
−→ · · · is CW (K), with the canonical morphisms ψn : Wn(K) → CW (K)
given by (a0, . . . , an−1) 7→ (. . . , 0, 0, a0, . . . , an−1). Hence lim−→
Wn(K) ⊗Wn(K) =
CW (K) ⊗ CW (K), with the canonic morphisms ψn ⊗ ψn : Wn(K) ⊗Wn(K) →
CW (K) ⊗ CW (K). Since αpn is given by a ⊗ b 7→ ((a, b))pn ∀a, b ∈ Wn(K), αp∞
will be given by a⊗ b 7→ ((a, b))p∞ ∀a, b ∈ CW (K), where ((·, ·))p∞ is defined as in
Proposition 3.17.
By the same proof from Lemma 4.7, but with the part involving ℘([a])[b]−1⊗ [b]
ignored, we have (V ⊗ V )(N ′n−1) ⊆ N
′
n so V ⊗ V : Wn−1(K) ⊗ Wn−1(K) →
Wn(K) ⊗Wn(K) induces a morphism f ′n : G
′
n−1 → G
′
n. So the groups G
′
n also
form a directed system and we denote G′∞ = lim−→
G′n. Same as for G∞, we have
G′∞ = CW (K)⊗ CW (K)/ lim−→
N ′n.
Lemma 4.11. We have lim
−→
Nn = lim−→
N ′n so G∞ = G
′
∞.
Proof. We have lim
−→
Nn =
⋃
n≥1(ψn⊗ψn)(Nn) and lim−→
N ′n =
⋃
n≥1(ψn⊗ψn)(N
′
n).
Then lim
−→
Nn ⊇ lim−→
N ′n follows from Nn ⊇ N
′
n ∀n. Conversely, we must prove that
(ψn ⊗ ψn)(Nn) ⊆ lim−→
N ′n for any n ≥ 1. It suffices to prove that (ψn ⊗ ψn)(η) ∈
lim
−→
N ′n for every generator η of Nn. If η = a ⊗ bc − ab ⊗ c − ac ⊗ b for some
a, b, c ∈ Wn(K) or Fa ⊗ b − a ⊗ V b for some a, b ∈ Wn(K) then η ∈ N
′
n so
(ψn⊗ψn)(η) ∈ (ψn⊗ψn)(N ′n) ⊆ lim−→
N ′n. Assume now that η = ℘([a])[b]
−1⊗ [b] for
some a, b ∈ K, b 6= 0. We have (ψn⊗ψn)(η) = (ψn+1⊗ψn+1)((V ⊗V )(η)). We prove
that (V ⊗ V )(η) ∈ N ′n+1 so (ψn ⊗ ψn)(η) ∈ (ψn+1 ⊗ ψn+1)(N
′
n+1) ⊆ lim−→
N ′n. Now
η = [apb−1]⊗[b]−[ab−1]⊗[b] so (V ⊗V )(η) = V [apb−1]⊗V [b]−V [ab−1]⊗V [b]. But by
Lemma 4.5 in G′n+1 we have V [a
pb−1]⊗V [b] = FV [apb−1]⊗ [b] = p[apb−1]⊗ [b] and
V [ab−1]⊗V [b] = F [ab−1]⊗F [b] = [apb−p]⊗[b]p = p[apb−p][b]p−1⊗[b] = p[apb−1]⊗[b].
Thus V [apb−1] ⊗ V [b] = V [ab−1] ⊗ V [b] in G′n+1 = (Wn+1(K) ⊗Wn+1(K))/N
′
n+1
so (V ⊗ V )(η) = V [apb−1]⊗ V [b]− V [ab−1]⊗ V [b] ∈ N ′n+1, as claimed. ✷
Lemma 4.12. We have lim
−→
Nn = N , where N ⊆ CW (K)⊗ CW (K) is generated
by
a⊗ b+ b⊗ a and Fa⊗ b− a⊗ V b, with a, b ∈ CW (K)
[a]l ⊗ [bc]l + [b]l ⊗ [ac]l + [c]l ⊗ [ab]l, with a, b, c ∈ K, l ≤ 0.
Here for l ≤ 0 by [a]l we mean (. . . , 0, 0, a, 0, . . . , 0) ∈ CW (K), with a on the lth
position. Alternatively, [a]−n = ψn+1([a]) for n ≥ 0.
Proof. We first prove that N ⊆ lim
−→
Nn. We must prove that every generator η
of N belongs to lim
−→
Nn. If η = a⊗b+b⊗a or Fa⊗b−a⊗V b for some a, b ∈ CW (K)
then for n ≥ 1 large enough we have a = ψn(c), b = ψn(d) for some c, d ∈Wn(K). It
follows that η = (ψn⊗ψn)(ν), where ν = c⊗d+d⊗c or Fc⊗d−c⊗V d, respectively.
But, by Lemma 4.5, in both cases we have ν = 0 in Gn so ν ∈ Nn and η ∈
(ψn⊗ψn)(Nn) ⊆ lim−→
Nn. If η = [a]l⊗[bc]l+[b]l⊗[ac]l+[c]l⊗[ab]l, for some a, b, c ∈ K
and l ≤ 0 then l = −(n−1) for some n ≥ 1. We have [α]l = ψn([α]) ∀α ∈ K. Hence
η = (ψn⊗ψn)(ν), where ν = [a]⊗ [bc]+ [b]⊗ [ac]+ [c]⊗ [ab]. But, by Lemma 4.5, in
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Gn we have ν = [a]⊗[bc]−[ab]⊗[c]−[ac]⊗[b] = [a]⊗[b][c]−[a][b]⊗[c]−[a][c]⊗[b] = 0.
So again ν ∈ Nn and η ∈ lim−→
Nn.
Before proving the reverse inclusion, note that in (CW (K) ⊗ CW (K))/N we
have a ⊗ b = −b ⊗ a and Fa ⊗ b = a ⊗ V b ∀a, b ∈ CW (K), but also V a ⊗ b =
−b⊗ V a = −Fb⊗ a = a⊗ Fb.
By Lemma 4.11, we have lim
−→
Nn = lim−→
N ′n =
⋃
n≥1(ψn ⊗ ψn)(N
′
n) so we must
prove that (ψn ⊗ ψn)(N ′n) ⊆ N ∀n ≥ 1. It suffices to prove that (ψn ⊗ ψn)(η) ∈ N
for all generators η of N ′n. If η = Fa ⊗ b − a ⊗ V b for some a, b ∈ Wn(K) then
(ψn⊗ψn)(η) = Fa′⊗ b′−a′⊗V b′ ∈ N , where a′ = ψn(a), b′ = ψn(b). For elements
η of the form a ⊗ bc − ab ⊗ c − ac ⊗ b with a, b, c ∈ Wn(K) note that the map
(a, b, c) 7→ a⊗ bc− ab⊗ c− ac⊗ b is trilinear so it is enough to take the case when
a, b, c belong to the set of generators {V i[α] : α ∈ K, 0 ≤ i ≤ n− 1} of Wn(K). So
we must prove that (ψn ⊗ ψn)(η) ∈ N for η ∈Wn(K) of the form
η = V i[a]⊗ V j [b]V k[c]− V i[a]V j [b]⊗ V k[c]− V i[a]V k[c]⊗ V j [b]
for some a, b, c ∈ K, 0 ≤ i, j, k ≤ n − 1. But V j [b]V k[c] = V j+k(F k[b]F j [c]) =
V j+k[bp
k
cp
j
] and similarly for the other products. Hence
η = V i[a]⊗ V j+k[bp
k
cp
j
]− V i+j [ap
j
bp
i
]⊗ V k[c]− V i+k[ap
k
cp
i
]⊗ V j [b].
But for any α ∈ K we have ψn([α]) = [α]l, where l = −(n− 1), so in (CW (K)⊗
CW (K))/N we have
(ψn ⊗ ψn)(η)
= V i[a]l ⊗ V
j+k[bp
k
cp
j
]l − V
i+j [ap
j
bp
i
]l ⊗ V
k[c]l − V
i+k[ap
k
cp
i
]l ⊗ V
j [b]l
= V i[a]l ⊗ V
j+k[bp
k
cp
j
]l + V
j [b]l ⊗ V
i+k[ap
k
cp
i
]l + V
k[c]l ⊗ V
i+j [ap
j
bp
i
]l.
Recall that in (CW (K)⊗CW (K))/N we have Fa⊗b = a⊗V b and V a⊗b = a⊗Fb
∀a, b ∈ CW (K). Therefore
V i[a]l ⊗ V
j+k[bp
k
cp
j
]l = F
j+k[a]l ⊗ F
i[bp
k
cp
j
]l = [a
pj+k ]l ⊗ [b
pi+kcp
i+j
]l.
Similarly for the other two terms. Hence if we denote by a′ = ap
j+k
, b′ = bp
i+k
,
c′ = cp
i+j
then in (CW (K) ⊗ CW (K))/N we have (ψn ⊗ ψn)(η) = [a′]l ⊗ [b′c′]l +
[b′]l ⊗ [a′c′]l + [c′]l ⊗ [a′b′]l = 0. Thus (ψn ⊗ ψn)(η) ∈ N . ✷
In conclusion we have:
Theorem 4.13. With N defined as in Lemma 4.12, there is an isomorphism αp∞ :
(CW (K)⊗CW (K))/N → p∞ Br(K), given by a⊗ b 7→ ((a, b))p∞ ∀a, b ∈ CW (K).
If in the set of generators of N we replace a⊗ b+ b⊗ a, with a, b ∈ CW (K), by
a⊗ a, with a ∈ CW (K), then we obtain a new subgroup N ⊆ CW (K)⊗CW (K).
Since a ⊗ b + b ⊗ a = (a + b) ⊗ (a + b) − a ⊗ a − b ⊗ b ∈ N we have N ⊆ N . For
the reverse inclusion note that 2a⊗ a = a⊗ a+ a⊗ a ∈ N ∀a ∈ CW (K). If p 6= 2
then for s large enough we also have psa ⊗ a = 0 so a ⊗ a ∈ N . If p = 2 then let
a′ ∈ CW (K) such that a = V a′. (Say, a′ = (a, 0).) Then in (CW (K)⊗CW (K))/N
we have a⊗ a = V a′ ⊗ V a′ = FV a′ ⊗ a′ = 2a′ ⊗ a′ = 0 so again a⊗ a ∈ N .
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Hence N = N . Note that (CW (K) ⊗ CW (K))/〈a ⊗ a : a ∈ CW (K)〉 =
Λ2(CW (K)). Therefore Theorem 4.13 can be written in the following equivalent
form.
Corollary 4.14. There is an isomorphism αp∞ : Λ
2(CW (K))/N ′ → p∞ Br(K),
given by a ∧ b 7→ ((a, b))p∞ , where
N ′ = 〈Fa ∧ b− a ∧ V b : a, b ∈ CW (K),
[a]l ∧ [bc]l + [b]l ∧ [ac]l + [c]l ∧ [ab]l : a, b, c ∈ K, l ≤ 0〉.
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