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Abstract—In this paper, we propose a novel convolutional
neural network (CNN) architecture, MFRNet, for post-processing
(PP) and in-loop filtering (ILF) in the context of video compres-
sion. This network consists of four Multi-level Feature review
Residual dense Blocks (MFRBs), which are connected using a
cascading structure. Each MFRB extracts features from multiple
convolutional layers using dense connections and a multi-level
residual learning structure. In order to further improve infor-
mation flow between these blocks, each of them also reuses high
dimensional features from the previous MFRB. This network
has been integrated into PP and ILF coding modules for both
HEVC (HM 16.20) and VVC (VTM 7.0), and fully evaluated
under the JVET Common Test Conditions using the Random
Access configuration. The experimental results show significant
and consistent coding gains over both anchor codecs (HEVC HM
and VVC VTM) and also over other existing CNN-based PP/ILF
approaches based on Bjøntegaard Delta measurements using both
PSNR and VMAF for quality assessment. When MFRNet is
integrated into HM 16.20, gains up to 16.0% (BD-rate VMAF)
are demonstrated for ILF, and up to 21.0% (BD-rate VMAF) for
PP. The respective gains for VTM 7.0 are up to 5.1% for ILF
and up to 7.1% for PP.
Index Terms—Deep learning, CNN, in-loop filtering, post-
processing, video compression, HEVC, VVC.
I. INTRODUCTION
IN recent years the consumption of video content hasincreased dramatically. This has been associated with de-
mands for improved viewing quality, and for more immersive
experiences (including augmented and virtual reality (AR and
VR)) with multiple views, higher spatial and temporal resolu-
tions and wider dynamic range, [1]. These all create pressure
on network capacity and present significant challenges for
video compression.
To address this, new video coding standards have been
initiated including Versatile Video Coding (VVC) [2], Alliance
for Open Media Video 1 and 2 (AV1/AV2) [3] and Essential
Video Coding (EVC) [4]. All of these are expected to achieve
significant coding gains compared to current standards [5, 6]
such as High Efficiency Video Coding (HEVC) [7]. These
new coding standards all employ a similar framework to that
used in previous codecs such as H.264/AVC (Advanced Video
Coding) [8], but with much more sophisticated modifications
and enhancements. None of them however, exploit recent
advances in artificial intelligence and machine learning.
The last decade has seen significant advances in the applica-
tion of machine learning, especially using convolutional neural
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networks (CNNs), for image and video analysis, recognition
and processing [9]. More recently, deep learning techniques
have also been applied to the problem of image and video
compression, both to enhance existing coding modules and
also to provide new end-to-end solutions [10, 11]. Amongst
approaches that target specific coding modules, CNN-based
post-processing (PP) and in-loop filtering (ILF) have have de-
livered reductions in visual artefacts and overall improvements
in perceptual quality, showing bit rate savings against codecs
such as VVC. The coding gains reported are primarily for intra
coding [12, 13], and the network architectures employed in
many cases do not represent the latest deep learning advances.
In the above context, this paper presents a new CNN
architecture (MFRNet) is proposed for video compression
to enhance both post-processing and in-loop filtering. This
employs Multi-level Feature review Residual dense Blocks
(MFRB) in a cascading structure. The network was trained
on a large database with diverse video content, and inte-
grated into both HEVC (HM 16.20) and VVC (VTM 7.0)
reference codecs. Results were evaluated on test sequences
from the Joint Video Exploration Team (JVET) Common
Test Conditions (CTC) [14] dataset using the Random Access
configuration. Significant improvements can be observed over
both HEVC and VVC test models and over other state-of-
the-art CNN-based PP and ILF approaches. The proposed
architecture also demonstrates superior performance when it
is compared to other popular network structures.
The contributions of this paper are summarised below:
1) A novel CNN architecture is presented exploiting multi-
level feature review residual dense blocks for post-
processing and in-loop filtering.
2) This network has been integrated into both HEVC and
VVC test models, offering significant coding gains for
Random Access configurations.
3) A comprehensive comparison is made between the pro-
posed architecture and ten existing popular network
structures, based on the same training and evaluation
material.
The remainder of the paper is organised as follows. Section
II reviews recent advances in video coding standards and the
state of the art in deep video compression, in particular for
post-processing and in-loop filtering. Section III describes the
CNN-based PP/ILF coding modules, the proposed network ar-
chitecture, and the training/evaluation processes, while Section
IV reports experimental results with analysis and discussion.
Finally, conclusions and future work are outlined in Section
V.
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2II. BACKGROUND
This section first overviews the latest standardisation activity
for video compression (Section II-A), and reviews current ap-
plications of deep learning in the context of video compression
(Section II-B). Section II-C describes the primary functions of
post-processing (PP) and in-loop filtering (ILF), while Section
II-D provides a brief summary of existing CNN-based PP and
ILF approaches.
A. Video coding standards
Since the early 1980s, multiple generations of video coding
standards have been developed by ITU-T and/or ISO/IEC
for various application scenarios. Among these, the most
successful has been H.264/AVC (Advanced Video Coding) [8]
which was released in 2004 targeting Internet streaming and
HDTV. H.264/AVC is still widely used, despite its successor
HEVC/H.265 (High Efficiency Video Coding, 2013) [7] pro-
viding nearly 50% coding gain. In 2018, in order to provide
improved support for immersive video formats (e.g. high
dynamic range and 360◦) with further compression efficiency
improvements, a new coding standard, Versatile Video Coding
(VVC) [2], was initiated. This is expected to be finalised in
2020 and currently [5] shows more than 35% overall coding
gain over HEVC, but with a significant increase in encoder
complexity.
In parallel with developments under ITU-T and ISO/IEC,
the Alliance for Open Media (AOM, an industry consortium)
has developed an open source and royalty-free coding solution,
AOM Video 1 (AV1). AV1 was launched in 2018 to target
Internet streaming and its most recent versions appear to offer
evident and consistent performance improvements over HEVC
[5, 15]. The development of its successor, AV2 (AOMedia
Video 2) is also planned to start in 2020. Other recent
advances in coding standards include the Essential Video
Coding/MPEG-5 [4] and AVS standards [16] that target royalty
free solutions and complexity-performance trade-offs.
B. Deep video compression
Inspired by recent advances in artificial intelligence, deep
neural networks have started to play an important role in video
compression to enhance individual coding tools including
intra coding [17, 18], inter prediction [19, 20], transforms
[21, 22], quantisation [23], entropy coding [24, 25], formats
adaptation [26–28], post-processing (PP) [29, 30] and in-
loop filtering (ILF) [31, 32]. Alternative deep learning coding
architectures have also been proposed based on an end-to-end
training and optimisation process [33–37]. More details on
deep video compression can be found in this special issue and
in [10, 11, 38].
For learning-based compression, in order to achieve good
model generalisation and avoid potential over-fitting problems,
it is essential for training material to include diverse content
covering different formats and texture types. Existing learning-
based coding methods often employ training databases de-
veloped for super-resolution [39], frame interpolation [40] or
classification [41]. More recently, a new extensive and repre-
sentative video database, BVI-DVC, has been made available
for training CNN-based coding tools [42]. This database has
been shown to provide significant improvements in terms of
coding gains over other commonly used training databases for
various CNN architectures and coding modules (including PP
and ILF).
C. PP and ILF in video coding
Following compression, decoded videos often exhibit no-
ticeable visual artefacts including blocking discontinuities,
ringing and blurring, and these become more evident as
quantisation level increases. To reduce these distortions, post-
processing can be employed at video decoder to improve
reconstruction quality. When integrated into the encoding loop,
filtered frames with fewer artefacts and improved quality can
be used as reference for inter prediction [1].
In the latest version of VVC, the in-loop filtering module
consists of three different stages including deblocking filter-
ing (DBF), sample adaptive offset (SAO) and adaptive loop
filtering (ALF). DBF is designed to adaptively suppress arte-
facts along block boundaries using low-pass smoothing filters
according to discontinuity levels [43, 44]. SAO is invoked
after DBF to make a non-linear adjustment that adds offsets
to samples based on a look-up table created at the encoder
using histogram analysis of signal amplitudes [45]. ALF is a
new feature in VVC, which minimises distortions between the
original and reconstructed blocks using an adaptively trained
low-pass filter [46].
D. CNN-based PP and ILF
Deep neural networks, especially deep CNNs, have made
significant contributions to single image super-resolution and
image restoration. Common architectural features include
(from simple to more complex): (i) Simple concatenated con-
volutional layers [47–49]; (ii) the addition of deeper residual
blocks [50–54]; (iii) including dense connections [55, 56];
(iv) with cascading connections [57, 58]; and (v) with fea-
ture review structures [13, 59]. Notable examples of the use
of CNNs for post processing and in-loop filtering include
[12, 13, 29–32, 59–70]. However, most of these methods do
not employ advanced features such as residual dense blocks,
cascading connections or feature review structures. Moreover,
these methods were often trained on relatively small databases
[39, 71], which may potentially result in sub-optimal and/or
non-generic models. Hence these methods, in general, only
offer limited coding gains for HEVC and VVC All Intra
configurations. For the case of the more commonly used
Random Access mode, few of the above provide evident bit
rate savings against VVC.
III. PROPOSED ALGORITHM
This section presents the new CNN architecture, MFRNet,
and describes how this is integrated into CNN-based post-
processing (PP) and in-loop filtering (ILF) coding modules.
The training and evaluation methodologies are also provided
in detail.
3Decoded 
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Fig. 1: Coding workflow with a CNN-based PP module.
A. CNN-based PP and ILF coding modules
The CNN-based PP and ILF modules used her are illustrated
in Fig. 1 and 2. For the case of post-processing, the employed
CNN filter is applied directly after the reconstructed frames are
decoded from the transmitted bitstream and produces a frame
with improved reconstruction quality in the same format. The
CNN-based ILF module is employed in addition to the original
in-loop filtering operation, with the same input and output
format as used in PP.
B. Proposed CNN architecture
The CNN architecture proposed for PP and ILF is illustrated
in Fig. 3-5. This network accepts a 96×96 YCbCr 4:4:4 image
block as input, and outputs a filtered image block in the same
format. It first employs a convolutional layer alongside a Leaky
ReLU (LReLU) activation function to extract shallow features
(SFs) from the input image block. This SF extraction layer is
followed by four Multi-level Feature review Residual dense
Blocks (MFRBs, B1-B4), which are designed for deep dense
feature extraction. Ten cascading connections, shown as black
curves in Fig. 3, are utilised to feed the initial SFs and the
output from the first three MFRBs (G1, G2 and G3) into
following MFRBs or into the first reconstruction layer (shown
as RL1 in Fig. 3) through a 1×1 convolutional layer (with
l LReLU). This structure is designed to effectively improve
information flow while reducing the number of residual dense
blocks in the network [57, 58]. Moreover, each of the first three
MFRBs also feeds its high dimensional features (HDFs), F1,
F2, F3, into the next MFRB, as shown in Fig. 4, in order
to reuse previous HDFs [55]. After four MFRBs and the first
reconstruction layer (RL1), a skip connection is employed to
connect the output of this reconstruction layer and the output
of the shallow feature extraction layer. Finally, an additional
reconstruction layer (RL2) and an output layer are employed
to output a residual signal, which is then combined with the
input through a long skip connection to obtain the final image
block. The kernel sizes, feature map numbers and stride values
for each convolution layer can be found in Fig. 3.
Fig. 4 shows the structure of each MFRB (Bi, i=1, 2, 3 and
4), which contains three Feature review Residual dense Blocks
(FRBs), b1i , b
2
i and b
3
i . In many existing CNN architectures,
which employ residual (or residual dense) blocks [50, 52, 54–
56], there is only a single information flow, which prevents
high level blocks from fully accessing previously generated
features. This leads to a problem of diminishing feature reuse,
Transform & 
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Fig. 2: Coding workflow with a CNN-based ILF module (the mod-
ules in the dashed box form the corresponding decoder).
which affects the overall performance of the network [13].
To address this issue, in the proposed architecture, each FRB
(bji ), except the first one in B1 and the last one in B4, is
designed to have two inputs and two outputs [13], as shown
in Fig. 4 and 5, which not only receives the output from the
previous MFRB (Gi−1) or FRB (g
j−1
i ), but also accepts the
high dimensional features (HDFs) from the previous MFRB
(Fi−1) or FRB (f
j−1
i ). In addition to its conventional output
(γji ), each FRB also feeds its HDFs (f
j
i ) into the subsequent
FRB block in this or the next MFRB (if applicable). This
new structure allows each FRB to review the HDFs from its
previous block, which effectively enhances the information
flow between blocks. Finally, a multi-level residual learning
structure is designed to apply skip connection between the
input of the first FRB and the output of each FRB. This enables
bypassing of redundant information and stabilises training and
evaluation processes [72, 73].
Fig. 5 shows the structure of each FRB (bji ). It first accepts
the output from the previous MFRB (Gi−1) or FRB (g
j−1
i )
if it is available, and extracts dense features through four
densely connected layers. Each of these layers contains one
convolutional layer and a LReLU function. The output of these
four dense convolutional layers are then concatenated together
with the HDFs from the previous MFRB (Fi−1) or FRB (f
j−1
i )
and fed into the last convolutional layer. The output of this
layer is combined with the input (Gi−1 or g
j−1
i ) of this FRB
through an skip connection to obtain the final FRB output
(gji ). The concatenated, high dimensional features are further
fed into two modified residual blocks and one convolutional
layer with a 1×1 kernel size to obtain HDFs (f ji ) of this FRB.
This is also sent to the subsequent FRB block (if applicable)
to realise HDF reviewing.
C. Network training and evaluation
As mentioned in Section II, training databases are critical
for optimising the performance of learning-based compression
algorithms. In this work, a large video database, BVI-DVC
[42], is employed to generate training material. This database
contains 800 carefully selected video sequences, all of which
4C
o
n
v
 [3
x
3
, 6
4
, 1
]
L
R
e
L
U
Input Video (out of the 
host decoder, [96x96x3])
Multi-level 
Feature Review  
Residual Dense 
Block
C
o
n
v
 [1
x
1
, 6
4
, 1
]
C
o
n
v
 [1
x
1
, 6
4
, 1
]
L
R
e
L
U
L
R
e
L
U
1 Shallow Feature 
Extraction Layer
Multi-level 
Feature Review  
Residual Dense 
Block
Multi-level 
Feature Review  
Residual Dense 
Block
F1 F2
B1 B2 B3
G1 G2
Multi-level 
Feature Review  
Residual Dense 
Block
C
o
n
v
 [1
x
1
, 6
4
, 1
]
L
R
e
L
U
C
o
n
v
 [1
x
1
, 6
4
, 1
]
L
R
e
L
U
F3
B4
G3
Final Reconstructed 
Video ([96x96x3])
+ +
T
a
n
h
C
o
n
v
 3
x
3
, 6
4
, 1
]
L
R
e
L
U
C
o
n
v
 3
x
3
, 3
, 1
]
T
a
n
h
C
o
n
v
 3
x
3
, 6
4
, 1
]
L
R
e
L
U
C
o
n
v
 3
x
3
, 3
, 1
]
C
o
n
v
 3
x
3
, 6
4
, 1
]
L
R
e
L
U
C
o
n
v
 3
x
3
, 6
4
, 1
]
L
R
e
L
U
T
a
n
h
C
o
n
v
 3
x
3
, 6
4
, 1
]
L
R
e
L
U
C
o
n
v
 3
x
3
, 3
, 1
]
C
o
n
v
 3
x
3
, 6
4
, 1
]
L
R
e
L
U
C
o
n
v
 [1
x
1
, 6
4
, 1
]
L
R
e
L
U
C
o
n
v
 [1
x
1
, 6
4
, 1
]
L
R
e
L
U
T
a
n
h
C
o
n
v
 3
x
3
, 6
4
, 1
]
L
R
e
L
U
C
o
n
v
 3
x
3
, 3
, 1
]
C
o
n
v
 3
x
3
, 6
4
, 1
]
L
R
e
L
U
C
o
n
v
 [1
x
1
, 6
4
, 1
]
L
R
e
L
U
G4SFs
RL1 RL2
Fig. 3: Illustration of the proposed MFRNet architecture.
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have 64 frames with 10 bit and YCbCr 4:2:0 format at four
different resolutions from 270p to 2160p. These sequences
were compressed by HEVC HM 16.20 and VVC VTM 7.0
codecs using the JVET-CTC Random Access (RA) configura-
tion with four QP values: 22, 27, 32 and 37. During encoding
and decoding, all default in-loop filters within the HM and
VTM codecs were kept active. For each QP, compressed
video frames and their corresponding original counterparts
were randomly selected, segmented into 96×96 image blocks,
and converted to YCbCr 4:4:4 format. During this process,
block rotation was applied to achieve data argumentation. This
results in approximately 192,000 pairs of blocks for each QP
group.
The proposed CNN was implemented and trained using
the TensorFlow (version 1.8.0) framework with the following
training parameters: `1 as loss function; Adam optimisation
[74] with hyper-parameters of β1=0.9 and β2=0.999; batch
size of 16; 200 training epochs; learning rate of 0.0001; weight
decay of 0.1 for every 100 epochs.
Based on the generated training content, four CNN models
(aligned with the four QP groups) were trained for each codec
(HM 16.20 and VTM 7.0), which are subsequently used in the
evaluation stage for different base QP values:
CNN Models =

Model1, QPbase ≤ 24.5
Model2, 24.5 < QPbase ≤ 29.5
Model3, 29.5 < QPbase ≤ 34.5
Model4, QPbase > 34.5
(1)
When the trained CNN models are used for post-processing
and in-loop filtering, each reconstructed frame is segmented
into 96×96 overlapping blocks with an overlap size of 4 pixels,
and converted to YCbCr 4:4:4 format. The CNN output image
blocks are then converted to the original format and aggregated
in the same way to form the final video frame.
IV. RESULTS AND DISCUSSION
All of the enhanced codecs have been fully tested under
the JVET Common Test Conditions (CTC) using the Random
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Access configuration (Main10 profile) with four QP values
(22, 27, 32 and 37). Nineteen test sequences from JVET CTC
SDR (standard dynamic range) classes A1, A2, B, C and
D were used as test material. None of these sequences are
included in the training database. The original HM 16.20 and
VTM 7.0 codecs are employed as benchmark anchors for all
tested approaches, and rate quality performance is measured
using the Bjøntegaard Delta [75] methods based on two
quality metrics, Peak Signal-to-Noise-Ratio (PSNR, luminance
channel only) and Video Multimethod Assessment Fusion
(VMAF, version 0.6.1) [76]. PSNR is widely used as a quality
metric for image and video compression while VMAF is a
learning-based assessment method, which combines multiple
quality metrics and video features using a Support Vector
Machine (SVM) regressor. The latter has been shown to offer
better correlation performance with subjective opinions on
compressed content [77]. It is also noted that during the
evaluation stage, the original in-loop filters in both HM and
VTM remain enabled throughout the coding process for all
test cases. The training and evaluation processes were both
executed on a shared cluster, BlueCrystal Phase 4 (BC4) based
in the University of Bristol [78], in which each node contains
two 14 core 2.4 GHz Intel E5-2680 V4 (Broadwell) CPUs,
128 GB of RAM, and NVIDIA P100 GPU devices.
A. Compression performance
TABLE I and II summarise the compression performance
of the PP and ILF coding modules (with the proposed CNN)
when integrated into HEVC HM 16.20 and VVC VTM 7.0.
It can be observed that our proposed approach achieves
significant and consistent coding gains on all test sequences
when integrated into HEVC, with average BD-rates of -10.2%
and -14.1% for PP and ILF respectively. The coding gains are
5TABLE I: Compression results of the MFRNet-based ILF and PP for HM 16.20.
Class-Sequence CNN-based In-loop Filtering (Full Test) CNN-based Post-Processing
BD-rate
(PSNR) BD-PSNR
BD-rate
(VMAF) BD-VMAF
BD-rate
(PSNR) BD-PSNR
BD-rate
(VMAF) BD-VMAF
A1-Campfire -6.2% +0.12dB -16.5% +1.33 -12.4% +0.22dB -19.2% +1.61
A1-FoodMarket4 -8.6% +0.29dB -17.1% +1.57 -11.1% +0.37dB -20.6% +1.91
A1-Tango2 -11.9% +0.17dB -21.6% +1.91 -15.1% +0.21dB -25.2% +2.09
A2-CatRobot1 -12.6% +0.23dB -21.5% +1.73 -17.5% +0.33dB -29.0% +2.08
A2-DaylightRoad2 -17.1% +0.21dB -25.3% +1.82 -21.4% +0.27dB -31.8% +2.00
A2-ParkRunning3 -6.8% +0.28dB -11.9% +1.32 -8.9% +0.37dB -12.1% +1.36
Class A (2160p) -10.5% +0.22dB -19.0% +1.61 -14.4% +0.30dB -23.0% +1.84
B-BasketballDrive -12.4% +0.30dB -11.7% +0.92 -14.8% +0.35dB -19.5% +1.50
B-BQTerrace -16.5% +0.23dB -25.5% +0.67 -20.7% +0.29dB -29.9% +0.50
B-Cactus -13.2% +0.31dB -16.0% +1.34 -14.6% +0.34dB -21.7% +1.63
B-MarketPlace -7.3% +0.22dB -14.9% +1.64 -9.6% +0.30dB -19.7% +2.05
B-RitualDance -6.0% +0.29dB -13.8% +1.57 -10.7% +0.53dB -18.3% +2.15
Class B (1080p) -11.1% +0.27dB -16.4% +1.23 -14.1% +0.36dB -21.8% +1.57
C-BasketballDrill -9.4% +0.42dB -8.1% +0.90 -14.4% +0.65dB -16.1% +1.86
C-BQMall -10.8% +0.44dB -12.9% +0.82 -13.6% +0.56dB -20.9% +1.39
C-PartyScene -7.3% +0.31dB -14.7% +1.44 -13.6% +0.59dB -19.9% +1.91
C-RaceHorses -7.8% +0.30dB -12.5% +1.02 -10.2% +0.39dB -15.8% +1.41
Class C (480p) -8.8% +0.37dB -12.1% +1.05 -13.0% +0.55dB -18.2% +1.64
D-BasketballPass -8.8% +0.45dB -11.9% +1.58 -12.3% +0.64dB -13.9% +1.87
D-BlowingBubbles -7.4% +0.31dB -12.5% +1.26 -11.6% +0.49dB -17.9% +1.79
D-BQSquare -14.9% +0.56dB -23.6% +1.05 -24.1% +0.92dB -32.5% +1.48
D-RaceHorses -9.0% +0.44dB -13.1% +1.32 -10.7% +0.53dB -15.0% +1.62
Class D (240p) -10.0% +0.44dB -15.3% +1.30 -14.7% +0.65dB -19.8% +1.69
Overall -10.2% +0.30dB -16.0% +1.30 -14.1% +0.40dB -21.0% +1.70
reduced for VTM, but are still significant with average BD-
rates of -4.6% and -6.7% for ILF and PP respectively based
on the assessment of PSNR. It can also be seen that, for both
host codecs and both tested coding modules, the bitrate savings
according to VMAF are generally higher than those for PSNR.
As shown in TABLE I and II, the coding gains for PP
are consistently higher than those for ILF, by approximately
2% for VTM and 4-5% for HM (in terms of BD-rate). This
may at first appear surprising but it should be remembered
that, unlike conventional post processing, CNN-based PP does
employ end-to-end training. In addition, when CNN-processed
frames are employed as a reference (after in-loop filtering),
they are used to predict subsequently encoded frames through
motion estimation and compensation. This process has not
been reflected in the current CNN training (i.e. with CNN-
processed content as network input), and is likely to cause
the CNN-based filter to become less effective. Similar results
have been observed by other authors when the same CNN is
employed for both PP and ILF [64]1.
B. Comparison between CNN-based PP and ILF approaches
The coding performance of the proposed CNN model is
compared here with other notable CNN-based PP and ILF
methods developed for the HEVC and VVC Random Access
1It is also noted that, in TABLE III, the ILF results are better than PP
for [12, 59]. This is because these CNN models employed for PP have been
re-trained using data that is different [29] to that in their original literature.
configuration. These include [12, 29, 31, 32, 59, 59–61, 64–
67, 70, 79]2. It should be noted that these approaches have not
been re-implemented due primarily to a lack of their source
code. Instead their compression results are extracted directly
from the corresponding literature..
TABLE III and IV summarise BD-rate (PSNR) results for
five PP and five ILF methods (described above) for each host
codec (HM and VTM) and compare with our approach. Due
to the limitations of results available in the literature, only
results for Class C and D are compared for HEVC HM. It
can be observed that, for both host codecs and for the two
coding modules, when MFRNet is integrated into PP and ILF
modules, it significantly outperforms competing methods, and
the improvements are consistent across content classes. This is
likely due to the advanced structures employed in the proposed
MFRNet architecture and the diversity of the training content
used.
C. Comparisons with other popular CNN architectures
To further demonstrate the effectiveness of the proposed
MFRNet CNN structure, we have also compared it with ten
popular CNN architectures in the context of PP and ILF
for HEVC HM. These include SRCNN [47], FSRCNN [48],
VDSR [49], DRRN [50], EDSR [51], SRResNet [52], ESR-
ResNet [56], RCAN [53], RDN [55] and MSRResNet [54].
2It is noted that [79] has been commonly used as a benchmark for ILF
approaches, although it is not a CNN-based solution. We have included it
here due to its consistent performance and popularity.
6TABLE II: Compression results of the MFRNet-based ILF and PP for VTM 7.0.
Class-Sequence CNN-based In-loop Filtering (Full Test) CNN-based Post-Processing
BD-rate
(PSNR) BD-PSNR
BD-rate
(VMAF) BD-VMAF
BD-rate
(PSNR) BD-PSNR
BD-rate
(VMAF) BD-VMAF
A1-Campfire -4.5% +0.07dB -8.3% +0.52 -6.8% +0.10dB -10.3% +0.67
A1-FoodMarket4 -3.5% +0.10dB -7.3% +0.49 -5.0% +0.14dB -9.0% +0.68
A1-Tango2 -5.9% +0.07dB -6.2% +0.40 -8.4% +0.09dB -7.1% +0.52
A2-CatRobot1 -6.7% +0.10dB -6.5% +0.36 -9.3% +0.13dB -9.0% +0.51
A2-DaylightRoad2 -7.6% +0.07dB -8.3% +0.32 -9.5% +0.09dB -10.0% +0.32
A2-ParkRunning3 -1.5% +0.06dB -3.1% +0.27 -2.7% +0.11dB -3.5% +0.38
Class A (2160p) -5.0% +0.08dB -6.6% +0.39 -7.0% +0.11dB -8.2% +0.51
B-BasketballDrive -4.3% +0.09dB -5.5% +0.31 -7.2% +0.15dB -6.2% +0.44
B-BQTerrace -6.9% +0.09dB -5.2% +0.10 -8.1% +0.10dB -7.2% +0.33
B-Cactus -4.4% +0.09dB -5.4% +0.34 -6.7% +0.13dB -7.5% +0.51
B-MarketPlace -3.3% +0.09dB -4.4% +0.35 -4.4% +0.12dB -5.9% +0.51
B-RitualDance -2.8% +0.13dB -3.9% +0.38 -5.2% +0.24dB -6.3% +0.66
Class B (1080p) -4.3% +0.10dB -4.9% +0.30 -6.3% +0.15dB -6.6% +0.49
C-BasketballDrill -4.4% +0.18dB -1.7% +0.20 -6.7% +0.28dB -4.8% +0.53
C-BQMall -4.2% +0.15dB -5.5% +0.28 -7.4% +0.27dB -7.8% +0.45
C-PartyScene -2.0% +0.08dB -3.4% +0.19 -6.1% +0.25dB -5.4% +0.40
C-RaceHorses -2.5% +0.09dB -5.4% +0.37 -3.7% +0.13dB -5.7% +0.47
Class C (480p) -3.3% +0.13dB -4.0% +0.26 -6.0% +0.23dB -5.9% +0.46
D-BasketballPass -6.2% +0.30dB -4.6% +0.48 -7.4% +0.37dB -5.5% +0.67
D-BlowingBubbles -4.6% +0.19dB -3.6% +0.25 -5.9% +0.24dB -5.2% +0.43
D-BQSquare -6.6% +0.24dB -3.1% +0.12 -11.5% +0.41dB -12.4% +0.25
D-RaceHorses -4.6% +0.21dB -5.6% +0.47 -5.7% +0.27dB -5.9% +0.58
Class D (240p) -5.5% +0.24dB -4.2% +0.33 -7.6% +0.32dB -7.3% +0.48
Overall -4.6% +0.10dB -5.1% +0.30 -6.7% +0.20dB -7.1% +0.50
All of these models have been widely used in image super-
resolution and restoration, and some (VDSR and MSRResNet)
have also been utilised in CNN-based video compression tools
[27, 54, 62, 80]. Most of these approach provided superior
performance to the state of the art in their application domain
when they were first proposed.
All ten models have been re-implemented using the same
framework (TensorFlow 1.8.0) and were integrated into PP
and ILF coding modules for HEVC HM 16.20. During re-
implementation, the input and output interfaces of these
networks have been modified to satisfy the data format re-
quirements. All networks were also trained on the BVI-DVC
database following the same methodology as for the proposed
network, using loss functions as described in their original
literature. Evaluation results on all 19 JVET test sequences are
summarised in TABLE V and compared to those for MFRNet.
The original HEVC HM 16.20 is employed as a benchmark. It
should be noted that a Short Test was conducted for evaluating
different ILF coding modules as described in JVET proposal
M0904 [81], in which only the first intra period of each
test sequence was encoded, while a Full Test (processing
all frames in the sequence) was applied for PP. The relative
computational complexity for each approach has also been
calculated and benchmarked against the original HEVC HM
16.20 encoder (for ILF) and decoder (for PP).
It can be observed that MFRNet offers the best performance
for both PP and ILF when compared to the other ten architec-
tures, with average coding gains of 14.1% for PP and 9.9%
for ILF based on PSNR, and 21.0% for PP and 15.6% for
ILF according to VMAF. These figures are consistently greater
than those for other networks. In contrast, the computational
complexity of the proposed architecture is lower than that of
RCAN, EDSR, ESRResNet and RDN.
D. Complexity analysis
Finally, the complexity figures of the MFRNet-based ILF
and PP are presented in TABLE VI. It can be observed that,
due to the integration of MFRNet, the encoding complexity
(for ILF) is on average 5.3 and 2.4 times comparing to original
HEVC HM 16.20 and VVC VTM 7.0 respectively. When
the proposed network is employed for post-processing at the
decoder, the average decoding time is 81.2 times that of HM
and 72.6 times that of VTM.
V. CONCLUSION
In this paper, a new CNN architecture, MFRNet, has been
proposed as a means of enhancing post-processing (PP) and
in-loop filtering (ILF) in the context of video compression.
MFRNet comprises four multi-level feature review residual
dense blocks, and employs a cascading structure to improve
information flow. Each of these block is designed to have a
dense connection structure to extract features from multiple
convolutional layers, and it can also reuse high dimensional
features from the previous block. The proposed CNN has been
integrated into PP and ILF modules for both HEVC and VVC
standard codecs, and has been fully evaluated using the JVET
7TABLE III: Comparison between MFRNet-based PP and ILF and existing CNN-based PP and ILF approaches for HEVC.
Compression Performance Comparisons for Post-Processing Tools (HEVC HM)
Sequence (Class) [12] (HM 16.9) [59] (HM 16.15)) [60] (HM 16.0) [61] (HM 16.19) [29] (HM 16.0)
Proposed Method
(HM 16.20)
BD-rate
(PSNR) BD-rate (PSNR) BD-rate (PSNR) BD-rate (PSNR)
BD-rate
(PSNR) BD-rate (PSNR)
Class C (480p) 0.63% -2.6% -6.8% -6.6% -7.1% -13.0%
Class D (240p) 1.73% -2.6% -8.0% -4.8% -7.3% -14.7%
Overall 1.2% -2.6% -7.4% -5.7% -7.2% -13.9%
Compression Performance Comparisons for In-loop Filtering Tools (HEVC HM)
Sequence (Class) [79] (HM 16.5) [12] (HM 16.9) [59] (HM 16.15) [31] (HM 12.0) [32] (HM 16.9)
Proposed Method
(HM 16.20)
BD-rate
(PSNR) BD-rate (PSNR) BD-rate (PSNR) BD-rate (PSNR)
BD-rate
(PSNR) BD-rate (PSNR)
Class C (480p) -4.6% -3.0% -3.9% -7.1% -4.5% -8.8%
Class D (240p) -2.5% -2.3% -4.6% -4.4% -3.3% -10.0%
Overall -3.6% -2.7% -4.3% -5.8% -3.9% -9.4%
TABLE IV: Comparison between MFRNet-based PP and ILF and existing CNN-based PP and ILF approaches for VVC.
Compression Performance Comparisons for Post-Processing Tools (VVC VTM)
Sequence (Class) [64] (VTM 5.0) [65] (VTM 5.0) [66] (VTM 5.0) [67] (VTM 5.0)
[30] (VTM
4.0.1)
Proposed Method
(VTM 7.0)
BD-rate
(PSNR) BD-rate (PSNR) BD-rate (PSNR) BD-rate (PSNR)
BD-rate
(PSNR) BD-rate (PSNR)
Class A (2160p) -2.0% -1.3% -1.2% -0.2% -3.3% -7.0%
Class B (1080p) -1.3% -1.5% 0.4% -0.2% -2.6% -6.3%
Class C (480p) 0.3% -3.3% 2.2% -0.6% -3.9% -6.0%
Class D (240p) N/A -5.0% 6.6% -0.8% -5.8% -7.6%
Overall -1.2% -2.6% 1.6% -0.4% -3.8% -6.7%
Compression Performance Comparisons for In-loop Filtering Tools (VVC VTM)
Sequence (Class) [68] (VTM 5.0) [64] (VTM 5.0) [65] (VTM 5.0) [69] (VTM 5.0) [70] (VTM 4.0)
Proposed Method
(VTM 7.0)
BD-rate
(PSNR) BD-rate (PSNR) BD-rate (PSNR) BD-rate (PSNR)
BD-rate
(PSNR) BD-rate (PSNR)
Class A (2160p) -2.0% -1.7% -0.4% -1.3% N/A -5.0%
Class B (1080p) -1.4% -0.6% 0.6% -0.8% -1.5% -4.3%
Class C (480p) 0.2% 0.3% -1.2% -0.9% -3.1% -3.3%
Class D (240p) N/A N/A -3.1% -0.8% -3.9% -5.5%
Overall -1.2% -0.8% -0.9% -1.0% -2.7% -4.6%
standard test sequences. The results demonstrate significant
coding gains, with a 16.0% improvement for ILF and 21.0%
for PP over HM 16.20 in terms of VMAF, and a corresponding
5.1% for ILF and 7.1% for PP against VTM 7.0. Further
comparisons have shown the superiority of the MFRNet ar-
chitecture over other existing popular deep networks, and over
other reported CNN-based PP/ILF approaches. Future work
will investigate enhanced ILF training strategies and reductions
in computational complexity of the proposed network.
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