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Abstract
This thesis focusses on broadband vibration isolation, with an emphasis on control
of absolute payload motion for ultra-precision instruments such as the MIT/Caltech
Laser-Interferometric Gravitational Wave Observatory (LIGO), which is designed to
measure spatial strains on the order of 10-21. We develop novel passive elements and
control strategies as well as a framework for concurrent design of the passive and
active elements of single-stage and multi-stage isolation systems.
In many applications, it is difficult to construct passive isolation systems com-
pliant enough to achieve achieve specifications on low-frequency ground transmission
without introducing hysteresis as well as high-frequency transmission resonances. We
develop and test a compliant support that employs a post-buckled structure in con-
junction with a compliant spring to attain a low-frequency, low-static-sag mount in a
compact package with a large range of travel and very clean dynamics.
Most passive damping techniques increase ground transmission at high frequency,
but tuned-mass dampers are decoupled from the ground. We explore the tuned-mass
damper as a passive realization of the skyhook damper, obtain the optimal designs for
multiple-SDOF systems of dampers, propose the concept of a multi-DOF damper, and
show that MDOF dampers that couple translational and rotational motion have the
potential to provide performance many times better than that traditional tuned-mass
dampers.
Active control can be used to improve low-frequency performance, but high-gain
control can amplify sensor and actuator noise or cause instability. We study several
control strategies for uncertain plants with high-order dynamics. In particular, we
develop a novel control strategy, "model-reaching" adaptive control, that drives the
system onto a dynamic manifold defined directly in terms of the states of the target.
The method can be used to robustly increase the apparent compliance of an isolation
mount and maintain a -40 dB/decade roll-off above the resulting corner frequency.
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1.1 Background and Motivation
This thesis focusses on vibration isolation, with an emphasis on solutions to the
problems that arise in ultra-precision isolation of instruments from ground vibration,
and especially the MIT/Caltech ground based Laser Interferometric Gravitational-
Wave Observatory (LIGO). We outline the seismic isolation requirements of the LIGO
system in the following section, and then provide a more general discussion of isolation
problems in engineering and approaches for their solution.
1.1.1 Seismic isolation for LIGO
The MIT/Caltech Laser Interferometer Gravitational-Wave Observatory (LIGO) is an
instrument designed to detect the small spatial strains that result from gravitational
waves. Einstein's theory of relativity predicts that gravitational waves are emitted
by an accelerating mass in a manner similar to the way electromagnetic waves are
emitted by accelerating charges. When two stars collide or a supernova forms, intense
gravitational waves are created, which reach the earth after travelling through space
for thousand years.
Taylor and Husle spent 20 years observing the motion of a binary neutron star
system and found indirect evidence of gravitational waves. (For this research they won
the Nobel Prize 1993.) But gravitational waves have not yet been directly measured.
13
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Figure 1-1: Laser interferometer for gravitational wave detection
Like magnetic-wave observation replacing the optical-wave observation, gravitational
wave detection is believed to open a new window for study of the universe.
The ground-based Laser Interferometer Gravitational-Wave Observatory (LIGO)
is a facility dedicated to the detection of these cosmic gravitational waves and to
the measurement of these waves for scientific research. Laser interferometers are
used for the detection, as shown in Figure 1-1. Two widely separated installations
are constructed in Hanford, Washington and Livingston, Louisiana and operated in
unison as a single observatory to avoid the noise due to local earth motion. Funded
by the National Science Foundation, LIGO was designed and constructed by a team
of scientists from the California Institute of Technology, the Massachusetts Institute
of Technology, and industrial contractors.
When gravitational waves pass through the interferometer system, the length of
one light-storage arm will increase, and the length of the other storage arm will
decrease. The laser interferometers are used to detect this change. But the change
is very small: For light-storage arms 4 kilometers long, the change of length is only
of the order of 1018 meters. It is therefore very critical to isolate these mirrors from
seismic motion as well as from thermal noise and air motion.
The isolation of the LIGO optics from ambient vibration is accomplished with a
seismic isolation subsystem and a suspension subsystem. The first subsystem supports
14
(b)
Figure 1-2: LIGO stations in Hanford (a) and in Livingston (b) (courtesy of Dennis
Coyne, Caltech LIGO)
an optics table, and the second subsystem, which is attached to this table is used
to suspend the mirrors (for reduction of thermal noise as well as improvement of
seismic isolation). The performance of the seismic isolation system is characterized
by the displacement spectrum at the optics table. Figure 1-3 shows the spectra of
ground motion at the Hanford and Livingston locations (both are polynomial fits to
measurement data) [60]. The isolation requirements for the seismic subsystem are also
shown in Figure 1-3. In comparing these traces, we see that the seismic subsystem
has to attenuate seismic vibration at 0.15 Hz by a factor of 10 and at 10 Hz by a
factor of 1000.
The final requirements on the LIGO II isolation and suspension subsystems are:
(1) to reduce the vibration of the mirrors to 1019 m/Hz1 / 2 and 10-16 m/Hz1 / 2 re-
spectively in the beam-axial and transverse directions at 10 Hz; (2) to reduce the
RMS differential motion of the mirrors to 10-14 m and 10-" m respectively in the
beam-axial and transverse directions [73]; (3) to provide +1 mm and t0.25 mrad
coarse position adjustment; and (4) to correct for microseismic motion of ±10 ptm
along the beam-axial direction.
1.1.2 Isolation System Requirements and Design Parameters
Vibration isolation problems arise in many diverse applications, from isolation of an
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Figure 1-3: Ground seismic vibration displacement spectra at the LIGO Livingston
Observatory (LLO) and LIGO Hanford Observatory (LHO), and seismic isolation
requirement at the optics platform, applicable to all three translational degrees-of-
freedom
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ment from ground vibration. Excellent surveys of the general problem of vibration
isolation are available in the texts by Rivin [133] and [61] and in the surevey pa-
pers [44, 132, 93, 80]. There are many types of problems, with many different types
of functional requirements and constraints. Three of the most common requirements
that one encounters are:
1. Vibration isolation: The key requirement is usually isolation of a payload from
ground so as to attenuate its absolute motion due to ground motion, to attenuate
the force transmitted to ground due to payload motion, or both. For example,
the scanning systems used in semiconductor manufacturing must exhibit very
small vibration due to motion of the pedestal on which they are mounted, and
must not transmit the large forces that result from its scanning acceleration
back to the pedestal.
2. Position alignment: Simultaneously, the position of an isolated platform relative
to some reference must often be regulated. For example, a vehicle suspension is
required to level the vehicle body for different loads and maintain the motion
attitude during turning. The LIGO system is another example: Several mirrors
are supported at different locations in the LIGO system, and their relative
alignment must be controlled.
3. Payload disturbance rejection: In many applications, disturbances (such as the
forces required to accelerate moving parts) act directly on the payload. These
cannot be allowed to result in large motion of the payload.
There are also, of course, a large variety of secondary requirements or constaints that
an isolation system must commonly satisfy. One that we almost always encounter is
a limitation on static deflection and package size. This requirement is generally in
conflict with the first and second requirements. For example, very compliant mounts
improve vibration isolation, but tend to result in large static deflections.
Let us now explore some possible quantities (which we refer to here as "design
variables") that a passive or active isolation system may act upon in order to meet
the three requirements listed in the forgoing. The quantities are:
17
Table 1.1: Functional requirements and design variables of vibration isolation systems
Relative motion Platform motion Base motion
Vibration isolation Springs and dampers feedback control feedforward control
vibration absorbers
Disturbance rejection Springs and dampers feedback control N/A
vibration absorbers
Position alignment feedback control N/A N/A
1. relative motion between the isolated payload and the base (ground): relative
position and velocity
2. motion of the isolated payload: absolute velocity or acceleration
3. base motion: absolute velocity or acceleration
Note that the list above is not comprehensive. For example, one might use force
directly in a feedback loop or to estimate the relative motion.
Table 1.1 summarizes the possible approaches to meet the functional require-
ments using these three design variables. Springs and dampers actually act on the
first set of design variables because they generate a force proportional to the relative
displacement or relative velocity. Soft mounts are preferred for vibration isolation,
but result in very large static deformation and poor rejection of payload disturbance
force. Subrahmanyan and Trumper [149] showed that the fundamental tradeoff be-
tween vibration isolation and disturbance rejection in passive systems is captured by
the relationship between the sensitivity and the complimentary sensitivity functions.
The same relation exists if we use active control to feed back the relative motion.
Since there is no sensor for absolute position measurement in the seismic vibrat-
ing environment, the measurement of relative motion is essential for active position
alignment.
18
The second class of design variable, absolute velocity or acceleration of isolated
platform, can break the tradeoff between the requirements of vibration isolation and
disturbance rejection. The concept of the skyhook damper proposed by Karnopp [94]
falls into this category (see Section 4.1.1), and is frequently cited as a motivation for
adoption of active isolation systems. Vibration absorbers, or tuned-mass dampers,
produce a force in response to the absolute motion of the platform, and can therefore
be viewed as passive realizations of the skyhook damper.
The third class of design variables is the absolute motion of vibrating base: velocity
or acceleration. Based on such measurements, feedforward control can be employed.
Feedforward control can be very effective at improving the isolation performance, so
long as a sufficiently good model or fitting of the transmission from the actuator to
the performance sensor can be attained.
If the spectra of ground vibration and the disturbance forces are known and the
system model is well-characterized, we can also design Kalman filters to estimate
other variables from the measurement of one variable. Unfortunately this is not the
case in most applications.
Therefore, based on the three types of available variables, we can design passive
springs and dampers, employ active control with feedback based on relative motion
or absolute platform motion, or employ feedforward control of base motion to achieve
the functional requirements of isolation systems. As in most engineering problems, we
often use a combination of possible approaches to achieve the functional requirements.
It is therefore necessary to thoroughly understand the roles of these mechanical ele-
ments and the pros and cons of the control strategies to then create more effective
approaches. The purpose of this thesis is to systematically study passive and active
vibration isolation and to develop improved elements and approaches for vibration
isolation.
1.2 Thesis Summary
For the parameter optimization of springs, dampers, and active controllers, we
develop a framework based on decentralized control. In classical control we often
19
interpret a PD controller as a spring and damper. We can also take springs and
dampers as controllers: the springs feed back the relative displacements, the dampers
feed back the relative velocities, and the controller gain is directly composed of the
stiffness constants and damping coefficients. However, such a control gain matrix
is block diagonal, because the springs and dampers can only feed back the local
"measurements." This is equivalent to a static decentralized multi-variable feedback
control.
In Chapter 2, we develop several decentralized control methods for the parameter
design of vibration systems for different performance measures. A gradient-based
approach is adapted for decentralized H2 optimization, which is suitable to minimize
the RMS response under random excitation. LMI-based iteration or finite difference
is developed for decentralized H, optimization, which minimizes the frequency peak
under harmonic excitation. Sub-gradient based minimax optimization and eigenvalue
sensitivity are employed to maximize the minimal damping of certain vibration modes.
Multi-objective optimization is also explored. Design examples for multi-DOF isola-
tion systems are illustrated. The framework of decentralized control also allows the
concurrent optimization of the parameters of passive elements and active controllers.
Chapter 3 begins with an examination of the performance tradeoffs inherent in the
basic passive isolator comprising a compliant mount, viscous damper, and platform
mass. We then turn to the key elements of the passive system: springs and dampers.
In an isolation system, springs are used to offload the weight of isolated platform
or object, to attain passive isolation from the base vibration, and to reject the pay-
load disturbance force. It is well-known that soft mounts are preferred for vibration
isolation. However, soft mounts result in large static deflection or position sag. Three
type of springs are often used: steel springs, rubber mounts, and air springs. The
steel springs and rubber mounts can achieve resonant frequencies as low as several or
a few Hertz. Though air springs can attain 1 Hz isolation with some difficulty, they
require an air supply and adjustment for thermal compensation.
To break the tradeoff between static sag and resonant frequency, we study the
nonlinearity of a buckling mechanism, and develop an isolation-positioning stage us-
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ing a post-buckled spring. Before buckling, the spring has large stiffness and can
support large weight. Due to the geometric nonlinearity, the spring not only remains
stable after buckling, it also acts as an ultra-soft spring. The resonant frequency of
such a system in vertical direction becomes similar to that of a pendulum system.
Experiments show that it can maintain a 1 Hz resonance with only several millimeter
sag, rather than the 248 mm required from a linear springs. A position adjustment
mechanism is also designed and analyzed for such systems. Details about this spring
are given in Sections 3.3 and 3.4.
Damping also plays an important role in vibration isolation, especially in the sup-
pression of resonant peaks. We study different damping methods and their practical
construction in this thesis (Sections 3.1 and 3.2). We examine the isolation perfor-
mance of viscous-damped systems and conclude that large damping is preferred to
reduce the RMS value of the platform velocity under brandband base excitation. Vis-
cous damping can be generated using a viscous fluid or eddy currents. We develop
a high-efficiency eddy-current damper by arranging for the conductors to move in
spatially alternating magnetic fields. Measurements show that this configuration is
2.5 more effective than a conventional eddy-current damper.
In the frequency domain, tradeoffs exist for viscous damping in high- and low-
frequency isolation performance. No such tradeoffs exist if we use viscoelastic damp-
ing. Common structural materials, like steel or aluminum, generally have a negligible
loss factor of damping, so viscoelastic or piezoelectric materials can be used for the
damping treatment. Another damping device is the vibration absorber, or tuned-
mass damper. Vibration absorbers are known to be very simple and effective tools
for suppression of single-mode vibration. In this thesis, in contrast to the conven-
tional approach, we propose the concept of the multi-DOF vibration absorber, and
demonstrate by experiments that a single mass can be used to effectively damp up to
six modes simultaneously. Furthermore, multiple modes of the small absorber mass
can be used to damp a single mode of the primary system, resulting in performance
that would normally require a much larger mass. More interestingly, and somewhat
counter-intuitively, we see that a multi-DOF absorber system with a negative damper
21
can greatly improve the vibration isolation. Please see Chapter 4 for a comprehensive
examination of vibration absorbers.
Passive isolation is sufficient for isolation at high frequency in many applications.
Active control is very useful for enhancement of low-frequency performance, or al-
leviation of tradeoffs among ground transmission and payload disturbance rejection.
We explore different system configurations for active control as well as control
strategies, including classical feedback control, feedforward control, and sliding and
adaptive control. We experimentally compare the active isolation performance of a
spring in series with a stiff actuator to that obtained by a spring in parallel with a
compliant actuator (voice coil) (Section 5.3).
We explore classical feedback control, examine the effect of velocity sensor
dynamics, and develop a circuit for its compensation (Section 6.1). Due to the sensor
dynamics, velocity feedback can attain -20 dB/decade rolloff in ground transmission
beginning at a frequency that is a few times the geophone resonant frequency. Though
easy for single-axis vibration isolation, the control of multi-axis vibration isolators is
generally more complicated.
Multi-variable control, such as H2 and Ho, optimization, are model based, and it is
too time consuming or difficult to obtain a mathematic model that can be good enough
to be used in controller design. Nyquist criteria have been extended to multi-input
multi-output systems in the literature, and we can analyze the stability of the closed
loops using measurement data, but they are not convenient for MIMO controller
synthesis. We develope a procedure for controller design of multi-axis isolation by
using measurement-based modal decomposition. Modal testing is used to obtain
the modal parameters from the measured frequency transfer matrices. The modal
shape and modal participation matrices are used for the decomposition, and then
the controllers can be designed to control each mode in a similar manner as a SISO
system. The procedure has been implemented successfully on the LIGO isolation
system. This development is presented in Section 6.3.
To achieve -40 dB/decade isolation performance starting at low frequencies, one
may use position feedback to cancel the spring stiffnesses. However, this is positive
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feedback, which is not robust to parameter uncertainties. Therefore we explore robust
sliding and adaptive control. We develop a novel control strategy, a "model
reaching" approach, for active vibration isolation in Sections 6.4 and 6.5. In this
approach, we design a dynamic manifold using the measured relative displacement and
platform velocity. This manifold is designed such that the target dynamics (skyhook
isolation, etc.) are achieved once the system is driven to this manifold. Sliding and
adaptive controls are derived to drive the system to this manifold. Experiments based
on a realistic plant show that this control strategy can isolate vibration effectively
and achieve the target dynamics. It is interesting to note that the design of such a
dynamic manifold is equivalent to a feedback problem, and so we can conveniently
take the spectrum of base vibration into account. Unlike the model-reference based
method, this model reaching approach does not require the direct measurement of
base vibration, and it also has advantages for transient performance.
We also examine feedforward control in this thesis. Feedfoward control can ef-
fectively cancel the vibration excitation correlated with the measured reference input,
and the least-means-square (LMS) algorithm of adaptive feedforward is very easy and
reliable to implement. We implemented three-axis feedforward control on the LIGO
isolation system, and a factor of ten vibration reduction is seen. I demonstrate that
combined feedback and feedforward control can achieve better performance, and this
combination is now being implemented in LIGO isolation. The related content is
included in Section 6.2.
1.3 Thesis Contributions
This thesis is a broad study of vibration isolation. We explore system-level design, the
realization of passive and active elements of isolation systems, and control strategies.
Creative work is done in each area.
1. I propose the concept of the multi-DOF vibration absorber, and develop several
methods for their design. The multi-DOF vibration absorbers can achieve much
better performance than traditional absorbers (Section 4.3). I also demonstrate
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that one small absorber can effectively damp up to six modes of vibration (Sec-
tion 4.4).
2. I develope a passive-active vibration isolation system using post-bucked springs.
This mechanism breaks the tradeoff between soft mounting and static position
sag. It also can have large position alignment, and it is much simpler, more
reliable, and has much cleaner dynamics than an air legs (Section 3.4, Section
6.1.3, and Section 6.2.4).
3. I develop a framework based on decentralized control for the concurrent opti-
mization of springs and dampers-the key elements in passive vibration systems-
and feedback gains. The isolation performances under different disturbances can
be interpreted as the system H2 norm, H,, norm, or eigenvalue locations. And
the static decentralized feedback gain is directly composed of the stiffness and
damping parameters to be designed (Section 2.2, Section 2.3, and Section 3.5).
4. I develop a new control strategy, model reaching adaptive and sliding control,
for vibration isolation. In this approach, we design a dynamic manifold using
the measured relative displacement and platform velocity, such that the target
dynamics (e.g., skyhook isolation with a low corner frequency) is achieved once
the system is driven to this manifold. Experiments based on a realistic plant
with friction show that this control strategy can isolate vibration effectively and
achieve the target dynamics (Sections 6.4 and 6.5).
5. I develop a method for modal-space control using experimental data for multi-
axis vibration isolation. Modal testing is used to identify the modal parameters
for modal decomposition, and then a controller for multi-axis isolation is de-
signed (Sections 6.3).
6. A new configuration of eddy-current damping is developed. Experiments show
that we can achieve several times more damping than in a conventional eddy-
current damper of the same size by arranging the conductors to move in a
spatially alternating magnetic field (Section 3.2.2).
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The proposed methods have been successfully applied to or demonstrated in various
systems, including active vibration isolation for the LIGO system, vibration suppres-




Some Performance Measures and
Optimization Techniques for
Dynamic Systems
Stiffness and damping play key roles in passive vibrating systems. The selection of
stiffness and damping parameters can be reformulated as a feedback control problem,
and therefore enable the synthesis of both the passive elements and the active con-
troller from the unified view of feedback control. Such a reformulation leads to some
novel insights and brings great convenience to the design optimization of dynamic
systems. In particular, adaptation of the tools of decentralized multivariable control
allows interpretation of various system norms as performance measures of isolation
systems under various kinds of disturbances. It also provides new approaches for the
design and control of vibration suppression systems.
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2.1 Types of Performance Measures and System
Norms
2.1.1 Measures of signals
As we have seen in the previous chapter, isolation systems are required to keep the
velocity, acceleration, or force in the system below a given level. The specifications
for system performance can be given as root-mean-square (RMS) values in the time
domain, or peak values in either the time or frequency domain. The excitation from
the vibrating base can be harmonic, stochastic, or a shock impulse. Such disturbance
inputs or performance outputs can be mapped from function space to real numbers by
signal norms. The most common signal measures are the oo norm, 2 norm, 1 norm,
and power, which correspond to, respectively, the peak magnitude in time domain,
the square root of total energy, the "action", and the mean energy.
" The signal oo norm of a continuous-time vector signal f(t) is defined as the
peak amplitude, evaluated over all signal components and all time:
I|f O = sup max1fi(t)I = sup If(t)IO (2.1)
t i t
" The signal 2 norm of a continuous-time vector signal, f(t), is defined as the
square root of the signal's total energy:
coo 1/2 00 
1/2
if 12 = [j f'(t)f(t)dt] = F'(w)F(w)dw] (2.2)
-oo .7 -00
where F(w) is the Fourier transform of f(t).
" Power is the mean energy of the signal. It is related to the 2 norm, but is not
quite a norm. It is given by
Pf = lim Tf'(t) f (t) dt] (2.3)T -. oo 2T 
_T
We are often also concerned with the root-mean-square (RMS) value of the
signal, which is o-ff = Pf.
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* The signal 1 norm sometimes is called the "action" of the signal. It is defined
as the integral of the 1 norm of the signal value at each time, and is given by
|f||1 = j |f (t)I|| dt = |fi(t)| dt (2.4)
where IIf(t) I1 denotes the sum of the magnitude (absolute value) of each of its
components at time t.
In vibratory systems, we are often concerned with responses under harmonic and
random excitations. For a single-frequency harmonic signal (scalar) f(t) = sin(wt),
the oc norm is 1, the 2 norm is infinity, the RMS value a- f is 1/v/2, and the 1 norm
is infinity. For white (random) noise of mean value p and standard deviation a, the
oo norm is infinity, the 2 norm is infinity, the RMS value o-ff is [ 2 + U 2 , and the 1
norm is also infinity.
2.1.2 Performance Measures of Systems
For a linear system under the effect of a disturbance input vector w, the performances
z, in vector form, can be written as
z(t) = hz.(t) * w(t), or z(s) = Hz,(s)w(s) (2.5)
where "* denotes convolution and s is the Laplace operator. We usually call H,, the
transfer matrix, and hzw the impulse response matrix of the system. If the system
is represented in state space by matrices (Ac, Bc, Cc, De), the transfer matrix and
impulse response can be written as
Hzw(s) = Ce(sI - Ac)- 1 Bc+ Dc (2.6)
hzW(t) = CcetAcBc + Dc6(t) (2.7)
The input-output performance of a linear system can be assessed by the system
induced norm, which is defined as the upper bound of the gain of a system H,,
||HzW11Pi = sup 4 (2.8)
w+0 HP
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Table 2.1: The relation between input-output induced norms and the system norms
where Ijwjjp is the signal p-norm of the input w(t) and ||zjjp is the signal p-norm of
the corresponding output z(t). The index p is often 1, 2, or oo.
From this definition, we see that the p-induced norm is the worst possible value of
the signal p-norm of performances z that results from excitation by any disturbance
with unit signal p-norm. Specifically, the oo induced system norm is the upper bound
of the L 2 - L 2 gain, or peak to peak gain in the time domain. The 2 induced norm
is the the upper bound of the L 2 -- L 2 gain, or energy to energy gain. The induced
1 norm is the L, -* L1 gain, or action to action gain.
However, the more popular notations of system norms (such as the system H 1,
H 2, and He norms) are based on norms of the system transfer matrix, not on the
input-output relations used in system induced norms. The relations among these
norms are summarized in Table 2.1 [45]. The system H, norm is the induced oo
norm, and the system Hoc norm is the induced 2 norm. The system H 2 norm is not
an induced norm. Rather, it is the gain from energy to peak response in the time
domain.
System H 2 Norm
For a causal LTI system, the H 2 norm is defined as the signal 2-norm of the system's
impulse response matrix h_,(t), which is the total energy of the impulse responses.
||H = j trace[hzw(t)hzw(t)] dt
J j(
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Magnitude H, H 2  00
Energy oo Ho 00
Power ; Hoo 0 Ho
Recall some concepts from random vibration: the auto spectral density Szz(jw)
of output z under stationary ergodic random excitation with auto spectral density
S""(jw) is
Szz(jw) = H'w(jw) Sx(jw)Hz,(jw) (2.10)
and the definition of the output variance is
uz2z= lim E [1 fT z(t)'z(t) dt = - trace[Szz(jw)]dw (2.11)
T-co _T 0 27r 00
Therefore, from equations (2.10) and (2.11) the system H 2 norm can also be
interpreted as the asymptotic value of output variance (mean square value of z) under
unit white-noise input. That is, if S. (jw) = I, or equivalently
E[w(t)] = 0 and E[w'(t)w(t + T)] = 16 (-)
Then the mean square value of z is
0-z2z = trace[H'w(jw)Sx(jw) Hzw(jw)] = ||H (2.12)
Therefore, minimization of the system H2 norm will yield a system with minimal
RMS response of the output z(t) under wide-band random excitation w(t).
It can also be shown that the H 2 norm is the upper bound of the gain from unit
energy input to the peak magnitude of the system output, or the L 2 to L, gain bound.
(This upper bound may not be tight.)
System HO Norm
The system H 2 norm has the physical meaning of the total energy of the impulse
response. In response to an arbitrary input with finite energy, the total energy (signal
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= sup oa.[HzW(W)] Hz2|
w
And this upper bound is also tight. This suggests that the supremum of the
largest singular value over all frequencies supw aax o [HZ(w)] is the upper bound of
energy magnification from input to output, or the induced 2 norm. This is known as
the system H. norm:
IIH I = sup ola(HzW(jW))
wER
= sup Ama (H' (jw)Hzw(jw)) (2.13)
WER
where am.(.) and Amax(-) denote, respectively, the largest singular value and eigen-
value of their arguments.
For single-input-single-output (SISO) LTI systems, the H0, norm is the largest
magnitude of the frequency-response. Another interpretation of the system Ho" norm
is the steady-state magnitude of the response under worst-case sinusoidal excitation.
Therefore if the excitation of the system is harmonic, we should use the Ho" norm as
our objective function.
One can show that the system H0, norm is also the upper bound of power (mean
square value of energy) magnification from an arbitrary input with finite power; that
is
0-z 7 || H ||ooa-ww ( 2.14)
Therefore, minimization of the system H.. norm also reduces the root mean square
(RMS) value of the output for the worst case input of finite RMS.
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System |IH|II Norm
The system H. norm is the upper bound of the peak-to-peak gain in the frequency
domain. Another bound that we are concerned with is the peak-to-peak gain in the
time domain (induced L, norm).
For an LTI system subject to an input vector w of finite magnitude in the time
domain, the peak response is:
I|z||k = supmaxif (t)l
= sup max J hi (t - r)w(-r) dr
i
< sup ma x JEIhij(t -- r)| |w(-r) I| dT|
umaxJ:hiit )Iwj(T)JddTIwJC
i
[ xJZhi(t -)dT] [suprnaxl|wJ(T )
= [maxJ h()|dT] ||wi||
Therefore, the peak-to-peak gain in time domain is bounded by [maxi f 3 Ihij (r) I dr],
which is the 1 norm of the system impulse response, known as the system 1 norm.
||Hzw|1 = maxjE|hi(t)|dt (2.15)
Damping
We have discussed performance measures of system based on the input and output
relations. Another important performance measure in vibration is the modal damp-
ing, or, more generally, the pole locations of the system. The pole locations determine
the response rate of the system, and have great effect on transient performance. For
example, for a mass-spring-damper system subject to a step force excitation
the rise time (10% ~ 90%) : tr ~ 1.8/Wn
the settling time (within ± 1%): t, ~ 4.6/wn(
the overshoot: M = e- ~V_ 1 - 0.6/(
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where the w, and ( are the natural frequency and damping ratio of this second order
vibration system.
The settling time is a measure of how quickly the unwanted vibration diminishes.
Since the natural frequency is not easy to change after the system has been designed,
it is more practical to use a damping treatment to improve the system performance.
Damping is also critical for the steady-state response, especially for harmonic exci-
tation around the resonant frequency. The quality factor of a vibration system is
defined as the magnification of the frequency response near the resonant frequency
(actually, at we F1 - 2(2)
Q = 1/2(V1 - (2 1/2( (2.16)
The damping in most mechanical systems arises from the structural damping, mi-
croslip at of component interfaces, or auxiliary damping produced by viscous fluids,
viscoelastic materials, or electromagnetic coupling. The loss factors r7 ~ (/2 of struc-
tural materials are generally negligible, usually on the order of 0.0001- 0.001. The
loss factor of viscoelastic materials, like the C1100 series of materials produced by
EARTM [51], can greater than to 1.0. For vibration isolation, damping has a special
role in the performance of passive and active systems. We will discuss in more detail
in Section 3.2.
2.2 Passive and Active Isolation Systems as Struc-
tured Controllers
2.2.1 Basic vibration isolation: an example
Consider a basic vibration isolation system subject to base vibration and a payload
disturbance force, as shown in Figure 2-1 (a). The governing equation can be written
as
mj + c(4 - 4) + k(q - qO) = d (2.17)
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The spring force is proportional to the relative displacement and the damping force
is proportional to the relative velocity, that is,
m4 = -u+d (2.18)
(2.19)
Thus, by replacing the force due to the passive spring and damper, we can cast this
passive isolation system as a control system, as shown in 2-1 (b). The plant is 1/ms 2
with a PD controller subject to disturbance force d and measurement noise qo, as seen










Figure 2-1: Basic vibration isolation and its control formulation
Therefore, we can use control techniques to design the passive elements for vibra-
tion suppression from the excitation of payload force and base vibration w = [d, do]'
to the motion of isolated platform z = 4. By taking the state variable as
x = [q - qo, 4]'





Figure 2-2: Control bockdiag expression of basic vibration isolation
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q 0
the problem can be described in state space by:
0 1 0 1 0
X = + W + U
0 0 i/m 0 -1/ m
z = [10]x+[00]w+Ou
1 0 0 -1y = X+ W+
0 1 0 0
The feedback gain F is composed of the stiffness and damping parameters
u= Fy = [kc]y
where the measurement output y is a vector containing the relative displacement and
velocity. If we are concerned with other performance indices, a similar re-formulation




2.2.2 Decentralized control formulation for passive mechan-
ical systems
The example above shows that the design of passive systems can be cast as a control
problem by taking the spring and damper as sensor and feedback elements for relative
displacement and velocity, respectively. In more general mechanical systems, such as
a multi-wheel car suspension (see Section 3.5) or multi-axis isolation, we have more
than one group of springs and dampers. Each spring or damper only senses and feeds
back as a force the local relative displacement or velocity. We replace the forces of
springs and dampers to be designed as a "control input" of vector u, and the governing
equations of motion can be written in matrix form as
Mq + C q4 + Kqq = Buu + Bdd + Bpqo + Bvdo (2.20)
where Mq, C and Kq are the (positive definite) mass, damping, and stiffness matrices,
respectively. The vector d is the exogenous force disturbance, and qo and 40 are the
exogenous displacement and velocity disturbances.
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Defining the state variables as
q[ -M- 1 Bqo
we can write the equation of motion (2.20) as
0 I
M= 1K M-'Cqx (2.21)
+ 0 MqBv d
Mq-'Bd Mq- 1 (Bp - C Mq-'Bv) qo
0
def
- Ax+B 1 w+B 2u (2.22)
Using geometric information, we can write the output vector of relative displacements
and velocities between connection points of spring-damper pair as
y = C2x + D21w + D 2 2 u (2.23)
in which the coefficient D2 2 of u is zero naturally. Also, we can take the the displace-
ments and velocities at the critical nodes together with the the control force u as the
cost output z
z = C1 x + D11w + D 1 2 u (2.24)
Each element of the "control force" vector input u is generated by a pair of spring
and damping elements to be designed, and thus the feeback gain is in the block-
diagonal form.
u = Fy (2.25)
where the feedback gain Fd is a decentralized (block-diagonal) matrix composed of
the parameters to be designed:
ki c1









Figure 2-3: Block diagram of decentralized control of passive mechanical systems
Thus parameter design of passive mechanical systems is cast as a decentralized control
problem in state space, as shown in Figure 2-3.
With system augmentation, the foregoing formulation is still valid for the case
where the disturbance w includes velocities or accelerations and the cost output z
includes accelerations. We can also handle weighted costs or weighted disturbances
by taking shape filters into account in the generalized plant.
Within this framework, state-space control techniques can be used to design pas-
sive systems. We should bear in mind that for a practical design, the parameters ki
and ci should be be nonnegative or reside in some reasonable intervals.
2.2.3 Formulation for concurrent design of active-passive iso-
lation
The framework of static decentralized control can also be used for the design of passive
elements and the active controller simultaneously. Consider an example multi-stage
isolation system. Figure 2-4 shows a 2-stage isolation system subject to the payload
disturbance force d, and base vibration qo. An intermediate mass m 2 is added with
the hope of giving better performance. An active controller with absolute velocity
feedback is used in addition to the passive stages. The task is to design the passive
parameters and active controller, with the aim of reducing the motion of the mass
m, and a limited active control force u()
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Figure 2-4: An passive-active multi-stage vibration isolation
Therefore, the disturbance input is
w = [d 1 o]'
and performance (cost) output is
= [1 U(a)
Note that weighting factors can be used for the disturbances and costs.
Such active-passive multi-stage isolation is very common in engineering practice,
and usually we design the active controller after we set up the passive system. Here
we will propose an approach for concurrent design.
We replace the passive springs and dampers at the upper stage and lower stage
with "control forces" ui and uf, respectively, as shown in Figure 2-5. Then we can
write the system equations as
miqi = -u 1 + di (2.27)




U 2  U2
Figure 2-5: Formulation for concurrent design of passive-active vibration isolation
where the control forces u = [ui, u4), U(a)' are
Ui = ki(qi - q2) + C1(41 - 42) (2.29)U 1  = k(2.29)
2 2(q2 - qo) + c2 (42 - o) (2.30)
(a) = G(s)42 (2.31)
By taking the state as
x = [qi - qo, 41, q2 - qO, 42]' (2.32)
and the "measurements" as
y = [q, - q2, i -- 42, q2 - qO, 42 - 4o, 42] (2.33)
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The control force is in decentralized form, but it is not static
ki
0
Ci 0 0 0
0 k2 C2  0 y
0 0 0 G(s)
(2.37)
However, we can put it into the framework of static decentralized control. Suppose
G(s) is a n-th order controller given by
X = Akxk + Bky
U(a) =U2 CkXk+ DkY
(2.38)
(2.39)
By defining the augmented states z, control ii, and measurement as
U
and Q =
Xk J [ 1XkJ
we see that the static feedback gain of this augmented system is composed of the
parameters of the passive elements and the active controller:
ki ci 0 0 0 0
0 0 k2 C2  0 0
0 0 0 0 Dk Ck














And thus we can design the passive elements and active controller of the passive-active
isolation concurrently.
Similarly, we can also cast other passive-active vibration systems, such as vehicle
suspensions, as decentralized control problems.
2.3 Practical Optimization via Decentralized Con-
trol Techniques
In Section 1, we have discussed using the system norms and pole locations as per-
formance measures for vibrating systems. We also developed a framework based on
decentralized control for passive and active systems in Section 2. In this section, we
will see how to compute the parameters of passive elements and controllers to by H2
optimization, H,, optimization, pole shifting, and H2 optimization with pole regional
constraints.
Only in some very special cases (for example, the basic vibration isolation), the
reformulated problem is full-state feedback, which can be solved effectively using
Riccati-based or LMI-based (linear matrix inequality) semi-analytic methods. More
likely, the reformulation of the systems yield a static decentralized problem. Static
and decentralized output-feedback control optimization has been studied by a number
of researchers in the controls community, e.g., see, [107, 117, 65, 164, 66, 154, 118].
If we only have one spring-damper pair, or have a centralized active controller to be
designed, the problem becomes a centralized static output feedback problem, which
can be solved using the efficient algorithms proposed by El Ghaoui et al [52] or by
Geromel et al [67]. Whenever there is more than one spring-damper pair, we need
to concurrently design the passive and active elements, or we have local controllers,
the optimization is equivalent to decentralized optimal control with static output
feedback.
After replacing the spring and damper forces as control input u,
u = Fy
where y is the "measurement" output of the relative displacements and velocities
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at the spring-dashpot location and Fd is composed of the stiffness and damping pa-
rameters to be designed, We can write the passive dynamic system in the standard
state-space form
= Ax + Bw + B 2u (2.41)
z = Cix + D11w + D 1 2 U (2.42)
y = C2x + D 2 1w + D 22 U (2.43)
where w is the disturbance input, and z is the cost output. The closed-loop system
from w to z is given by
Ac Be A + B 2FdC 2  B1 + B 2 FdD2 1 (2.44)
Cc Dc C1 + D12FdC 2 Dnl + D12FdD 2 1
In the following, we will discuss the calculation of Fd, that is, the parameter of spring
stiffnesses and damping coefficients.
2.3.1 Decentralized H2 Optimization
As we have seen from the definition of the system H 2 norm, if we are concerned with
the energy of the performance output under an impulse excitation (such as shock
vibration), we can use H 2 optimization. Or, if the system is subject to random
excitation with known spectrum, we can use H 2 optimization to minimize the RMS
value of the performance output.
By substituting the impulse response (2.7) into the definition of the system H 2
norm given by Eq. (2.9), it can be shown that the H2 norm of an LTI system can be
evaluated by solving a Lyapunov equation, as summarized in the following [176]:
Lemma: The H2 norm of the LTI system from w -* z given by
S= Acx + Bew
z = Ccx + Dew (2.45)
is infinite if A, is unstable or D, is nonzero. Otherwise
||H|11 = trace(B'KBe) (2.46)
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where K is a symmetric matrix (known as the observability Grammian) which solves
the Lyapunov equation
A'K+KAc+C'C, = 0
Under action of a structured controller u = Fdy, the closed-loop w -* z is given
by (2.44). To obtain a finite H2 norm, D11 + D12 FdD 21 must be zero. If so, the
decentralized H2 optimal control problem becomes
min J(Fd) = ||HZW||2= trace[(Bi + B 2FdD21)'K(B1 + B 2 FdD2 1)] (2.47)
subject to
K(A + B2FdC 2) + (A + B 2FdC2 )'K + (C1 + D12FdC2)'(Cl + D12FC 2) = 0 (2.48)
where Fd is in the given block-diagonal form.
Define a Lagrangian by introducing a (symmetric) Lagrange multiplier matrix L
as follows
L(Fd, K, L) = trace{(Bi + B2FdD21)'K(Bl + B 2FdD21)
+[K(A + B2FdC 2) + (A + B 2FdC2)'K + (C1 + D12FdC 2 )'(Cl + D12FdC 2 )]L} (2.49)
Then, using matrix calculus [72], we obtain
=~ 1 2 [(D 2 D12 FdC2 + D12C1 + B K)LC2 + BK(B1 + B2 FdD 21D'1)] (2.50)
= K(A + B 2 FdC 2 ) + (A + B 2 FdC2 )'K + (C1 + D12FdC 2 )'(Cl + D12FdC 2 )DL
(2.51)
DL _
ax = L(A + B2FdC 2 )' + (A + B2 FdC 2 )L + (B1 + B 2FdD21)(B1 + B 2 FdD2 1)'aK
(2.52)
The meaning of DE/DFd is a collection of the derivate of E with respect to the
ij-th element of Fd, i.e., DL/DFdiy, so the right-hand side of (2.50) is not really the
derivative of E with respect to the free design variables in Fd. So we need to pick out
the entries corresponding to the free design variables by rewriting (2.50) as
[+0
_1= 2 [(D'122 FdC 2 + D12 C 1 + B'K)LC' + B'K(B1 + B 2 FD 2 1D'1)] o F)Fd2
(2.53)
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where F, is a matrix with entry 0 in the position corresponding to the prescribed
entries in Fd and entry 1 corresponding to the free design entries in Fd, and M 0 F,
denotes multiplication of M and Fp entry by entry.
Thus, a set of necessary conditions for optimization are obtained by setting the
expressions (2.53), (2.52), and (3.63) to zero, that is
Of/DFd = 0,O LC/&L = 0,7 & /OK = 0
and A + B 2 FC 2 be Hurwitz.
It is not easy to directly solve the resulting highly nonlinear equations. However, it
is very useful to note that under the condition of &f/OL = 0 and OL/OK = 0, o9f/&Fd
is the gradient of &J/OFd [186]. For a given Fd, oX/OL = 0 and aX/OK = 0 are just
two decoupled Lyapunov equations, respectively, for K and L, which can be solved
easily. Therefore,we can use the numerical efficient gradient-based method to optimize
the system H2 norm: (1) starting with a stabilizing Fd, solve the two decoupled
Lyapunov equations a.2/OL = 0 (Equation 2.52) and 012/OK = 0 (Equation (3.63))
respectively for matrices K and L, (2) calculate the gradient aJ/OFd (Equation 2.53);
(3) update Fd in the direction of steepest-descent, conjugate-gradient, or FBGS quasi-
Newton direction, iterative until a stationary point of the system H2 norm with
respect with the decentralized gain Fd is found. During each step of the iteration,
the step size must be chosen carefully to ensure the the cost J decreases and that
the new iterate of Fd is still stabilizing. Note that in this procedure we did not solve
Ricati equation, and thus avoid the singularity that exists in LQ control.
For passive mechanical systems, the stiffness and damping coefficients are usually
nonnegative. To handle this additional constraint that Fij > 0, we can conveniently
replace Fd with Fd 0 Fd (where the symbol "0" denotes multiplication entry by entry.)
and make a corresponding modification following for the gradient. More generally, if
we would like to constrain some parameter Fij to be in some physically achievable
internal [ri, r2], we can specify Fij with one parameter r:
1 1
Fdij = -(r, + r 2 ) + -(r 2 - ri) sin r2 2
and evaluate the gradient with the chain rule.
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2.3.2 Decentralized Hc Optimization
If the system is subject to unknown harmonic excitation, we should take the system
H, norm as our objective function for optimization. H, optimization also yields
a system with minimum gain from finite energy or RMS input. Small gain theory
enables H, design to directly handle the robustness of the system for given frequency-
bounded uncertainties.
However, unlike the decentralized H 2 optimal control, whose objective function
and gradient can be evaluated almost analytically, decentralized H. optimization is
more challenging. Decentralized H, optimal control has been investigated by many
researchers in the controls community. The following gives a brief review on the LMI
based algorithm and then introduces finite-difference-based method.
In the past several years, linear-matrix-inequality (LMI) algorithms have emerged
as powerful techniques for the solution of Ho, (as well as H2) problems. Several com-
mercial software LMI packages are available [22, 62]. The following Lemma formulates
the computation of H, norm for a given system as linear matrix inequalities of X
and 72:
Lemma [22]: The continuous-time LTI system (AC, Bc, Cc, Dc) is stable and the
L 2 gain is less than y if and only if there exists some symmetric matrix X such that
A'X+XAc XBe C'
B'X 12I D' < 0 (2.54)
Cc De -I
X > 0
Recently El Ghaoui et al [68] adopted the Cone Complementary Linearization
Algorithm to solve the static and lower-order output-feedback stabilization problems.
However, static decentralized control generally turns out to be a bilinear-matrix-
inequality (BMI) problem.
Substituting the closed-loop system matrices (2.44) into the Lemma, we see that
the system H, norm with a static decentralized gain Fd is less than 'y if and only if
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there exists some symmetric matrix X such that:
(A + B2FdC 2)'X + X(A + B2FC 2) X(B 1 + B 2 FdD2 l) (C1 + D12 FC 2 )'
(B 1 + B 2 FdD2 l)'X -- YI (D i + D12 FdD 2 )' < 0
C1 + D1 2 FdC 2  Dnl + D12 FdD 2 l -1 I
(2.55)
X = X' > 0 (2.56)
For synthesis problems Fd is unknown, and thus the inequalities (2.55) are in bilin-
ear form with respect to Fd and X. BMI problems are generally NP hard, not solvable
in polynomial time. Branch-and-bound [69, 95, 155], LMI-based iteration [136, 26],
nonlinear programming [84, 106], and homotopy [77] methods have been used to
search for the local minima of BMI problems. The easiest algorithm to implement
for decentralized H, optimization is alternative minimization [70]: Start with a
stabilizing Fd and repeat OPi and OP2 until -y can not decrease any more:
OPI Fix Fd, search for X = arg minx 7, subject to constraints (2.55) and (2.56);
OP2 Fix X, search for Fd = arg minFd y7, subject to constraint (2.55).
Since the matrices Fd or X are fixed, OP1 and OP2 become LMI problems, which
can be solved easily using an LMI solver. The alternative minimization will generate
a decreasing sequence of -y, and it works in most practical problems. However, this
algorithm might converge very slowly, and may even stop at a non-stationary point.
This approach of alternative linear matrix inequalities (LMI) was first described by
Safonov [71]. Later homotopy [174, 180], and LMI iteration [27] have been proposed.
But none of the algorithms can be guaranteed to converge to a local optimum or
a stationary point. Our experience is that these methods generate sequences that
decrease quickly when the controller gain is far from the optimum, but become very
inefficient when the sequences come close the optimum.
Another method for computation of the H, norm is the bi-section method (y-
iteration algorithm) based on the following Lemma:
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Lemma: For the stable LTI system (AC, Bc, Cc, 0), the Honorm H| |< -y if and
only if the Hamiltonian matrix
Ac BB'
-C'Ce -A'
has no eigenvalue on the imaginary axis.
So starting with an upper and a lower bounds, we can use a bisection algorithm to
calculate the system H, norm (i.e., the value of -y that makes the above Hamiltonian
matrix have an imaginary eigenvalue). A similar Hamiltonian matrix exists for the
case Dc $ 0; details can be found in the text [176]. Standard routines are available,
such as the Matlab function normhinf in the Robust Control Toolbox or LMI Control
Toolbox.
In the engineering application of structural optimization, a commonly used frequency-
domain optimization method is based on the evaluation of a transfer function at dis-
crete frequencies (e.g., [101, 43]). To capture the maximal magnitude response, the
frequencies have to be closely spaced and hence the method is also computationally
inefficient.
We therefore develop a method with better efficiency for minimization of the
peak of the frequency response. It is based on these two points: (1) The peak of the
frequency response, or the H, norm of a LTI system, can be computed very efficiently
using --iteration or the LMI internal method. (2) Finite differences can be used to
approximate the gradient, and the computational efficiency should be much better
than direct search if the objective function is easy to evaluate.
This algorithm for minimization of the system H, norm is summarized as follows:
Step 1 Choose an initial value of stabilizing F. (To ensure that we obtain nonneg-
ative parameters, we take controller gain as Fd 0 Fd.)
Step 2 Evaluate the H, norm Jo, using the Matlab function normhinf or LMI solver
for a given matrix Fd and Fd + AF. Then approximate the gradient OJo/&Fd
using the finite difference AJ(/,AF. If the decrease of AJo is small enough,
stop; otherwise go to Step 3.
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Step 3 Based on the gradient AJ,/AF, calculate a search direction DF (e.g., the
FBGS quasi-Newton direction [19]). Choose a proper step size a using the
Armijo rule, or any other rule [19]. Update Fd with Fd + aDF. Go to Step 2.
Note that the system H, norm is a nonsmooth function of matrix Fd. Theoretically
AJ,/AF might approximate a mixture of the subgradients. We can give some small
random perturbation when the optimization becomes stuck. Our experience shows
that this algorithm is much faster than the LMI-based iterations.
2.3.3 Minimax Pole Shifting
When the disturbance or noise inputs and cost outputs of a mechanical system are
difficult to characterize, optimization of the H2 and H, norms become impractical.
In such cases, we can turn to manipulation of the system's poles. Maximization
of the minimal damping over the frequency range of interest is preferred in many
applications. Another advantage of this method is that it can handle marginally
stable and hysteretically damped systems, which is not readily done in the framework
of H2 or H, optimization.
The task of maximizing the minimum damping over a frequency interval [w1, Wh]
can be formulated as a minimax problem:
max(min(C( Fd)))
FdE iEI (2.57)
I = {ijw1 < wi : Wh, wi = leig(A + BFC)I}
where Q is the set of Fd satisfying the block-diagonal constraint. To solve this minimax
problem, we introduce the concept of a subgradient and its application to nonsmooth
optimization.
The Subgradient and Nonsmooth Optimization
It is well known that gradient-based algorithms are much more efficient than non-
gradient based algorithms (such as the Simplex Algorithm) in constrained or uncon-
strained optimization [19]. However miniEA(i(F)) is a nonsmooth function, so we
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can not use the well-known conjugate gradient or BFGS (Broyden, Fletcher, Gold-
farb and Shanno) algorithm. Nonsmooth optimization problems have been examined
extensively after the early studies of Polyak [19, 20, 6] and Dem'yanov [47, 48].
The subgradient or E-subgradient plays an important role in nonsmooth optimiza-
tion, similar to that of the gradient in smooth optimization. Given a convex function
f : R' -- R, a vector d is called a subgradient of f at x if
f(z) ;> f (x) + d'(z - x), Vz E Rn (2.58)
The set of all subgradients of f at x, denoted by Of(x), is called the subdifferential
of f at x. It is a nonempty, convex and compact set. The concepts of a subgradient
and subdifferential are illustrated in Figure 2-6 for the case where both f and x are
scalars: from any point on a convex function, one can march along a line of any slope
contained in the subdifferential without passing above the function f.
We can similarly define the subgradient for a concave function. From the defi-
nition, we can see that any subgradient is an ascent direction for a convex function
f : Rn -+ R. So arbitrarily selected subgradients-combined with a properly chosen
step size [6]-will yield a descent sequence and converge to a stationary point or e-
stationary point. For the nonsmooth function maxiI fi(x) or miniEI fi(x), where I is
a finite index set, it is easy to find the entire subdifferential (set of all subgradients),
and the steepest subgradient according to the following two theorems.
Theorem 1 (Danskin's [20]) If fi(x) : Rl -+ R is smooth for all i E I, then the
subdifferential of f (x) = maxfi(x) is
iEI
Of(x) = conv{ V.f 1 (x) I E I(x)} (2.59)
where I(x) = {ilf 1(x) = maxiErfi(x)}, VfI(x) is the gradient of fy(x) at x, and
conv(.) denotes a convex hull.
Theorem 2 [48] A necessary condition for a continuous nonsmooth (not necessarily
convex) function f(x): R' -+ R to attain a minimum at x* is that 0 C Df(x*). If














Figure 2-6: Illustration of the subdifferential of a scalar nonsmooth function of a
scalar argument: (a) a function f(x) and (b) its subdifferential Of(x)
is the steepest descent direction. (For a convex function, the condition above is suffi-
cient.)
Theorems 1 and 2 suggest an approach for standard minimax problems (or max-
min problems): Start with an arbitrary initial point x0 , evaluate the subdifferential
Df(xo), use a one-dimensional optimization method to update x0 in the direction of
steepest descent given by Theorem 2, and then repeat the procedure. One might ex-
pect the limit point of this descent sequence to be a minimal point of the nonsmooth
function. However, due to the lack of smoothness, the limit point of the sequence
generated by the above algorithm based on Theorem 2 may not even be a stationary
point of f(x). (An example is given by Dem'yanov [47].) Moreover, since any nu-
merical algorithm based on the subgradient must be carried out in discrete steps, it
is practical to introduce a scalar e and define the E-subgradient as follows:
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Given a convex function f : R"n -+ R, for a scalar e > 0, we say that a vector d is
an E-subgradient of f at x if
f(z) + E > f(x) + d'(z - x),Vz E R' (2.60)
The set of all e-subgradients of f at x, denoted by Def (x), is called the E-subdifferential
of f at x. The following theorem is the basis of an e-subgradient algorithm for
minimax problems:
Theorem 3 [47] If E > 0, I, = {JI[maxiefi(x)] - f3 (x) < E}, and &ef(x) =
conv{Vxfj(x)|j E I,(x)} is not empty, then the search direction
-arg min Id(x)||
dE-9ef(x)
and one-dimensional minimizing step size will yield a sequence whose limit point is an
e-stationary point of f(x) = maxiEI fi(x), which is an approximation to a stationary
point with absolute error of at most e.
Minimax Algorithm
With the above background of nonsmooth optimization, we return to the problem of
minimax pole shifting stated in Equation (2.57): determine the structure-constrained
feedback gain Fd that maximizes the minimal damping in a certain frequency range.
Our algorithm is based on Theorems 1, 3 and the following eigenvalue sensitivity
formula:
Given a real-coefficient dynamic system 1 = (A + BFdC)x, the sensitivity of the
jth eigenvalue A3 to changes in the klth element of Fd is
,\. w'bkClVj03  = bcv (2.61)
&Fdkl wv(6
where vi and wj are the jth right and left eigenvectors of A + BFdC, respectively, bk
is the kth column of B, and cl is the lth row of C.
For systems with viscous damping, the matrices A, B, C, and Fd are real and
the eigenvalues of A + BFdC are symmetric with respect to the real axis in the
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complex plane. We need only consider the poles and associated damping in the
second quadrant. The damping ratio is
(j (Fd) =Re(A) (2.62)
Using the gradient chain rule, we write the sensitivities of the damping ratios with




We now propose the following algorithm for minimax pole shifting:
1. Choose the initial parameters-a block diagonal matrix Fd.
2. Solve for the steepest-descent subgradient drt(F): Evaluate the eigenvalues
and eigenvectors of A + BFC, find the set of indexes corresponding to modal
frequencies whose damping ratio is close to the minimal damping inside the
specified frequency band:
I d(Fd) = {j((F) - min ((F) < } (2.64)
iEI
Compute the gradient of the damping VFd(j (Fd) with respect to the free design
variables in Fd for all j C Ie(F) using (2.61) and (2.63). We obtain a convex
hull aO((F). Then solve a minimization problem to obtain the steepest-descent
subgradient
drt(Fd) = -arg min Id(Fd)II (2.65)
dEaeC(Fd)
If drt(F) = 0, stop; otherwise go to step 3.
3. One-dimensional minimization: Search in the direction drt(F) to determine
the step size a which maximizes the function
mini (Fd + a -drt(Fd))
UE T
Update Fd with Fd + a - drt(Fd). Then go to step 2.
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Remark 1 To find the direction of steepest descent drt(Fd) as defined by (2.65), we
must solve a convex constrained linear least-squares problem:
min ||d( F)== m I 1 /V Fdfj (Fd)|I (2.66)
dE -9 f (Fd) 
, #3=1 jEIe
Such problems can be solved efficiently using a standard code, such as the lsqlin
function in the Matlab Optimization Toolbox.
Remark 2 Generally, gradient-based methods are not finitely convergent. So typi-
cally we will stop computation when ||drt(Fd) | or a| drt(Fd) I becomes sufficient small.
Remark 3 To make the approach more practical, we can also maximize the weighted
minimal damping in a selected frequency range.
Remark 4 For hysteretically damped systems, the matrices A and Fd are complex.
There is little published work on optimization of such systems, though they are impor-
tant in practice. To treat systems with hysteretic damping, we need only extend the
eigenvalue sensitivity formula to the case of complex coefficients:
______ - w'.bkClvj 
____ =_ * _ wbkclvj (2.67)
ORe(FdkI) wVj ' DIm(Fdkl) w vj
where i is the imaginary unit. Using these equations we can compute the sensitivity of
the modal damping to changes in the real and imaginary parts of the design parameters
in Fd.
Note that in the forgoing discussion we took our objective as maximizing the
minimal damping of certain modes. Other pole shifting objective are also treatable
by the present method, for example, maximizing the stability by shift of the poles to
the right side of the complex plane as far as possible.
2.3.4 Decentralized H 2 Optimization with Regional Pole Place-
ment
Pole placement is one of the most fundamental techniques in control design. Usually,
exact pole placement is impractical and unimportant as long as the poles are con-
strained to be in some region. This so-called regional pole placement offers additional
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freedom to meet other specifications. H 2 optimal control, or LQR, provides the best
RMS performance of the output under white-noise disturbances. H 2 optimal control
with full-sate feedback can guarantee 60' phase margins, but H 2 optimization with
output feedback might yield a system with very light damping or a small decay rate
in some modes. Therefore, in the past decade H 2 optimal or suboptimal control with
regional pole placement has been proposed to enhance the transient performance of
the closed-loop system [74, 140, 13, 167, 33, 34, 173].
However, these previous studies consider some special regions described by Lyapunov-
type equations or LMI forms. The results are very conservative and the methods are
difficult to extend to decentralized control. In this section we will study another
method for decentralized H2 optimization with more general or partial regional pole
constraints.
The poles can be defined on the the spectrum of A + B 2 FC 2 , and thus we can
use a vector-valued function
g(A + B2 FC 2 ) < 0 (2.68)
to describe the pole regions directly. For example, the pole region shown in Figure 2-
7 is desired in many application, since this pole region specifies the damping ratio,
decay rate, and rise time of the closed loop system. This region can be characterized
as g(A + B 2 FdC 2 ) = [g', g2, g&3]' < 0, where
gi = Re[A(A + B2 FC 2 )] + a (2.69)
92= A(A + B2 FC 2 )12 _ p2  (2.70)
93= Re[A(A + B 2FdC2)]-Im[A(A + B 2FC2)]tan# (2.71)
and A(-) refers to the eigenvalues. Other regions can be characterized similarly.
Using Equation 2.46, we formulate the decentralized H 2 optimal control with pole
regional constraints as an optimization problem:
min ||HZW||2 = J(Fd) = trace(B' KB1 )
FdEQ
s.t. K(A + B 2 FdC 2 ) + (A + B 2FdC2)'K
+(C1 + D12FdC 2 )'(Cl + D12FdC 2 ) = 0





Figure 2-7: A desired pole region
where Q is the set of matrices which have the prescribed decentralized architecture
and stabilize the closed-loop system.
Review of the Method of Multipliers
In the preceding, we have formulated the design of decentralized H 2 optimal con-
trollers with pole regional constraints as a problem of constrained optimization as
given by (2.72). Constrained optimization problems are usually solved by using
penalty functions or Lagrange methods. Penalty methods are simple to implement,
but are hampered by slow convergence and numerical instability. The Lagrange
method is a very elegant method to relax the constraints, but it is generally diffi-
cult to obtain the Lagrange multipliers. Therefore a class of augmented Lagrange
methods, the so-called multiplier methods, were proposed and developed in the 1970s
to combine the advantages of penalty and Lagrange methods. Multiplier methods
have good convergence properties and numerical robustness [21].
Proposition 1 [19]: Suppose x* is a local minimum of
min f(x) (2.73)X
s.t. h(x) = 0, g(x) < 0
where f : R' -+ R, h : R' - R"', and g : R ' - R' are given continuously
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differentiable functions. Define the augmented Lagrange function L, : R' x R' x R' -
I2(x, A, I) =f(x) + A'h(x) + |Ih(x)112
+ {j gj(X, 1, c) + C[g(x, [, c)]2 (2.74)
j=1
where gj(x, , c) = max{gj(W), -'}. Then there exist (A*, p*) such that x* is an
unconstrained local minimum of Lc(x, A*, p*) for all c larger than some finite E. In
addition, (A*, A*) are the Lagrange multipliers if the original problem adopts Lagrange
multipliers.
Remark: The penalty term corresponding to the jth inequality constraint in (2.74)
[tg (x, t, c) + [g (X, A, c)]2
= (ma{fO, pj+ cgj(x)}) 2
- 2
is continuously differentiable in x if gj is continuously differentiable. Therefore
4c(x, A, p) is differentiable in x and we can write
4(x,A,p)= + [A + c h(x)]' + [p + c g+(x)]' (2.75)0 x ax ax 0ix
An updating rule is used because the (A*, it*) are unknown:
Ak+1 
_ k + c h(xk)
k+1 = + c gt (xk) (2.76)
where xk is the unconstrained minimum of 4c(x, Ak, Mk). It has been proven that this
updating rule will generate a sequence (Ak, pk) convergent to (A*, *) [19]. The choice
of c is also important. A good practical schedule is to choose a moderate c0 , and
increase it according to
ck+1 =pCk (2.77)
where 0b is between 5 and 10, such that ck will eventually become larger than the
threshold E.
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Constrained H 2 Optimization
In our problem (2.72) the decentralized feedback matrix Fd is unknown, and K is
also unknown. Comparison of the expressions (2.72) and (2.73) suggests that one
take the variables in Fd and K as x, and take the Lyapunov equation as h(x). This is
feasible but unnecessary since we can evaluate J(Fd) and OJ/OFd for a given Fd, as
we have seen in Section 2.3.1. We re-write it in the following: For a given controller
gain Fd with prescribed structure (e.g. decentralized), the gradient of |IHze 1 of the
closed-loop system with respect to Fd is
aJ
= 2 [(B K)LC2 + D'2C1 + D'DFdC2 )LC2] o Fp (2.78)OFd
where K and L can be obtained by solving the decoupled Lyapunov equations
K(A + B 2 FdC 2 ) + (A + B 2 FdC2 )'K
+(C1 + D12FC 2 )'(C1 + D12 FdC 2 ) = 0 (2.79)
L(A + B2 FdC 2 )' + (A + B2 FdC 2 )L + B 1B1 = 0 (2.80)
and FJ is a matrix with entry 1 in the positions corresponding to the free design
variables in Fd and zero elsewhere, and X 0 Fp denotes multiplication of X and Fp
entry by entry.
Formulated in this manner, there are only inequality constraints in our problem.
And the unknown variable x is composed of the variables in the decentralized feedback
matrix F only. We can use the multiplier method in conjunction with any gradient-
based method to find the optimum. To evaluate the gradient, we use the eigenvalue
sensitivity formulae (2.61) and chain rule:
o g(A + B2 FdC 2 ) _ Og a (2.81)
D9 Fdk - &A O 9 F(k8
where a' can be obtained from (2.61).
The algorithm for synthesis of decentralized H 2 optimal control with regional pole
constraints can be summarized as follows:
Step 1: Find an initial stabilizing decentralized controller Fd. Choose a moderate
value for the scalar c1 , and a multiplier vector pl. Set k = 1. Initialization of Fd
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might be obvious for certain plants; or we can obtain stabilizing Fd by using the
iterative LMI algorithm [28] or weighted sensitivity-function minimization [105].
Step 2: Fix ck and pk and solve the following unconstrained optimization problem
for the decentralized Fd:
2Ck(Fd,k) = J(Fd) + (Ik)g+(A + B 2FC2, Pk Ick)
ck
+ - ||g+(A + B 2 FdC2, yk, ck)11 22
Set it as Fd. This unconstrained problem can be handled using a gradient-based
optimization method (such as steepest descent, conjugate gradient, or FBGS), where
the gradient of Leak(F, p k) can be evaluated using equations (2.75), (2.78), (2.61),
and (2.81). Details on gradient-based optimization can be found in the text by Bert-
sekas [19].
Step 3: If |L(Fd, )- LC- - yk- or |IF F -1 j-11 is small enough, stop;
otherwise, update p1k according to (2.76) and increase ck according to (2.77). Set
k = k +1, and go to Step 2.
The dynamic performance of the system is usually dominated by some poles. So
in many applications it is more practical to minimize the H2 norm while constraining
only the dominant pole to be in some region. Lyapunov-type or LMI-type of pole
descriptions constrain all of the poles, and therefore can not be used for this kind of
partial pole requirement. In our problem formulation given by equation (2.72), each
pole is constrained individually; thus, our synthesis procedure offers the flexibility to
enforce partial pole constraints and more general pole-regional constraints.
2.4 Illustrative Examples: Five-Mass System
We will present two examples to illustrate the design of passive mechanical system via
decentralized H2 and H,, optimization, minimax pole shifting, and pole-constrained
H2 optimization. More vibration isolation applications will be given in the following
chapter.
Figure 2-8 shows a serial five-mass system comprising masses, springs, and dash-
pots. We are given that mi = m2 = = 4 = m 5 = 1, k1 = k3 = k 5 = 1, and
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y1[ y2
K1 K2 K3 K4 K5
ml m2 m3 m4 m5
C1 C2 r> C3= C4 r> C5
Fdl IFd2
Figure 2-8: Diagram of the five-mass system.
C1 = C3 = 0. We wish to choose k2 , c2, k 4 , and c4 to meet performance objectives.
The disturbance inputs are d, and d2 , and the cost outputs are the velocities of the
masses m 2 and M4 . This system can be cast as a 10th order plant with decentralized
feedback. The closed-loop transmission is 2 x 2, and the feedback is a block diagonal
matrix composed of two 2 x 1 blocks.
k2 c2 0 0
0 0 k4 C4
This example is adapted from a paper by Sipila et al [139], in which a new branch
and bound method is used and the achievable H, norm is obtained between 2.775
and 3.083 after 6661 iterations and nearly one and a quarter hour of computation on
a Pentium II 400, while the traditional branch and bound does not converge after 12
hours of computation.
We use the FBSG quasi-Newton method [19] in the framework given earlier in
this paper to minimize the H2 norm, and the computation is very efficient. Next,
we use the alternative LMI method to drive the H, norm to 3.044 after 1070 LMI
iterations with all initial parameters set to unity. Using the homotopy method that
we proposed in the paper [180], we set 'Yo = 6 and the step to -0.1 and achieve an H,
norm of 3.10 in 899 LMI iterations. Zhai's homotopy method achieves an H, norm
of 3.10 after 4096 LMI iterations starting from the centralized optimal H. gain.
The computation time of the finite-difference based H, optimization is much less
than these LMI-based methods. Finally, we use the steepest E-subgradient method to
perform minimax damping optimization. The performance achieved via these three
decentralized optimization techniques are summarized in Table 2.2. Figures 2-9 and
2-10 show, respectively, the frequency and impulse responses obtained for the system
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Table 2.2: Results of the H2 ,
system
Table 2.3: Optimal parameters
system
Hinf, and mimimax methods applied to the five-mass
of the H 2, Ho, and mimimax design of the five-mass
designed using H2, Hc, and minimax approaches.
From Figures 2-9 and 2-10, we see that the minimax design gives the fastest decay
for each mode of excitation, but it takes no account of the system zeros and therefore
produces a damping ratio greater than 10 per cent in each mode. The H2 optimal
design has the lowest energy but disturbances diminish somewhat more slowly than
they do in H, optimal design. Both the H2 and Hc, optimal designs take advantage
of the zeros of the system to minimize the effects of certain modes; therefore they
produce some lightly damped modes (with damping ratios as low as 2.7 per cent) as
well as some overdamped modes.
Table 2.3 lists the optimal parameters k2 , c 2 , k4 , and c4 . We see that the spring
stiffness k4 approaches zero in the the H 2 optimal design, which is not desirable in
practice. The reason is that there is a zero at origin in the transfer function from
the force input to velocity output, and H2 optimization yields a pole which almost
cancels this zero. If we still keep the system H2 norm as our objective function, then
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Method H2 norm H, norm min damping
H2 1.517 4.68 2.70%
Ho 1.721 3.04 5.73%
MiniMax 2.058 10.02 10.9%
Method k 2  C2  k 4  c 4
H2 0.92712 0.35207 3.6e-11 0.75310
Ho 0.7007 0.1032 0.0192 0.4890
MiniMax 0.50456 0.16459 0.20819 0.61233



































Figure 2-9: Frequency response of the five-mass system for various
(dashes), H2 (solid), minimax (dash-dots).
designs: H,,
an additional constraint of pole region may be preferred.
For illustration, we choose a non-convex pole region specified by
0.4+AI 09 = AR 1 + IA4<0g-R+ 16 +10Ar
where AR+jAR = eig(A+B 2FC2). This region means that we require stability margin
(measured by the distance to the imaginary axis) of at least 0.025 at low frequencies
and of at least 0.1 at high-frequencies. We employ the method of multipliers outlined
previously for the optimization. The pole-constrained H 2 optimal design gives
k2= 0.6037, c2 = 0.1998, k4 = 0.01585, c4 = 0.6836
and the H 2 optimal design gives
k2= 0.9271, c2 = 0.3521, k4 = 3.6e - 11, k4 = 0.7531
The poles of the H 2 optimal and pole-constrained H2 optimal designs are shown in
Figure 2-11. We see that three of the poles are on the margin of specified pole region.













Figure 2-10: Impulse response of the five-mass system for various designs: H,,,
(dashes), H2 (solid), and minimax (dash-dots).
(from 1.517 to 1.618), and a fast decay rate can be seen from the impulse responses
plotted in Figure 2-12.
2.5 Summary
In this chapter we have developed a framework of decentralized control for the design
optimization of the parameters of passive mechanical systems. We have interpreted
the RMS performance of dynamics systems under random excitations as the sys-
tem H2 norm, the peak responses under harmonic excitation as the system H,.
We also discussed the relation between the transient response and system damping.
Practical optimization techniques for the parameter optimization in the framework
of decentralized control are examined. A gradient-based approach is adapted for
the decentralized H2 optimization, which is suitable to minimize the RMS response
under random excitation. LMI-based iteration or finite difference is developed for
decentralized H, optimization, which minimizes the frequency peak under harmonic
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Figure 2-11: Pole zero maps of the five-mass systems for H 2 and pole-constrained H 2
designs. "+" and "*": poles and zeros of H2 design; "x" and "o": poles and zeros of
pole-constrained H 2 design.
developed to maximize the minimal damping of certain vibration modes. The physical
insights are highlight in an illustrative example.
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Impulse Response
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Figure 2-12: Impulse responses of the five-mass system for H 2 (solid) and pole-





In this chapter we explore the dynamic analysis, mechanical design, and parameter
optimization of passive vibration isolation systems. Starting with the basic vibra-
tion isolation system, we discuss the fundamental tradeoffs in passive isolation and
derive analytic expressions of system performances. Then we discuss the design of
passive damping, in which a novel design of viscous eddy-current damper is given and
tested, and our creative development of tuned mass damper is introduced. Different
approaches for isolation stiffness are outlined and post-buckled springs are detailed.
Following that we examine the parameter optimization from the perspective of feed-
back control.
3.1 Performance Limitations of the Basic Single
DOF Isolator
The traditional vibration isolator is constructed by supporting the isolated platform
of mass m on a vibratory base with a stiffness k and viscous damping c. The governing
equation is
m4 + c4 + kq = d + c4o + kqo (3.1)
where q0 and q denote the displacement of the isolated platform and the base, re-
spectively. This system has natural frequency w, = /k/m, and damping ratio
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c/2mw,, = c/2vkm. Using these non-dimensional parameters, we have
2(ows + w2 s d
s 2 + 22s + + s2 +2(Wns + w m
2(8 + 1 8 d
= 2 4 + 
(3.2)
y+ 2( s + 1 - + 2( 8 + I mon
In the following, we examine the RMS responses and frequency responses under ex-
citation from base vibration and disturbance forces, point out some fundamental
tradeoffs, and obtain some insight into the design of passive isolators.
3.1.1 Performance under random excitation
For random excitations 40 and d with spectra S4040 (w) and Sdd(w), respectively, the
spectrum of the platform velocity 4 is
S44(w ) = S4040(w)|H440 (w)| 2+Sdd(wH) (w)12+SoHo (w)*H d w)+SiOdH9o (w)H d w *
where Hz, is the transfer function from w to z, and "*" denotes the complex conju-
gate. Therefore, if the payload disturbance is zero and the ground vibration is white
noise so that S4040 (w) = -? the mean value of the output 4 is
2 2 2= 2 12 Jw + w 2
qq =o 2 2  -W2 + 2(wjw + w
2 1 f 0  2(jD + 1 2
= 0740o0o-Wn] dc2+++
= 27r _O _-02 + 2(j1 + Ic
= g-oun + 2( = o-0 40 + (3.3)
From this expression, we see that the RMS value of the response 4 under white-noise
ground excitation is proportional to jGn, which is therefore often set to be as low as
is practical. Furthermore, we see that the optimal damping ratio ( is always 0.5.
Similarly, we can obtain the mean value of 4 under random disturbance force
excitation
uq | = -dd 2r2 
_ 2 + 2 jc + 1
2 1 21
= d-m = dd(
4M2(n 2mc
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Unlike the case of base excitation, the RMS value of output 4 under random force
excitation is inversely proportional to V/Wn (or c) as well as the mass m. It is
interesting to note that it does not depend on the stiffness k.
If the system is subject to uncorrelated ground vibration and force excitation
simultaneously (i.e., Sqod = 0), then the mean value of the output 4 is
2 2 IH4 0 112 + U2d 2HdI44 4040 || Hdd| + ~ 1- 1 ||H 2|
2 on 1 2 2
q4 4 2 (2( dd 4m2 n(e
2 1 (C k 1= o-oo- - + - + o-j( .d
2 m c 2mc5)
Setting the derivatives of a- with respect to C and wo to zero, we find that the optimal
resonant frequency for a given damping ratio is
"l m 4C2 +1 (3.6)
and the optimal damping ratio for a given resonant frequency is
(n) 1 + L /' 00  (37)
2 m 2W2
Note that ((Wn) is greater than 0.5. By combining Equations (3.6) and (3.7), we find
that the optimum is Wn = 0 and ( = oo. This is somehow surprising, but it can be
understood by noting that the optimal u-4 is attained at
k = 0 and c = ddl/o-4,40
For a given stiffness k, the optimal damping coefficient is found to be
C(k) d + mk (3.8)
We see that for broad-band random excitations from base and payload force, an over-
damped soft mount to minimizes the RMS absolute velocity of the isolated platform.
This observation agrees with the result of Rivin [132].
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3.1.2 Performance under harmonic excitation
If the excitations are harmonic (narrow band) or periodic, then the vibration magnifi-
cation is the frequency response at the excitation frequency. The frequency responses
give many physical insights.
From Equation (3.2), we obtain the frequency response from disturbance force to
velocity to be
4 jW (3.9)d -w 2 +2(owjw+w2
By setting the first derivative &|q/d|/Ow to be zero, we obtain the maximum magni-
tude response (H,, norm) to
IIHyd -o (3.10)2(nm c
and to occur at frequency wn
We see that the Ho, norm (maximum frequency magnitude) from force distur-
bance to velocity output does not depend on the stiffness k, which can be seen more
intuitively in the plotted frequency responses in Figure 3-1. This conclusion is similar
to that obtained for the H 2 norm under force disturbance given in Equation (3.4).
We can also obtain the frequency response from base vibration to platform velocity
qo 2(njw+w (3.11)
qO -W2 + 2(WnjW +no
By setting the first derivative j4I/dI/&w to be zero, we find the maximum magnitude
response (Ho, norm) to be
at frequency w = w, /1 - 2(2 when C < 1/v (1
||H440||1. 2(V -( (3.12)
1 at frequency w = 0 when > 1/vsr
For lightly damped systems ((2 << 1),the peak magnification IIH440 o ~ 1/2(, which
is often called the quality factor of the resonance. And the worst-case harmonic
excitation occurs at the damped natural frequency, which is slightly lower than the
undamped natural frequency. From Equations (3.10) and (3.12) show that damping
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Figure 3-1: Frequency response from disturbance force to platform velocity under
different stiffness k for same damping c and mass m: the frequency peak does not
depend on stiffness.
3.1.3 Fundamental Tradeoffs
In the previous subsection, we have discussed the performance measured by the plat-
form velocity and have seen that a soft mount and large damping is preferred. In
many applications, such as precision machining, we might also care about the accel-
eration. More fundamental understanding of the isolation system can be obtained
by examination of the acceleration of the platform under the excitations from base
acceleration and disturbance force.
We plot the dimensionless frequency responses 4/o and m 4/d in Figure 3-2.
From this figure we see that, as far as acceleration is concerned, a softer mount is
preferred for vibration isolation, but a harder mount is better for rejection of payload
disturbance. The improvement in isolation from base vibration is at the cost of
rejection of payload disturbance and vice-versa.
Let us rewrite the transmissions as
.. 2(w,,s + W2 .. s2 d
q = n g2 q w O + 2 d (3.13)
s2 + 2(wns + Wn s2 + 2(wns + W m
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- with nominal stiffness k
- - with stiffness 10k
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Figure 3-2: Tradeoff between vibration isolation 4/40 (dashed and dotted lines) and
payload force rejection m4/d (solid and dash-dotted lines) for softer and harder
mounting with 10% damping.
The dimensionless disturbance rejection is referred to as the sensitivity function
S(s) = Inm- = (3.14)d s 2 + 2(w,,s + W2
/n
And one can see that the isolation from base vibration is exactly the complementary
sensitivity function
/2
T (s) 2(nS+U (3.15)
s+2(Wn s + Wn
where
S(s) + T(s) = 1 (3.16)
The complementary sensitivity function usually has the physical meaning of noise
rejection. Looking at the control formulation of Figure 2-2 in Chapter 2, we see that
the base vibration does act as noise to this system.
Such fundamental limitations of passive vibration isolation systems has been noted
by Beard and von Flotow [161, and Subrahmanyan and Trumper [149]. These hold
not only for passive vibration isolation, but also for active isolation schedules using
relative displacement or relative velocity feedback.
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The relation between sensitivity and complementary sensitivity functions means
that, as far as the acceleration is concerned, we can not reject the payload disturbance
force and base vibration at the same frequency. In some applications, such as optical
instrumentation and LIGO, there is almost no payload disturbance force and we only
need to consider the base isolation. In some applications, such as precision machining
or semiconductor manufacturing, the reaction force due the the acceleration of mov-
ing parts is large, and we must consider the tradeoff. Fortunately, in most systems
the disturbance force and base vibration have difference spectral characteristics, and
we do not need to reject both at the same frequency. For example, the energy of
a disturbance force might be limited to low frequencies, and the frequencies of base
vibration might be a little higher than that. In addition, usually there is no require-
ment for isolation of base motion at very low frequency, since we would like to align
the position at low frequency by using the base as reference.
3.2 The Role of Damping and its Practical Con-
structions
We have seen that damping is very important for reduction of the magnitude around
resonant frequencies as well as to reduce the RMS response under random excitation.
In this section we will look into different dampers and their practical design. A more
comprehensive overview of damping mechanisms can be seen in several textbooks,
such as [122, 133].
3.2.1 Viscous damping
As we have seen, to minimize the H 2 norm the system damping ratio should be 0.5,
and to minimize the H, norm the damping ratio should be greater than 0.7. More
practically, since the disturbance is not white or harmonic with unknown frequency,
the frequency response, or the response over certain bandwidth, is more important.
Figure 3-3 shows the frequency responses of ground transmission with various
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Figure 3-3: Tradeoff of viscous damping between the isolation performances at high
and low frequencies
frequency, but at the expense of larger magnification at high frequency. Such damping
tradeoffs among high and low frequencies are another limitation of passive vibration
isolation. This kind of damping is proportional to the relative velocity, and usually
is called linear viscous damping.
Viscous fluid damper
Viscous damping can be generated by viscous fluid. By Newton's law of viscosity
the shearing stress in the fluid is proportional to the rate of shear strain. For one
dimensional fluid flow the stress r = t ,, where p is dynamic viscosity of the fluid.
When viscous fluid flows in a smooth pipe, energy will be dissipated and a pressure
drop will exist along the pipe. Figure 3-4 shows a pipe flow, where the pipe has
diameter Dp and length L, the moving speed of the piston is V, and the fluid has
density p and dynamic viscosity p
For small Reynolds number pVdp/2p, the flow is laminar. For the region not too
close to the piston, we can use the Navier-Stokes equation of fully developed pipe
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flow in cylindrical coordinates
Op pi (_OV,~
-O= + A 9(razOz r ar Or
with the boundary conditions
V(r) = 0 at r = Dp/2
V (r) = 0 at r = 0
ar
where V(r) is the fluid velocity in z direction at the position of distance r from the
axis.
Solving this equation we obtain the velocity profile as
S4r2
Vz (r)= D d (1 - 42)16p dz D2
And thus the fluid flow rate is
7rD 4 dpQ = f 27rrVzdr - = IrD 2 V/40 128pt dz
Therefore, we obtain the damping in the length L fluid pipe as




Figure 3-4: Viscous damping in a pipe fluid
Figure 3-4 illustrates the principle of viscous fluid damping using pipe flow. But
the damping obtained from this configuration is generally small. To get larger damp-
ing we can magnify the fluid velocity or increase the pipe length. Figures 3-5(a)
and 3-5(b) show two more practical designs. In Figure 3-5(a) the fluid passes through
the small gap 6 between the piston and cylinder with a parabolic velocity profile. The
damping coefficient can be obtained as
C = 37r pLD3 463 (3.18)
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The design in Figure 3-5(b) uses precision welded bellows and thus avoids the pos-
sibility of friction between the piston and cylinder. The damping coefficient can be
obtained as
C = 87r pLD 4/D4 (3.19)
By choosing D/6 or D/Dd to be large, the damping force can increase by several
orders.
FV F,V
Figure 3-5: Viscous fluid dampers
Another widely used viscous fluid damping technique is squeeze film damping.
Figure 3-6 shows a squeeze-film damper composed of a plunger, a cup, and viscous
fluid. The diameter of the plunger D is far larger than the thickness of fluid 6. To
obtain the fluid velocity V, in radial direction, we write the Navier-Stokes equation
as
dp a 2 Vr0= +Pdr Y2
and the boundary conditions are
Vr(y) = 0 at y = 0 and y = 6




Using mass conservation, we obtain
27rr Q' = irr2 v
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where V is the relative velocity between the plunger and the cup. From the above
two equations, we obtain the pressure inside the squeeze film as
6 pV(D2/ 4 2)
P(r) =J3(D 4_,2
and the damping force
/D/2 3wryD 4VI 27rrp(r) dr = 1663
and thus the damping coefficient is




Figure 3-6: Viscous fluid damper: squeeze film damping
Compared with the viscous damping obtained from the configurations in Fig-
ures 3-5(a) and (b), squeeze-film damping has the advantage of being very compact
in the vibration direction. Strictly speaking, squeeze film damping is not linear. But
reasonably good linearity can be expected if the vibration amplitude is much smaller
than the thickness of the squeeze film.
The dynamic viscosity of air is on the order of 10- N s/M 2 , and that of water is on
the order of 10-3 N s/M 2 . The dynamic viscosity glycerine is around 0.8 N s/m 2 , and
that of silicon oil can be 1-100 N s/m 2 . The viscosity of a fluid is also temperature
dependent. Figure 3-7 shows the kinematic viscosities (dynamic viscosity/density) of











Figure 3-7: Viscosity of some fluids under different temperatures (solid lines show the
products of GE silicone fluids [138])
3.2.2 Eddy-current damper: a new configuration
Eddy-current damper
Another approximately viscous damper is the eddy-current damper. Compared with
fluid dampers, which require good sealing and are temperature dependent, eddy-
current dampers have advantages of high reliability, thermal stability, and no me-
chanical contact. Thus, eddy-current dampers have found applications in measure-
ment instruments, space structures, and tuned-mass dampers. In this subsection we
summarize the development of a magnetic eddy-current damper with a new config-
uration in which the magnetic field alternates directions inside the conductor. Our
experiment shows that this configuration gives damping force as much as 2.5 times
the conventional configuration for a given volume.
When a conductor moves in a magnetic field, eddy currents will be induced and
energy will be dissipated. The empirical formula for damping coefficient (Ns/m) of
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an eddy-current damper is
C = CoB 2t Au (3.21)
where B is the magnetic flux density (T), t is the thickness of the conductor plate
(m), A is the area of the conductor intersected by the magnetic field (m2 ), o is the
electrical conductivity of the conductor material (1/Q m), and Co is a dimensionless
coefficient to account for the shapes and sizes of the conductor and magnetic field.
We see that Co = 1 corresponds to a conductor with material conductivity o inside a
magnetic field (uniform) and conductivity infinite outside this field. A typical value
of CO is about 0.25-0.4 for a conductor plate with area 2 to 5 times that of the
magnetic field. Quite a few papers have been reported with an intention to obtain an
analytic expression for the dimensionless coefficient Co for some particular shapes of
magnetic fields, (see e.g., [119, 120, 121, 102]).
Though the eddy-current damper has many advantages, it has the disadvantage
of large mass and packing size. To make the eddy-current damper more efficient and
more compact, we investigate a new configuration, in which we arrange the magnetic
field to alternate in the direction of motion. Larger damping is expected with short
eddy-current circuits and large magnetic flux density.
Alternating Directions of Magnetic Field
To illustratively demonstrate this arrangement, we examine conductors in the two
magnetic fields shown in Figure 3-8. In this example, the width of the conductors
is the same as that of the magnetic field. In Figure 3-8(a) the magnetic field is in
the same direction and in Figure 3-8(b) the magnetic field reverses direction. We
see that there is induced voltage at the end of the conductor in Figure 3-8(a), but
there is no current, and thus there is no damping force. Eddy currents exist in the
conductor of Figure 3-8(b) and hence there is a damping force. If the conductor plate
is wider than the magnetic field, or the flux density is not uniform, eddy current and
damping forces exist for the case of Figure 3-8(a), but the damping force is still much
smaller than that in Figure 3-8(b), because of the smaller resistance in the shorter
eddy-current circuit at the same induced voltage for the second case. This is the basic
starting point of our eddy-current damper.
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Figure 3-8: Illustrative arrangements of magnetic field for eddy-current damper
From Equation (3.21) we see that the damping coefficient is proportional to the
square of the magnetic flux density B. So it is very important to have large flux
density B. We choose rare-earth permanent magnets, which have large magnetic
field strength. An iron magnetic circuit is designed to reduce the magnetic loss and
aluminum frames are used to fix the magnet arrays in the position, as shown in
Figure 3-9. The motion of the plate conductors are in the x direction. In such a
design, multiple gaps are constructed for the conductor plates and thus the area of
the conductors in the magnetic field is increased and the total space is saved.
Equation (3.21) shows that the damping is proportional to the thickness t of
the conductor. However, due to the skin depth effect, the benefit of increasing of
thickness is limited. The apparent conductivity -e is reduced with increase in the
plate thickness according to [91]
7= e (1 - e 26,)- (3.22)t














(a) Assemblies of magnet array and condutor plates (b) Top view of magnet arrsy
Figure 3-9: (a) Magnetic field and conductor plates assemblies, (b) magnet arrays
The magnetic eddy-current damper is composed of four copper plates (a = 5.8e7 1/Q
m) in the magnetic field. Each plate has area 153 mm x 100 mm and thickness
t = 4.75 mm. The effective area of the magnets is A = 4 x 4.4 x 50.8 = 0.0206
m2 , close to 1/3 of the total area of conductor
densities in the horizontal and vertical direction
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Figure 3-10: measured magnetic flux densities in horizontal direction
tical direction (b)
We constructed a single DOF vibration system and used the magnetic eddy current
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to damp the vibration mode, as shown in Figure 3-11. The total mass m is 15.3 kg,
Figure 3-11: Single DOF system damped by eddy-current damper
the measured resonant frequency is 138 Hz, and the measured damping ratio C is
11.2%. Therefore we obtain the damping coefficient
C = 2(wm = 2 x 0.112 x 27r x 15.3 = 2972 Ns/m
Taking the average of B2 ~ 0.852, we obtain the dimensionless coefficient as Co =
C/B 2tAo- = 0.725.
In addition, the skin depth of copper at 138 Hz is about 5.62 mm. For plate thick-
ness 4.75 mm the apparent conductivity is about 81% of that of copper material.
Therefore, the dimensionless damping coefficient is actually as large as 0.89, which is
much larger than the value 0.35 obtained in conventional configuration of a uniform
magnetic field [119, 120, 121, 102]. This shows that the eddy-urrent damper we devel-
oped can be as much as 2.5 times as effective as the conventional eddy-current damper.
These experiments indicate that the configuration with alternating directions of
magnetic field is much more effective than the configuration where the field is in
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one direction. Analytical investigation via FEA is further needed to understand the
effect of the pitch of the magnetic array and the effect of the area and shape of the
conductor plates.
3.2.3 Structural and Viscoelastic Damping
The discussion thus far has focused on viscous damping, where the damping force is
proportional to the relative velocity. Another important type of damping is hysteretic
damping, named after the hysteresis phenomena of material loading and unloading.
Energy dissipated in each cycle corresponds to the area of the hysteresis cycle in the
load-displacement diagram. The loss factor is defined as the ratio of energy dissipated
per radian W/27r to the peak potential energy during a circle U:
7 = 2 (3.23)27W
Another interpretation of hysteretic damping is the phase lag between the loading
stress and the strain of the material [123]. That is, the Young's modulus in the
frequency domain is generally a complex number, E(1 +iq) rather than a real number.
For an isolation system with hysteretic damping, the governing equation can be
written as
- Mw 2q + (1 + ir)k(q - qo) = d (3.24)
Note that this equation is only defined in the frequency domain. The transmission
from base vibration to the platform is thus
4 k(1+ j7) wn (1 + j7)
qO -rmw2 + k(1+ jy) -w 2 + w2 (3.25)
where the undamped resonant frequency Wn = k/m. Unlike the viscously damped
case, the frequency peak for the hysteretic damped isolation remains at w = wn, and
the peak is
Q = IH44lo = 1 + , at w = n (3.26)
Figure 3-12 shows the frequency response of the hysteretically-damped system.
Some obvious advantages over viscously damped isolation can be seen: the hysteretic
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damper can effectively suppress the resonant magnitude almost without losing high-
frequency performance. The high-frequency amplitude only increases by 1 + -n 2
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Figure 3-12: Frequency response of hysteretic-damped isolation
The loss factors of materials can be measured using experiments. The loss factors
of most structural materials is largely independent of frequency over a large frequency
range. Figure 3-13 shows some typical values. We see that the loss factors of structural
material is negligible for most practical applications.
Unlike structural materials, viscoelastic materials can have loss factors as large
as 1.0, but the damping is somewhat dependent on the frequency and temperature.
Figure 3-14 shows the properties of one such viscoelastic material, C1002 by E-A-R
Inc. [51]. This figure should be read using the following steps: select the frequency of
interest on the right-hand vertical axis; follow the selected frequency line horizontally
to the left until the selected diagonal temperature isotherm is intersected; draw a
vertical line through the frequency/isotherm intersection, intersecting the dynamic
Young's modulus and material loss factor curves; draw horizontal lines from these
two points to the left-hand vertical axis, read the dynamic modulus from the dynamic
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Figure 3-13: Loss factors typical of various structure materials (Nayfeh 1998) [123]
Due to small strength and large creep, such materials are impractical for use
as supporting material in most applications. Free-layer damping and constrained
layer damping are two such a combination of viscoelastic and structure materials in
practical applications. A substantial body of literature on the viscoelastic damping
has developed since the late 1950s. A design method of free- and constrained- layer
damping is summarized as following. Details can be found in [122, 123]
The design method of free-layer damping was first proposed by Oberst [122].
The idea is to analyze the complex bending stiffness of the composite beam. Consider
a composite beam shown in Figure 3-15(a). It is composed of a viscoelastic layer of
thickness H 2 and Young's modulus E2 = E 2 (1 + ir2) and an elastic layer of thickness
H1 and Young's modulus of E1 . The complex bending stiffness of this composite
beam is obtained as
E I= -E 1 (Hi - 3Hj+3H1 62 ) + -E*(H2 + 3H2J - 3H 2j 2 ) (3.27)3 133
where 6 is the the complex "distance" between the neutral axis and the surface of the
binding surface:
1 E 1 H - E2H26=-
2 E1 H 1 + E2H 2
Nondimensionalizing the Equation (3.27), we obtain the real stiffness the compos-
ite beam














Figure 3-14: Property of C1002 material, EAR Inc. [51]
and the loss factor of the composite beam
eh 3+6h+4h2 +2eh+e 2 h 4
21 + eh 1 + 2e(2h + 3h2+ 23) + e2h
where e = E 2/E 1 , and h = H 2/H 1 .
Equations (3.28) and (3.29) can be used in the design of free-layer damping treat-
ments. These equations also suggest that the free-layer damping treatment is in-
dependent of the boundary conditions and vibration mode. From Equation (3.29),
we see that the loss factor depends on the frequency and temperature due to the
dependence of e and i 2.
Unlike the free-layer damping which works in the the form of compression and
tension, constrained-layer damping works in the form of shearing. The basic
constrained-layer damper is obtained from a three-layer laminate. Ross, Ungar, and
Kerwin (1959) did the analysis on the stiffness and damping of the sandwich beam
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Figure 3-15: (a) Free-layer damping (b) Constrained layer damping
Figure 3-15(b) shows a sandwich beam composed of a base layer of Young's mod-
ulus El, constraining layer of Young's modulus E3 , and viscoelastic layer of shear
modulus G and loss factor 72. By ignoring the shear strain in the two elastic layers
and ignoring the normal stress in the viscoelastic layer, the bending stiffness of the
composite beam under vibrating shape of a sine wave is obtained as




D is the position shift of the neutral layer
D = gE 3 H 3H3 1
E1Hi + g(E1H1 + E 3H3 )
H 31 = (H 1 +2H 2 + H 3), and p is the wave number (7r/L for a simply supported beam
of length L). In the expression (3.30), the first term is the bending stiffness of the
two elastic layers with respect to their own neutral axes, the second term accounts
for the effect of neutral layer shift, and the third term accounts for the effect of shear.
Since the viscoelastic materials have a complex shear modulus G* = G(1 + jq2 ),
from (3.30) one can obtain that the loss factor of the composite beam as
7 = 2 (3.31)
1 + (2 + Y)X + (1 + Y)X 2(1 +i2)
where Y is the stiffness parameter
y _ H31 E1 H1 E 3 H 3
E1 I1 + E313 E1 H1 + E3 H3
and X is the shearing parameter
G E1H 1 +E 3 H3
H2p2 E1 H1 E 3H 3
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It is interesting to note that Y is the ratio between the stiffness when the two elastic
layers are rigid coupled (G -+ oo) and the stiffness when the two elastic layers are
totally decoupled (G = 0).
If the properties of the viscoelastic material are not very sensitive to frequency,
the optimal shearing parameter can be obtained to be
1
XOgt = (3.32)
V/(1 + Y)(1 + 7)(
which corresponds to the maximum loss factor
Yr1 2
77max = Y72(3.33)Y + 2 + 2V(1 + _Y)(1 +,q22)
It is noted that the mechanism of viscoelastic materials is not very well-understood.
And different modelling has been proposed in recent years with an aim of character-
izing the properties of frequency dependence and temperature dependence.
3.2.4 Piezoelectric damping
Piezoelectric materials passively shunted with resistors also have the characteristics
of structural damping [75]. Piezoelectric materials have the ability to produce a
voltage under strain, and this mechanical-electric coupling property can be used in
passive vibration control to dissipate energy. When a force is applied in the direction
perpendicular to the poling direction of piezoelectric material, an electric charge will
be produced in the poling direction. This mode of force loading is called the 3-1
mode, as shown in Figure 3-16(b). The relation between electric field E3 , mechanical
stress -2, electric displacement D 3, and strain S2 is
D3 Tl dai E33 E 3(3.34)
S2 dai 811 072
where cT is the dielectric constant, s' is the compliance of piezoelectric material and
d3 l is mechanical-eletric coupling coefficient.
Since the electric capacitance CL is A-3, and the electric field intensity and
voltage are related by E3 = Y, electric current and electric displacement are related
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Figure 3-16: Piezoelectric materials: 3-3 mode (a) and 3-1 mode (b)
as I = A 3  , where L 3 and A 3 are the distance and cross-sectional area of the
piezoelectric material in the poling direction, we obtain the following equation
I sC,' sAAdK V
p3 E) (3.35)
S2 dai/L3 811 U2
where s is Laplace operator.
If the piezoelectric material is shunted with a resistor of resistance R, we have
V = -IR. Substituting this into Equation (3.35), we obtain
E 2 R P3
S2 = s 1 + RCTs 2
3 p3 /
Therefore, the equivalent Young's modulus
d2  RCT~s1/E(s) = S2 - 31 p3_
-2 = S11 C 1 + RCs
E(s) of the piezoelectric material is
RCT S
1 - k + ,3 s1E (3.36)31 + RCT7s 1
where k3 i = d31 //s3ej is referred to as the electromechanical coupling coefficient of
the 3-1 mode, whose physical meaning is the ratio of the peak energy stored in the
capacitor to the peak energy stored in the material strain.
We see that the elastic modulus of the short-circuited piezoelectric material is just
the material Young's modulus 1/s , and for an open circuit (R = oo) the Young's
modulus is a little larger:
Eo = 1/(1 - k3 1)s 1
Therefore, we rewrite Equation (3.36) for the equivalent elastic modulus as
(1 - k 21)(1 + RCT s)
E(s) = - 3 2 TsEo (3.37)
1 + (1 - k3i )RCPT
Figure 3-17 shows the the frequency characteristics of the loss factor rj = imag[E(jw)]/ E(jw)
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Figure 3-17: Characteristics of PZT shunted with a resistor (3-1 mode): (a) loss
factor, (b) elastic modulus. The frequency is normalized by RC3.
and EO = 6.3e10 Pa). It can be seen that this is almost exactly like the characteristics
of viscoelastic materials.
In the 3-1 mode, the force is in the transverse direction and we can only obtain a
loss factor of 0.08 for PZT. The 3-3 mode (shown in Figure 3-16(a)) can give larger
damping with loss factors up to 0.42. In the 3-3 mode, the force is in the longitudinal
direction, i.e., both the force is applied and the electric field are in the poling direction
of piezoelectric material.
3.2.5 Tuned-mass dampers
Tuned-mass dampers, or dynamic vibration absorbers are a very simple and effec-
tive method for suppression of single-mode vibration since Den Hartog did the first
theoretical development. The tuned-mass damper is often composed of one absorber
mass and a spring and a damper. It can effectively reduce the the resonant peak
without magnification of high frequency transmission. In this sense, the tuned mass
damper can be taken as a passive realization approximately of the so-called skyhook
damping, which is introduced in Section 4.1.1.

















vibration absorbers, and demonstrate by experiments that a single mass can be used
to effectively damp up to six modes simultaneously. Furthermore, multiple modes
of the small absorber mass can be used to damp a single mode of the primary sys-
tem, resulting in performance that would normally require a much larger mass. More
interestingly and somewhat counter-intuitively, we show that a multi-DOF absorber
system with a negative damper can greatly improve the vibration isolation. In addi-
tion, we also optimize, for the first time, all the individual parameters of springs and
dampers for multiple tuned-mass damper systems (or fuzzy structure).
The details of tuned-mass damper will be discussed in next chapter.
3.3 Stiffness and its Constructions
In the previous section we have discussed the role of damping for vibration isolation,
and the practical design of viscous, viscoelastic, and tuned-mass dampers. In parallel
with the damping, stiffness also plays an important role for vibration isolation. In
this section we will discuss the design of springs for vibration isolation.
In Figure 3-2 which shows the fundamental tradeoff of acceleration performance,
we have already seen the role of stiffness. That is, low-stiffness will give better
vibration isolation, but high stiffness will give better disturbance rejection. In Section
1 of this chapter, we have also seen that for velocity minimization vibration isolation
requires low stiffness, and the disturbance rejection only depends on damping, not on
stiffness.
There are four typical spring materials commonly used in vibration isolation:
metal springs, rubber mounts, air springs, and cork/felt pads. Figure 3-18 shows the
ranges of application of the above four types of springs. Note that the deflection
is based on the assumption of linearity. We will also describe a new type of spring
using a buckling mechanism in the next section. The choice of springs will depend on
the isolation performance requirement, static deformation, loading force, and working
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Figure 3-18: Typical ranges of application of different types of springs
3.3.1 Felt and cork pads
Cork and felt pads are one of the oldest materials used in vibration isolation. Felt
materials usually have good damping. These pads can be particularly useful for
high-frequency vibration isolation.
3.3.2 Rubber mounts and pads
Rubber materials demonstrate excellent static and dynamic stiffness as well as damp-
ing properties, which make them very suitable for vibration isolation. Rubber is
generally used in shear or compression modes, since rubber in tension has short fa-
tigue life. Rubber pads in compression can support large weight and can be used for
high frequency isolation (10 Hz and above). Ribs are often designed on one or two
opposite sides to enhance the isolation performance. Rubber mounts usually work in
shear or shear-compression mode to support medium or light-weight machines. Var-
ious designs of rubber shape and housing are available, giving a resonant frequency
of 5-30 Hz.
In the load-displacement curve for a typical rubber mounts or pads, the slope
increases with larger loading. Static stiffness and dynamic stiffness are used as the
stiffness parameters. The former is measured at low loading speed (around 1cm/min)
with relative deformation up to 20%; while the dynamic stiffness is measured over
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certain a frequency range (5-60 Hz) and certain vibration amplitude (<5% relative
deformation). The dynamic stiffness is typically about 1.3-2.8 times the static stiff-
ness. Typically rubber materials used in such mounts usually have some damping,
and the loss factor is 0.1-0.4. It is noted that the stiffness and damper properties of
rubbers are amplitude, frequency, and temperature dependent.
Rubbers can be reinforced with carbon black to increase their stiffness, tear re-
sistance and abrasion resistance, but the damping factor may be reduced. Natural
rubbers are used in many instruments, but in an oily environment, such as machining,
Nitrile Butadiene Rubber (NBR) can be used. Polychloroprene (CR) Rubber can be
used iat high or low temperature.
One notable property of rubber isolators is creep; that is, continued deformation
under static loading. Creep varies linearly with the logarithm of time. Creep under
load should not exceed 20% of the initial deflection during the first several weeks,
and only a further 5-10% increase in the deflection should then occur over the period
of many years [144]. Due to creep, rubbers can not be used in the case where the
precision position alignment is required.
The flexible vibration modes (wave effects) in a rubber medium may be observed
as high frequency resonances in the vibration transmission. But they are often not of
primary concern because these resonances are damped well by the internal damping
of the rubber.
3.3.3 Metal springs
Metal springs are usually in the form of coil, cone, leaf, or torsional springs. Metal
springs can offer very light force to tons of pounds force. They can work in high
temperature and oily environments. They are very reliable and exhibits little creep.
Well-developed design formulae and mass products are also available. Metal springs
can provide resonant frequencies of 1.5-8 Hz with static deformations from 100 mm
to 4 mm.
The damping in metal springs is usually very low with large quality factor Q.
Therefore auxiliary damping is used in parallel with the metal spring. Metal springs
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also transmit large high-frequency vibration due to the flexible modes of springs and
the end contacts. High-frequency transmission can be reduced by adding rubber pad
or felt pads between the ends of the springs and mounting points.
When coil springs are used in compression form, they must be designed to ensure
lateral stability. The relative compression ratios should be smaller than a stability
limit, which depends on the ratio of the unloaded spring length to the diameter.
Metal springs generally have linear spring stiffness, i.e., the dynamic spring stiffness
is same as static spring stiffness. But we can design for nonlinear stiffness, to avoid
large vibration travel range or maintain constant loading force.
3.3.4 Air springs
Pneumatic springs employ air as the resilient element. Unlike the metal springs and
rubber mounts, an air spring does not require large static deformation to maintain
a low resonant frequency. This is because air can be compressed to the required
pressure to support the weight while maintaining low stiffness.
An air spring is composed of a pressure vessel and piston or diaphragm to allow
motion. Air springs are commercially available in various of sizes and load capacities
ranging from 25 lb to 100,000 lb. The operating temperature can be -40'C to 80'C,
and the isolator natural frequency can typically be 1-5 Hz [159].
Using the gas laws governing the pressure and volume relationship, we can obtain
the stiffness of the air spring around the working condition as
k = 2(3.38)V
where P and V are the pressure and volume of the sealed air in working condition,
A is the effective area of the piston, and y is a constant. At low frequency (<3 Hz)
the compression tends to be adiabatic and -y approaches 1.4; and at high frequency,
the process tends to be isothermal and -y is close to 1.0. Note that in some air spring
employing elastomer as the diaphragm the stiffness is significantly increased.
Air springs have some inherent damping (often ratio ratio from 1% to 5%) due to
the flexible diaphragm, friction between piston and sidewall, and the irreversibility in
the compression and expansion of the of gas.
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Vibration isolation using air springs can provide a very low resonant frequency,
but it becomes increasingly difficult and expensive to manufacture and maintain as
the required frequency decreases. Air springs may require more maintenance than
metal springs or rubber mounts due to the potential damage by sharp or hot objects.
And servo controllers may also be required for self levelling because the variations in
ambient temperature as well as leakage or creep may change the position.
3.3.5 Mounts That Employ Negative Stiffness
The Minus K Technology [1] company offers isolation stages using negative stiffness in
combination with positive stiffness to achieve low-frequency isolation. Their principle
of isolation in the vertical direction is shown in Figure 3-19. Under large lateral
force F, the beam will have negative stiffness in the vertical direction. This negative
spring is in parallel with a position spring, which is used to support a large weight.
By adjusting the force F, the whole stiffness is tuned to maintain a small positive
number and achieve the effect of a soft mount. In the horizontal direction, they set a
beam column as an inverse pendulum, in which the beam bending stiffness is positive
and the inverse pendulum yields a negative stiffness.
They can achieve a low 0.5 Hz resonance while maintaining small static sag. The
disadvantage is that they only have a very limited position adjustment and it is
complicated to set up.
W
FF
Figure 3-19: The principle of a low stiffness isolation by Minus K Technology
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3.4 Buckling: a Mechanism for Practical Super-
Soft Springs
Soft mounts are preferred in the vibration isolation system where the platform velocity
is concerned with, or the payload force is not large. However, it usually yields large
static deformation and insufficient disturbance rejection. A vibration mount based
on a metal spring generally has linear stiffness. To have a resonant frequency f it
will exhibit a static sag A, given by
AS = g/(47r2 f 2 ) (3.39)
where g is the acceleration of gravity. From this expression, we see that to obtain a
resonant frequency of 1 Hz (and therefore 40 dB/decade vibration attenuation above
10 Hz), the static deformation must be 0.248 m, which is usually not acceptable. For
rubber mounts (with a ratio of dynamic and static stiffness of 1.3-2.8), the static
deformation is about 0.12 m for 1Hz natural frequency, which is also practical. (Here
we mainly discuss vertical isolation, horizontal isolation can be handled effectively
using a pendulum or inverse pendulum.)
Minus K mounts [1] and air springs break the tradeoff between static sag and res-
onant frequency. But air springs require a lot of efforts on maintenance, air supply,
and servo levelling, and Minus K isolators suffer from small position adjustment and
complicated installation. Thus in the following we will explore a post-buckling mecha-
nism and then developed a type of practical ultra-soft isolation using the post-buckled
beam. Post-buckled beams can be used to achieve high-performance vibration isola-
tion with very low resonant frequency and very small static sag. It can also give large
range of position alignment almost without changing the stiffness. Compared with
air springs, post-buckled beams are more reliable and compact as well as thermally-
insensitive.
3.4.1 Post-buckled beams
Figure 3-20 shows a pinned-pinned column with length 1 and flexural stiffness EI










Figure 3-20: Post-buckled pinned-pinned column
midpoint. The differential equation for its deflection can be written as:
d2 ( - 60) FEIdsG ) + PsinG + - cosG = 0 (3.40)ds2  2
where 0 is the angle at position along the curve s, and 0 is the geometric imperfection.
The axial deformation can be calculated as 6 = f1 (cos - cos O)ds.
For the case of F = 0 and 0(s) = 0, an exact but cumbersome solution for the
deflection of the post-buckled column has been obtained using elliptic integrals [15].
No exact solution exists for the case where F 4 0. Since we are designing the system to
avoid yielding, we can use the Rayleigh method to obtain an approximate solution.
We assume the shape of buckled beam as 6 = 0 cos(s/7r) and 6o = G0 cos(s/7r),
calculate the strain energy
U j{(d6 _ d~)2ds
0 2 ds ds
and the potential energy of external force P and F as
V = -P j(cos 6 - cos 6o)ds - F (sin 0- sin Oo)ds
then obtain the equilibrium point 6 = G(P, F, 0) and axial deformation 6 = 6(P, F, Go)
by taking (U + V)/O = 0.
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By ignoring terms of order higher than 0(0'), we obtain the P - 0 relation for
the post-buckled column in the form
0 - 0 - OF + 'OF (2
P = Pr3 (3.41)
"c 6(1 
- 02)
where Pc, is the critical axial force of an initially straight column P,= PE, and 0 F
is the approximate endpoint slope under the lateral force F only
2F12 _ 2F
r3EI 7r P(,
The axial deformation 6 can be obtained as
J = -(2_902)_ ( W-0)+ (3.43)4 0 64 .EA
where A is the the cross-sectional area of the column.
From the preceding expressions, we find that an initially straight column with no
lateral force exerted at the midpoint has an axial stiffness
kp~_ Pe,./21 (3.44)
In the isolation system, we require that P, ~ mg, where m is the mass of the payload.
We find therefore that the natural frequency of the post-buckled system depends only
on the column length
f m - 2 (3.45)
An experiment in which a mass was supported in the vertical direction on a spring-
steel column was carried out. Figure 3-21 compares the measured and predicted
axial load and stiffness for various axial displacements as the mass of the platform is
increased. The stiffness is calculated by measuring the resonant frequency. We see
that a 1 Hz resonant frequency can be achieved with only a few millimeters of axial
deformation, rather than the 24.8 cm required using linear springs.
Equations (3.41) and (3.43) suggest that we can adjust the position of the platform
by exerting a force F at the midpoint, as can practically be achieved using a very
soft spring on a moveable mount. Figure 3-22 shows the relationship of F and the
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Figure 3-21: Characteristics of axial load and stiffness versus axial displacement with
OF = 0: measured (stars), 9o = 0 (dashed), 0o = 2e - 3 (solid), 00 = 5e - 3 (dots);
where E = 210 GPa, 1 = 137.2 mm (f ~ 1 Hz from Equation (3.45)), column width
25.4 mm and thickness 0.526 mm
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Figure 3-22: Relation of lateral force F and axial displacement 6 and the correspond-
ing stiffness for a constant loading force P = 1.01P,. with geometric imperfection
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00 = 2e - 3. From the figure, we see that it is possible to adjust the position over a
range of approximately a millimeter without changing the stiffness significantly.
Recently Winterflood et al. [166] and Virgin and Davis [158] have studied the
use of post-buckled columns for passive vibration isolation. We built a passive-active
isolation system using post-buckled beam [183] incorporated with position alignment.
Two setups are explored: the post-buckled spring and a compliant actuator in parallel,
and the post-buckled spring and a stiff actuator in series, as shown in Figures 5-14
and 5-12 in Chapter 5, respectively. The passive isolation performance of this system
is shown in Figure 5-13. We implemented feedback control, feedforward control, and
combined feedback-feedforward control for both setups, which we will discussed in
Chapter 6. The results of active isolation performance are shown in Figures 6-7, 6-9,
and 6-18. The post-buckled beam can support large weight with very small static sag
while maintaining excellent passive vibration starting at low frequency.
In addition to post-buckled beams, other buckling mechanisms, for example,
bars connected with springs with certain arrangements, can also be used for high-
performance isolation.
A single stage of isolation using post-buckled beams may have potential to achieve
the vibration isolation requirements of LIGO system.
3.4.2 Belleville springs
Another buckling mechanism is found in the Belleville washer, a conically shaped
washer. Belleville washers are traditionally used for static preload applications, such
as bolts or bearings. However, we can so use them to achieve soft isolation because
of their nonlinear stiffness.
Figure 3-23 shows the drawing and notations. The load force P for a given de-
flection f can be calculated as [159]
P = E (h - -)(h - t d by (3.46)M(1 - p2)D2 1 2
where E is the Young's modulus of the material, M is a constant defined by the ratio
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t 0.H.
Figure 3-23: Disc washer and the geometry




and in the flattened condition (f = h), the load is Pf = M(4Et2)D2
The characteristics of a Belleville spring will depend on the ratio of deflection to
cone height. Figure 3-24 shows the calculated load-deflection relation, from which we
see that we can achieve very low or even negative dynamic stiffness using Belleville
springs. The stiffness can be adjusted by changing the preload deflection. The springs
in Figure 4-41 is such an example. It should be noted that when the deflection
approaches the 80% of the maximum cone height, the measured load will increase
sharply and will diverge from the prediction of Equation (3.46).
Another advantage of Belleville springs is compactness, which makes them very
useful if we do not have much space. The stress inside Belleville springs may be
very large, even up to a few hundred mega Pascals. But by properly selecting the
materials the fatigue life can be very long. The practical problem of Belleville springs
for vibration isolation is friction at the contact surface. Such friction will make the
springs show some hysteresis in the load-displacement curve, as seen in Figure 3-25.
The friction increases the damping but also make Belleville springs difficult to apply
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Figure 3-25: Measured load-deflection characteristics of Belleville spring after various
circles (Lei Zuo 2002 GE report)
3.5 Design Optimization of Passive Multi-DOF Iso-
lation
We have previously discussed the practical construction of the dampers and springs
for vibration isolation. In this section, we will discuss the parameter optimization
from the perspectives of feedback control for these springs and dampers of vibration
isolation. We will take a vehicle suspension system as an example, other vibration
isolation systems can also be optimized in a similar way.
3.5.1 Background of vehicle suspensions
In the past three decades, a great deal of research has been carried out into the
optimization of vehicle suspensions. A classified bibliography, including nearly 600
papers, is presented by Elbeheiry et al [55]. Comprehensive surveys can also be found
in the papers by Hedrick and Wormely [78], Sharp and Crolla [134], Karnopp [93],
103
and Hrovat [80].
A vehicle suspension is required to give good ride comfort and road handling ac-
companied by small motion of the vehicle body in a limited working space. Excitation
of vehicle vibration is primarily due to road irregularities, which are well characterized
as random; therefore stochastic optimal control can be used to make a meaningful
tradeoff among these conflicting requirements. Thompson [153] applies LQG full-state
feedback control to an active suspension for a quarter-car (one-wheel) model. Wilson
et al [165] give a good review of LQG linear stochastic control theory and apply it to
a quarter-car active suspension with limited-state feedback. The properties of LQG
active suspensions (using a Kalman state estimator or static limited-state feedback)
are studied by Ulsoy et al [156] and Elbeheiry and Karnopp [54] based on quarter-car
models. Krtolica and Hrovat [104] derive an analytical solution for the LQG active
suspension for a simplified two-degree-of-freedom (2DOF) half-car model (without
unsprung masses). Taghirad and Esmailzadeh [151] examine the LQG active suspen-
sion for a 6DOF half-car model taking into account passenger comfort. Sharp and
Wilson [135] take into account the input delay between front and rear wheels, and
use the Simplex method to optimize the LQG active suspension for a half-car model.
Chalasani [30] presents a comprehensive analysis of full-car (four-wheel) suspensions
controlled with full-state LQG feedback. Abdel Hady and Crolla [3, 42, 4] extend
the previous work on quarter-car models to a 7DOF four-wheel model, and provide
an extensive discussion of LQG active suspensions. Kim and Yoon [98] consider an
8DOF four-wheel model, and approximate the full-order LQG active suspension with
a semi-active one. Elbeheiry et al [53] design the suboptimal LQG control using
Kosut's approximation [103] and present a comprehensive comparison of suboptimal
active and passive suspensions.
With the development of electronics and microprocessors, commercial automobiles
with active suspensions became available in the 1990s. Although active suspensions
can improve the ride comfort and road handling beyond that attainable by passive
suspensions, the cost, weight, and power requirements of active suspensions remain
prohibitive. Because passive suspensions are simple, reliable, and inexpensive, they
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remain dominant in the automotive marketplace.
Compared to the tremendous volume of research published on the optimization
of active suspensions, there have appeared relatively few studies on optimization of
passive suspensions. Li and Kuo [111] employ evolutionary algorithms to optimize a
passive quarter-car suspension. Optimization of a quarter-car suspension is formu-
lated as an H2 control problem by Corriga et al [39] and a simplex direct search is
employed to find the optimum values of two parameters. Camino et al [25] apply a
linear-matrix-inequality (LMI) based min/max algorithm for static output feedback
to the design of passive H2 optimal quarter-car suspensions.
Whereas the control forces generated at each wheel of an active suspension can
be based on all of the sensor signals employed in the system, the forces generated at
a given wheel of a passive suspension can depend only on the relative displacement
and velocity at that wheel. This "decentralized" architecture of passive systems
makes optimization of passive suspensions based on multi-wheel models considerably
more difficult than optimization of the corresponding active suspension. Elbeheiry
et al [53] obtain suboptimal designs of both passive and active suspensions based on
full-car models. By minimizing the variance of the control force difference between
the passive suspension and the LQG active suspension with full-state feedback, Lin
and Zhang [112] obtain the suboptimal parameters of LQG passive suspensions based
on a half-car model.
General nonlinear programming approaches (especially direct search methods) are
relatively inefficient, but can be used to optimize systems with controller-structure
and parameter-value constraints as well as non-linear dynamics. Elmadany [57] devel-
ops a procedure based on covariance analysis and a direct search method to optimize
the passive suspension of a three-axle half-vehicle model. Castillo et al [29] use se-
quential linear programming to minimize the weighted acceleration of the passenger
subject to a constraint on the suspension stroke. Non-linear characteristics of dampers
have been taken into account by Demic [46] using the modified Hooke-Jeeves method
and by Spentzas [147] using Box's method.
In the following, we use decentralized LQG/H2 optimization to design passive
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and structure-constrained active suspensions based on general linear or linearized
vehicle models. We take the ride comfort, road handling, suspension deformation,
and vehicle-body attitude as performance indices; trade-offs among the various per-
formance requirements are made using weighting factors. The problem of passive-
suspension design is formulated as a decentralized feedback design problem by cast-
ing the springs and dampers, respectively, as local position and velocity feedback
elements. Introduction of a Lagrange multiplier matrix enables derivation of a set of
necessary conditions for optimality and efficient computation of the gradient of the
cost with respect to the free design variables. This forms the basis for direct and ef-
ficient optimization of passive suspensions based on general (quarter-car, half-car, or
full-multi-axle) vehicle models. This method is also useful for active suspensions with
decentralized feedback, state-limited feedback, or other constraints on the controller
architecture. As an example, we use the method to design both a passive suspen-
sion and an active static output feedback suspension based on a full-car (four-wheel)
model.
3.5.2 Problem formulation
In this section, we show that design of a passive suspension is equivalent to design of a
controller with structured static output feedback. The feedback gains are composed of
the stiffness and damping parameters associated with each each wheel, the closed-loop
inputs are the ground disturbances, and the closed-loop outputs are the performance
indices.
Passive Suspensions and Decentralized Feedback
The shock absorbers are approximated as linear dashpots, ignoring the asymmetry
in the jounce and rebound. The tire is modeled as a linear spring with or without
some small damping. The wheel is taken as a one-DOF mass, and the vehicle body is
modeled as a rigid body. Figure 3-26 shows a typical vehicle model with eight DOE.
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Figure 3-26: A typical four-wheel vehicle model
u, we can write the passive suspensions as a feedback control problem:
.t = A + B 1 qo + B 2u (3.47)
where t is state variables, qO is the disturbance vectors arising from the ground
displacement and velocity; and A, B 1, and B 2 are constant matrices with appro-
priate dimensions. And based on the geometry of the vehicle, we write the vector
of "measured" outputs-the relative displacements and velocities at the suspension
connections-as a linear combination of the states and inputs; that is,
y = C 2x + D 2 1 qO + D 2 2 u (3.48)
in which the matrix D 22 turns out to be zero naturally in passive suspension design.
Similarly, we can write the vertical velocities of the driver and vehicle body, suspension
deformation, and dynamic contact force as an output vector in the form
z = Cli + Dllqo + D 12u (3.49)
The forces generated by the suspension springs and dampers are determined from
y according to
U = Fdy (3.50)
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where the "feedback gain" Fd is a decentralized (block-diagonal) matrix composed
of the suspension parameters to be optimized. For example, for a four-wheel vehicle
model, the feedback gain takes the form
kfl cf
Fd kfr Cf r (3.51)
kri Cr
krr c
where kfl and cfi denote, respectively, the stiffness and damping of the suspension at
the front-left wheel, kfr and Cfr denote those at the front-right wheel, and so on. To
preserve vehicle symmetry, we constrain the suspension parameters corresponding to
the left and right sides of the vehicle to be equal:
kfl = kfr, kri = krr, Cf I = Cfr , and Cr = Crr (3.52)
Road-Roughness Excitation
The disturbances acting on the vehicle suspension system include road irregularities,
braking forces, acceleration forces, inertial forces on a curved track, and payload
changes. Among them, road roughness is the most important disturbance to either
the rider or the vehicle structure itself [55]. Many road surface profiles have been
measured, and several road models have been discussed in the literature [134, 80]. In
the context of vibration, the road roughness is typically represented as a stationary
Gaussian stochastic process of a given displacement power spectral density (PSD) in
m 2 / (cycle/m):
Ssd(V ) = GrV0 (3.53)
where v is the spatial frequency, G, is the road-roughness coefficient, and the exponent
,3 is commonly approximated as -2. The International Organization for Standardiza-
tion (ISO) suggests a road classification scheme based on the value of Gr, as shown
in Table 3.1 [151, 53].
When a vehicle is driven at a constant speed V, the temporal excitation frequency
w and the spatial excitation frequency v are related by w = 27rVv. And the displace-
ment power spectral density in terms of temporal frequency can be obtained by using
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Table 3.1: Road-roughness coefficients G, m2-cycle/m) classified by ISO
A B D C E G F H
Road Class
very good good average poor very poor
Gr (x10-7) 4 16 64 256 1024 4096 16384
S(w) d = S(v) dv [134]:
SS(w) 2GrV (3.54)
But the road-roughness characteristic given by (3.53) is not valid at very low spatial
frequencies. Thus a cutoff vo between 0.001 and 0.02 cycle/m is used to limit the
displacement to be finite at vanishingly small spectral frequencies, and we modify
(3.54) to become
Sd(w) - 2GV (3.55)Spsd w + u)2
where wo = 27rVvo. This displacement disturbance to the vehicle tire can be repre-
sented by a white noise signal w(t) passing through a first-order filter given by
G(s) = (27GrV)1 /2  (3.56)S + wo
For a full- or half-car model, the vehicle will be excited by the road irregularities
at more than one location. The excitations at the left and right wheels are corre-
lated at low frequencies and uncorrelated at high frequencies. A two-dimensional
road-roughness model is proposed by Rill [131] and has been used by Crolla and
Abdel Hady [42] and Elbeheiry et al [53] in active suspension design. Crolla and
Abdel Hady [42] find that the correlation of excitations acting on the left and right
wheels is not important for design; therefore in the following we ignore it. For most
multi-axle vehicles, the distances between the wheels at different axles differ little.
Hence it is reasonable to take the excitations at the rear axle as a pure delay of those
at the front axle, with a delay time to = L/V, where L is the distance between axles.
Performance Indices
The suspension plays an important role in determining many aspects of the perfor-





Figure 3-27: Human vibration sensitivity weighting curve for vertical acceleration:
IS02631-1 (solid), approximate second-order filter (dotted)
Ride comfort is measured by a specific index, which depends on the acceleration level,
frequency, direction, and location. The ISO 2631 standard [86] specifies a method of
evaluation of the effect exposure to vibration on humans by weighting the root-mean
square (RMS) acceleration with human vibration-sensitivity curves. The frequency
weighting curve for vertical acceleration (measured at the seat surface) is shown in
Figure 3-27. A second-order shape filter of the form
50s + 500
H2631(s) = 5s 00(3.57)
s 2 + 50s + 1200
has been used in [57, 53] to approximate this ISO weighting curve and is plotted
in Figure 3-27. Although it is possible to design a higher-order filter to better ap-
proximate the ISO weighting curve [182], we adopt this filter for the purposes of this
paper.
One measure of road handing is obtained from the dynamic contact forces between
the tires and the ground, because maintenance of large contact forces is necessary to
maintain the traction required for braking, acceleration, and steering. The dynamic
contact forces can be calculated from the deformation and stiffness of each tire. For
a full-vehicle model, the attitude includes the velocities of heave, pitch, and roll of
the vehicle body. The working space of a suspension is bounded by stops, so a small
suspension deformation is preferred. The vector of cost outputs should include all of
the performance requirements: the weighted acceleration of the passenger, vehicle-
body attitude, dynamic contact force of the tires, and suspension deformation.
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Figure 3-28: Structured control formulation of a passive suspension system
Problem Statement
We combine the vehicle model, road model, and performance requirements discussed
in the foregoing to formulate a decentralized control problem for design of passive
suspensions as shown in Figure 3-28. Using Pade expansions to approximate the
delay, we obtain a generalized LTI plant model including all of the shape filters and
weighting factors:
= Ax+B 1 w+B 2u
z = Cix+D 2u (3.58)
y = C2 X
where the ground inputs are replaced by a white-noise input w, the state vector x is
obtained by augmentation of t from (
3.5.3 Structured H2 optimization
Passive suspension design is equivalent to design of a controller with a decentralized
architecture and additional constraints on the symmetry of the vehicle. In Chapter 2,
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we have seen that the system H2 norm is the asymptotic value of the output variance
(i.e., the RMS value of the system output) with unit white noise input. The H2 and
LQG optimization are formally equivalent. Moreover, because the system H2 norm
is a measure of the RMS response to random excitation, it is an appropriate measure
of the performance of an automotive suspension.
From the definition of H2 norm, the H2 optimization of passive suspensions can
be formulated as a constrained optimization problem:
minJ(F) = ||HZW112= trace(B'KB1) (3.59)
s.t. K(A + B2 FC 2 ) + (A + B 2FdC2)'K + (C1 + D12 FdC2 )'(Cl + D12 FC 2) = 0
and Fd E Sf
here Sf is the set of matrices which have the prescribed architecture and stabilize the
closed-loop system.
We now define a Lagrangian function of the form
L(F, K, L) = trace{(B'KB1 )
+[K(A + B2 FdC 2 ) + (A + B 2 FdC2 )'K (3.60)
+(C1 + D12FdC 2 )'(Cl + D12FdC 2 )]L}
where L is a (symmetric) Lagrange multiplier matrix. Then, using matrix calcu-
lus [23], we write
=2(D1 2D1 2FC2 + D' 2C1 + B'K)LC (3.61)
S=K(A+B2 FdC 2 ) + (A + B 2 FdC2 )'Ka L
+ (C1 + D12 FdC2 )'(Cl + D12 FC 2 ) (3.62)
=L(A + B 2 FdC 2 )' + (A + B 2 FdC2 )L + B 1B (3.63)
The gradient '491/OFd is an ensemble of the aL/OFdij, so the right-hand side of
(3.61) is not really the derivative of L with respect to the free design variables in
Fd. We must also take account of the symmetry constraint (3.52). Introducing the
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notation kfl = kfr := kf, kri = kr, := k, cf = cfr := cf, and cr = Crr := cr, we use
the chain rule to write
01/Dkf = l/Okfl + 0L/Okfr = (M/&Fd)l,l + (0L/DFd)2 ,3  (3.64)
&L/Okr = 0L/Okri + OL/Dkrr = (M/OFd)3,5 + (OL/&Fd)4 ,7  (3.65)
OL/Ocf = 0L/Dcf, + 0 1/Ocfr = (a/9Fd)1,2 + (M/DFd) 2 ,4  (3.66)
0l/&cr = 01/Dcri + 0l/&c,, = (C/&Fd)2,4 + (aL/&Fd)4 ,8 (3.67)
where (l/Fd)ij denotes the ijth entry of 01/&Fd in (3.61). Similar expressions can
be derived for other multi-wheel vehicle models, such as those for three-axle vehicles.
Thus a set of necessary conditions for H2 optimization of passive vehicle suspen-
sions can be written as
O/9L = 0, 9L/OK = 0 (3.68)
L/&kf = 0, &L/Okr = 0, 0L/Ocf = 0, 9L/DCr = 0 (3.69)
A + B 2 FC 2 is stable (3.70)
It is not trivial to solve this set of highly nonlinear equations, but in the following we
develop a gradient-based solution method.
For a given Fd (comprising kf, k,, cf, and Cr), 01/aL = 0 and 0l/OK = 0 are two
decoupled Lyapunov equations, which can be solved easily. Further, if these equations
are satisfied, we have
__J __ _J _E _ J _E 01J _ 01
- - - - - =--, and - = -- (3.71)
k1  Ok1 ' Ok r Okr' OCf Cf OCr O9Cr
That is, after solving the two Lyapunov equations for a given Fd, we obtain the gradi-
ent of J = IHzw|I1 with respect to the design variables using (3.64)-(3.67). Therefore,
starting with a stabilizing Fd, we can use a gradient-based optimization method, such
as steepest-descent, conjugate-gradient, or FBGS quasi-Newton methods, to solve for
a (locally) optimal H2 feedback gain. For details about gradient-based optimization,
please refer to the text by Bertsekas [19].
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3.5.4 Design example based on a full-car model
To illustrate the decentralized H2 optimization for passive suspensions, in the fol-
lowing we take an eight-DOF full-car model as an example. Such a model has been
used by Kim and Yoon [98] for a semi-active suspension system. The parameters are
shown in Table 3.2, in which the origin of the coordinate system is chosen to be the
center of mass of the sprung mass (vehicle body), as shown in Figure 3-26.
Table 3.2: Parameters and nomenclature of an 8DOF full-car model
Description Symbol Value
Sprung mass mb 1375.9 kg
Sprung moment of inertia about x-/y-axis I, I, 484.4/2344.4 kg-m2
Unsprung mass (front/rear) mt, mr 40/40 kg
Mass of driver's seat MP 60 kg
Vertical stiffness of one tire (front/rear) ktf, kt 182087/182087 N/m
Suspension stiffness per wheel (front/rear) kf, k, 20984.8/19121.7 N/m
Suspension damping per wheel (front/rear) cf, cr 1306/1470 N-s/m
Vertical stiffness of driver's seat kp 10507.1 N/m
Damping coefficient of driver's seat cP 875.6 N-s/m
Distance between x-axis and front/rear tires i, it 0.72/0.72 m
Distance between y-axis and front/rear tires if, ir 1.125/1.511 m
Distance between x-axis and driver's sea 1p1 0.24 m
Distance between y-axis and driver's seat 1p2 0.34 m
Vertical displacement of driver's seat ZP
Attitude of vehicle body: heave, roll, pitch Zb, OX, 6,
Suspension deformation d11 ,dfrdri,drr
Dynamic contact force of tires fflffrfrlfrr
We use a 4th-order Pade expansion to approximate the delay, and the second-
order filter given by (3.57) to approximate the ISO 2631 frequency weighting curve.
The spatial cut-off frequency vo is taken to be 0.005 cycle/m. We obtain a 28th
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order generalized plant, in which the disturbance input w(t) is a white-noise vector
[wi(t), w 2 (t)]', the "measured" outputs for feedback are
y(t) = [dfl, df1, dfr, dfr, dri, dri, drr, drr]' (3.72)
and the cost outputs include each of the weighted performance indices:
z(t) = [e15,, e2zb, e3O, e4Oy, e5 dfi, e6dfr, e7dri, e8drr, e9ffl, eloffr, eiifri, e12frr]'
(3.73)
where z- represents the acceleration i, at the driver's seat passed through the ISO 2631
filter, and the ej are weighting factors. Here, we choose them to be
Weighting Factor el
Value 1
e2 e 3 e 4 e5-e 8 e 9-e 12
8.3 8.3 120 120 8.3e-3
Design of a Passive Suspension
Using the proposed method for structured H2 optimization and setting as the stop
criterion that each of the gradients OJ/Okf, oJ/okr, oJ/0c1 , and oJ/&cr be less than
10-4, we obtain the optimal parameters for the passive suspension at various vehicle
speeds, as plotted in Figure 3-29. Figure 3-30 shows the minimal closed-loop H2
norm achieved, that is, the total weighted RMS values of the vehicle driven at various














3-29: Optimal parameters of the
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Figure 3-30: Closed-loop H2 norm as a function of vehicle speed on a class B road:
optimal (solid), nominal (dotted), optimized for 30 in/s (dash-dot)
driver seat weighted by the ISO 2631 filter are shown in Figure 3-31. The suspension
deformations and dynamic tire-ground contact forces are shown in Figure 3-32.
For a purely passive (not adaptive) design, we must set the suspension parameters
to constant values independent of the vehicle speed. We fix the passive suspension
parameters to those optimized for 30 m/s:
17358 2380
Fa = 17358 2380 (.4
19181 2429
19181 2429
and plot the achieved performances over the range of speeds in Figures 3-30-3-32. As
a comparison, Figures 3-30-3-32 also show the performances achieved with the nom-
inal parameters given in Table 3.2 and obtained from reference [98]. As expected,
the passive suspensions obtained from the H2 optimization yield better overall per-
formance than the nominal design. For a fixed-parameter suspension, the weighted
acceleration of the driver's seat, dynamic tire-ground contact forces, and suspension
deformations will increase monotonically as the vehicle speed increases, but the pitch
















































Figure 3-3 1: Weighted acceleration at the driver's seat and vehicle attitudes on a






































Figure 3-32: Suspension deformation and dynamic tire-ground contact forces on a
class B road: optimal (solid), nominal (dotted), optimized for 30 m/s (dash-dot).
The front and rear suspension deformations and contact forces shown here are the
averages of the left and right values.
in the disturbances. It is interesting to note that the fixed-parameter passive suspen-
sion optimized for a properly selected speed yields ride comfort and road handling
close to those of the optimal (adaptive) suspension over a large range of speeds.
Active Suspensions with Static Output Feedback
For comparison, we also design optimal H2 active suspensions using static feedback
of the output y(t) as in (3.72) (suspension deformations and relative velocities). For


















Table 3.3: Performances achieved with active
on a class B road
and passive suspensions at V = 30 m/s

































The achieved performances on a class B road with the optimal active suspen-
sion, optimal passive suspension, and nominal passive suspension are compared in
Table 3.3. The frequency response of the weighted acceleration at the driver's seat
and the roll velocity excited at the left and right tracks are compared in Figure 3-33,
in which we can see the effect of the delay between the front- and rear-wheel excita-
tions. From these comparisons, we see that the optimal active suspension with static
output feedback achieves a weighted H2 norm that is approximately 10% smaller than
that achieved by the optimal passive suspension.
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Performance Optimal Optimal 
Nominal
active passive passive
total H2 norm 5.853 6.652 7.142
RMS acceleration Z,, m/s 2  0.1976 0.2275 0.2296
RMS suspension front ave. 4.781 5.083 6.542
travel, mm rear ave. 3.308 3.837 5.186
RMS normalized front ave. 8.764 8.827 9.565
dynamic contact force, % rear ave. 8.708 11.342 12.075
RMS vehicle heave, cm/s 2.282 3.078 3.693
pitch, x10~2 rad/s 0.450 1.002 0.789
body motion roll, x10~ 2 rad/s 3.683 4.468 5.195
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Figure 3-33: Frequency response excited at the left and right tracks on a class B
road at a vehicle speed of 30 m/s: optimal passive (solid), nominal passive (dotted),
optimal active (dashed)
3.6 Concurrent Design of Passive-Active Isolation
3.6.1 Problems
In Section 2.2.3 we have already formulated the concurrent optimization of active-
passive isolation systems as a decentralized control problem. In this section we will
give some illustrating results of parameter design of such two stage isolation systems.
As shown in Figures 2-4 and 2-5, the first stage has mass m 2 and the top stage has
mass mi. The disturbances are the payload force d and ground vibration of velocity
40. The vibration performance we are concerned with is the absolute velocity 41 of
mass mi. We take the measurement for active feedback as the absolute velocity d2 of
the first stage. We assume the payload force disturbance and base vibration velocity
are independent white noise with normalized intensity ed and 1. We can also add
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shape filters in the cost of the velocity 42 or control force u2a).
We re-write Equations (2.34)-(2.36) as
± = Ax-+ Blw+B 2 u (3.75)
z = C1 x+Dllw+D12 u (3.76)
y = C2x+D12 W+D 2 2 u (3.77)










matrices are the same as in Equations (2.34)-(2.36). The active controller is given
in Equations (2.38) and (2.39). By taking the states for the generalized plant to
include the isolation system, the active controller and the weighting filters, we can
reformulate the problem as a decentralized static output feedback. For example, if
we take a active control as a skyhook damper, the decentralized feedback gain in
Equation (2.40) is
ki ci 0 0 0
0 0 k2 C2 0
0 0 0 0 D2
3.6.2 Results of Concurrent Optimization
Passive Two-Stage Isolation
By setting the gain of active controller as zero we can optimize the spring stiffness
and damping coefficients of two-stage passive stages. We will see effects of weighting
ed and the shape filters through numerical case studies.
Table 3.4 lists the optimal parameters for various of disturbance weighting ed, i.e.,
various of payload force intensities, where we take ml = 1 kg, m 2 = 4 kg, and the
frequency weighting on the absolute velocity 42 as 1. These parameters are obtained
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Table 3.4: Optimal parameters of two-stage isolation for various of disturbance
weighting ed, where m, = 1 kg and m 2 = 4 kg
* Note: these parameters are obtained by setting the stop criterion of the numeric
optimization as gradient less than 10-7.
without the frequency weighting. Table 3.4 indicate that over-damped single stage
is preferred (k, and c, is large and two masses tighten together) if the payload force
is large and broad-band. If the ground vibration is intensive two-stage isolation with
an over-damped top stage is preferred.
We also optimize the passive isolation with smaller inter-middle mass (for exam-
ple m, = 4 kg, m 2 = 1 kg). Numerical experiment shows that for large payload
disturbance, the two masses are still tighten together.
In many applications we are concerned with the frequency-domain performance.
For this purpose we can use weighting filters in the cost output in the H2 optimiza-
tion. Table 3.5 lists the parameters yielded by adding a filter 100 (s + 0.1) 4/(s + 10)4.
It shows single stage isolation is still preferred when the payload disturbance is large.
When the payload force is large two light-damped stage is obtained due to the fre-
quency weighting. (For the case of ed = le - 4, the damping of the optimal system is
1.54% and 2.96%.)
Active-Passive Two-Stage Isolation
Using the framework of decentralized H2 control we concurrently optimize the active
controller gain and the passive parameters. Tables 3.6 and ref ?? show the opti-
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weighting Parameters* H 2
ed ki ci k2 C2 norm
1 3.145e3 1.265e6 6.895e-9 1.000 0.4472
0.1 9.231 5.066el 1.330e-8 1.00e-1 0.1416
le-2 4.64e-12 9.908e-3 2.904el 3.641 0.1003
le-4 1.le-11 9.671e-5 2.502e-1 7.817e-3 0.01012
Table 3.5: Optimal parameters of two-stage isolation with frequency weighting for
various of disturbance weighting ed, where mi = 1 kg and m 2 = 4 kg
* Note: these parameters are obtained by setting the stop criterion of the numeric
optimization as gradient less than 10-7.
mization results of such concurrent designs without frequency weighting for various
intensities of of payload disturbance. In these examples we take the intensity of
ground vibration velocity as 1, and the weighing of active control force as le-8. We
see that for large payload force disturbance the two masses will become together and
the vibration performance is mainly due to the active controller.
In this section we outline an approach for concurrent design of passive-active
vibration isolation and present some illustrative examples. For practical applications
we should select the input weights according to the intensity of disturbance force
and ground vibration, choose the control output weight according to the actuator
authority, and pick the output shape filter according the frequency sensitivity of our
isolated machine. There may be some try-and-error iteration at this point.
3.7 Summary
In this chapter we examine the performances of passive vibration isolator and ex-
plore the fundamental performance tradeoffs. We conclude that soft mounts with
large damping up to 0.5 are preferred to reduce the platform velocity. The roles of
viscous and hysteretic damping are investigated and practical constructions are out-
lined for viscous fluid damper, viscoelastic damper, and piezoelectric damper. We
123
weighting Parameters* H2
ed ki ci k2 C2 norm
1 7.791e4 8.971e7 2.788e-6 2.238e-3 2.510
le-2 2.048e-6 1.080e-3 9.601e-1 9.931e-2 0.1250
le-4 1.524e-2 3.873e-3 8.493e-1 5.779e-1 0.001255
Table 3.6: Optimal parameters of active-passive isolation for various of distu rbance
weighting ed, where mi = 1 kg and m 2 = 4 kg
weighting Parameters* H 2 norm
(a)
ed ki ci k2 C2 gain Dk weighted q1  U2
1 1.080el 82.98e2 1.880e-9 1.723el 3.345e3 0.09984 1.783
le-1 1.351el 9.921e2 2.510e-8 4.547e-4 4.516e2 0.002827 0.6433
le-2 4.448 2.535el 2.318e-10 9.060e-3 6.126e-1 0.001822 0.05277
* Note: these parameters are obtained by setting the stop criterion of the numeric
optimization as gradient less than 10-7.
also proposed and demonstrated a new, much more effective, configuration of eddy-
current damper. Different springs are discussed for vibration isolation, including
metal springs, rubber mounts, and air springs. To break the tradeoff between the soft
mounting and static sag, we explored the post-buckled mechanism and developed
an passive-active isolator using post-buckled spring. For the parameter optimization
of springs and dampers, a framework of decentralized control developed in previous
chapter can be used. As an example a vehicle suspension based on full-car model
is optimized. Illustrative examples of concurrent optimal design of passive elements





This chapter begins with the concept of the skyhook damper and its realization via
the traditional tuned-mass damper (TMD) or dynamic vibration absorber (DVA).
Systems involving multiple TMDs have been proposed to increase the robustness and
performance of TMD systems; we obtain for the first time the optimal parameters for
multiple TMD systems subject to random excitation. We then introduce the novel
concept of a multi-DOF tuned mass damper, and demonstrate that performance
can be greatly enhanced by coupling rotation and translation in the absorber. We
also show that a single vibration absorber can be used to suppress multiple three-
dimensional modes of vibration simultaneously.
4.1 The Tuned-Mass Damper: Passive Realization
of the Skyhook Damper
4.1.1 The skyhook damper
As we have seen earlier, unlike viscous damping, viscoelastic structural damping can
suppress vibration at low frequency while only mildly increasing transmission at high
frequency. But the properties of viscoelastic materials are generally temperature
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dependent, and they have a tendency to creep, out gas, and age, making them un-
suitable for application in high-precision machines. In addition, viscoelastic materials
generally can not be used in a vacuum environment.
To break the tradeoff inherent in viscous damping between performance at high
and low frequencies and between ground transmission and rejection of payload dis-
turbances, Karnopp [94] proposed the concept of the skyhook damper. In contrast
with the conventional damped isolator where the damper is connected to the vibrat-
ing ground, the skyhook damper is connected to a virtual inertial sky, as shown in
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Figure 4-1: The skyhook damper shown in (a) alongside the conventional viscous
damper shown in (b)
tem in comparison with that of the conventional viscously damped isolator. We see
that in the skyhook configuration we can damp the resonant mode while maintaining
high-frequency isolation performance.
4.1.2 Passive realization of skyhook damping by the TMD
In practice there, is no inertial "sky" to which to connect the damper. Active control
using velocity feedback is often used to attain the skyhook effect. But the TMD can
also be viewed as a passive realization of the skyhook damper, because the mass in the
TMD resists acceleration in the inertial frame, providing an "anchor" against which a










Figure 4-2: Frequency response of Skyhook isolation
response in Figure 4-3. More detailed observations of the phase of the impedance
show that the TMD acts as a mass at low frequency, as a skyhook damper around its
resonant frequency, and like spring at high frequency.
The traditional TMD is composed of a mass, a spring, and a damper. The first
invention of the TMD (in 1911) had no damping and could only be used for narrow-
band vibration suppression. Later, Den Hartog [49] and Brock [24] used the fixed-
point method to find the analytical tuning rules to minimize the maximum frequency
peak (from 40 to 4, or from disturbance force to q):
fot = + p
3p(opt = (4.1)8(1 + p
where p is the ratio of the absorber mass to that of the primary system, (opt is the
damping ratio of absorber subsystem, and fopt is the tuning ratio, i.e., the ratio of
natural frequency of the absorber system to that of the primary system. The resulting
peak amplitude is
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Figure 4-3: Frequency response of isolation system with tuned-mass damper: a passive
realization of skyhook effect
Such a peak magnitude could be achieve using a skyhook viscous damper whose
damping ratio ( = . Thus an absorber whose mass is 5% of that of the
isolated platform achieves the same peak magnitude as the skyhook damper with a
7.8% damping ratio.
Note that the above tuning rules in equation (4.1) are a close approximation of
the H,, optimal design for an undamped primary system [10]. Analytical solutions
that minimize the peak of the frequency response from base velocity to position of the
primary system or from disturbance force to the velocity of acceleration of primary
system also exist for TMDs attached undamped primary systems, as outlined in the
survey paper [162].
Under white-noise or broad-band random excitation, the parameters of the TMD
should be tuned to minimize the RMS response, or equivalently, the system H2 norm.
The analytical solution (from 40 to , or from disturbance force to q) was obtained
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by Warburton in 1982:
= 1 2±+ y
1-F/t I ut
p [t (4 + 3p) (4-3)
8(1 + p)(2 + y)
and the optimal system H2 norm is
4+3p 1/4I [ n.4,i(1 + 1)_1 (4.4)
Comparing this performance with that of the ideal skyhook isolator with IIHI1 2 =
we find that an absorber whose mass is 5% of that of the isolated platform
yields the same RMS response as the skyhook configuration with a 5.6% damping
ratio.
If we are concerned with transient vibration, we can tune the parameters to max-




Such a design would yield a system with repeated complex poles, and the frequency
peak is larger than that obtained from Den Hartog's design.
The tuning rules for TMDs attached to lightly damped primary systems are close
to those for undamped primary systems. The exact H2 optimal design and the ap-
proximate H,, optimal design for damped primary systems with a single SDOF TMD
are developed in [10].
4.2 Multiple Single-DOF TMDs: Fuzzy Structures
4.2.1 Background of fuzzy structures
One practical problem in the application of TMDs is their inherent sensitivity to
uncertainties in the natural frequency of the primary system. Recently, Xu and
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Igusa [168] proposed the use of multiple TMDs (usually referred to as an MTMD sys-
tem) with frequencies tuned in the neighborhood of the natural frequency of a SDOF
primary system to improve the performance of the TMD system. The robustness
and effectiveness of MTMDs have also been studied by Yamaguchi and Harnporn-
chai [169], Abe and Fujino [5], Kareem and Kline [92], Strasberg and Feit [148], and
Park and Reed [125]. The multiple tuned mass damper systems are also called fuzzy
structures in literature.
Parameter optimization of MTMDs attached to an SDOF primary system has been
studied by several researchers. Using asymptotic analysis and calculus of variations
Igusa and Xu [83] obtained the approximatc optimal dcnsity of mass distribution
over the frequency range. Abe and Fujino [5] obtained analytical approximations
of the average damping and frequency spacing of a MTMD for minimization of the
root-mean-square (RMS) response to random excitation, using Den Hartog's tuning
rule to set the natural frequency of the "central" TMD. Joshi and Jangid [89, 88]
also made the assumption that the damping ratios or coefficients are identical and
that the tuning frequencies are equally spaced. Using a numerical search and curve
fits, they obtained some expressions for the optimal tuning of the central frequency,
damping ratio, and frequency spacing. Li [108] set the average natural frequency
of the dampers to be equal to that of the primary system and employed a search
method to find the optimal frequency spacing and damping to minimize the peak
displacement and acceleration magnifications. Later, Li [109] compared the optimal
performance of five classes of MTMDs under various restrictive assumptions on the
mass, stiffness, and damping of the individual dampers.
These previous studies of MTMDs are all based on the restriction that the spacing
of the natural frequencies of the TMDs be uniform [168, 169, 92, 148, 125, 89, 88,
108, 109] or follow a geometric progression [5, 148], and that either the damping
coefficients or damping ratios be constant. Thus, the problem therein is to optimize
the average tuning ratio, average damping, and frequency spacing for a given number
of masses and a total mass ratio. No efficient optimization approach appears even for
these simplified problems. As reported in [109], the various assumptions that appear
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in the literature yield designs with better or worse performance. The framework of
decentralized control provides us a numerically efficient procedure to obtain the true
optima of the individual stiffness and damping parameters of MTMD systems. In the
following, we will take the system H2 norm, or RMS response, as our performance
index, and explore the true optimum parameters and performances as well as its
robustness.
4.2.2 Parameter optimization using decentralized control
Consider an SDOF primary system with n attached TMDs, as shown schematically in
Figure 4-4(a). The primary system of mass m. has stiffness k, and viscous damping c,
relative to the base. The associated natural frequency and damping ratio are denoted
by w, and C, respectively. The mass of the i-th damper is mi and hence the total
mass ratio M is given by
n-- Z m(4.6)
The stiffness and damping coefficients of the TMDs are the ki and ci for i = 1, 2,...n.
The coordinates p. and the pi represent the displacements of the primary system and
the dampers, respectively. The system is subject to broad-band base vibration po, an
external broad-band force d, or both. Our problem is design the 2n parameters (the
ki and ci) to minimize the RMS response of the primary system.
Taking the springs as local feedback elements of relative displacements and the
dampers as local feedback elements of relative velocities, we can replace the role of the
springs and dampers with a control force vector, where the control gain is composed
of the spring stiffnesses and damping coefficients. Figure 4-4(b) shows the control
formulation of a system with passive MTMDs, where the "control force" ui is given
by
Ui = ki(pi - ps) + ci(Pi - s), i = 1, 2, ... , n (4.7)
Then using the method of decentralized H2 optimization outlined in Section 2.3.1,
we can design the optimal feedback gain composed of the individual parameters of
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Figure 4-4: (a) Configuration of ML1tiple tune-mas dampers for an SDOF primary








In the following, we give the results in terms of the dimensionless tuning fi and




for the ith mass. The performance is characterized by the system H2 norm IIHI12,
which we have seen is equivalent to the RMS response normalized by the intensity
V27r SO of the excitation po. where So is the power spectrum density of the excitation
po. As in the case of the SDOF TMD described in Section 4.1.2 [10], the optimal
|H 12 of the MTMD system is proportional to the square root of the natural frequency
W.. Therefore, in the following the optimal performance is given as RMS response Ps







4.2.3 Properties of the optimal design
Tuning ratios, damping ratios, and mass distribution
Consider first a primary system with C, = 0 to which is attached an MTMD system
with uniformly distributed mass and a total mass ratio [ of 0.05. We obtain the
optimal individual stiffness and damping coefficients using the algorithm described in
Section 3 with the stop condition that the norm of the gradient of the performance
with respect to the ki and ci be less than 10-6. Figure 4-5 shows the optimal frequency
tunings for n = 10 and 100 in term of tuning ratios fi and frequency spacings fi -fi_1.
We see that the optimal tuning ratios are not equally-spaced; the median tuning
ratio is less than unity and the TMDs are more closely spaced in the center of the
frequency range. Figure 4-6 shows the optimal damping for n = 10 and 100 in term of
damping ratios (i and nondimensional damping coefficients Ej = cj/[2mj(k,/m,)1/2] =
fi(j. From this figure we see that neither the optimal damping ratios nor damping
coefficients are identical; the damping ratios are considerably reduced in the center
of the frequency range.




ms fi+1 - fi-1
To make the p(wi/ws) and P(Wn/w,) well defined, we take fo = 2fi - f2 and fn+ =
2fn - fn-1. (This definition of p(wj/w,) is consistent with that used by Igusa and
Xu [83] other then on the immaterial boundary.) It is the normalized density of mass
distribution over normalized frequency. Figure 4-7 shows the the optimal density
of mass distribution p(wi/ws) for n = 10 and n = 100. Igusa and Xu [83] derived
an analytical result for the optimal p(wj/w 8 ) using a number of assumptions, among
them that the mass ratio is small and that the tuning frequencies are very close to W,.
They concluded that for small (, the mass should be distributed within the interval
of [w,(1 - 0.556,/7ii), w(1 + 0.556\/77)] elliptically. Such a distribution for A = 0.05
is shown in Figure 4-7. We see that the error in their approximation is large. This
is primarily due to loss of the imaginary part of the impendence in their asymptotic
analysis, while the phase is important especially for dampers not so close to w,.
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Figure 4-5: Optimal tuning ratios fi of the individual dampers for n=5 (a) and n=100
(b), optimal frequency spacings fi - fi_1 for n=5 (c) and n=100 (d), where p = 5%
and C, = 0
Next, for the particular case where n = 10, p = 5%, and ( = 0, we compare
the performance of MTMD systems with parameters individually optimized using
the method of Section 3 to that of MTMD systems with parameters optimized under
the restrictive assumptions in the literature. The results are given in Table 4.1. The
optimal parameters and performance of the MTMD system under the restrictions of
equally spaced frequencies and uniform damping coefficients are shown in the second
row of the table, exhibiting a 5.46% reduction in the RMS response from that obtained
using the optimal SDOF TMD. If instead the damping ratios are restricted to be
uniform, the performance is slightly improved, yielding a 5.82% reduction compared
to the optimal SDOF TMD. In comparison, the MTMD system with individually
optimized frequency spacings and damping coefficients achieves a 6.82% reduction
compared to the optimal SDOF TMD.
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Index of mass dampers, i (n=10) Index of mass dampers, i (n=100)
Figure 4-6: Optimal damping ratios (i of the individual dampers for n=5 (a) and
n=100 (b), optimal damping coefficients Ej = cj/(2mjiwj&) for n=5 (c) and n=100
(d), where p = 5% and (, = 0
spective, we compare the performance optimized with restrictive assumptions (Cases
2 and 3 in Table 4.1) to that attainable by optimizing the individual stiffness and
damping for various n as shown in Figure 4-8. We see that the performance obtained
with the such restrictive assumptions for n = 10 can be attained with individually
optimized parameters with n as small as five.
The Effect of the Number of Dampers
Figure 4-8 shows the normalized RMS value of P, as the number of TMDs is increased
for a given total mass ratio. We see that MTMDs are more efficient than a single
TMD of the same total mass ratio and that we can achieve a smaller RMS response
by increasing the number n of individual absorbers, though the benefits diminish as
n is greatly increased.
The optimal tuning ratios and damping ratios for various n are shown in Figure 4-
9. We see that as n increases the tuning range fn - fi increases and the individual
135
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Figure 4-7: Density of mass distribution p(w/ws): for n=10 (star), for n=100 (dot),
Igusa and Xu 's approximation [83] (solid line); for M = 5%, and (, = 0
5 10
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Figure 4-8: Optimal RMS displacement of the primary system versus the number of
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Table 4.1: Comparison of the normalized RMS response attained from MTMD sys-
tems under various restrictions for p = 5% and ( = 0
RMS
Case Assumptions Optimal Parameters
Response
1 n = 1 fi = 0.96421223 2.10842
(1 = 0.10977223
n = 10 A ave = 0.98905176
2 fi equally-spaced Afj = 0.03639972 1.99828
ci identical ci = 0.02448569
n = 10 A ave = 0.98957585
3 fi equally-spaced Afj = 0.03608427 1.99100
(i identical (i = 0.02459935
n = 10
shown in Figures 4-5(a), 1.97067
4 fi free 4.97a6(
____ (~ ree4-5(c), 4-6(a) and 4-6(c)
damping ratios decrease. The frequency responses of p, for various n are shown in
Figure 4-10. From this figure, we see that the parameters of n TMDs optimized to
minimize the RMS response yield a system with n + 1 local peaks on the harmonic
response of the primary system, and that the peaks at higher frequencies tend to be
suppressed more than those at lower frequencies.
The Effect of Mass Distribution among the TMDs
First consider the case of a two-absorber MTMD (n = 2) where the mass ratio /t is 5%
and the damping ratio (, of the primary system is zero. We optimize the parameters
of stiffness and damping for various values of the mass distribution mi/(mi + M 2 )
among the two TMDs using the method in Section 3. Figure 4-11 shows the optimal
normalized RMS response as a function of m1/(mi + M 2 ). In this figure, mj/(mi +
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Figure 4-9: Optimal tuning ratios fi (a) and damping ratios (i (b) of the
dampers versus n for p = 5% and (, = 0; the various symbols for each





Figure 4-10: Harmonic response of the displacement of the primary system to base
excitation with various numbers of dampers for p = 5% and (, = 0: n = 0 (dot),
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Figure 4-11: The effect of mass distribution for n = 2, t = 5%, and C = 0
traditional single TMD. The optimal mass distribution of mi/(mi + M 2 ) = 53.35%
corresponds to an RMS response only slightly smaller (by about 0.01%) than that
obtained with equal masses.
Next, for a five-element (n = 5) MTMD system with i = 0.05, let us consider
masses distributed linearly according to mi - mi- 1 = mi+l - mi= Am, where Am is a
constant. We optimize the RMS responses for various values of Am/mave where mave
is the average mass of the elements of the MTMD and plot the results in Figure 4-12.
On this curve, Am/mave = 0 corresponds to the case of uniformly distributed mass
and Am/Mave = 0.5 corresponds to the case where one of the five masses becomes
zero. We see that the optimal value of Am/Mnve is 0.09, but that this distribution
reduces the RMS response by only 0.02% relative to that obtained with a uniform
mass distribution.
These two examples suggest that optimization of the mass distribution can only
slightly improve vibration suppression beyond that obtained with uniformly dis-
tributed mass so long as the individual damper tuning and damping ratios can be
optimized in each case. This is in contrast with the observations of Li [109], where it
was found that varying the mass of the individual TMDs can yield obviously better
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Figure 4-12: The effect of mass distribution for n = 5, p = 5%, and ( = 0
based on the restrictive assumption that the tuning frequencies are equally spaced.
The Effect of the Total Mass Ratio
Figure 4-13 shows the minimal normalized RMS displacement of the primary system
as a function of the total mass ratio p. As in the case of the SDOF TMD, larger mass
ratios lead to smaller RMS responses. Figure 4-14 shows the optimal tuning ratios
and damping ratios of the individual TMDs for increasing values of the total mass
ratio p. As the mass ratio increases, the frequency range fn - fi and the damping
ratios increase. Figure 4-15 shows the harmonic responses of the primary system with
five TMDs optimized for RMS response.
Robustness
Of primary interest in the application of TMD systems is their robustness to un-
certainties, especially those that lead to changes in tuning. Figures 4-16 and 4-17
show the variation of the normalized RMS displacement of the primary system as the
mass m, stiffness k8, and damping ratio (, of the primary system deviate from their
nominal values. (The curves in Figure 4-16 show that the RMS displacement of the
primary system may be reduced slightly as k, decreases from its nominal value; this
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Figure 4-13: Optimal RMS displacement of the primary system versus the total mass
ratio IL for n = I and (,= 0 (dash-dot), n = 1 and (,=0.01 (dot), n = 5 and (,=0
(solid), n = 10 and C, =0 (dash)
is because the reduction in k, reduces transmission from the base excitation while
making the TMDs mistuned.) Frequency responses for various k, are shown in Fig-
ure 4-18. FRom these figures we see that, for example, an MTMD system with n = 10
and variations in stiffness of greater than ±10% maintains performance better than
the optimal SDOF TMD on a system with the nominal parameters.
In addition to the robustness to the uncertainties in the primary system, an-
other important type of robustness is the performance with respect to the changes
of stiffness and damping of the TMDs. Figure 4-19 shows the responses when one
spring-dashpot connection of the TMDs becomes infinitely soft or infinitely stiff. It
can be seen that the dampers in the center of frequency range are more critical than
the ones at the edges.
4.2.4 Summary
In conclusion, the results of minimization of the RMS response under base excitation
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Total mass ratio, p
Figure 4-14: Optimal tuning ratio (a) and damping ratio (b) of the individual TMDs
as a function of the total mass ratio p for n = 5 and C, = 0
1
Normalized frequency, W/w,
Figure 4-15: Harmonic response of the displacement of the primary system to base
excitation for n = 5 and ( = 0: i = 1% (solid), p = 2% (dash), [ = 5% (dot), and
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Figure 4-16: Robustness of MTMD systems to variations in the mass m, (a) and
stiffness k, (b) of the primary system for p = 5% and C, = 0: n = 1 (dash), n = 5
(solid), n = 10 (dot), and n = 100 (dash-dot)
not equally spaced, and that neither the damping ratios nor damping coefficients are
identical. The performance obtained from such MTMD systems is found to be sub-
stantially better than that obtained with uniform frequency spacings and damping,
and provided that the individual parameters of stiffness and damping can be opti-
mized, variation of the mass distribution among the TMDs can only slightly improve
the performance beyond that obtained with uniform masses. The harmonic response
of a system with n TMDs optimized for RMS response has n +1 peaks and the peaks
at higher frequencies tend to be suppressed more than those at lower frequencies.
A numerical study of the performance of MTMD systems under variations in the
stiffness, mass, and damping of the primary system shows that an increase in the
number of TMDs yields obviously better robustness to uncertainties in the natural
frequency and damping of the primary system, though the benefits diminish as the
number becomes very large.
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Figure 4-17: Robustness of MTMD systems to variation of the damping C, of the
primary system for M = 5% and (, = 0 nominally: n = 1 (dash), n = 5 (solid),











Figure 4-18: Harmonic response of the displacement of the primary system (C = 0)
when k, is changed: n = 5 and Aks/k, = 0 (thick solid), n = 1 and Ak,/k, = 0
(solid), n = 5 and Aks/k, = -0.1 (thick dot), n = 1 and Ak,/ks = -0.1 (dot), n = 5
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Figure 4-19: Robustness of the system with respect to the individual connection of
mass dampers for n = 5, IL = 5% and (, = 0. optimal (solid), 1st connection fails
(dash), 3rd connection fails (dot), 5th connection fails (dash-dot)
4.3 Multiple-DOF TMDs for Dingle Mode Vibra-
tion
Whenever an absorber is attached to a primary system, there is potential for utiliza-
tion of motion in more than one degree of freedom of the absorber body relative to
the primary system. These modes of vibration of a body relative to a primary struc-
ture be tuned to one natural frequency of a primary system. This is the concept of
multiple-DOF TMDs for single mode vibration, and an enhancement of performance
can be expected. In addition, such an absorber is often easier to construct than an
SDOF TMD or multiple SDOF TMDs because of the reduced need for guidance.
Based on the formulation of decentralized control, we adapt gradient-based H2
optimization using Lyapunov equations to minimize the response to random excita-
tion. For the 2DOF TMD, the optimal parameters are obtained and presented in
dimensionless form to be useful for design. We find that the performance attainable
by the 2DOF TMD depends on the ratio of the radius of gyration of the absorber
body to the distance from the spring-dashpot connections to the center of mass of
the absorber, not on the rotational inertia. We find that, with properly chosen lo-
cations for the springs and dampers, the 2DOF TMD can achieve better vibration
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suppression than two separate TMDs of optimized mass distribution. We then pro-
pose an algorithm for minimization of the steady harmonic response under sinusoidal
disturbance based on decentralized H, optimization, and find that the 2DOF TMD
again offers performance better than that of the conventional SDOF TMD and two
separate TMDs.
4.3.1 Problem formulation of 2DOF TMD
Figure 4-20 shows the configuration of a MDOF TMD attached to a SDOF primary
system. (We take the 2DOF TMD as an example; the general multi-DOF TMD can
be handled similarly.) The primary system has a natural frequency w, = y'ks/ms
and damping ratio C, = c,/2Vkom, and is subject to the base excitation x0 , external
disturbance force f, or both. The absorber body has two planar degrees of freedom,
translation and rotation. Its mass is md and the rotational inertia about its center
of mass is Id = mdp2, where p is the radius of gyration. The absorber is connected
to the primary system at distances d, and d2 from its center of mass via springs
and dashpots. Our goal is to design the parameters k1, c1 , k2 , and c2 as well as
the locations of the connections d, and d2 in order to minimize the response of the
primary system. We consider first the case where d, = d2 = d, then in Section 4.5
discuss the case where d, $ d2. The effect of of absorber mass md and rotational
inertia Id will also be explored in Section 4.
By taking the springs and dashpots as elements which feed back locally the relative
displacements and velocities, we replace the role of the spring and dashpot pairs with
the control-force vector [ui, u 2]', where the prime denotes the matrix transpose, as
shown in Figure 4-21. The control forces in this case are given by
i= ki(x1 - x,) + c1( 1 - i) (4.10)
U2= k2 (2 - XS) + c2(2 - is) (4.11)
where x1 and x2 are the displacements of the absorber in the direction of x, at the
connection locations.
The equations governing the vibration of the coupled system with small absorber
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Figure 4-20: 2DOF TMD for one mode of a primary system
Xd







Figure 4-21: Control formulation of a passive 2DOF TMD
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I xs
rotation take the form
mdxd = -U1 - U2
IAd = uid -u 2 d




Noting that Xd = (x 1 + x 2)/2, 0d = (x 2 - xi)/2d, and Id = mdp2, we write the above

































MpP + Cpz + Kpp = Bpxo + Bv. o + Bdf +Buu
where p = [1i, X2, Xs]
Defining the state variables of the system as
p
M-M1 Bxo
we can write the governing equations in first-order form as




























The cost output can be taken as the absolute or relative displacement, velocity,
or acceleration of the primary system, which can be expressed in the form
z = C1 x + D11w + D 12 u (4.22)
For example, if the cost output is the displacement response of the primary system,
we write the cost as z = x, = Cx, where C1 = [0, 0, 1, 0, 0, 0].
To complete the state-space description, we rewrite the "control force" given by
Eqs. (4.10) and (4.11) as a static feedback gain F multiplied by the "measurement
output" y. That is,
ki ci 0 0 def
= y = Fy (4.23)
0 0 k2 C2
where y is given by
y = [x 1 - xS,7 1 - s,x 2 - xs,8 2 - ks]' = C 2x + D 2 1w +D 22u (4.24)
The form of C2 follows from the definition of the state given by Eq. (4.17) and
D21 = C2 (4.25)
and D2 2 = 0.
Equations (4.18), (4.22), and (4.24) cast the design of the MDOF TMD system
as a decentralized control problem. Based on this formulation, we use decentralized
control techniques to directly optimize the the stiffness and damping coefficients of
the springs and dampers to achieve performance (measured by z) under the distur-
bance of w. Decentralized H2 optimization minimizes the output variance under
random excitation, and decentralized H.. optimization minimizes the worst-case re-
sponse magnitude under harmonic excitation.
4.3.2 2DOF TMD for random excitation: H2 optimal design
Using gradient-based decentralized H2 optimization, we obtain the optimal parame-
ters of ki, k2, ci, and c2 as a function of the the ratio p/d (d = di = d2 ). As in the case
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Figure 4-22: The normalized system H2 norm as a function of p/d with P = 5% for
C, = 0 (solid) and for (, = 1% (dash)
the natural frequency w, of the primary system, we normalize the H2 norm by N/ G
in the following. In this section, we give a comprehensive study of the 2DOF TMD,
taking the excitation as the base motion x0 (w = X0) and the the performance index
as the RMS value of the displacement x,.
Effect of p/d
From Eq. (4.15), we see that the performance of the TMD system does not depend
on the rotational inertia Id. Rather, it depends on the ratio p/d of the radius of
gyration to the distance from the mount points to the center of mass of the absorber.
Figure 4-22 (solid curve) shows the normalized optimal H2 norm as a function of p/d
for A = md/m, = 5% and (, = 0.
On this plot, p/d = oc (or d = 0) corresponds to the optimal SDOF TMD, which
attains 11H112 = 2.108 /Ds. If p/d = 1, we obtain a system equivalent to two separate
SDOF TMDs with m, = m 2 = md/2, as shown in Figure 4-23. And p/d = I/v/'
is the case of a uniform-density bar supported at its two ends. But the optimal p/d
for A = 5% and (, = 0 is 0.780, which yields IIHI12 = 2.0189V/ G. If the primary
system is lightly damped the tendency is still similar, as seen from the dashed curve
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Figure 4-23: Two separate SDOF TMDs for one mode of a primary system
of Figure 4-22, where the optimal p/d for p = 5% and C, = 01% is 0.777.
The frequency responses are compared in Figure 4-24.
Figure 4-22 also shows that the optimal H2 norm at p/d = 0 is smaller than that
of a SDOF TMD (p/d = oc), indicating that a 2DOF TMD without rotary inertia
can achieve better vibration suppression than the SDOF TMD. This can be explained
by comparison of the the impedance of the TMD system (i.e., transfer function from
x, to the total force U1 + U2 ) of the 2DOF TMD system with no rotary inertia as
sketched in Figure 4-25(a) to that of the SDOF TMD sketched in Figure 4-25(b).
The latter is given by a second-order transfer function,
u(s) 
_ mds(Cs + k)
sxs ms 2 + Cs + k(4.26)
whereas the former is given by a third-order transfer function,
ui(s) + u 2 (s) _ 4mds(ki + cis)(k 2 + c2 s)
sxs md[(ki + k2 ) + (c1 + c2 )s]s 2 + 4(ki + cis)(k 2 + c2 s)
which (when optimized) accounts for the improvement in performance.
Negative Damping
Figure 4-22 shows two sharp corners in the dependence of the optimal H2 norm on
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Figure 4-24: Frequency responses of the H2 optimal TMD system for A = 5% and
C, = 0: p/d = 0.780 (solid), two separate TMDs (dash), uniform bar supported at
two ends (dash-dot), and SDOF TMD (dot)
d d
md







Figure 4-25: (a) Two-DOF TMD with p/d = 0 and (b) SDOF TMD
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very interesting result is found beyond these two sharp corners if we do not constrain
the parameters to be positive.
Take as an example the case of p/d = 0.2, p = 5%, and ( = 0 with the stiffness k,
and mass m, of the primary system normalized to one. We optimize the parameters of
stiffness and damping using the algorithm of Section 3 (which guarantees that ki > 0
and ci > 0) and list as the first entry in Table 4.2 the optimal parameters, the poles
of the coupled absorber and primary system, and the poles of the absorber mounted
to ground. With the parameters constrained to be nonnegative, we see that for this
value of p/d, one of the modes of the absorber is tuned close to ws, but the other is
over damped. The Bode plot of x,(s)/xo(s) is shown as a dashed line in Figure 4-26.
If we modify the algorithm to allow negative stiffness and damping, we obtain
the results shown as the second entry of Table 4.2 and indicated by the solid line
in Figure 4-26. From Table 4.2, we see that although there is a negative damper
in the system, the coupled absorber and primary system are stable. Moreover, the
performance of this system is significantly better than that of the system with the
dampers constrained to be nonnegative. Such a design could readily be implemented
in an active absorber, though there would be potential for instabilities in the presence
of modeling uncertainties.
It may be suggested that a different configuration of springs and dampers could
attain the same performance without resort to negative dampers. For this particular
example, it can be shown algebraically that it is not possible to find positive values of
kj, k2 , ci and c2 that yield the same dynamics, even if their locations are allowed to
vary independently. However, it may be possible to obtain improved performance in
passive systems by considering a somewhat more general configuration (e.g., including
torsional springs and dampers).
Optimal Parameters
The optimal normalized modal frequencies (for an undamped primary system) wi/w
and w2/w,, and modal damping ratios (i and (2 of the TMD subsystem (attached to
ground) for p = 5% and (, = 0 are shown in Figure 4-27 as functions of p/d. As we
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Table 4.2: Comparison of designs obtained with and without the constraint that the
parameters remain nonnegative for p/d = 0.2, p = 5%, c, = 0, m8 = 1, and k, = 1
Constraint IIHI2/V1 Optimal parameters Poles of coupled system Poles of TMD
k >,2 ! 0 k1=0.02606, k2 =0.01655 -0.0534 L 0.894i -0.1221 ± 0.9701i
C1,2 > 0 2.0716 ci=0.02530, c2=0 -0.0707 ± 1.09i -1.595, -11.32
-1.58, -11.3
kl,2 E R ki=0.00807, k2 =0.01098 -0.00766 ± 1.84i -0.1305 ± 1.970i
























Figure 4-26: Bode plots of x,(s)/x 0 (s) for p/d = 0.2, p = 5%, and C, = 0: origi-
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Figure 4-27: Optimal modal frequencies and damping ratios of the 2DOF TMD
subsystem as a function for p/d for p = 5% and C, = 0
have observed in the foregoing, for small p/d, we can only tune one of the natural
frequencies of the TMD close to w, and the other mode is over damped.
To provide results more readily used for design, in Figure 4-28 we give the optimal
parameters in the form of dimensionless "frequencies" D1/w, and '2/w, and "damping
factors" (1 and (2
D1 = kl/md, :2 = Vk 2 /md
(1 = ci/(2vMki, (2 = ci/(2Vmdkl)
from which the optimal stiffness and damping can be constructed. These are conve-
nient dimensionless parameters, but they do not correspond to the resonant frequen-
cies or damping ratios of the modes of the TMD subsystem.
We minimize the H2 norm of x,/xo as the mass ratio p is varied. Figure 4-29
shows the optimal p/d for different values of p. The achieved minimal H2 norms of a
2DOF TMD system with optimal p/d are shown in Figure 4-30 and compared with
those of the SDOF TMD and two separate TMDs. The corresponding optimal tuning
of stiffness and damping for the optimal p/d are given in Figure 4-31 in terms of the
dimensionless parameters /w0, 02 /w,, (1, and (2. Figures 4-30-4-31 can be used
to design the optimal 2DOF TMD for a given mass ratio. Comparing the curves in
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Figure 4-28: Optimal parameters of the 2DOF TMD versus oid for p = 5% and
= 0
primary system provides the same performance as the optimal SDOF absorber whose
mass is 6% of that of the primary system.
Asymmetric Connection Locations
Thus far, we have maintained the symmetry of the locations of the connections be-
tween the TMD and primary system by holding d, = d2 = d. In this subsection, we
relax this constraint and examine the H2 optimal 2DOF TMD allowing d, and d2 to
vary independently. The design method is the same as before: For a given d, and d2 ,
we use decentralized control techniques to optimize the stiffness and damping values.
The achievable performance is a function of p/di and p/d 2. Figure 4-32 shows the
minimal normalized H2 norm for p = 5% and C, = 0 attained by optimizing kj, k2 ,
c1, and c2 for a range of p/di and p/d 2. From this figure, we see that the optimal
p/di = p/d 2 = 0.780 for symmetric connections is a saddle point and that we can
attain better performance by allowing d, and d2 vary independently. The contour plot
indicates that the global minimum for a mass ratio pL of 5% is attained when p/di
tends to zero and p/d 2 is approximately 3. To avoid a singular computation, we take
p/di = 0.01 and find the corresponding best p/d 2 to be 3.055. The corresponding
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Figure 4-29: Optimal ratio p/d of the radius of gyration to the connection spacing d
versus mass ratio p for C, = 0
those of the optimal symmetric case. The corresponding frequency responses are
compared in Figure 4-33.
4.3.3 2DOF TMD for harmonic excitation: Ho, optimal de-
sign
Using the algorithm described in Section 2.3.2, we minimize the Ho" norm of the 2DOF
TMD system to obtain the optimal stiffness and damping parameters for harmonic
Table 4.3: Comparison of symmetric and asymmetric connection locations for /p = 5%,
cS = 0, m, = 1, and k, = 1
Connections IIH|I2/V ~ Optimal parameters Poles of coupled system Poles of TMD
p/di = 0.780 ki=0.018903 -0.0518 ± 0.877i -0.109 ± 0.928i
p/d 2 = 0.780 2.0189 c1=0.0060696 -0.0809 ± 1.05i -0.0513 ± 1.20i
k2 =0.025427, c2=0 -0.0307 ± 1.21i
p/di = 0.010 ki=5.0033 x 10- 6  -0.0457 ± 0.852i -0.0854 i 0.879i
p/d 2 = 3.055 1.9680 c1=1.9372x10-
6  
-0.0859 ± 0.997i -0.108 ± 1.13i
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Figure 4-30: Optimal H2 norm of x,/xo versus the mass ratio for ( = 0: 2DOF TMD
with optimal p/d (solid), two separate TMDs (dash), and SDOF TMD (dot)
excitation. Figure 4-34 shows the minimal H, norms achieve with a 2DOF absorber
of mass ratio p = 5% attached to a primary system of damping C, = 0 and C, = 1%
as a function of p/d. The trend is similar to that obtained for H2 optimal design
(as shown in Figure 4-22). The optimal values of p/d for p = 5% are respectively
0.751 and 0.747 for the Hc optimal design with (, = 0 and (, = 1%, which is close
to the optimal values of 0.780 and 0.777 for H2 optimal design with p = 5%. As in
the case of the H2 optimal design, the frequency peak of the optimal 2DOF TMD
without rotary inertia (p/d = 0) is smaller than that of the optimal SDOF TMD
(corresponding to p/d = oc). The frequency responses of the optimal 2DOF TMD,
SDOF TMD, and two SDOF TMDs are compared in Figure 4-35. It is seen that the
2DOF TMD attains much better performance than either the SDOF TMD or two
SDOF TMDs.
In Figure 4-34, the two sharp corners of the curve are again the result of the
constraint that the parameters of stiffness and damping remain nonnegative. With-
out taking the feedback gain F to be Fd 0 Fd, the forgoing algorithm can also be
used to minimize the H, norm while allowing the parameters to be negative. (Spe-
cial attention should be paid to the step size to avoid a destabilizing design.) The
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Figure 4-31: Parameters of the optimal 2DOF TMD as a function of the mass ratio
p for C = 0
frequency responses obtained with and without the constraint that the parameters
remain nonnegative are compared in Figure 4-36. As in H2 optimization, decentral-
ized H,, optimization yields significant improvement with one damper allowed to be
negative, and the total system is still stable.
4.4 Multi-DOF TMDs for Multiple Mode Vibra-
tion
In previous section, we have discussed multi-DOF TMDs for suppression of single
mode vibration under random and harmonic excitations. If the vibration system has
multiple vibration modes, such as a multi-DOF isolator, multiple single-DOF TMDs
have been employed in in literature, where each TMD is tuned to one vibration mode.
Here, in contrast with these studies, we extend the concept of the multi-DOF TMD
to suppress multi-mode vibration in three dimensions. Two examples are given in
the following. One is a 2DOF TMD for a two-DOF isolation system, in which we
will compare three different designs. Another example if a 6DOF TMD for a 6DOF
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Figure 4-32: Contour map of normalized minimal H2 norm for various values of p/di
and p/d2 for p = 5% and (, = 0
4.4.1 2DOF TMD for 2DOF isolation: minimax, H2, and Ho
optima
Consider a two-DOF isolation system that can translate in the x direction and rotate
about the z axis as shown in Figure 4-37.
The isolation system is subject to base vibration velocity in vertical direction, and
we intend to design the parameters k1 , k2 , ci, and c2 of a 2DOF TMD to suppress the
translational velocity and rotational velocity of the mass gravity center of the isolated
platform. The closed loop has one input and two outputs. Three design methods are
employed: maximizing the minimal damping (Section 2.3.3), H2 optimization (Section
2.3.1), and Hc, optimization (Section 2.3.2).
With initial guesses of ki = k2 = 500 N/m and c1 = C2 = 50 N-s/m, the minimax
algorithm converges to k, = 6038.93 and k2 = 2679.96 N/m along with ci = 11.74
and c2 = 5.94 N-s/m, producing a system with minimal modal damping 8.77%. We
use gradient-based optimization to minimize the system H2 norm and LMI-based
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Figure 4-33: Frequency responses of the H2 optimal 2DOF TMD with symmetric and
asymmetric connection locations for p = 5% and (, = 0: p/di = p/d 2 = 0.780 (solid),
p/di = 0.010 and p/d2 = 3.055 (dash), SDOF TMD (dot)
closed-loop performances produced by the minimax, H2, and H, optimizations are
compared in the Table 4.4 and the frequency responses are shown in Figure 4-38.
From Table 4.4 we see that the minimax design yields a system with highest
damping but takes no account of the system zeros, the H2 optimal design will produce
a system with the smallest output variance under white noise input, and the H'
optimal design achieves the smallest peak magnitude for the worst-case harmonic
input. So whether we should use minimax, H2, or H, optimization for the design
Table 4.4: Comparison of the performance obtained with the two-DOF TMD under
various designs: minimax, H2, and H, optimization.
H2 Norm H, Norm Modal Damping (%)
H2 Optimization 55.6620 11.9748 4.28, 5.13, 11.2, 3.77
H, Optimization 56.4402 11.0721 5.41, 6.53, 16.5, 3.81
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Figure 4-34: The effect of p/d for H,, optimal design with p = 5% for ( = 0 (solid)
and for (, = 1% (dash)
will depend on the performance requirements and our knowledge of the disturbances.
In many cases it is difficult to define the disturbance inputs and the critical outputs
and the minimax approach becomes somewhat more practical than input-output-
based design. Moreover, unlike the H2 and H, approaches, the minimax method is
applicable to hysteretically damped systems.
4.4.2 Six-DOF TMD for six-DOF isolation: experimental
study
Figure 4-39 shows a mockup of a 6DOF beam splitter as may be found in a lithography
machine. The beam splitter is a critical element in the optical path supported on the
machine base. To maintain high position resolution and to keep the cube free of
deformation, kinematic supports are used, yielding a very lightly damped system. As
a result, the vibration is very large and the beam can not focus on the wafer stage
well.
We created a mockup of the beam splitter in our lab using an aluminium block.




0.5 0.6 0.7 0.8 0.9 1 1.1 1 2 1.3 1.4 1.5
Normalized frequency o / (o
Figure 4-35: Frequency responses of the H,, optimal 2DOF TMD design for p = 5%
and C, = 0: optimal p/d = 0.751 (solid), two separate TMDs (dash), uniform bar
supported at two ends (dash-dot), and SDOF TMD (dot)
modes consisting of motions of the rigid block relative to the ground. We can see
that the motions are coupled in space.
Though viscoelastic hysterestic damping relative to the base is might yield ac-
ceptable vibration isolation, these materials are not acceptable here because of the
creep inherent in viscoelastic or piezoelectric material. Moreover, the space available
for the damping treatment is very limited. Therefore, we propose application of a
multi-DOF tuned-mass damper.
In this vibration isolation system, we take the base excitation (xg, yg, zg)' as the
noise input w, and the velocities ( y 4 fic, ,,, 9 )' at the cube mass center as
the cost output z. The absorber mass is a steel block with dimension 110 mm x
125 mm x 6.35 mm (4.8% of the aluminium block mass). And the location of the
six spring-dashpot connections between the absorber is selected by looking into the
mode shapes. We use decentralized H2 optimization to design these spring/dashpot
parameters so as the minimize the variance of the motion of the cube mass center






Figure 4-36: Bode plots of x8(s)/x 0 (s) for p/d = 0.2, ft = 5%, and (, = 0 obtained
by Hoo optimization: original system (dot), optimized with nonnegative constraint
(dashed line, peak magnitude of 6.071), optimized without nonnegative constraint
(solid line, peak magnitude of 3.384)
Replacing the spring-dashpot connections between the TMD and cube with the
control forces generated by k and c, we can write the plant model and the static
decentralized controller to be designed as
C20
ki c1
Fd = kc2 c2
0c 6
where kg20, ca20, i=1, 2, ...6.
With initial parameters k = 5 x i0 N/in, and c = 20 N-s/m, i = 1, 2, ... 6, the
decentralized H2 optimization using FBGS method converges very quickly. We also
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Figure 4-37: Sketch of the two-DOF isolation system with a two-DOF tuned-mass
damper: L, = 0.25 m, L 2 = 0.2 m, M = 5 kg, I = 0.1 kg.m 2 , K1 = 50 kN/m,
K 2 = 80 kN/m, Md = 0.05M, and Id = 0.0351.
tried around 20 groups
One local minimum is:















We then designed and constructed the single-axis spring-dashpot connections
shown in Figure 4-41. The stiffness is dominated by the belleville springs, and the lat-
eral stiffness are made negligible by intdroductio of the notch flexures. The stiffness
can be adjusted by changing the preload deformation of belleville springs.
The damping is given by the squeeze film under the disk. the design follows the
Equation 3.20, and the fluid we used is GE silicone SF96-1000 (Frigure 3-7). Each
spring-dashpot was constructed and tested individually before installed on the beam-
splitter. This test was used to make sure that the achieved parameters were indeed
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Figure 4-38: Bode plots of transmission from ground vertical input xo to (a) the
displacement x and (b) the rotation 0 of the main mass: undamped (dotted), H2
optimal (solid), H,, optimal (dashed), minimax design (dash-dot).
We then assembled the absorber with the spring-dashpot pairs and installed to the
top of the cube, as shown in Figure 4-42. After several turns of adjustments online
around the designed parameters, we obtained a well-tuned system. To illustrate
the result, we used an impact hammer to excite one corner of the cube and used an
accelerometer to measure the frequency response at another corner. A typical transfer
function is shown in Figure 4-43. We see that all the six modes are damped well by
a single absorber.
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Figure 4-39: Six-DOF beam splitter system
4.5 Summary of TMD Research
Table 4.5 summarizes the history of research on tuned-mass dampers. In 1928, Den
Hartog [49] carried out the first theoretical development of the TMD by noting the
presence of two fixed points in the frequency response. Nishihara and Asami [10]
obtained the analytical solution for the H2 and H,, optimal designs for the SDOF
TMD attached to a non-damped primary systems. A number of researchers have
explored the application and optimization of multiple SDOF TMD for multiple-mode
vibration, see, e.g., Warburton [161]. Beams and plates have also used to damp
another beams or plates, though no systematic design method was reported. Multiple
SDOF TMDs have been used to achieve better effectiveness and robustness in the past
ten years. We optimize the individual parameters of multiple-TMD systems for the
first time [178]. We initiated the concept of the multi-DOF TMD, developed several
methods for their optimal design [179, 181, 184], and demonstrated that the concept
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Figure 4-41: Single-axis spring-dashpot connection
can be used to enhance performance for single- and multi-mode vibration beyond that
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Figure 4-43: One typical transfer function with/without one 6DOF TMD
Table 4.5: History of tuned-mass dampers, dynamic vibration absorbers
Absorber body(s) Primary system Contributor and year
SDOF SDOF Den Hartog 1928, Brock 1946, Crandall 1963,
Nishihara and Asami 1993 & 2002, ...
Multiple SDOF MDOF Snowdon 1966, Warburton 1981, Kitis 1983,
Rice 1999, ...
Beam, or plate SDOF, or Zhang and Matsuhisa 1989, Dahlbe 1989, Aida
beam or plate etal 1992 & 1995 & 1998, Yamaguchi 1985
MDOF MDOF Zuo and Nayfeh 2002
Multiple SDOF SDOF Xu and Jangid 1992, Jangid 1999, Abe and
Fujino 1994, Li 2002, Zuo and Nayfeh 2003












Elements and Configurations for
Active Vibration Systems
In previous chapters, we have discussed mechanical design and parameter optimiza-
tion of passive vibration isolation systems. We highlighted the construction of various
dampers and springs and gave some examples of optimization of passive isolation from
the perspective of decentralized control. Active vibration isolation is typically used
to further enhance isolation at low frequencies. In active isolation systems, we use
sensors to measure certain variables, and drive actuators to reduce the vibration using
feedback control, feedforward control, or both. In this chapter, we will survey the
sensors and actuators available for active isolation, and discuss some system archi-
tectures.
5.1 Sensors
In active vibration isolation the measured variables for control can be displacement,
velocity, acceleration, or force. And for each type of variable there are a few types of
sensors. In the following we briefly review their operating principles and their general
characteristics for the propose of selection for vibration control. Details can be found
in the manufacturers' catalogs.
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(a) (b)
Figure 5-1: (a) crossing section of LVDT, (b) LVDT sensors (by MicroSensorsTM of
Schaevitz Technologies Inc. [115])
5.1.1 Displacement sensors
Linear Variable Differential Transformer (LVDT)
The LVDT is a low-cost sensor that converts linear position or motion to a propor-
tional voltage output. The LVDT transducer, as shown in Figure 5-1, is composed of
one primary coil, two identical secondary coils and a movable iron core. The iron core
is attached to the object to sense the motion in one direction. An AC voltage supply
of 1 - 10 kHz is used to drive the primary coil to generate an AC magnetic field.
Induced voltages are produced in the two secondary coils in the same manner as in a
transformer. When the iron core is in the central position, the induced voltages are
equal at the two secondary coils. When the iron core moves to one end, stronger cou-
pling of magnetic flux at that end generates larger voltage at one secondary coil than
at the other. Demodulation electronics are used to convert this voltage difference in
AC form into high-level DC signals proportional to the core motion.
The dynamic response of an LVDT sensor is limited by the inertial effects of the
core's mass and by the characteristics of the signal conditioner. Usually it is from DC
to several hundred Hertz. Typical measurement ranges of LVDTs can be from 1 mm
to 100 mm with linearity on the order of 0.5% of full scale range. Since there is usually
no friction between the core and its guide, its repeatability can be 10 ~ 10-4 of
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(a)
Figure 5-2: (a) Principle of laser triangulation sensor [37] (b) A laser triangulation
sensor system by Keyence Corporation [96]
full scale range. LVDT sensors typically work in temperatures from -50'C to 100'C,
and they can work in humid environments. A high-permeability magnetic shield is
required if the LVDT sensor is operated in an environment with an external AC
magnetic field. For short-stroke LVDT sensors, the body size is usually larger than
10 mm.
Laser Triangulation Sensors
Laser triangulation sensors are so named because the sensor enclosure and the emitted
and reflected laser beam forms a triangle. The sensor system is composed of a sensor
head and a controller (conditioning electronics). The principle of operation is shown in
Figure 5-2(a). A laser beam emitted by the laser diode is projected to and reflected
by the target surface; the reflected beam passes through the collection lens and is
focused as a spot on the light receiver. The signal-conditioning electronics detect the
spot position on the light receiver, from which is produced a signal proportional to
the target position.
The light receiver is the most critical element in laser triangulation. It can be
either a position sensitive device (PSD) or charge coupled device (CCD). A PSD
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determines the beam spot center and identifies this as the target position. A CCD
detects the peak value of the light quantity distribution of the beam spot. The CCD
enables a stable, highly accurate displacement measurement regardless of the light
intensity, the surface texture, or color of target.
Compared with other types of non-contact displacement sensors, laser triangula-
tion sensors have a large measurement range, typically 1 to 300 mm. The relative
accuracy is about 10- - 10-4 of full-scale range. Typical resolution is 0.01 pm to
100 pm, and the nonlinearity is 0.1-1% of full scale range. The working temperature
is between 0 to +50'C. The sampling frequencies of laser triangulation sensors are
between 1 kHz and 50 kHz. The beam spot is generally 0.5 pm to 0.3 mm in diameter,
and thus these sensors can be used to capture small features. But the physical size
of the sensor head is generally large and can prohibit its use in space-limited applica-
tions. Lasers are sensitive to environmental effects and are typically not suitable for
use in dirty environments.
Eddy-Current Displacement Sensors
Eddy-current sensors are noncontact sensors that use inductive technology to measure
distances or displacements of any electrically-conductive target. The sensors can be
calibrated for either ferromagnetic or non-ferromagnetic properties. Figure 5-3 shows
one commercial eddy-current sensor and its operating principle. It contains a sensor
probe and an electronics oscillator and demodulator. An AC current generated by a
crystal control oscillator flows through the sensor coil and produces an electromagnetic
field radiating to the target. This electromagnetic field will induce eddy currents in
the inductive target and generate an opposing electromagnetic fields, which effect
the inductance of the sensor coil. A change in position of the target results in a
change of the sensor coil inductance. A Wheatstone bridge detects this change of the
inductance, and sends it to the conditioning electronics composed of demodulator,
log amplifier, and output amplifier, and produce a voltage output proportional to the
the position change of the target object.
Due to the high insensitivity to nonconductive materials (oil, dirt, dust, moisture,
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Figure 5-3: (a) Kaman KD-2300 eddy-current sensor system [90], (b) Principle of
Kaman KD-2300 eddy-current sensor [90]
etc.) and interference fields between the sensor and the target, eddy-current sensors
are suitable for applications in harsh industrial environments. The measuring range
of eddy-current sensor is 0.5 mm to 50 mm, and the probe diameter can be two to one
hundred millimeters. The frequency response can be up to 50 kHz, and the working
temperature is typically -50 OC to +150 OC. The typical resolutions ranges from 0.1
nm to 100 nm, or 10-4 - 10-5 of the full scale range. (The eddy-current sensors can
be designed to work in differential mode for better accuracy.) Temperature and non-
linearity errors typically dominate. Dual coil designs (active and inactive reference
coils) can be used to improve the temperature stability. The non-linearity error is
often between 0.5% and 1%.
For an eddy-current sensor, the measuring area of the target usually needs to be
at least 2 or 3 times of the probe diameters, and there should be no other conductive
object in the "viewing range" of sensor. Therefore, it might not suitable to measure
the multi-axis motion of a point since "cross talk" between the sensors may occur. In
addition, the distributed capacitance of the cable between the sensor and its electron-
ics has an important effect on the performance, so the cable provided by the sensor




Figure 5-4: (a) Principle of capacitance sensor and the guard design (b) A capacitance
sensor system by Lion Precision Inc [113]
Capacitive Sensors
Capacitive sensors are non-contact sensors that use capacitive changes to measure
the gap between a sensor and a electrically conductive target. When the sensor
probe is placed close to a conductive target, capacitance will exist between the sensor
surface and target surface. If the dielectric constant of the material between these two
surfaces is constant, the capacitance is inversely proportional to the gap distance. As
in the eddy-current sensor, a Wheatstone bridge is employed to pick up the change in
capacitance and then conditioning electronics (demodulator and amplifiers) produce
a signal proportional to the displacement change. Figure 5-4 shows the capacitive
sensor probes and driver electronics available from Lion Precision.
When a voltage is applied to the sensor, an electric field will exist between the
sensor probe and all conductors around the target, resulting in measurement error.
To eliminate this problem and to reduce the effect of environmental electric fields,
a guard field is designed around the sensor, as shown in Figure 5-4(a). When the
excitation voltage is applied to the sensor, a separate circuit applies the exact same
voltage to the guard. To reduce the effect of cable capacitance, electronics can be put
inside the sensor probes (called active probes).
Capacitive measurement can produce very high resolutions and high bandwidth.
Typical resolutions range from 0.1 to 50 nm (10-4 ~ 10-5 full scale range), and
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the bandwidth can be several to 100 kHz. The excitation frequency of the driver
electronics is a major factor in determining the bandwidth. The primary determining
factor of resolution is electrical noise. These electrical components also limit the
useful operating temperature range from -40'C to +120'C, or even 00 C to 50'C. The
range which a probe is useful is a function of the area of the sensor. The greater the
area, the larger the range. The probe sizes are typically 0.5 to 10 mm in diameter,
and the the measuring ranges can be 50 nm - 10 mm. The nonlinearity typically is
between 0.1% to 0.5%.
Suitable target materials for non-contact displacement measurement using this
capacitive technique are all metals and other conductive materials. For highest sensi-
tivity and best performance, the target material should have a high dielectric constant
(relative permittivity) and/or low resistivity. The target area must always be at least
30% larger than the sensor area and have a good surface finish.
In addition to temperature, another concern with capacitance sensors is the en-
vironment. Unlike eddy-current sensors, oil fills or humidity will affect the dielectric
constant between the gap and result measurement errors. Frequently, a target is
measured simultaneously by multiple probes. Because the system measures the ca-
pacitance by detecting the changing electric field, the excitation voltage for each probe
must be synchronized or otherwise the probes will interfere with each other.
The costs of precision eddy-current sensors and capacitive sensors range from
$1000 to $8000. Capacitive sensors are typically a little more expensive than eddy-
current sensors
5.1.2 Velocity sensors
Displacement sensors are best suited for DC to high frequency measurement. Due
to the lack of an inertial reference in the vibratory environments, they are gener-
ally used to measure relative displacements. But isolation applications are usually
concerned with absolute motion, so sensors that approximate the absolute velocity
or acceleration are attractive. The velocity corresponds to the energy of structural
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Figure 5-5: (a)A geophone sensor by Geo Space, LP. [63] (b)Principle of Geophone
velocity sensor
control. Compared to accelerometers, velocity sensors have lower sensitivity to high-
frequency vibrations. Thus, they are less susceptible to amplifier overloads. Velocity
sensors are used for low to medium frequency measurements. Various velocity sen-
sors have different measurement velocity ranges, frequency ranges, accuracies, and
operating temperatures.
Geophone Velocity Sensors
Geophones are probably the most widely used velocity sensors for vibrating systems.
They rely on an induced current/voltage from a proof mass moving in a magnetic
field to measure the linear velocity. Figure 5-5 shows one commercial geophone and
the principle of geophone operation. A geophone is composed of a moving mass mg,
a spring kg, damper cg, and a coil in a magnetic field.
Suppose that the impedance at the geophone connection is Z, then we can write
the actual output voltage v9 of the geophone as
vg= ke x (5.1)ZgLg+ Mm2+C s2kk
V ke Rg+ Lys + Z mys 2 +(cg+ R. m+Z)S + kg
where Rg and Lg are, respectively, the resistance and inductance of the geophone
voice coil, and ke and km are the back EMF constant and force constant,respectively.
The inductance L9 of a geophone is generally small. From Equation (5.1) we see that,
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for a resistive impedance Z, the actual measurement 1 (proportional to vg) is
S 2i = z(5.2)
S 2 + 2(gwgs + W2
9
where w. is the resonance frequency /kg/m, and (g is damping ratio of the geophone
sensor, which depends on the mechanical damping c. and the shunt resistance R + Z
of voice coil. Therefore, above the resonant frequency, a geophone produces a signal
proportional to the absolute velocity of the structure.
Since it is difficult to achieve a low resonant frequency in a small package with
light weight and low price, most commercial geophones have a resonant frequency
above a few Hertz, although products with resonance around or below one Hertz are
also available at the cost of large size and weight. At high frequency, the flexural
modes of the support spring in the geophone will come into effect, and therefore the
bandwidth of geophone sensors typically is a few Hertz to a few hundred Hertz. The
impedance at the geophone connection to the measurement system will have effect on
the voltage sensitivity of the sensors. The sensitivities range from 0.01 mV/(pm/sec)
to 10 mV/(pm/sec). The resolution mainly depends on the electrical noise of the
amplifier, and 1-10 pm/sec is commonly seen. And linearity is typically about 0.3%.
The typical working temperature is -20 C to +80*C. The measuring range of velocity
is limited by the maximum coil excursion, which is usually 0.5-5 mm peak to peak.
Due to the effect of gravity, geophone sensors are usually designed for measurement in
the direction of vertical, horizontal, or a specified tilt angle. The cross axis sensitivity
ranges from 0.1% to 5%. To avoid interaction with environmental magnetic fields,
magnetic shielding may be required in some applications. Geophone sensors, especial
those for low-frequency measurement, are generally quite heavy and can significantly
mass-load light structures.
Another type of magnetic induction sensors is composed of a permanent magnet
and an insulated coil wound on the magnet. This type of sensor can only detect the
relative velocity between structures and may be used in damping control.
In addition, piezoelectric velocity sensors (internally integrated accelerometers)
are now gaining popularity due to their improved performance. But they often subject




Figure 5-6: (a)A laser Doppler velocimeter by PolyTec [129] (b)Principle of laser
Doppler velocimeter [129]
Laser Doppler Velocimeter
The laser Doppler velocimeter sends a monochromatic laser beam toward the target
and collects the reflected radiation. According to the Doppler effect, the change in
frequency of the reflected radiation is a function of the targeted object's relative
velocity v: f, = f/(1 - v/c), where f is the frequency of the laser, f, the reflected
radiation, and c is the light speed. If v << c, then f - f, = v f/c. Thus, the
velocity of the target can be obtained by measuring the change in frequency of the
reflected laser light. This is done by detect of the fringe pattern interfered between
the reflected and the reference laser waves. To improve the signal-to-noise ratio, a
highly reflective material (e.g., tape with small reflective beads) can be attached to
the vibrating target. Figure 5-6 shows one commercial laser Doppler velocimeter and
its principle. Such a velocimeter is used to measure the component of velocity along
the axis of the laser beam. Another type of laser Doppler velocimeter is also available
to measure the target velocity in the direction perpendicular to the axis of the laser
beam.
The velocity measuring ranges of laser Doppler velocimeters can be as small as 0-5
mm/sec and as large as 0-30 m/sec. The detection precision is typically 10 - 10-4 of
the full-scale range, and sub-micrometer per second resolution can be obtained. The
dynamic frequency typically ranges from 0 to 20 kHz. The operating temperature is
generally 00C to 45*C.
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The laser Doppler velocimeters provide accurate non-contact measurements and
have very high-frequency responses. But the alignment of emitted and reflected beams
can significantly affect the accuracy, and the costs are generally expensive. The sensor
head is often relatively heavy. Laser Doppler velocimeters usually measure the relative
velocity, and are often used for vibration monitoring, rather than vibration control.
5.1.3 Acceleration sensors
Accelerometers are the preferred motion sensors for most vibration monitoring and
control. They are useful for measuring low to very high frequencies. Three main
features must be considered when selecting accelerometers: amplitude range, fre-
quency range, and ambient conditions (temperature, maximum shock and vibration,
etc.). Accelerometers can have from one to three axes of measurement, the multiple
axes typically being orthogonal to each other. These devices work on many operating
principles. The most common types of accelerometers are piezoelectric, piezoresistive,
strain gage, capacitive, and magnetic induction.
Piezoelectric Accelerometers
The piezoelectric sensor is the most popular type of accelerometer. Piezoelectric
sensors are based on the piezoelectric effect: When a piezoelectric quartz crystal (or
polarized piezoelectric ceramic) is deformed by an external force, electrical charge
accumulates on the surface due to the mechanical strain.
A seismic mass inside the accelerometer applies a force to a crystal that is pro-
portional to the acceleration of the mass (F = m a) and produces a surface charge.
Electrodes collect the charge and send it to the conditioning electronics. The quartz
stacks (two or more) are preloaded with a high stiffness spring so that both positive
and negative accelerations can result in changes in the electric charge. A variety of
mechanical configurations are available to perform the transduction of a piezoelectric
accelerometer, including compression, shear, and flexural modes. Accelerometers us-
ing quartz piezoelectric material generally have long-term stability and repeatability,




Figure 5-7: (a) Principle of piezoelectric accelerometer, (b) Some piezoelectric ac-
celerometers by PCB Piezotronics Inc. [126]
ters using polarized piezoelectric ceramic is higher, but exposure to high temperature
or large vibration can unpolarize the ceramic material and destroy the sensors.
These sensors are designed to work in either voltage mode or charge mode, the
former contains built-in signal conditioners in the sensor and does not require exter-
nal or remote signal conditioning. The notation ICP, integrated-circuit-piezoelectric,
refers to built-in microelectronic signal conditioning. The operating temperature of
ICP accelerometers is limited by the built-in electronics, and is generally below 120*C.
Although the sensitivity of piezoelectric accelerometers is relatively low (2-20
mV/g) compared with other types of accelerometers, they have the highest mea-
surement range (up to 100,000g) and largest frequency range (from 1 Hz to over 20
kHz, dependent on its own resonant frequency of the sensor). But due to charge
leakage, piezoelectric accelerometers can not measure constant or DC acceleration.
The resolutions range from 5 g to 50mg, typical nonlinearity is +1%, and typical
transverse sensitivity is 1%-5%.
Although the piezoelectric accelerometers generally have small size and weight,
they may still mass load some vibrating structures and alter the vibration. Care is
required when selecting an accelerometer and mounting hardware to avoid the effects
of mass loading. The mounting technique has important effects on the accuracy and
the usable frequency response. A smooth and flat machined surface is preferred.
Stud, screw, adhesive, or magnetic mounting can be used. Generally, temporary
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adhesives are recommended only for low-frequency (<500 Hz) measurement at room
temperature. Cables should be securely fastened to the mounting structure with a
clamp, tape, or other adhesive to minimize cable whip noise and connector strain.
Since the sensor housings are used as the ground, the signal output may pick up the
other noise when installing accelerometers onto electrically conductive surfaces. It is
advisable to electrically isolate or "float" the accelerometer from the test structure.
Capacitive Accelerometers
Accelerometers can also be designed using capacitive technology. Unlike a capacitive
gap sensor, in which the target surface acts as the moving electrode, in capacitive
accelerometers a diaphragm- or flexure-supported seismic mass is typically used as
the moving electrode. The acceleration causes a change in distance between the
moving and fixed electrodes, resulting in a change of capacitance. A Wheatstone
bridge picks the change and produce a signal proportional to the applied acceleration.
Some capacitive accelerometers do not use a Wheatstone bridge; rather, they operate
in closed-loop mode, where the measured capacitance change is used to generate a
control voltage to keep the seismic mass in the central position.
Capacitive accelerometers generally have high sensitivity, and can work to DC
frequency. For the application of active vibration isolation, capacitive accelerometers
are more suitable than piezoelectric accelerometers since one does not need to worry
about the system stability at low frequency due to the phase. Capacitive accelerom-
eters generally have a lower frequency range than piezoelectric accelerometers.
With the development of micro-electro-mechanical technology, capacitive accelerom-
eters in MEMS form integrating signal conditioning electronics have gained widespread
use in many areas. Typical capacitive MEMS accelerometers have measuring ranges
from 2g to 100g, and resolutions of 2mg to 20mg, sensitivities of 10 mV/g to 200
mV/g, nonlinearities of 0.2%, transverse sensitivities of 1%, and frequency ranges of
0 Hz to 1000 Hz. The operation temperature is typically -50'C to 125*C.
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Figure 5-8: (a)MEMS structure of capacitive accelerometer [9] (b) A capacitive
MEMS accelerometer by Analog Devices (overall size 10mmx10mmx5mm) [9] (c)
A prepackaged capacitive MEMS acceleration sensor by Analog Devices [9]
Strain Gage (Piezoresistive) Accelerometers
When a resistive material is stretched, the conductor becomes longer and narrower,
which causes an increase in resistance. Strain gage accelerometers, often called
"piezoresistive" accelerometers, are operated based on this effect. Inside the ac-
celerometer, typically a seismic mass is suspended on the beams to a stationary frame,
and gages are mounted to the beams. The acceleration-induced force on the seismic
mass causes the beam to bend and thus change the gage resistances. A Wheatstone
bridge converts this change into a DC output voltage proportional to the applied
acceleration.
MEMS types of Piezoresistive accelerometers are also commercially available. In
MEMS piezoresistive accelerometers the resistor is silicon material bonded onto the
micro-machined beams, and the seismic mass and conditioning electronics are also
integrated on the silicon chip.
Similar to capacitive accelerometers, piezoresistive accelerometers can also mea-
sure constant (DC) acceleration. They can have a wide frequency range and high
dynamic range. The measuring range of acceleration can be from 2g to 5000g, and the
frequency range is typically 0-2000 Hz. The nonlinearity is about 1%-2%. The sensi-
tivity typically is 0.05 -10 mV/g, and the transverse sensitivity is 1%-3%. Piezoresis-
tive accelerometers are sensitive to shock (easily damaged) and are also temperature
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(a)
Figure 5-9: (a) A seismometer by Kinemetrics Inc. [100] (b) A seismometer by GeoSig
Ltd. [64]
sensitive. The working temperature is typically -40 C to 80*C.
Seismometers
Seismometers are extremely sensitive instruments that can detect the even the slight-
est vibrations or movements of the earth's surface. Most seismometers are force-
balanced servo accelerometers. They provide high accuracy and a high-level output
at a cost up to $10,000.
Figure 5-9 shows two commercial seismometers. The operating principle of GeoSig
seismometers [64] is summarized as following. In the seismometers, acceleration
causes a seismic mass "pendulum" to move. A position sensing device is used to
detect the motion of the seismic mass and feed it to a torquing coil located at the
axis of rotation of the mass. Once the seismic mass is balance by using this feedback
control, i.e., the torque generate by the coil is equal to the torque acting on the seismic
mass due to the acceleration, the current in the torquing coil is a signal proportional
to the applied acceleration.
The typical frequency range of seismometers is 0-100 Hz. The measuring range
is about 0.25g to ± 4g. The dynamic measurement range can be 120-155 dB,
i.e., 10-6 - 10-8 of full measurement range. Their weights can be 5-15 pounds.




Figure 5-10: (a) A voice coil actuator by BEI Technologies, Inc [17] (b) Voice coil
actuator used in vibration control, where Z is the impedance of the structure
sensors for the feedforward control of seismic isolation.
5.2 Actuators
The typical actuators used in vibration control are electromagnetic actuators, hy-
draulic actuators, pneumatic actuators, and piezoelectric actuators (film or stack).
Some smart materials such as terfenol magnetostrictive rods, shape memory alloys,
electrorheological (ER) and magnetorheological (MR) fluids also see some applica-
tions.
5.2.1 Electromagnetic actuators
The voice-coil actuator is a non-commutated, two terminal, electromagnetic force
actuator. It has linear control characteristics, zero hysteresis, and infinite position
sensitivity. It has low electrical and mechanical time constants and high ratios of
output power to weight and volume.
Inside the actuator, a voice coil lies in the air gap of a permanent magnet, and
a Lorentz force is generated when a current passes the coil in the magnetic flux.
Figure 5-10 shows the principle and a commercial voice coil actuator.
188
Suppose the mechanical impedance (the transmission from force to velocity) is
VZ = - (5.3)
F
When a power amplifier in voltage driving mode is used to give a input e, the electric
voltage balance equation is
di
e = Ri + L-+ kev (5.4)
dt
where R and L are the resistance and inductance of the voice coil, and ke is EMF
constant. The force generated by the voice coil actuator is proportional to the current
according to
F = kmi (5.5)
where km is force constant.
From these equations, we obtain
kmZ
V (R + Ls) + kmkeZ
If the payload is just the moving mass ma of the actuator itself (no external load), so
that Z = !, then
km l/ ke
V =m e =/e e (5.6)(R + Ls)mas + kmke (1 + es)rms + (
The ratio of L/R = re is called the electrical time constant, and rm = mafR/kekm is
called the mechanical time constant. Typically re << rm.
If the mechanical impedance is a mass-spring-damper system with parameters m,
k, and c, then
Z S
ms 2 + cs + k
Considering that L is usually very small, we obtain the transmission from voltage
input to velocity to be
s kmVe (5.7)
ms 2 +(kekm/R+c)s+k R
Therefore, the system appears to have an additional viscous damper kekm/R if
voltage-driving mode is used.
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If the actuator is driven in current mode (using an ideal current-driving power
amplifier), (that is, i is the input), then it will look like an ideal force source.
Most vibration shakers are voice-coil type actuators. The special thing is that the
voice coil and armature are guided with flexures.
Other types of electromagnetic actuators are based on the variation in the the
reluctance circuit. Typically a solenoid coil wound on an iron core forms a magnetic
circle with another piece of core (which may be the ferro-magnetic structure). Current
in a coil with a two-piece iron core induces a magnetic field between the two portions
of the core. The two portions attract each other and produce a pull force. To get
a bi-directional force (push and pull), two reluctance magnetic actuators or a bias
field applied by permanent magnets can be used. Reluctance magnetic actuators are
nonlinear actuators. They can give very large force with small size, and have been
successfully used in magnetic suspension as well as vibration isolation [163].
5.2.2 Hydraulic and pneumatic actuators
Hydraulic actuators are generally composed of a piston in a cylinder operated by
hydraulic fluid at both ends. When high pressure fluid is supplied to one end, a force
will be produced on the piston and low pressure fluid will be expelled. The most
common way to alternate the fluid supplies is servo valves. A current is applied to
the solenoid of the servo valves to move a small spool to open or close the valves and
control the fluid. Hydraulic actuators have low frequency bandwidth, typically 3 - 20
Hz, though specialized design can attain much higher bandwidth.
Hydraulic actuators have the advantage of being able to generate large force with
relatively small size. They can also have large motion stroke. The disadvantages
include that they require a hydraulic power supply, can transmit fluid noise, and have
relatively low efficiency. Other problems arise from the dynamics and nonlinearity
between the servo valve voltage input and the hydraulic actuator or displacement.
The fundamental limitations of hydraulic actuators in the force and displacement
control has been discussed in [8].
Another limitation of hydraulic actuators for vibration isolation is their large static
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Table 5.1: Piezoelectric characteristics of PVDF and PZT
Property PVDF
Density (g/cm 3) 1.78
Relative dielectric constant 12
Maximum temperature ("C) 360
Elastic modulus (GPa) 2-3
Maximum strain 0.1-0.2%










stiffness. Therefore, a passive-active combination is typically used; passive isolation is
used to compensate the performance beyond the control bandwidth of the hydraulic
actuators. The isolation applications and some creative designs of hydraulic actuators
can be seen in [61, 2].
Pneumatic actuators are very similar in operation to hydraulic actuators, except
that hydraulic fluid is replaced by gas. The major disadvantage of pneumatic actu-
ators is their low bandwidth (typically less than 10 Hz) due to the compressibility
of the air. Nevertheless some successful applications has been reported in an active
vehicle suspension [35].
5.2.3 Piezoelectric actuators
A piezoelectric material produces a voltage under mechanical strain. We have seen in
the previous section that such a piezoelectric effect can be used in vibration sensing.
Also in Chapter 2 we have seen the application of this effect to passively dissipate
vibrational energy. Alternatively, piezoelectric material can also produces mechanical
strain or force under an applied electric field.
The most common piezoelectric materials are polyvinylidene fluoride (PVDF) and
lead zirconate titanate (PZT). Table 5.1 shows their typical properties. PZT has a
better efficiency of energy conversion, but it is very fragile, and the maximum strain
191
(b) (C)
Figure 5-11: (a) PZT plates by Piezo Systems, Inc. [127] (b) PDVF film by Piezotech
S.A. (France) [128] (c) PZT stack actuatos by Polytec PI, Inc (Germany) [129]
is small. PZT actuators usually come as piezoelectric stacks and operate in 3-3 mode
(see Figure 3-16(a)). The coupling constant PVDF is significantly lower than that
of PZT, but the maximum operating voltage is 25 times that of PZT. In addition,
PVDF, as a a plastic polymer, is very flexible. It can be bent and formed into complex
shapes. PVDF actuators usually come in the form of piezoelectric films and work in
3-1 mode. (as shown in Figure 3-16(b), which indicates that strain is produced along
axis 1 by electrical charge applied to axis 3. Conversely, strain on axis 1 produces an
electrical charge along axis 3.)
A PVDF film (or a thin PZT plate) bonded to a structure such as a beam or a
plate will generate a moment when subjected to an applied voltage. Many researchers
have used them in active vibration control and have done detailed analysis, such as
Forward and Swigert (1981) [59], Crawley and de Luis (1987) [41], Baz and Poh
(1988) [14], Crawley and Anderson (1991) [40], Clark et al (1991) [36], Dimitriadis
and Fuller (1991) [50], and Kim and Jones (1991) [99]. If two thin piezoelectric films
of thickness t are symmetrically bonded to a beam of thickness h, by assuming a
linear strain distribution and ignoring the effect of the bonding layer the effective
moment (for unit width) is obtained as [99]
MX = p( 2 + p) h2Ea A (5.8)
4 [1 + -E 'p (3 + p2 + 3p)]
where Ea and Eb are the Young's modulus of piezoelectric film and the beam, respec-
tively, p = 2t/h, and A is the free extension strain for an applied voltage V:
A = d3 lV/t
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A complete expression taking account of the bonding layer thickness can be seen in
the text by Hansen and Snyder [76].
If the width of the structure is large, such as a plate, the plane strain assumption
is more accurate. The effective moment produced by two piezoelectric films bonded
symmetrically on a plate is found to be [76]
p( 2 +p) (59MX = h( +) 2 EP A (5.9)
4 [1 + (1ui/)Ea p (3 + p2 + 3p) - P-
where va and vP are the Poisson ratios of the piezoelectric and plate, respectively, and
Ep is the Young's modulus of the plate.
Equations (5.8) and (5.9) can be used to compute the responses of active vibration
of beams or plates. Finite element models are also available for more complicated
active structures, see Baz and Poh (1988) and others.
PZT stacks are high-resolution linear actuators for static and dynamic applica-
tions. In these actuators the voltage is applied in the direction of polarization and
the expansion is also in this direction (3-3 mode). They are made by stacking many
thin PZT elements together, whose typical thickness ranges from 0.3 mm to 1 mm
and diameter range from 10 mm to 50 mm.
For a given voltage V and loading force F, the displacement of the actuator is
L
AL = d33nV + F (5.10)As E
where d33 is piezoelectric constant (charge coefficient, or mechanical-electric coupling
coefficient) and s3 is the compliance (shorted-circuit) of the piezoelectric material,
n the number of stack elements, A is and the area, and L is the total thickness of
piezoelectric stack.
Therefore, when unloaded, the free expansion of the PZT actuator is
AL, = d 33n V (5.11)
And if the motion is restrained (AL = 0), the maximum blocking force is
FA = d3n V As = ka ALo (5.12)
L
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where k is the actuator stiffness.
If the piezoelectric actuator is used to drive a spring of constant ks, the maximum
extension and effective force are
ka
ALff = AL0 ka ± (5.13)
Feff = kaALo 1 - ka (5.14)
1ka + k, _
When a constant force N is applied to the piezoelectric actuator, the zero point will
be offset by Nika and the total stroke remains the same as unloaded.
A PZT ceramic material can withstand pressure up to a few hundred MPa before
it breaks mechanically. (Because of depolarization the maximum compression force
is about 20-30% of mechanical limit.) The tensile loads are limited to 5-10% of the
mechanical limit compression load. To make the PZT actuator have the capability
to pull and push, an internal spring preload can be used. From Equations (5.13) and
(5.14) we see that the stiffness of preload springs should be much smaller than the
stiffness of PZT stacks.
Resonant frequency is an important parameter to indicate the actuation band-
width of the PZT actuators. It refers to the unloaded actuator with one end rigidly
attached. In this case the effective mass is about one third of the mass of the PZT
stack (plus any installed end pieces that exist):
W= 0 3ka/m (5.15)
The resolution of a PZT actuator is about 10-4 - 10-6 of full scale range. But the
hysteresis of PZT stacks may be 2-15% and the nonlinearity is typically 4-7%. For
improvement, commercial actuators with built-in position gages and integral control
are also available. The resonant frequency of the PZT stacks is typically several
thousand Hertz, but in application the upper frequency of operation is limited by the
capacity of the driving amplifier:
f -= " (5.16)27rC Vp
where C is the capacitance of the actuator (Farads), ip, is the available peak-to-peak
current from the amplifier, and Vpp is the peak-to-peak operating voltage.
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In the application of vibration control one practical limitation of PZT stacks is
the limited stroke. The stroke is only about 0.1% of the overall length. So to get
a 100 pm motion range the overall length needs to be at least 100 mm. Various
amplification mechanisms, such as triangles or ellipses, have been used to achieve
large stroke (amplification factor of 10-20) with reasonable size.
Besides piezoelectric material, other smart materials such as Terfenol magne-
tostrictive rods, shape-memory alloy, magnetorheological (MR) and electrorheological
(ER) fluid, have seen application in active and semi-active vibration isolation.
5.2.4 Reaction-mass actuators
Reaction-mass actuators, also called proof-mass actuators, produce a force by pushing
against an internal mass. Reaction-mass actuators have found successful application
in vibration suppression of civil and aerospace structures, as well as some lithography
machines.
Compared with the previously mentioned actuators, reaction-mass actuators have
the advantage of not transmitting vibration to the platform. One problem with
reaction mass-actuators is the limited motion range. Since the reaction force F(w) =
Aw2 (A is the amplitude), such problems become more serious at low frequency.
Passive tuned-mass-dampers can be viewed as reaction mass actuators with PD
controllers acting on the relative displacement. Active controller design techniques,
such as H2/LQG optimal control, have been employed to attain better vibration
suppression for single-DOF primary systems [110]. Time-delayed control has been
used to create multiple resonant frequency of single-DOF absorber to suppress multi-
mode vibration [87]. We have proposed multi-DOF tuned mass dampers for single-
and multi-mode vibration isolation. We have already seen that a 2DOF TMD with
one negative damper can achieve much better performance. This brings a new concept
to actuation: multi-DOF reaction-mass actuators.
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5.3 System Architectures
Vibration isolation systems can have various system architectures. When we configure
an active isolation system, we can use compliant actuators (such as voice coils) or stiff
actuators (such as PZT stacks). We also need to consider how to combine the active
actuation with passive elements: we can place the actuator in parallel or in series
with the passive elements. Most of the isolation systems fall into the category of soft
active mounts, in which a compliant actuator is placed in parallel with a spring, see,
e.g., [152, 38, 146]. A second category is hard active mounts, in which the payload
mass is directly mounted to a stiff actuator [79, 137]. Soft active mounts generally
have advantages for better passive performance; hard active mounts are favored for
payload disturbance rejection, but combination with passive stages is required due to
the lack of isolation performance out of the control bandwidth. Beard, von Flotow
and Schubert [16] proposed another type of hard mount, wherein a stiff PZT actuator
is placed in series with a spring stiffer than the top passive stage. They found
that coupling from flexible modes is much smaller than in soft active mounts in the
load (force) feedback. Note that reaction force actuators can also work with soft
mounts [145] or hard mounts TanakaKikushimal987.
In the following, we describe two configurations of passive-active isolation using
a post-bucked beam. In one setup we put a PZT actuator in series with a soft
spring realized from a post-bucked beam. Another setup is the parallel combination
of a voice coil actuator and the post-bucked beam. In next chapter, we explore the
performance of active isolation based on these two configurations.
5.3.1 PZT actuator and spring in series
Figure 5-12 shows an active-passive vibration isolation stage using a post-buckled
spring. The spring is configured in series with a PZT stack actuator. The motion of










Figure 5-12: (a) An active-passive isolation stage using PZT actuator and post-
buckled spring in series (b) Illustrative diagram of the isolation system, where a
lateral force by a very soft spring is used for coarse position alignment
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model can be used. The governing equations can be written as
F = k(xi - x0) (5.17)
Mx + F = 0 (5.18)
F
x - x, = bu +- (5.19)
ka
where the equation is from (5.10), actuator gain b = d33n and the actuator stiffness
ka =
The post-buckled beam is designed to make the passive vibration resonance around
1 Hz, and the stiffness k of the post-bucked beam is on the order of one hundred N/m
for a platform mass M of several kilograms. The PZT actuator we used is Polytec
PI P-840.30. Its motion range is 45 pm, push/pull capability is 1000 N/50 N. The
resonant frequency is around 10 kHz, axial stiffness is 1.9e7 N/m, and its electrical
capacitance is 5.4 pF. The PZT amplifier is driven in voltage mode. Since the isolation
frequency we are concerned with is much less than the actuator resonant frequency,
we can ignore the effect of actuator mass in the above equations.
Simplifying these equations, we obtain
M~k 1 k
M 1+ + k k x = k (bu + xo) (5.20)1 +k/ka I+ k/ka
In this case the actuator stiffness ka is on the order of 10 7 N/m and the spring stiffness
is on the order of 102 N/m, thus k/ka << 1, and the equation can be further simplified
as
Ms + k x = kbu+ kxo (5.21)
Damping also exists in the isolation system due to the small clearance in the air
bearing and the friction at the two ends of post-buckled beam. Experiments show
that the damping ratio is about 1%. The above equation can be revised to
M. + crb + k x = kb u + cio + kxo (5.22)
The performances of the passive vibration isolation of the setup using PZT actuator
and voice coil actuator are shown in Figure 5-13. We look into the active control
strategies in the next chapter.
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Figure 5-13: Passive vibration transmission in post-buckled beam isolation systems
using PZT (solid) and voice coil motor (dash), short circuited
5.3.2 Voice coil actuator and spring in parallel
Figure 5-14 shows an active-passive vibration isolation system composed of a voice
coil and post-buckled spring in parallel. For such a system, the mechanical impedance
of the voice coil is
Z S
ms 2 + cs + k
where M, k, and c are the mass, stiffness, and damping, respectively, of the mechan-
ical system. Substituting this expression into Equation (5.6) and considering small
inductance L, we can obtain the governing equations for driving voltage u as
Mi + (kekm/ R + c)± + k x = u + (kekm/R + c).0 + k xo (5.23)
R
where ke is the back EMF constant, km is force constant of the voice coil, and R is the
resistance of the voice coil. This means that the system appears to have an additional
viscous damper kekm/R. From the passive vibration transmission in Figure 5-13, we
see that the system damping is significantly increased from around 1% to 16%. If
current driving mode is used, then the EMF will not have this effect, and the voice











Figure 5-14: (a) An active-passive isolation stage using voice coil actuator and post-
buckled spring in parallel (b) Illustrative diagram of the isolation system, where a
lateral force by a very soft spring is used for coarse position alignment
Comparing Equations (5.22) and (5.23), we expect that these two setups (stiff
PZT actuator in series with spring and voice coil actuator in parallel with spring)
will not have drastic differences for active control. However, in practice this is not
true, as explained in the next chapter.
5.4 Summary
In this chapter, we surveyed the sensors and actuators available for active vibration
isolation. The displacements between the platform and the base van be measured
using LVDT, eddy-current, or capacitance sensors. Geophone sensors are the most
commonly used velocity measurement of the platform or base with relatively low cost.
But the low frequency dynamics may cause difficulty in feedback control. Piezoelec-
tric accelerometers are excellent for vibration testing; capacitive and piezoresistive
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based sensors are more suitable for vibration control due to the ability to measure
acceleration to zero frequency. MEMS accelerometers are gaining more popular in
many areas, but low-frequency noise is a concern for active vibration control. Voice
coils are excellent force actuators for vibration isolation. Piezoelectric films are very
good materials for smart structures; piezoelectric stacks can generates large force or
accurate displacement, but have very limited stroke. Hydraulic actuators can gener-
ate large force, but they have low frequency bandwidth. Combination with a passive
stage is generally required for hydraulic actuators or PZT stacks due to their high
stiffness.
For system configurations of active vibration isolation, we can arrange the actua-
tors and the passive springs either in parallel or in series. To investigate the pros and
cons, we built two setups for vibration isolation. In one setup we place a voice coil
actuator in parallel with the springs, and in another setup we place a PZT actuator
in series with the springs. Physical models are developed for both setups. Control




Linear and Nonlinear Control
Strategies for Active Isolation
In this chapter we will explore control strategies for active vibration isolation and
their experimental implementations. The classical design of active isolation is feed-
back control using absolute velocity (or acceleration). The limitation with velocity
feedback is low frequency crossover. Feedforward control is used to further improve
the isolation performance, and least-mean-square (LMS) algorithms have found suc-
cessful applications. For multi-DOF isolation, we use modal control, in which the
control channels are decoupled using theoretical of experimental modal analysis.
An important problem with active vibration isolation is in dealing with the un-
certainties and or time-variance. For this purpose a new robust and adaptive control
strategy is developed and verified. This control methods allows us to directly specify
the frequency domain performance, such as skyhook isolation, by designing a dynamic
manifold.
6.1 Classical Feedback Control for Active Isolation
6.1.1 Feedback control for vibration isolation: philosophy
Figure 6-1 shows a general block diagram of an active feedback control of vibration
isolation system. In this blockdigram, Gi(s) is the force transmission from the base
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vibration, G2(s) is the plant model from force excitation to velocity performance,
G3 (s) is the sensor dynamics, and C(s) is the controller. The actuator dynamics can
also be lumped into G3 (s). The system may also be subject to external payload force
disturbances. This is a disturbance rejection problem. The open-loop transmission is
dist
G1(s) + + G2(s) O
U
-- C(s) +--1 G(S) +
Figure 6-1: Block diagram of feedback control for vibration isolation
just the passive transmission from the base vibration:
Hpassive(s) = G 2(s)G1(s) (6.1)
And the ground transmission under active feedback control is
Hactive(S) = [1 + C(s)G3 (s)G 2(s)] 1 G2(s)G1(s) = [1 + C(s)G 3 (s)G 2 (s)]~1Hassive(s)
(6.2)
Therefore, to achieve better vibration isolation, we can increase the the gain of
IC(s)G3(s)G 2 (s)I. More specifically, we will make the gain of IC(s)l as large as
possible in the frequency band of vibration isolation, and make the gain of |C(s)|
small outside this frequency band so as to reduce the effect of noise and maintain
passive isolation performance.
Rewriting the governing Equation (5.23) of the voice coil setup in Chapter 5:
km
M. + (kekm/R + c)1 + k x = -u+ (kekm/R +c)±o + k x0  (6.3)R
we see that for this system
S
G1(s) = cfs + k, G2 (s) =Ms2 + CefS + k
where cef = kekm/R + c is the effective damping. We lumped the actuator gain into
G3(s).
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If we have an ideal velocity sensor, then G3 (s) = 1 - , and constant feedback
with an arbitrarily large gain will keep the system stable and achieve good isolation
performance. This controller is exactly a skyhook damper connected to a virtual
inertial sky. However, this is not the case in practice. There are practical challenges
arising from the sensor dynamics, high-frequency vibration modes, and sensor and
actuator noises. Some acccelerometers can measure to DC frequency, but the noise
at low frequency is large due to low gain. In the following, we mainly use velocity
sensors for feedback measurement.
6.1.2 Effect of geophone dynamics and its correction
Geophones are one of the most commonly used sensors for active vibration isolation.




2  gs + (6.4)
where i is the velocity. Thus
s 2
G 3 (s) = S2+2gWgS+W2
For constant feedback with a geophone sensor, the loop transmission is
s2 km SG2 (s)G 3 S) +s2 2Cgwas+w2 R MS2 +cefs+k
One typical bode plot is shown in Figure 6-2. This figure shows that the loop gain
rolls up at rate of +60 dB/decade below the geophone resonance Wg, then rolls up at
+20 dB/decade before it rolls down at -20 dB/decade after the resonant frequency
of passive isolation system. There will be two crossover frequencies, one at low fre-
quency and another at high frequency. The isolation system attains active vibration
suppression between these two crossover frequencies.
We see that at the resonant frequency of the geophone, the phase of G3 (s) is
900 . Generally wo is larger than Wg and the phase of G2 (s) is close to 90'. For a
constant feedback gain the low-frequency crossover can not go below Wg. Because it
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Figure 6-2: A typical loop transmission of vibration isolation using geophone sensor
and low price, most commercial geophones have a resonant frequency above a few
Hertz. However, we often would like to achieve isolation performance below that.
Thus it is often necessary to correct the low-frequency dynamics of the geophone for
vibration isolation.
The Nyquist plot of this system is in Figure 6-3. We see that at the high frequency
crossover we can use a lead compensator to increase the phase margin. But at the low-
frequency crossover we have to use lag compensators to reduce the phase. To make
the slope at this crossover +20 dB/decade, two lag compensators are required. We
can easily use a digital filter to realize the lag compensators in digital implementation.
But if the frequency of concern is much lower than the geophone resonance Wg, such
correction will result in large quantization noise at low frequency due to the fast roll
off of the signal at low frequency. To avoid this problem, we can use analog circuits
to correct the low-frequency geophone dynamics.
There are many circuit designs to realize lags with real poles and real zeros. They
can compensate the phase at low frequency, but the signal measurement becomes
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Figure 6-3: A typical Nyquist plot of loop transmission of the vibration isolation
velocity. In the following, we introduce a circuit with complex poles and zeros that
makes the velocity measurement valid to a lower frequency W,.
To correct the geophone so that it has an apparent corner frequency at W, lower
than its mechanical resonance frequency w.., we add two complex zeros at -wg(g
Wgf - (2i and two poles at -w,(c ± We#1J - C Qi. Figure 6-4 shows such a circuit
for geophone correction. The transmittance is the input admittance divided by the
feedback admittance, which is obtained as
H ) VO R 2C1C2s2 + 2RC2s + R3[2R1R2Cs + (R1 + R2)]
Vi R( RCjs + 2) R1R2R3 C282 + (R3 + 2R2)R1Cs + A 1+ R2)
(6.5)
The input part provides two complex zeros and a fixed real pole (set after the two
zeros are selected), and the feedback part provides a free zero and two complex poles.
Therefore, a non-iterative procedure can be used for the design: (1) Select one of
the parameters R, C1 and C2 and set the other two to obtain complex zeros at
-og ± Wq.\ - (2i. (2) Choose R3 so that the DC gain R3/2R has the desired








Figure 6-4: Correction of geophone low frequency dynamics using analog circuit
H(s) at -we1 - Qi. All the parameters are then rounded to the nearest
standard component values.
This design yields a circuit with transmittance
s 2 + 2(gows + w2
H(s) = G + w (6.6)
s2 + 2(cwcs + W2
where G is a constant gain. But it will not work if we link the input vi (in Figure 6-4)
directly to the geophone output vg because of the effect of the input impedance on the
measurement. A buffer is therefore placed at the input. To filter high-frequency noise
and avoid aliasing, a resistor R 4 is added to the circuit in series with C2, yielding a
high-frequency pole at 1/(R4C2). The final circuit is shown in Figure 6-5.
C




Figure 6-5: The whole circuit to correct geophone dynamics
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6.1.3 Experimental results of velocity feedback in post-buckled
spring isolation
Consider again the platforms described in Section 5.3 and shown in Figure s5-14
and 5-12. The geophones employed are GS-11 [63] with resonance specified to be
4.5+0.75 Hz and a damping ratio of 0.35 (open circuit). The actual measured res-
onance wg is approximately 5.1 Hz. We select the parameters R, R1-R 3, C, and
C1-C3 of the circuit of Figure 6-5 to correct the velocity measurement to 0.5 Hz at
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Figure 6-6: The transmission from voice coil control voltage to geophone output
First consider the system employing voice coil actuator, whose open-loop transmis-
sion from the ground motion to platform motion is shown in Figure 5-13. Figure 6-6
shows the transmission from control voltage to the corrected geophone output. The
phase at low frequency has already decreased. The gain is designed to make the low-
frequency crossover at 0. 14Hz with phase margin around 300. This loop transmission
also shows that there are some dynamics between 50-70 Hz. Modal testing shows
that they are the off-axis motion due to the stiffness of air bearings. The frequency

















Figure 6-7: Frequency response of passive and active vibration isolation
Velocity feedback can also be applied to the PZT setup in Figure 5-12, whose
ground vibration transmission is shown in Figure 5-13. Due to the high-bandwidth
characteristics of PZT actuator, we add a 150 Hz analog filter at the DAC output
to reduce the time-quantization effect. We rewrite the governing equation in the
following form
Mi +c. + kx = kbu+co + kxo (6.7)
Referring to Figure 6-1, we find that
G2(s) = kbsMs2 +cs + k (6.8)
From this equation, we see that the PZT actuator in series with spring yields a
system similar to a voice coil in parallel with a spring. Figure 6-8 is the measured
transfer function from PZT control voltage to corrected geophone output (with a
500 Hz sampling frequency). We see that the magnitude response rolls up at 20
dB/decade before the resonance at 1 Hz and rolls down at -20 dB/decade after 1
Hz, as Equation (6.8) predicts. However, there are lightly damped zeros around 14
Hz. This is supposed to be the dynamics of the post-buckled beam. That is, due to
the effect of beam inertia the stiffness k = &P/M6 is frequency dependent. Such a
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frequency dependence will show up in the PZT setup since it is in the actuation path,
as shown in Equation (6.8). We did not see such spring dynamics in the voice coil
transfer function (Figure 6-6), because the beam is not in the actuation path, and



















Figure 6-8: The transmission from voice coil control voltage to geophone output
The feedback control method for the PZT setup is similar to that of the voice coil
setup. We use high gain at low frequency to achieve isolation performance, and put
two poles at 20 Hz to reduce the effect of high-frequency beam dynamics and noise.
The low frequency crossover is at 0.23 Hz with phase gain margin around 600. We
tried to push this crossover frequency down, but the low-frequency noise saturates
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Figure 6-9: Frequency response of passive and active vibration isolation
6.2 Feedforward Control of Active Isolation
In Section 6.1 we discussed the classical feedback control for active isolation. And
our experiments show that a compliant actuator in parallel with a spring can attain
better isolation performance than a stiff actuator in series with a spring because
of large stroke available and insensitivity to spring dynamics. Another important
method is feedforward control. In this section we will review classical feedforward
control, then turn to the adaptive feedforward control and its implementation for
LIGO isolation and the isolator using a post-buckled spring.
6.2.1 Feedforward control
Feedforward control has been widely used for disturbance rejection or trajectory track-
ing. Figure 6-10 shows the general configuration of feedforward isolation. Unlike
feedback control, which measures certain outputs of the plant, feedforward control
measures the disturbance and uses it to generate the control force. The performance
measure is the velocity (or acceleration) of the isolated platform. The primary channel
P(s) is the transmission from the base vibration Jo to the isolated platform motion
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t. The secondary channel S(s) is the transmission from control input u to -. W(s)
is the feedforward controller. For the voice coil setup, we have
M2Cef S + k
S(s) = m 2  +
R Ms2 + Cef S+k
where the parameter notations are the same as in the previous section.
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Figure 6-10: Bloack diagram of feedforward control of vibration isolation
For a controller W(s), we write
k = [P(s) + S(s)W(s)] zo (6.9)
Therefore, if P(s) and S(s) are well identified, the controller
WOPt(s) = P(s) (6.10)S(s)
will perfectly cancel the vibration. However, there are three problems encounted
in practice: (1) -P(s)/S(s) often yields a noncausal system. For example, in the
voice-coil actuator setup -P(s)/S(s) = -(Cef s + k) R ; (2) Considering the sensor
dynamics Ge(s) to measure base vibration and the actuator dynamics Ga(s), the
ideal controller Wopt(s) should be -P(s)/S(s)/[Ga(s)Gs(s)], this make it even more
impractical; (3) The system, especially the primary channel, is generally difficulty to
identify, because there is often lack of enough excitation to the base. Therefore, we
will look into adaptive feedforward control.
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6.2.2 Adaptive feedforward control
Before we discuss adaptive feedforward control, let us briefly review the Wiener filter
and adaptive least-mean square (LMS) algorithm, and its application in vibration
isolation. In this section we keep many notations consistent with the related literature,
though not with the previous section. Details of about adaptive feedforward control
can been seen in the text [56].
Wiener filter
per6in ance
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Figure 6-11: Wiener filter problem: design of an FIR filter W to cancel the noise d(t)
using reference signal x(t)
Figure 6-11 shows a block diagram for noise cancellation using a Wiener filter.
The objective is to design the coefficients wi (i = 0, 1, ... , N) of an FIR filter W to
best cancel the stationary noise d(n) using reference signal x. A similar problem is
system identification (to identify the transmission from x(n) to d(n) using a filter).
The error is
N-1
e(n) = d(n) + 1 wix(n - i) = d(n) + WTX(n) (6.11)
i=o
where W and X(n) are vectors
W = [wO, w 1 , ... WN- T
X(n) = [x(n),x(n-1),...,x(nr-N+1)]
Taking the cost as the expected value of the e(n)2, we obtain
J = Ree = E[e(n)2] = WT RxxW + 2WT Rxd + Rdd (6.12)
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From Equation (6.12) we find that
LJ
9W =2(RxxW + Rxd) (6.13)
Therefore, the optimal FIR filter (Wiener filter) can be obtained as
Wpt = -Rj. Rxd (6.14)
where the minimum cost is
Jmin = Rdd+ RIXdRdXRxd
Note that for existence of the inverse of Rxx, the signal x should be "rich": the
number of spectral components ofthe series x should be larger than half the number
of the filter coefficients [56].
If the filter W is infinite dimensional and noncausal: i = -oo, ..., -1, 0,1, ..., o,
the equation RxxW = Rxd (by assuming (6.13) as zero) can be written as
wiRxx(k -
-00
Noting that the left side is convolution, and using the properties of Fourier trans-
formation, we obtain the optimal filter in frequency domain with sampling rate T
as
Wpt (eijT) S-xd(ejT)SX (eij T)
(6.15)
where Sex(eijT) and Sxd(eijT) are the correlated spectra, which are discrete Fourier
transforms of Rxx and Rxd. In fact, Equation (6.15) is equivalent to (6.10).
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i) = -Rxx(k), -oo < k < oo
From Equation (6.11), we obtain
E(ejfT) = D(ejT ) + W(ejiT)X(eQ T)
Substituting the optimal filter (6.15) into the above equation, we further obtain that
that spectrum of minimum residue e(n)
Se (ei T) - Sdd(ei"T) -Sxe ) 2 _ _- Xd( , Sdd(ei ) (6.16)
This means that the best performance we can achieve will depend on the correlation
between reference input x and the disturbance d. For example, in order to achieve 20
dB reduction, the correlation between x and d must be better than 0.99. Note that
the expression (6.16) does not take into account the filter length and causality.
LMS adaptive algorithm
We have discussed the analytical solution to the optimal filter. However, it is not
practical for real-time control application due to the computation of the inverse and
the block delay. A recursive method is preferred. The LMS algorithm is the most
widely used adaptive filtering algorithm which updates the filter coefficients in the
gradient-descent direction. Filtered-LMS is its revision for feedforward control to
account for the effect of dynamics in the secondary channel.
Let us rewrite the gradient of E[e(n)2] as
OJ 
_ &E[e(r) 2] -2E[e(n)x(n 
- i)], i = 0, 2, ... , N - 1
4mi 09wi
So we can update the coefficient according to
(new) _ (old) - E[e(n)(n - i)]
where a is a positive constant for adaptation rate.
Since it is not possible to get the value of E[e(n)x(n-i)] in real time, the stochastic
gradient a is used instead. This is the LMS algorithm for adaptive filter
wi(n + 1) = wi(n) - a e(n)x(n - i) (6.17)
A block diagram for LMS algorithm is shown in Figure 6-12
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Figure 6-12: LMS algorithm of adaptive FIR filter
The adaptation constant a directly affects how quickly the adaptive filter will
converge. Larger a will make the filter converge more quickly. But it cannot be
too large. An approximate analysis is given in the following. Once the parameter is
adapted well, the coefficient of W will not depend on X(n). If so, we obtain from
(6.17) and (6.14) that
E[W(n + 1)] = E[W(n)] - a E[X(n)e(n)]
= E[W(n)] - a (E[X(n)d(n)] + E[X(n)X(n)T W(n)])
= E[W(n)] - a E[X(n)X(n)'] (W(n) - Wpt)
Thus, we have
W(n + 1) - Wopt = (1 - a E[X(n)X(n)T ]) (W(n) - Wopt)
Therefore, to make the adaptation convergent we require that
eig(1 - a E[X(n)X(n)T ]) < 1 (6.18)
One sufficient condition is
0 < a < 1/N E[x2(n)]
Filtered-LMS adaptive feedforward control of isolation
Let us return to the problem of feedforward control of vibration isolation. Comparing
Figures 6-10 and 6-11, we see that the feedforward isolation problem is very close
to the optimal Wiener filter problem if we take the measurement of base vibration
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measurement. The FIR filter W is in the role of controller. The only difference is
that in feedforward control there is the secondary channel dynamics S(s). (The sensor
dynamics of base measurement and actuator dynamics can be lumped into S(s).) To
take this into account, the filtered-LMS algorithm can be employed.
The control effort is
N-1
u(t) = Zw.-o(t - iT)
i=o
So the performance measure can be written as
N-1
e(t) = k(t) = d(t) + Su(t) = d(t) + S E w.o(t - iT) (6.19)
where T is the sampling frequency. By taking the cost as the mean square of the
platform velocity, E[e2 (t)], we write
E[e2(t)] = 2E [e(t)[Sko](t - iT)] = 2E[e(t)r(t - iT)] (6.20)
awi
where r(t - iT) = [Siiko] (t - iT) is the i-th sample of the filtered version of the
reference signal through S. Therefore, as un the LMS algorithm, we can update the
FIR filter coefficients in the descent (stochastic) gradient direction of minimizing the
mean square of e(t). The only difference is that here we use the filtered version of the
reference signal. This is why the algorithm is named the filtered-x LMS algorithm.
(In adaptive filter literature reference signal is usually denoted as x.)
To implement the filtered-x LMS algorithm for feedforward adaptation, we need
only to identify/model the secondary channel S, not the primary channel. The iden-
tification error of the secondary channel will affect the performance and algorithm
stability. One sufficient but not necessary condition for stability is that the phase
errors be less than 900.
The adaptation law of the filtered-x LMS algorithm is
wi(t + 1) = wi(t) - 2ae(t)r(t - iT) (6.21)
where 0 < a < 1/(NE[r2 (t)]). The algorithm is shown in Figure 6-13, in which S
denotes the estimate of S.
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Figure 6-13: Filtered-x LMS adaptive feedward control
6.2.3 Implementation to LIGO isolation
Figure 6-14 shows one part of the LIGO system. A support platform is supported
by springs and actively isolated with the aim to achieve low frequency performance,
and passive stages are stacked between the support platform and optics platform, as
shown in Figure 6-15. Details of the isolation system can be found in the LIGO pub-
lications [60, 73]. At each of the four corners there is one vertical and one horizontal
actuator, with the aim of controlling the six-axis vibration. In this section we discuss
feedforward control. Multi-axis feedback control will be discussed in Section 5.3.
We put a three-axis seismometer on the ground to measure the base vibration,
and use this measurement as reference inputs. Three geophone sensors are set on
the optics platform, and their combination will give the vibration of the platform in
vertical and two horizontal direction. Though MIMO adaptive feedforward control is
feasible, to save computation effort we use three single-channel feedforward controller
under the observation that the cross coupling is not very strong. We also combine
the eight actuators to give three orthogonal forces.
We first measure the transfer function of these three secondary channels: vertical
actuation to vertical geophone measurement, horizontal actuation 1 to horizontal geo-
phone measurement 1, horizontal actuation 2 to horizontal geophone measurement 2.
Then use the MatlabTM function "fitsys" to obtain analysis fittings for the secondary
channels. (Note that unlike "invfreqs" the function "fitsys" will always give a stable
model.) One of the secondary channels is shown in Figure 6-16.
The sampling frequency is set as 500 Hz, and the length of the FIR filter is
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Figure 6-14: LIGO isolation
chosen to be 1024. The three-channel adaptive feedforward control is implemented
simultaneously in dSpace. One result is shown in Figure 6-17, from which we see that
that it is very effective, reducing the resonant response by more than a factor of 10.
We also implemented the adaptive feedforward control for the isolation system
using a post-buckled beam described in Section 5.3. For sinusoid excitation at 1
Hz or 5 Hz, adaptive feedforward control can achieve more than 60 dB of vibration
reduction more than the passive isolation. More results are described in the nest
section.
6.2.4 Combination of feedback and feedforward
Adaptive feedforward control is very effective for active vibration and noise control,
especially in the case where the system is hard to model, since its implementation only
require a fit for the secondary channel. However, feedforward control only can cancel
the correlated disturbances. It cannot do anything to the uncorrelated disturbance in
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Figure 6-15: Feedforward control of LIGO isolation
the system. Therefore we also explore the combination of feedback and feedforward
control. Feedforward control cancels the correlated base vibration, and feedback
control enhances the stability of the system and rejects payload disturbances. Since
the feedback will change the secondary channel, we implement the feedback control
first, them implement adaptive feedforward control based on this revised secondary
channel. We implement this combination in the isolation system using the post-
buckled beam shown in Figure 5-14.
To obtain clean measurement of the base-to-platform velocity transmittance, we
place the entire isolation system on a small optical table whose mass is around 100
kg and is supported relative to the ground with a resonance 10-14 Hz (slowly time-
varying due to creep of table support). A shaker is attached to the table to provide
a predominately vertical base excitation.
Figure 6-18 compares the vibration transmission from the base to the platform
for the passive system and the system with three different controllers. Note that the
coefficients of the FIR filters are adapted for the base vibration excited by the shaker
using pink noise. The feedforward control attenuates vibration the most strongly at
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Figure 6-16: Identification of the secondary channel in one horizontal direction: dash
(measured), solid (14th-order fit)
10 Hz because the base resonance leads to relatively large excitation at this frequency.
The combination of feedback and feedforward obtains 20-30 dB vibration reduction
over the entire range of frequencies 0.6 Hz to 13 Hz beyond the passive vibration.
Such a combined feedback-feedforward methodology is currently being imple-





Figure 6-17: Vibration transmission in horizontal direction with and without adaptive
feedforward control
6.3 Multi-Axis Active Vibration Isolation via Modal
Decomposition
Multi-axis active isolation is a MIMO control problem. Model based MIMO control
theories, such as LQG and He, optimal control, have been developed well since the
late 1980s. However, it is well-known that the mathematical model often does not
match the experimental measurements and cannot be used in MIMO controller design
with confidence. It is also often impractical to characterize the uncertainties required
by the model-based robust control strategies like H, and p synthesis. Bode/Nyquist-
based approaches have been extended to MIMO system somewhat (see the text by
Hung and MacFarlane [82]), but the results are not convenient for use in controller
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Figure 6-18: Vibration transmission from base to platform (voice coil setup): passive
systems (dot), feedback control (dash dot), adaptive feedforward control (dash), and
combination of feedback and adaptive feedforward (solid)
synthesis. In the past forty years experimental modal analysis [58] has been developed
as an important and powerful tool in structural dynamics. In the following, we show
how to use modal testing techniques to identify the modal frequency, damping, and
mode shapes for the isolation system, then use them in the controller design.
6.3.1 Modal decomposition
Figure 6-19 shows a typical configuration for a multi-DOF isolation system. A two-
DOF system is shown, but it can be up to six-DOF. A multi-DOF isolation table is
supported on the ground by springs and dampers. On the isolation table are the other
stages (passive or active), or payload. The measurements are the absolute velocities
of the table and the displacements relative to the floor. The control forces can be
generated by linear voice-coil motors, pneumatic or hydraulic actuators, or piezoelec-
tric stacks. Our goal is to design the controller to achieve vibration attenuation of
floor excitation under plant uncertainties and disturbances from the upper stages and
224
upper stage and payload
Z1 isolation table @M1, I,
k 1 k2
c1 c2 o2 zO
base
Figure 6-19: Typical configuration of a multi-DOF isolation system.
payload. The performances of isolation systems are often specified in the frequency
domain, e.g., the precision machine tools [132], gravitational wave detectors [130],
and microgravity experiments [160].
The governing equation of the n-DOF isolation table with n force actuators takes
the form
M2 + C( - zo) + K(z - zo) = Bvv + fd (6.22)
where M, C, and K are, respectively, the mass, damping, and stiffness matrices of
dimension n x n, Bv is an n x n matrix taking into account of the effect of actuator
locations, fd is the vector of disturbance forces acting on the isolation table, such as
external forces or dynamics of the upper stages and payload, and zo is the vector of
floor displacements.
Since the mass matrix M is nonsingular, equation (6.22) is identical to
.; + M-'C( - o) + M~1 K(z - zo) = M-'Bv + M 1 fd (6.23)
The matrix M-'K usually can be written in the diagonalized form
M-1 K = VAV- 1  (6.24)
where A is a diagonal matrix composed of w?, i = 1, 2, ...n, wi is the undamped modal
frequency, and the matrix V is composed of the mode shape vectors.
Take the transformation
x = V-1 z and u = V-'M-'Bv = v (6.25)
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then in modal coordinates we have
z + V M-CV(± - 1o) + A(x - xo) = u + V- M-'fd (6.26)
where V'M-CV is diagonal in the case of proportional damping C = cZM + OK
(a and 3 are constants). The i-th diagonal item of V- 1M-CV is 2(wi, where (i is
the so-called modal damping ratio. Let us denote the ir-th off-diagonal entry as 6j,
and i-th element of vector V-M-'fd as di. Then we have
n
Jsi + 2(wi Gzi - '6i ) + Wi (Xi - XOi) = ui + di - Cir (.' - -'Or),i i = 1, 2, ... n (6.2 7)
r=1,r fi
6.3.2 Experimental modal analysis
By using the modal transformation (6.25), the governing equation (6.22) of 2n-th
order has been decomposed to n second-order systems in modal coordinates. There
are two advantages of this modal decomposition. The first is that a MIMO control
of high order system has been changed into lower order SISO problems, which can
be handled more easily. These lower-order SISO problems also have clear physical
meaning: we can design each loop to control the individual mode. The second ad-
vantage is that the matrices V and W used in the decomposition and the parameters
(j and wi can be obtained from experimental modal testing. In modal testing [58] the
matrix B, is usually taken as identity. The idea for general B, is similar.
Let us first assume proportional damping. From equations (6.22) and (6.25) we
obtain the forced response from v(jw) to z(jw) (without zo and fd) as
[\W2 + 2jiw2Wi _ W2 \] V-z(jw) = V-M-1 Bvv(jw) = W-'v(jw)
where [\ -] is a diagonal matrix. That is, the frequency response function (FRF)
matrix v(jw) -- z(jw) takes the form
H(jw) = V [ + 2jwW2 w = S + ViWi 2 (6.28)
where V is the the i-th mode shape (i-th column of V), and W is the i-th column of
W 1 , which represents the the contribution of input vi to the responses. (Therefore,
W is called the modal participation matrix.)
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Equation (6.28) is the central relationship upon which the modal testing tech-
niques are based. Using modal testing devices, or directly using the actuators and
sensors of the isolation system, we can measure the FRF matrix. Then, we can
use curve fitting to extract the mode shape vectors V, modal participation vectors
Wi, modal frequencies wi, and modal damping (j, where i = 1, 2,.., n. From equa-
tion (6.28) we see that the residue matrix VXWj' at each mode is a rank-one matrix;
therefore, theoretically all the modal parameters can be extracted from any column
and any row of the FRF matrix. Specially, if all the actuators and sensors are of col-
located pairs, the FRF matrix will be symmetric, and W can be taken as V. (Because
of scaling effects, W-1 V might not be the identity matrix , but W-'V is diagonal).
Multi-input multi-output modal analysis has also been proposed for large-scale struc-
tures in case some modes cannot be excited or observed. In the past twenty years,
various time-domain and frequency domain fitting methods have been developed, and
software packages are also available, such as MODENT SuiteT" by ICATS Company
and STAR SystemTM by Spectral Dynamics, Inc.
Proportional damping is a good approximation for most engineering structures
which are lightly damped. For nonproportional damping, similar relationships as (6.28)
exist, but the mode shapes are generally complex-valued vectors. The undamped
eigenvectors are not the damped eigenvectors any more, since the nonproportionally-
damped modes are not simply in the pattern of in-phase and out-of-phase.
In the foregoing analysis, we assume that the number of actuators and number
of measurements is equal to the degrees of system. This is a so-called complete
modal model, which is convenient for theoretical study. In structural control we
might only be concerned with the first m modes by using m actuators and sensors.
For this type of incomplete modal model, the foregoing procedure is still valid by
replacing the inverse of modal shape matrix V and modal participation matrix W in
the transformation (6.25) with the pseudo-inverse of size m x n. But some attention
should be paid to the effect of performance-reducing control spillover and destabilizing
observation spillover (see, e.g., [85, 12, 116]).
Other than experimental modal analysis, the decomposition matrices may also
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Figure 6-20: Modal control of a multi-DOF isolation system.
be obtained from the measured frequency response function matrix by using an op-
timal decoupling procedure developed in [157] based on Owens' theory of dyadic
systems [124].
6.3.3 Applications to LIGO isolation system
With the modal transformation (6.25) we can transform a MIMO high-order isolation
problem into second-order SISO control problem, and all the parameters wi, (, V,
and W used in the modelling and decomposition can be obtained from experimental
or theoretical modal analysis. Hence we can design each SISO controller for the
individual mode to achieve isolation performance, as shown in Figure 6-20.
For LIGO external isolation, the feedback control is composed of eight actuators
and eight geophone sensors. The plant is complicated and it is too time-consuming
(if even possible) to obtain an accurate mathematical model for model-based MIMO
controller design. Therefore, we turn to modal decoupled control. We measured the
8 x 8 transfer function matrix H(jw). One row of H(jw) is seen in Figure 6-21(a).
Using STAR modal analysis software we obtain the modal shape matrix V (six quasi-
rigid body modes and two flexible modes). Since the actuators and controllers are
nearly collocated and H(jw) is nearly symmetric, we can take W as V. The VH(s)V-1
will become dominated by block diagonal terms. One such dominated mode is shown
in Figure 6-21(b).
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Figure 6-21: (a) One row of the measured transfer matrix for LIGO HAM isola-
tion system, (b) The dominated mode at 14Hz after modal decomposition (50Hz are
flexible mode of the beam structure which we did not account into.)
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Figure 6-22: Modal control of LIGO external vibration isolation (vertical direction)
axis isolation in Section 5.1.1, and close six loops for the rigid body modes and one
loop for the flexible mode. A typical control result of isolation is shown in Figure
6-22.
The modal decomposition provides a practical approach to design SISO controllers
for multi-axis vibration isolation, and it works well for the LIGO external isolation
system. However, it can only takes finite modes into account: mostly, rigid body
modes and some low frequency flexural modes. A lot of high-frequency flexible modes
have been ignored, such as the 50 Hz mode in Figure 6-21(b). This 50 Hz mode is not
destabilizing in this loop, but spillover might still destabilize the whole system. Here,
we designed a tuned-mass damper to reduce spillover. The MIMO Nyquist criterion
should be used to check the stability of the whole system before closing all the loops.
6.4 Robust Sliding Control for Vibration Isolation
6.4.1 Motivation for robust sliding control
As we have seen from Section 1, that direct velocity feedback achieves vibration
reduction with a slope of -20 dB/decade, as shown in Figure 6-7. One may like to
drive the system more aggressively by using a lead so as to achieve -40 dB/decade
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Figure 6-23: (a) Bode plot of controller C(s); (b)
bode plot of loop transmission P(s)C(s), where P(s) is the plant; (c) vibration trans-
mission from base to platform.
add double lags to compensate the dynamics of velocity sensors. In order to retain
the low-frequency cross slope as +20 dB/decade (to ensure enough phase margin),
the zero of the lead compensator must be far from this crossing frequency, as shown
in Figure 6-23. This means that, due to the the sensor dynamics, velocity feedback
cannot make the isolation system roll down faster starting at low frequency.
To enhance the low frequency performance, one may like to use displacement
feedback, to directly cancel the spring stiffness. For example, one may design a
position feedback gain as 99% of the spring stiffness to push the resonant frequency
one order down. However, this is a positive feedback, which may destabilize the
system if there are parameter uncertainties. Therefore, we turn to sliding control,
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one of the main robust control techniques for dealing with model uncertainties and
external disturbances [142, 81, 172].
Sliding control is based on the idea of transforming an original control problem into
one of driving system dynamics onto a specific manifold in the state space. In essence,
it replaces a possibly high-order problem by a 1s' order problem, that of controlling the
"distance" to the manifold to zero. As a nonlinear control method, sliding control
has been mainly used in tracking control problems (see e.g., [142]). For vibration
isolation/suspension, however, our main concern is frequency domain performance.
In this context, one idea [7, 97, 160] is to choose a so-called reference plant according to
the performance requirement, then control the real plant to track the states or certain
outputs of the reference plant. This, however, has three shortcomings. One is that it
usually requires the measurement of ground vibration, which is not practical in many
cases, such as vehicle suspension systems. Another is the tradeoff of bandwidth: wide
bandwidth decreases tracking error but can increase control activity or chattering.
Third, the performance during the transient stage can not be guaranteed. In the
following, rather than defining and tracking a reference model, we will develop two
approaches to directly design the sliding surface to meet the requirement of frequency-
domain performance. These approaches do not have the foregoing shortcomings of a
reference-tracking schedule.
6.4.2 Frequency-shaped sliding control
Frequency-shaped sliding surface
We rewrite the i-th mode of the isolation system in second-order form (6.27) as
n
Xi + 2 - xj) + C? (Xi - x0j) = ui + di - E fir (,r - kor), i = 1, 2, ...n
r=1,ri
The measured variables are often xi - xio and ,i. The conventional sliding variable
can be defined as
0-i = Ai (xi - xio) + _Ji (6.29)
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where Ai is a constant. Then, on the sliding surface c-i = 0, the system dynamics are
xi (S) 
_- Ai (6.30)
xiO(s) s + Ai
where s is the Laplace operator. That is, the base vibration is attenuated at -20
dB/decate above the frequency A2. However, for the second-order plant (6.27), such
vibration attenuation -20 dB/decade as in a first order system attained by using the
conventional sliding control might be not fast enough.
Instead of designing the sliding surface as the intersection of the hyperplanes
defined in the plant states, we can replace Ai as a linear operator Li(s). That is
0-i = Li(s) (xi - xio) + ,ij (6.31)
Then, once the system is driven to the sliding surface ai = 0 the dynamics become
xi(s) 
_ Li(s) (6.32)
xio(s) s + Li(s)
For example, we can take Li(s) = (bis + bo)/(s + ao). Then
b1s + bo.
-i -(i - Xio) + bbi (6.33)
s + ao
And on this sliding surface we have
xi(s) bis + bo
XO(s) s2 + (ao + bi)s + bo
Thus, we achieve the second-order dynamics for the second-order plant (6.27) by using
the sliding surface (6.33).
The idea of taking the sliding surface as a manifold defined by linear operators
was originally proposed by Young and Ozguner [171] for the purpose of reducing the
effect of unmodeled high-frequency dynamics in flexible manipulators. Therein, it has
been interpreted as a low-pass filter and given the name "frequency-shaped sliding
surface." A similar strategy, called dynamic sliding mode, has also been proposed
by Chan and Gao [31] and Yao and Tomizuka [170] for robot manipulator control.
In the following, we provide a physical interpretation of the frequency-shaped sliding
surface as applied to vibration isolation.
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Physical Interpretation: Skyhook Let us assume that b1 = 0 in the frequency-
shaped sliding surface (6.27), then the ideal dynamics (on the sliding surface) are
Xi(s) 
_ bo (6.35)
Xzo(s) s2 + aos + bo
The mechanical system corresponding to this transmission is a unit mass is supported
on the vibrating base via a spring of stiffness bo and connected to the inertial sky via
a dashpot of damping coefficient ao. This is exactly the skyhook damping.
The choice of Li(s) = bo/(s + ao) yields the ideal skyhook effect. Similarly we can
also design the frequency-shaped sliding surface to achieve faster vibration attenuation
in the frequency domain at the payment of high control authority. A more general
approach for selection of Li(s) is given later.
Switching Control for Vibration Isolation
We have just seen that the ideal isolation performance is achievable once the system
is driven to the sliding surface. We now derive the corresponding switching control
law for this purpose, in a manner similar to [141].
From the choice of the sliding surface
O= Li(s) (xi - xio) + ±e
we obtain
ar= sLi(s) (Xi - Xio) + fi (6.36)
Combining with the plant model (6.27), we find that the best approximation iti of
the continuous control law that achieves &i = 0 is
n
ni = [c2i2 - sLi(s)](xi - xio) + 2 ici(.(i - .io) + ei r(, - .or) - di (6.37)
,=1,,:fi
where c'i, i, eir, and di are respectively the estimations of the i-th modal frequency,
i-th modal damping, ir-th entry of the damping matrix, and the external disturbance
on i-th mode. Note that c )i and (i can be obtained from experimental modal analysis,
eir and di can be taken as zero.
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Equation (6.37) is the ideal (linear) control force for the nominal plant to achieve
skyhook isolation. To ensure that the actual plant dynamics reach the sliding surface
in finite time despite model uncertainties and external force, a discontinuous term is
added to control force uj:
Ui = fi - ki sgn(a-) (6.38)
The sliding condition is the same as that in the the standard sliding control [142]
2 dt af 2 < - ilo -il (6 .3 9 )1 __2
To guarantee this condition we have to select ki large enough:
2 _iUIWW I max I xi-xioI + 21 iwi -icI max I -i -,koIki = 71i + | wi - )z |i-xo |iw ii. |i-to
+ Eir - eirImax Ir - tor| + Idi - diImax (6.40)
r=1,roi
where the bound of wi and (i can be obtained practically, and Eir is generally less than
or equal to the i-th diagonal term 2(cg2 of the damping matrix. The upper bound of
Idi - di I often cannot be obtained so directly in practice. We write
d = V-1M- 1fd = V- 1M-1 V V- 1 fd = [\ 1/Mi \] V- 1 fd
where the modal mass mi can be obtained from experimental modal analysis. The
bound of fd depends on the intensity of ground excitation and the properties of
payloads or upper stages. We assume that
lfdil = Ifdi(t, iz, z, iO, zo) 'J'(t) + 'Fli(t) 1 [PT (z - zo)T]T 1 (6.41)
where Toi and P 1l are some constants and i = 1,2, ... n. Since we usually have
some a priori knowledge about the the intensity of ground excitation and the upper
payloads, we can often estimate a constant upper bound as Toi and take ''i = 0.
This requirement of a priori knowledge of disturbance upper bounds in sliding control
may be relaxed by using disturbance observers (see, e.g., [114, 32]).
In isolation systems, the variables available are z - zo, ., and -o, which may be
measured with displacement sensors and geophones. Hence we can obtain x - xO and
x - ±o for switching control (6.31), (6.37), (6.38), and (6.40). And the controller force
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v can be constructed as v = Wu. In cases (for economic consideration) where we do
not have geophone sensors on the ground, we can use 1+. ' (xi - x40) as an estimation
of ± - ±o. Such an estimation will not create trouble in practice because the spectral
density of floor excitation is dominated at low frequencies [132].
Boundary Layer Analysis and Continuous Control
In sliding control, chattering is one of the main concerns. Although frequency-shaped
sliding control has the advantage of reducing the excitation of high-frequency un-
modeled dynamics, the robustness to chattering is only implicitly addressed [172]. In
the following we will make a smooth approximation of the switching control law by
choosing the proper boundary layer, in a manner similar to [141].
Consider a constant boundary layer thickness of Jm. Outside the boundary layer
the system dynamics are the same as the switching control. Inside the boundary layer
-i (t) = Li(s)(xi - xio) + ±j = 4bi (t) <; DM (6.42)
Then
Li(s) 1
xi (t) = s+is)Xio(t) + s iDi(t) (6.43)
s + Lis)s + Li(s)
Hence, after transients, the displacement error due to the boundary layer interpolation
is bounded by
IeXi(t)I| = j h(T)>i(t - T)dr| < Dm |h(r)Idr = PmIIh(t)II (6.44)0 0
where h(t) is the impulse response of 1
In particular, choosing Li(s) = bo/(s + ao) for the skyhook effect, inside the
boundary layer we have
xi(t) = b___ + s + ao i (t) (6.45)
s2+aos +bo +s 2 +aos +bo
By designing the dynamic sliding surfaces we can directly achieve the skyhook
effect for each mode of vibration. The entire performance of the multi-mode system is
the combination of the individual modes. Suppose that the target dynamics (skyhook)
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of the i-th mode is xj(s)/xjo(s) = Txlxo (s). From the modal transformation (6.25),
we find that on the sliding surface the entire performance is
z(s) = V [\ T2j/Xi 0 (s) '] V- zo(s) (6.46)
Specifically as an example, if the target of each mode is chosen be be identical Txlxo =
T2/XO(s), i = 1, 2, ...n, then zi(s) = Tx1 .(s) zo(s). If the isolation requirement is
stated as a frequency-domain envelope in natural coordinates zio(s) -+ z (s), we can
use the relation of equation (6.46) to obtain the skyhook targets Txlxo (s) in modal
coordinates.
6.4.3 Simulation results
In this section we take a 2DOF vibration isolator as an example and demonstrate that
skyhook effect can be robustly achieved using modal decomposition and frequency-
shaped sliding control.
As shown in Figure 6-19, the 2DOF isolation table used in simulation has mass
500 kg and rotational inertia 250 kg m2 . The distances from the center of mass to
mount 1 and mount 2 are 1.0 m and 1.4 m, respectively, and k, = k2= 3 x 10' N/m,
ci = 200 N s/m, c2 = 120 N s/m. Suppose that we identify the modal frequencies wi
as 5.4 ± 0.1 Hz and w2 as 9.5 t 0.1 Hz, and modal damping 2( 1wi as 0.7 i 0.2 and




The upper bound of off-diagonal damping in modal coordinates is taken as min(2(1 cA3, 2( 2 u32 ) =
0.7.
The dynamics of the upper stages/payload may be unknown or changeable. As
discussed in Section 2, their effect can be considered as a disturbance force vector fd.
We assume that the bound of lfdl could be obtained as
[20 1 2 x 104 1
20 1 x 10 4
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In this simulation, the upper stage/payload is taken as a 2DOF system supported
symmetrically on the isolation table with a pair of spring-dashpots of 1500 N/m and
8 N s/m. Its mass is 125 kg (25% of the isolated table), and rotational inertia is
10 kg in2 . The distance between the spring-dashpot connections is 1.0 m, and the
mass center of the upper stage is located above the geometric center of the isolation
table.
The target dynamics z1/zo and z2/zo are chosen as skyhook of frequency 0.1 Hz
and damping ratio 0.7. Figure 6-24 shows the transmission from zo -+ zi and zo - Z2
of plant and the skyhook target. The resonant frequencies of the actual plant (8-th

















TYansmission of uncontrolled plant and target dynamics: uncontrolled
uncontrolled z2/zo (dot), skyhook target (dash).
We design the controller using modal decomposition and a frequency-shaped slid-
ing surface in which we take T1 = 12 = 0.2. Figure 6-25 shows the responses zl(t) of
the system at zero initial conditions with and without control under harmonic ground
excitation zo = 0.001 sin(1.38 x 27rt) m, t > 0. We see that the vibration of the isola-
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Figure 6-25: Responses of zi(t) with switching control (dash) and without control
(solid).
z 2 (t) with switching control compared with the ideal outputs of the skyhook system
excited at resonant frequencies 1.38 Hz (zo = 0.001 sin(1.38 x 27rt) m) and 9.55 Hz
(zo = 0.001 sin(9.55 x 27rt) m), respectively. From these figures we can see that the
ideal skyhook effect is attained under the uncertainties and disturbance. The control
forces v, and v2 of switching control are shown in Figure 6-28.
To reduce the chattering of control forces, we design the continuous control using
the boundary layer. We take the boundary thickness < m as 5 x 10- 6 / Ih(t) II (see
equation (6.44) ) and replace sgn(ui) in equation (6.38) with a saturation interpola-
tion sat(u/<1m). Figure (6-29) shows the errors of the response zi(t) and z2(t) in
comparison with ideal output of skyhook system. We see that the the peak error due
to a boundary layer is less than <mI1h(t) I1 = 5 pm. The continuous control forces vi
and v2 are shown in Figure 6-30. Comparing Figures 6-30 and 6-28, we see that the
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Figure 6-26: Responses of the controlled system and skyhook system under ground
excitation zo = 0.001 sin(1.38 x 27rt) m: (a) zi(t), (b) z 2 (t), (c) skyhook target
In Figures 6-29 and 6-30, the errors due to boundary layer is one-order smaller
than the expected values, and the control forces are still not very smooth. The
reason is that the constant ki in "ki sat(u/1Dm)" is over-estimated, such that the
actual boundary layer thickness is much thinner than the expected one. By taking the
boundary layer as <Dm as 1 x 10- 4/ jh(t) 1 , Figure 6-31 shows the corresponding errors
of displacements due to this boundary layer, and Figure 6-32 shows the corresponding
control forces v, and v 2 under ground excitation zo = 0.001 sin(1.38 x 27rt) m. We
see that these control forces are much more smooth than before.
Note that simulation results in Figures 6-26 and 6-27 show that the controlled
system approaches the skyhook target from the beginning. The displacement errors
in Figures 6-29 and 6-31 also show that there is no obvious "transition" stage. This
is not by chance if we consider the following two reasons. First, the target dynamics
is achieved once the system is driven to the sliding surface. While in the schedule
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Figure 6-27: Responses of the controlled system and
excitation zo = 0.001 sin(9.55 x 27rt) m: (a) zi(t), (b)





between the controlled system and the target on the sliding surface. Second, the states
in the frequency-shaped sliding surface (states in Li(s) ) offer the feasibility to choose
the initial states, such that the dynamics of controlled system starts on the sliding
surface o-i = 0 at the beginning t = 0, and therefore, the transient performance
is guaranteed. This guarantee of transient performance is the third advantage of
frequency-shaped sliding surface over the conventional sliding control and reference
tacking schedule.
6.4.4 Integral sliding control
Previous we have discussed the frequency-shaped sliding control to achieve the target
of skyhook isolation. Simulation results shows that that multi-axis vibration isola-
tion can be robustly achieved using the frequency-shaped sliding control and modal
decomposition. In the following, we will develop an integral sliding surface for vibra-
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Figure 6-28: Control forces with switching control under ground excitation zo=
0.001 sin(1.38 x 27rt) m: (a) force v1 (t), (b) forceV 2(t)
control and the integral sliding control. Since the experiment setup is a single-axis
plant, we will use the notation of SDOF system. It can also be viewed as one mode
of a multi-axis isolation system in modal space.
The generalized single-axis isolation system is shown in Figure 6-33. The governing
equation can be written as
m: + c(t) (., - 50))+ k(t) (x - xo) + d(t) = bu (6.47)
where m is the mass of the platform, c(t), and k(t) are the damping and stiffness
coefficients of its connection to ground. The force d(t) is a disturbance acting on the
payload, and b is the controller gain. In many systems (for example, car suspensions
and building structures) the damping and stiffness are often velocity and amplitude
dependent, so we write them as k(t) and c(t). We assume that the the parameters M,
c(t), k(t), d(t) and b are bounded within some ranges and can be identified off-line
with some uncertainty.
The ideal skyhook target corresponds to the configuration shown in Figure 1(b)
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Figure 6-29: Displacement errors due to boundary layer under ground excitation
zo = 0.001 sin(1.38 x 27rt) m: (a) error of zi(t), (b) error of z 2 (t)
and (normalized by mass) takes the form
J + E + k (x - xo) = 0 (6.48)
Such a model can offer -40 dB/dec high-frequency vibration attenuation without
amplifying the resonance peak at low frequency. The measured variable is the relative
displacement x - xo and absolute velocity ±.
Examining the dynamic equations of the plant (6.55) and the target (6.56), one
may solve the "inverse dynamics problem" and obtain the ideal control force as
u = [k(t)(x - xo) + c(t)(.ik - do) + d(t) - mk(x - xo) - mEi]/b (6.49)
However, controllers based on inverse dynamics often do not work in the presence of
even small uncertainties. In this subsection, we present an integral sliding control,
which yields an equivalent force of the same form as (6.49). Rather than defining the
static sliding surface in error space and driving the plant to follow the desired model
as is done in model following strategies, we define the dynamic sliding surface using
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Figure 6-30: Control forces with a boundary layer under ground excitation zo =
0.001 sin(1.38 x 27rt) m: (a) force v1(t), (b) force v2 (t)
the plant velocity and relative displacement to achieve the target isolation (6.56) once
the sliding surface is reached.
We choose an integral sliding surface o composed of the absolute velocity ,b and
the relative displacement x - xO:
S= +j [(x - xo) +& ] dt
From Equation (6.50), we see that on the sliding surface a = 0 we have
(6.50)
0 = + [(x - xo)+ E±]dt
which is exactly the target isolation : + Z± + k(x - x0 ) = 0.
We take a candidate Lyapunov function as
V(a-) = -MO,2
and using the integral sliding surface (6.50) and plant model (6.55), we have
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Figure 6-31: Displacement errors due to a thicker boundary layer under ground exci-
tation zo = 0.001 sin(1.38 x 27rt) m.
Let the hatted variables fn, k(t), B(t), and d(t) be estimates of m, k(t), c(t), and d(t),
and b be the geometric average of the upper and lower bounds of b. Then, if the
estimates are perfect, the control u = f where
ft = [k(t)(x - xo) + a(t)(I - do) + d(t) - fnc(x - xo) - MinE b]/b (6.51)
yields V(-) = 0. In order to guarantee that o reaches zero in finite time despite
uncertainties, a switching item is added
u = u + kd sgn(o) (6.52)
where kd must be large enough that
V(O-) < -77 l-1
for some small positive q. If so, we conclude that V(u) converges to zero exponentially,
and the sliding surface can be reached robustly [142]. Such a kd can be obtained as:
1
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Figure 6-32: Control forces with a thicker boundary layer under ground excitation
zo = 0.001 sin(1.38 x 27rt) m: (a) force vi(t), (b) force v 2 (t)
where 3 is the square root of the ratio of the upper and lower bounds on b, and
F = Ik(t) - k(t)|max X - xol + I (t) - C(t)Imax K - -0|
+d(t) - d(t)|max + In - mlmax(klx - xoI + E|.i) (6.54)
Note that the equivalent control force given by (6.52) is in the same form as the
"ideal" control force (6.49) obtained with inverse dynamics. The additional switching
item makes the system insensitive to the uncertainties and disturbances, and enables
robust achievement of the skyhook effect.
To reduce chattering, we can implement boundary layer control by replacing the
switching term sgn(-) with a continuous saturation function sat(-/), where # is
the boundary layer thickness. The boundary-layer analysis can be done using system
1-norm in a way similar as that in frequency-shaped sliding control.
Similar as the frequency-shaped sliding control, the proposed schedule herein also
have advantage over tracking-based sliding control since it does not require a sensor
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Figure 6-33: (a) Single-DOF isolated platform, (b) skyhook isolation target
so that o- = 0 at t = 0, which provides a way to ensure the transient dynamics.
6.4.5 Experiment verification
To verify the proposed approaches of frequency-shaped sliding control and integral
sliding control, we carried out experiment. The isolation system is shown in Figure 6-
34 and whole experimental setup is diagrammed in Figure 6-41. An electromagnetic
shaker (VTS lOOM [?]) is adapted to serve as a SDOF isolation system. A steel block
and a GS-11D [63] geophone are fixed to the armature, so that the total sprung mass
is m. Flexures between the armature and stator of the shaker provide the stiffness
k and damping c in the x direction. An eddy current sensor Kaman 1SU [90] is
used to measure the relative displacement x - xo. The shaker is set on a wooden
benchtop and a second GS-11D geophone is used for monitoring the velocity of base
vibration. The sensor signals are connected to 16-bit analog-to-digital convectors
after gain adjustment. A 14-bit digital-to-analog converter and power amplifier are
used for actuation. The power amplifier is set in voltage-to-current mode, and thus
the control force acting on the isolated platform m is proportional to the voltage.
The control is implemented in real time using a dSpace 1103 [?] board hosted by a
PC. We set the sampling frequency to 10 kHz.
The geophones employed have resonances specified to be 4.5+0.75 Hz and a damp-
ing ratio of 0.35 (open circuit). The actual measured resonance wg is approximately
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Figure 6-34: (a) Electromagnetic shaker, (b) details of isolated platform adapted with
electromagnetic shaker, and the mounting of geophone and eddy current sensors
5.1 Hz. We select the parameters R, R1 -R 3 , C, and C-C3 of the circuit of Figure 6-5
to correct the velocity measurement to 0.5 Hz at low frequency, and set R 4 to ob-
tain a low-pass filter with a corner of 3 kHz. We use software to further correct the
measurement to 0.2 Hz.
For this system, we do not have any analytical estimates for the mass, damping,
stiffness, and control gain. We drive the platform using swept sine signals of various
amplitudes and measure the frequency response of the displacement, as shown in
Figure 6-36. We see that the system is not linear: There is friction arising from
contact of the armature and its guidance, and the stiffness and viscous damping
decrease as the motion amplitude increase. By measuring the transfer functions from
voltage drive to displacement, we estimate that the natural frequency of the passive
isolated platform is w,, = 12± 1 Hz and that the damping ratio is about C = 18 + 4%.
(We normalize the mass to one, and therefore the units of k = W2 are N/m/kg and
c = 2(wn are N-s/m/kg.) From the gain of voltage to displacement at low frequency,
we estimate the control gain coefficient b = vbmax - bmin to equal 0.475 N/volt/kg,
and the uncertainty 3 = bmax/bmin is taken as 1.1. In this lab environment we take
d(t) = 0, and the bound on d(t) to be 0.002 N/kg.
Our geophone exhibits RMS noise of approximately 3 pm/sec, and the gap sensor
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Figure 6-35: Setup of the experiment.
exhibits RMS noise of approximately 0.1 pm. To increase the ratio of the signals
to the sensor noises, we employ a second shaker with a random signal input as a
reaction-mass actuator to excite the base. (Because of the bench dynamics and the
bandwidth limitation of the second shaker, the actual spectrum of the base vibration
is actually not white.)
Without control, the system is a passive isolator. We measure the velocities of the
base and the passively isolated platform. Figure 6-37 shows a typical measurement
taken over two seconds. We see that the passive isolation is not good.
We set the isolation target as the skyhook system with a corner frequency of 2 Hz
and a damping ratio of 0.7. We expect that attempts to obtain this performance
using the "inverse dynamics" given by (6.51) to have poor robustness. In practice,
we were unable to keep such a system stable. We implement the proposed controller
based on an integral sliding surface and frequency-shaped sliding surface. Here the
velocity sensor on the base is used only for monitoring purposes, and the relative
velocity i~ - o is estimated from 1+s/(15OOx27) (x - xO). Note that high-frequency noise
will be amplified in this filter estimation.
Figures 6-38, and 6-39 show typical time responses of the active isolated platform
with the proposed sliding control. In the velocity responses (part (a) or each figure),
we plot the measured velocities of the base .o, the isolated platform k, and the velocity


















Figure 6-36: Frequency response of platform displacement at various driving forces
(voltage)
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Figure 6-37: Time responses of passive isolated platform. measured velocity bO of the
base (dash), measured velocity i of platform (solid)
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Figure 6-38: Time responses with integral sliding controller. (a) Velocities: base
measurement to (dot), plant measurement i (solid), skyhook target i (dash). (b)
Displacements: plant measurement x - xo (solid), skyhook target x. - xo (dash). (c)
Control force u (in voltage)
good vibration suppression, much better than the passive isolator (Figure 6-37). The
measured relative displacement x - xo and target relative displacement x. - xo are
shown in part (b) of each figure. Both controllers closely attains the target dynamics.
The control efforts are shown in part (c) of each figure.
As a comparison we also implemented the model-reference sliding control by driv-
ing the plant the track the states of the reference of skyhook isolation. In the model-
reference sliding control, we need to take the base velocity as input to the reference
model and the geophone sensor on the base is required. For the relative velocity t -o
in such implementation we can directly use the measurements of the two geophones,
or use the filter estimation 1+s/(15O0x2x)(x - xO). The measured frequency responses
from base velocity to to platform velocity Ji are compared in Figure 6-40.The data
is noisy (and not reliable) beyond 30 Hz due to the electric noise of the geophone
conditioning circuit and not enough excitation at high frequency. Taking a look at
the two traces of model-reference sliding control: using measured t - ±o the vibration
transmission of the skyhook target is closely achieved till 30 Hz; using estimated t-.o
the skyhook target is closely attained only up to about 10 Hz. This is because the
filter estimation (digital differential) amplifies the high-frequency noise. This suggests
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Figure 6-39: Time responses with frequency-shaped sliding controller. (a) Velocities:
base measurement ko (dot), plant measurement ± (solid), skyhook target ±s (dash).
(b) Displacements: plant measurement x - xo (solid), skyhook target x, - xo (dash).
(c) Control force u (in voltage)
In summary, we carry out an experimental study based on a realistic plant with
parameter nonlinearity, uncertainty, and friction. A model-following and two model-
reaching methods are investigated experimentally and compared. We show that they
are all very effective in vibration isolation, and they all attain the ideal skyhook
target over a large frequency range. Model reaching approaches of sliding control can
eliminate the requirement of measuring base motion, but the displacement sensors
used therein should have a high signal-to-noise ratio.
6.5 Model-Reaching Adaptive control of MIMO
Isolation
In the previous section we have developed two sliding control schedules for vibration
isolation to handle the uncertainties in the parameters and bounded unmodelled dy-
namics. However, they still require to know the nominal parameters of the system,
which might remain difficult in practice. Adaptive control has attracted a great deal
of attention because it does not require prior knowledge of the plant parameters and
works well in systems with nonlinearities and time-varying parameters. Sunwoo et
al [150] used model-reference adaptive control for vehicle suspensions by tracking the













Figure 6-40: Vibration transmission :to -- i from base to platform. Passive isola-
tion (dash-dot), model-reference sliding control with 1 - :to measured (solid), model-
reference sliding control with ,k - zo estimated (dash), integral sliding control (thicker
dash), frequency-shaped sliding control (thick solid), target skyhook transmission
(dot)
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ear dynamics of an electro-hydraulic actuator and developed an adaptive control for
tracking the ideal skyhook force of a suspension. Wang and Sinha [160] proposed a
model-reference adaptive algorithm to achieve multi-DOF skyhook isolation by track-
ing all of the states. Bakhtiari-Nejad and Karami-Mohammadi [11] considered the
flexible mode of a vehicle body and used adaptive control to track the states of a ref-
erence model of an LQ-controlled skyhook system. Zhang and Alleyne [175] proposed
a position-tracking schedule with adaptive control to overcome the limitations of an
electro-hydraulic actuator on force tacking.
These previous studies share a common point: they use an adaptive algorithm to
track (or follow) the states or certain outputs of the desired isolation model. This
model-reference adaptive control generally requires a measurement (or an observer)
of ground disturbance (velocity or acceleration in inertial frame) as an input to the
reference model, increasing the cost and complexity of such systems, and even making
the implementation impractical in some cases. For example, it is difficult to sense the
road surface while a vehicle is moving. (In the literature, a sensor is usually mounted
at the wheel hub, but the measurement is valid only below approximately 10 Hz.)
In this section we experimentally study a novel adaptive control scheme for vibra-
tion isolation without employing model-reference tracking [185]. The idea is to design
a dynamic manifold in terms of the states of the plant that corresponds to the isola-
tion target then to use adaptive control to drive the system onto this manifold while
updating the system parameters. This adaptive algorithm is formulated directly in
terms of the readily measured payload displacement relative to ground and its veloc-
ity, rather than the ground motion. We show that if the velocity is measured using
a geophone, then its corner frequency must be lower than about half of the corner
frequency of the skyhook target. We carry out an experimental study based on a
realistic SDOF plant with friction and demonstrate the effectiveness of the proposed
adaptive control for vibration isolation. The convergence of parameter estimates is
also discussed.
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6.5.1 Adaptive control for vibration isolation without model
reference
Isolation Plant and Target Dynamics
Suppose an n-degree-of-freedom isolated platform is subject to excitation from vibra-
tion of the ground or base. The governing equation takes the form
M. + C(5O - ,) + K(x - xo) + Frc = Bu (6.55)
where M, C, and K are mass, damping, and stiffness matrices of dimension n x n;
Frc is the friction force matrix; B is a n x r (r > n) matrix determined from actuator
placement with full-row rank; x is the vector of displacements; xO is the vector of
ground disturbances; and u is the control force vector. Although many elaborate
friction models to account for static, dynamic, and Stribeck frictions are available, in
the present study we take the force Fr, to obey the Coulomb friction model
Frc = Fsgn(d 
- i 0 )
where sgn denotes the signum function. This neither alters the method nor limits the
validity of the results. The parameters of the M, C, K, and F matrices are generally
unknown. The matrix B is determined by the geometric location of the actuators
and sensors, which is relatively easy to obtain.
The ideal "skyhook" system is selected as the target. The target dynamics of an
n-th order skyhook isolator take the form
M. +Cd+K(x - x) =0
Because the mass matrix R is positive definite, we can simplify the skyhook target
by normalizing M as identity into the form
S+ O + (x - xo) = 0 (6.56)
where C and R are often block-diagonal matrices, which suggests that we achieve the
skyhook isolation for each of the variables xi, i = 1, 2, ...n.
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Model-Reaching Adaptive Control of Isolation
As mentioned in the introduction, the conventional way to achieve the skyhook effect
using an adaptive algorithm is to control the plant to follow the states or output of
the target and use the tracking errors for parameter adaptation. In this section, we
describe a new adaptive control algorithm, which we call model-reaching adaptive
control [185].
Define a dynamic manifold vector in the state space
a = Ji + (sI + C)-1K(x - xO) (6.57)
where s is the Laplace operator. Then on the manifold a = 0, we have
i + (sI + C)1 K(x - x0) = 0 (6.58)
which is exactly the target skyhook isolation
S+C + K(x -xo) =0
In the following, we will describe a method by which adaptive feedback control
can drive the dynamics of the plant to reach the manifold a = 0 when the parameters
of K, C, M, and F are not known.
Let us first rearrange the unknown parameters in the matrices K, C, M, and F
into a column vector a and denote
K(x - xo) + C(z - ,o) - M(sI + C)-lks(x - xo)
+Fsgn(. - Yo) := Y a (6.59)
where Y is a matrix with proper dimension composed of x - xo and O - d, which
can be measured. (In practice, the relative velocity , - 1Jo can also be estimated from
x - xo.) Note that in (6.59) the unknown matrices K, C, M, and F show up linearly.
Next, using Lyapunov analysis and Barbalat's lemma, we derive the control and
adaptation laws using a procedure similar to that in [143]. We choose a positive-
definite Lyapunov function as
1 1 T
V(o-, a) = -U(t)TMo(t) + -a(t)TP-I&(t) (6.60)2 2
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where the vector -(t) is defined by (6.57), M is the (positive definite) mass matrix
of the system, P is a pre-selected (constant) symmetric positive definite matrix, and
the vector d(t) is the error vector of on-line estimates of the parameters a. The time
derivative of V(o, d) is
#(U, a) = c-(t)TM-(t) + a(t)TP-li(t) (6.61)
Using (6.55) and (6.57), we obtain
V(U, U)= -(t)T[M +M(sI+0)-Ik(-o)] +(t)TP-i(t)
=- (t)T [Bu-K(x-xo)-C(-mo)-Fsgn(2-xo)
+M(sI + C)-'Ks(x - x0 )] + &(t)TP-I&(t) (6.62)
Substituting the expression (6.59) into the above equation, we obtain
V(U, 5) = U-(t)T (Bu - Y a) + a(t)TP-i(t) (6.63)
We choose the control-force vector as
u = B-1[Y&(t) - kd -(t)] (6.64)
where the matrix kd is a selected positive definite matrix of n x n, the vector & is the
on-line estimate of the unknown parameters of a, and the estimation error d = a - a.
Note that B E Rxr with full row rank and pseudo inverse can be used for B 1 in
the case of r > n. We substitute (6.64) into (6.63) and obtain
V(U, a) = -T kd c-+ aY - a)+ Tp-l
=-O-Tkd U-+ (-Ty + &TP-1)& (6.65)
Hence, if we choose the parameter adaptation law as
&(t) = a = -PY ui(t) (6.66)
we have
V(9, a) = -o-(t)Tkd 9-(t) (6.67)
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Then V(o-, &) is negative semi-definite. We can further prove that V(-, d) is bounded.
Thus, according to the Lyapunov theorems and Barbalat's lemma [142], we con-
clude that -(t) -- 0 as t -- oo. Therefore, using the adaptive control (6.64) and
(6.66), we drive the states of the system to reach the manifold (6.57) upon which the
plant achieves the target dynamics of shyhook isolation (6.56). We call this adaptive
algorithm model-reaching adaptive control. Note that to implement this adaptive
isolation control we only need to measure ± and x - xo.
Furthermore, the manifold (6.57) is dynamic, in the sense that there is a Laplace
operator therein. This provides some flexibility to select the initial state and therefore
the initial value of o, and thereby change the transient properties as o-(t) -* 0. So
theoretically we can choose the initial state in - to ensure transient performance of
vibration isolation. The practical implementation of this idea remains a challenging
topic of investigation.
The adaptive control works even if payload mass or other parameters change slowly
(relatively to the rate of adaptation) or intermittently. The selection of the constant
matrices of P and kd can be used to adjust the time of adaptation and the time to
reach the manifold. Like model-reference adaptive control, the adaptation law (6.66)
cannot ensure that the parameters converge to their true values unless the system is
persistently excited (e.g., [142]); that is, there exist a and 6 such that
yTYdt > aI, V to 0 (6.68)
to
Effect of Geophone Dynamics
In the foregoing derivation of the adaptive controller, we assume that the absolute
velocity of the isolated platform can be measured. But in practice, velocity measure-
ments are only valid above a certain frequency. For a geophone sensor the measured
output Xi and the actual velocity ±i generally take the form
S2
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Figure 6-41: (a) Photograph showing details of isolated platform, geophone mounting,
and eddy-current sensor; (b) experiment setup.
where Wg and (g are the resonance frequency and damping ratio of the geophone
sensor. With the measurement X, the actual dynamic manifold becomes
= + (s + C)-'k(x - XO) (6.70)
Suppose that the target dynamics for all the degrees of freedom are selected as
skyhooks with frequency w, and damping (,; that is, k =diag([w2, ow, ...ww2]) and
C =diag([2(,w,, 2(,w8 , ...2(sws]). By substituting Equation (6.69) into Equation (6.70)
and using the Routh-Hurwitz criterion, we conclude that the dynamics of x on the
actual dynamic manifold & = 0 are stable if
W >S -+ (6.71)
W g - 4g , S
This suggests that the geophone resonance frequency should be smaller than half of
the resonance frequency of the target skyhook isolator.
6.5.2 Experiment and results
In order to verify the control strategy and to demonstrate the effectiveness of the
proposed adaptive control, we carry out an experimental investigation. An electro-
magnetic shaker is adapted so that the armature (mounted via flexures to the stator)
and a mass block fixed on it compose a SDOF isolated platform and the voice coil
serves as actuator, as seen in Figure 6-41(a). A magnetically-shielded geophone is
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mounted onto the platform to measure its absolute velocity d-, and an eddy-current
gap sensor is used to measure the relative displacement x - xo. The isolation system
is set on a wood benchtop. Because the mass of the platform is far less than that
of the base (stator and bench), we can ignore the effect of the control force u on
base vibration. A second geophone is set on the base to monitor its vibration, but is
not used in control. The sensor signals are connected to 16-bit analog-to-digital con-
verters (ADC) after gain adjustment. Low-pass filters (at 3 kHz) are used to reduce
high-frequency noise and aliasing. A 14-bit digital-to-analog converter (DAC) and a
voltage-to-current power amplifier are used for actuation. The control is implemented
using a dSpace 1103 board hosted by a PC. We set the sampling frequency to 10 kHz.
The whole system is shown in Figure 6-41 (b).
This is a single-DOF isolation platform. If we take the control signal u as voltage,
B is a scalar with units of N/volt. We normalize B to one and write the plant model
as
mi + c(d - ,o) + k(x - xo) + fsgn(z - ko) = U
where k, c, m, and f are unknown. Note that due to the normalization of B, the
units of k, c, m and f are now N/m/(N/volt), N.s/m/(N/volt), kg/(N/volt) and
N/(N/volt), respectively. According to the parameterization (6.59) in Section 2, we
write
a = [k, c, m, (6.72)
Y = [X - xo, - zO, - (x - Xo), sgn(. - o)] (6.73)S + E
where ± - Jo is estimated by passing x - xO through a filter s/(1 + Ts) with a pole
at 1.5 kHz. The passive isolation system (open-loop) has a natural frequency of
around 12 Hz, and we set our target as a skyhook isolator with a natural frequency
of 1.2 Hz and damping ratio of 0.7. To satisfy the condition (6.71) we correct our
geophone corner frequency from 5 Hz to 0.5 Hz and damping to 0.7 using a second-
order circuit [177]. In the following results we select the constant kd as 3000 and
the constant matrix P as diag([1e14, le10, 3e8, le3]). Note that the value of Pi,
i = 1, ... , 4, can be adjusted through several trials so that the parameters of k, 2,
rfn,and f can be adapted at similar rate, since here di(t) = - f0" PiiYi(t)-(t)dt.
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We employ a second shaker as a reaction-mass actuator to excite the base. Fig-
ure 6-42 shows the time responses when the adaptive control is turned on while the
base is excited at 10 Hz by the second shaker in addition to ambient excitation. The
initial guesses of the parameters k, c, m, and f are selected as zeros. In this figure, we
show the measured velocity 1 of the platform, measured velocity , O of base vibration,
and the calculated velocity ±, of target skyhook isolator. We see that the vibration
of the passive isolated platform (control off) is amplified, since the base vibration is
close to the resonant frequency of 12 Hz. After the control turns on, the platform
isolation tends to the target skyhook output in a few seconds. Figure 6-44 shows the
zoomed time response of the controlled isolator. We see that the proposed adaptive
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Figure 6-42: Time response of isolation system when adaptive control turns on under
10 Hz base excitation. Base velocity (dot), platform velocity (solid), target skyhook
velocity (dash)
In the zoomed velocity plots there are pulses when the velocity crosses zero; this
is because the Coulomb friction model is not valid at zero velocity. The other small
residual errors are due to sensor noise and some unmodelled dynamics (such as the
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3 kHz low-pass filters for the sensors). For comparison, we also implement the model-
reaching adaptive control by ignoring the friction term in the model. Figure 6-43
shows the zoomed time response of such a controlled isolator with the same P and
kd. Comparing Figure 6-44 and 6-43, we see that although the Coulomb friction
model is not valid at zero velocity, we obtain a performance improvement by taking
it into account. The effort of the friction compensation can also been seen in the


































Figure 6-43: Zoomed time response of isolation system with adaptive control under
10 Hz base excitation. Base velocity (dot), platform velocity (solid), target skyhook
velocity (dash)
The parameter convergence for 10 Hz base excitation is shown in Figure 6-46. The
damping and friction converge to reasonable values close to their off-line estimates.
But the estimated mass is negative. This can be explained by using the condition
(6.68) to check for persistent excitation by starting at any time to ;> 0 and checking
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Figure 6-44: Zoomed time response of isolation system with adaptive control without
accounting friction in the model under 10 Hz base excitation. Base velocity (dot),
platform velocity (solid), target skyhook velocity (dash)
over 2 seconds for 10 Hz base excitation is
2.638e - 11 3.512e - 11 -1.455e - 9 2.483e - 8
3.512e - 11 3.783e - 7 -3.095e - 8 7.759e - 4
-1.455e - 9 -3.095e - 8 8.275e - 8 -6.156e - 5
2.483e - 8 7.759e - 4 -6.156e - 5 2.0000
whose singular values are 2.0, 8.64e-8, 7.18e-8, and 0. The integrals of other time
intervals are similar. This indicates that the system is not persistently excited. Ex-
amining the expression for Y given by (6.73), we can understand this result more
intuitively. With our choice of skyhook target with a corner frequency of 1.2 Hz and
a damping ratio of 0.7, k' is a high pass filter at 1.58 Hz. Thus for 10 Hz excita-
tion, the third element -T(x - xo) of Y closely approximates -k(x - xO), which is
proportional to the first element x - xO of Y. Hence the mass adaptation error can
be approximately cancelled by a contribution from the stiffness, and thus their adap-
tation need not converge the actual values. Therefore, although the desired skyhook
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Figure 6-45: Control effort in voltage under 10 Hz base excitation
be uniquely identified. Only the parameters (or combination of parameters) which
govern the system's behavior under the excitation can be identified.
Figure 6-47 shows the time responses of the isolated platform when the adaptive
control is turned on while the base is subject to random excitation by the shaker
plus the ambient disturbance. (The actual spectrum of the base vibration is not
white, because of the bench dynamics and the bandwidth limitation of reaction-mass
excitation by the second shaker.) The initial parameters are selected as zero. We see
that the desired isolation effect of the skyhook target is reached very quickly.
To examine the effect of the matrix P, we reduce P by a factor of 10, from
diag([1e14, le10, 3e8, 1e3]) to diag([1e13, 1e9,3e7, 1e2]). Figures 6-48 and 6-49 re-
spectively show the time response and parameter estimates when the adaptive control
turns on under 10 Hz base isolation. Comparing these two figures with Figures 6-42
and 6-46, we see that the transient time has become longer due to smaller P. The
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Figure 6-46: Convergence of parameter estimations under 10Hz base excitation: stiff-
ness kc in N/m/(N/volt), damping 2 in N-s/m/(N/volt), mass rhn in kg/(N/volt), and
friction f in N/(N/volt)
6.5.3 Generalization for more general target
Previously the dynamic manifold is designed for skyhook target dynamics.
=-3=1+ (sI+ C)~ 1K(x - xo)
Our model-reaching approach can be easily extended to more general desired targets
by modification of Equation (6.57) so that
S= + L(s)(x- o) (6.74)
where L(s) is a linear operator. We can design L(s) for different performance require-
ments or different disturbances, for example, to account for the spectrum of ground
vibration.
Let us rewrite equation (6.43) as
1L(s)
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Figure 6-47: Time response of isolated platform when adaptive control turns on under
random excitation. Base velocity (dot), platform velocity (solid), target skyhook
velocity (dash)
SL(s) (6.76)XWt = - 8 )(t) + _Uo(t) (.61 + 1 L(s) 1+ L(s)
The block-diagram of the system described by the above equation is shown in Fig-
ure 6-50. We see that the dynamic manifold in fact defines a control system: plant
IS, controller L(s), input xo(t) and a(t), output x(t). This system is very common to
control engineers, and thus, we can design the operator L(s) using the classical LTI
control or state-space control methodologies according to the performance specifica-
tions between xO and x. For example, if we would like to take the spectrum of base
vibration into account, we can add a shaping filter in xO, and using H2/LQG design
the feedback controller L(s) for the generalized plant, then we construct the dynamic
manifold o-. After than we can use sliding or adaptive control to drive o- to zero.
This reformulation for model-reaching strategy is very convenient and powerful. It
allows us to directly design the manifold for the target dynamics in frequency domain.
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Figure 6-48: Time response of isolated platform when adaptive control turns on,
with a smaller P under 10 Hz base excitation with a smaller P. Base velocity (dot),
platform velocity (solid), target skyhook velocity (dash)
The target dynamics can be taken as any contracting system
X (n) = g (X, k, ... , X("-1),I t) (6.77)
To achieve this target we can define the dynamic manifold as
0- = X(n-) + 3 (6.78)
and
= -a(t)(& + x(n- 1)) - g(x, , ... , X(n-1, t) (6.79)
where a(t) is a time varying or invariant gain or an operator such that - - a(t)- is
contracting. A little more detail analysis can be seen in [185]
6.6 Summary of Control Strategies
In this chapter we have investigated the different control strategies with implemen-











0 20 40 60 80 -100 20 40 60 80










0 20 40 60 80 0 20 40 60 80
Time (sec) Time (sec)
Figure 6-49: Convergence of parameter estimations under 10 Hz base excitation with
a smaller P: stiffness k in N/m/(N/volt),, damping C in N-s/m/(N/volt), mass Tin in
kg/(N/volt), and friction f in N/(N/volt)
space control, robust sliding control, and adaptive control. Each control strategies
has its own advantages.
In classical control we usually use the absolute velocity or acceleration as the
feedback, and design large loop gain to achieve the isolation performance. Unlike the
passive vibration, which feed back the relative displacement and velocity, the active
vibration can isolate the vibration and reject the payload force simultaneously. The
limitation of velocity feedback is the geophone sensor dynamics at low-frequency.
Double-lag compensators or circuits can be used for the correction. The classical
feedback control can practically achieve -20 dB/decade vibration reduction beginning
at a frequency of several times above the (corrected) geophone resonance. For single-
axis isolation classical feedback controllers can be synthesized easily using Bode or
Nyquist plot. The synthesis of classical controller for multi-axis isolation is a little
tricky, since it is essentially a MIMO problem. Modal analysis can be used to obtain
the matrices for decomposition and modal space control can be used for multi-axis
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Figure 6-50: Formulation of the design of L(s) for dynamic manifold - as a feedback
problem.
isolation.
Feedforward control can effectively cancel the vibration correlated with the mea-
sured reference input. The best performance adaptive feedforward can achieve directly
depends on the correlation between the feedforward reference and performance mea-
surement. (To get 20dB vibration reduction the correlation coefficient needs to be
0.95.) Thus the sensor noise should be small. Feedforward control can not cancel the
payload disturbance uncorrelated with the base measurement. Internal model control
has been explored in literature to obtain an estimation of disturbance that can not
be measured directly, see [56]. Feedforward control can be combined with feedback
control to achieve improved performance
To handle the uncertainties and time variances in the system parameters, robust
sliding control and adaptive control have been explored. We developed a novel control
strategy for sliding and adaptive control, which can achieve -40 dB/decade multi-axis
vibration above the geophone resonance. In this model reaching control method
we define a dynamic manifold directly for the target dynamics using the measured
platform velocity and the relative displacement. Then sliding control or adaptive
control can be used to drive the plant onto this manifold and then to achieve the
desired performance. This strategy control does not use a reference model and thus
eliminates the requirement of measuring the base motion. It also has potential to
guarantee the transient performance. Experiment based on a realistic plant with
friction shows that this method is very effective for vibration isolation. It is very
interesting to note that the design of these dynamic manifolds is equivalent to a
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In this thesis I have systematically studied vibration isolation, ranging from the
springs and dampers to control configurations and strategies. I created and veri-
fied a number of ideas in these areas, such as the post-buckled spring, an effective
eddy-current damper, multi-DOF tuned mass dampers, model-reaching adaptive and
sliding control. We examined practical implementations, such as modal space control
and feedforward control in LIGO isolation system.
7.1 Conclusions
The functional requirements of an isolation system include vibration isolation, posi-
tion alignment, and disturbance force rejection. To meet these requirements, three
principal types of "design variables" are available: relative motion between the plat-
form and the base, absolute motion of the platform, and absolute motion of the base.
This thesis has explored the design of the elements and systems that make use of
these design variables to meet the functional requirements in the face of realistic
constraints.
In many applications, it is difficult to construct passive isolation systems com-
pliant enough to achieve achieve specifications on low-frequency ground transmission
without introducing hysteresis as well as high-frequency transmission resonances. We
develop and test a compliant support that employs a post-buckled structure in con-
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junction with a compliant spring to attain a low-frequency, low-static-sag mount in a
compact package with a large range of travel and very clean dynamics. After buck-
ling, the spring stiffness decreases by more than a factor of a thousand to form an
ultra-soft spring while supporting the payload weight while maintaining very small
static sag. One stage of isolation using post-buckled springs may have the potential
to meet the requirements of seismic isolation, which is currently attained using four
to six passive and active stages.
By examining the H2 norm of the basic isolation system, we conclude that a large
damping ratio of up to 0.5 minimizes the RMS response of the platform velocity
of a viscously damped system. Most passive damping techniques increase ground
transmission at high frequency, but tuned-mass dampers are decoupled from the
ground. We explore the tuned-mass damper as a passive realization of the skyhook
damper, obtain the optimal designs for multiple-SDOF systems of dampers, propose
the concept of a multi-DOF damper, and show that MDOF dampers that couple
translational and rotational motion have the potential to provide performance many
times better than that traditional tuned-mass dampers. The design of such systems
can be carried out efficiently using decentralized control techniques.
By taking the springs and dampers as feedback elements of relative displacement
and velocity, we can use control techniques to design the passive parameters. This
results in a decentralized control problem. The framework of decentralized control
is very useful for parameter optimization of the springs and dampers. In this frame-
work, the performance measures of the system can be interpreted as the system H2
or H, norms or pole locations, and the feedback gain is directly composed of the
stiffness and damping parameters. Decentralized control has been adapted for the
optimization of multi-DOF tuned-mass dampers, fuzzy structures, and multi-DOF
isolation/suspension systems.
Passive mechanical design is often enough to achieve high-frequency isolation per-
formance. To further enhance the low-frequency isolation and payload force rejection,
active control with feedback of the absolute platform motion can be employed. Due
to the dynamics of velocity sensors at low frequency, classical feedback control usually
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only achieves -20 dB/decade vibration reduction.
Robust and adaptive control has attracted a great deak of attention for vibra-
tion isolation, because of the parameter uncertainties and modelling difficulty. The
"model reaching" adaptive strategy proposed in this thesis can achieve -40 dB/decade
vibration reduction without the requirement of measurement of base vibration. The
reformulation of the design of the dynamic manifolds as a feedback control problem
makes the model reaching strategy very convenient and powerful to achieve general
targets or to account for excitation spectra.
To design the classical feedback controllers for multi-axis vibration isolation, modal
space control has been developed based on measurement data. Active feedforward
control based on base motion can be used to cancel the low-frequency vibration trans-
mission. The filtered-x LMS algorithm is very easy to implement and works well for
vibration isolation systems, especially those whose mathematical models are hard to
obtain. The combined feedback-feedforward control is proven to attain better perfor-
mance.
7.2 Future Work
Optimization of passive/active isolation systems using decentralized control provides
a convenient and efficient tool for the study of isolation systems in general. Using this
tool, and taking into account sensor and actuator noise and dynamics, one can answer
some basic questions about the architecture of isolation systems. For example, under
what conditions should one use a multi-stage isolator?
We have also suggested in this thesis a number of novel elements for isolation
systems, such as the post-buckled spring with course position adjustment. Although
we have tested the idea in the lab, the idea would require further development and
testing to be used in a realistic multi-DOF isolation system. Likewise, the 2DOF
absorber or reaction-mass actuator requires verification and development to be useful
in practice.
We have developed a working modal-space control and implemented it on the
LIGO isolation system. But the question of attaining the "best" decomposition is an
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interesting area for exploration. Because the number actuators is often smaller than
the number of sensors, one might be able to utilize additional sensors to reduce the
possibility of spillover.
The "model reaching" control developed in this thesis has the freedom to guarantee
transient performance. Some further work is required to develop a technique for
systematically attaining a desired transient performance.
7.3 Publications of Thesis Work
Much of the content of this thesis is drawn from papers that have been published or
presented during the course of my graduate studies. A list of these publications is
given below.
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Model, Lei Zuo and Samir Nayfeh, Vehicle System Dynamics, v40 n5, 2003,
pp 351-371.
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Vibration Sensitive Curves, Lei Zuo and Samir Nayfeh, Journal of Sound and
Vibration, v265 n2, 2003, pp 459-465.
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