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Abstract
Let E be the fundamental group of a closed Sol 3-manifold. We describe the
groups Aut(E) and Out(E). We first consider the case where E is the fundamental
group of a torus bundle, and then the case where E is the fundamental group of a
closed Sol 3-manifold which is not a torus bundle. The groups are described in terms
of some iterated semi-direct products of well known groups, where one exception is
for Out(E) for some E′s, in which case Out(E) is described as an extension and a
presentation is given.
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1 Introduction
The family of the closed 3-manifolds which admit the Sol-geometry is one of the 8 families
which appear in the Thurston geometrization conjecture. All elements of this family are
K(π, 1) and they are known to be Haken, i.e., irreducible and containing incompressible
surfaces. So a homotopy equivalence is homotopic to a homeomorphism. Further, if two
homeomorphisms are homotopic, they are in fact isotopic. The isotopy classes of base
∗The author was partially supported by FAPESP Projetos Tema´ticos Topologia Alge´brica, Geome´trica
e Diferencial 2012/24454-8 and 2016/24707-4 (Brazil)
†The author was partially supported by FAPESP: 2013/07510-4.
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point preserving homeomorphims of a Sol-manifold N are into one-to-one correspondence
with Aut(E), where E = π1(N). Furthermore, the free isotopic classes of homeomorphims
of N are into one-to-one correspondence with Out(E). See more about the mapping class
group of a 3-manifold and Aut(E),Out(E) for E the fundamental group of the manifold
in [14].Therefore, the computation of Aut(E) and Out(E), besides having interest in
their own right as an algebraic problem, is also of interest in the study of 3-dimensional
manifolds. Also other aspects of this family of manifolds have been explored. For example,
in [19], the involutions on such spaces have been studied in detail. In [11] the Nielsen fixed
point theory has been studied. In [20] the degrees of self-maps are classified. The present
work is related with these three works. In this work we compute the groups Aut(G) and
Out(G) for G the fundamental group of a closed Sol-manifold. It turns out that Out(G)
is finite. The calculation uses extensively properties of the linear group GL2(Z), some
well known, others we explored, although they should be known for the experts. As a
by-product an application for the fixed point theory of self maps on Sol-manifolds, related
with the work [11], is obtained, see remark at the end of subsection 5.1.
The groups in question can be divided into two classes. One class consists of the
groups of the form E = (Z⊕Z)⋊θ Z, where θ(1) ∈ GL2(Z) is an Anosov matrix. Let M0
be a primitive root of θ(1). Depending on the matrix M0 these groups are classified into
4 types. The main results about these groups are:
Theorem 3.5 The group Aut(E) is given by:
I) Suppose that θ(1) is conjugate to a matrix of the form
(
x y
z x
)
. Then Aut(E) ∼=
Aut0(E) ⋊w Z2, where the action of the semi-direct product is given by the au-
tomorphism w = w(12) : ((Z ⊕ Z) ⋊
M0
Z)⋊φ Z2 → ((Z ⊕ Z) ⋊
M0
Z)⋊φ Z2 defined by
w(γ−) = γ−, w(m,n) = −θ(1)B0(m,n), and
w(γ+) =
{
γ+, if B0M0B
−1
0 = M
−1
0 ,
γ−γ+, if B0M0B
−1
0 = −M−10 .
II) Suppose that θ(1) is conjugate to a matrix of the form
(
x y
y z
)
. Then Aut(E) ∼=
((Z ⊕ Z) ⋊
M0
Z)⋊w Z4, where the action of the semi-direct product is given by the
automorphism w = w(14) : ((Z ⊕ Z) ⋊
M0
Z) → ((Z ⊕ Z) ⋊
M0
Z) defined by w(m,n) =
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−θ(1)B0(m,n) and
w(γ+) =
{
γ+, if B0M0B
−1
0 = M
−1
0 ,
γ−γ+, if B0M0B
−1
0 = −M−10 .
III) Suppose that θ(1) is conjugate to a matrix of the form A =
(
x y
w − x w
)
. Then
Aut(E) ∼= Aut0(E) ⋊w Z2, where the action of the semi-direct product is given by
the automorphism w = w(12) : ((Z⊕ Z) ⋊
M0
Z)⋊φ Z2 → ((Z⊕ Z) ⋊
M0
Z)⋊φ Z2 defined
by w(γ−) = γ−, w(m,n) = −θ(1)B0(m,n), and
w(γ+) =
{
γ+, if B0M0B
−1
0 = M
−1
0 ,
γ−γ+, if B0M0B
−1
0 = −M−10 .
We also show that Aut0(E) ∼= ((Z⊕ Z) ⋊
M0
Z)⋊φ Z2.
Theorem 3.6 Let H =
〈α, β〉
〈κd, κb〉
∼= Z⊕ Z
(I2 − θ(1))(Z⊕ Z) , which is a finite group since
θ(1) is Anosov. Considering the four cases listed above, we have:
I) a) If θ(1) = M ℓ0 , Out(E)
∼= (H ⋊M0 Zℓ)⋊ Z2, where the generator of Z2 acts on H
by multiplication by −1 and on Zℓ as the identity.
b) If θ(1) = −M ℓ0 , Out(E) ∼= H ⋊M0 Z2ℓ.
II) a) If θ(1) = M ℓ0, Out(E)
∼= ((H ⋊M0 Zℓ) ⋊ Z2) ⋊ Z2, where the actions of the two
Z2 factors are induced by the conjugations by γ− and ξ in Aut(E).
b) If θ(1) = −M ℓ0 , Out(E) ∼= (H ⋊M0 Z2ℓ)⋊ Z2, where the action of Z2 is induced
by the conjugation by ξ in Aut(E).
III) a) If θ(1) = M ℓ0 , Out(E) = (H ⋊M0 Zℓ)⋊ Z4, where the action of Z2 is induced by
the conjugation by ξ in Aut(E).
b) If θ(1) = −M ℓ0 , Out(E) = (H ⋊M0 Z2ℓ) ⋊ Z2, where the action of Z2 is induced
by the conjugation by ξ in Aut(E)
IV) a) If θ(1) = M ℓ0, Out(E)
∼= ((H ⋊M0 Zℓ) ⋊ Z2) ⋊ Z2, where the actions of the two
Z2 factors are induced by the conjugations by γ− and ξ in Aut(E).
b) If θ(1) = −M ℓ0 , Out(E) ∼= (H ⋊M0 Z2ℓ)⋊ Z2, where the action of Z2 is induced
by the conjugation by ξ in Aut(E).
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About the groups of the second class, also known either as sapphire or semi-torus
bundles, we have the following results:
Theorem 4.10 The short exact sequence
1 Aut0(E) Aut(E) Z2 1
splits. Hence
Aut(E) ∼= Aut0(E)⋊α Z2 ∼=
[(
Z⊕ Z)⋊−I2 Z2
]
⋊ω Z
]
⋊ζ Z2.
and
Theorem 4.11
I) If Aut10(E) = ∅ we have
Out(E) = 〈α, β, ρ, | α2 = β2s = ρ2 = 1,
αβ = βα, ραρ = α, ρβρ = β−1〉.
Hence Out(E) ∼= (Z2 ⊕ Z2s)⋊−1 Z2.
II) If Aut10(E) 6= ∅ and θ(1) = M ℓ00 = (M ℓ0)2, det(M ℓ0) = 1, M ℓ0 =
(
r s
t r
)
and the
sapphire is defined by B =
(
r −t
−s r
)
, we have Out(E) ∼= [(Z2⊕Z2t)⋊−1Z2]⋊ω Z2,
where
ωαω−1 = αrβst, ωβω−1 = αβr, ωρω−1 = αtβt(r+1)ρ.
III) If Aut10(E) 6= ∅ and θ(1) = −M ℓ00 = −(M ℓ0)2, det(M ℓ0) = −1, M ℓ0 =
(
r s
t r
)
and the
sapphire is defined by B =
(
r −t
s −r
)
, we have a short exact sequence
1 (Z2 ⊕ Z2t)⋊−1 Z2 Out(E) Z2 1
and a presentation of Out(E) is given by
Out(E) = 〈α, β, ρ, ω | α2 = β2t = ρ2 = 1,
αβ = βα, ραρ = α, ρβρ = β−1,
ω2 = βtρ, ωαω−1 = αrβst, ωβω−1 = αβr,
ωρω−1 = αtβt(r+1)ρ〉.
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Finally, one remark about the calculations we had to work through: specially in Sec-
tion 4, we used the computer algebra system Maxima (maxima.sourceforge.net) to
verify many of the identities that we present, since working them by hand would be
extremely error-prone.
2 Preliminaries
The family of closed Sol 3-manifolds can be divided into two types. One type is the sub-
family of the torus bundles given by an Anosov homeomorphism of the torus. Therefore
any such manifold is determined by a matrix A ∈ GL2(Z) and is denoted by MA. Fur-
thermore, from [19, Lemma 1.1 item 4] we have that MA is isomorphic to MB if and only
if A is either conjugate to B or to B−1.
The second type of closed Sol 3-manifolds are the ones which are not torus bundle and
belong to the subfamily of the so-called sapphires, following [17]. They are constructed
as follows: for any Anosov matriz A given by(
r s
t u
)
, (1)
we obtain a sapphire by gluing two I-bundles over the Klein bottle by a homeomorphism
of the boundary, which is a torus, defined by the matrix A. Denote by KA the resulting
manifold. From [17] we obtain that KA is not a torus bundles if and only if rstu 6= 0.
Also, [17, Theorem 1] gives the precise description when two such matrices A and B lead
to two homeomorphic manifolds KA, KB.
Now we recall the main result from [23]. Let us consider a short exact sequence of
groups
1 G E Π 1.ι
η
(2)
Denote by: Aut(E;G) the set of automorphisms of E which, when restricted to G define
an isomorphism of G; Z(G) the centre of G; α˜ : Π → Out(G) the homomorphism given
by the above extension; Z1α(Π,ZG) the crossed homomorphisms.
Definition 2.1 A pair (σ, τ) ∈ Aut(Π) × Aut(G) is called compatible if σ fixes Ker(α˜)
and the automorphism induced by σ on Πα˜ is the same as that induced by the inner
automorphism of Out(G) determined by τ .
Let C be the set of all compatible pairs. The following Theorem is proved in [23]:
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Theorem 2.2 There is a set map C → H2(Π,Z(G)) such that the sequence
1 Z1α(Π,Z(G)) Aut(E;G) C H2(Π,Z(G)) (3)
is exact.
Sometimes it is more convenient to use the following exact sequence, which promptly
follows from the Theorem above:
1 Z1α(Π,Z(G)) Aut(E;G) Aut(Π)× Aut(G),ψ (4)
where the last map is the natural obvious one, and it is also a homomorphism. For more
details about the maps and homomorphisms that appear in the theorem above see [23].
Corollary 2.3 If the group G has trivial center then we have an isomorphism
1 Aut(E;G) C 1.
∼=
Corollary 2.4 If the extension (2) is characteristic then we have the following short exact
sequence
1 Z1α(Π,Z(G)) Aut(E) Im(ψ) 1.ι ψ (5)
Let us recall how the action of im(ψ) on Z1α(Π,Z(G)) is defined: given an element of
λ ∈ im(ψ), then there is an automorphism α : E → E which corresponds to the given
element. Then we must compute λ ∗ (β) = α ◦ β ◦ (α)−1 where β = Id + β0 and β0 is a
derivation. The result is an automorphism of E that when restricted to the subgroup G
is the identity and induces the identity on the quotient. So λ ∗ (β) = Id + β ′0 and it is
easy to see that β ′0 = α|−1G ◦ β0 ◦ α¯.
3 The groups Aut and Out of the fundamental group
of a torus bundle
Here we consider the fundamental group of torus bundles where the homeomorphism used
to construct it is Anosov. It is well known that these fundamental groups are semi-direct
products (Z⊕Z)⋊θZ where the automorphism θ(1) is a 2×2 Anosov matrix. To simplify,
sometimes by abuse of notation we denote (Z⊕ Z)⋊θ Z by (Z⊕ Z) ⋊
θ(1)
Z.
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So let E = (Z⊕ Z)⋊θ Z, where θ(1) ∈ GL2(Z) is an Anosov matrix. The short exact
sequence
1 Z⊕ Z E Z 1
splits and the action of Z on Z⊕ Z is given by θ(1).
If we call d and b the generators of Z⊕ Z E E which correspond to generators of the
summands, respectively, and v an element of E that projects to the generator 1 ∈ Z, then
a presentation of E is given by
E =
〈
d, b, v | db = bd, vdv−1 = θ(1)
(
1
0
)
, vbv−1 = θ(1)
(
0
1
)〉
, (6)
where we make the identification dmbn =
(
m
n
)
for the elements of Z⊕ Z.
Lemma 3.1 The subgroup Z ⊕ Z is characteristic with respect to automorphisms of E.
Hence we obtain the exact sequence
1 Z1θ(Z,Z⊕ Z) Aut(E) Aut(Z)×Aut(Z⊕ Z).
ψ
Proof: The first part follows from [11]. The second part is a consequence of Theorem 2.2.
More precisely, it follows readily from equation (4).
In order to compute Aut(E) we first determine all automorphisms that induce the
identity idZ on the quotient Z. Next we determine all the automorphisms that induce
− idZ on the quotient, and finally we describe the group structure of Aut(E) and of
Out(E).
For S ∈ GL2(Z) let C(S) = {M ∈ GL2(Z) : MS = SM}. It is known (see [19,
Lemma 1.7]) that there is a matrix M0 ∈ GL2(Z) such that
C(S) = {±M ℓ0 : ℓ ∈ Z} ∼= Z2 ⊕ Z, (7)
if S is neither the identity matrix I2 nor −I2. If S is of infinite order then the number of
possible matrices M0 are exactly 4. Namely, given M0, they are {±M±10 }.
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Proposition 3.2 The intersection of image of ψ with the subgroup {idZ} × Aut(Z⊕ Z)
is the subgroup generated by (idZ,M0) and (idZ,− idZ⊕Z). If we denote by Aut0(E) the
elements of Aut(E) which project to elements of the form (idZ, τ), we have the short exact
sequence
1 (Z⊕ Z) ⋊
M0
Z Aut0(E) Z2 1,
where the map Aut0(E) → Z2 is determined by the map sending (idZ,M0) to 02 and
(idZ,− idZ⊕Z) to 12. Further, the sequence splits, so Aut0(E) ∼= ((Z ⊕ Z) ⋊
M0
Z)⋊φ Z2,
and with respect to the splitting given by s(12) = (idZ,− idZ⊕Z), the action is given by
φ(m,n, t) = (−m,−n, t).
Proof: The equation Mθ(1) = θ(1)M is precisely the condition for the existence of an
automorphism on the semi-direct product which induces the automorphisms idZ ∈ Aut(Z)
and M ∈ Aut(Z⊕ Z). The short exact sequence given by Theorem 2.2 and the fact that
Z1θ (Z,Z⊕ Z) = Z⊕ Z, together with equation (7), give us the short exact sequence
1 Z⊕ Z Aut0(E) Z2 ⊕ Z 1.
ψ|Aut0(E)
The automorphisms α, β ∈ Aut0(E) defined by
α(d) = d, β(d) = d,
α(b) = b, β(b) = b,
α(v) = dv, β(v) = bv
generate ker(ψ|Aut0(E)) ∼= Z⊕ Z. The automorphism γ+ ∈ Aut0(E) given by
γ+(d
mbn) = M0
(
m
n
)
, γ+(v) = v
is projected by ψ onto (idZ,M0) and the automorphism γ− ∈ Aut0(E) defined by
γ−(d
mbn) = d−mb−n, γ−(v) = v
is projected onto (idZ,− idZ⊕Z). The subgroup of Aut0(E) generated by α, β and γ+ is
isomorphic to (Z⊕ Z) ⋊M0 Z. This can be readily seen since the subgroup generated by
γ+ is infinite cyclic and (γ+)(α
xβy)(γ+)
−1 = M0(α
xβy). Finally, the subgroup generated
by α, β and γ+ has index 2 in Aut0(E), and this gives the short exact sequence of
the statement. If one wants a presentation for Aut0(E), a straightforward computation
shows that (γ−)α(γ−)
−1 = α−1, (γ−)β(γ−)
−1 = β−1, (γ−)(γ+)(γ−)
−1 = γ+ and, of course,
(γ−)
2 = 1. The “further” part is straighforward.
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Although the explict calculation of a generator M0 may not be straightforward, the
elements (idZ, θ(m)), for m ∈ Z\{0} are non-trivial elements which belong to the image of
ψ besides (idZ,− idZ⊕Z). This is not the case for the elements where the first coordinate is
− idZ, since the set of such elements may or may not be empty. In order to find elements
in the image of ψ in this case, this is equivalent to ask if for the given θ(1) ∈ GL2(Z) we
can find B ∈ GL2(Z) such that Bθ(1)B−1 = θ−1(1). Following [19] we denote by R(θ(1))
the set of B ∈ GL2(Z) such that Bθ(1)B−1 = θ(1)−1. See the Appendix for a detailed
analyzis of the set R(θ(1)), where we give necessary and sufficient condition for the set
R(θ(1)) to be not empty.
Lemma 3.3 There is a short exact sequence
1 Aut0(E) Aut(E) Z2 1,
ψ
if R(θ(1)) is not empty, otherwise we have Aut0(E) ∼= Aut(E).
Proof: The proof is straightforward.
Now we calculate a presentation of Aut(E) assuming that R(θ(1)) is not empty, and
let B0 ∈ R(θ(1)). We use [15, Proposition 1, page 139], and consider an automorphism
ξ such that restricted to Z⊕ Z is given by a matrix B0 ∈ R(θ(1)), and such that induces
− idZ on the quotient Z. The matrix B20 commutes with θ(1). Therefore if we choose
another element ξ1 with similar properties as ξ, it must be of the form ξ1 = εM
k
0 ξ where
ε ∈ {I2,−I2}. It follows that
ξ21 = εM
k
0 ξεM
k
0 ξ = (ε)
2Mk0 ξM
k
0 ξ
−1ξ2 = ξ2,
so ξ2 is independent of the choice of B0 ∈ R(θ(1)). In fact we can show:
Lemma 3.4 The set R(θ(1)) is non empty if and only if the matrix θ(1) has determinant
1 and is conjugate to one of the matrices of the form A =
(
x y
z x
)
, or to a matrix of the
form A =
(
x y
y z
)
, or to a matrix of the form A =
(
x y
w − x w
)
. In the first and third
cases we have B20 = I2 and in the second case we have B
2
0 = −I2.
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Proof: This follows promptly from Proposition 5.8 since B0 is conjugate to
(
1 0
0 −1
)
,(
1 1
0 −1
)
, in the first and third cases, respectively, and conjugate to
(
0 −1
1 0
)
, in the
second case.
So to complete a presentation of the group it suffices to describe a choice of a matrix B0
and the action of the automorphism ξ ∈ Aut(E) on Aut0(E) by conjugation. The choice
of B0 can be made using the appendix and then we can get a presentation of Aut(E).
Theorem 3.5 The group Aut(E) is given by:
I) Suppose that θ(1) is conjugate to a matrix of the form
(
x y
z x
)
. Then Aut(E) ∼=
Aut0(E) ⋊w Z2, where the action of the semi-direct product is given by the au-
tomorphism w = w(12) : ((Z ⊕ Z) ⋊
M0
Z)⋊φ Z2 → ((Z ⊕ Z) ⋊
M0
Z)⋊φ Z2 defined by
w(γ−) = γ−, w(m,n) = −θ(1)B0(m,n), and
w(γ+) =
{
γ+, if B0M0B
−1
0 = M
−1
0 ,
γ−γ+, if B0M0B
−1
0 = −M−10 .
II) Suppose that θ(1) is conjugate to a matrix of the form
(
x y
y z
)
. Then Aut(E) ∼=
((Z ⊕ Z) ⋊
M0
Z)⋊w Z4, where the action of the semidirect product is given by the
automorphism w = w(14) : ((Z ⊕ Z) ⋊
M0
Z) → ((Z ⊕ Z) ⋊
M0
Z) defined by w(m,n) =
−θ(1)B0(m,n) and
w(γ+) =
{
γ+, if B0M0B
−1
0 = M
−1
0 ,
γ−γ+, if B0M0B
−1
0 = −M−10 .
III) Suppose that θ(1) is conjugate to a matrix of the form A =
(
x y
w − x w
)
. Then
Aut(E) ∼= Aut0(E) ⋊w Z2, where the action of the semi-direct product is given by
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the automorphism w = w(12) : ((Z⊕ Z) ⋊
M0
Z)⋊φ Z2 → ((Z⊕ Z) ⋊
M0
Z)⋊φ Z2 defined
by w(γ−) = γ−, w(m,n) = −θ(1)B0(m,n), and
w(γ+) =
{
γ+, if B0M0B
−1
0 = M
−1
0 ,
γ−γ+, if B0M0B
−1
0 = −M−10 .
Proof:
I) Choose B0 =
(
1 0
0 −1
)
and ξ(dmbn) = dmb−n, ξ(v) = v−1. Then
ξ(αmβn)ξ−1(v) = drbsv,
where (r, s) = −θ(1)B0(m,n), and ξγ+ξ−1(dmbn) = ±M−10 (dmbn), hence ξγ+ξ−1 ∈
{γ−1+ , γ−γ−1+ }. We have ξ2 = idE and ξγ−ξ−1 = γ−, hence Aut(E) = Aut0(E) ⋊ Z2
with the action given in the statement.
II) Choose B0 =
(
0 −1
1 0
)
and ξ(dmbn) = d−nbm, ξ(v) = v−1. Then
ξ(αmβn)ξ−1(v) = drbsv,
where (r, s) = −θ(1)B0(m,n), and we have ξαξ−1 = θ(b−1)v and ξβξ−1 = θ(d)v.
We also have ξγ+ξ
−1(dmbn) = ±M−10 (dmbn) and ξγ+ξ−1(v) = v, hence ξγ+ξ−1 ∈
{γ−1+ , γ−γ−1+ }. Finally, ξ2 = γ− and we have Aut(E) ∼= ((Z⊕Z)⋊M0 Z)⋊Z4, where
Z4 is generated by the class of ξ.
III) Choose B0 =
(
1 1
0 −1
)
and ξ(dmbn) = dm+nb−n, ξ(v) = v−1. Then
ξ(αmβn)ξ−1(v) = drbsv,
where (r, s) = −θ(1)B0(m,n), and ξγ+ξ−1(dmbn) = ±M−10 (dmbn), hence ξγ+ξ−1 ∈
{γ−1+ , γ−γ−1+ }. We have ξ2 = idE and ξγ−ξ−1 = γ−, hence Aut(E) = Aut0(E) ⋊ Z2
with the action given in the statement.
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Now we calculate Out(E). For g ∈ E, we denote by κg ∈ Inn(E) the conjugation by g,
that is, κg(x) = gxg
−1. Let θ(1) =
(
r s
t u
)
; an easy calculation shows that κd = α
1−rβ−t,
κb = α
−sβ1−u, so the subgroup 〈κd, κb〉 ≤ 〈α, β〉 ∼= Z⊕Z is isomorphic to (I2−θ(1))(Z⊕Z).
We also have
κv =
{
γℓ+, if θ(1) = M
ℓ
0,
γ−γ
ℓ
+, if θ(1) = −M ℓ0 ,
Observe that every inner automorphism of E = (Z ⊕ Z) ⋊θ Z induces the iden-
tity on the quotient Z. Now we compute Out0(E) = Aut0(E)/ Inn(E) and Out(E) =
Aut(E)/ Inn(E). We consider 4 cases.
I) Aut0(E) = Aut(E);
II) Aut0(E) 6= Aut(E) and θ(1) is conjugate to
(
x y
z x
)
.
III) Aut0(E) 6= Aut(E) and θ(1) is conjugate to
(
x y
y z
)
.
IV) Aut0(E) 6= Aut(E) and θ(1) is conjugate to
(
x y
w − x w
)
.
Theorem 3.6 Let H =
〈α, β〉
〈κd, κb〉
∼= Z⊕ Z
(I2 − θ(1))(Z⊕ Z) , which is a finite group since θ(1)
is Anosov. Considering the four cases listed above, we have:
I) a) If θ(1) = M ℓ0, Out(E)
∼= (H ⋊M0 Zℓ)⋊ Z2, where the generator of Z2 acts on H
by multiplication by −1 and on Zℓ as the identity.
b) If θ(1) = −M ℓ0, Out(E) ∼= H ⋊M0 Z2ℓ.
II) a) If θ(1) = M ℓ0, Out(E)
∼= ((H ⋊M0 Zℓ) ⋊ Z2) ⋊ Z2, where the actions of the two
Z2 factors are induced by the conjugations by γ− and ξ in Aut(E).
b) If θ(1) = −M ℓ0, Out(E) ∼= (H ⋊M0 Z2ℓ) ⋊ Z2, where the action of Z2 is induced
by the conjugation by ξ in Aut(E).
III) a) If θ(1) = M ℓ0, Out(E) = (H ⋊M0 Zℓ)⋊ Z4, where the action of Z2 is induced by
the conjugation by ξ in Aut(E).
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b) If θ(1) = −M ℓ0, Out(E) = (H ⋊M0 Z2ℓ) ⋊ Z2, where the action of Z2 is induced
by the conjugation by ξ in Aut(E).
IV) a) If θ(1) = M ℓ0, Out(E)
∼= ((H ⋊M0 Zℓ) ⋊ Z2) ⋊ Z2, where the actions of the two
Z2 factors are induced by the conjugations by γ− and ξ in Aut(E).
b) If θ(1) = −M ℓ0, Out(E) ∼= (H ⋊M0 Z2ℓ) ⋊ Z2, where the action of Z2 is induced
by the conjugation by ξ in Aut(E).
Proof: The analyses of the four cases are similar.
I) Let θ(1) =
(
r s
t u
)
.
a) A presentation for Out(E) is given by
Out(E) = 〈α, β, γ+, γ− | αβ = βα, γ+(αmβn)γ−1+ =M0(αmβn),
γ2− = 1, γ−αγ
−1
− = α
−1, γ−βγ
−1
− = β
−1, γ−γ+γ
−1
− = γ
−1
+ ,
α1−rβ−t = α−sβ1−u = 1, γℓ+ = 1〉,
from which the statement follows.
b) In this case, a presentatation of Out(E) is given by
Out(E) = 〈α, β, γ+, γ− | αβ = βα, γ+(αmβn)γ−1+ = M0(αmβn),
γ2− = 1, γ−αγ
−1
− = α
−1, γ−βγ
−1
− = β
−1, γ−γ+γ
−1
− = γ
−1
+ ,
α1−rβ−t = α−sβ1−u = 1, γ− = γ
ℓ
+〉
= 〈α, β, γ+ | αβ = βα, γ2ℓ+ = 1, γ+(αmβn)γ−1+ = M0(αmβn),
α1−rβ−t = α−sβ1−u = 1〉,
from which the statement follows.
II) This case is analogous to the previous one.
III) a) This item is also analogous to case I.
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b) Let θ(1) =
(
x y
y z
)
and B0 =
(
0 −1
1 0
)
. In this case, a presentation of Out(E)
is
Out(E) = 〈α, β, γ+, ξ | αβ = βα, α1−xβ−y = α−yβ1−z = 1,
γ+(α
mβn)γ−1+ = M0(α
mβn),
ξ(αmβn)ξ−1 = −θB0(αmβn), ξγ+ξ−1 = ξ2γ−1+ ,
ξ4 = 1, ξ2γℓ+ = 1〉
= 〈α, β, γ+, ξ | αβ = βα, α1−xβ−y = α−yβ1−z = 1,
γ+(α
mβn)γ−1+ = M0(α
mβn),
ξ(αmβn)ξ−1 = −θB0(αmβn), γ+ξ−1 = ξγ−1+ ,
ξ2 = γℓ+, γ
2ℓ
+ = 1〉,
from which the statement follows, since the exact sequence
1 H ⋊M0 Z2ℓ Out(E) Z2 = 〈ξ〉 1
splits, with a section given by ξ 7→ ξγ−1+ .
IV) This case is analogous to the case II, which in turn is analogous to I.
4 The groups Aut and Out for the Sapphire Sol-
manifold
Here we follow the classification of the sapphire manifolds given by Morimoto in [17]. For
each matrix
B =
(
r s
t u
)
∈ GL2(Z), (8)
a 3-manifold is constructed using a homeomorphism h of the torus T , where h induces on
the fundamental group of T the homomorphism given by the matrix B. We know from [17,
Theorem 1] when two matrices B1, B2 provide, up to homeomorphism, the same manifold,
and it follows that we can assume without loss of generality that det(B) = ru − st = 1.
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So, from now on, our matrix B is fixed and of determinant 1. Also, if the sapphire has
the Sol geometry and is not a torus bundle, from [17] we must have rstu 6= 0.
Let E be the fundamental group of the sapphire defined by the matrix B. The group
Aut(E) is closely related to Aut(E ′), where E ′ is the fundamental group of a certain torus
bundle. More precisely, by [11, Lemma 3.3] we have the following short exact sequence
where the kernel is characteristic with respect to automorphism of E:
1→ (Z⊕ Z)⋊
θ
Z→ E → Z2 → 1.
The matrix θ = θ(1) is given by (
ru+ st −2rt
−2su ru+ st
)
. (9)
One presentation of E is
E = 〈 d, b, v, a | db = bd, vdv−1 = θ(d), vbv−1 = θ(b),
a2 = d, ab = b−1a, ava−1 = dr−ru−stbs−2suv−1 〉,
(10)
where d and b are the generators of the subgroup (Z⊕Z) of (Z⊕Z)⋊θ Z, v ∈ (Z⊕Z)⋊θ Z
is such that its class generates the quotient Z = ((Z ⊕ Z) ⋊θ Z)/(Z ⊕ Z), and a is a
remaining generator of E that projects onto the generator of Z2.
Lemma 4.1 The map ψ : Aut(E)→ Aut((Z⊕ Z)⋊θ Z) is injective.
Proof: This follows promptly from the exact sequence given by Theorem 2.2 and the
fact that the center of (Z⊕ Z)⋊θ Z is trivial.
Our task is to decide which automorphisms of (Z⊕Z)⋊θZ extend to the group E, which
amounts to deciding which automorphisms of (Z ⊕ Z) ⋊θ Z also preserve the last three
relations of (10). We will consider two types of automorphisms of (Z⊕Z)⋊θZ: Type I are
the automorphisms which induce the identity map on the quotient [(Z⊕Z)⋊θZ]/(Z⊕Z) =
Z, and Type II are the automorphisms which induce minus the identity map on the same
quotient.
Remark: The torus bundles (Z ⊕ Z)⋊θ Z where θ(1) is given by (9), by Proposition
5.8, always admit automorphisms of Type II since the matrix of the gluing map of the
torus bundles has the two elements of the diagonal equal.
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We first address the case of Type I maps. In this case it follows from the classification
of the automorphisms, of (Z ⊕ Z) ⋊θ Z, that a such automorphism when restricted to
Z⊕Z is an automorphism of the form δM ℓ0 for some ℓ ∈ Z, δ ∈ {±1} and some primitive
Anosov matrix M0 given by [19, Lemma 1.7]. Recall that the matrix B used to construct
the Sapphire has det(B) = 1. So let ϕ ∈ Aut((Z ⊕ Z) ⋊θ Z) be a Type I automorphism
that we attempt to extend to an automorphism of E (that we also call ϕ by an abuse of
notation) by setting
ϕ(dxby) = δM ℓ0(d
xby), δ ∈ {±1},
ϕ(v) = dpbqv, (11)
ϕ(a) = dmbnvka,
for certain integers ℓ, p, q, m, n, k. The next lemma answers when such a map preserves
the relation ab = b−1a.
Lemma 4.2 (Fundamental I) Let ϕ ∈ Aut((Z⊕Z)⋊θZ) be a Type I automorphism. If
we attempt to extend ϕ to an automorphism of E as in equation (11), then the extension
ϕ satisfies ϕ(ab) = ϕ(b−1a) if, and only if, 2ℓ = kℓ0 and ε
k det(M0)
ℓ = 1, where ℓ0 ∈ Z is
the integer such that θ(1) = εM ℓ00 , ε ∈ {±1}.
Proof: Let P =
(
x z
y w
)
∈ SL2(R) be a matrix such that P−1M0P is diagonal. We claim
that xw + yz = 0 (which readily implies xw = 1/2 and yz = −1/2). One way to see this
is the following: if P−1M0P is diagonal, then so is P
−1θP . Now a simple computation of
the eigenvectors of θ (observing that the diagonal entries of θ are equal) yields the claim.
We have
ϕ(ab) = ϕ(b−1a)⇐⇒
dmbnvka
(
δ 0
0 δ
)
M ℓ0(b) =
(
δ 0
0 δ
)
M ℓ0(b
−1)dmbnvka⇐⇒
vka
(
δ 0
0 δ
)
M ℓ0(b) =
(
δ 0
0 δ
)
M ℓ0(b
−1)vka⇐⇒
θk
(
δ 0
0 −δ
)
M ℓ0
(
0
1
)
=
(
δ 0
0 δ
)
M ℓ0
(
1 0
0 −1
)(
0
1
)
⇐⇒[(
1 0
0 −1
)
M−ℓ0
(
δ 0
0 δ
)
θk
(
δ 0
0 −δ
)
M ℓ0
](
0
1
)
=
(
0
1
)
.
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Let N =
(
1 0
0 −1
)
M−ℓ0
(
δ 0
0 δ
)
θk
(
δ 0
0 −δ
)
M ℓ0 . We have det(N) = det(θ)
k = 1k = 1
and, since 1 is an eigenvalue of N , the characteristic polynomial of N is (λ−1)2. We also
have that
(
0
1
)
is an eigenvector corresponding to the eigenvalue 1, so we actually have
N =
(
1 0
e 1
)
for some e ∈ Z. Hence we can write(
1 0
0 −1
)
M−ℓ0
(
δ 0
0 δ
)
θk
(
δ 0
0 −δ
)
M ℓ0 =
(
1 0
e 1
)
.
Now let P =
(
x z
y w
)
∈ SL2(R) be such that P−1M0P =
(
λ1 0
0 λ2
)
. Multiplying the
equation above by P−1 on the left and by P on the right, we get
εk
(
λℓ1λ
kℓ0−ℓ
2 0
0 λ2λ
kℓ0−ℓ
1
)
=
(
(1− exz) −ez2
ex2 (1 + exz)
)
,
which implies e = 0 and λℓ1λ
kℓ0−ℓ
2 = λ
ℓ
2λ
kℓ0−ℓ
1 = ±1. But M0 is an Anosov matrix, so
|λ1| 6= 1 6= |λ2| and |λ1λ2| = 1. Since we have
|λℓ1λkℓ0−ℓ2 | = 1⇒ |λkℓ0−2ℓ2 | = 1,
we get kℓ0−2ℓ = 0. Now, from the above matrix equality, we must have εk(λ1λ2)ℓ = 1⇔
εk det(M0)
ℓ = 1.
Next we look at the other two relations that ϕ in equation (11) must satisfy to be an
element of Aut(E). We first analyze the case k even, starting when k = 0. Still using the
notation of equation (11), let’s denote by Aut0(E) the automorphisms of E that induce
a type I automorphism of (Z⊕ Z)⋊θ Z, and let
Autk0(E) = {ϕ ∈ Aut0(E) | ϕ(a) = dmbnvka for some m, n ∈ Z}. (12)
It is easy to see that ϕk1 ∈ Autk10 (E), ϕk2 ∈ Autk20 (E) ⇒ ϕk1ϕk2 ∈ Autk1+k20 (E) and
ϕk ∈ Autk0(E)⇒ ϕ−1k ∈ Aut−k0 (E), hence Aut00(E) is a normal subgroup of Aut0(E). It is
this subgroup that we describe now. By Lemma 4.2, we know that k = 0 implies ℓ = 0.
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Proposition 4.3 An element ϕ ∈ Aut00(E) has one of the following two forms:
1.
ϕ(dxby) = dxby,
ϕ(a) = bna,
ϕ(v) = drtn+ctb−stn−cuv,
where c, n are any integers.
2.
ϕ(dxby) = d−xb−y,
ϕ(a) = d−1bna,
ϕ(v) = dr(tn−1+u)+ctb−s(tn−1+u)−cuv,
where c, n are any integers.
Proof: The relation a2 = d yields d2m+1 = d±1, hence m = 0 or m = −1 according to
the sign. In the first case, corresponding to m = 0, the relation ava−1 = dr−ru−stbs−2suv−1
yields the linear system (in the unknowns p, q)(
θ−1 +
(
1 0
0 −1
))(
p
q
)
= (θ−1 − I2)
(
0
n
)
,
which is equivalent to up + tq = tn and has p = rtn + ct, q = −stn − cu as the general
integer solution.
In the second case, corresponding to m = −1, the linear system obtained is(
θ−1 +
(
1 0
0 −1
))(
p
q
)
= −2
(
r − ru− st
s− 2su
)
+ (θ−1 − I2)
(−1
n
)
,
which is equivalent to up + tq = nt − 1 + u and has p = r(tn − 1 + u) + ct, q =
−s(tn− 1 + u)− cu as the general integer solution.
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In the previous proposition, an element ϕ ∈ Aut00(E) of the first type is entirely
determined by the integers c and n. It is immediate to check that the map
Ξ: Z⊕ Z→ Aut00(E)
(n, c) 7→ ϕ : E → E
ϕ(dxby) = dxby
ϕ(a) = bna
ϕ(v) = drtn+ctb−stn−cuv
is an injective group homomorphism.
Theorem 4.4 There is a split exact sequence
0 Z⊕ Z Aut00(E) Z2 0Ξ
and Aut00(E)
∼= (Z⊕ Z)⋊−I2 Z2.
Proof: The homomorphism Aut00(E) → Z2 is defined by mapping to the generator of
Z2 exactly those automorphisms ϕ such that ϕ(d
xby) = d−xb−y, so the existence of the
short exact sequence is clear. Also, a simple calculation shows that any ρ ∈ Aut00(E) that
satisfies ρ(dxby) = d−xb−y also satisfies ρ2 = 1E, so the sequence splits. In particular, for
ρ(dxby) = d−xb−y ϕ(dxby) = dxby
ρ(a) = d−1a ϕ(a) = bna
ρ(v) = dr(u−1)bs(1−u)v ϕ(v) = drtn+ctb−stn−cuv,
we have
ρϕρ(dxby) = dxby,
ρϕρ(a) = b−na,
ρϕρ(v) = d−rtn−ctbstn+cuv,
so the map Z2 → Aut(Z⊕ Z) takes the generator of Z2 to the matrix −I2.
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Now we investigate the cosets Autk0(E) of Aut
0
0(E) in Aut0(E). The next result shows
that Autk0(E) 6= ∅ when k is even.
Theorem 4.5 If k = 2, an extension ϕ as in equation (11) exists.
Proof: If the extension ϕ exists, we have ℓ = ℓ0, M
ℓ
0 = εθ (ε = ±1) and the relation
a2 = d gives us
dmbnv2admbnv2a = εθ(d)⇔
dmbnv2dmb−n(ava−1)2a2 = εθ(d)
dmbnθ2(dmb−n)v2(dr−ru−stbs−2suv−1)2d = εθ(d)(
I2 + θ
2
(
1 0
0 −1
))(
m
n
)
+ (θ + θ2)
(
r − ru− st
s− 2su
)
= (εθ − I2)
(
1
0
)
.
We put the above system (with unknowns m, n) in the matrix form A
(
m
n
)
=
(
b1
b2
)
and
analyze two cases, corresponding to ε = ±1. In both cases, we have
A =
(
(ru+ st)2 + 4rstu+ 1 4rt(ru+ st)
−4su(ru+ st) −(ru+ st)2 − 4rstu+ 1
)
,
and note that det(A) = 0. Hence the system will have (rational) solutions if, and only
if, A11b2 − A21b1 = 0. Now we write d = ru − st = 1 and notice that, in both cases,
corresponding to the + or − signs, we have
A11b2 −A21b1 = 2(d− 1)s(2st− 1) = 0.
Assuming ε = 1, the linear system is equivalent to
(2st+ 1)m+ (2rt)n = 1− r,
which has integer solutions since gcd(2st+1, 2rt) = 1. The general integer solution (m,n)
is given by
m = (ru+ st− r) + c(2rt)
n = (s− 2su)− c(2st+ 1).
Still assuming ε = 1, we now consider the relation ava−1 = dr−ru−stbs−2suv−1, which
yields
dmbnv2adpbqva−1v−2d−mb−n = θ(dr−ru−stbs−2su)v−1d−pb−q,
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from which we obtain the following linear system in the unknowns p and q:
(
I2 − θ−1
)(m
n
)
+
(
θ2
(
1 0
0 −1
)
+ θ−1
)(
p
q
)
= (θ − θ2)
(
r − ru− st
s− 2su
)
.
Writing the above system in the matrix form C
(
p
q
)
=
(
e1
e2
)
, we have det(C) = 0 and
hence the system has rational solutions if, and only if, C11e2 − C21e1 = 0. We get
C11e2 − C21e1 = (8s2t2 + 10st+ 2)(2msu− 2su+ 4s2t+ 2nst+ 2s)−
((2− 4r)st+ 2mst + 2nrt)(−8s2t− 2s)u.
Substituting the expressions for m and n in the above expression, it factors as 4s(4st +
1)(u+ 2cst2 − 3st + ct− 1)(ru− st− 1) = 0, so the linear system has rational solutions
and is equivalent to
(8s2t2 + 10st+ 2)p+ (8rst2 + 6rt)q = t(−4rs− 2cr)
u(4ru− 3)p+ t(4ru− 1)q = −t(2s+ c),
that has integer solutions for any c ∈ Z since gcd(u(4ru− 3), t(4ru− 1)) = 1. In fact∣∣∣∣ d | 4ru2 − 3ud | 4rut− t ⇒
∣∣∣∣ d | 4ru2t− 3utd | 4rut− t ⇒
∣∣∣∣ d | 2utd | 4rut− t ⇒
∣∣∣∣ d | 4rutd | 4rut− t ⇒∣∣∣∣ d | td | u(4ru− 3) gcd(u,t)=1⇒
∣∣∣∣ d | td | 4ru− 3 ⇒
∣∣∣∣ d | td | 4(1 + st)− 3 = 4st + 1 ⇒ d | 1.
Finally, in the case ε = −1 ⇔ M ℓ0 = −θ, we also have extensions ϕ since they are all
obtained by composing with an appropriate element of Aut00(E).
The investigation of the cosets Autk0(E) for k odd is greatly simplified now that the
even case is understood. For k odd, we have Autk0(E) 6= ∅ ⇔ Aut10(E) 6= ∅ We start with
a very simple lemma.
Lemma 4.6 If neither θ(1) nor −θ(1) has a square root, there is no automorphism ϕ
with k odd.
Proof: By the fundamental lemma, if there is an automorphism with k odd, then we
have ℓ0 even. Since θ(1) = ±M ℓ00 , there follows that M ℓ0 is a square root of either θ(1)
nor −θ(1). So the result follows.
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Let k = 1, which by the fundamental lemma implies ℓ0 = 2ℓ. As a consequence of the
previous lemma, we need to consider two cases, the first being when θ(1) admits square
root, and the second when −θ(1) admits square root.
Let us set up some notation. Because the two elements of the diagonal of θ(1) are the
same, this is also the case with M0. So let us write M
ℓ
0 =
(
r s
t r
)
, where M0 is Anosov,
so
M ℓ00 =
(
r2 + st 2rs
2rt r2 + st
)
.
According to Lemma 4.2, the two cases to analyze are as follows, knowing that the
relation ab = b−1a is satisfied:
1) θ(1) = M ℓ00 (which implies det(M
ℓ
0) = 1), ϕ(d
xby) = δM ℓ0(d
xby), δ = ±1.
2) θ(1) = −M ℓ00 (which implies det(M ℓ0) = −1), ϕ(dxby) = δM ℓ0(dxby), δ = ±1.
We will show below that in the two cases above we have extensions ϕ ∈ Aut10(E) for
δ = 1. Composing with elements of Aut00(E), this means we also have extensions with
δ = −1. So we will assume that δ = 1 in our analysis.
Consider the second relation a2 = d. To study the equation ϕ(a)2 = ϕ(d), we need
to have our sapphire defined, since we use the relation ava−1, which was not the case for
the first relation. Let θ(1) be as given in case 1 and consider the sapphire given by the
matrix
B =
(
r −t
−s r
)
.
The two fold cover is the torus bundle given by θ(1) and observe that det(N) = 1.
Theorem 4.7 In case 1, there is a ϕ ∈ Aut10(E).
Proof: Let ϕ be as in (11) with k = δ = 1. The relation ϕ2(a) = ϕ(d) is equivalent to
the homogeneous linear system(
r2 + st+ 1 −2rs
2rt −r2 − st+ 1
)(
m
n
)
=
(
0
0
)
,
so we take the obvious solution m = n = 0. The last relation to be verified is then
ϕ(ava−1) = ϕ(dr−r
2−stb−t+2rtv−1),
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which is equivalent to 2(r2+st)p−(4rs)q = 2−2r and admits p = r2−r+st, q = t(2r−1)
as a solution. One explicit element ω ∈ Aut10(E) is then given by
ω(dxby) =M(dxby),
ω(v) = dr
2−r+stbt(2r−1)v,
ω(a) = va,
where M = M ℓ0 =
(
r s
t r
)
.
Case 2 is similar: we consider the sapphire given by the matrix
B =
(
r −t
s −r
)
and then we can state:
Theorem 4.8 In case 2, there is also a ϕ ∈ Aut10(E).
The proof of case 2 is completely analogous and will be ommitted. We will, however,
write down an explicit element ω ∈ Aut10(E) obtained in this case:
ω(dxby) = M(dxby),
ω(v) = d−rb−tv,
ω(a) = va,
where M = M ℓ0 =
(
r s
t r
)
.
The coset Aut10(E) of Aut
0
0(E) may be empty or not. In any case, we have a homo-
morphism Aut0(E)→ Z given by
ϕ ∈ Autk0(E) 7→ k,
whose image is either Z or 2Z ∼= Z, so there is a split short exact sequence
1 Aut00(E) Aut0(E) Z 1
and we have
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Theorem 4.9 Aut0(E) ∼= Aut00(E)⋊ω Z ∼= [(Z⊕ Z)⋊−I2 Z2]⋊ω Z.
Proof: Following theorem 4.4 and considering the morphism Ξ just before it, the standard
generators of (Z⊕Z)⋊−I2 Z2 corresponding to (1, 0, 0), (0, 1, 0) and (0, 0, 1) are α, β, ρ ∈
Aut00(E) given by
α(dxby) = dxby β(dxby) = dxby ρ(dxby) = d−xb−y
α(v) = drtb−stv β(v) = dtb−uv ρ(v) = dr(u−1)bs(1−u)v
α(a) = ba β(a) = a ρ(a) = d−1a.
We have two cases to consider. If Aut10(E) = ∅, then ω is determined by an element of
Aut20(E). One such element, that we also call ω, is given by
ω(dxby) = θ(dxby)
ω(v) = d4rstb2s−4rsuv
ω(a) = dru+st−rbs−2suv2a.
Its inverse is given by
ω−1(dxby) = θ−1(dxby)
ω−1(v) = b2sv
ω−1(a) = d−8rstu+r−1b4su−8rsu
2+sv−2a.
The calculation of ωαω−1, ωβω−1 and ωρω−1 is extensive but straightforward. We get
(ωαω−1)(dxby) = dxby
(ωαω−1)(v) = drt(4st+1)b−st(4st+3)v ⇒ ωαω−1 = αru+stβ2rst
(ωαω−1)(a) = bru+st(a)
(ωβω−1)(dxby) = dxby
(ωβω−1)(v) = dt(4st+3)b−u(4st+1)v ⇒ ωβω−1 = α2uβru+st
(ωβω−1)(a) = b2ua
(ωρω−1)(dxby) = d−xb−y
(ωρω−1)(v) = d4s
2t2+4rst+5st−r+1b−s(1+4st+3u+4stu)v ⇒ ωρω−1 = α2s(u+1)β2rs(u+1)ρ
(ωρω−1)(a) = d−1b2s+2sua
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The second case is Aut10(E) 6= ∅, which breaks into two subcases. The first is θ(1) =
M ℓ00 = (M
ℓ
0)
2, det(M ℓ0) = 1, where M
ℓ
0 =
(
r s
t r
)
and the sapphire is defined by B =(
r −t
−s r
)
. The maps α, β, ρ and ω analogous to the ones considered in the first case
are given by
α(dxby) = dxby β(dxby) = dxby ρ(dxby) = d−xb−y
α(v) = d−rsb−stv β(v) = d−sb−rv ρ(v) = dr(r−1)bt(r−1)v
α(a) = ba β(a) = a ρ(a) = d−1a
ω(dxby) = M ℓ0(d
xby) ω−1(dxby) = M−ℓ0 (d
xby)
ω(v) = dr
2−r+stbt(2r−1)v ω−1(v) = d1−rb−tv
ω(a) = va ω−1(a) = d−2st+r−1bt(2r−1)v−1a.
What we get in this case is
ωαω−1 = αrβst
ωβω−1 = αβr
ωρω−1 = α−tβ−t(r+1)ρ.
Finally, the second subcase is θ(1) = −M ℓ00 = −(M ℓ0)2, det(M ℓ0) = −1, where M ℓ0 =(
r s
t r
)
and the sapphire is defined by B =
(
r −t
s −r
)
. The maps α, β, ρ and ω are now
given by
α(dxby) = dxby β(dxby) = dxby ρ(dxby) = d−xb−y
α(v) = drsbstv β(v) = dsbrv ρ(v) = d−r(r+1)b−t(r+1)v
α(a) = ba β(a) = a ρ(a) = d−1a
ω(dxby) = M ℓ0(d
xby) ω−1(dxby) = M−ℓ0 (d
xby)
ω(v) = d−rb−tv ω−1(v) = dv
ω(a) = va ω−1(a) = d2st−1b−2rtv−1a.
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Once again we get
ωαω−1 = αrβst
ωβω−1 = αβr
ωρω−1 = α−tβ−t(r+1)ρ.
Let’s now consider the type II automorphisms. First we observe that the group (Z⊕
Z)⋊θ Z, where
θ(1) =
(
ru+ st −2rt
−2su ru+ st
)
,
always admits automorphisms that induces −idZ on the quotient [(Z⊕Z)⋊θ Z]/(Z⊕Z),
and the restrictions to (Z⊕Z) can always be written on the form ±B0M ℓ0 for some ℓ ∈ Z,
where B0 satisfies B0θ(1)B
−1
0 = θ
−1. A solution for B0 on the latter equation is given by
B0 =
(
1 0
0 −1
)
,
see Proposition 5.8 in the Appendix.
If ϕ1 and ϕ2 are two automorphisms of E whose restrictions to (Z⊕Z)⋊θ Z are Type
II automorphisms, then the restriction of ϕ1ϕ
−1
2 to (Z⊕Z)⋊θZ is a Type I automorphism.
Hence, if we denote by Aut0(E) the elements of Aut(E) that induce Type I automorphisms
on (Z⊕ Z)⋊θ Z, we have the short exact sequence of groups
1 Aut0(E) Aut(E) Z2 1. (13)
The generator of the quotient Z2 is the class of any element of Aut(E) that induces a
Type II automorphism on (Z⊕ Z)⋊θ Z. One such family of automorphisms is given by
ζ : E → E
ζ(dxby) =
(
1 0
0 −1
)(
x
y
)
,
ζ(v) = dpbqv−1,
ζ(a) = a,
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where we must find all p and q for which the map above extends to an automorphism.
The calculation leads to
p = r − (ru+ st) + λ (ru+ st− 1)
gcd{−2su, ru+ st− 1} = r − (ru+ st) + λt,
q = (s− 2su)− λ (−2su)
gcd{−2su, ru+ st− 1} = (s− 2su) + λu,
for any λ ∈ Z, since ru+ st− 1 = 2st and gcd(2su, 2st) = 2s.
For λ = s, we have p = r − ru and q = s− su and a direct computation shows that
ζ2 = 1E. Hence we have
Theorem 4.10 The short exact sequence
1 Aut0(E) Aut(E) Z2 1
splits, hence
Aut(E) ∼= Aut0(E)⋊α Z2 ∼=
[(
Z⊕ Z)⋊−I2 Z2
]
⋊ω Z
]
⋊ζ Z2.
Proof: The structure of Aut(E) is clear. We just need to compute the action of ζ , where
ζ(dxby) = dxb−y
ζ(v) = dr−rubs−suv−1
ζ(a) = a
is an automorphism of type II of order 2. We will follow the notation from theorem 4.9.
When Aut10(E) = ∅, we get
ζαζ = α−1, ζβζ = β, ζρζ = ρ, ζωζ = α−2s(u+1)β2rs(u+1)ω−1.
When Aut10(E) 6= ∅, we have the same two subcases considered in theorem 4.9. In the
first subcase, we have θ(1) = M ℓ00 = (M
ℓ
0)
2, det(M ℓ0) = 1, where M
ℓ
0 =
(
r s
t r
)
and the
sapphire is defined by B =
(
r −t
−s r
)
. The map ζ is given by
ζ(dxby) = dxb−y,
ζ(v) = dr(1−r)bt(r−1)v−1,
ζ(a) = a,
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and we get
ζαζ = α−1, ζβζ = β, ζρζ = ρ, ζωζ = αtβ−t(r+1)ω−1.
In the second subcase, we have θ(1) = −M ℓ00 = −(M ℓ0)2, det(M ℓ0) = −1, where M ℓ0 =(
r s
t r
)
and the sapphire is defined by B =
(
r −t
s −r
)
. The map ζ is given by
ζ(dxby) = dxb−y,
ζ(v) = dr(r+1)b−t(r+1)v−1,
ζ(a) = a,
and we get
ζαζ = α−1, ζβζ = β, ζρζ = ρ, ζωζ = αtβ−rtρω−1.
Now we compute Out(E). If g ∈ E, let’s denote by κg ∈ Inn(E) the conjugation by
g: κg(x) = gxg
−1. We will use the notations from theorems 4.9 and 4.10.
If Aut10(E) = ∅, we have
κd = β
−2s, κb = α
2, κv = α
−2sβ−2rsω, κa = β
−sζ,
hence a presentation of Out(E) is given by
Out(E) = 〈α, β, ρ, ω, ζ | αβ = βα, ρ2 = 1, ραρ = α−1, ρβρ = β−1,
ωαω−1 = αru+stβ2rst, ωβω−1 = α2s(u+1)β2rs(u+1)ρ,
ζ2 = 1, ζαζ = α−1, ζβζ = β,
ζρζ = ρ, ζωζ = α−2s(u+1)β2rs(u+1)ω−1,
β−2s = α2 = α−2sβ−2rsω = β−sζ = 1〉.
We have ζ = βs, and ω = α2sβ2rs = 1, so
Out(E) = 〈α, β, ρ, | α2 = β2s = ρ2 = 1,
αβ = βα, ραρ = α, ρβρ = β−1〉
and Out(E) ∼= (Z2 ⊕ Z2s)⋊−1 Z2.
If Aut10(E) 6= ∅, as usual we have two subcases: in the first one, when θ(1) = M ℓ00 =
(M ℓ0)
2, det(M ℓ0) = 1, M
ℓ
0 =
(
r s
t r
)
and the sapphire is defined by B =
(
r −t
−s r
)
, we
get
κd = β
2t, κb = α
2, κv = α
2tβ2rtω2, κa = β
tζ,
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hence a presentation of Out(E) ∼= [(Z2 ⊕ Z2t)⋊−1 Z2]⋊ω Z2 is given by
Out(E) = 〈α, β, ρ, ω | α2 = β2t = ρ2 = ω2 = 1,
αβ = βα, ραρ = α, ρβρ = β−1,
ωαω−1 = αrβst, ωβω−1 = αβr,
ωρω−1 = αtβt(r+1)ρ〉.
Finally, when θ(1) = −M ℓ00 = −(M ℓ0)2, det(M ℓ0) = −1,M ℓ0 =
(
r s
t r
)
and the sapphire
is defined by B =
(
r −t
s −r
)
, we have
κd = β
2t, κb = α
2, κv = β
−tρω2, κa = β
tζ,
hence Out(E) fits in the short exact sequence
1 (Z2 ⊕ Z2t)⋊−1 Z2 Out(E) Z2 1
and a presentation is given by
Out(E) = 〈α, β, ρ, ω | α2 = β2t = ρ2 = 1,
αβ = βα, ραρ = α, ρβρ = β−1,
ω2 = βtρ, ωαω−1 = αrβst, ωβω−1 = αβr,
ωρω−1 = αtβt(r+1)ρ〉.
As a result of the above we obtain:
Theorem 4.11 I) If Aut10(E) = ∅ we have
Out(E) = 〈α, β, ρ, | α2 = β2s = ρ2 = 1,
αβ = βα, ραρ = α, ρβρ = β−1〉,
hence Out(E) ∼= (Z2 ⊕ Z2s)⋊−1 Z2.
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II) If Aut10(E) 6= ∅ and θ(1) = M ℓ00 = (M ℓ0)2, det(M ℓ0) = 1, M ℓ0 =
(
r s
t r
)
and the
sapphire is defined by B =
(
r −t
−s r
)
, we have Out(E) ∼= [(Z2⊕Z2t)⋊−1 Z2]⋊ω Z2
where
ωαω−1 = αrβst, ωβω−1 = αβr, ωρω−1 = αtβt(r+1)ρ.
III) If Aut10(E) 6= ∅ and θ(1) = −M ℓ00 = −(M ℓ0)2, det(M ℓ0) = −1, M ℓ0 =
(
r s
t r
)
and the
sapphire is defined by B =
(
r −t
s −r
)
, we have a short exact sequence
1 (Z2 ⊕ Z2t)⋊−1 Z2 Out(E) Z2 1
and a presentation of Out(E) is given by
Out(E) = 〈α, β, ρ, ω | α2 = β2t = ρ2 = 1,
αβ = βα, ραρ = α, ρβρ = β−1,
ω2 = βtρ, ωαω−1 = αrβst, ωβω−1 = αβr,
ωρω−1 = αtβt(r+1)ρ〉.
5 Appendix
The main goal of this appendix is to provide a classification of the Torus bundles E which
admits a homeomorphism such that the induced automorphism on the quotient of the
fundamental group π1(E)/(Z ⊕ Z) ∼= Z is multiplication by −1. We also show some
results about Aut(E).
5.1 Equations on GL2(Z)
We begin by recalling some results from [19] which are relevant for our purpose. Given
A ∈ GL2(Z), MA denotes the torus bundles associated to the homeomorphism of the
torus determined by the matrix A.
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Lemma 5.1 [19, Lemma 1.1] Let A and B be matrices in GL2(Z) . Then the following
conditions are equivalent:
(1) MA is homeomorphic to MB.
(2) π1(MA) is isomorphic to π1(MB).
(3) The Z〈t〉-module HA is isomorphic or anti-isomorphic to the Z〈t〉-module HB.
(4) A is conjugate to B or B−1.
For a matrix A in GL2(Z) we define the following sets:
Definition 5.2 (1) For a matrix A in GL2(Z) let C(A) = {B ∈ GL2(Z)|BAB−1 = A}
and let R(A) = {B ∈ GL2(Z)|BAB−1 = A−1},
(2) A is called exceptional, if one of the following conditions is satisfied:
(i) det(A) = 1 and |tr(A)| ≤ 2.
(ii) det(A) = −1 and tr(A) = 0.
(3) A is called Anosov if A is not exceptional.
One way to provide the classification of the matrices A such that R(A) 6= ∅ is by means
of Lemma 1.7, item 2, in [19]. Unfortunately the criterion is not too practical to be used
in our present work. Once we know that for a given Torus bundle determined by a matrix
A there is a B0 ∈ R(A), then it is easy to see that R(A) = {B ∈ GL2(Z) : BθB−1 = θ−1}
is the set of elements of the form B0C as C runs over C(A).
We have seen that given θ if R(θ) = ∅ , then Aut(E) = Aut0(E) and this group is
given by Proposition 3.2.
So suppose that the equation BθB−1 = θ−1 has a solution B0. We provide an explicit
classification, up to conjugacy class, of the matrices θ where this equation admits at least
one solution B0. Then we use the result to describe Aut(E), Out(E) which is given in
Theorems 3.5, 3.6, respectively.
Let A be an Anosov matrix. We quote the result that C(A) is isomorphic Z⊕Z2. The
generator of Z2 corresponds to the matriz −I2. Let A0 be a generator of the summand
Z, which is certainly a primitive element, i.e. it is not a proper power of another matrix.
There exists an integer ℓ such that Aℓ0 is either A or −A, but we can not guarantee the
equality Aℓ0 = A. For suppose that the equality holds and ℓ is even. Take A1 = −A0.
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Both elements A0 and −A0 to the power ℓ give A. In any case if A has infinite order then
the elements of C(A) are of the form ±Mk0 as k runs over the integers, where M0 ∈ C(A)
is a primitive root of A. So we have to consider the two possibilities.
We quote now Lemma 1.7 from [19].
Lemma 5.3 If A is exceptional then it is conjugate to one and only one of the following
matrices: (
0 −1
1 0
)
,±
(
0 −1
1 1
)
,±
(
1 n
0 1
)
(n ≥ 0),
(
1 0
0 −1
)
,
(
1 1
0 −1
)
.
Moreover we have the following:
C
((
0 −1
1 0
))
=
{
±
(
0 1
1 0
)
,±
(
0 −1
1 0
)}
∼= Z4
R
((
0 −1
1 0
))
=
(
1 0
0 −1
)
C
((
0 −1
1 0
))
C
((
0 −1
1 1
))
=
{
±
(
1 0
0 1
)
,±
(
0 −1
1 1
)
,±
(−1 −1
1 0
)}
∼= Z6
R
((
0 −1
1 1
))
=
(
1 0
0 −1
)
C
((
0 −1
1 1
))
C
((
1 n
0 1
))
=
{
±
(
1 k
0 1
)
(k ∈ Z)
}
∼= Z⊕ Z2 (n 6= 0)
R
((
1 n
0 1
))
=
(
1 0
0 −1
)
C
((
1 n
0 1
))
(n 6= 0)
C
((
1 0
0 −1
))
= R
((
1 0
0 −1
))
=
{
±
(
1 0
0 1
)
,±
(
1 0
0 −1
)}
∼= Z2 ⊕ Z2
C
((
1 1
0 −1
))
= R
((
1 1
0 −1
))
=
{
±
(
1 0
0 1
)
,±
(
0 1
0 −1
)}
∼= Z2 ⊕ Z2
Corollary 5.4 Let A = εAn0 , ε ∈ {±1}, be an Anosov matrix where A0 is a primitive
root of A. Then C(A) = {±Ai0 | i ∈ Z} ∼= Z⊕ Z2.
From the results above we will show:
Corollary 5.5 Suppose that A has infinite order. If B0AB
−1
0 = A
−1 and B0 is of finite
order then B0 is conjugate to one of the following 3 matrices:(
0 −1
1 0
)
,
(
1 0
0 −1
)
,
(
1 1
0 −1
)
,
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whuich have orders equal to 4, 2 and 2, respectively. Furthermore, C(A) ∼= Z⊕ Z2 if and
only if A has infinite order.
Proof: By the Lemma 5.3 it suffices to show that B0 cannot have order either 3 or 6. If
B30 = I2 it follows that
A = B30AB
−3
0 = (B0(B0(B0AB
−1
0 )B
−1
0 )B
−1
0 = (B0(B0(A
−1)B−10 )B
−1
0 = (B0AB
−1
0 ) = A
−1.
So A = A−1 or A2 = I2, which is a contradiction since A has infinite order. If B
6
0 = I2
it follows that B0 is conjugate of
(
0 −1
1 1
)
, so B30 is conjugate of the cube of
(
0 −1
1 1
)
,
which is −I2. Therefore B30AB−30 = (−I2)A(−I2) = A. But as before, B30AB−30 = A−1 and
we get a contradiction. The “furthermore” part follows promptly from the two Lemmas
above.
Observe that given any matrix, if it has order 4, then it is conjugate to the matrix(
0 −1
1 0
)
. If it has order 2, then we look at the matrix mod 2 and then, if it is the identity,
it is conjugate to
(
1 0
0 −1
)
, otherwise it has order two and it is conjugate to
(
1 1
0 −1
)
.
Lemma 5.6 If A ∈ GL2(Z) has infinite order, C(A) = C(−A) = C(Ak) for k 6= 0. In
particular, this holds if A is Anosov.
Proof: Straightforward.
Using the lemma above we show the following proposition, which is interesting in its
own right.
Proposition 5.7 Let A be Anosov and B0 a matriz such that B0AB
−1
0 = A
−1. Then
B20 = ±I2 and B0 6= −I2.
The group Aut and Out of the fundamental group of a closed Sol 3-manifold 34
Proof: The first observation is that B0 is not Anosov. In fact, if B0 is Anosov, then
B20AB
−2
0 = A⇒ A ∈ C(B20) = C(B0), hence B0AB−10 = A = A−1, which cannot happen
for A Anosov.
Given that B0 is exceptional, suppose first that B0 has infinite order, that is, it is
conjugate to ±
(
1 n
0 1
)
for some n 6= 0. So for an appropriate matrix A1 =
(
a b
c d
)
,
conjugate of A, and for B1 = ±
(
1 n
0 1
)
, we have B1A1B
−1
1 A1 = I2 if, and only if,
∣∣∣∣∣∣∣∣
a2 − n2c2 + bc + ncd = 1
c(a− nc+ d) = 0
ab+ nbc− nad− n2cd+ bd + nd2 = 0
bc− ncd+ d2 = 1.
If c = 0, then we have a2 = d2 = 1 and A is not Anosov. Hence c 6= 0 and the system is
equivalent to∣∣∣∣∣∣∣∣
(a− nc)(a+ nc) + bc+ ncd = 1
a− nc = −d
ab+ nbc− nad − n2cd+ bd+ nd2 = 0
bc− ncd+ d2 = 1
⇔
∣∣∣∣∣∣∣∣
ad− bc = −1
a− nc = −d
ab+ n− n2cd+ bd+ nd2 = 0
bc− ncd+ d2 = 1.
Solving the third and fourth equations for b making use of equation (2) yields to
b =
1− d2 + ncd
c
=
−1− d2 + ncd
c
, which is a contradiction.
Now if we assume that B0 is any of the 3 matrices of the statement of Corollary 5.5 ,
we can find all matrices A of infinite order such that B0AB
−1
0 = A
−1.
Proposition 5.8 Let B0AB
−1
0 = A
−1. The solutions of this equation for A are:
I) If B0 =
(
0 −1
1 0
)
, then A =
(
a b
b d
)
, where ad− b2 = 1 or det(A) = 1.
II) If B0 =
(
1 0
0 −1
)
, then A =
(
a b
c a
)
, where a2 − bc = 1 or det(A) = 1.
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III) If B0 =
(
1 1
0 −1
)
, then either
A =
(
a b
d− a d
)
for arbitrary a, b, d such that det(A) = 1 or
A =
(
1 1
0 −1
)
or A =
(−1 −1
0 1
)
.
Proof: Case I: B0 =
(
0 −1
1 0
)
. In this case by solving the system B0AB
−1
0 = A
−1 we
find that the solution for the matrices A are of the form A =
(
a b
b d
)
, where ad− b2 = 1
or det(A) = 1.
Case II: B0 =
(
1 0
0 −1
)
. In this case by solving the system B0AB
−1
0 = A
−1 we find
that A =
(
a b
c a
)
, where a2 − bc = 1 or det(A) = 1
Case III: B0 =
(
1 1
0 −1
)
. In this case by solving the system B0AB
−1
0 = A
−1 for
A =
(
a b
c d
)
we find that c = 0 or c = d− a. For c = 0 we have the following matrices as
solutions:
A =
(
1 1
0 −1
)
, A =
(−1 −1
0 1
)
and A =
(
1 b
0 1
)
for arbitrary b.
For c = d − a we have the matrix A =
(
a b
d− a d
)
. By straightforward calculation the
equation B0AB
−1
0 = A
−1 holds if and only if ad − bd + ab = 1, i.e. if det(A) = 1 and
d2 − ab = 1. So the result follows.
Remark: a)The Proposition above defines three families F1,F2,F3 matrices in GL2(Z)
given by the items I), II) and III), respectively. Namely Fi is the family of matrices which
are conjugated to one of the matrices given by the item i). Certainly the familes are not
disjoint since
(
1 1
1 2
)
belong to F1 and F3.
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b) We claim that F3 is not contained in the union of the other two families. For let
A =
(
2 5
1 3
)
, which belongs to the family F3. The matrix A cannot belong to the family
F2 since its trace A is odd. We also claim that that A cannot belong to the family F1, i.e.
A is not conjugated to a matrix of the form
(
a b
b d
)
having determinant 1. This can be
verified is by directly calculation. Suppose that A is conjugated to a matrix of the form
A1 =
(
a b
b 5− a
)
, det(A1) = 1 i.e. a
2 − 5a + b2 + 1 = 0. But we claim that the
quadratic equation a2 − 5a + b2 + 1 = 0 does not admit an integer solution. For the
discriminant of the equation is ∆ = 25−4−4b2 = 21−4b2 and must be ≥ 0. This implies
that |b| ≤ 2 so we have three possibilities which are |b| = 0, |b| = 1, |b| = 2. But for |b| = 0
we have ∆ = 21, for |b| = 1 we have ∆ = 21, for |b| = 2 we have ∆ = 5. So in all these 3
cases the square root of ∆ is not an integer and the result follows.
We do not know if the same happens for F1 and for F2, i.e., if one of these families are
contained in the union of the other two families.
Now we prove the major result.
Theorem 5.9 If A has infinite order and B0AB
−1
0 = A
−1 then B0 is conjugate to one
of the three matrices given by Corollary 5.5 and A is conjugate to one of the matrices
A given by Proposition 5.8. Further, if A is Anosov then A is conjugate to one of the
matrices of the form
A =
(
a b
b d
)
, where det(A) = 1 and |a+ d| > 2, or
A =
(
a b
c a
)
where det(A) = 1 and |2a| > 2, or
A =
(
a b
d− a d
)
where det(A) = 1 and |a+ d| > 2.
Proof: The proof follows immediatly from Proposition 5.8.
Remark: We do not know a practical algorithm to decide if an arbitrary matrix is
conjugate to one of the matrices of the families F1,F2 and F3. In [10] examples of Anosov
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matrices A where R(A) is non empty were given, to illustrate some result in fixed point
theory, where the examples are matrices which belong to F1.
Based on the result above, we can deduce the following consequence for fixed point
theory of the spaces mapping torus.: It follows from [10] and the Theorem 5.9 that in
order to have an automorphism of (Z⊕ Z)⋊A Z which has Reidemeister finite, where A
is Anosov, A is conjugated to one of the matrices of the form given by Theorem 5.9, i.e.
A =
(
a b
b d
)
, where ad− b2 = 1, i.e. det(A) = 1,
or
A =
(
a b
c a
)
, where a2 − bc = 1, i.e. det(A) = 1,
or
A =
(
a b
d− a d
)
, where ad− bd + ab = 1, i.e. det(A) = 1.
We claim that in the former case we are able to construct an automorphism with Rei-
demeister number finite. In fact they are the automorphisms which when restricted to
Z⊕ Z have matrix B0 =
(
0 −1
1 0
)
.
For the second case we claim that it is not possible, since the product of the matriz
B0 =
(
1 0
0 −1
)
by any matrix of the form
A =
(
a b
b a
)
is a matrix which has Reidemeister number infinite.
For the third case we also claim that it is not possible to find such examples in fixed
point theory. For the product of the matriz B0 =
(
1 1
0 −1
)
by matrix of the form
A =
(
a b
d− a d
)
is the matrix
(
d b+ d
a− d −d
)
which has Reidemeister infinite since
det(A) = 1. The conclusion is that the type of examples provided in [10] are the only ones
which have Reidemeister finite. By type we mean that the elements of the anti-diagonal
are the same.
5.2 About Aut10(E)
We have seen that our main result about Aut(E) and Out(E) depends if Aut10(E) is empty
or not, which in turn is equivalent to say that a certain matrix has a square root or not.
Here we show a lemma which describes for certain matrices, closely related to our study,
The group Aut and Out of the fundamental group of a closed Sol 3-manifold 38
its square roots. Then this can be used to decide if Aut10(E) is empty or not.
A practical criterion to decide if a matrix has a square root was given by Paulo Agozzini,
[1]. He shows:
Lemma 5.10 The square roots of a matrix A are either ±(A + Id)/√T + 2 or ±(A −
Id)/
√
T − 2 where the matrices which are the square roots are in GL2(Z). Otherwise A
does not admite a square root.
It follows from the criterion given by Lemma 5.10 that if a matrix has a square root,
then at most one of the two numbers T + 2, T − 2 has integral square root. In our case
we have T = 2x and we have the two numbers 2x + 2 and 2x − 2. Besides one of the
two numbers having integral root square, all the enters of the matrix 2y and 2z must be
divisible by the square root.
Now we apply the lemma above in order to describe all matrices of the form
(
x 2y
2z x
)
,
which admit square root.
Lemma 5.11 Consider the matrizes of the form
(
2λ2 + 1 2λy1
2λz1 2λ
2 + 1
)
, where λ runs over
Z and all y1, z1 such that y1z1 = λ
2 + 1
or(
2λ2 − 1 2λy1
2λz1 2λ
2 − 1
)
, where λ runs over Z and all y1, z1 such that y1z1 = λ
2 − 1.
If a matrix of the form
(
x 2y
2z x
)
, admits a square root, then it is one of the matrices
above.
Proof: Certainly the matrices of the form given by Lemma 5.11 admit a square root.
Now using Lemma 5.10 we obtain the result.
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