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Introduction
Consider the following deterministic process on a graph G = (V, E). Initially, every vertex in V can be either active or passive. A passive vertex v becomes active iff at least k of its neighbors are already active; once active, a vertex never changes its state. This process is known as k-neighbor bootstrap percolation [4] .
If at the end of the process all vertices are active, then we say that the initial set of active vertices percolates. We wish to determine the minimum ratio of initial active vertices needed to achieve percolation with high probability. More precisely, suppose that the elements of the initial set of active vertices A ⊆ V are chosen independently with probability p. The problem is finding the least p for which percolation of A is likely to occur.
Since its introduction by Chalupa et al [4] , the bootstrap percolation process has mainly been studied in the d-dimensional grid [n] d = {1, . . . , n} d [1] . The precise definition of critical probability that has been used is the following:
In [1] it is proved that, for every
, where λ(d, k) < ∞ are equal to the values of specific definite integrals for every
. In the (simple) Majority Bootstrap Percolation (simple MBP)
process (introduced in [2] ) each passive vertex v becomes active iff at least A natural problem is finding graphs for which the critical probability in the strict MBP is small. Results by Balogh and Pittel [3] imply that the critical probability of the strict MBP for random 7-regular graphs is 0.269. In [6] , two families of graphs for which the critical probability is also small (but higher than 0.269) are explored. The idea behind these constructions is the following.
Consider a regular graph of even degree G. Let G * u denote the graph G augmented with a single universal vertex u. The strict MBP dynamics on G * u has two phases. In the first phase, assuming that vertex u is not initially active, the dynamics restricted to G corresponds to the strict MBP. If more than half of the vertices of G become active, then the universal vertex u also becomes active, and the second phase begins. In this new phase, the dynamics restricted to G follows the simple MBP (and full activation becomes much more likely to occur).
The two augmented graphs studied in [6] were the wheel WH n = u * R n and the toroidal grid plus a universal vertex TWH n = u * R 2 n (where R n is the ring on n vertices and R 2 n is the toroidal grid on n 2 vertices). For a family of graphs G = (G n ) n , the following parameter was defined (as before, A denotes the initial set of active vertices):
Consider the families WH = (WH n ) n and T WH = (TWH n ) n . It was proved in [6] that p Computing the critical probability for the wheel is trivial. Nevertheless, if we increase the radius of the vertices, then the situation becomes much more complicated. More precisely, let R n (r) be the ring where every vertex is connected to its r closest vertices to the left and to its r closest vertices to the right. Here we study the strict MBP process in a generalization of the wheel that we call r-wheel WH n (r) = u * R n (r). Our main result is the following: 
Preliminary results
We start by showing that we can reduce our problem to the issue of whether a single fixed (non-universal) vertex eventually becomes active. Lemma 2. Let 0 < p < 1 be the probability for a vertex to be initially active.
Let r be a positive integer. Denote by p W (n, r, p) the percolation probability of the r-wheel and denote by p R (n, r, p) the probability that the strict majority on R n (r) ends up with (strictly) more active than passive vertices. Then,
Proof. Note that for ǫ > 0 we can choose n large enough so that the probability that at least one block of r consecutive vertices are initially active is larger than 1 − ǫ, in which case percolation occurs iff the universal vertex becomes active during the evolution. We deduce the first inequality by taking ǫ arbitrarily small. Note now that the universal vertex is active when the dynamics stabilizes only if it was either already active initially (probability p) or if it was initially passive and the dynamics on the ring R n (r) produces more than n/2 active vertices.
The vertices of the ring R n will be denoted as 0, 1, . . . , n − 1, starting at some arbitrary vertex (arithmetic over vertex indices will always be modulo n).
The positive integer r will be called the radius.
Lemma 2 shows that we can study the ring R n (r) and its dynamics to derive results about the r-wheel. Now, fix some arbitrary vertex and consider the 0-1 random variable X i (n, r) giving the state of vertex i after stabilization of the dynamics (X i (n, r) = 0 if the state is passive, and X i (n, r) = 1 if it is active).
Next, we show how to bound p R (n, r, p) in terms of E p (X 0 (n, r)).
Lemma 3. Let 0 < p < 1, n ∈ N + , and r a fixed radius. Then,
. Using linearity of expectation and the fact that all X i (n, r) are equally distributed (symmetry of the ring), we deduce p R (n, r, p) ≤ 2E p (X 0 (n, r)). The lower bound is obtained in the same way considering again Markov's inequality but for the (again positive) random variable n − i X i (n, r). More precisely:
We will assume n > 2r + 1 and that the initial state of the universal vertex u is passive. Let 0 < p < 1/2 and q = 1 − p. The starting configuration σ = (σ 0 , . . . , σ n−1 ), where vertex j is initially active (respectively passive) if and only if σ j = 1 (respectively σ j = 0), occurs with probability p j σj q n− j σj .
We write X 0 instead of X 0 (n, r). Conditioning on σ 0 ,
We say there is a wall located ℓ > 0 vertices to the left of vertex 0 if σ −ℓ = 1, does not occur, let L = R = n). For 0 < ∆ < n to be fixed later, and since L and R are identically distributed, we have that:
Summarizing, to bound E p (X 0 ) = P p (X 0 = 1) we can bound the two terms in the right hand side of (2). The proof of next lemma is straightforward.
Lemma 4. For 0 < p < 1 and positive integers a, r,
Proof. Consider a Markov chain with states labeled 0, 1, . . . , r + 1 where for all s ≤ r, the probability of going from state s to 0 (respectively s to s + 1) is p (respectively q), and once state r + 1 is reached, the Markov chain stays there forever. For s ∈ {0, . . . , r+1}, let N s be the number of steps it takes the Markov chain to reach state r + 1 when it starts at state s. Note that
Moreover, E (N r+1 ) = 0, and
Putting everything together yields the result.
Corollary 5. For 0 < p < 1 and positive integers r, ∆,
Proof. If vertex 0 eventually becomes active, it must be the case that initially it did not belong to a block of r + 1 consecutive passive vertices. Thus, if X 0 = 1 and σ 0 = 0, then there must exist a positive integer a such that a ≤ r,
. . = σ a−1 = 0, and σ a = 1. For brevity, we will denote this particular array of outcomes for the σ's as C a . By Markov's inequality,
The desired conclusion follows from Lemma 4.
Lemma 6. For 0 < p < 1/2 and positive integers r, ∆,
Proof. Suppose the closest wall to the left (respectively right) of vertex 0 is at vertex −a (respectively b). Furthermore, suppose vertex 0 is passive. Note that for vertex 0 to eventually become active, it must be the case that some passive vertex i for −a < i < b must necessarily become active the first time the strict majority dynamics is applied. Hence, if S i denotes the number of j's, j = i and i − r ≤ j ≤ i + r, for which vertex j initially takes the value 1, then
However, a Chernoff bound tells us that, for t = 1/2 − p ≤ (r + 1)/(2r) − p,
Putting everything together yields the conclusion. (2), and Lemma 6, we obtain that:
Hence, for p < 1/4 there exists a large enough positive integer r 0 = r 0 (p) ≥ r ′ 0 (p) so that if r ≥ r 0 , then p + Lemma 9. The probability that lattice point 0 is eventually in state s is greater
Proof. Define s L (respectively s R ) to be state of the closest lattice point on the left (respectively right) of 0 whose state is not e. Since p e = 1−p w −p s < 1, both s L and s R are well-defined with probability 1. Let E be the event that lattice point 0 is eventually in state s, and denote by P its probability of occurring.
Note that for E to occur, either the lattice point 0 is initially in state s, or it is initially in state e and at least one of the lattice points s L or s R is initially in state s. Hence, recalling that p e = 1 − p w − p s < 1,
We now consider again the strict MBP process in the ring R n (r) and reduce it to the aforementioned three-state model as follows: Fix some length ℓ and partition the vertices of R n (r) into length ℓ blocks (i.e., sets of ℓ consecutive vertices, where n = tℓ). Let W ℓ,r be the set of all possible blocks of length ℓ that contain r + 1 consecutive passive vertices. Also, let S ℓ,r be the set of all blocks of length ℓ that do not contain r + 1 consecutive passive vertices and that, for any state configuration for vertices not contained in the block, all the vertices belonging to the block eventually become active when applying the strict majority dynamics. Any block in W ℓ,r is a wall in R n (r) and any block in S ℓ,r is a spreading state. Any other block is an empty state. Let µ(W ℓ,r ) (respectively µ(S ℓ,r )) be the probabilityr that an arbitrary block belongs to W ℓ,r (respectively S ℓ,r ). The following lemma is not difficult to prove:
Lemma 10. For 0 < p < 1 and positive integers r, ℓ,
We will now find a lower bound for µ(S ℓ,r ). The goal is to prove that
goes to 0 when r → ∞. For that purpose we denote, for any 0-1 word v, by |v| 0 (respectively |v| 1 ) the number of occurrences of symbol 0 (respectively 1)
in v, and denote the i-th character of v by v i . We set ℓ = 2r + 1 and consider the set T r of binary words v of length ℓ satisfying the following properties: (1) Proof. Consider some v ∈ T r and denote by w the word of length r − 1 over the alphabet {0, 1} 2 as defined above. We first consider successively each vertex i of R n (r), for i = r to i = 2r − 1, and apply the strict majority dynamics to it. Initially, the state of vertex i is v i . During this first sequence of updates, we denote by n i the number of 1s in the neighborhood of vertex i at the time this vertex is considered (i.e., we take into account updates of vertices j < i which possibly occurred before in the sequence). Since v ∈ T r , we have that |v| 1 = r + 1, so at the beginning of the process i = r and n r = r + 1. We claim that for all i with r ≤ i < 2r − 1, when we consider vertex i + 1 in the process we have n i+1 − n i = ω(w i+1−r ) and the state of vertex i is 1. This claim is 
