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1 結果：特性的カーネルの十分条件etc
1.Rd上R値有界連続正値関数が対称無限分解可能分布の確率密度関数
で与えられるとき特性的カーネルとなる．
R-valued Positive Deﬁnite Functions on Rd
Characteristic
Symmetric &
Convolution Inﬁnite Divisible (CID)
e.g.,  Gauss Kernel
          Laplace Kernel
          Stable Kernel
2.無限分解可能分布(安定分布，0-skewed NIG分布, 0-skewed VG分布)
のカーネル平均の厳密な表現を与え，正定値カーネルを使ったベイズ
推論（カーネルベイズ推論）に組み込むことを考える（確率モデル入
りカーネルベイズ推論）．
2 背景：カーネル平均
カーネル平均を使ったノンパラメトリック推定
HMM [Le Song et al., ICML2010]
Kernel Bayes' Rule [Fukumizu et al., NIPS2011]
 POMDP [Nishiyama et al., UAI2012]
Kernel MonteCarlo Filter [Kanagawa et al., AAAI2014]
特性的カーネル [Sriperumbudur et al., JMLR2010]
3 畳み込み無限分解可能(CID)カーネル
以下では，有界連続な正定値カーネルを考える． 
Denition 1.関数 : Rd ! R+0 を無限分解可能な確率測度の確率
密度関数であり，かつ対称（ ( x) =  (x), x 2 Rd）なものとする．
k(x; y) =  (x   y), x; y 2 Rdを畳み込み無限分解可能 (Convolution
innitely Divisible; CID)なカーネルと呼ぶ．  
Theorem 1.畳み込み無限分解可能カーネルは特性的である．
Proof. (Rd;Bd) 上の無限分解可能測度 F の特性関数 F (u) =R
Rd e
ihu;xiF (dx)は，Levy-Khinchin表示を持つ：
F (u) = exp

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b 2 Rd, C 2 Rddは対称半正定値行列，Rd上の(dx)は，(f0g) = 0
と
R
Rd (jjxjj2 ^ 1)(dx) < 1を満たすLevy測度．Rd上の確率測度F
が対称であるのは，特性関数F (u)が実であることと必要十分．より
F (u) > 0[Sato 1999].有界連続な正値関数 : Rd ! Rにより得られる
平行移動不変正定値カーネル (x  y)が特性的となるための必要十分
条件は， のフーリエ変換(!)のサポートが全域Rn[Sriperumbudur et
al., JMLR2010].  
Example 1 (畳み込み無限分解可能カーネル).対称安定(SS)分布
(正規分布( = 2)，コーシー分布( = 1)，Holtsmark分布( = 32))，
student-t分布STU()，対称一般化双曲型 (SGH)分布 GHd(; ;  =
0; ;  = 0;).対称tempered -安定(STS)分布． 
4 無限分解可能分布のカーネル平均の例
4.1 1変量安定分布S(; ; )
 
対称安定分布の確率密度関数dstable(x;; ; 0; 0)が作る平行移動不変
カーネルは畳み込み無限分解可能カーネルである:
k;(x; y) =
1
2
Z
R
e iu(x y) jujdu: (2)
  
安定分布S(; ; )のH;0におけるカーネル平均は，
mP = dstable(;; 0; 0; 0)  dstable(;; ; ; )
= dstable(;; ~; ~; ~) 2 H;0: (3)
ここで ~ = jjjj,  = (0; ), ~ =
 
~

, ~ = である． 
4.2 多変量一般化双曲型分布GHd(; ; ; ; ;)
一般化双曲型分布GHd(; ; ; ; ;)は，：分布のクラス，：形，：
歪度, ：位置，：スケール，：正定値行列のパラメータを持つ確率分
布族である．Kを第三種の変形ベッセル関数とする． 
1. Normal inverse Gaussian (NIG)分布GHd( 12; ; ; ; ;)．
dNIGd(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;;;)(x) /q
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2. Vavriance-Gamma (VG)分布GHd( > 0; ; ;  ! 0; ;)．
dV Gd(;;;;)(x) / jjx  jj
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Proposition 1.確率密度pの再生核ヒルベルト空間Hにおけるカーネ
ル平均mpを(p;H;mp)と書く．
1. (dNIGd(;0;;;);HSNIGd(;0;); dNIGd(;0;0+;;)(x)).
2. (dV Gd(;;0;;);HSV Gd(0;;); dV Gd(0+;;0;;)).
3(a). (dNIGd(;0;;;);HGHd(1=2;;0;0;0;); dGHd(1=2;;0;0+;;)).
3(b). (dGHd(1=2;;0;;;);HGHd(1=2;;0;0;0;); dGHd(1=2;;0;0+;;)).
4(a). (dGHd( ;;0;;;);HGHd(;;0;0;0;); dGHd(;;0;;;)).
4(b). (dGHd(;;0;0;;);HGHd(;;0;;0;); dGHd(;;0;;;)). 
4.3 確率モデルのカーネル平均の利用
 
確率モデルありカーネル和公式と状態空間モデルフィルタリング[西
山 et al., IBIS2012, Kanagawa et al., AAAI2014]
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  
カーネル平均mpから確率密度pを復元 [Smola et al., ALT2007; Song et
al., ICML2008; McCalman et al., ICRA2013]．
min

km[p] m[p^]k2H ; subj to T1 = 1;   0: (4)
 
