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Одержано умови iнварiантної розв’язуваностi та єдиностi розв’язку задачi iнтерполяцiї функцiї ба-
га тьох змiнних в умовах недовизначеностi.
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Наближення функцій багатьох змінних є особливо важливим для розв’язання низки приклад-
них задач. Задача, що розглядається в цій статті, є частинним випадком наближення (інтерполя-
ції) нелінійних операторів в абстрактних гільбертових просторах [1—3], але має свої суттєві осо-
бливості. В роботах [1—3] побудовано загальну теорію інтерполяції операторів у гільбертовому 
просторі: конструктивно подана вся множина інтерполяційних поліномів n-го степеня; розгля-
нуто питання єдиності, збіжності інтерполяційних процесів та оцінки точності. 
На практиці поширені задачі поліноміальної інтерполяції функцій багатьох змінних в умо-
вах недовизначеності, тобто коли при розв’язанні задачі число інтерполяційних умов є меншим, 
ніж розмірність простору поліномів, на якому шукається розв’язок задачі в евклідовому прос-
торі [4]. У даній роботі для задачі інтерполяції функції багатьох змінних, що розв’язується в 
умовах недовизначеності, одержано більш сильний результат в порівнянні з [5] за кількістю ін-
терполяційних вузлів. Показано, що для поставленої задачі число вузлів інтерполяції можна 
обрати меншим, ніж розмірність простору поліномів, на якому шукається розв’язок, при цьому 
задача інваріантно розв’язна та має єдиний розв’язок мінімальної норми. Задачу інтерполяції 
назвемо інваріантно розв’язною, якщо вона має розв’язок для довільних значень функції (опе-
ратора) у вузлах.  
Постановка та розв’язання інтерполяційної задачі в гільбертовому просторі. Нехай X, 
Y — гільбертові простори, μ — гауссова міра на X, перший момент якої дорівнює нулю, B(u, v) — 
кореляційний функціонал, B  — кореляційний оператор цієї міри відповідно. Тоді [6, 7] 
B(u, v) = 
X
∫(x, u)(x, v)μ(dx) = (Bu, v), u, v, x ∈ X,  (1)
(·, ·) – скалярний добуток в X. Нехай Πn – множина операторних поліномів Pn : X → Y степеня n: 
Πn = {Pn(x) : Pn(x) = L0 + L1x + · · · + Lnxn}, 
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де L0 ∈ Y, Lk(x1, x2,  ...,  xk) – k-лінійна неперервна симетрична операторна форма, Lkxk =
= ( , ,..., )k
k
L x x x	
 . В [2] на просторі Πn введено скалярний добуток 
2
(1)(1) (2)
1
0
( , ) ( ( , , ..., ),
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n n kk
k X X
P P L v v v
=
= ⋅⋅⋅∑ ∫ ∫
  
2
(2)
1 1 2( , , ..., )) ( ) ( )... ( )k kkL v v v μ dv μ dv μ dv
та норму ||Pn || = (Pn , Pn)1/2, де (·, ·) – скалярний добуток у просторі Y, (1) (2), , kk kL L L  — k-лінійні не-
перервні симетричні операторні форми поліномів ∈Π(1) (2), ,n n n nP P P  відповідно. 
Нехай задано: систему елементів 1{ }
m
i ix X= ∈ , оператор F : X → Y своїми значеннями F(Bxi), 
i = 1,m . Для оператора F(x) необхідно побудувати єдиний операторний поліном Pn ∈ Πn, що за-
довольняє інтерполяційні умови 
Pn (Bxi) = F(Bxi), i = 1,m .  (2)
Інтерполяційний поліном Pn називають інтерполянтом мінімальної норми, якщо він є роз-
в’яз ком екстремальної задачі 
||Pn || = min ||Qn ||, Qn ∈ ΠIn ,
де ΠIn  — множина поліномів степеня n з інтерполяційними умовами (2). 
Позначимо: 
=
=
Γ = ∑
0 , 1
( , ) ,
mn
k
i j
k i j
Bx x  
00 = 1, Γ+ — псевдообернена матриця Мура—Пенроуза до матриці Γ, E — одинична матриця, 
1{ ( )}
m
i iF F Bx ==
JG
.
В [1—3] доведено, що задача операторної інтерполяції з умовами (2) розв’язна при виконанні 
необхідної та достатньої умови 
( ) 0,E F+− ΓΓ =
JG G
  (3)
а її розв’язок має вигляд 
1
0
( ) , {( , ) } ,
n
k m
n i i
k
P x F x x+
=
=
= Γ ∑JG  (4)
де 
1
, ,
m
i i
i
a b
=
= α β∑GG  1{ } ,mi ia == αG  1{ } ,mi ib == β
G
 αi ∈ Y, βi ∈ R1, 
при цьому Pn(x) є інтерполянтом мінімальної норми на множині поліномів Π
I
n .
В [5] показано, що в гільбертовому просторі задача інтерполяції інваріантно розв’язна, тобто 
інтерполянт існує при будь-якому F
JG
, якщо вузли інтерполяції Bxi, i = 1,m , різні та виконується 
умова m  n + 1. Очевидно, що в цьому випадку на підставі (3) Γ+ = Γ−1. 
Розв’язання інтерполяційної задачі в скінченновимірному евклідовому просторі Ek . За-
стосуємо наведені вище результати для цього простору. Не зменшуючи загальності міркувань, 
розглянемо спочатку евклідовий простір E2 з гауссовою мірою μ. Нехай функція f : E2 → R1 за-
дана своїми значеннями в точках γi = (xi, yi), i = 1,m , m  p, де p – розмірність простору поліномів 
степеня n в E2, 
( 1)( 2)
2
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p
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( ) exp
22
t
g t
⎛ ⎞
= −⎜ ⎟⎝ ⎠π . Тоді (1) 
запишемо таким чином: 
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Отже, у випадку X = E2  за оператор B можна обрати одиничний оператор (матрицю) I, за 
вузли інтерполяції — вектори γi = (xi, yi), i = 1,m . Тоді матриця Γ набуває вигляду 
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Матрицю Γ у вигляді матриці Грама розглянуто для нескінченновимірного гільбертового 
простору в роботі [1]. Матриця Γ буде невиродженою, якщо вектори si, i = 1,m , m  p, лінійно 
незалежні. Тоді для інтерполянта мінімальної норми одержимо таку формулу: 
1
1 1
0
( , ) , {( ) } , { ( )} .
n
k m m
n i i i i i
k
P x y f x x y y f f−
= =
=
= Γ + = γ∑JG JG
 
 (7)
Очевидно, що якщо вузли інтерполяції γi = (xi, yi), i = 1,m , m  p, обрати таким чином, щоб 
система векторів із (6) була лінійно незалежною, то задача інтерполяції функції двох змінних з 
умовами 
Pn (γi) = f(γi), i = 1,m ,  (8)
буде інваріантно розв’язною і мати єдиний розв’язок мінімальної норми у випадку, коли m  
p, де p – розмірність простору поліномів в E2 степеня n. Як показано в [8], якщо за вузли інтер-
поляції обрати систему точок 
(x0, y0), (x1, y0), ..., (xn–1, y0), (xn, y0),
(x0, y1), (x1, y1), ..., (xn–1, y1),
. . . . . . . . . . . . . . . . . . . . . . . . . . . . (9)
(x0, yn–1), (x1, yn–1),
(x0, yn),
xi ≠ xj, yi ≠ yj, якщо i ≠ j,
то не існує кривої n-го степеня, що проходить через ці точки. Це, в свою чергу, означає, що систе-
ма векторів (6) для вузлів (9) лінійно незалежна, а отже, матриця Грама в (5) невироджена. 
Одержані результати можна перенести на функції багатьох змінних f: Ek  → R1, де 
Ek  — k-ви мірний евклідовий простір. Нехай розв’язок інтерполяційної задачі шукаємо на про-
сторі Πkn поліномів k  змінних n-го степеня розмірності ( )!! !
n k
p
n k
+
= . Тоді, як зазначено в [9], 
завжди можна знайти систему вузлів 
1 2
( , , , ) ,
ki i i k
x x x E∈…  1,i p= , при яких задача інтерполяції 
функції багатьох змінних буде мати єдиний розв’язок, а система векторів si, матриця Γ та інтер-
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полянт мінімальної норми (7) у випадку m  p запишуться у вигляді 
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На підставі вищенаведених міркувань можна сформулювати такий результат. 
Теорема 1. Нехай функція f : Ek → R1 задана своїми значеннями f(γi), i = 1,m . Якщо вуз-
ли інтерполяції γi обрати таким чином, щоб відповідна система векторів з (10) була лінійно 
незалежною, то задача інтерполяції функції багатьох змінних на просторі Πkn з умовами (8), 
Pn ∈ Πkn буде інваріантно розв’язною і мати єдиний розв’язок мінімальної норми у випадку, коли 
m  p, де p — розмірність простору Πkn. 
Приклад. Розглянемо побудову інтерполяційного полінома мінімальної норми P2 (x, y) 
другого степеня на підставі формули (7). Вузли інтерполювання оберемо із множини точок (9) 
таким чином: 
γ1 = (0, 0),   γ2 = (1, 0),   γ3 = (2, 0), 
γ4 = (0, 2),   γ5 = (1, 2),   γ6 = (0, 3). 
Вектори si запишуться за формулою (6) (n = 2) у вигляді 
s1 = (1, 0, 0, 0, 0, 0),   s2 = (1, 1, 0, 1, 0, 0),   s3 = (1, 2, 0, 4, 0, 0), 
s4 = (1, 0, 2, 0, 0, 4),   s5 = (1, 1, 2, 1, 2 2, 4),   s6 = (1, 0, 3, 0, 0, 9).
Оскільки не існує кривої другого порядку, що проходить через точки γi = (xi, yi), i = 1,6  [8], 
то вектори si , i = 1,6 , лінійно незалежні і матриця Грама (5) буде невиродженою. Приходимо до 
висновку, що для побудови інтерполянта (7) можна обрати будь-яку підсистему векторів із (6), 
тобто інтерполяційна задача буде інваріантно розв’язною і мати єдиний розв’язок (у сенсі міні-
мальної норми) у випадку, коли m  6 (p = 6). 
Оберемо m = 3, підсистему векторів із (6) s1, s3, s4. Для зручності перепозначимо їх як 1 2 3, ,s s s . 
Тоді матриця Грама (5) буде невиродженою, а інтерполяційний поліном (7) (n = 2, m = 3), що 
відповідає умовам (8), буде мати вигляд 
3
1 3
2 2 1
0 1
( ) ( , ) , {( ) } ( ), ( ),
n
k
i i i i i
k i
P P x y f x x y y f l−
=
= =
γ = = Γ + = γ γ∑ ∑JG
де li (γ) = li (x, y) — фундаментальні поліноми Лагранжа, li (γj) = δij, δij — символ Кронекера, 
i, j = 1, 2, 3, l1(x, y) = 1 – 0, 1 (x + y + 2x
2 + 2y2), l2 (x, y) = 0, 1 (x +2x
2), l3 (x, y) = 0, 1 (y + 2y
2). 
Таким чином, приходимо до висновку, що при виконанні умов теореми 1 існує єдиний 
розв’язок задачі інтерполювання функції двох (а отже і багатьох) змінних в умовах недовизна-
ченості. Крім того, в умовах теореми 1 отримано більш сильний результат у порівнянні з [5] сто-
совно кількості вузлів для існування матриці, оберненої до матриці Γ. 
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TO SOME QUESTIONS OF A POLYNOMIAL 
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