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Abstract---One of the most popular algorithms for solving systems of nonlinear algebraic equations 
is the sequencing Q/t faztorization implementation f the quasi-Newton method. We propose a 
significantly better algorithm and give computational results. 
1. INTRODUCTION 
Many important practical problems in science and engineering require the solution of systems of 
nonlinear algebraic equations. The most widely used algorithm for this purpose is the sequenc- 
ing QR factorization (SQRF) implementation f the quasi-Newton method [1]. We propose a 
new algorithm that reduces the number of arithmetic operations significantly without losing the 
advantages of SQRF, e.g., stability and the ability to monitor conditioning. 
We consider the problem: 
Given F : P~ --~ P~, find ~. E R~ such that F(x.) = O. 
We will now briefly outline Newton's method and then describe, in more detail, Broyden's method. 
In the next section, we will show how this has naturally led to the SQRF method. Our method 
is an enhancement of the SQRF method. 
Newton's method is based on a first order approximation Lk to F. In a neighborhood of x~, 
which is an estimate of the solution x., 
Lk(x) = F(zk) T J (x~) (z -  xk) 
is a good approximation toF, where d(zk) is the Jacobian matrix at zk. Setting the above linear 
equation to zero and solving for the Newton step s~, presumably, gives a better approximation 
zk+l = zk + s~ to z.. Thus, given an initial guess x0, Newton's method attempts to improve x0 
by the iteration 
Xk- I -1  - -  Xk  - -  J(zk)-IF(zk), k = O, 1,.... 
The corresponding algorithm is: 
1. Compute F(z~). If norm F(zk) is small, then stop. Otherwise, compute the Jacobian 
matrix J(xk ). 
2. Solve the linear system J(x~)sk = -F(xk) for sk and set x~+l = xk + sk. 
Newton's method is locally quadratically convergent. However, it has two disadvantages. First, 
n 2 + n scalar function evaluations are required at each iteration to compute the finite difference 
approximation to J(zk), when the analytical Jacobian is not available. This can be prohibitively 
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expensive. Second, is that O(n 3) arithmetic operations are needed to solve the linear system for 
the Newton step at each iteration. 
Broyden's method [2] approximates Jacobian matrices rather than calculating them directly. 
Broyden derived an approximation Bk to J(xk) such that the approximation Bk+l to J(xk+l) 
may be obtained from Bk in O(n ~) arithmetic operations per iteration and evaluating F at only zt 
and xt+l. To see the motivation for this method, consider a small neighbourhood around xk+l. 
We have 
F(x) ~ F(Xt+l) + J(Xt+l)(X - Xk+l). 
If Bk+l is our next approximation to J(zt+l), it seems reasonable that Bk+l satisfy the equation 
F(xt )  = F(xt+l) + Bt+l(Xk - -  ~gk+l ) .  
If st = Xt+l - xt, then we get the so-called quasi-Newton condition. 
Bt+l st = Yk = F(Xk+l) - F(xt) .  (1) 
Except for the case n = 1, Bt+l is not uniquely determined. Suppose we had an approxima- 
tion Bt to J(xk), Broyden reasoned that there is really no justification for having Bt+l differing 
from Bt on the orthogonal complement ofst, since the only information about F has been gained 
in the direction determined by st. This leads to the requirement 
Bk+lZ = BkZ, if (z, st) = 0. (2) 
Clearly, (1) and (2) uniquely determine Bt+l from Bk and 
Bk+l "- Bk + (Yt - Bk st)s T 
T St  (3) S t 
In fact, Broyden's update is the minimum change to Bk subject o quasi-Newton condition (see, 
e.g., [3]), called least change secant approximation to Jacobian. There are many other secant 
updates (see [4,5]). 
This leads to the following iterative method of Broyden: 
Given x0 E R n and Bo E R '*×", for k = 0, 1, . . . .  
Solve Bt st : -F (xk )  for st. (4) 
Then Xk+l : Xk + Sk, Yk : F(Xk+l) - F(xt) .  
(vk - B t  s t ) sk  r 
Set Bt+l - Bt + 
S T S t 
It is clear that only n scalar function evaluations are needed per iteration. But, to implement 
Broyden's method, one has to solve the linear system (4) at each iteration. Noticing that Bt+l 
is a rank-one modification of Bt, it is natural to ask, is there a way to avoid O(n 3) operations 
in order to solve (4)? The answer is yes. Originally, Sherman-Morrison-Woodbury fo mula was 
used to get the inverse of a matrix after a rank-one modification: 
(A + uvT)  -1 : A -1 1 A_  1 -- uvTA -1 , (5) 
O" 
provided that A is nonsingular and ~ = 1 + vTA -1 
Straightforward application of (5) gives 
(Sk - -  Bk+l-i = Bk-i + 
u # 0, where u, v E R". 
Bk-1 yDs T Bk-, 
T Bt-t Yt s k 
(6) 
which requires O(n ~) operations provided that s T Bk-lyk # 0. The Broyden step --Bk-1 F(zk) 
then can be computed by a matrix-vector multiplication, requiring an additional O(n 2) oper- 
ations. Although in most cases this approach works well it has the troublesome f ature that 
detection of ill-conditioning in Bk is hard. 
In the next section, we describe the so called QR factorization updating techniques due to 
Gill and Murray [6], which naturally lead to the SQRF method. We also give two Cholesky 
factorization updating algorithms that are needed for the proposed method in Section 3. 
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2. UPDATING MATRIX  FACTORIZAT IONS AND SQRF ALGORITHM 
Suppose we have the factorization QR = B E R nxn and want to compute the factorization 
B+uv T = Q1R1, 
where u, v E R n are given. Notice that 
B Jl- u v T = Q(R + w vT), 
where w = QTu. First, n -  1 Givens rotations J~ = J (k ,  k + 1,0k) for k = n -  1 , . . . ,  1 are applied 
such that J~ , . . . ,  J T  1 w = c~et, where a = =t: Ilwl12. The effect of these Givens rotations on R is 
that 
H=J~, . . . , J Tn_ IR  
is upper Hessenberg. Consequently, 
(j1T,. T v T )  H -~- Oe el  V T • . , Jn_ l ) (R+w = = H1 
is another upper Hessenberg matrix. Now, n - 1 Givens rotations Gk = J ( k ,k  + 1,¢k) for 
k = n -  1 , . . . ,  1 can be used to make 
j T  , J~H = R1 n- l ,  " " • 
upper triangular. Combining the above four equations, we obtain the factorization 
B + uv  T = Q1R1, 
where 
Q1 -= QJn-1,  . . . , J1 G1, . . . ,  Gn-1. (7) 
The entire QR update process requires 13n 2 flops (see [7] for definition of flop). The most ex- 
pensive part is the accumulation of QJn-1 , . . . ,  J IG1 , . . . ,  Gn-1 into Q1. The proposed algorithm 
in the next section does not require the accumulation of Q's. 
Application of the above technique leads to the currently popular implementation f Broyden's 
method (the basic form of quasi-Newton method without global strategies): 
ALGORITHM 1. (Local quasi-Newton with SQRF algorithm). 
1. Given x0 E R n and B0 E R "xn, calculate the QR decomposition Q0 R0 -- B0. 
2. For k = 0 ,1 , . . .  
sk = -R ;  1 QT F(xk),  
Xk+l  --~ Xk  -{- sk ,  
Yk - F(Xk+l) - F(x~). 
Determine the QR factorization: Qk+l Rk+l = Qk Rk + (yk--Bk ,~)*~ ( ,k ,~k)  " 
This algorithm is fast and stable. A total of 14.5n 2 arithmetic operations are associated with 
each iteration (excluding function evaluations). In a prudent algorithm, the condition number 
of Rk should always be estimated before solving for sk. This adds another 2.5n ~ flops and, 
therefore make the total of 17n 2 flops. 
There are other algorithms based on alternative QR factorization updating schemes (e.g., 
see [8]) which are a bit more economical than the preceding approach. For example, 
Mor~ et al.'s Minpack [1980] usually requires 11.5n 2 flops to process to each function call. A 
method of updating QR factorization with 8n ~ was reported by Gill et al. [9]. 
To our knowledge, whichever matrix factorization updating scheme is used, one thing is com- 
mon to all the known quasi-Newton methods for solving nonlinear algebraic equations: Q has to 
be formed explicitly at every iteration in order to solve 
B~ sk = Qk Rk sk = -F (xk) .  
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Since our goal is to avoid accumulating Q, at this point (for comparison), it is instructive to take 
a look at quasi-Newton method for unconstrained minimization. 
ASSUMPTION. f :  Rn -+ R is a twice differentiable and a positive definite secant approximation 
Ilk to ~72 f (xk ) at xk is available. Then, the best Hessian update currently known is the BFGS 
update 
Yk yT Hk sk s T where yT sk > 0, (8) 
Sk+l = Hk + yT sk s T Hk sk' 
which has the property of hereditary symmetry and positive definiteness. 
The Newton step s N is obtained by solving 
Hk s g = - ~7 2 f(xk). 
It can be shown that if Lk L T is the Cholesky factorization of H~ then 
nk+l "-- Jk+l J [+l ,  
where 
(yk - Lk vk )v T 
Jk+l = Lk + vTuk 
vk = + \ sT  nk sk i  L T sk. 
Now, employing the QR factorization updating introduced at the beginning of this section we 
can get the QR factorization Qk+l LT+I of JT+I with O(n 2) operations, thus 
T gk+l = gk+l J [+l  = nk+l Q~+I Qk+l LL1 : Lk+l Lk+~, 
and it is not necessary to accumulate Qk+l. 
We observe that it is the positive symmetric definiteness that ensures Hk+l = Lk+l JT.F1, where 
dk+l is a rank-one modification of Lk+l and the subsequent QR factorization updating of Jk+l 
gets the Cholesky decomposition of Hk+l without accumulating Qk+l. In solving nonlinear 
equations, the properties of hereditary symmetry and positive definiteness do not exist. 
As an alternative to the QR factorization approach, Gill et al. [9] proposed acheaper algorithm 
which gets the Cholesky factorization Lk+l DT+I of Hk+l directly from Lk Dk L T for Hk in only 
2.5n 2 flops. 
Since the efficiency of our new method depends on these two algorithms, we briefly describe 
them now. Suppose z E R n, a E R, B and/} are symmetric positive definite, and 
B= B+azz  T. 
Assuming that the Cholesky factors of B are known, viz. B = L D L T, we wish to determine the 
factors 
[~ = LDL  r. 
Observe that 
- L(D + appT)LT,  
where L p = z and p is determined from z by a forward substitution. If we form the factors 
D + c~ p pT -- "L--~T , 
then 
= L~--D-~TL T, 
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giving 
L=L"£  and /9=D.  
Gill e~ al. [9] observed that the elements below the diagonal of unit lower triangular matrix L 
have the special form 
l,j = p~ ~,  j < i. 
The quantities D and ~1, . . . ,  ~n-1 can be determined from D, a and p in O(n) multiplications. 
By exploiting the special form LL  = L can be calculated in n 2 + O(n) multiplications. 
ALGOmTHM 2 [9]. 
If z is column vector, ~ is a positive number, L and D are, respectively, unit lower triangular 
and positive diagonal matrices, then 
L j~)L  T = LDL  T +azz  T, (9 )  
where the elements of unit lower triangular L and diagonal/)  can be calculated from the following 
recurrence relations: 
1. Define ay -- a and w (1) = z. 
2. For j = 1 ,2 , . . . ,n ,  compute 
pj : w~ j), 
- d j  ' 
°tJ+l -- dj 
r : j + 1 , . . . ,n ,  compute 
= _ and  = + 
The number of operations necessary to compute the modified factorization using the above algo- 
rithm is n 2 + O(n) multiplications and n 2 + O(n) additions. 
When c~ < 0, much care needs to be taken. If a < 0 and B is nearly singular, it is possible that 
rounding error could cause the diagonal elements dj to become zero, arbitrarily small or change 
signs, even when the modification may be known from theoretical analysis to give a positive 
definite factorization. Therefore, for a < 0, Gill et al. [9] suggest he following algorithm, which 
ensures that the method will always yield a positive definite factorization even under extreme 
circumstances. The method requires 1.5n 2 multiplications and n + 1 square roots. 
ALGORITHM 3 [9]. 
If the same conditions hold as in Algorithm 1, except hat a < 0, then 
LDL  T = LDL  T +azz  T, (10) 
where the elements of unit lower triangular L and diagonal/)  can be calculated from the following 
recurrence relations: 
1. Solve L p -  z. 
2. Define 
Ot 1 - -  Or, 
Ot 
0-1--- l+( l+t~S l ) l /2 .  
For j = l ,2 , . . . ,n ,  
1 w j  : Zj ,  
pi2 
=- E =j q,. fl 
d-[ 
3. For j --- 1, 2 , . . . ,  n, compute 
_ pj2 
q~- dj' 
o~ = l + 0-j qj, 
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a¢+1 = s¢ - q¢, 
p¢, = 0¢~ + aj ,  qi s¢+1, 
d1 :p i=d i ,  
Z~ as p~ =-- , 
oq 
a j ( l+  pj) aj+l : 
For r = j+  1 , j+2, . . . ,n ,  
[ri = tri + Zi ~o¢+~. 
3. PROPOSED ALGORITHM 
The problem of solving nonlinear equations 
given F : R" ---* R n, find z. E R" such that F(z , )  = 0 
is closely related to the following nonlinear least square problem 
n~in f (x)  = 1F(x)T F(x), (11) 
since z. solves (11). 
The classical Gauss-Newton method locally approximates F(z) by a linear function 
F(z  + p) ~ F(zk) + J (zk)p.  (12) 
The iteration step p from the current point is obtained by solving 
min [IF + Jp[[, (13) 
pER r' 
which is equivalent to modelling the change in the nonlinear least square objective ½F(z)TF(z)  
by the quadratic function 
1 _T .T  ~Tp. -b-~p d Jp ,  (14) 
L 
where 
~=- ~7 (1F(z )T  F (z ) )  = JTF. (15) 
The Gauss-Newton step pGN minimizes the quadratic function (14) and, therefore, satisfies the 
equation 
j T  j p __ _~. (16) 
which is also the normal equalion for linear least square problem (13). pGN is identical to the 
Newton step for the original nonlinear equations problem s N when J is nonsingular. In the 
above equations, if we replace the Jacobian matrix J by its least change secant approximation 
B, then (16) becomes 
B T B p - -B  T F. (17) 
This formulation (quasi-Gauss-Newton) has the advantage ofavoiding Q when solving for Newton 
step, since B = QR leads to 
R T Rp  - -B  T f .  (18) 
Q does not appear in the above equation. We will show that if Bk+l is a rank-one modification 
of Bk, then Bk+lrBk+l is a symmetric rank-two modification of Bkr Bk. 
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LEMMA 1. If-B = B Jr uv T, where u,v E R n, B E R n×", ~ = BTu, r = uT u, zl = [~Jr ( l - -  
r /2)  v]/x/~ and z2 - [~ - (1 Jr r/2) v]/.gr2, then 
• ~TB__  B TB J rz l z  T -z2z  T. (19)  
PROOF. 
-~T '~ = (B  Jr . t ]T )T (B  Jr U'O T)  
= B T B + B T uv  T Jr vuTB Jr vuTuv  T 
= BTB Jr BTuv  T Jr (BTuvT)  T Jr rvV  T. 
But 
BTu V T -- ('-S -- u t )T)Tu V T 
-- "BTB V T -- V BT u vT 
"- UV T - -T~)V T.  
Thus, 
-~T -~ _ BT B Jr ~,vT __ r v vT + VU T _ r v vT + v v v T 
= BTB Jr-~)T + tI-~T _ rVV T. (20)  
Now, 
Zl Zl T -- Z2 Z T --" [~--~T Jr (1- ~)2 v ~)T Jr (1 - ~) (uv  T Jr v~T) ]  
2 
[~--ffT + (1 + ~)2vvT- -  (1 + ~)(~v T + Vu~T)] 
2 
+ VU T -- I"V V T, (21) 
and (19) follows from (20) and (21). 
Therefore, if we have the Cholesky factors L, D for BTB,  this lemma shows that L, D for ~T~ 
can be obtained in 2.5n 2 flops using the two algorithms in Section 2. Also notice if B = QR, 
then D = diag (r21 .. . .  , r~n ) and L = RTD -1/2. Our implementation f the basic quasi-Newton 
method is: 
ALGORITHM 4. (Local quasi-Gauss-Newton algorithm). 
1. Given x0 E R n and B0 E R nxn' calculate the QR decomposition Q0 R0 = B0 and define 
Do diag r 2 RTD-1/2 = (11 , - . . , r .2 . ) ,  L0 = • 
2. For k = 0,1,. . .  
Solve L~ Dk L~ sk = -B  T f(z~) for sk. 
Xk+l = X k Jr Sk, 
Yk "- r (z~+l)  - F(zk), 
s T 
Set B~+I = Bk + (y~ - Bk sk )~ and get Lk+l, Dk+l. 
We emphasize here that Bk+l may be any rank-one update of Bk--not necessarily the Broyden 
update. 
An operation count reveals that the initiM iteration eeds 2na/3+O(n 2) flops, roughly the same 
as the SQRF update approach in Section 2. However, in subsequent iterations, it requires only 
5.5n 2 + O(n) flops, compared with 14.5n 2 + O(n) for its QR counterpart. Thus, more than 50% 
of arithmetic operations are saved. Since the linear system (18) is already in a factored form, 
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its condition number can be reliably estimated in 2.5n 2 flops using an algorithm given by Cline, 
Moler, Stewart and Wilkinson [10]. Therefore, even if conditioning estimate feature is added to 
the above algorithm, our total cost now, 8n 2, still leads to an improvement of over 50%. 
At a first glance, it appears that there is a trade-off in terms of the condition umber, since the 
condition umber of the linear system (18) is square of that in (4). However, due to the following 
reasons it is not so: 
• For a well-posed problem of finding a root of a system of nonlinear equations, ill-condition- 
ing usually does not occur near the solution, because (12) is a reasonably good approxi- 
mation to the original nonlinear problem. Therefore, ill-conditioning in the linear system 
would indicate that the nonlinear problem is itself very sensitive to small changes in its 
data-the underlying problem is not well posed. 
• Equation (17) is a positive definite symmetric system as long as Bk is nonsingular. Wilkin- 
son [11] has shown that Cholesky decomposition ofsuch a system is completely stable and 
its backward error analysis is much more favorable than any other decomposition (includ- 
ing QR ). 
• Even if ill-conditioning does occur, it can (almost) always be detected and proper measures 
taken to alleviate it. For example, if LD 1/2 is singular or its estimated condition number 
is greater than e -I/u, where e is the machine epsilon, following Dennis and Schnabel [1], 
we perturb the quadratic model of a trust region to 
fnk(xk + Sk) = -~1 r(xk)TF(xk ) + (Bkr F(xk))T sk + 12 sT Hk sk, 
where 
H~ = BkT Bk + (ne)l/21lB[ Bkll~- I. 
Using Singular Value Decomposition it is not difficult to show that the condition number 
of Hk is about e -I/2. 
• If ill-conditioning is a consistent feature with the underlying problem, we can always witch 
to SQRF updating method to avoid potential loss of accuracy due to squared conditioning. 
In fact, for really badly conditioned problems even QR approach can not help much. 
a Generally, right before termination, Jacohian matrix is always recomputed with finite 
difference, this leads to a Newton step. Therefore, any possible loss of accuracy due to 
squared conditioning will be remedied by this Newton step. 
• The computational results show that ill-conditioning is not a problem. 
Table 1. SQRF method versus proposed method .  
Prob. 
No. 
21 
22 
26 
27 
28 
29 
3O 
31(1) 
31(2) 
31(3) 
31(4) 
31(5) 
31(6) 
31(7) 
No. It. 
4 
9 
2 
2 
120 
14 
18 
28 
3O 
36 
57 
101 
SQRF 
T ime (sec.) 
4.73 
6.20 
4.21 
Divergence 
4.21 
No convergence 
43.47 
9.24 
10.41 
13.47 
14.05 
15.87 
22.23 
35.48 
No. It. 
4 
9 
2 
2 
9 
126 
14 
18 
28 
3O 
36 
55 
139 
QGN 
T ime (sec.) 
Improvement  
2.66 78% 
3.45 80% 
2.43 73°~ 
Divergence 
2.41 75% 
3.62 
22.14 96% 
5.78 6O% 
6.41 62% 
8.10 66% 
8.41 67% 
9.43 68% 
12.59 77% 
26.42 34~ 
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Computational Results 
The results of computational experiments are given in Table 1. We used n = 100 and 
ftol = 10 -e. All test problems are taken from [12]. For easy reference, we use their order 
for problem numbers. Please note that Problem 31 has been modified as follows: the original 
constant coefficients 2, 5, 1 are changed to three parameters wl, w2, w3, respectively. By vary- 
ing wl, w2, w3, additional problems with progressively worse sealing are generated. Since our 
main concern is with the efficiency of updating matrix factorizations rather than any particular 
global strategy, comparing local algorithms (no global strategies employed) suffices. Compara- 
tive results are given for Algorithm 4 (local quasi-Gauss.Newton (QGN)) and Algorithm 1 (local 
quasi-Newton with SQRF ) algorithms. The basic subroutines qrfac, q.form, rlupdt and rlmpyq 
for SQRF are taken from HYBRD of Minpack. Therefore, except for subroutine dogleg, Algo- 
rithm 1 is almost a local version of HYBRD. The initial points and Jacobians (calculated by finite 
differences) are same for SQRF and QGN, the only difference is in the subsequent updates of 
the matrix factorizations. 
The superior overall performance ofQGN is obvious from Table 1. Notice that SQRF approach 
failed for two problems while QGN succeeded in getting a solution for one of them. The reason for 
this is not clear. Our preceding justification for QGN (for example, the most favorable backward 
error analysis) may play a part. The computations were done in double precision on a Sparc 2 
using Fortran. 
Global Algorithm 
Global methods for solving nonlinear equations are generally based on applying global strate- 
gies, such as lineseareh or trust region approaches, to the quadratic model in (14). The following 
algorithm incorporates our fast matrix factorization updating technique into the double dogleg 
strategy employed by Dennis and Sehnabel [12]. 
ALGORITHM 5. (Quasi-Gauss-Newton employing double dogleg strategy). 
1. Given Zo, calculate Fo = F(zo), Bo = J(zo), go = BTo Fo and QR decomposition of Bo. 
Set o = diag and L = n 9 -1 /2 .  
Iteration: 
2. Compute a quadratic model for the trust region algorithm. Determine Newton step s N - 
- (  Lk Dk L~)- l  gk, or a variation if Bk is singular or ill-conditioned. 
(a) If  this is a restart, calculate the QR decomposition orBs, and determine the Cholesky 
factorization Lk Dk L~ = B~ Bk, accordingly. 
(b) Estimate the 11 condition number of Lk Dk~/2. 
(c) If Lk Dk~/2 singular or ill-conditioned, set Hk -- Lk Dk L~ + V ~.  [[Lk Dk L~[[II, 
calculate the Cholesky factorization of Hk, set s N ~-- -Hk- i  [gk, where gk = BTk Fk, 
and terminate Step 2. 
(d) If  Lk Dk,/~ is well-conditioned, set s~ ~-- - (Lt Dt L~)-lgk. Terminate Step 2. 
3. Perform dogleg minor :'teration, possibly repeatedly. Find a step st on the double dogleg 
curve such that [[st[[ = 6k and satisfactory reduction in f(x) - 1/2lIFT(z)F(z)[[ is 
achieved. Starting with the input trust region radius 6k but increase or decrease it if 
necessary. Also, produce trust radius 6~+1 for the next iteration. 
4. If Bk is being calculated by secant approximations and the algorithm has bogged down, 
reset Bk to J (zt )  using finite differences, recalculate gk and go back to Step 2. 
T 5. Bt+x *-- Bk +(yk -- Bt sk)s~/s~ st, gt+! -" Bt+lFk+l, apply Lemma 1, and Algorithms 2
and 3 to determine the Cholesky factorization L~+ 1DT+x LT+x -- B~+ 1Bk+l. 
6. If termination criterion has been satisfied, stop the algorithm and return the correspon cling 
termination message. Otherwise, set z~ *-- xt+l, Fk ~ F~+I, gk ~ gk+l, Hk *-- Hk+l, 
sn .__ sk+l Lk ~-- Lk+l, Dk ~-- Dk+l, 6k ~ 6k+1, and return to Step 2. 
REMARKS. 
For convergence of global algorithms, we refer to [13-15]. 
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For clarity and simplicity, scaling of variables is not included in the above algorithm. However, 
any implementation of the algorithm should embed scaling in it, because more efficiency is usually 
gained. Within the framework of the algorithm, there may be some variations: 
(1) Instead of determining L0, Do from the QR decomposition of B0, we may calculate L0, Do 
directly using Gill and Murray's [16] modified Cholesky factorization algorithm. This 
results in L0 Do LoT = Bo w B0+D,  where D is a diagonal matrix with nonnegative diagonal 
elements that are zero if Bo a" B0 is sufficiently positive definite, with a prescribed upper 
bound on its condition number. The advantage is guaranteed positive definiteness for the 
quadratic trust region model right at the first iteration. 
(2) For Step 3, rather than dogleg, linesearch strategy can be applied. 
(3) In Step 5, Broyden's update is not the only choice. Rather, other rank-one modifications 
may be used. For example, to avoid singularity in Bk+t, Powell [17] suggests a update of 
the form 
Bk+l = Bk + Ok (Yk -- Bk st)s T 
81 Sk 
where 0k is chosen such that I det Bk+l] _> ot det B I for some ~ in (0, 1); Powell uses 
a = 0.1. For more details for choosing 0k see Mord and Trangenstein [18]. 
(4) A switch mechanism can be installed in the algorithm such that when ill-conditioning is 
a consistent feature of the underlying problem it will automatically switch to SQRF. 
Concluding Remarks 
A quasi-Gauss-Newton type of method for solving systems of nonlinear algebraic equations is 
proposed. By avoiding accumulating Q during the process of updating matrix factorizations, at 
each iteration, the required number of arithmetic operations is reduced to about half the amount 
necessary in the currently popular algorithms. Meanwhile, the desirable properties of stability 
and monitoring of conditioning are preserved. Computational results clearly show the superiority 
of our local algorithm over the popular SQRF. 
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