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THE PLETHYSTIC INVERSE OF THE ODD LIE
REPRESENTATIONS Lie2n+1
SHEILA SUNDARAM
Abstract. The Frobenius characteristic of Lien, the representation of the symmet-
ric group Sn afforded by the free Lie algebra, is known to satisfy many interesting
plethystic identities. In this paper we prove a conjecture of Richard Stanley establish-
ing the plethystic inverse of the sum
∑
n≥0 Lie2n+1 of the odd Lie characteristics. We
obtain an apparently new plethystic decomposition of the regular representation of Sn
in terms of irreducibles indexed by hooks, and the Lie representations.
Keywords: Plethysm, plethystic inverse, free Lie algebra.
1. Introduction
Let Lien denote the Frobenius characteristic of the representation of the symmetric
group Sn obtained by inducing the representation afforded by a primitive nth root
of unity from the cyclic subgroup Cn (generated by the long n-cycle) up to Sn. The
symmetric functions Lien are known to arise in many different contexts, often involving
plethystic identities. See, e.g. [9, Solutions to Ex. 7.88-7.89] and [14], [15]. In particular
Lien describes the Sn-action on the multilinear component of the free Lie algebra on n
generators.
Let en denote the elementary symmetric function of degree n; it is the Frobenius
characteristic of the sign representation of Sn. In this paper we establish a plethystic
identity conjectured by Richard Stanley, Theorem 1.1 below. The intrinsic properties
of the Lie representation play an important role in the proof. Our methods involve
somewhat subtle plethystic substitutions. We discuss some other applications in Section
4.
Theorem 1.1.
The symmetric functions
∑
n≥0 e2n+1∑
n≥0 e2n
and
∑
n≥0
Lie2n+1 are plethystic inverses.
We also show that
Theorem 1.2.
The functions
∑
n≥0(−1)
ne2n+1∑
n≥0(−1)
ne2n
and
∑
n≥0
(−1)nLie2n+1 are plethystic inverses.
In fact we will establish that these two theorems are equivalent. The quotient of
symmetric functions in Theorem 1.2 has been studied by other authors [2, 11]. The odd
Lie representations also appear in [4] in connection with the free Jordan algebra; see
Section 4.
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2. Preliminary identities
We follow [7] and [9] for notation regarding symmetric functions.
In particular, hn, en and pn denote respectively the complete homogeneous, elemen-
tary and power-sum symmetric functions, and ω is the involution on the ring of sym-
metric functions which takes hn to en. If ch is the Frobenius characteristic map from the
representation ring of the symmetric group Sn to the ring of symmetric functions with
real coefficients, then hn = ch(1Sn) is the characteristic of the trivial representation,
and en = ch(sgnSn) is the characteristic of the sign representation of Sn. Finally, for a
partition µ of n, the irreducible Sn-module indexed by µ maps to the Schur function sµ
under the map ch.
If q and r are characteristics of representations of Sm and Sn respectively, they yield
a representation of the wreath product Sm[Sn] in a natural way, with the property
that when this representation is induced up to Smn, its Frobenius characteristic is the
plethysm of q with r, denoted q[r]. For more background about this operation, see [7].
We will make extensive use of the following properties of this operation, in particular
the fact that plethysm (·)[r] with a fixed symmetric function r is an endomorphism (in
the first argument) of the ring of symmetric functions [7, (8.3)]. See also [9, Chapter 7,
Appendix 2, A2.6].
Proposition 2.1. If q, r are symmetric functions of homogeneous degrees, g1, g2 are
arbitrary symmetric functions, and λ is any partition, then
(1) c[q] = c for any constant c;
(2) (fg)[q] = f [q] · g[q]; in particular (cg)[q] = c · (g[q]) for any constant c;
(3) If fg = X, then ( f
X
)[q] = g[q] = f [q]
X[q]
. In particular ( 1
f
)[q] = 1
f [q]
.
(4) sλ[q + r] =
∑
µ⊆λ sλ/µ[q]sµ[r]; we single out the special cases λ = (n), λ = (1
n);
hn[q + r] =
∑n
k=0 hk[q]hn−k[r] and en[q + r] =
∑n
k=0 ek[q]en−k[r];
(5) q[−r] = (−1)deg q · (ωq)[r];
(6) ω(q[r]) =
(
ωdeg r(q)
)
[ωr];
(7) f [g] = p1 ⇐⇒ g[f ] = p1.
Define
H(t) =
∑
i≥0
tihi, E(t) =
∑
i≥0
tiei;(2.1)
H =
∑
i≥0
hi, E =
∑
i≥0
ei; H
± =
∑
r≥0
(−1)rhr, E
± =
∑
r≥0
(−1)rer.(2.2)
We recall the following well-known facts about the series H(t) and E(t). Parts (3)
and (4) are immediate consequences of (1) and (2), and Part (5) follows from the Pieri
rule.
Proposition 2.2. ([7], [9])
(1) H(t) = exp
∑
k≥0
tkpk
k
;
(2) E(t) = exp
∑
k≥0(−1)
k−1 tkpk
k
;
(3) H(t)E(−t) = 1;
(4) H(t)E(t) = exp
∑
k≥0,k odd
2tkpk
k
;
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(5) H(t)E(t) = 1+2
∑
n≥1 t
nHkn, where we have written Hkn for the sum of Schur
functions corresponding to hook shapes
∑n
k=0 s(n−k,1k).
We refer the interested reader to [8] for background about the free Lie algebra, al-
though our use of the Lie representation requires no prior knowledge other than what
is presented here.
Define Lien to be the Frobenius characteristic of the representation of Sn afforded by
the multilinear component of the free Lie algebra on n generators. It is well known that
(2.3) chLien =
1
n
∑
d|n
µ(d)p
n
d
d ,
where µ is the number-theoretic Mo¨bius function. This reflects the fact that Lien is
the Sn-module obtained by inducing a faithful irreducible representation of the cyclic
subgroup Cn (generated by the long n-cycle) up to Sn.
In [14, Theorem 3.2], [15, Theorem 5.8] it was shown that the following plethystic
identities satisfied by Lien are equivalent, and a uniform derivation of the identities was
provided. The first identity is a theorem of Thrall [16]. The equivalence of the second
identity with the first is a consequence of [15, Proposition 6.6].
Theorem 2.3. The following identities hold, and are equivalent to each other.
(1) (Thrall) [16] H [Lie(t)] =
1
1− tp1
;
(2) E[Lie(t)] =
1− t2p2
1− tp1
.
Definition 2.4. If F =
∑
n≥0 fn is any formal power series of symmetric functions {fn}
where fn is homogeneous of degree n, we will write
Fodd = f1 + f3 + . . . =
∑
n≥0
f2n+1, Feven = f0 + f2 + f4 + . . . =
∑
n≥0
f2n.
The following observations will be useful for our arguments.
Proposition 2.5. We have
(1) Hodd(t)Eeven(t)−Heven(t)Eodd(t) = 0.
(2) Heven(t)Eeven(t)−Hodd(t)Eodd(t) = 1.
(3) Hodd(t) =
H(t)E(t)− 1
2E(t)
, Heven(t) =
H(t)E(t) + 1
2E(t)
.
(4) ([7]; see also [10, Exercise 19]) The function H ·E, and hence also
Hodd
Heven
=
Eodd
Eeven
,
lies in the Q-subalgebra of symmetric functions generated by the odd power sums
{p2k+1, k ≥ 0}.
Proof. From Proposition 2.2, isolating the terms of even and odd degree of the power
series in H(t)E(−t) = 1 immediately gives Parts (1) and (2). Part (3) follows from the
fact that
2Hodd(t) = H(t)−H(−t) = H(t)−
1
E(t)
,
with the corresponding statement for Heven(t).
Part (4) follows from Proposition 2.2, Part (4). 
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Proposition 2.6. The symmetric function
Hodd(t)
Heven(t)
=
Eodd(t)
Eeven(t)
is invariant under the
involution ω, and is equal to each of the following:
(1)
H(t)E(t)− 1
H(t)E(t) + 1
;
(2)
∑
n≥1 t
nHkn
1 +
∑
n≥1 t
nHkn
, where Hkn is the sum of the n Schur functions corresponding
to hook shapes of size n
(3) tanh
(∑
k≥0
t2k+1p2k+1
2k + 1
)
.
Proof. Parts (1) and (2) are clear from Part (3) of Proposition 2.5 and Part (5) of
Proposition 2.2.
For Part (3), we use Part (4) of Proposition 2.2. Writing θ = exp
∑
k≥0
k odd
tkpk
k
, the
function in Part (1) equals
e2θ − 1
e2θ + 1
= tanh θ,
as claimed. The invariance under ω is clear. 
3. Proofs of Theorem 1.1 and Theorem 1.2
Using the fact that plethysm with g is a ring homomorphism, specifically Propo-
sition 2.1, Part (3), in conjunction with Part (1) of Proposition 2.6, we may restate
Theorem 1.1 as
(3.1)
Eodd[Lieodd]
Eeven[Lieodd]
=
(HE)[Lieodd]− 1
(HE)[Lieodd] + 1
= p1.
Rearranging, we see that Theorem 1.1 is equivalent to
(HE)[Lieodd]− 1 = p1 · ((HE)[Lieodd] + 1) ,
or simply
(3.2) (HE)[Lieodd] =
1 + p1
1− p1
.
The following lemma is easily deduced from Proposition 2.1 or from Proposition 2.2,
Part (1); see also [14].
Lemma 3.1. For any series of symmetric functions F,G we have H [F + G] = H [F ] ·
H [G], E[F +G] = E[F ] · E[G], and thus (HE)[F +G] = (HE)[F ] · (HE)[G].
Finally we will need to know how the Lie representation Lien behaves when tensored
with the sign. This fact seems to have been first noted in [6], and is a straightforward
computation from the Frobenius characteristic (2.3) of Lien.
Proposition 3.2. We have ω(Lien) =
{
Lien if n 6≡ 2 mod 4
Lien + Lien
2
[p2] if n ≡ 2 mod 4.
More compactly,
ω(Lie) = Lie + Lieodd[p2].
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Proof of Theorem 1.1. We will establish the truth of Eqn. (3.2). Writing Lie = Lieodd+
Lieeven and using the preceding lemma and Theorem 2.3, we have the identities
H [Lieodd] ·H [Lieeven] = (1− p1)
−1,
E[Lieodd] · E[Lieeven] = (1− p2)(1− p1)
−1
Write A = (HE)[Lieodd], B = (HE)[Lieeven]. We must show that A =
1 + p1
1− p1
.
Using the fact that plethysm is a ring homomorphism in the first argument, we have
(3.3) A · B = (HE)[Lieodd] · (HE)[Lieeven] = (1− p2)(1− p1)
−2
We will first show that
ω(B) = B ·A[p2].
Lemma 3.1 says that we can write
B = (HE)[
∑
k≥0
Lie2(2k+1)] · (HE)[
∑
k≥0
Lie4k].
Now apply the involution ω. Using repeatedly Lemma 3.1, Proposition 3.2 and Propo-
sition 2.1, we have, since all terms in Lieeven are of even degree, and ω(H) = E,
ω(B) = (HE)[ω(
∑
k≥0
Lie2(2k+1)] · (HE)[
∑
k≥0
Lie4k)]
= (HE)[
∑
k≥0
Lie2(2k+1) +
∑
k≥0
Lie2k+1[p2]] · (HE)[
∑
k≥0
Lie4k)]
= (HE)[
∑
k≥0
Lie2(2k+1)] · (HE)[
∑
k≥0
Lie2k+1[p2]] · (HE)[
∑
k≥0
Lie4k)]
= (HE)[
∑
k≥0
Lie2(2k+1)] · (HE)[
∑
k≥0
Lie4k)] · (HE)[Lieodd[p2]]
= (HE)[Lieeven] · ((HE)[Lieodd])[p2], using associativity of plethysm
= B · A[p2].
Note also that ω(A) = A from Proposition 2.1 and Proposition 3.2 above, since Lieodd
and HE are both self-conjugate. Hence, applying ω to Eqn. (3.3) , we obtain
ω(A)ω(B) = A · B ·A[p2] = (1 + p2)(1− p1)
−2
and therefore
A[p2] =
1 + p2
1− p2
=
(
1 + p1
1− p1
)
[p2].
By expanding A in the power sum basis pλ, and using the fact that pk[pℓ] = pkℓ, it is
immediate that
A =
1 + p1
1− p1
,
which is what we wanted to show. 
Theorem 1.1 is now proved. It has the following interesting reformulation; compare
with Thrall’s decomposition of the regular representation in Theorem 2.3.
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Corollary 3.3. The regular representation admits the plethystic decomposition
pn1 = Hk[Lieodd]|deg n,
where Hk is the sum of all hooks, Hk = s(1) +
∑
n≥2
∑n
r=0 s(n−r,1r).
Proof. Using Proposition 2.6, Part (2), Theorem 1.1 can be rewritten as
Hk[Lieodd]
1 +Hk[Lieodd]
= p1 ⇐⇒ Hk[Lieodd] =
p1
1− p1
.
The results follows. 
From the proof of Theorem 1.1 we also see that
Corollary 3.4.
(HE)[Lieeven] = (1− p2)(1− p1)
−2.
Next we address Theorem 1.2. Here the proof requires careful plethystic manipu-
lations. We begin with a more general statement about plethysms involving series of
symmetric functions which are homogeneous of degree 1 (mod k), for k ≥ 2. In order to
prove the identities below, we will need to work with the ring of symmetric functions
with coefficients in C[t].
Let ζ2k be a primitive (2k)-th root of unity.
Definition 3.5. Fix k ≥ 2 and 0 ≤ j ≤ k − 1. Let Gj,k(t) =
∑
m≥0 t
j+mkgj+mk, where
gj+mk are symmetric functions homogeneous of degree j +mk. We then define G
alt
j,k(t)
to be the alternating sum ∑
m≥0
(−1)mtj+mkgj+mk.
The key observation is the following:
Lemma 3.6. Fix k ≥ 2 and 0 ≤ j ≤ k − 1. Let Gj,k(t) =
∑
m≥0 t
j+mkgj+mk, where
gj+mk are symmetric functions homogeneous of degree j +mk. Then
Gj,k(ζ2kt) = ζ
j
2k ·G
alt
j,k(t).
In particular,
G1,k(ζ2kt) = ζ2k ·G
alt
1,k(t) and G0,k(ζ2kt) = G
alt
0,k(t).
Proof. Immediate upon making the substitution t→ ζ2kt, and noting that ζ
k
2k = −1. 
Theorem 3.7. Suppose F1,k =
∑
m≥0 fmk+1 and G1,k =
∑
m≥0 gmk+1 are two series of
symmetric functions where all the homogeneous terms fmk+1, gmk+1 are of degree mk+1,
and f1, g1 are nonzero scalar multiples of p1. Then
F1,k[G1,k] = p1 ⇐⇒ F
alt
1,k [G
alt
1,k] = p1.
That is, the two plethystic inverse identities are equivalent.
Proof. Let F1,k(t) and G1,k(t) be the generating series for F1,k and G1,k, that is, F1,k(t) =∑
m≥0 t
km+1fkm+1, and G1,k(t) =
∑
m≥0 t
km+1gkm+1.
The fact that the series F1,k and G1,k are plethystic inverses is then equivalent to
(3.4) F1,k[G1,k(t)] = tp1.
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By Lemma 3.6, this implies
(3.5) F1,k[ζ2k ·G
alt
1,k(t)] = ζ2ktp1,
where ζ2k is a primitive (2k)-root of unity. Hence (by Part (7) of Proposition 2.1), the
series (ζ−12k · F1,k) and (ζ2k ·G
alt
1,k) are plethystic inverses, and so
ζ2k ·G
alt
1,k[ζ
−1
2k · F1,k(t)] = tp1
=⇒ ζ2k ·G
alt
1,k[ζ
−1
2k · F1,k(ζ2kt)] = ζ2ktp1, setting t→ ζ2kt above
=⇒ ζ2k G
alt
1,k[ζ
−1
2k · ζ2k · F
alt
1,k(t)] = ζ2ktp1 by Lemma 3.6
=⇒ Galt1,k[F
alt
1,k(t)] = tp1,
thereby establishing that Galt1,k and F
alt
1,k are plethystic inverses. Clearly these steps are
reversible. 
Recall Defnition 3.5. We now make one more observation that will enable us to
deduce Theorem 1.2 from Theorem 1.1.
Lemma 3.8. Fix k ≥ 2. Let F1,k =
∑
m≥0 fmk+1 and F0,k =
∑
m≥0 fmk be series of
symmetric functions with fmk+1 (resp. fmk) homogeneous of degree mk+1 (resp. mk).
Also let f0 = 1. Let G =
F1,k
F0,k
and G(t) =
F1,k(t)
F0,k(t)
. Then the homogeneous terms of G(t)
are all of degree 1 (mod k), and
Galt(t) =
F alt1,k(t)
F alt0,k(t)
.
More precisely, if g1+mk are homogeneous of degree 1 +mk and
F1,k(t)
F0,k(t)
=
∑
m≥0
t1+mkg1+mk,
then
F alt1,k(t)
F alt0,k(t)
=
∑
m≥0
(−1)mt1+mkg1+mk.
Proof. The statement about the degrees of the homogeneous terms in G(t) is clear from
the power series expansion of F−10,k .
By repeated applications of Lemma 3.6, we have, on the one hand,
G(ζ2kt) = ζ2k ·G
alt(t),
and on the other hand,
G(ζ2kt) =
F1,k(ζ2kt)
F0,k(ζ2kt)
= ζ2k ·
F alt1,k(t)
F alt0,k(t)
.
The claim follows. 
Proof of Theorem 1.2: It is now immediate, upon applying the preceding lemma to The-
orem 1.1, that the two theorems are equivalent. 
In fact Lemma 3.8 also gives the following:
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Corollary 3.9. Fix k ≥ 2. Let G =
F1,k
F0,k
Suppose the Schur function expansion of G is
G =
∑
m≥0
∑
λ⊢1+mk
cλsλ.
Then the Schur function expansion of Galt =
F alt1,k
F alt0,k
is
∑
m≥0
(−1)m
∑
λ⊢1+mk
cλsλ.
By working with coefficients in C[t], we obtain the following analogue of Proposi-
tions 2.5 and 2.6. Recall that we write Haltodd for the alternating sum
∑
k≥0(−1)
kh2k+1,
and Halteven for the alternating sum
∑
k≥0(−1)
ke2k, and similarly for E.
Proposition 3.10. We have
(1) H(it) = Halteven(t) + iH
alt
odd(t);
(2) E(it) = Ealteven(t) + iE
alt
odd(t);
(3) Haltodd(t)E
alt
even(t)−H
alt
even(t)E
alt
odd(t) = 0. In particular we have
(1− h2 + h4− . . .)(e1− e3 + e5− . . .) = (h1− h3 + h5− . . .)(1− e2 + e4− . . .).
(4) Halteven(t)E
alt
even(t) +H
alt
odd(t)E
alt
odd(t) = 1. In particular, we have
(1−h2+h4− . . .)(1−e2+e4− . . .) = 1− (h1−h3+h5− . . .)(e1−e3+e5− . . .).
Proof. This follows easily as in the proof of Propostion 2.5, since H(it)E(−it) = 1. 
Proposition 3.11. The symmetric function
Haltodd(t)
Halteven(t)
=
Ealtodd(t)
Ealteven(t)
is invariant under the
involution ω, and equals each of the following.
(1)
H(it)E(it)− 1
i(H(it)E(it) + 1)
.
(2) tan
(∑
k≥0
(−1)kt2k+1p2k+1
2k + 1
)
.
In particular, it lies in the Q-subalgebra of symmetric functions generated by the odd
power sums {p2k+1, k ≥ 0}.
Proof. The equality of the two quotients is immediate from Part (3) of the preceding
Proposition, and the invariance under ω then follows.
For Part (1), we have
2iHaltodd(t) = H(it)−H(−it), 2H
alt
even(t) = H(it) +H(−it).
Since H(−it)E(it) = 1, we obtain the expression in Part (1).
Using Part (4) of Proposition 2.2, we have
(HE)(it) = H(it)E(it) = exp
∑
k≥0
k odd
2iktkpk
k
= e2iθ,
where we have written θ =
∑
k≥0,k odd
(−1)
k−1
2 tkpk
k
. Hence the quotient equals
e2iθ − 1
i(e2iθ + 1)
= tan(θ),
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proving the statement of Part (2). 
As mentioned in the Introduction, the quotient of symmetric functions
Ealtodd
Ealteven
has
already appeared in the literature. The earliest reference we know is, albeit implicitly,
in a 1973 paper of Carlitz [2]. See also [9, Solution to Exercise 7.64 (c)], [11, Theorem
2.2 and the note on Page 4] and [1, Proposition 3.4].
Theorem 3.12. (Carlitz) Let δn = (n− 1, n− 2, . . . , 1) be the staircase shape. Then
Ealtodd
Ealteven
= s(1) +
∑
n≥2
sδn/δn−2(3.6)
= tan(
∑
i≥1
arctanxi).(3.7)
Carlitz’ proof that
Ealtodd
Ealteven
equals (3.7) is recovered in [1, Proof of Proposition 3.4], in
the language of symmetric functions and skew tableaux.
Let En be the nth Euler number; En is the cardinality of the set of alternating (down-
up) permutations {σ ∈ Sn : σ(1) > σ(2) < σ(3) > . . .}. Also let zλ denote the order of
the centraliser of an element of Sn with cycle-type λ ⊢ n; thus zλ =
∏
i i
mimi! if λ has
mi parts equal to i. The following theorem is due to Foulkes [5]. See also [11].
Theorem 3.13. (Foulkes) Let δn = (n− 1, n− 2, . . . , 1). Then
sδn/δn−2 =
∑
λ⊢2n−3
λ has only odd parts
(−1)
n−ℓ(λ)
2 Eℓ(λ)z
−1
λ pλ,
In particular the dimension of the representation indexed by the skew shape δn/δn−2 is
the Euler number En.
Theorem 3.14. Let δn = (n− 1, n− 2, . . . , 1). Then
Eodd
Eeven
= s(1) +
∑
n≥2
(−1)nsδn/δn−2(3.8)
= tanh(
∑
i≥1
arctanh xi).(3.9)
If Hkn is the sum of all Schur functions indexed by hooks of size n, then
(3.10) (−1)n−2sδn/δn−2 =
∑
µ⊢(2n−1)
µ=
∏
imi
(−1)ℓ(µ)−1
(
ℓ(µ)
m1, m2, . . .
)
Hkm11 Hk
m2
2 . . .
Proof. The first equality follows by applying Corollary 3.9 to Carlitz’ result above,
noting that sδn/δn−2 has degree 1 + 2(n− 2).
Rewrite the second equality in Theorem 3.12 as a generating function, giving:
(3.11)
Ealtodd(t)
Ealteven(t)
= tan(
∑
j≥1
arctan(txj)).
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Now make the substitution t→ it, where i is the primitive fourth root of unity, and use
Lemma 3.8, noting that
(3.12) arctan(iz) = i arctanh(z), tan(ix) = i tanh(x).
Alternatively, it is easy to show directly that E =
Eodd
Eeven
satisfies the same recurrence
as the hyperbolic tangent function, namely
tanh(x+ y) =
tanh(x) + tanh(y)
1 + tanh(x) tanh(y)
.
Indeed, writing f(x ≥ m) for the function f(xm, xm+1, . . .), it can be verified that
E(x ≥ 1) =
x1 + E(x ≥ 2)
1 + x1E(x ≥ 2)
.
Finally, the expression (3.10) follows by using Part (2) of Proposition 2.6. 
We observe two equivalent identities that are a consequence of Propositions 2.6
and 3.11, and equations (3.7) and (3.9).
Corollary 3.15.
(3.13)
∑
j≥1
arctan txj =
∑
k≥0
(−1)kp2k+1t
2k+1
2k + 1
,
(3.14)
∑
j≥1
arctanh txj =
∑
k≥0
p2k+1t
2k+1
2k + 1
.
Proof. By (3.12), the two identities are equivalent, so it is enough to address (3.13). But
the tangents of both sides are equal from Part (2) of Proposition 3.11 and (3.7). 
4. Partitions with block sizes congruent to 0, 1 (mod k) and the free
Jordan algebra
We close with two more applications of Theorem 3.7, which will give us some nontrivial
plethystic identities.
Fix k ≥ 2, and let β
(j)
n , 0 ≤ j ≤ k − 1, denote the Frobenius characteristic of the
unique nonvanishing homology Sn-module of the subposet of partitions of n with block
sizes congruent to j mod k. Calderbank, Hanlon and Robinson showed in [3] that the
alternating sum of the β
(1)
1+mk is the plethystic inverse of the sum
∑
m≥0 h1+mk, and that
it determines β
(j)
1+mk for j 6= 1.
These identities were obtained in a more conceptual way, using the acyclicity of
Whitney homology of the dual poset, in [12]. See [13, Theorem 3.5, Example 3.7] for a
self-contained derivation.
Theorem 4.1. [3, Theorem 4.7]
(4.1)
The symmetric functions
∑
m≥0
h1+mk and
∑
m≥0
(−1)mβ
(1)
1+mk are plethystic inverses.
(4.2) For j 6= 1,
∑
m≥0
hj+mk[
∑
m≥0
(−1)mβ
(1)
1+mk] = −
∑
m≥0
(−1)mβ
(j)
mk.
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Applying Theorem 3.7, we immediately obtain
Corollary 4.2. Fix k ≥ 2.
The symmetric functions
∑
m≥0
(−1)mh1+mk and
∑
m≥0
β
(1)
1+mk are plethystic inverses.
Finally, apply ω and use Parts (5) and (6) of Proposition 2.1. Here, curiously, we
need the restriction that k be even, so that 1 + km is odd. We obtain
Theorem 4.3. (See also [15, Proposition 6.9].) Assume k is even. The symmetric
functions
(4.3)
∑
m≥0
e1+mk and
∑
m≥0
(−1)mω(β
(1)
1+mk)
are plethystic inverses, and so are the symmetric functions
(4.4)
∑
m≥0
(−1)me1+mk and
∑
m≥0
ω(β
(1)
1+mk).
Proof. We need only prove one of the two statements, since the other will then follow
from Theorem 3.7. We will apply ω to the plethystic identity (4.1) By Proposition 2.1,
Parts (4) and (6), we have
ω(hr[
∑
m≥0
(−1)mβ
(1)
1+mk]) =
∑
µ:ℓ(µ)=r
µ=
∏
j(1+jk)
mj
∏
j
ω(hmj [(−1)
jβ
(1)
1+jk])
=
∑
µ:ℓ(µ)=r
µ=
∏
j(1+jk)
mj
∏
j
ω1+jk(hmj )[(−1)
jω(β
(1)
1+jk)].
If k is even, (1 + jk) is odd for all j, and the last expression becomes∑
µ:ℓ(µ)=r
µ=
∏
j(1+jk)
mj
∏
j
emj [(−1)
jω(β
(1)
1+jk)] = er[
∑
m≥0
(−1)mω(β
(1)
1+mk))].
We have shown that when k is even, applying ω to (4.1) gives (4.3). 
The smallest counterexample for odd k occurs for k = 3. More generally, when k is
odd, if the plethystic inverse of
∑
m≥0 e1+mk is
∑
m≥0(−1)
mγ1+mk, then it can be seen
that γ1+mk = ω(β
(1)
1+mk), for m = 0, 1, 2, but γ1+3k − ω(β
(1)
1+3k) = p2[ω(β
(1)
k+1)]ek−1 6= 0.
As a final example, we consider the Sn-representation ηn on the multilinear component
of the free Jordan algebra with n generators. The Jordan algebra has a bracket defined
by [x, y] = xy + yx. The Sn-module afforded by this bracket and its deformations
were determined in [4]. A special case of the main theorem of [4] shows that the Sn-
representation on the free Jordan algebra is in fact determined by symmetrising Lieodd.
Recall that H =
∑
n≥0 hn.
Theorem 4.4. [4, Theorem 2.1] Define η0 = 1. Then∑
n≥0
ηn = H [Lieodd]
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Clearly this equation can be decomposed according to parity to give plethystic ex-
pressions for
∑
n≥0,n≡i (mod 2) ηn, i = 0, 1.
Furthermore, there is a curious connection between η2n+1 and the homology module
β
(0)
2n for set partitions of 2n with block sizes congruent to 0 mod 2.
Theorem 4.5. [4, Proposition 3.5]
The symmetric functions
∑
n≥0
η2n+1 and
∑
m≥0
(−1)m
∂
∂p1
β2m are plethystic inverses.
In analogy with Corollary 4.2 and Theorem 4.3, we obtain:
Theorem 4.6. The following pairs are plethystic inverses:
(4.5)
∑
n≥0
(−1)n−1η2n+1 and
∑
m≥0
∂
∂p1
β2m;
(See also [15, Proposition 6.9].)
(4.6)
∑
n≥0
ω(η2n+1) and
∑
m≥0
(−1)m
∂
∂p1
ω(β2m);
(4.7)
∑
n≥0
(−1)n−1ω(η2n+1) and
∑
m≥0
∂
∂p1
ω(β2m).
Remark: The shift in the power of (−1) from n to n− 1 occurs because
∂
∂p1
ω(β2m) has
degree 2m− 1 = 2(m− 1) + 1.
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