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Robust tracking control design for fluid traffic dynamics
Liudmila Tumash, Carlos Canudas-de-Wit and Maria Laura Delle Monache
Abstract— The paper is devoted to the boundary control
of the traffic system described by the LWR model with a
triangular fundamental diagram and a space-dependent in-
domain unknown disturbance, which can be described as
an inhomogeneous transport equation. The controller design
strategy aims first at stabilizing the deviation from the desired
time-dependent trajectory and then at minimizing the deviation
in the sense of two possible space-norms (i.e. L2 and L∞).
Numerical simulations for both L2 and L∞ minimization cases
are presented to evaluate the improvements obtained with this
control design.
I. INTRODUCTION
One of the most famous models used to describe the evo-
lution of traffic on a macroscopic scale is the so-called LWR
model. It was first introduced by Lighthill, Whitham [1] and
Richards [2] in the fifties, who used fluid dynamics to model
traffic flow. The LWR model is the first macroscopic model,
which describes the spatio-temporal evolution of the traffic
density defined along a freeway. From the mathematical
viewpoint, it corresponds to a scalar hyperbolic conservation
law with a concave flux function.
In the past decades, several papers appeared proposing dif-
ferent mathematical techniques in the control of conservation
laws and hyperbolic PDEs. The most relevant techniques are
backstepping [3], Lyapunov-based [3] and optimal control
methods [4]. These techniques have been applied to optimize
the traffic flow. One of the most relevant topics widely
studied nowadays is the boundary control, e.g. ramp metering
[5].
However, most of the previously cited works have ad-
dressed the homogeneous (ideal) case, where the discrepan-
cies between model and system are often ignored. This work
addresses two seldom studied issues: how to track time-space
varying desired profiles, and how to handle uncertainties
due to possible model mismatch. In particular, we study
an optimal boundary control problem on a single road of
finite length with space-dependent disturbance by tracking
the desired target traffic state (vehicle density). Such a
disturbance function can be interpreted as follows. Imagine
a single main road that is controlled at its entrance. Then
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the disturbance corresponds to the unknown change in the
number of vehicles coming from minor in- and out-coming
side roads, which is definitely a realistic situation in traffic.
Some of the studies related to the disturbance rejection
problem in this context have been devoted to effecting the
disturbance on one boundary from the other [6], [7], [8].
For example, in [7] they use the sliding mode control in
order to stabilize the hyperbolic system with boundary input
disturbance. In [6] they designed a controller which is able
to reject the disturbance only at the boundary where the
disturbance acts. Later in [8] they generalized the results
by deriving a controller for the disturbance rejection at an
arbitrary point in the domain. A model reference adaptive
control problem has been solved for hyperbolic PDEs in [9].
Therein, the authors considered harmonic disturbances with
known frequencies and designed a filter-based control law.
In a related work on robust control design of the systems of
conservation laws [10] they state the problem of stabilization
of a steady state profile. Boundary control has been addressed
previously for example, in [11] where the density is driven
to an constant equilibrium.
The main contribution of this paper is the optimal bound-
ary controller which leads to the attenuation of the general
in-domain space-dependent disturbance. To the best of our
knowledge, this is the first result devoted to a robust con-
troller tracking a space- and time-dependent desired traffic
density. The control design is based on two components.
These are feedforward control used for tracking the trajectory
and an optimal feedback component used to optimize the
asymptotic spatial L2 and L∞ norms of the deviation from the
desired trajectory. We show that the optimal feedback term
takes different forms according to the norm to be minimized.
The feedback law is given in its implicit (but computationally
feasible) form which is independent of the knowledge of
the disturbance. In addition, we also compute the L2 and
L∞ gains resulting from the application of the respective
control laws. These gains are particular, since they do not
depend on the controller gains but on the systems physical
parameters (length of the road stretch and the parameters of
the fundamental diagram).
This paper is organized as follows. We start by defining the
LWR model with triangular flux function in Section II and
state the disturbance rejection problem. Moreover, we discuss
the solution of the error system and analyse its steady state.
We state the main results in Section IV and V. In Section VI
we provide a numerical example that verifies the theoretical
results. The concluding remarks are given in Section VII.
II. Preliminaries and problem statement
We first fix the notations used in the paper. We introduce
the following norms with respect to the space variable x as
time t→∞. For a function f (x, t) ∈ [0,L]×R+ the L2 and
L∞ norms are defined as
‖ f (·, t)‖2 :=
√∫ L
0
f 2(x, t)dx ∀t ∈ R+,
‖ f (·, t)‖∞ := sup
x∈[0,L]
| f (x, t)| ∀t ∈ R+,
where sup (inf) indicate the essential supremum (infinum).
The LWR model is based on the conservation of the
number of vehicles and can be expressed as
∂ρ(x, t)
∂t
+
∂Φ(ρ(x, t))
∂x
= 0, ∀(x, t) ∈ [0,L]×R+ (1)
where ρ(x, t) indicates the traffic density and Φ(ρ) : = ρ3(ρ)
is the flux function. Typical flux functions are obtained from
an empirical relationship between the traffic density and the
flow known as the fundamental diagram (FD), see a detailed
overview in [12]. We assume that Φ(ρ) : [0,ρmax] → R is
a Lipschitz continuous and concave function with a unique
maximum Φmax (capacity) attained at ρc (critical density).
In this article, we use a triangular (bilinear) fundamental
diagram, see Figure 1, proposed by Daganzo [13]:
Φ(ρ) =
{
3ρ, ρ ∈Ω f
−w(ρ−ρmax), ρ ∈Ωc (2)
where Ω f := [0,ρc] is the free-flow regime and Ωc :=]ρc,ρmax]
the congested regime. In (2) the critical density is defined as
ρc =
w
3+wρmax, where 3 and w are velocities of a kinematic
wave propagating forwards and backwards, respectively.
ρ
Φ
Ω f Ωc
ρc
Φmax
0 ρmax
3 −w
Fig. 1: Triangular Fundamental Diagram, in green the free
flow regime Ω f and in red the congested regime Ωc
The goal of this paper is to design a robust boundary
control law u(t) for equation (1) with disturbance such that
we can drive the system to a desired time-dependent state.
Let us now describe the problem in mathematical terms.
We assume that the density can be only in one regime
at a time, and for simplicity let us introduce a generalized
notation for the current regime
r :=
{
f , if ρ ∈Ω f ,
c, if ρ ∈Ωc.
Then we can define the free flow regime
Ωr := Ω f , xr := 0, 3r := 3.
Similarly, the congested regime is denoted as
Ωr := Ωc, xr := L, 3r := −w,
where xr indicates the boundary where the control will be
implemented and 3r the wave’s speed in the chosen regime.
A. Inhomogeneous transport equation with boundary control
First, we introduce a disturbance δ(x) : [0,L]→R into (1).
We assume that the disturbance is unknown and bounded.
The initial-boundary value problem (IBVP) reads:
Σρ =

∂ρ(x, t)
∂t
+ 3r
∂ρ(x, t)
∂x
= δ(x),
ρ(x,0) = ρ0(x),
ρ(xr, t) = u(t),
(3)
where u(t) is the control action applied at the boundary.
Note that we control the upstream xr = 0 boundary if the
kinematic wave propagates forwards (free-flow regime) or
at the downstream xr = L boundary if the wave moves
backwards (congested regime). Physically, δ(x) corresponds
to the additional unknown vehicle density per time unit.
B. Admissible equilibria
Let us now define the desired density ρd(x, t) that we
want to reach via the boundary control as a time-dependent
equilibrium (desired trajectory). For ρd(x, t) to be admissible,
it must be a solution of Σρd , which the same IBVP as (3) but a
homogeneous one (δ(x) = 0). Moreover, ρd(x, t) must remain
in the prescribed regime ∀(x, t), ρd(x, t) : [0,L]×R+→Ωr.
C. IBVP for the density error
Let us introduce the density error as ρ˜(x, t) = ρ(x, t) −
ρd(x, t). Since the problems are linear, we can subtract Σρd
from Σρ and obtain the following IBVP for ρ˜(x, t)
Σρ˜ =

∂ρ˜(x, t)
∂t
+ 3r
∂ρ˜(x, t)
∂x
= δ(x),
ρ˜(x,0) = ρ˜0(x),
ρ˜(xr, t) = u(t)−ρdxr (t),
(4)
where ρdxr is the desired state at the boundary xr. For sim-
plicity and without the loss of generality, in the following we
show the results only for control at the upstream boundary,
i.e. xr = 0 (then 3r = 3). The results for xr = L, (3r = −w) can
be obtained in an equivalent way.
D. Control design
We aim at designing a boundary control law that can be
schematically represented as in Figure 2. Thus, the input is
a sum of feedforward term u f f and feedback term u f b
u = u f f + u f b. (5)
For simplicity of notations, the arguments of the controls are
omitted, and in the following they will be included only if
not clear from the context.
Σρd FF Σρ
FB
ρd(x, t) u f f
+
u ρ(x, t)
u f b+
Fig. 2: Control scheme
Remark. Note that the feedforward term is designed to track
the desired trajectory ρd(x, t), while the feedback term is
designed for disturbance attenuation.
E. Solution of Σρ˜
Let us now consider (4). Applying the method of charac-
teristics [14], we find that its solution ρ˜(x, t) evolves along
the characteristic lines as
ρ˜(x, t) =

ρ˜ (x− 3t,0) +∆(x)−∆(x− vt), ∀t ∈
[
0,
x
3
)
ρ˜
(
0, t− x3
)
+∆(x), ∀t ∈
[ x
3
,+∞
)
(6)
where the function ∆(x) is the integral of the disturbance:
∆(x) =
1
3
∫ x
0
δ(s) ds, (7)
which is the disturbance accumulated along the space.
Remark. Note that t = L3 is the minimum time for solutions
at t = 0 to propagate till the end of the road x = L, that is why
in the following we consider the solutions only for t ≥ L3 .
Let us rewrite (6) using the control variables introduced
in (4), i.e. using ρ˜
(
0, t− x3
)
= u
(
t− x3
)
−ρd0
(
t− x3
)
:
ρ˜(x, t) = u
(
t− x
3
)
−ρd0
(
t− x
3
)
+∆(x). (8)
Note that the only time-dependency in (8) is due to presence
of the time-varying trajectory ρd0 (t), whose effect can be
compensated using the feedforward term, as we may do if
∆(x) = 0. Therefore, from now on we set u f f (t) = ρd0 (t), and
write the solution of (8) only as a function of feedback term:
ρ˜(x, t) = u f b
(
t− x
3
)
+∆(x). (9)
We also introduce the notation
ρ˜∞(x) = lim
t→∞ ρ˜(x, t), u
f b
∞ = limt→∞ ρ˜0(t)
Then the density error solution (9) has the following asymp-
totic relation for t→∞:
ρ˜∞(x) = u f b∞ +∆(x). (10)
F. Problem statement
The role of u f b is thus to ensure that ρ˜(x, t)→ ρ˜∞(x), and
u f b∞ is such that the effect of the cumulated disturbance ∆(x)
is minimized in the sense of L2-space norm (Problem 1) and
L∞-space norm (Problem 2). This is formalized as follows:
Problem 1,2. Find the optimal control law u∗ in the form
(5), such that:
i) ρ˜(x, t)→ ρ˜∞(x)
ii) Problem 1: u∗ = argminu∈Ωr ‖ρ˜∞(x)‖22.
Problem 2: u∗ = argminu∈Ωr ‖ρ˜∞(x)‖∞.
Note that due to the presence of δ(x), we can not drive
ρ˜(x, t) to zero as t→∞ by acting only from the boundary.
III. Control design for the Problem 1
Let us now consider the inhomogeneous error system Σρ˜
given by (4). We first prove that a constant u f b suffices for
statement i), and then we derive the optimal value of u f b that
satisfies statement ii) of Problem 1.
Lemma 1. Let u(t) = u f f (t) + u f b∞ , with u f f (t) = ρd0 (t), and
u f b∞ being some constant. Then the following statement holds:
lim
t→∞‖ρ˜(x, t)− ρ˜∞(x)‖2 = 0
Proof. Similar to [15], we define the following Lyapunov
function candidate
V(t) =
1
2
∫ L
0
e−3x (ρ˜(x, t)− ρ˜∞(x))2 dx, (11)
where e−3x is a weighting function. The time derivative is
V˙(t) =
∫ L
0
e−3x (ρ˜(x, t)− ρ˜∞(x)) ∂ρ˜(x, t)
∂t
dx
=
∫ L
0
e−3x (ρ˜(x, t)− ρ˜∞(x))
(
δ(x)− 3∂ρ˜(x, t)
∂x
)
dx.
From (7), (10), and the fact that u f b∞ is not x-dependent, the
derivative of ρ˜∞(x) with respect to x is
∂ρ˜∞(x)
∂x
=
1
3
δ(x),
and thus we get
V˙(t) = −3
∫ L
0
e−3x (ρ˜(x, t)− ρ˜∞(x)) ∂ (ρ˜(x, t)− ρ˜∞(x))
∂x
dx.
Integration by parts yields
V˙(t) =
3
2
(ρ˜(0, t)− ρ˜∞(0))2− 3e
−3L
2
(ρ˜(L, t)− ρ˜∞(L))2−
32V(t) 6
3
2
(
u f b∞ − ρ˜∞(0)
)2− 32V(t). (12)
where the last inequality comes from the fact that u(t) =
ρ(0, t) = u f f (t) + u f b∞ = ρd0 (t) + u
f b
∞ , and hence ρ˜(0, t) = u
f b
∞ . It
follows then from (10) with ∆(0) = 0 that
V˙(t) ≤ 3
2
(∆(0))2− 32V(t) = −32V(t). (13)
Lemma statement follows directly from ‖ρ˜(x, t)− ρ˜∞(x)‖22 6
2V(t) e3L, thus V(t)→ 0 implies ‖ρ˜(x, t)− ρ˜∞(x)‖2→ 0. 
The following theorem completes the previous result and
gives the optimal form of u f b. The final control is presented
in a computable form, as the optimal value of u f b depends
on the unmeasured disturbance.
Theorem 1. For the density error ρ˜(x, t) given by IBVP (4)
the optimal boundary controller minimizing the limit of its
L2 norm as t→∞ is given by
u∗ = u f f + u¯ f b, where u f f = ρd0 (t) and (14)
u¯ f b =
 0 i f 0 ≤ t < L/3− 1L ∫ L0 (ρ (x, t)−u∗ (t− x3 ))dx i f t ≥ L/3
Proof. First, note that the minimization over u∗ in statement
ii) in Problem 1 is equivalent to the minimization over u f b =
u f b∞ = constant, with u∗ = u f f (t) + u¯ f b, i.e.
u¯ f b = argmin
u∈Ωr
∥∥∥u f b +∆(x)∥∥∥22 = argmin
u∈Ωr
∫ L
0
(
u f b +∆(x)
)2
dx.
where we have used relation (10).
Expanding the quadratic form in the integral, we obtain
(u f b)2L + 2u f b
∫ L
0
∆(x)dx +
∫ L
0
∆2(x)dx. (15)
At this point it is easy to compute u¯ f b minimizing the
quadratic form (15), whereby we obtain an optimal value:
u¯ f b = − 1
L
∫ L
0
∆(x)dx. (16)
This expression corresponds to the subtraction of the mean
value of the cumulative disturbance. However, we should
recall that the function ∆(x) is unknown. However, for t→
∞ using the solution of ρ˜(x, t) obtained by the method of
characteristics (6), we can write
∆(x) = ρ(x, t)−ρd(x, t)−u∗
(
t− x
3
)
+ρd0
(
t− x
3
)
.
Since the desired density ρd(x, t) satisfies the homogeneous
transport equation, we can again apply the method of char-
acteristics and set ρd(x, t) = ρd0 (t− x3 ):
∆(x) = ρ(x, t)−u∗
(
t− x
3
)
, (17)
which can be computed provided we know the current
density ρ(x, t) and the control action on previous time steps
u∗(t− x3 ). The former can be measured instantaneously, while
the latter can be stored in the memory.
The combination of (16) and (17) yields the final expres-
sion (14) stated in the theorem. This controller should be
seen as a compensator of the averaged effect of disturbance
on the vehicle number in the whole domain [0,L]×R+. 
Corollary 1. Controller given by (14) provides the following
bound
‖ρ˜∞(x)‖22 ≤ k ‖δ(x)‖22 , with k =
L2
232
.
Proof. Substitution of (16) into (15) gives the minimum of
L2 norm of ρ˜∞(x):∥∥∥u¯ f b +∆(x)∥∥∥22 = ∫ L
0
∆2(x)dx− 1
L
(∫ L
0
∆(x)dx
)2
. (18)
Using (7) one obtains∥∥∥u¯ f b +∆(x)∥∥∥22 ≤ ∫ L
0
∆2(x)dx =
1
32
∫ L
0
(∫ x
0
δ(s)ds
)2
dx.
By Cauchy-Schwartz inequality∥∥∥u¯ f b +∆(x)∥∥∥22 ≤ 132
∫ L
0
x
∫ x
0
δ2(s) ds dx ≤ 1
32
‖δ(x)‖22
∫ L
0
x dx,
and finally ∥∥∥u¯ f b +∆(x)∥∥∥22 ≤ L2232 ‖δ(x)‖22 ,
which concludes the proof. 
IV. Control Design for the Problem 2
Theorem 2. For the density error ρ˜(x, t) given by IBVP (4)
the optimal boundary controller minimizing the limit of its
L∞ norm as t→∞ is given by
u∗ = u f f + u¯ f b, where u f f = ρd0 (t) and (19)
u¯ f b =

0, if 0 ≤ t < L
3
,
−
sup
x
(
ρ(x, t)−u∗
(
t− x
3
))
+ inf
x
(
ρ(x, t)−u∗
(
t− x
3
))
2
, if t >
L
3
,
Proof. Following the proof of Theorem 1, the minimization
over u∗ in statement ii) of Problem 2 is equivalent to the
minimization over u f b = u f b∞ = constant:
u¯ f b = argmin
u∈Ωr
∥∥∥u f b +∆(x)∥∥∥∞ = argmin
u∈Ωr
sup
x∈[0,L]
|u f b +∆(x)|.
Expanding supx∈[0,L] |u f b +∆(x)| we get
max( sup
x∈[0,L]
(u f b +∆(x)), − inf
x∈[0,L](u
f b +∆(x)))
= max(u f b + sup
x∈[0,L]
(∆(x)), −u f b− inf
x∈[0,L](∆(x))).
(20)
The first argument is a monotonically increasing function
with respect to u f b, while the second argument is a mono-
tonically decreasing one. Thus, the minimum can be achieved
only at the intersection point of both functions, i.e.,
u¯ f b =
−sup
x
∆(x)− inf
x
∆(x)
2
(21)
Substituting (17) in (21), we obtain the control law (19)
stated in the theorem. 
Corollary 2. The control law given by (19) provides the
following bound
‖ρ˜∞(x)‖∞ ≤ µ‖δ(x)‖∞ , with µ =
L
3
.
Proof. In order to estimate the bounds on ‖ρ˜∞(x)‖∞, we need
to find bounds on supx∈[0,L] ∆(x) and − infx∈[0,L] ∆(x). Let us
start with the supremum:
sup
x∈[0,L]
∆(x) = sup
x∈[0,L]
1
3
x∫
0
δ(s)ds ≤ sup
x∈[0,L]
 x
3
sup
s∈[0,x]
δ(s)
 ≤
sup
x∈[0,L]
 x
3
sup
s∈[0,L]
δ(s)
 ≤

0, if sup
x∈[0,L]
δ(x) 6 0,
L
3
sup
x∈[0,L]
δ(x), if sup
x∈[0,L]
δ(x) > 0.
(22)
For the infinum we proceed in the same way. From the
bounds on supremum and infinum we distinguish three
possible cases:
1) Both supδ(x) and inf δ(x) are positive. Then ‖δ(x)‖∞ =
sup |δ(x)| = supδ(x). Moreover, ‖ρ˜∞(x)‖∞ =
sup∆(x)− inf ∆(x)
2
≤ (L/3) supδ(x)−0
2
=
L
23
‖δ(x)‖∞ .
2) Both supδ(x) and inf δ(x) are negative. Then ‖δ(x)‖∞ =
sup |δ(x)| = − inf δ(x). Moreover, ‖ρ˜∞(x)‖∞ =
sup∆(x)− inf ∆(x)
2
6
0− (L/3) inf δ(x)
2
=
L
23
‖δ(x)‖∞ .
3) The signs of supδ(x) and inf δ(x) are different. Then
supδ(x)− inf δ(x) 6 2sup |δ(x)| = 2‖δ(x)‖∞. Then,
‖ρ˜∞(x)‖∞ =
sup∆(x)− inf ∆(x)
2
6
L
3
supδ(x)− inf δ(x)
2
6
L
3
‖δ(x)‖∞ .
It follows that ‖ρ˜∞(x)‖∞ 6 L3 ‖δ(x)‖∞. 
V. Numerical simulation
A. Numerical scheme
The analytical results are verified by the following nu-
merical example, which shows how the feedback term u¯ f b
performs if we minimize the L2 and L∞ norms of ρ˜(x, t) as
t → ∞. For simulation we use the Godunov scheme [16],
which is a first order numerical method based on approxi-
mation of the density by a piecewise constant function.
We set a space interval [0,L] divided into n cells of size
∆x = L/n, and a time step ∆t. The mesh sizes ∆x and ∆t
are chosen so that they satisfy the CFL condition [17]. The
discrete density is then ρi(k), where i ∈ [1, . . . ,n] is the cell
index and k ∈ Z+ time index. In the numerical scheme we
add the source term for i ∈ {1..n}:
ρi(k + 1) = ρi(k) +
∆t
∆x
(ϕi(k)−ϕi+1(k)) +∆tδi,
ρ1(k + 1) = ρ1(k) +
∆t
∆x
(ϕin(k)−ϕ2(k)) +∆tδ1,
ρn(k + 1) = ρn(k) +
∆t
∆x
(ϕn(k)−ϕout(k)) +∆tδn,
where ϕi(k) is the numerical flux defined as
ϕi(k) = min {D(ρi−1(k)),S (ρi(k))} , (23)
with D(ρi−1(k)) and S (ρi−1(k)) the demand and the supply
functions, respectively, given by
D(ρi−1(k)) = min {3ρi−1(k),3ρc} ,
S (ρi(k)) = min {w(ρmax −ρi(k)),3ρc} . (24)
Notice that we simulate the system only in one regime, thus
in (23) the minimum is always resolved to the benefit of
the demand function D(ρi−1(k)) in case of free flow and the
supply function S (ρi(k)) in case of congestion.
The boundary flows ϕin(k) and ϕout(k) are determined by
specifying the density on the cells with indices i = 0 and i =
n+1. These are called ghost cells since they do not belong to
the domain but are used to denote the state at the boundaries:
ϕin(k) = min {D(ρ0(k)),S (ρ1(k))} ,
ϕout(k) = min {D(ρn(k)),S (ρn+1(k))} . (25)
In the uncontrolled case, we set ρ0(k) = ρ1(k) and ρn+1(k) =
ρn(k), which gives ϕin(k) = Φ(ρ1(k)) and ϕout(k) = Φ(ρn(k)),
thus the system evolves freely. In the controlled case, we
set ρ0(k) = u(k) in free-flow regime and ρn+1(k) = u(k) in the
congested one.
The simulations illustrated in subsection V-B are obtained
with the following parameters setting:
n = 500, 3 = 2, w = 1 ρmax = 1, ρc = 0.33, L = 1.
We fix the initial condition
ρ0(x) = 0.5−0.15cos(20pix),
the desired state
ρd(x, t) = 0.55 + 0.15sin(pi(t− L− xw ))
and the disturbance
δ(x) =
 −0.02 if x ∈
[
0,
L
2
]
0.1 otherwise.
Thus, we chose a system in the congested regime. Numer-
ically, this means that ϕi(k) = S (ρi(k))∀i ∈ [1, ...,n], ϕin(k) =
S (ρ1(k)) since ρ0(k) = ρ1(k) and to implement the control we
set ρn+1(k) = u(k), so that ϕout(k) = S (u(k)).
There are three possible control strategies which can be
applied on the boundary of the system:
1) No control action is performed.
2) Feedforward control u(k) = u f f is applied.
3) Control u(k) = u f f + u¯ f b is applied. For the feedback in
case of (14) the integral is computed by the Riemann
summation over all cells inside the domain.
B. Results
In Figure 3 we demonstrate the effect of the feedback
term on disturbance attenuation acting from the downstream
boundary. The uncontrolled state ρ(x, t) with disturbance
and the desired state ρd(x, t) are shown in Figure 3a and
3b, respectively. Figure 3c shows ρ(x, t) with the feedfor-
ward term only (u = u f f ) obtained by setting ρd(L, t) on
the boundary. Finally, the state under the optimal control
law (14) minimizing ‖ρ˜∞(x)‖2 is shown in Figure 3d. The
feedback term started acting at the minimal controllability
time T = Lw . Comparing Figure 3c and Figure 3d we see
that the optimally controlled density has a profile which is
more similar to the desired one. In Figure 4 we can see
that the optimal control law applied to minimize ‖ρ˜∞(x)‖∞
(Figure 4b) and ‖ρ˜∞(x)‖2, (Figure 4a) performs better in both
cases with respect to the case with no feedback. We also see
that in both cases the norm of the density error reaches its
optimal constant value for t = 2 (which is the double value
of the minimal controllability time).
(a) State without control (b) Desired state given by Σρd .
(c) Density state obtained by
applying only the feedforward
term of the control, u = u f f .
(d) Density state obtained by
applying u∗ = u f f + u¯ f b. The
black dashed line indicates the
time of adding feedback term
Fig. 3: Density evolution for four different choices of u∗
(a) L2 norm (b) L∞ norm
Fig. 4: The comparison of control without (blue line) and
with u¯ f b (red line) for the L2 norm and L∞ norm
VI. CONCLUSIONS
We have designed a feedback control law that minimizes
the deviation of the state from the desired time-dependent
trajectory. The state physically corresponds to the vehicle
density, which is the solution to LWR with in-domain
disturbance being restricted either to the free-flow or to
the congested regime. The desired trajectory solves the
ideal linear LWR in the same regime. The problem was
posed and solved as the disturbance attenuation problem. We
obtained an optimal boundary feedback control law for the
minimization of L∞ and L2 norm of the density deviation.
The results were verified by a numerical example, which
clearly illustrates that the feedback plays an important role
in the designed controller, which performs better than the one
without the feedback part. The controllers for minimization
of both L2 and L∞ norms are optimal. The controller for the
L2 norm should be chosen if we want to minimize the mean-
square deviation from the desired state, while the controller
for the L∞ norm should be chosen if the aim is to minimize
the maximal deviation from the desired state.
As for the future studies, it might be challenging to extend
our analysis to more complicated problems, e.g., one could
study a control problem on a network or consider a nonlinear
problem (mixed case of free flow and congestion phase).
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