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1. INTRODUCTION
The existence of time-bounded solutions of nonlinear bounded pertur-
bations of the telegraph equation with Neumann boundary conditions has
recently been considered in [1]. The approach is based upon a Galerkin
method combined with the use of some Lyapunov functionals.
On the other hand, it has been proved in [7] that a maximum principle
holds for the doubly 2π-periodic solutions of the telegraph equation
utt − uxx + cut + λu = f t x c > 0 LT
if and only if λ ∈ 0 νc, where νc is some number contained in the
interval
(
c2/4 c2/4+ 14
]
 This maximum principle on a torus has been used
1 Supported by DGES PB98-1294 (Spain).
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in [7] to develop a method of upper and lower solutions for the doubly 2π-
periodic solutions of nonlinear telegraph equations of the form
utt − uxx + cut = Ft x u NT
when the function u → Ft x u + νcu is nondecreasing.
The aim of this paper is to prove a maximum principle for the solu-
tions ut x of equation (LT) which are 2π-periodic with respect to x and
bounded over  with respect to t (namely, u ∈ L∞× We show in
Theorem 1 that if λ ∈ (0 c2/4] a maximum principle holds for those solu-
tions of Eq. (LT) with f ∈ L∞× Furthermore, the constant c2/4 is
optimal and the maximum principle is not strong.
In Theorem 2, using an approximation argument, the maximum principle
is generalized to the case where f is replaced by an element in a suitable
class of measures. Using this tool, one extends in Theorem 3 to Eq. (NT),
when the function u → Ft x u + c2/4u is nondecreasing, the method
of upper and lower solutions for the (weak) solutions which are 2π-periodic
in x and bounded in t
This method of upper and lower solutions is then applied to the forced
dissipative sine-Gordon equation
utt − uxx + cut + a sinu = pt x SG
when 0 < a ≤ c2/4 and p ∈ L∞× Various conditions upon p given
in Propositions 1 and 2, provide existence and/or uniqueness of a solution
u ∈ W 1∞× of Eq. (SG). In particular, when p is continuous and
almost-periodic on × and pL∞ < a the existence–uniqueness result
above together with an argument of Amerio’s type [5] implies the existence
of a unique almost periodic solution for Eq. (SG) (Theorem 4). Those
results can be seen as a natural extension to Eq. (SG) of various existence
conditions proved in [6] for the forced pendulum equation.
2. BOUNDED SOLUTIONS OF THE LINEAR TELEGRAPH
EQUATION : EXISTENCE, UNIQUENESS,
AND THE MAXIMUM PRINCIPLE
The following notations will be used throughout the paper.  = /2π
denotes the unit circle and W 1∞× denotes the Banach space of func-
tions u ∈ L∞× which are Lipschitz-continuous, with the norm
uW 1∞ = uL∞ + uLip
where uLip is the best Lipschitz constant of u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Deﬁnition 1. Let c > 0 λ > 0, and f ∈ L∞× A bounded solu-
tion of
u+ λu = utt − uxx + cut + λu = f t x in 2
ut x+ 2π = ut x (1)
is a solution u in L∞×
The solution is understood in the sense of distributions, that is,∫
×
∗φ+ λφu =
∫
×
fφ ∀φ ∈ ×
where ∗φ = φtt −φxx − cφt
The main result of this section is the following one.
Theorem 1. If λ > 0 then Eq. (1) has a unique bounded solution for
each f ∈ L∞× Moreover, this solution belongs to W 1∞× and
satisﬁes the estimate
uW 1∞ ≤ CfL∞
where C > 0 depends only upon λ and c
If λ ∈ (0 c2/4]  the following maximum principle holds: If f ≥ 0 a.e. in
2 then ut x ≥ 0 for all t x ∈ 2
Before proving Theorem 1, we make a few useful remarks about its state-
ment.
Remark 1. The constant c2/4 is optimal in the maximum principle.
Indeed, assume f = f t is T-periodic. Then u = ut is also T-periodic.
The operator lλ deﬁned by
lλu = utt + cut + λu u T-periodic
has a maximum principle if and only if
0 < λ ≤ c
2
4
+
(π
T
)2

Since T is arbitrary, + λI has no maximum principle if λ > c2/4
Remark 2. The maximum principle is not strong.
Indeed, if we deﬁne ut = t+3 e−at then f = u′′ + cu′ + λu is bounded
and nonnegative if a = c −√c2 − 4λ/2 λ ∈ (0 c2/4] 
Proof of Theorem 1. We ﬁrst study the case where λ = c2/4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1. Uniqueness. Let u ∈ L∞× be a nontrivial solution of
utt − uxx + cut +
c2
4
u = 0
Given  ∈ × u ∗  is also a solution of this equation. Thus, it is
not restrictive to assume u ∈ L∞× ∩ C∞× Then
ut x = e−c/2t αx+ t + βx− t + γt 
where α β ∈ C∞ γ ∈  This implies
ut − 2Nπx = ecNπ
[
ut x − e−c/2t2γNπ
]

and, letting N →+∞ we see that u is unbounded unless ut x = 0 γ =
0
2. Existence. Deﬁne
Ut x = 1
2
e−c/2tχCt x
where χC is the characteristic function of the open cone
t x ∈ 2  0 < x < t
Deﬁne u = U ∗ f where the convolution is understood in 2 that is,
ut x =
∫
2
Ut − τ x− ξf τ ξdτ dξ
We note that U ∈ L12 and UL12 = 4/c2 Then u ∈ L∞× is a
solution of u+ c2/4u = f and satisﬁes
uL∞ ≤ UL1fL∞ =
4
c2
fL∞ 
3. Regularity. Given ε > 0 we denote by χεt x the characteristic
function of the set
t x ∈ 2  −ε < t − x < ε
Given h = h1 h2 ∈ 2 h = h1 + h2 ≤ 1 we use the notation
τh t x =  t + h1 x+ h2
The following inequality is easily proved:
τhUt x −Ut x ≤ C
[h + χht x] e−c/2t+ ∀t x ∈ 2
Since ∫
2
χht xe−c/2t
+
dt dx ≤ C∗h
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we deduce that U is “L1-Lipschitz,”
τhU −UL1 ≤ Ĉh
Thus, from τhu− u = τhU −U ∗ f we get
uLip ≤ ĈfL∞ 
4. Maximum Principle. The maximum principle for λ = c2/4 is imme-
diate since U ≥ 0
We now study the case λ = c2/4
1. Uniqueness. Let u ∈ L∞ be a nontrivial solution of
u+ λu = 0 λ > 0
Then u is a bounded solution of
u+ c
2
4
u = gt x
with g = (c2/4− λ)u ∈ L∞ Then u ∈ W 1∞× by the previous discus-
sion and we can consider the Lyapunov functional
V t =
∫ 2π
0
λu2 + εuut + u2t + u2xdx
for small and positive ε This function is nonnegative (because ε is small)
and the derivative satisﬁes
V ′t = −
∫ 2π
0
[
ελu2 + εcuut + 2c − εu2t + εu2x
]
dx
It is easy to ﬁnd α > 0 (depending upon ε) such that
V ′t ≤ −αV t ∀t ∈ 
so that
V t ≥ V 0e−αt ∀t ≤ 0
If V 0 > 0 then V t → +∞ as t → −∞ This implies V 0 = 0 and
so u = 0 (note that again we could have assumed that u ∈ L∞× ∩
C∞× or even that u ∈ W 1∞× ∩ C∞×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2. Existence. We distinguish two cases.
(i) λ > c2/4 Then
u = Uλ ∗ f
where
Uλt x =
1
2
e−c/2tJ0
(√
dt2 − x2
)
χCt x (2)
with J0 the Bessel function of order 0 and d = λ − c2/4. Uλ ∈ L12
because J0L∞ = 1
(ii) 0 < λ < c2/4
Let  be the resolvent operator for λ = c2/4, that is,
  L∞× → L∞× f → f = u
with u the unique solution of
u+ c
2
4
u = f in ′×
This is a linear operator with norm  equal to 4/c2 (we use UL1 =
4/c2 The problem
u+ λu = f u ∈ L∞×
is equivalent to[
I −
(
c2
4
− λ
)

]
u = f u ∈ L∞×
Since
∥∥(c2/4− λ)∥∥ < 1 the inverse is given by[
I −
(
c2
4
− λ
)

]−1
=
∞∑
n=0
(
c2
4
− λ
)n
n (3)
In both cases
uL∞ ≤ CλfL∞ 
3. Regularity. Equation u+ λu = f is equivalent to
u+ c
2
4
u = g g = f +
(
c2
4
− λ
)
u
so that
uLip ≤ CgL∞ ≤ C1fL∞ 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4. Maximum principle. If λ ∈ (0 c2/4) 
u =
∞∑
n=0
(
c2
4
− λ
)n
n+1f
If f ≥ 0 then
f ≥ 0 2f ≥ 0    nf ≥ 0
for all n
3. THE LINEAR TELEGRAPH EQUATION WITH MEASURES
The study of bounded solutions of linear inhomogeneous equations leads
to the consideration of different functional spaces for the forcing (see [3,
Chap. 3]). In this section we shall study again Eq. (1) when the forcing be-
longs to a certain space of measures. The deﬁnition of this space is inspired
by the space M in [3]. Measures will be understood in the sense deﬁned in
[4, Chap. 13].
Let C0× denote the space of functions in C× having compact
support in the cylinder. A measure over × will be a linear functional
µ  C0× →  φ → µφ
satisfying the property that for each K compact subset of × there exists
cK > 0 such that
µφ ≤ cKφL∞
if φ is a function with support contained in K. The action of µ on φ,
denoted previously by µφ, will also be indicated as ∫φdµ or µφ.
The class of all measures over the cylinder is denoted by M×. On
this space we consider the family of semi-norms
µh = supµφ / φ ∈ C0× φL∞ = 1 suppφ ⊂ Kh
where h ∈  is a parameter and Kh = h− πh+ π × . A measure will
belong to the class  if µh is bounded independently of h.  becomes a
Banach space with the norm
µ = sup
h∈
µh
(Note that to prove that  ·  is a norm it is convenient to employ a
continuous partition of unity associated to the covering  ◦Khh∈.) As an
example we consider the discrete measure
µφ = ∑
n∈
anφ2πn 0
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where ann∈ is a given sequence of real numbers. Then µ ∈  if and only
if an is bounded.
The usual ordering in M× induces an order structure on . The
cone of positive measures will be indicated as
+ = µ ∈  / µ ≥ 0
We also note a property that will be employed later in this section. Given
µ ∈  then the absolute value µ also belongs to  and is such that µ =
 µ .
We now go back to the telegraph equation. Given µ ∈  we consider the
problem
u+ λu = µ u ∈ L∞× (4)
The solution is again understood in a distributional sense and it satisﬁes∫
×
∗φ+ λφu =< µφ >
for each φ ∈ ×.
Theorem 2. If λ > 0 then (4) has a unique solution for each µ ∈ .
Moreover, this solution satisﬁes
uL∞ ≤ Cˆµ
where Cˆ > 0 only depends upon λ and c.
If λ ∈ 0 c2/4 then the maximum principle holds,
µ ∈ + ⇒ u ≥ 0 a.e. 2
The proof will be obtained as a combination of the result of the previous
section and an approximation argument. First we introduce an auxiliary
norm in L∞×,
f = sup
h∈
∫
Kh
f t xdt dx f ∈ L∞×
Note that this norm coincides with µ when µ is the measure with density
f , µ = f dt dx.
Lemma 1. Given µ ∈  there exists a sequence of functions fn in
L∞× satisfying
(i)
∫
× fnφ→ µφ for each φ ∈ C0×.
(ii) fn ≤ 2µ n = 1 2    
(iii) fn ≥ 0 if µ ∈ +.
maximum principle for bounded solutions 703
Proof. The cylinder × is a locally compact topological group and
one can apply the results on regularization given in Chap. 14 of [4]. Let
ρn ∈ C0× be a sequence of nonnegative functions satisfying∫
×
ρn = 1 suppρn ⊂
{
t x/t ≤ 1
n
 x ≤ 1
n
}

where x = minx+ 2πn / n ∈ .
Deﬁne fn as the convolution of ρn and µ; more precisely,
fnt x =
∫
×
ρnt − s x− ξdµs ξ
With this deﬁnition the functions fn are continuous, belong to L∞×,
and satisfy (i). This follows directly from the results in [4]. Since (iii) is a
consequence of the deﬁnition we just prove (ii). The Fubini theorem for
abstract measures implies that∫
Kh
f t xdt dx ≤
∫
Kh
( ∫
×
ρnt − s x− ξdµs ξ
)
dt dx
=
∫
×
( ∫
Kh
ρnt − s x− ξdt dx
)
dµs ξ
The function s ξ → ∫Kh ρnt − s x− ξdt dx is bounded above by 1 and
its support is contained in h− π − 1
n
 h+ π + 1
n
 × . Since we can cover
this set in the form Kh1 ∪Kh2 for certain h1, h2 the deﬁnition of the norm
in  leads to the conclusion.
Lemma 2. There exists a Cˆ > 0 such that
uL∞ ≤ Cˆf
where f ∈ L∞× and u is the solution of (1).
Proof. First we consider the case λ ≥ c2/4. We know that
ut x =
∫
2
Uλs ξf t − s x− ξds dξ
where Uλ is given by (2). Thus
ut x ≤
∫ ∞
0
e−c/2s
( ∫ s
−s
f t − s x− ξdξ
)
ds
≤
∞∑
n=0
e−cnπ
∫ 2n+1π
2nπ
ds
∫ 2n+1π
−2n+1π
f t − s x− ξdξ ≤ C0f
with C0 =
∑∞
n=0 e
−cnπ2n+ 1.
For the case λ ∈ 0 c2/4 we apply the identity (3) together with the
estimate
fL∞ ≤ C0f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Proof of Theorem 2. The uniqueness is a direct consequence of Theo-
rem 1. To prove the existence we approximate each µ ∈  by using the
functions fn in the conditions of Lemma 1. We know from Lemma 2 that
unL∞ ≤ Cˆfn ≤ 2Cˆµ
Now we can extract a subsequence uk converging in the weak∗ sense to
some u ∈ L∞×. A passage to the limit shows that u is a solution
of (4). The estimate of uL∞ in terms of µ is a consequence of the
semicontinuity of the L∞-norm with respect to the weak∗ convergence.
Finally, we note that the maximum principle holds because the order is
preserved by a passage to the limit in the weak∗ sense.
4. WEAK UPPER AND LOWER SOLUTIONS
Consider the nonlinear equation
u ≡ utt − uxx + cut = Ft x u in ′× (5)
where F  × ×  →  satisﬁes Carathe´odory conditions and the func-
tion
γRt x = sup
u≤R
Ft x u
belongs to L∞× for each R ≥ 0. We shall design a method of upper
and lower solutions in order to obtain bounded solutions.
A lower solution of (5) is a function u∗ ∈ L∞× satisfying
u∗ ≤ Ft x u∗ in ′×
This means∫
×
u∗
∗φ ≤
∫
×
Ft x uφ ∀φ ∈ × φ ≥ 0
An upper solution u∗ ∈ L∞× is a function satisfying the reversed
inequality.
Theorem 3. Let u∗ and u∗ be lower and upper solutions of (5) with
u∗ ≤ u∗ a.e. ×
In addition, assume that
Ft x u1 − Ft x u2
u1 − u2
≥ −c
2
4
if u∗t x ≤ u2 < u1 ≤ u∗t x, a.e. t x ∈ 2. Then (5) has a solution u
in W 1∞× satisfying
u∗ ≤ u ≤ u∗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This result and his proof is similar to Theorem 4.1 in [7]. The result in
[7] dealt with the doubly periodic case.
In the present case one must employ an iterative scheme together with
Theorem 1 and the following auxiliary result.
Lemma 3. Let u ∈ L∞× be a function such that
u+ λu ≥ 0 in ′×
where λ ∈ 0 c2/4. Then u ≥ 0.
Proof. We consider the distribution on the cylinder
µφ =
∫
×
u∗φ+ λuφ ∀φ ∈ ×
and we shall prove that µ can be extended to a measure in +. To do this
we consider a function ψ ∈ × satisfying
ψ = 1 on −ππ × #
ψ = 0 outside −2π 2π × # 0 ≤ ψ ≤ 1 everywhere.
Given h ∈  we denote by ψh the translated function ψht x =
ψt − h x. Then, for each φ ∈ × with suppφ ⊂ Kh one
has
φ ≤ φL∞ψh
By assumption we know that µ is nonnegative and so
µφ ≤ φL∞µψh ≤ φL∞0
where 0 = uL∞
∫
× ∗ψ + λψ. From here we deduce that µ ∈ +
and u is a solution of
u+ λu = µ
We can now apply Theorem 2 to ﬁnish the proof.
As an easy example showing how to apply Theorem 3, we consider the
equation
utt − uxx + cut + bu+ au3 = pt x (6)
where
c > 0 b ≥ 0 a > 0 p ∈ L∞×
It is immediate to check that if R∗ = R∗a b pL∞ denotes the unique
positive root of the equation
aR3 + bR = pL∞
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then u∗ = −R∗ is a lower solution of (6) and u∗ = R∗ is an upper solution of
(6). If b = 0 R∗ = pL∞/a1/3  The monotonicity condition in Theorem
3 holds if
3aR∗2 + b ≤ c
2
4
 (7)
which, when b = 0 takes the explicit form
12a1/3p2/3L∞ ≤ c2 (8)
Hence it follows from Theorem 3 that, if inequality (7) holds, Eq. (6) has
at least one (weak) solution u ∈ W 1∞× such that uL∞ ≤ R∗
5. BOUNDED AND ALMOST PERIODIC SOLUTIONS OF THE
FORCED SINE-GORDON EQUATION
In this section we consider the equation
utt − uxx + cut + a sinu = pt x (9)
where a > 0 is a parameter and p ∈ L∞×. This equation can be seen
in many aspects as a nontrivial extension of the forced pendulum equation.
For this last equation there are results on the existence of bounded and
almost periodic solutions in [6]. We shall adapt the methods of [6] to our
p.d.e. to obtain some partial extensions.
Since we want to apply the technique of upper and lower solutions we
shall assume
a ≤ c
2
4
 (10)
We ﬁrst present a result on the existence of bounded solutions.
Proposition 1. Assume that (10) holds and p admits a decomposition
p = p∗ + p∗∗ with
p∗ = U in ′× and p∗∗t x ≤ a cosUt x a.e. t x
for some U ∈ L∞×. Then (9) has a solution u ∈ W 1∞× satisfying
u−UL∞ ≤
π
2

Proof. Deﬁne u∗ =−π/2+U and u∗ =π/2+U and apply Theorem 3.
The simplest choice of U is U ≡ 0. In that case one obtains a solution in
−π/2 π/2. Next we shall see that this solution is unique.
Proposition 2. Assume that (10) holds and p satisﬁes
pL∞ < a
Then (9) has a unique solution u ∈ W 1∞× satisfying
uL∞ <
π
2
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The proof will follow from the following result for the linear equation.
Lemma 4. Let α ∈ L∞× be a function satisfying
0 < α− ≤ αt x ≤ α+ < c2 a.e. t x ∈ 2
Then the problem
u+ αt xu = 0 in ′× u ∈ L∞× (11)
only admits the trivial solution.
Proof. Deﬁne the Lyapunov functional
V t =
∫ 2π
0
{
u2t + u2x +
c2
2
u2 + cuut
}
dx
Then one can proceed in the same way as in the proof of the uniqueness
in Theorem 1.
Remark 3. The previous functional was used in [1] and can be em-
ployed to prove the asymptotic stability of (11) with respect to the norm in
C10∞ L2 ∩ C0∞H1.
The proof of Proposition 2 is now very simple. Let u1, u2 ∈ W 1∞×
be solutions of (9) satisfying uiL∞ < π/2. Then u = u1 − u2 is a solution
of (11) for some α in the conditions of Lemma 4.
Next we are going to assume that p is almost periodic and we shall look
for solutions of the same type. If we look at p as a function of t taking
values in a certain Banach spaces then there are several possible ways of
deﬁning almost periodicity (see [2]). However, we shall take a simpler ap-
proach based on the fact that × is a locally compact topological group.
A continuous function f  × →  is almost periodic if from each
sequence α′ = s′k ξ′k ⊂ 2 it is possible to extract a subsequence α =
sk ξk such that the translates fkt x = f t + sk x + ξk converge
uniformly in ×.
Theorem 4. Assume that (10) holds and p ∈ C× is an almost pe-
riodic function with
pL∞ < a
Then (9) has a unique almost periodic solution u ∈ W 1∞× satisfying
uL∞ <
π
2

Proof. The proof is based on an idea of Amerio which is well known in
the theory of almost periodic differential equations (see [5, Chap. 10]). First
we note that almost periodicity can be characterized in terms of pointwise
convergence. Given f  ×→  and a sequence α = sk ξk such that
the corresponding translates converge (pointwise), we employ the notation
Tαf t x = lim
k→∞
f t + sk x+ ξk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Claim 1 Assume that f ∈ C× is such that for every pair of se-
quences α′ β′ ⊂ 2 there are common subsequences α ⊂ α′ β ⊂ β′ such
that
Tα+βf TαTβf exist (pointwise) and coincide.
Then f is almost periodic.
This result can be seen in [5, Theorem 1.17], for functions from  into
. The adaptation to the case of the cylinder is simple.
Claim 2 Let u ∈ W 1∞× be the solution of (9) with uL∞ < π/2.
Then for each sequence α′ ⊂ 2 there exists a subsequence α ⊂ α′ such
that Tαp and Tαu exist and Tαu is a solution of
v + a sin v = Tαpt x (12)
To prove this claim we note that the translates of u are bounded in
W 1∞× and so one can apply the Ascoli Theorem to extract a subse-
quence α′′ ⊂ α′ such that the corresponding translates converge uniformly
on compact sets to a continuous function Tα′′u in L∞×. The almost
periodicity of p allows us to extract α ⊂ α′′ such that Tαp also exists. A
standard passage to the limit shows that v = Tαu is a solution of (12). By
regularity it belongs to W 1∞×.
The conclusion of the theorem now follows from the previous claims and
Proposition 2. Note that TαuL∞ ≤ uL∞ < π/2, TαpL∞ ≤ pL∞ < a,
and the converse of Claim 1 is also valid.
Remark. Going back to the example at the end of Section 4 we note
that, when b > 0 the condition of Lemma 4 is satisﬁed for the linear
equation
v + [b+ 3au2t x] v = 0
with uL∞ ≤ R∗ if
3aR∗2 + b < c2
and hence is a consequence of (7). Thus Eq. (6) with the supplementary
condition b > 0 has a unique solution u ∈ W 1∞×, uL∞ ≤ R∗, when
condition (7) holds.
It is possible to obtain a result of almost periodic solutions in the line of
Theorem 4.
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