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iRe´sume´
La transformation de mode`les est un concept central de l’inge´nierie dirige´e
par les mode`les, puisqu’elle fournit un moyen d’automatiser la manipula-
tion de ceux-ci. Il n’est cependant pas aise´ de re´aliser un programme ca-
pable de transformer un mode`le en un autre. Les re`gles qui constituent
ces programmes peuvent parfois s’ave´rer tre`s complique´es a` trouver, meˆme
pour un expert en la matie`re. Une premie`re approche pour apprendre au-
tomatiquement des re`gles de transformation de mode`les a` partir d’une paire
d’exemples a e´te´ propose´e par Martin Faunes. Celle-ci repose sur un al-
gorithme ge´ne´tique qui permet de de´river, de manie`re automatique, des
programmes de plus en plus aptes a` transformer des mode`les. Dans le cadre
de ce me´moire, nous proposons d’ame´liorer cette approche en introduisant
une dimension de controˆle et en complexifiant la structure des re`gles de
transformation, ce qui permettra de de´river des programmes de transforma-
tion plus performants. Deux nouvelles approches seront pre´sente´es, chacune
diffe´rant dans sa manie`re d’apprendre le controˆle des re`gles. La premie`re
va ge´ne´rer les re`gles ainsi que leur ordre d’exe´cution simultane´ment tandis
que la deuxie`me va d’abord apprendre les re`gles avant d’apprendre l’ordre
d’exe´cution de celles-ci.
Mots cle´s: Transformation de mode`les, automatique, par l’exemple, al-
gorithme ge´ne´tique
Abstract
Model transformation is a central concept of model-driven engineering since
it provides a way to automate the manipulation of models. It is however not
easy to create a program capable of transforming a model into another. The
transformation rules are sometimes very complicated to find, even for an
expert. A first approach to automatically learn model transformation rules
from a set of examples by using a genetic programming-based algorithm
was proposed by Martin Faunes. In the context of this thesis, we propose
to improve this approach by introducing a dimension of control and by
complexifying the structure of transformation rules, in order to derive more
effecient transformation programs. Two new approaches are presented, each
differing in the way of learning the control of the rules. The first will gen-
erate the rules and the order of execution simultaneously while the second
will first learn the rules and then learn the order of execution.
Keywords: Model transformation, automated, by example, genetic algo-
rithm
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Chapitre1
Introduction
1.1 Contexte
Le monde a e´volue´. La technologie nous entoure et nous est de´sormais in-
dispensable. Et en son cœur se trouve l’informatique. De`s lors, pour que
cette technologie s’ame´liore et e´volue encore, son cœur doit battre plus vite
et plus fort. Malheureusement, ce n’est pas toujours aussi simple. Dans les
anne´es 60, l’informatique, et plus particulie`rement le logiciel, a connu une
crise majeure [38] mettant en exergue le de´calage entre l’informatique sur le
terrain et ce que l’on est en droit d’attendre de celle-ci. Les syste`mes infor-
matiques attendus e´taient malheureusement trop complexes a` de´velopper,
a` utiliser mais aussi inade´quats et non fiables. Plusieurs gros projets dans
les anne´es 70, 80 et 90 ont e´te´ victimes de cette crise et ont accuse´ des
retards e´normes (Compilateur PL1), des surcouts de production tre`s im-
portants (Taurus), provoque´ des accidents (London Ambulance System) et
ont parfois e´te´ abandonne´s (Advanced Logic System). En 1995, le Standish
Group Internationnal publie les re´sultats d’une e´tude portant sur le succe`s
des de´veloppements de syste`mes informatiques. Cette e´tude re´ve`le que seuls
16% des projets ont pu eˆtre de´livre´s a` temps et dans le budget pre´vu. 53%
ont e´te´ remis hors budget et hors planning et enfin, 31% des projets ont e´te´
abandonne´s en cours de re´alisation.
De nos jours, la difficulte´ n’en est que plus importante. La puissance
mate´rielle, le nombre d’utilisateurs, le de´veloppement d’internet sont quelques-
uns des facteurs qui contribuent a` rendre l’informatique de plus en plus
complexe et difficile a` maˆıtriser. Durant cette crise, l’informatique n’a
cesse´ d’e´voluer pour devenir “l’inge´nierie du logiciel”, passant d’une con-
ception artisanale, a` une production industrielle. De ce fait, la conception
de ces syste`mes informatiques requiert une grande expertise tout au long
du de´veloppement, du de´ploiement ou de la maintenance pour assurer un
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certain degre´ de qualite´. Malheureusement, la crise perdure puisqu’encore
25% des projets actuels sont abandonne´s.
L’inge´nierie dirige´e par les mode`les
On a alors tente´ de re´soudre les proble`mes lie´s a` la crise du logiciel en
proposant de nouvelles me´thodologies, de nouveaux outils, de nouvelles
proce´dures ou encore de nouveaux paradigmes: programmation oriente´e
objet, architecture de composants, programmation par aspects, me´thodes
agiles, implication des utilisateurs dans le de´veloppement, re´utilisabilite´, ...
Une me´thodologie semble bien fonctionner: l’inge´nierie du logiciel dirige´e
par les mode`les (Model Driven Engineering, MDE). Un mode`le est une ab-
straction de la re´alite´, dans le sens ou celui-ci ne peut repre´senter tous les
aspects de cette re´alite´. Cela nous permet de faire face au monde d’une
manie`re simplifie´e, d’e´viter sa complexite´ [83]. En informatique, le mode`le
a` pour roˆle de structurer les informations et activite´s d’une organisation.
Les mode`les de cycle de de´veloppement ont largement e´te´ utilise´s pour
re´duire la complexite´, les risques et pour pouvoir s’adapter au changement.
Mais a` l’heure actuelle, on voit de plus en plus de mode`les apparaˆıtre au
sein meˆme du de´veloppement. Le langage de mode´lisation unifie´ (UML)
[72], standardise´ par l’Object Management Group (OMG), est couram-
ment utilise´ pour spe´cifier, visualiser, modifier et construire les documents
ne´cessaires au bon de´veloppement d’un logiciel oriente´ objet. Il offre un stan-
dard de mode´lisation pour repre´senter l’architecture logicielle. On utilise
e´galement des mode`les, comme MoCQA [97] par exemple, pour tester la
qualite´ d’un logiciel. C’est maintenant l’ensemble du de´veloppement logiciel
qui utilise des mode`les. C’est pour cette raison que l’architecture dirige´e par
les mode`les (MDA) [18], propose´e et soutenue par l’OMG, tente de placer
le mode`le au centre du de´veloppement de syste`mes informatiques, en pro-
posant de nombreux standards regroupant notamment UML, MOF et QVT,
dont nous parlerons plus tard.
Techniques au service de l’inge´nierie dirige´e par les mode`les
Afin de de´velopper des syste`mes informatiques dans des de´lais et des couˆts
raisonnables, l’automatisation semble eˆtre cruciale. L’automatisation a
pour but d’ame´liorer la qualite´ des logiciels en e´vitant certaines erreurs intro-
duites par le facteur humain, mais permet e´galement de gagner e´norme´ment
de temps et donc d’augmenter la productivite´. Par l’automatisation, on
pense surtout a` la ge´ne´ration de code source, aux tests, ve´rifications et vali-
dations, aux ge´ne´rations d’interface, etc. Diffe´rentes techniques bien connues
aujourd’hui permettent d’arriver a` un certain degre´ d’automatisation.
On peut penser notamment a` la programmation par l’exemple qui
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aura pour but de faire apprendre a` un ordinateur un certain comporte-
ment selon un certain contexte. Effectivement, on peut constater que dans
l’apprentissage scolaire, l’exemple a toujours e´te´ un moyen efficace pour faire
comprendre des concepts, des the´ories, ou la fac¸on dont un proble`me pouvait
se re´soudre. Le principe est assez simple: donner a` un syste`me informatique,
des exemples montrant comment un proble`me peut eˆtre re´solu. En lui mon-
trant plusieurs exemples, on l’entraˆıne a` re´soudre ce proble`me de fac¸on a`
ce qu’il puisse le faire automatiquement une fois son apprentissage termine´.
Cette approche est en fait assez proche du “Machine Learning”.
La programmation ge´ne´tique, une sous-discipline de l’intelligence ar-
tificielle, permet de faire apprendre a` une machine de nouveaux programmes
graˆce a` des algorithmes e´volutionnistes. Une fonction objectif est ainsi
utilise´e pour indiquer l’objectif pre´cis que l’ordinateur doit atteindre et des
ope´rateurs ge´ne´tiques l’aideront a` converger vers une solution optimale.
L’automatisation, et en particulier la programmation par l’exemple et la
programmation ge´ne´tique semblent donc eˆtre des techniques particulie`rement
inte´ressantes pour l’inge´nierie dirige´e par les mode`les.
1.2 Proble`me
E´tant donne´ que de nombreux mode`les sont manipule´s tout au long du
de´veloppement de syste`mes informatiques, il semblerait inte´ressant de pou-
voir garder une cohe´rence tre`s forte entre ces mode`les. Cependant, les
mode`les changent fre´quemment lors du processus de de´veloppement, pour,
par exemple, re´pondre a` de nouvelles exigences d’un client ou bien pour
rectifier des erreurs de conception. Une difficulte´ importante est donc de
maintenir cette cohe´rence. Les concepteurs de mode`les doivent repasser sur
les pre´ce´dentes versions et les modifier, laissant la porte ouverte a` des er-
reurs. Une automatisation de ce processus est donc fortement souhaitable.
En automatisant les transformations mode`les vers mode`les et mode`les vers
code, on re´duit l’e´cart entre le code source et les mode`les ou entre les mode`les
eux-meˆmes.
Bien que des avance´es conside´rables aient eu lieu ces dernie`res anne´es
au niveau des outils et des environnements de mode´lisation, les transforma-
tions automatiques ont e´te´ restreintes a` quelques applications niches telles
que le “database mapping”. Il n’est vraiment pas simple de transformer un
mode`le en un autre. L’exemple classique de transformation de mode`les est
celui ou` l’on souhaite transformer un diagramme de classe en un sche´ma
relationnel. Cet exemple est le plus utilise´ pour la simple et bonne raison
que leur se´mantique sont relativement proche l’une de l’autre. Une classe
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correspond a` une table, une association correspond a` une cle´ e´trange`re.
Une correspondance bidirectionnelle peut alors eˆtre clairement de´finie pour
chaque e´le´ment. De plus, ces deux types de mode`les sont largement utilise´s
dans le domaine et sont donc bien maˆıtrise´s. Mais qu’en est-il si l’on doit,
par exemple, transformer un mode`le textuel en un mode`le graphique, ou
l’inverse? La correspondance est de´ja` nettement moins e´vidente. Ne serait-
il pas e´galement complique´ de transformer des types de mode`les peu utilise´s,
dont on maˆıtrise parfois mal la se´mantique?
La transformation de mode`le est en fait bien plus complique´e qu’il n’y
parait, et ce meˆme avec des types de mode`les bien connus tel que le di-
agramme de classe ou le sche´ma relationnel. La spe´cification des trans-
formations de mode`le est une taˆche ardue pour les utilisateurs, qui doivent
maˆıtriser les me´ta-mode`les des mode`les a` transformer sur le bout des doigts,
afin de couvrir toutes les possibilite´s et cre´er des transformations les plus
ge´ne´riques possibles, de fac¸on a` e´viter des retouches a` la main, parfois
longues et sujettes aux erreurs. La difficulte´ d’e´crire des re`gles de transfor-
mation est la motivation principale derrie`re cette recherche sur l’apprentissage
de re`gles de transformation a` partir d’exemple. Bien que cette ide´e date des
anne´es 90, le premier exemple concret de transformation de mode`le par
l’exemple (MTBE) a e´te´ propose´ par Varro` en 2006 [99].
De plus, quand on pense a` “transformation”, on pense a` un traitement
automatique des mode`les. On cre´e les re`gles de transformation, on les four-
nit a` l’ordinateur, on appuie sur un bouton “transformer” et l’ope´ration
s’exe´cute pour transformer, sans intervention de l’utilisateur, un mode`le
source en un mode`le cible. Mais souvent, il est ne´cessaire de performer des
taˆches avant d’autres pour garantir un certain re´sultat. L’ordinateur a donc
besoin qu’on lui spe´cifie un ordre dans lequel il pourra exe´cuter ses trans-
formations.
1.3 Contribution
Le but de ce me´moire est de poursuivre le de´veloppement d’une approche de
transformation de mode`le par l’exemple. Cette approche soulage l’utilisateur
de la conception des re`gles de transformation graˆce a` l’exploitation d’exemples,
qui permettent a` l’ordinateur de de´river lui-meˆme des re`gles de transforma-
tion. L’utilisateur n’a alors plus qu’a` imaginer des exemples de transforma-
tions qui permettront a` l’ordinateur de de´river des re`gles de transformation
qui satisferont l’exemple imagine´.
La programmation ge´ne´tique est au cœur de ce travail. C’est graˆce a`
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cette technique qu’il est possible de de´river automatiquement des re`gles de
transformation et de faire converger le programme vers une solution ide´ale,
graˆce a` divers ope´rateurs ge´ne´tiques qui ame´liorent les programmes de trans-
formation de mode`les de ge´ne´ration en ge´ne´ration, comme l’e´volution a
ame´liore´ les espe`ces pour les rendre plus aptes a` leur environnement.
L’approche initiale, de´veloppe´e par Martin Faunes, permet de de´river
automatiquement des plans de transformation de mode`les, sur base d’une
paire d’exemples fournie en entre´e avant chaque exe´cution [33]. Ce pro-
gramme prend en charge des transformations de diagrammes de classe vers
des sche´mas relationnels, mais aussi des transformations de diagrammes de
se´quence (complexes) vers des machines a` e´tats. Au travers de ce me´moire,
une analyse de cette approche existante sera effectue´e et permettra d’identifier
ses limites et des ame´liorations seront propose´es afin de les effacer ou de les
atte´nuer. Parmi ces limitations, nous verrons que les re`gles ge´ne´re´es sont
un peu trop simplistes et qu’elles ne permettent pas d’arriver a` des plans
de transformation suffisamment complexes pour pouvoir traiter des mode`les
relativement complets et proches de la re´alite´ de manie`re satisfaisante. En
effet, les me´ta-mode`les utilise´s dans l’approche existante sont fortement sim-
plifie´s pour les besoins du travail. La structure des re`gles de transformation
sera donc revue et permettra de ge´ne´rer des re`gles de transformation plus
complexes, compose´es de plusieurs conditions et d’autres proprie´te´s.
L’un des proble`mes cle´ de ce travail consistera a` mettre au point un
me´canisme permettant de controˆler le flux d’exe´cution des re`gles, ne´cessaire
pour prendre en charge des transformations plus complexes. Plusieurs me´ca-
nismes de controˆle seront e´tudie´s et teste´s, afin de permettre a` l’application
de converger le plus efficacement vers la solution optimale.
La solution initiale e´voluera selon deux axes, diffe´rant dans leur fac¸on
de trouver un ordonnancement optimal des re`gles. Une des deux approches
apprendra les re`gles de transformations et le controˆle de manie`re simultane´e,
tandis que la deuxie`me approche apprendra dans un premier temps les re`gles
de transformations, et dans un second temps l’ordonnancement des re`gles.
1.4 Plan
Le document est structure´ de la manie`re suivante:
Le chapitre 2 pre´sente la transformation de mode`les, en clarifiant tout
d’abord quelques notions tournant autour de ce sujet. Ensuite, un e´tat de
l’art pre´sentera les diffe´rentes e´tudes en cours dans ce domaine, mais aussi
les langages et outils qui ont e´te´ de´veloppe´s au cours des dernie`res anne´es.
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Un e´tat de l’art de la programmation par l’exemple et d’autres techniques
“par l’exemple” seront e´galement pre´sente´es. Graˆce a` cela, nous pourrons
voir comment se positionne ce travail.
La programmation ge´ne´tique constitue le cœur de ce travail. De`s lors,
le chapitre 3 pre´sente la programmation ge´ne´tique en ge´ne´ral et les diverses
applications et travaux qui ont pu eˆtre re´alise´s graˆce a` cette technique. Son
mode de fonctionnement sera explique´ en de´tail et ses limites seront expose´es
en fin de chapitre.
Le chapitre 4 constitue la plus grosse partie de ce me´moire. L’approche
initiale, sur laquelle se base ce me´moire, ainsi que ses limites et faiblesses
seront analyse´es. A partir de la`, de nombreuses ame´liorations seront pro-
pose´es. Une autre approche sera e´galement pre´sente´e. Celle-ci diffe`re de la
pre´ce´dente dans la fac¸on de chercher un ordonnancement optimal des re`gles.
Le chapitre 5 propose une e´tude de cas, dans laquelle sont propose´es une
e´valuation qualitative et quantitative de la nouvelle version de l’approche,
afin de comparer ses re´sultats avec la pre´ce´dente.
Le chapitre 6 conclut ce travail en le positionnant par rapport aux ap-
proches et outils pre´sente´s dans le deuxie`me chapitre. Ses limites seront iden-
tifie´es et de futures ame´liorations qui permettront d’ame´liorer les re´sultats
et la qualite´ ge´ne´rale des plans de transformation ge´ne´re´s seront propose´es.
Chapitre2
Transformation de mode`les
2.1 Description
Ce chapitre a pour objectif de positionner ce me´moire par rapport aux ap-
proches, langages et outils de´ja` de´veloppe´s dans le cadre de la transformation
de mode`les. Dans ce chapitre, une bre`ve introduction a` la transformation
de mode`le sera propose´e. Les concepts majeurs, tels que les mode`les, les
me´ta-mode`les, ou encore les diffe´rents types de transformation seront de´finis
clairement. La transformation de mode`les est divise´e en plusieurs cate´gories.
Chacune d’entre elles sera de´finie et plusieurs approches et travaux relat-
ifs a` ces cate´gories seront pre´sente´s. Nous verrons ensuite quelles sont les
fonctionnalite´s qui constituent les langages de transformation de mode`les
graˆce a` un feature diagram. Cette partie sera comple´te´e par une autre anal-
yse qui propose une liste de caracte´ristiques de´sirables pour les langages de
transformation. Nous verrons e´galement les activite´s au sein de la trans-
formation de mode`les et les besoins qu’un langage de transformation doit
respecter pour eˆtre utile et pratique. Pour conclure cette pre´sentation sur la
transformation de mode`les, une pre´sentation des langages et outils phares
sera propose´e. Via cette celle-ci, nous verrons certains de leurs avantages et
certaines de leurs faiblesses. Pour terminer ce chapitre, nous pre´senterons
e´galement la programmation par l’exemple et plus spe´cifiquement la trans-
formation de mode`les par l’exemple (MTBE). Cette partie aidera le lecteur
a` comprendre l’inte´reˆt de l’utilisation d’exemples. Divers travaux utilisant
des exemples seront pre´sente´s en fin de chapitre.
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2.2 Terminologie
Avant de de´velopper la the´orie lie´e a` la transformation de mode`les, il est
ne´cessaire de clarifier les diffe´rentes notions qui apparaˆıtront dans celle-ci.
2.2.1 Mode`le
En informatique, un mode`le a pour objectif de structurer les informations
et activite´s d’une organisation: donne´es, traitements, et flux d’informations
entre entite´s. Les mode`les actuellement employe´s dans les entreprises et
les administrations restent souvent inspire´s des mode`les de´veloppe´s dans
les anne´es 1970 (mode`le entite´-relation). Un mode`le est une repre´sentation
simplifie´e d’un syste`me qui permet de rendre la compre´hension de celui-
ci plus aise´e [85]. La plupart des mode`les sont graphiques mais peuvent
e´galement eˆtre textuels et sont exprime´s dans des langages spe´cifiques a` des
domaines ou dans des langages de mode´lisation tels qu’UML.
2.2.2 Meta-mode`le
Un me´ta-mode`le est un mode`le de mode`le. Il de´finit un ensemble de concepts
d’un certain domaine, et les relations qui pourraient apparaˆıtre entre eux.
Il de´crit la structure de mode`les que ceux-ci doivent respecter afin d’eˆtre
valides. Les me´ta-mode`les servent e´galement de base pour construire des
e´diteurs de mode`les, des analyseurs de mode`les ou des ge´ne´rateurs de code
pour des domaines spe´cifiques [37]. Un me´ta-mode`le peut eˆtre vu comme
une grammaire pour mode`les.
2.2.3 Langage de transformation de mode`les
Un langage de transformation de mode`les est un vocabulaire et une gram-
maire qui permettent de cre´er des transformations de mode`les. Graˆce a` ce
langage, des re`gles de transformation pourront eˆtre e´crites par l’utilisateur
ou de´rive´es par une machine.
2.2.4 Mode`le source
S’il y a une transformation, cela veut dire qu’un mode`le doit eˆtre fourni
en “entre´e” a` cette transformation. Le mode`le fourni en entre´e est appele´
commune´nement “mode`le source”. Il doit eˆtre conforme a` un me´ta-mode`le
source.
2.2.5 Mode`le cible
De meˆme, si on transforme un mode`le, cela veut dire qu’on va obtenir un
autre mode`le, re´sultat de la transformation. Il s’agit de la sortie de la trans-
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formation et on l’appelle ge´ne´ralement le “mode`le cible”. Bien e´videmment,
il doit eˆtre conforme a` un me´ta-mode`le cible.
2.2.6 Outil de transformation de mode`les
Un outil de transformation de mode`les exe´cute une transformation sur un
mode`le source afin de produire un mode`le cible. GReAT [15] ou ATL [46]
sont tous deux des outils de transformation de mode`les dont nous parlerons
plus loin.
2.2.7 Transformation de mode`les
La transformation de mode`les, utilise´e dans l’inge´nierie dirige´e par les mode`les,
vise a re´duire l’effort et les erreurs en automatisant la construction ou la
modification de mode`les quand cela est possible.
Kleppe et al. [100] de´finissent une transformation de mode`le comme
e´tant une ge´ne´ration automatique d’un mode`le cible a` partir d’un mode`le
source. La de´finition d’une transformation est un ensemble des re`gles de
transformation qui de´finissent, ensemble, comment un mode`le de´fini dans un
langage source peut eˆtre transforme´ dans un mode`le de´fini dans un langage
cible. Une re`gle de transformation est une description de la fac¸on dont une
ou plusieurs constructions du langage source peu(ven)t eˆtre transforme´e(s)
en une ou plusieurs constructions du langage cible.
En fait, la transformation de mode`le peut eˆtre vue comme une sorte de
programme qui prend un mode`le en entre´e, et fournit un autre mode`le en
sortie, ou encore comme un programme qui fait muter un mode`le en un
autre [95]. Cependant, il existe de nombreuses varie´te´s de transformations
de mode`les, diffe´rant dans leur utilisation ou encore dans les parame`tres
d’entre´e et sortie qu’elles utilisent. Mais de fac¸on ge´ne´rale, une transfor-
mation de mode`le spe´cifie habituellement quels mode`les sont acceptables en
entre´e et quels mode`les elle peut produire comme sortie lorsque cela est ap-
proprie´.
Selon Mens et al. [67], le nombre de mode`les fournis en entre´e ou en sor-
tie peut varier. Nous conviendrons toutefois qu’il est ne´cessaire de fournir au
moins un mode`le en entre´e. Il se peut qu’une transformation de mode`les ne
produise pas de mode`le de sortie, mais on parlera alors d’analyse de mode`le.
Dans le cas ou` l’on utilise plusieurs mode`les en entre´e, on peut parler de
fusion de mode`les, ou` il est question, par exemple, de fusionner plusieurs
mode`les sources de´veloppe´s en paralle`le en un mode`le re´sultant. Enfin,
on peut imaginer une transformation qui prendrait un mode`le inde´pendant
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d’une certaine plateforme (Platform Independent Model, PIM) en entre´e, et
le transformerait en une se´rie de mode`les spe´cifiques a` une certaine plate-
forme (Platform Specific Model, PSM).
2.2.8 Transformations endoge`nes et exoge`nes
En fonction du me´ta-mode`le dans lequel les mode`les cible et source sont ex-
prime´s, une transformation peut eˆtre de type endoge`ne ou de type exoge`ne.
Une transformation de mode`les exoge`ne est une transformation entre mode`les
ayant des me´ta-mode`les distincts. Un exemple simple est celui ou` l’on
souhaite transformer un diagramme de classe UML en un sche´ma relationnel.
Comme exemple de transformations exoge`nes on retrouve notamment:
• La synthe`se d’un mode`le de haut niveau, plus abstrait, vers un mode`le
de plus bas niveau, plus concret. Un exemple de synthe`se est la
ge´ne´ration de code. Par exemple, on peut transformer un sche´ma
relationnel en code DDL.
• Le reverse engineering, qui est en fait l’inverse de la synthe`se. Il s’agit
ici de remonter vers un niveau supe´rieur, plus abstrait, a` partir d’un
niveau infe´rieur.
• La migration d’un programme e´crit dans un langage vers un autre
langage tout en conservant le meˆme niveau d’abstraction.
Une transformation endoge`ne, quant a` elle, transforme des mode`les issus
d’un meˆme me´ta-mode`le. Comme exemple de transformations endoge`nes,
on peut citer:
• L’optimisation, ou` l’on essaye d’ame´liorer certaines qualite´s ope´ration-
nelles d’un programme en pre´servant sa se´mantique.
• Le refactoring, une technique consistant en la restructuration d’un
morceau de code, alternant ainsi sa structure interne mais ne changeant
pas son comportement externe.
• La normalisation, utilise´e pour atte´nuer la complexite´ syntaxique, en
transformant du sucre syntaxique en des constructions plus simples du
langage.
2.2.9 Transformations unidirectionnelles et multidirection-
nelles
Il est e´galement important de distinguer la notion d’unidirectionnalite´ et
de bidirectionnalite´ des transformations de mode`les. Une transformation
de mode`les unidirectionnelle n’a qu’un seul mode d’exe´cution: elle prend
toujours le meˆme type de mode`le en entre´e et produit le meˆme type en
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sortie. Ce type de transformation sera, par exemple, utile dans le cas de la
compilation. Dans le cas d’une transformation de mode`les bidirectionnelle,
un meˆme type de mode`les peut, tantoˆt eˆtre utilise´ en entre´e, tantoˆt eˆtre
utilise´ en sortie. Ce genre de transformation sera utile dans le cas d’un
travail sur plusieurs mode`les qui doivent rester consistants entre eux. Par
exemple, le changement dans un mode`le implique le changement dans un
autre mode`le afin de maintenir cette consistance.
2.2.10 Transformations horizontales et verticales
Une transformation horizontale est une transformation ou` les mode`les cibles
et sources se trouvent au meˆme niveau d’abstraction. Le refactoring est
un exemple de transformation horizontale. Une transformation verticale
est une transformation ou` les mode`les cibles et sources se trouvent a` des
niveaux d’abstraction diffe´rents. Le raffinement, lorsque l’on imple´mente
des spe´cifications par exemple, en est un exemple.
Une transformation est toujours verticale ou horizontale et toujours en-
doge`ne ou exoge`ne, comme le montre le sche´ma suivant (fig. 2.1). Les
transformations portent ainsi un nom plus pre´cis lorsqu’on identifie leurs
proprie´te´s.
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Figure 2.1: Types de transformations
2.2.11 Textuel et visuel
Certaines approches de transformation de mode`les sont tantoˆt visuelles,
tantoˆt textuelles. ATL ou Kermeta [45] sont des exemples d’approches
textuelles puisqu’il est ne´cessaire de spe´cifier les transformations par e´crit,
au contraire des approches visuelles qui les spe´cifient de manie`re graphique.
QVT [69] propose les deux manie`res de faire dans son langage QVT Rela-
tional.
2.3 La transformation de mode`le
La transformation de mode`les peut eˆtre divise´e en deux sous-cate´gories
selon Czarnecki et Helsen [28] : les transformations Mode`le-vers-Code et les
transformations Mode`le-vers-Mode`le. Cependant, e´tant donne´ que du code
source est, la plupart du temps, du texte, nous parlerons plus ge´ne´ralement
d’approche Mode`le-vers-Texte.
2.3.1 Transformation Mode`le-vers-Texte
Les approches Mode`le-vers-Texte (Model-to-Text, M2T) ont pour but de
transformer des mode`les en texte. Il s’agit par exemple de produire de la
documentation a` partir d’un mode`le, comme un diagramme de classe UML
par exemple. Deux types d’approche existent au sein de la transformation
de mode`les en texte:
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• Approches “Visitor-based”: Graˆce a` des me´canismes d’exploration
de la repre´sentation interne des mode`les, il est possible d’e´crire du
“texte”, la plupart du temps du code source comme le permet Jamda
[10]. Cependant, Jamda ne supporte pas MOF [73], le standard de´fini
par OMG, permettant de modifier les me´ta-mode`les. D’autres outils
et approches existent.
• Approches base´es sur des patrons: Les outils tels que openArchitec-
tureWare [19], JET [63], Codagen Architect [1], AndroMDA [8], Arc-
Styler [9], MetaEdit+ [3], et OptimalJ [4] utilisent des patrons pour
ge´ne´rer du code. Un patron consiste ge´ne´ralement en du texte con-
tenant des bouts de meta-code qui permettent d’acce´der aux infor-
mations de la source et d’ope´rer une se´lection de code dans celui-ci.
Ce sont des re`gles qui contiennent, d’une part, un cote´ gauche, com-
pose´s de logique exe´cutable pour acce´der au code, et , d’autre part, un
cote´ droit qui combine des chaines de caracte`res a` produire avec de la
logique pour la se´lection de code.
2.3.2 Transformation Mode`le-vers-Mode`le
Les approches Mode`le-vers-Mode`le (Model-to-Model, M2M) sont celles qui
sont les plus proches de ce me´moire. Les approches M2M transforment des
mode`les sources en mode`le cibles. Les transformations peuvent traiter des
mode`les de me´ta-mode`les diffe´rents ou de meˆmes me´ta-mode`les. Malgre´ le
fait que le M2T soit le plus utilise´ dans le MDA, et en particulier le Model-
to-Code, le M2M est ne´cessaire pour beaucoup d’aspects de l’inge´nierie du
logiciel, tel que la documentation. La documentation est trop souvent laisse´e
a` l’abandon mais est pourtant cruciale dans le de´veloppement du logiciel.
Avec le M2M, les mode`les d’un meˆme syste`me informatique (exigences, com-
posants, code source, etc) restent cohe´rents entre eux, et sont donc plus
facilement modifiables, maintenables, et peuvent plus facilement eˆtre opti-
mise´s.
Approches par manipulation directe
Les approches par manipulation directe fournissent des repre´sentations de
mode`les et des APIs pour les manipuler. C’est donc aux utilisateurs d’im-
ple´menter les re`gles de transformation, le trac¸age, ou encore le controˆle
a` partir de ze´ro. Ces APIs sont pour la plupart imple´mente´es dans des
langages oriente´s objets. Jamda fait partie de cette sous-cate´gorie. Builder
Object Network (BON) est un outil de manipulation directe. Il fournit un
re´seau d’objet C++ graˆce auxquels il est possible de mettre a` jour et de
naviguer dans des mode`les.
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Approches de´claratives
Les approches de´claratives regroupent les approches utilisant des relations
mathe´matiques et les approches de´claratives. Des relations entre les e´le´ments
des mode`les sources et cibles sont spe´cifie´es avec des contraintes (pre´dicats).
On peut alors voir les approches relationnelles comme un proble`me d’optimi-
sation. Gerber et al. ont utilise´ Mercury [87], un langage de programmation
logique, pour imple´menter des transformations. QVT par QVT-Partners
(QVTP) [80] est un exemple d’approche relationnelle. Ce genre d’approche
est ge´ne´ralement plus facile a` comprendre et a` e´crire et permet, entre autre,
de naviguer dans le mode`le source, la trac¸abilite´ des transformation et la
bidirectionnalite´ des transformations. De plus, les approches relationnelles
n’introduisent pas d’effet de bord.
Approches impe´ratives
Les approches impe´ratives sont des approches qui permettent de controˆler
le se´quencement d’une transformation. Les approches impe´ratives se con-
centrent sur comment une transformation doit eˆtre effectue´e en spe´cifiant
les e´tapes requises pour de´river le mode`le cible a` partir du mode`le source.
Ce genre d’approche est utilise´e pour les transformations ou` l’approche
de´clarative e´choue, et plus spe´cifiquement quand un controˆle explicite est
ne´cessaire dans l’ensemble des transformations. L’approche impe´rative four-
nit des moyens de se´quencement des transformations, de se´lection et d’ite´-
ration.
Approches base´es sur les transformations de graphes
Les approches base´es sur les transformations de graphes reposent sur la
the´orie des graphes. Les mode`les a` transformer sont repre´sente´s sous forme
d’arbre. L’arbre syntaxique abstrait du mode`le source est transforme´ suiv-
ant des re`gles et l’arbre syntaxique abstrait re´sultant est celui du mode`le
cible. Les re`gles sont constitue´es de deux parties (gauche et droite) et chaque
partie est constitue´e de patrons de graphes. La partie gauche de la re`gle doit
matcher avec le mode`le devant eˆtre transforme´ et est alors remplace´ par la
partie droite de la re`gle. Des conditions peuvent accompagner le patron
dans la partie gauche, ainsi que des ope´rateurs logiques. GReAT, VIATRA
[27], AToM3 [31], UMLX [103] et BOTL [20] sont des approches utilisant les
transformations de graphes.
Les Triple Graph Grammars (TGG) [52], sont des grammaires qui perme-
ttent de de´crire des transformations de graphes. Leurs re`gles sont spe´cifie´es
au moyen de trois graphes:
• Graphe de gauche: sous-graphe du graphe source. Il s’agit des pre´-
conditions de la re`gle.
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• Graphe de droite: sous-graphe du graphe cible. Il s’agit des post-
conditions de la re`gle.
• Graphe de correspondance: de´crit les mappings entre les e´le´ments du
graphe de gauche et du graphe de droite.
Approches dirige´es par la structure
Les approches dirige´es par la structure fonctionnent en deux phases:
1. Cre´er la structure du mode`le cible
2. Assigner les attributs et les re´fe´rences dans le mode`le cible.
OptimalJ imple´mente cette approche en Java. Le framework s’occupe de la
planification et de l’application des re`gles, mais ce sont les utilisateurs qui
doivent fournir celles-ci. QVT par Interactive Objects and Project Technol-
ogy (IOPT) [94] est une approche dirige´e par la structure. Une re`gle est
de´finie par des e´le´ments du mode`le cible et l’emboitement des re`gles corre-
spond a` la hie´rarchie des e´le´ments du me´ta-mode`le cible. On peut voir cette
approche comme une configuration top-down du mode`le cible.
Approche hybrides
Les approches hybrides sont des approches qui fournissent un langage de´-
claratif et impe´ratif pour de´crire les re`gles de transformation. C’est a`
l’utilisateur de choisir la me´thode qu’il pre´fe`re. ATL et XDE [5] sont des ex-
emples d’approches hybrides. QVT fournit deux langages diffe´rents: QVT
relational (de´claratif) et QVT Operational (impe´ratif).
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2.3.3 Fonctionnalite´s des langages de transformation
Czarnecki et Helsen fournissent un feature diagram repre´sentant les diffe´rentes
composantes de la transformation de mode`le (fig. 2.2).
Figure 2.2: Fonctionnalite´s des langages de transformation
Cependant, la plupart des approches existantes ne couvrent pas l’entie`rete´
de ces caracte´ristiques et se concentrent sur quelques-unes d’entre-elles.
Celles qui nous inte´ressent dans le cadre de ce me´moire sont les re`gles de
transformation, les relations entre les mode`les sources et cibles, les strate´gies
d’application des re`gles, la planification des re`gles, l’organisation des re`gles
et la directionnalite´.
Dans la plupart des approches existantes, les re`gles sont constitue´es de
deux parties: la partie gauche (Left-Hand Side, LHS) et la partie droite
(Right-Hand Side, RHS). Le LHS est de´die´ au mode`le source, tandis que
le RHS est de´die´ au mode`le cible. Ces deux parties contiennent des vari-
ables, des patrons (des chaines de caracte`res ou des patrons graphiques),
des ope´rateurs logiques, tels que le OR, le AND, le NOT, mais e´galement
des requeˆtes telles que des OCL-queries [74] permettant de retrouver des
e´le´ments du mode`le source.
Le pe´rime`tre d’application des re`gles (Rule application Scoping) permet
de re´duire les parties d’un mode`le qui participe a` une transformation. Cer-
taines approches permettent de configurer un pe´rime`tre de mode`le source
(XDE et GReAT) et de mode`le cible (XDE).
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Meˆme si par transformation de mode`les on entend mode`les de me´ta-
mode`les distincts, certaines approches ne permettent de faire que du refac-
toring, c’est-a`-dire d’ame´liorer un mode`le. Mais dans ce cas, le mode`le cible
de la transformation partage le meˆme me´ta-mode`le que le mode`le source.
C’est le cas de VIATRA et GReAT. Certaines approches telles que XDE
permettent le fait que le mode`le cible soit un nouveau mode`le.
Un autre aspect important est la strate´gie d’application des re`gles. Dans
certains cas, il peut y avoir plusieurs e´le´ments pouvant activer une re`gle.
Il faut alors pouvoir de´finir une strate´gie d’application de ces re`gles. Cette
strate´gie est soit de´terministe, c’est-a`-dire qu’elle s’appliquera toujours d’une
certaines fac¸on; soit non-de´terministe, c’est-a`-dire que la re`gle peut s’appliquer
a` un des cas qui l’a de´clenche´, au hasard.
La planification des re`gles permet de de´terminer un ordre d’application
parmi les re`gles. Cet ordre peut eˆtre de´termine´ de fac¸on implicite ou de fac¸on
explicite. Dans le cas d’un ordre implicite, l’utilisateur n’aura aucun controˆle
sur les re`gles. Le moteur d’infe´rence va choisir lui-meˆme l’ordre d’application
des re`gles. Pour cela il utilise un agenda. C’est le cas d’OptimalJ. Il
est cependant possible que l’utilisateur “dirige” l’exe´cution en utilisant des
e´le´ments du langage pour le forcer a` exe´cuter des re`gles dans un certain
ordre. On peut imaginer que la premie`re re`gle appelle la deuxie`me dans son
coˆte´ droit, et que la deuxie`me appelle la troisie`me et ainsi de suite. Si par
contre le controˆle est explicite, l’utilisateur dispose de moyens pour de´finir
un ordre d’exe´cution. En cas de conflit, les outils proposent parfois des
me´canismes de re´solution de ces conflits. Certaines approches proposent de
laisser l’utilisateur choisir (XDE).
L’organisation des re`gles s’occupe du rassemblement de re`gles ou de la
structuration de groupes de re`gles. Certains outils, comme JESS [42] ou
VIATRA, proposent un me´canisme permettant de rassembler les re`gles en
modules. D’autres permettent des me´canismes d’he´ritage entre modules ou
entre re`gles comme QVTP. Aussi, les re`gles peuvent eˆtre organise´es selon la
structure du mode`le source ou du mode`le cible comme QVT par IOPT, ou`
une re`gle est de´finie pour chaque e´le´ment du mode`le cible. Ces re`gles sont
e´galement emboite´es en fonction de la hie´rarchie des e´le´ments de´finis dans
le me´ta-mode`le cible.
Les transformations peuvent enregistrer les liens entre les e´le´ments sources
et les e´le´ments cibles. Ces liens peuvent eˆtre utiles pour effectuer une anal-
yse d’impact (analyser comment la modification d’un mode`le pourrait en
affecter d’autres) ou pour la synchronisation entre mode`les. Plusieurs ap-
proches fournissent des me´canismes de trac¸abilite´ comme QVT par CDI
[24] et QVT par IOPT, tandis que d’autres comptent sur l’utilisateur pour
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“encoder” les traces eux-meˆmes, comme VIATRA et GReAT. Certaines
approches requie`rent un encodage manuel des liens de trac¸abilite´ dans les
re`gles de transformation par les de´veloppeurs, comme QVT par CDI. Dans
le cas d’un support automatise´ comme avec QVT par IOPT, l’approche peut
fournir plusieurs controˆles sur la fac¸on dont les liens peuvent eˆtre cre´e´s, de
fac¸on a` limiter la quantite´ de donne´es de trac¸abilite´. Enfin, il faudra choisir
ou` stocker les liens de trac¸abilite´: dans le mode`le source, dans le mode`le
cible, ou se´pare´ment.
Enfin, les transformations peuvent eˆtre unidirectionnelles ou bidirection-
nelles. Les transformations unidirectionnelles ne peuvent eˆtre exe´cute´es que
dans une seule direction. Dans ce cas, un mode`le cible est calcule´ a` partir
d’un mode`le source. Les transformations bidirectionnelles peuvent, elles,
eˆtre exe´cute´es dans les deux sens, ce qui est tre`s pratique pour la synchroni-
sation de mode`les par exemple. Bien entendu, la bidirectionnalite´ peut eˆtre
accomplie de deux manie`res: en utilisant une re`gle bidirectionnelle ou en util-
isant deux re`gles unidirectionnelles comple´mentaires, une pour chaque direc-
tion. Peu d’approches fournissent des moyens de cre´er des re`gles bidirection-
nelles, ge´ne´ralement plus difficiles a` imple´menter. L’approche d’Akehurst et
Kent [12] et QVTP le permettent ne´anmoins.
2.3.4 Activite´s au sein de la transformation de mode`les
Selon Mens [66], la transformation de mode`les couvre de nombreuses ac-
tivite´s. Cette section en de´crit quelques-unes et pre´sentent des travaux y
e´tant associe´s.
Ge´ne´ration automatique de code
L’une des activite´s les plus recherche´es dans le milieu de l’inge´nierie dirige´e
par les mode`les est la ge´ne´ration de code. Celle-ci permet un gain de pro-
ductivite´ e´norme et e´vite des erreurs de programmation parfois couˆteuses en
temps et en argent. Le but est la transformation de mode`les inde´pendants
de plateformes particulie`res (PIM) en des mode`les destine´s a` une plateforme
spe´cifique (PSM) et, au final, de ge´ne´rer du code source a` partir de mode`les.
Executable UML [65] est une approche prometteuse a` ce niveau puisqu’elle
permet une ge´ne´ration comple`te de code a` partir de mode`les UML. On peut
e´galement de´sirer faire l’ope´ration inverse, a` savoir extraire un mode`le a`
partir de code source. Cette technique est appele´e l’extraction de mode`le
est tre`s utile pour le reverse engineering [70].
Traduction de mode`les
La traduction de mode`le est le type d’approche le plus fre´quemment aborde´
dans litte´rature. Le but est de transformer un mode`le exprime´ dans un
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certain langage dans un autre langage de mode´lisation. Class2RDBMS [41]
en est un exemple. Il permet de transformer un diagramme de classes vers
un sche´ma relationnel. Un autre but est e´galement de ge´rer les proble`mes
se´mantiques d’un langage de mode´lisation en exprimant les mode`les dans
d’autres langages plus formels [14]. Straeten et al. [91] ont essaye´ de traduire
des mode`les UML en logique descriptive. De plus, il est parfois souhaitable
de pouvoir manipuler un meˆme mode`le avec plusieurs outils de mode´lisation
diffe´rents. La transformation de mode`le UML vers XMI, le standard OMG
base´ sur XML pour les conversions de mode`les [75], permet notamment
l’e´change de mode`les UML entre diffe´rents outils de mode´lisation UML.
Exe´cution de mode`les
Aussi, si certains mode`les servent a` repre´senter un comportement, il peut
eˆtre inte´ressant d’exe´cuter ce comportement afin de valider le mode`le. C’est
ce qu’e´tudient les approches de simulation ou d’exe´cution de mode`les. Cer-
taines de ces approches transforment des mode`les en des syste`mes exe´cutables
via des compilateurs/interpre´teurs comme Executable UML [81]. Cepen-
dant, ces approches requie`rent parfois l’intervention de l’utilisateur pour
fournir des informations que le simulateur n’aurait pas pu de´duire. Sto¨rrle
et Hausmann [90] permettent de simuler le comportement de diagrammes
d’activite´s UML en les transformant dans un premier temps en re´seaux de
Petri [77] puis en l’exe´cutant dans un deuxie`me temps.
Ve´rification et validation de mode`les
La ve´rification de mode`les est e´galement sujette a` diverses recherches. Il
est en effet de´sirable de pouvoir ve´rifier et valider des mode`les, afin de voir
s’ils sont conformes aux exigences ou s’ils sont corrects syntaxiquement et
se´mantiquement. Plusieurs langages de ve´rification de mode`les existent:
Umltocsp [23] ou encore Automated formal verification of visual modeling
languages by model checking [98]. Il est e´galement inte´ressant de pouvoir
ve´rifier et valider les transformations de mode`les en elles-meˆmes, c’est-a`-
dire e´tablir si une transformation a` un sens et si elle est utile. Narayanan et
Karsai [71] et Baudry et al. [16] proposent le test et la ve´rification de trans-
formations de mode`les. Ce genre de ve´rification est notamment utilise´ pour
s’assurer que des transformations pre´servent la correction et la consistance
de mode`les. Stell et Lawley [88] expliquent comment valider le moteur de
transformation de mode`les Tefkat [61]. Varro´ [98] et Ku¨ster [59] se chargent
d’e´tudier la ve´rification formelle de transformations de mode`les exprime´es
a` l’aide de re`gles de transformation de graphes. Anastasakis et al. [14]
utilisent le langage et outil (solveur de contraintes) Alloy [44] pour ve´rifier
des transformations de mode`les.
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E´volution et maintenance des mode`les
L’e´volution des mode`les ou des langages de mode´lisation fait e´galement
l’objet de recherches. Lorsqu’un langage de mode´lisation change, et plus
spe´cifiquement son me´ta-mode`le, les utilisateurs sont contraints de migrer
leurs mode`les vers la nouvelle version du langage et donc de les trans-
former mais aussi de transformer les transformations en elles-meˆmes. C’est
le domaine de la co-e´volution des mode`les. Ce domaine a e´te´ e´tudie´ par
Wachsmuth [102].
ATL est parvenu a` ge´rer ce proble`me en utilisant un transformateur
de transformation automatique, fournissant ainsi une maintenance automa-
tique des transformations en cas de modification des me´ta-mode`les utilise´s.
E´tant donne´ que des mode`les peuvent eˆtre encode´s au format XML graˆce
a XMI, il est de`s lors possible d’utiliser XSLT [6] pour transformer des
fichiers XML. Cependant, une telle approche est limite´e a` cause de son
manque de mise a` l’e´chelle. Le fait de mode´liser des transformations a` la
main en XSLT les rend rapidement difficilement maintenables a` cause du
caracte`re tre`s verbeux de XML et XSLT. C’est pour cette raison que Peltier
et al. [76] ont propose´ une approche permettant de ge´ne´rer des re`gles de
transformation XSLT. Cependant cette approche n’a pas donne´ les re´sultats
escompte´s.
Ame´lioration de la qualite´ des mode`les
La qualite´ d’un mode`le est e´galement importante, et celle-ci se de´grade au
cours du temps e´tant donne´ que les mode`les e´voluent durant leur vie. Le
model refactoring permet d’ame´liorer la qualite´ d’un mode`le, en modifiant
par exemple sa structure de fac¸on a` le rendre plus lisible. Il s’agit donc
d’une transformation endoge`ne qui modifie la structure tout en pre´servant
son comportement. Divers auteurs ont commence´ a` explorer le proble`me de
refactoring de mode`les UML. ([79], [26], [64], [96], [105])
2.3.5 Besoins pour un langage de transformation
Selon Pollet [78], pour eˆtre utile et pratique, un langage de transformation
doit re´pondre aux besoins suivants:
Re´utilisation : meˆme si on peut utiliser une transformation ad-hoc pour
modifier ponctuellement un mode`le particulier, la plupart des trans-
formations sont conc¸ues pour eˆtre re´utilise´es sur plusieurs mode`les
diffe´rents. Une transformation est parame´tre´e par les mode`les, et plus
ge´ne´ralement par les me´ta-mode`les des mode`les qu’elle manipule, et
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le contenu concret de ces mode`les n’est connu que lorsque la transfor-
mation est applique´e.
Composition: On veut eˆtre en mesure de re´utiliser le code d’une transfor-
mation existante en l’appelant depuis une transformation englobante.
On doit donc pouvoir, au sein de l’environnement et du langage de
transformation, exprimer du code de controˆle, pour articuler diffe´rentes
transformations entre elles.
Ge´ne´ricite´: Certaines transformations peuvent eˆtre applique´es inde´pen-
damment du degre´ de pre´cision du mode`le auquel elles sont applique´es,
voire inde´pendamment des diffe´rences entre versions mineures d’un
meˆme me´tamode`le (uml 1.1 a` 1.5 par exemple).
Configuration: D’un projet a` un autre, ou pour adapter un logiciel a`
diffe´rentes variantes d’une meˆme plateforme, on a souvent besoin d’ap-
pliquer les meˆmes transformations en n’adaptant que quelques parties
spe´cifiques; de meˆme, dans le contexte des lignes de produits, une
transformation ge´ne´rique sera spe´cialise´e pour un domaine d’application
restreint.
Maintenance : A` partir du moment ou` on conside`re que les transforma-
tions sont des produits logiciels qui seront re´utilise´s, il faut pouvoir les
maintenir et les adapter en fonction de l’e´volution du domaine et des
besoins des utilisateurs.
Il existe d’autres besoins tels que la bidirectionnalite´ qui rend possible
l’application d’une transformation dans les deux sens, c.-a`-d. on peut retrou-
ver les mode`les d’origine a` partir du re´sultat. Les mises a` jour incre´mentales,
un autre besoin, de´signent la possibilite´ de reporter sur le mode`le re´sultat
des changements faits sur le mode`le source apre`s l’application de la transfor-
mation. Si on ne souhaite pas se limiter a` des transformations re´versibles,
il faut recourir sur des me´canismes de trac¸abilite´ des transformations ou
calculer et me´moriser les diffe´rences entre mode`les; cela rejoint des travaux
re´cents d’Alanen et al. [13].
2.3.6 Caracte´ristiques de´sirables d’un langage de transfor-
mation
D’autre part, Sendall et Kozaczynski [86] ont identifie´ les caracte´ristiques
de´sirables d’un langage de transformation de mode`les. Selon eux, pour sup-
porter le de´veloppement dirige´ par les mode`les, un tel langage devrait:
• eˆtre exe´cutable
• avoir une imple´mentation efficace
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• eˆtre expressif mais pas ambigu aussi bien pour les transformations qui
modifient des mode`les existants (ajout, modification ou suppression
d’e´le´ments) que pour les tranformations qui cre´ent des mode`les de
toutes pie`ces
• donner une description pre´cise, concise et claire des transformations
pour favoriser la productivite´ lors du de´veloppement:
– en diffe´renciant clairement la description des re`gles de se´lection
dans le mode`le source et les re`gles de production du mode`le cible
– en offrant des constructions graphiques pour les cas ou` une telle
repre´sentation est plus concise et intuitive qu’une notation textuelle
– en rendant implicites les concepts qu’on peut de´duire intuitive-
ment du contexte
• donner le moyen de combiner les transformations par au moins des
ope´rateurs de se´quence, de condition, et de re´pe´tition, pour construire
des transformations composites
• permettre de de´finir les conditions requises pour qu’une transformation
soit exe´cute´e
2.3.7 Langages et Outils
Depuis 2002, suite a` une intense recherche (industrielle et universitaire),
plusieurs outils et langages de transformation de mode`les ont vu le jour.
DB-MAIN
DB-MAIN [32] est un CASE tool (Computer-Aided Software Engineering
tool) de´die´ a` l’inge´nierie des applications de base de donne´es. Un CASE tool
est un programme informatique utilise´ dans un processus de de´veloppement
et qui a pour but de supporter une activite´ de l’inge´nerie du logiciel. DB-
MAIN est lui utilise´ pour la conception des bases de donne´es ou le reverse
engineering. Il est capable de transformer automatiquement un sche´ma en-
tite´-relation vers un mode`le relationnel. Il peut e´galement ge´ne´rer a` partir
d’un sche´ma du code SQL pour diffe´rents types de SGBD.
QVT
Query/View/Transformation, aussi connu sous le nom de QVT, a e´te´ pro-
pose´ par l’OMG. Il permet d’exprimer des transformations de mode`les. Le
standard QVT de´finit un ensemble de langages permettant d’exprimer des
transformations de mode`le-vers-mode`le:
• QVT-Relational est un langage de´claratif.
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• QVT-Operational est un langage hybride qui propose une structure
de´clarative a` base de re`gles et permet l’utilisation d’expressions impe´ra-
tives.
• QVT-Core de´finit la se´mantique des concepts de´claratifs.
ATL
ATLAS Transformation Language (ATL), est e´galement un langage de trans-
formation de mode`le qui a e´te´ inspire´ par QVT. C’est une approche hybride
meˆlant des constructions de´claratives et impe´ratives permettant respective-
ment de traiter des constructions simples ou complexes. ATL est une ap-
proche utilisant des modules pour controˆler les transformations. Il peut eˆtre
inte´gre´ a` Eclipse graˆce a` un plug-in.
GReAT
GReAT, Graph Rewriting and Transformation, est un outil permettant de
construire des transformations de mode`les. Comme mentionne´ plus haut,
cet outil utilise la the´orie des graphes et utilise une syntaxe abstraite (celle
des me´ta-mode`les) pour spe´cifier les mode`les sources et cibles sous forme
d’arbre. Cet outil permet des transformations complexes qui sont exprime´es
sous la forme de re`gles de re´e´criture de graphes. Les re`gles sont se´quence´es
et sont de´finies graphiquement par l’utilisateur.
VIATRA
VIATRA, VIsual Automated model TRAnsformations, propose un frame-
work inte´gre´ a` Eclipse, dont le but est de suivre tout le processus de de´-
veloppement de transformation de mode`les en partant des spe´cifications
jusqu’a` la maintenance, en passant par le design, l’exe´cution et la valida-
tion des transformations. Tout comme ATL, VIATRA2 propose une ap-
proche hybride (de´clarative et impe´rative), et utilise les transformations de
graphes comme GReAT. En revanche, il n’est pas possible d’e´tablir un ordre
d’exe´cution des re`gles.
ETL
L’Epsilon Transformation Language (ETL) [53] est un langage de transfor-
mation hybride, de type model-to-model. Il peut ge´rer plusieurs mode`les
sources et plusieurs mode`les cibles. Il offre des me´canismes de planification
des re`gles et d’he´ritage entre re`gles. Du code externe peut e´glament eˆtre
exe´cute´ depuis le corps des re`gles.
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Autres
Les approches de´crites pre´ce´demment sont des solutions qui marchent cor-
rectement. Mais en re`gle ge´ne´rale, la philosophie derrie`re ces approches est
de spe´cifier des transformations, qui pourront ensuite eˆtre automatise´es via
un langage de transformation de mode`les. Le proble`me est que les util-
isateurs ne sont pas toujours familiers avec les re`gles de transformation de
mode`les qui sont parfois tre`s complexes a` trouver. Ne fut-ce que travailler
avec les me´ta-mode`les constitue de´ja` une barrie`re pour l’utilisateur qui doit
maˆıtriser parfaitement le(s) langage(s) avant de pouvoir proposer une re`gle
de transformation. De plus, un me´ta-mode`le n’est pas toujours suffisam-
ment expressif et “cache” des concepts que les utilisateurs pourraient ne
pas trouver sans avoir une connaissance en profondeur du langage. Afin de
pallier ces proble`mes, une nouvelle approche, la transformation de mode`le
par l’exemple, a e´te´ propose´e et fait de´ja` l’objet de recherches intenses.
Beaucoup d’autres outils et langages de transformation de mode`les exis-
tent. Voici une liste non-exhaustive de divers projets autour de ce domaine:
mediniQVT [43], Textual Concrete Syntax (TCS) [47], XText [7], MOLA
[49], SiTra [11], Beanbag, UMT, MPS Transformation, Microsoft DSL Tool
Transformations, GMT, Fujaba Transformations [48], TXL [25], Stratego
[21].
2.4 Programmation par l’exemple
La programmation par l’exemple, e´galement connue sous le nom de pro-
grammation par de´monstration, est une technique qui permet d’enseigner a`
un ordinateur de nouveaux comportements en lui montrant des actions a` ef-
fectuer sur des exemples concrets. Le syste`me “enregistre” la se´rie d’actions
effectue´e par l’utilisateur et infe`re un programme qui peut eˆtre utilise´ sur
de nouveaux exemples similaires.
Cette technique est ne´e dans le cadre de la recherche du ge´nie logiciel
au milieu des anne´es 80 et apparaˆıt comme un moyen permettant de de´finir
une se´rie d’ope´rations sans avoir a` apprendre un langage de programmation.
Un syste`me PbE (programming by example) rec¸oit de l’utilisateur des
exemples qu’il exe´cute afin de les e´valuer. Ensuite, a` partir des re´sultats, il
va pouvoir cre´er une preuve qui pourra se ge´ne´raliser pour tous les exemples
possibles a` ge´ne´rer.
Ces syste`mes sont e´galement de plus en plus utilise´s comme prototypes
au niveau de la recherche mais aussi au niveau industriel. Malgre´ les ef-
forts de conception et les efforts d’encodage des instructions re´alise´s par les
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de´veloppeurs, comment savoir si ces instructions fonctionnent re´ellement et
comment peuvent-ils eˆtre suˆrs que ce qu’ils codent est vraiment ce que de´sire
le client ?
D’un autre coˆte´, le client, duˆ a` son manque de connaissance et a` son
manque de technique, a e´galement du mal a` suivre le de´veloppement du pro-
duit, ce qui ne favorise pas la surveillance des exigences ni la communication.
Ce manque de compre´hension est la cause de nombreuses modifications des
spe´cifications, dues par exemple a` l’omission d’une particularite´ du syste`me,
et peut augmenter radicalement les couˆts de de´veloppement.
Par contre, avec ces prototypes, les utilisateurs (clients) peuvent tester
tre`s toˆt le produit avec diffe´rents exemples et les de´veloppeurs peuvent
e´galement valider ou corriger certaines me´thodes. Ce sont les futurs util-
isateurs du programme qui produisent les exemples que ce dernier devra
exe´cuter. Les relations entre les de´veloppeurs et les utilisateurs sont ren-
force´es et graˆce a` ces simulations, les clients peuvent donc suivre plus facile-
ment l’e´volution de leur investissement. De plus, ces syste`mes permettent
aux personnes non initie´es a` la programmation d’apprendre a` utiliser le
programme plus rapidement et plus facilement. De`s lors, la programmation
par l’exemple peut eˆtre conside´re´ e´galement comme un outil d’apprentissage.
Les recherches de´montrent que la programmation par l’exemple est une
me´thode efficace pour rendre l’informatique et le programme plus accessible
a` plus de personnes. C’est une bonne me´thode pratique pour la cre´ation de
logiciels. Ce paradigme peut e´galement eˆtre utilise´ pour pouvoir cre´er des
plans de transformation de mode`les sans l’aide d’expert en la matie`re et sans
avoir a` connaˆıtre de fac¸on pre´cise toutes les particularite´s des mode`les et de
leur me´ta-mode`le. A l’aide d’exemples de mode`les sources et cibles fournis
en entre´e, le programme devra fournir le plan de transformation ide´al qui
transformera les mode`les sources en mode`les cibles.
2.5 Transformation de Mode`le par l’exemple
L’ide´e principale derrie`re la transformation de mode`le par l’exemple est
de de´river des programmes de transformation, a` l’aide de transformations
concre`tes que l’on peut trouver dans un ensemble d’exemples de mode`les
sources et cibles. Dans les travaux existants autour de la transformation
de mode`le par l’exemple, la plupart des approches utilisent des exemples
repre´sente´s par des triplets, constitue´s du mode`le source, du mode`le cible
et des traces de transformation entre les deux mode`les. Les exemples sont
exprime´s dans une syntaxe concre`te, ge´ne´ralement de´finie par l’utilisateur.
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La transformation de mode`les par l’exemple permet a` l’utilisateur de
de´finir des mappings entre les mode`les sources et cibles, situe´s au niveau M1
(fig. 2.3). Cela rend donc la transformation plus “user-friendly” puisque
celui-ci n’a pas a` connaˆıtre la syntaxe du me´ta-mode`le (au niveau M2) qui
est moins facile a` maˆıtriser. Le mapping entre ces mode`les peut eˆtre utilise´
pour ge´ne´rer des re`gles de transformation par l’exemple. Les connaissances
de l’utilisateur par rapport aux notations du langage de mode´lisation sont
suffisantes pour la de´finition de transformation de mode`les. De plus, aucune
connaissance des de´tails relatifs a` la syntaxe abstraite n’est requise.
Figure 2.3: Les diffe´rentes couches de mode`les
La premie`re approche de transformation de mode`les ayant utilise´ des
exemples de transformations a e´te´ propose´e par Varro´ en 2006 [99]. Il a
e´te´ inspire´ par les transformations de fichier XML a` l’aide de re`gles XSLT,
ge´ne´re´es automatiquement a` partir de documents ou sche´mas. Son approche
a ge´ne´ralise´ le processus aux transformations de mode`les. Il de´rive des re`gles
de fac¸on (semi-)automatique a` partir d’un ensemble de mode`les sources et
cibles. Les re`gles devaient ensuite eˆtre raffine´es par l’utilisateur, qui pouvait
ajouter des conditions par exemple. Varro´ utilise la logique inductive pour
ge´ne´rer ses re`gles de transformation. Varro´ et Balogh [100] ont automatise´
cette approche en utilisant la programmation logique inductive.
Wimmer et al. [104] ont utilise´ la MTBE et les contraintes existantes
dans EMF [89] et GMF [2] pour de´river des re`gles ATL a` partir d’exemples
de´crits en syntaxe concre`te, contrairement a` Varro´ et Balogh qui utilisent
des exemples abstraits. La` ou` Varro´ et Balogh utilisent des graphes pour
de´river les re`gles de transformation de mode`le, Wimmer et al. utilisent une
approche a` base d’objets (une classe, un attribut). Les approches de Wim-
mer et al. et de Varro´ et Balogh utilisent la correspondance se´mantique qui
unit les mode`les pour de´river les re`gles.
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Dolques et al. [84] proposent une approche permettant de s’acquitter
du traditionnel triplet d’exemple de transformation contenant un mode`le
source, un mode`le transforme´ et les liens entre les e´le´ments source et les
e´le´ments correspondants transforme´es. La cre´ation des liens est faite a` la
main et est fastidieuse. Mais dans de nombreux cas, les liens peuvent eˆtre
de´duits de l’examen de la source et de la cible en utilisant des proprie´te´s
pertinentes comme les identifiants. C’est a` partir des liens que les re`gles de
transformation sont ge´ne´re´es. E´tant donne´ le fait qu’ici il n’y en a pas, les
exemples fournis doivent couvrir toutes les possibilite´s.
Kessentini et al. [50] ont e´galement travaille´ sur la transformation de
mode`le par l’exemple et ont propose´ une me´thode permettant la de´rivation
automatique de re`gles de transformation de diagrammes d’e´tats vers des
re´seaux de pe´tri colore´s. Ils ont pour cela utilise´ les me´ta-mode`les des deux
langages. Leur approche consiste en la ge´ne´ration et l’e´valuation des re`gles
selon des me´ta-heuristiques. Ils ont utilise´ l’optimisation par essaims par-
ticulaires (Particle Swarm Optimization, PSO) et le recuit simule´.
Les approches pre´sente´es jusque maintenant sont assez limite´es, dans le
sens ou` il n’est pas possible de de´river des re`gles de transformation testant
plus d’une construction dans le mode`le source, et produisant plus d’une con-
struction dans le mode`le cible.
Wimmer et al. produisent des re`gles 1-a`-1, Kessentini et al. proposent du
1-a`-plusieurs, Strommer et Wimmer [92] du plusieurs-a`-1. Garc´ıa-Magarin˜o
et al. [36] ont propose´ une approche permettant de de´river des re`gles
plusieurs-a`-plusieurs et permettent e´galement de passer au-dela` des limita-
tions des langages de transformation ne permettant pas d’exprimer directe-
ment de telles re`gles. L’approche a e´te´ concre´tise´e avec l’imple´mentation
d’un algorithme capable de ge´ne´rer des re`gles ATL.
Saada et al. [84] proposent une approche en deux e´tapes pour ge´ne´rer
des re`gles de transformation. Dans la premie`re e´tape, a` partir d’exemples,
des patrons de transformation sont appris au moyen d’une classification
des e´le´ments des mode`les et d’une classification des liens de transforma-
tion. Pour cela, ils utilisent l’analyse de concepts formels. Dans la seconde
e´tape, les patrons de transformation sont analyse´s et les plus ade´quats sont
se´lectionne´s. Ils sont ensuite transforme´s en re`gles de transformation qui
sont utilise´es avec le moteur d’infe´rence JESS. Ils exe´cutent les re`gles sur
des exemples et les e´valuent. Cette approche permet e´galement de cre´er des
re`gles de type plusieurs-a`-plusieurs.
Malgre´ le fait que des re`gles de transformation complexes soient quasi
ine´vitables dans la transformation de mode`les, les approches existantes ne
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permettent pas de cre´er de telles re`gles, c’est-a`-dire des re`gles mettant
en relation plusieurs constructions et concepts du langage, testant la non-
existence d’une construction ou d’autres proprie´te´s des constructions. Dans
la plupart des cas, il faut raffiner a` la main les re`gles ge´ne´re´es.
Un autre point concerne l’ordonnancement des re`gles. Selon les technolo-
gies utilise´es, l’ordre d’exe´cution des re`gles peut eˆtre implicite, de´fini par les
re`gles elles-meˆmes (sans intervention de l’humain), ou bien explicite, via du
me´ta-controˆle. Les approches existantes transforment donc des construc-
tions d’un mode`le source en constructions d’un mode`le cible. Cependant,
les morceaux cibles obtenus pourraient eˆtre de´pendants entre-eux et doivent
donc eˆtre connecte´s afin de former un mode`le cible cohe´rent. Le proble`me
vient du fait que les re`gles ne peuvent pas tester l’existence de constructions
dans le mode`le cible et, par conse´quent, relier les constructions produites
ensemble. Pour pallier ce proble`me, les approches existantes utilisent des
espaces de noms identiques pour les mode`les cibles et sources pour lier les
constructions implicitement.
En dehors de la transformation de mode`le par l’exemple, il existe une
autre approche appele´e la transformation de mode`le par de´monstration
(Model Transformation By Demonstration, MTBD). Au lieu de fournir des
exemples de transformation, c’est l’utilisateur qui doit apprendre a` l’ordina-
teur a` transformer des mode`les en e´ditant les mode`les sources. Le syste`me
enregistre les actions de l’utilisateur et ge´ne`re des patrons de transforma-
tion graˆce a` un moteur d’infe´rence. Le patron spe´cifie les pre´-conditions
et la se´quence d’action a` effectuer pour re´aliser la transformation. Le pa-
tron peut alors eˆtre re´utilise´ sur d’autres constructions respectant les pre´-
conditions. L’inconve´nient de cette approche est qu’elle est lente dans sa
courbe d’apprentissage et qu’elle est fortement de´pendante de l’humain.
Cependant, cette approche n’a e´te´ teste´ que sur des fragments et non des
mode`les sources entiers.
Brosch et al. [22] proposent un outil (Operation Recorder) permettant de
spe´cifier des “ope´rations compose´es” telles que celles utilise´es dans le refac-
toring. Cette approche permet a` l’utilisateur de s’acquitter de l’apprentissage
des meta-mode`les et des langages de transformation. L’utilisateur mode´lise
l’ope´ration compose´e avec un exemple. Cela permet la ge´ne´ration semi-
automatique d’une spe´cification d’ope´rations compose´es, qui pourront eˆtre
utilise´es lors de mode´lisations futures. Langer et al. [60] et Sun et al. [93]
proposent, eux aussi, une approche par de´monstration. L’approche est sim-
ilaire a` celle propose´e par Brosch et al.. Il est a` noter que contrairement aux
approches par l’exemple, les approches par de´monstration n’utilisent pas le
triplet de´finissant une transformation. En effet, les traces ne sont ici pas
utilise´es. Langer et al. et Sun et al. permettent l’expression de patrons de
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transformation complexes.
Aucune des approches mentionne´es ci-dessus n’affirme ge´ne´rer des plans
de transformation complets et corrects. D’ailleurs, la plupart des approches
spe´cifient que les transformations complexes doivent eˆtre prises en charge
par l’utilisateur, ou que certaines re`gles doivent eˆtre raffine´es, en partic-
ulier les re`gles impliquant des requeˆtes complexes, du calcul et du comp-
tage d’e´le´ments. Il n’est cependant pas toujours simple pour l’utilisateur de
de´cre´ter qu’une re`gle est “mauvaise”.
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Chapitre3
La programmation ge´ne´tique
3.1 Description
Dans ce chapitre, le concept de programmation ge´ne´tique sera introduit
d’un point de vue the´orique et ge´ne´ral. Nous verrons les diffe´rentes phases
qui constituent un algorithme ge´ne´tique tel que celui utilise´ dans ce travail,
que nous pre´senterons par la suite. Chacune des phases sera de´taille´e, afin
d’aider le lecteur a` voir clairement l’inte´reˆt de la programmation ge´ne´tique
dans le cadre de ce travail. Nous verrons e´galement comment spe´cifier un
proble`me a` re´soudre via un algorithme ge´ne´tique, et plus spe´cifiquement les
parame`tres qui doivent eˆtre fournis de sorte a` converger vers une solution
optimale. Enfin, nous terminerons ce chapitre en pre´sentant les diffe´rentes
applications de la programmation ge´ne´tique et les limites de celle-ci.
3.2 The´orie
3.2.1 De´finition
L’un des principaux de´fis de l’informatique actuelle, est d’arriver a` faire
faire ce que l’on souhaite a` un ordinateur sans qu’on lui dise comment le
faire. Le but de la programmation ge´ne´tique est de re´soudre ce proble`me
en fournissant des outils qui permettront de cre´er, de manie`re automatise´e,
des programmes adapte´s a` la re´solution des proble`mes.
La programmation ge´ne´tique a e´te´ inspire´e par le me´canisme de la se´lec-
tion naturelle tel qu’il a e´te´ e´tabli par Charles Darwin [30] pour expliquer
l’adaptation plus ou moins optimale des organismes a` leur milieu. Elle a
pour but de trouver, de manie`re automatique et par approximations succes-
sives, des programmes re´pondant au mieux a` une taˆche donne´e. Afin d’y
arriver, la programmation ge´ne´tique utilise des algorithmes e´volutionnistes
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dans le but d’optimiser la population de programmes.
Ces algorithmes e´volutionnistes sont appele´s algorithmes ge´ne´tiques. Leur
but est d’obtenir une solution approche´e a` un proble`me d’optimisation,
lorsqu’il n’existe pas de me´thode exacte (ou que la solution est inconnue)
pour le re´soudre en un temps raisonnable. Les algorithmes ge´ne´tiques utilisent
la notion de se´lection naturelle et l’appliquent a` une population de solutions
potentielles au proble`me donne´. La solution est approche´e par “bonds” suc-
cessifs, comme dans une proce´dure de se´paration et e´valuation, a` ceci pre`s
que ce sont des formules qui sont recherche´es et non plus directement des
valeurs.
La programmation ge´ne´tique permet, dans une certaine mesure, de re´-
pondre au reˆve de tout informaticien, a` savoir cre´er un programme pour
re´soudre un proble`me donne´, et ce de manie`re totalement automatise´e.
La programmation ge´ne´tique est une branche re´cente mise au gouˆt du
jour par John Koza a` la fin des anne´es quatre-vingts [56].
Dans la cadre ge´ne´ral des techniques e´volutionnaires, une population est
constitue´e d’individus, qui correspondent plus ou moins a` une solution po-
tentielle. Cette population va e´voluer afin de s’adapter a` son environnement
(l’environnement correspondant au proble`me pose´), comme le ferait une
espe`ce dans le processus darwinien. Cette population va subir les diffe´rentes
e´tapes d’un processus e´volutif simule´:
- Se´lection des individus les mieux adapte´s a` leur environnement, c’est-
a`-dire les programmes re´pondant le mieux au proble`me pose´.
- Croisement des individus, c’est-a`-dire des e´changes de codes entre deux
programmes.
- Mutation ale´atoire des individus, c’est-a`-dire des ajouts ou des retraits
de code dans un programme.
La partie la plus de´licate dans les techniques e´volutionnaires est l’e´criture
d’une fonction d’adaptation. Toujours en paralle`le avec le processus dar-
winien, seuls les individus les mieux adapte´s a` leur environnement sur-
vivent. Il faut donc eˆtre capable d’e´crire une telle fonction qui permettra
d’e´valuer les individus afin d’identifier les meilleurs e´le´ments. Cette fonc-
tion est ge´ne´ralement appele´e fonction objectif, fonction fitness ou encore
fonction d’adaptation.
Une difficulte´ de la programmation ge´ne´tique re´side dans la spe´cification
des “briques” de base qui serviront a` cre´er des programmes. Fournir un
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ensemble de briques trop petit pourrait empeˆcher l’algorithme de tomber
sur la solution. Par contre, si cet ensemble est trop large, l’algorithme
pourrait peiner a` tomber sur la solution a` cause d’un espace de recherche
trop important [34].
3.2.2 Algorithme
Quatre e´tapes sont ne´cessaires a` la re´solution d’un proble`me:
1. Ge´ne´rer une population initiale au hasard (ge´ne´ration 0), dont les indi-
vidus sont compose´s des ingre´dients disponibles. Ce sont des solutions
de bases du proble`me.
2. Exe´cuter et e´valuer chaque individu (programme) de la population
afin de lui assigner une valeur (fitness) en fonction de son efficacite´ a`
re´soudre le proble`me.
Variante: fusionner les deux premie`res e´tapes. On ge´ne`re une popula-
tion qui respecte un certain seuil de qualite´.
3. Appliquer ces e´tapes jusqu’a` rencontrer le crite`re d’arreˆt:
a) Se´lectionner un ou plusieurs individus de la population avec une
probabilite´ base´e sur leur fitness.
b) Cre´er de nouveaux individus en appliquant les ope´rateurs ge´ne´-
tiques suivants:
i) Reproduction/Se´lection: Copier l’individu dans la nouvelle
population.
ii) Croisement: Cre´er de nouveaux individus a` partir de la com-
binaison de deux programmes se´lectionne´s.
iii) Mutation: Cre´er un nouvel individu pour la prochaine pop-
ulation en mutant une partie se´lectionne´e du programme.
c) Exe´cuter chaque programme de la nouvelle population et lui at-
tribuer une valeur de fitness.
4. Une fois le crite`re d’arreˆt rencontre´, le meilleur programme de la popu-
lation est retenu et pre´sente´ comme solution du proble`me ou la solution
qui s’en rapproche le plus.
3.2.3 La fonction de fitness
Une des parties les plus importantes et complexes de la programmation
ge´ne´tique est sans nul doute la fonction de fitness. Cette fonction mesure
l’ade´quation d’un programme pour re´soudre le proble`me.
34 CHAPITRE 3. LA PROGRAMMATION GE´NE´TIQUE
3.2.4 Les ope´rateurs
La ge´ne´tique a mis en e´vidence l’existence de plusieurs ope´rations au sein
d’un organisme donnant lieu au brassage ge´ne´tique. Ces ope´rations in-
terviennent lors de la phase de reproduction lorsque les chromosomes de
deux organismes fusionnent. Ces ope´rations sont imite´es par les algorithmes
ge´ne´tiques afin de faire e´voluer les populations de solutions de manie`re pro-
gressive.
Les se´lections
Pour de´terminer quels individus sont plus enclins a` obtenir les meilleurs
re´sultats, une se´lection est ope´re´e. Ce processus est analogue a` un processus
de se´lection naturelle, les individus les plus adapte´s gagnent la compe´tition
de la reproduction tandis que les moins adapte´s meurent avant la reproduc-
tion, ce qui ame´liore globalement l’adaptation. Etant donne´ que la se´lection
est le re´sultat d’une intervention humaine ou, du moins, l’application d’un
crite`re de´fini par l’homme, les algorithmes ge´ne´tiques devraient donc plutoˆt
eˆtre rapproche´s de la se´lection artificielle telle que la pratiquent les agricul-
teurs que de la se´lection naturelle, qui œuvre “en aveugle”.
Les croisements
Lors de cette ope´ration, deux chromosomes s’e´changent des parties de leurs
chaˆınes, pour donner de nouveaux chromosomes. Ces enjambements peu-
vent eˆtre simples ou multiples. Dans le premier cas, les deux chromosomes
se croisent et s’e´changent des portions d’ADN en un seul point. Dans le
deuxie`me cas, il y a plusieurs points de croisement. Pour les algorithmes
ge´ne´tiques, c’est cette ope´ration (le plus souvent sous sa forme simple) qui
est pre´ponde´rante. Sa probabilite´ d’apparition lors d’un croisement entre
deux chromosomes est un parame`tre de l’algorithme ge´ne´tique. La proba-
bilite´ d’un croisement est comprise entre 0 et 1.
Les mutations
De fac¸on ale´atoire, un ge`ne peut, au sein d’un chromosome eˆtre substitue´ a`
un autre. De la meˆme manie`re que pour les enjambements, on de´finit ici un
taux de mutation lors des changements de population qui est ge´ne´ralement
compris entre 0,001 et 0,01. Il est ne´cessaire de choisir pour ce taux une
valeur relativement faible de manie`re a` ne pas tomber dans une recherche
ale´atoire et conserver le principe de se´lection et d’e´volution. La mutation
sert a` e´viter une convergence pre´mature´e de l’algorithme. Par exemple lors
d’une recherche d’extremum la mutation sert a` e´viter la convergence vers
un extremum local.
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3.3 Les phases de la programmation ge´ne´tique
Un programme ge´ne´tique est de´coupe´ en plusieurs phases [17]. Le sche´ma
ci-dessous repre´sente le cycle de fonctionnement d’un tel programme (fig.
3.1). La phase d’initialisation va permettre de construire une population
initiale de programmes. Cette population sera constitue´e d’individus qui
seront e´value´s afin de ge´ne´rer les ge´ne´rations futures. Si aucune solution ne
convient dans l’ensemble des individus ou si le crite`re d’arreˆt n’a pas encore
e´te´ atteint, l’algorithme va effectuer une nouvelle ite´ration. Durant celle-ci,
les meilleurs individus vont eˆtre se´lectionne´s pour devenir les ge´niteurs de
la future ge´ne´ration. Diffe´rentes techniques (Crossover et Mutation) vont
eˆtre applique´es sur ceux-ci pour ge´ne´rer les descendants. Les enfants vont
remplacer la ge´ne´ration pre´ce´dente, et le cycle recommence.
Figure 3.1: Phases de la programmation ge´ne´tique
Ge´ne´ration de la population initiale
La ge´ne´ration de la population initiale est une e´tape cruciale de l’algorithme.
Afin de parcourir un espace de recherche au maximum, il est important de
re´partir de manie`re e´quitable la population initiale sur cet espace. Ge´ne´rale-
ment, un seuil de se´lection est pre´de´fini pour commencer avec une population
d’individus qui ne sont pas tre`s mauvais. Cela permet e´galement de limiter
36 CHAPITRE 3. LA PROGRAMMATION GE´NE´TIQUE
la profondeur de l’arbre de recherche, limitant par la meˆme occasion l’espace
de recherche afin d’assurer une convergence du processus.
Evaluation de la qualite´ d’une solution
La phase d’e´valuation va permettre d’e´valuer la qualite´ de chaque individu.
La fac¸on de de´terminer cette qualite´ de´pend du proble`me. Une fonction
objectif appele´e aussi “fitness” aura pour roˆle de de´finir si un individu est
bon ou mauvais. Il existe diffe´rents types de fitness associe´ a` diffe´rents types
de proble`mes:
- fitness standardise´: La meilleure valeur possible est 0 et toutes les
valeurs sont positives.
- fitness normalise´: Similaire a` la repre´sentation standardise´e, mais les
valeurs sont comprises entre 0 et 1.
- fitness ajuste´: Similaire a` la repre´sentation normalise´e mais ou` le
meilleur score possible vaut 1. Souvent calcule´ par 11+fitness standardise´ .
La se´lection
La phase de se´lection est un processus similaire a` la se´lection naturelle en bi-
ologie. Les individus les plus re´sistants et les plus adapte´s a` l’environnement
vont continuer a` e´voluer en gagnant la compe´tition de la reproduction tandis
que les individus les plus fragiles vont disparaitre. Dans ce cas-ci, les indi-
vidus les plus forts sont ceux qui sont les plus aptes a` re´soudre le proble`me
donne´ en entre´e.
On notera par contre qu’il existe une petite diffe´rence entre la se´lection
naturelle et la se´lection artificielle. La se´lection naturelle se compose d’une
se´lection de survie (atteindre les proies, e´chapper aux pre´dateurs, ge´rer les
parasites et germes de maladie) et d’une se´lection sexuelle (obtenir une
descendance). Tandis que la se´lection artificielle va se´lectionner les indi-
vidus qui posse`dent une ou plusieurs caracte´ristiques de´sire´s. L’objectif est
pre´de´fini a` l’avance. On distingue plusieurs me´thodes de se´lection:
3.3. LES PHASES DE LA PROGRAMMATION GE´NE´TIQUE 37
Se´lection par roulette: Pour chaque individu, la probabilite´ d’eˆtre se´lec-
tionne´ est proportionnelle a` son adaptation au proble`me. Le principe
de se´lection par roulette est le meˆme que celui de la roue de la fortune
biaise´e (fig. 3.2). Cette roue est une roue de la fortune classique sur
laquelle on associe un segment dont la longueur est proportionnelle a`
la fitness de chaque individu. On effectue ensuite un tirage ale´atoire
comme pour les roulettes de casinos. Comme on peut le voir sur
la figure ci-dessous, les bons individus auront plus de chances d’eˆtre
se´lectionne´s e´tant donne´ que leur segment prendra plus de place sur
la roulette.
Figure 3.2: Se´lection par roulette
Se´lection par tournoi: La se´lection par tournoi consiste a` se´lectionner N
individus au hasard dans la population et a` prendre le meilleur parmi
ce groupe d’individus se´lectionne´s. Il faudra alors organiser autant de
tournois qu’il y a d’individus a` repeˆcher. Cette technique permet de
donner plus ou moins de chance aux individus peu adapte´s, puisqu’il se
pourrait qu’un groupe soit compose´ exclusivement d’individus “faibles”
et donc le moins faible d’entre-eux remportera le tournoi. Mais avec un
nombre e´leve´ de participants, un individu faible sera presque toujours
suˆr de perdre.
Se´lection par rang: La se´lection par rang trie d’abord les individus par
valeur de fitness. Ensuite, chaque chromosome se voit attribuer un
rang en fonction de sa position. Le plus mauvais chromosome aura le
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rang 1, le suivant 2, et ainsi de suite jusqu’au meilleur chromosome qui
aura le rang N (pour une population de N chromosomes). La se´lection
d’un chromosome est la meˆme que la se´lection par roulette, mais les
segments de la roulette sont en relation avec le rang plutoˆt qu’avec la
valeur de l’individu.
Se´lection “steady-state”: L’ide´e principale est qu’une grande partie de
la population puisse survivre a` la prochaine ge´ne´ration. A chaque
ge´ne´ration, les meilleurs chromosomes sont se´lectionne´s pour cre´er des
chromosomes fils. Ensuite les plus mauvais chromosomes sont retire´s
et remplace´s par les nouveaux fils.
Elitisme: Lors de la cre´ation d’une nouvelle population, il y a beaucoup de
chances que les meilleurs chromosomes soient perdus apre`s les ope´rations
de croisement et de mutation. Pour e´viter cela, on utilise la me´thode de
l’e´litisme. Cela consiste a` copier une partie des meilleurs chromosomes
dans la future ge´ne´ration. Le reste de la population est alors ge´ne´re´
selon l’algorithme de reproduction habituel. Les re´sultats sont large-
ment ame´liore´s puisque cette me´thode permet de sauver les meilleurs
individus.
Se´lection uniforme: La se´lection se fait ale´atoirement, quelle que soit la
valeur de fitness d’un individu. S’il y a N individus dans la popula-
tion, chaque individu a donc une probabilite´ 1N d’eˆtre se´lectionne´. Les
faibles ont donc autant de chance d’eˆtre se´lectionne´s que les forts.
Croisement
La phase pre´ce´dente de se´lection nous a permis d’obtenir les ge´niteurs, les
individus qui vont pouvoir se reproduire pour ge´ne´rer la nouvelle population.
Le croisement va permettre de manipuler les chromosomes de deux ge´niteurs
afin de cre´er deux enfants. Chacun de ses enfants posse´dera une partie des
chromosomes de chacun de ses parents. En re`gle ge´ne´rale, un point de
croisement sera se´lectionne´ ale´atoirement afin de de´couper le chromosome
de chaque parent en deux (fig. 3.3). Le premier exemple montre que le point
de croisement se´lectionne´ est le 4e`me carre´. L’enfant C1 sera ge´ne´re´ avec
la partie situe´e a` gauche du point de croisement fixe´ sur le chromosome du
parent P1 ainsi que la partie situe´e a` droite du point de croisement fixe´ sur
le chromosome du parent P2. Inverse´ment, C2 prendra la partie gauche de
P2 et la partie droite de P1.
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Figure 3.3: Croisement avec un seul point de croisement
Il peut e´galement exister des croisements utilisant plusieurs points de
croisement (fig. 3.4).
Figure 3.4: Croisement avec plusieurs points de croisement
Le choix du nombre de points de croisement diffe`re selon l’algorithme. Le
croisement est une ope´ration dominante dans la programmation ge´ne´tique
et est souvent associe´ a` une probabilite´ de 85 ou 90%.
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Mutation
La mutation contrairement au croisement ne va impliquer qu’un seul par-
ent. Elle permet de modifier un ge`ne d’un chromosome par un autre d’une
manie`re ale´atoire. Cette technique peut inse´rer de nouveaux ge`nes encore
inexistant dans les ge´ne´rations pre´ce´dentes afin d’augmenter la diversite´ et
e´vite par la meˆme occasion une convergence pre´mature´e de l’algorithme.
Ge´ne´ralement, le taux de mutation est fortement infe´rieur a` celui du croise-
ment. Au plus le taux de mutation sera e´leve´, au plus le parcours dans
l’espace de recherche s’effectuera de manie`re ale´atoire et au moins le principe
de se´lection et d’e´volution sera garde´.
3.4 Spe´cification d’un proble`me
La programmation ge´ne´tique de´marre avec l’e´nonciation des exigences de
haut niveau du proble`me, et finit, ou du moins essaye, de produire un pro-
gramme re´solvant ce proble`me [55]. C’est bien entendu l’humain qui commu-
nique le proble`me de haut niveau au programme imple´mentant l’algorithme
ge´ne´tique. Il le communique au travers de cinq e´tapes pre´liminaires dans
lesquels il devra spe´cifier:
1. l’ensemble des terminaux, comme par exemple les variables inde´pen-
dantes du proble`me, les constantes, etc.
2. l’ensemble des fonctions primitives
3. la fonction d’e´valuation du fitness
4. les parame`tres permettant de controˆler le de´roulement de la ge´ne´ration
5. le crite`re d’arreˆt
Ces cinq e´tapes pre´liminaires sont fournies comme parame`tres du pro-
gramme, qui, apre`s avoir termine´ son exe´cution, fournit un programme sup-
pose´ re´soudre le proble`me (fig. 3.5).
Figure 3.5: Parame`tres a` fournir a` un algorithme ge´ne´tique
3.4. SPE´CIFICATION D’UN PROBLE`ME 41
Les deux premiers points sont en quelque sorte les ingre´dients dont dis-
posera le programme de ge´ne´ration pour cre´er les programmes qui re´soudront
le proble`me.
3.4.1 L’ensemble des fonction et des terminaux
Trouver l’ensemble des fonctions et des terminaux qui seront fournis au pro-
gramme imple´mentant l’algorithme ge´ne´tique est relativement simple. Les
fonctions arithme´tiques pourraient constituer l’ensemble des fonctions par
exemples. L’ensemble des terminaux contiendra les e´le´ments que l’on four-
nit en entre´e du programme ge´ne´tique, ainsi que des constantes.
Mais l’ensemble de fonctions peut e´galement comporter des fonctions
plus spe´cialise´es. Imaginons que l’on souhaite utiliser la programmation
ge´ne´tique pour concevoir un robot qui serait envoye´ sur Mars. Il serait alors
ne´cessaire de fournir au programme ge´ne´tique quelques indications quant
aux actions que le robot serait capable de faire telles que “avancer”, “pren-
dre une photo”, “pre´lever un e´chantillon de poussie`res”, etc.
L’avantage de ces ensembles est qu’ils peuvent eˆtre re´utilise´s pour cre´er
d’autres programmes similaires, utilisant ces ingre´dients. Ces deux ensem-
bles de´finissent l’espace de recherche du programme ge´ne´tique.
3.4.2 La mesure de fitness
La fonction de fitness indique au programme ge´ne´tique ce dont on a besoin.
C’est bien cette mesure qui va permettre de spe´cifier les exigences de haut
niveau du proble`me au programme. Cette mesure spe´cifie le but recherche´
au programme ge´ne´tique.
La fitness d’un programme peut eˆtre mesure´e de beaucoup de fac¸ons
diffe´rentes, comme par exemple en calculant le nombre d’erreurs entre sa
sortie et la sortie attendue, le temps ne´cessaire pour arriver dans un certain
e´tat, la pre´cision de reconnaissance de patrons, etc.
La fonction objectif est dite multi-objective lorsqu’elle contient plusieurs
e´le´ments qui sont en compe´tition.
3.4.3 Les parame`tres de controˆle
Cette e´tape pre´liminaire est la spe´cification des parame`tres de controˆle d’une
exe´cution. Parmi ces parame`tres, on retrouve par exemple la taille de la pop-
ulation, le nombre de ge´ne´rations, le taux de mutation/croisement, la “taille”
d’un programme ou encore la proportion d’individus qui seront se´lectionne´s
dans l’e´lite. Ces parame`tres sont souvent choisis en fonction de la puissance
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de calcul dont on dispose, puisque le temps de calcul est proportionnel aux
nombres de ge´ne´ration et a` la taille de la population.
3.4.4 Le crite`re d’arreˆt
Cette dernie`re e´tape pre´liminaire permet de spe´cifier le crite`re qui de´terminera
si une exe´cution peut s’arreˆter ou non, ainsi que la se´lection de la meilleure
solution. On trouve fre´quemment un nombre de ge´ne´ration comme crite`re
d’arreˆt, ou bien une certaine valeur de fitness. Une autre fac¸on de proce´der
consiste a` stopper manuellement l’exe´cution apre`s avoir vu qu’un certain
re´sultat e´tait atteint. Ensuite, le meilleur re´sultat est pre´sente´ a` l’utilisateur.
3.5 Applications de la programmation ge´ne´tique
Il y a de nombreuses applications de la programmation ge´ne´tique [17]:
- La “programmation de l’inprogrammable” comportant la cre´ation au-
tomatique des programmes machine pour les dispositifs de calcul peu
usuels tels que les automates cellulaires, syste`mes de multi-agent, sys-
te`mes paralle`les, colonies de fourmis, l’intelligence d’essaim, ...
- Les “Nouvelles inventions commercialement utilisables” (CUNI) [58]
utilisant la programmation ge´ne´tique comme “machine d’invention”
automatise´e pour cre´er de nouvelles inventions commercialement util-
isables.
- Traitement d’images satellites [29], de´tection d’objets [106],...
- Pre´diction de se´ries temporelles [62], ge´ne´ration d’arbres de de´cisions
[54], datamining [35], ...
- Classification de segments d ’ADN [40], de prote´ines [57],...
- Et d’autres [55].
Cependant, aucune approche de transformation de mode`le n’utilise la
programmation ge´ne´tique hormis celle que nous pre´sentons.
3.6 Les limites de la programmation ge´ne´tiques
Comme toute chose, la programmation ge´ne´tique a` ses propres limites. Tout
d’abord, cette technique peut eˆtre tre`s couˆteuse en temps de calcul en com-
paraison a` d’autres heuristiques. En effet, la fonction de fitness est appele´e
tre`s fre´quemment. De plus, il n’est pas toujours certain que l’on trouvera la
solution optimale, meˆme apre`s un grand nombre de ge´ne´ration. On pourra
dire que l’on est suˆr d’avoir approche´ cette solution optimale, mais peut
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eˆtre qu’une autre configuration donnera de meilleurs re´sultats. D’ailleurs, il
n’est pas toujours aise´ de configurer cette approche. Quelle taille de popu-
lation doit-on utiliser ? Combien de ge´ne´rations doit-on faire ? Quels taux
de croisement et de mutation doit-on utiliser ? Le succe`s de´pend souvent
de ces diffe´rents parame`tres et il faut tre`s souvent plusieurs essais avant
de trouver la bonne configuration. Aussi, la fonction d’e´valuation est cri-
tique et doit eˆtre parfaite. Enfin, un dernier proble`me concerne ce que l’on
appelle les optima locaux. Lors d’une exe´cution, il se peut que certains in-
dividus de la population, a` un certain moment, soient dominants au sein de
la population. Ils vont alors devenir majoritaires, et il se peut que toute
la population converge vers eux et s’e´carte alors des “bons” individus mais
trop minoritaires.
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Chapitre4
De´rivation de re`gles selon un
processus e´volutionnaire
4.1 Description
Ce chapitre constitue le centre de ce me´moire. Dans celui-ci, nous pre´sente-
rons tout d’abord comment la the´orie explique´e dans les chapitres pre´ce´dents
a e´te´ utilise´e dans le cadre de ce travail. Ainsi, nous verrons l’inte´reˆt d’une
telle approche, la fac¸on dont les me´ta-mode`les et mode`les sont encode´s et
spe´cifie´ a` un algorithme ge´ne´tique, spe´cialement fac¸onne´ pour re´pondre a` nos
besoins. Une pre´sentation de la solution initiale sera ensuite propose´e. Nous
verrons notamment comment les re`gles sont encode´es, comment fonctionne
l’algorithme ge´ne´tique et comment les programmes sont e´value´s. Au travers
de cette pre´sentation de l’approche initiale, nous pourrons de´couvrir ses
limitations par rapport aux transformations de mode`les complexes. A partir
de ses limitations, deux approches seront propose´es en vue de les e´liminer.
Cette partie est scinde´e en deux, l’approche RAC (Rule And Control) et
l’approche RTC (Rule Then Control). Ces deux approches proposent toutes
deux des ame´liorations qui seront de´taille´es et illustre´es par des exemples.
4.2 Proble`me ge´ne´ral
Notre but est de de´river des re`gles de transformation parfaites, ne devant
pas eˆtre retravaille´es par l’utilisateur. Cependant, atteindre une telle qualite´
n’est pas chose aise´e et de nombreuses approches ont e´te´ propose´es par
la communaute´ Machine Learning. Parmi les me´thodes d’apprentissage
disponibles, la programmation ge´ne´tique semblait la plus adapte´e a` nos
besoins puisque, selon sa de´finition, c’est une me´thodologie permettant de
trouver des programmes re´alisant une taˆche pre´de´finie. Les programmes que
nous souhaitons obtenir sont des programmes de transformation de mode`les,
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contenant des re`gles de transformation exe´cutables. Ces re`gles analysent les
e´le´ments d’un mode`le source et produisent les e´le´ments correspondants ex-
prime´s dans le langage du mode`le cible. Les programmes sont donc des
ensembles de re`gles transformant un mode`le source en un mode`le cible.
Le re´sultat d’un algorithme ge´ne´tique est un programme pouvant re´soudre
un proble`me que l’on a pre´alablement spe´cifie´ en entre´e. Le proble`me est
dans notre cas une transformation d’un mode`le source en un mode`le cible.
La spe´cification du proble`me consiste donc a` fournir a` l’algorithme une paire
d’exemples de mode`les que l’on notera <Ms, Mc>; Ms pour mode`le source
et Mc pour mode`le cible. Les mode`les sources et cibles sont tous deux
cohe´rents par rapport a` un me´ta-mode`le source (fig. 4.1) et me´ta-mode`le
cible (fig. 4.2) pre´alablement e´labore´:
Figure 4.1: Me´ta-Mode`le du diagramme de classe
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Figure 4.2: Me´ta-Mode`le du sche´ma relationnel
Graˆce a` ces deux me´ta-mode`les, il est possible de re´aliser un mode`le de
diagramme de classe (fig. 4.3) et un mode`le de sche´ma relationnel (fig. 4.4).
Figure 4.3: Exemple de mode`le de diagramme de classe
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Figure 4.4: Exemple de mode`le de sche´ma relationnel
Ces mode`les sont ensuite encode´s de sorte a` pouvoir eˆtre traite´s par notre
programme. Exemple d’encodage d’un mode`le de diagramme de classes:
(assert (class(name classe1)))
(assert (class(name classe2)))
(assert (class(name classe3)))
(assert (attribute(name att1)(class classe1)(unico 1)))
(assert (attribute(name att2)(class classe2)(unico 1)))
(assert (attribute(name att3)(class classe3)(unico 1)))
(assert (inheritance(class classe2)(superclass classe1)))
(assert (inheritance(class classe3)(superclass classe1)))
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L’algorithme ge´ne´tique utilise´ (fig. 4.5) peut se re´sumer comme suit:
Figure 4.5: Algorithme ge´ne´tique
La premie`re e´tape consiste a` cre´er une population initiale de programmes
de transformation de mode`les. Ceux-ci sont compose´s de re`gles ge´ne´re´es
ale´atoirement et comporte un nombre de re`gles e´tant compris entre deux
bornes spe´cifie´es par l’utilisateur.
Les programmes sont alors exe´cute´s et e´value´s. Les programmes rec¸oivent
en entre´e le mode`le source et produisent un mode`le cible. Le mode`le re´sultant
est alors compare´ avec le mode`le cible attendu, et une valeur de fitness est
attribue´e a` chaque programme.
Apre`s avoir e´value´ chaque individu/programme de la population, on
ve´rifie si l’on a atteint le crite`re d’arreˆt. Il existe plusieurs sortes de crite`res
d’arreˆt. On peut imaginer arreˆter le processus apre`s un certain nombre
d’ite´rations, appele´es ici ge´ne´rations, ou bien une fois qu’un programme at-
teint une valeur de fitness maximale. Le crite`re d’arreˆt sera choisi en fonction
du re´sultat souhaite´. Si ce crite`re d’arreˆt est rencontre´, l’algorithme retourne
le meilleur programme, c’est-a`-dire le programme transformant le mieux le
mode`le source en mode`le cible.
En revanche, si ce n’est pas encore le moment de s’arreˆter, l’algorithme
cre´e la future population de programmes en utilisant des ope´rateurs ge´ne´tiques:
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le croisement et la mutation. La population ayant servi a` cre´er la nouvelle
est alors remplace´e par cette dernie`re. Il faut ensuite re´e´valuer les individus
et le cycle recommence jusqu’a` atteindre le crite`re d’arreˆt.
Durant ce cycle, les individus e´voluent progressivement graˆce aux ope´-
rateurs ge´ne´tiques. Les programmes deviennent de plus en plus adapte´s a`
la re´solution du proble`me, comme l’e´volution a rendu les diffe´rentes espe`ces
de plus en plus adapte´es a` leur environnement.
La population dont il est question dans les algorithmes ge´ne´tiques est
la plupart du temps compose´e de programmes. Dans notre approche, un
programme p correspond a` un programme de transformation de mode`les et
est constitue´ d’un ensemble de re`gles de transformation, chacune produisant
un ou plusieurs fragments du mode`le cible.
4.3 Approche initiale
Dans cette section, nous de´crivons la solution telle que nous l’avons trouve´e.
Cela nous permettra de voir ses limitations par rapport a` certains proble`mes
de transformation et comment elles ont pu eˆtre e´limine´es. La solution
actuelle a e´te´ e´value´e selon trois proble`mes de transformation, couvrant
des caracte´ristiques importantes dans la mode´lisation : la structure, la dy-
namique, et l’imbrication. L’aspect structurel a e´te´ teste´ avec le proble`me
de la transformation de diagrammes de classe en sche´mas relationnel. La
dynamique a e´te´ teste´e par la transformation de diagrammes de se´quences
simples en diagrammes d’e´tats. Les contraintes temporelles entre les con-
structions doivent eˆtre pre´serve´es dans cette transformation. L’imbrication
a e´te´ teste´e avec des diagrammes de se´quence imbrique´s, a` transformer en
diagrammes d’e´tats. L’imbrication implique que certaines transformations
doivent eˆtre re´alise´es avant d’autres. L’approche a obtenu des re´sultats cor-
rects pour les trois proble`mes. Cependant, les me´ta-mode`les utilise´s pour
repre´senter ces diffe´rents mode`les/langages ont e´te´ simplifie´s et mettent de
coˆte´ certains proble`mes courants de ces types de mode`les. La solution
actuelle peut atteindre des scores de 100% mais uniquement sur des ex-
emples de tailles re´duites et “parfaits”. Par exemple, toutes les classes d’un
diagramme de classe posse`dent un identifiant. C’est une hypothe`se un peu
forte et c’est loin d’eˆtre le cas dans la re´alite´.
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4.3.1 Encodage des re`gles dans la situation initiale
Un programme P correspond a` un programme de transformation de mode`les
et est constitue´ d’un ensemble de re`gles de transformation, chacune pro-
duisant un ou plusieurs fragments du mode`le cible:
p = r1, r2, ..., rn
Une re`gle, quant a` elle, correspond a` une paire ri = (SP, TP ) ou` SP est le
patron qu’il faut trouver dans le mode`le source (source pattern), et ou` TP
correspond a` la partie a` cre´er (target pattern).
Un SP est une paire (SGC,G) dans laquelle SGC est un ensemble de
constructions ge´ne´riques et ou G est une garde. Une construction ge´ne´rique
est la spe´cification d’une instance d’un type de construction qui doit eˆtre
matche´e avec des constructions concre`tes du mode`le source. Cet ensem-
ble peut contenir plusieurs e´le´ments du meˆme type de construction, comme
deux classes par exemple, ou plusieurs e´le´ments de type diffe´rents. Voici un
exemple:
Source pattern:
Class C; Attribute A; Association S // E´le´ments sources ge´ne´riques
A.class = C. name // Join condition
S.classFrom = C. name
(and(S.maxCardFrom < 1) (S.maxCardTo > 1 )) // Garde
Target pattern:
Table T; Column O // Ele´ments cibles ge´ne´riques
T.name:= C. name // liens
O.name:= A. name
O.table = T. name // Join statement
Dans cet exemple, SGC = C,A, S ou` C,A et S repre´sentent respec-
tivement une classe, un attribut et une association. Chaque construction
ge´ne´rique dispose des proprie´te´s de son type de constructeur, de´fini dans
le me´ta-mode`le. Lorsqu’elles matchent avec des constructions concre`tes, les
proprie´te´s sont instancie´es avec les valeurs de ces dernie`res. Par exemple, un
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attribut A posse`de un nom et le nom de la classe a` laquelle il appartient. Il
est possible, pendant l’exe´cution, d’acce´der aux proprie´te´s des constructions.
Le nom de la classe d’un attribut est ce que l’on appelle une Join Property.
C’est un moyen de relier l’attribut a` la classe a` laquelle il appartient. La
garde G contient les Join Conditions. Les Join Properties servent a` de´finir
l’ensemble des Join Conditions qui permettent de spe´cifier un source pattern
comme un fragment de mode`le, c’est-a`-dire un ensemble de constructions en
relation selon le me´ta-mode`le. Dans l’exemple ci-dessus la Join Condition
A.class = C.name stipule que A devrait eˆtre un attribut de la classe C
tandis que S.classFrom = C.name restreint le pattern aux seules classes qui
sont a` l’origine de l’association. Les valeurs des proprie´te´s des e´le´ments du
source pattern sont rassemble´es en un ensemble de terminaux (T l). T l est
l’union des proprie´te´s des constructions dans SGC et un ensemble de con-
stantes C. Dans l’exemple, les proprie´te´s sont C.name, A .name, A.class,
S.classFrom, S.classTo, S.MaxCardFr, S.MaxCardTo, etc. E´tant donne´ que
les proprie´te´s sont des nombres ou des chaˆınes de caracte`res, des constantes
telles que {0, 1, Empty, True, False, ...} sont ajoute´es a` l’ensemble des ter-
minaux. Cet ensemble sera utilise´ plus tard dans l’autre partie de la re`gle:
le target pattern.
Le target pattern est, quant a` lui, un triplet (TGC,B, J) ou TGC,B
et J repre´sentent respectivement un ensemble de constructions ge´ne´riques
cibles, un ensemble de liaisons et un ensemble de jointures. Une construction
ge´ne´rique cible spe´cifie une construction concre`te a` cre´er dans le mode`le cible
quand une re`gle est tire´e. Dans l’exemple, deux constructions cibles sont
cre´e´es : une table T et une colonne O. L’ensemble des liaisons B de´termine
comment assigner les valeurs des proprie´te´s des constructions cre´e´es a` partir
de l’ensemble des terminaux T l. Dans l’exemple, la table et la colonne
auront respectivement le meˆme nom que la classe et l’attribut se´lectionne´s.
Enfin, les jointures J permettent de connecter les constructions cre´e´es afin
de former un fragment du mode`le cible. Dans l’exemple, La colonne O est
assigne´e a` la table T . Ces jointures doivent eˆtre conformes au me´ta-mode`le.
4.3.2 Cre´ation des programmes
La cre´ation de la population initiale est ne´cessaire au fonctionnement de
l’algorithme ge´ne´tique. Chaque individu de cette population est un ensem-
ble de re`gles. Chaque ensemble de re`gles doit eˆtre syntaxiquement correct
par rapport a` JESS et doit eˆtre cohe´rent avec les me´ta-mode`les sources et
cibles. De`s lors, les re`gles doivent de´crire des patrons (concepts) cibles et
sources valides. Dans la population initiale, un nombre de programmes max-
imum est de´termine´: Nrs. Le nombre de re`gles par programmes est choisi
ale´atoirement dans un intervalle donne´ en parame`tre. Pour chaque re`gle,
une combinaison ale´atoire d’un fragment de mode`le source et d’un fragment
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de mode`le cible est effectue´e. Ces fragments sont des briques qui sont des
ensembles de constructions ge´ne´riques et qui repre´sentent des concepts du
me´ta-mode`le, tels que la relation entre un attribut et sa classe, ou la relation
d’he´ritage entre deux classes. En effet, un attribut ne peut exister sans la
classe a` laquelle il appartient et une relation d’he´ritage implique force´ment
deux classes. Ces briques sont de´finies par l’utilisateur et couvre l’entie`rete´
des possibilite´s offertes par le me´ta-mode`le. L’existence de ces briques ne
de´pend pas de l’existence d’autres constructions. La de´termination de ces
briques ne repose que sur le me´ta-mode`le et pas sur la transformation des
mode`les. Les re`gles sont cre´e´es en combinant une brique du mode`le source
qui formera la partie conditionnelle de la re`gle et une brique du mode`le cible
qui formera la partie action de la re`gle. Les Join Conditions sont calcule´es et
ajoute´es a` la partie conditionnelle et les valeurs des proprie´te´s des construc-
tions implique´es dans la partie droite sont de´termine´es a` partir de l’ensemble
des terminaux de la partie gauche. Les valeurs sont assigne´es aux proprie´te´s
en fonction de leur type.
4.3.3 Ope´rateurs
Afin de faire e´voluer les populations de programmes, l’approche utilise des
ope´rateurs ge´ne´tiques tels que le croisement et la mutation. Bien entendu,
ces ope´rateurs garantissent la validite´ syntaxique et se´mantique des pro-
grammes touche´s. Avant d’appliquer les ope´rateurs, une se´lection est ef-
fectue´e dans la population afin de savoir quels individus seront touche´s. C’est
le principe de la roulette qui est utilise´, donnant plus de chance d’e´voluer
aux programmes ayant un bon score de fitness, tout en laissant une pe-
tite chance aux moins bons. Un ope´rateur d’e´litisme est e´galement utilise´.
Celui-ci se´lectionne les n meilleurs programmes et les ajoute directement,
sans les manipuler, dans la ge´ne´ration suivante.
Croisement
L’ope´rateur de croisement permet de cre´er de nouvelles re`gles au sein d’un
programme en me´langeant le mate´riel ge´ne´tique de re`gles se´lectionne´es.
Deux parents sont se´lectionne´s et sont croise´s pour former deux “enfants”.
Les parents sont de´coupe´s en deux sous-ensembles selon un point de de´coupage
choisi au hasard pour chaque parent. Ensuite, chaque parent e´change ses
sous-ensembles de re`gles avec l’autre, ce qui donne lieu a` deux enfants. E´tant
donne´ que les parents sont syntaxiquement et se´mantiquement corrects (voir
cre´ation population initiale et de´but section), les enfants obtenus le sont
e´galement.
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La figure (fig. 4.6) illustre un exemple de croisement:
Figure 4.6: Croisement entre 2 programmes avec un point de de´coupage ale´atoire
Mutation
Les mutations ont pour but d’introduire du nouveau mate´riel ge´ne´tique dans
les re`gles ou d’en supprimer. Plusieurs strate´gies ont e´te´ de´finies et touchent
soit le programme soit les re`gles. Les mutations touchant le programme
consiste simplement en l’ajout d’une re`gle ale´atoire, ou en la suppression
ale´atoire d’une re`gle, tout en veillant a` ne pas supprimer la dernie`re re`gle
d’un programme. Au niveau des re`gles, il existe e´galement deux strate´gies.
L’une d’elle consiste a` recre´er le RHS d’une re`gle en le remplac¸ant par une
autre RHS cre´e´ ale´atoirement. L’autre strate´gie change les valeurs des pro-
prie´te´s des constructions dans le RHS.
4.3.4 Evaluation des programmes
L’e´valuation est le processus qui permet d’e´valuer et d’attribuer une valeur
de fitness a` chaque individu a` chaque ge´ne´ration. Ce processus se passe en
deux e´tapes:
1. l’exe´cution des programmes sur l’exemple de mode`le source passe´ en
entre´e.
2. la comparaison de ce qui a e´te´ produit durant l’exe´cution avec l’exemple
de mode`le cible passe´ en entre´e.
Afin d’exe´cuter les programmes, ceux-ci doivent eˆtre pre´alablement traduits
en langage JESS. Les me´ta-mode`les sont de´crits sous la forme de templates
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de faits et les mode`les sont encode´s sous la forme de faits, qui sont con-
formes aux templates de leur me´ta-mode`le. Voici un exemple de re`gle e´crite
en JESS:
(defrule RuleListing 1
(class (name ?C1))
(attribute (name ?A1) (class ?A2))
(association (maxCardFrom ?S1)(maxCardTo ?S2) (classFrom ?S3))
(test (and (and (eq ?A2 ?C1) (eq ?S3 ?C1))
(and (< ?S1 1)(> ?S2 1 ))))
=>
(assert (table (name ?C1)))
(assert (column (name ?A1)(table ?C1)))
)
Il est possible que certains faits soient cre´e´s plusieurs fois dans l’exe´cution
par diffe´rentes re`gles. Cependant, e´tant donne´ que la cre´ation consiste en
l’assertion du meˆme fait, il est a` chaque fois e´crase´.
Dans la programmation ge´ne´tique, la fonction objectif mesure la diffe´rence
ou le taux d’erreur entre le re´sultat attendu et ce qui a e´te´ produit. Ici, on
mesure la diffe´rence entre le mode`le cible passe´ en entre´e et ce qui a e´te´
produit par les re`gles de transformation. E´tant donne´ que les mode`les cibles
sont encode´s sous la forme d’une liste de faits, et que l’exe´cution des pro-
grammes produit une liste de faits, il est possible de les comparer.
Nous avons donc au de´part une paire (Ms,Mc). La mesure de la fitness
d’un programme se fait graˆce a` une fonction f(p(Ms),Mc) qui mesure la
ressemblance entre p(Ms), l’application du programme cre´e´ sur le mode`le
source, et Mc, le mode`le cible.
La fonction f calcule les moyennes ponde´re´es de l’exactitude de chaque
type de constructions t ∈ TMc. Les constructions ont la meˆme importance,
on ne prend pas en compte leur fre´quence.
Formellement:
f(p(Ms),Mc) =
∑
t∈TMc
ft(p(Ms),Mc)
|TMc|
ft est de´fini comme la somme ponde´re´e des pourcentages de construc-
tions produites durant l’exe´cution qui correspondent parfaitement (fm),
partiellement (pm), ou pas du tout (nm) avec celles du mode`le cible:
ft(p(Ms),Mc) = αfm+ βpm+ γnm α+ β + γ = 1
Pour chaque construction de type t ∈ TMc, on de´termine si elle corre-
spond totalement a` une des constructions produites, c’est-a`-dire qu’il existe,
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dans le mode`le produit, une construction du meˆme type avec les meˆmes
valeurs de proprie´te´s. Fm est le pourcentage des constructions de Mc
qui correspondent parfaitement avec celles du mode`le produit. Pour les
constructions du mode`le cible qui ne correspondaient pas parfaitement, on
de´termine, dans un deuxie`me temps, si elles correspondent partiellement.
Une construction correspond partiellement s’il existe, dans le mode`le pro-
duit, une construction du meˆme type qui n’a pas e´te´ se´lectionne´e dans l’e´tape
pre´ce´dente. Pm est donc e´gal au pourcentage de constructions du mode`le
cible qui correspondent partiellement. Nm est le pourcentage des construc-
tions de Mc qui n’ont pas e´te´ reprises dans les deux cate´gories pre´ce´dentes.
Il serait inte´ressant de be´ne´ficier d’une mesure de similarite´ pre´cise pour
les correspondances partielles. Cependant, en plus des contraintes lie´es a` la
puissance de calcul, le but est de donner un avantage aux re`gles qui ge´ne`rent
des constructions du type de´sire´ en espe´rant que, graˆce aux mutations, elles
s’ame´liorent dans les ge´ne´rations suivantes.
Les coefficients α, β et γ ont chacun un impact diffe´rent sur le proces-
sus de de´rivation durant l’e´volution. α est, la plupart du temps, la plus
grande des trois valeurs (typiquement 0.6). Elle est utilise´e pour favoriser
les re`gles qui produisent correctement les constructions attendues. β est une
valeur moyenne (0.3) qui permet de donner une chance au re`gle produisant
le bon type de constructions et aide a` converger vers la solution optimale.
Enfin, γ doit eˆtre une petite valeur (0.1). L’ide´e de donner un petit poids
aux mauvaises constructions semble contre-intuitif. Cependant, l’expe´rience
a montre´ que cela promeut la diversite´, en particulier durant les premie`res
ge´ne´rations, ce qui permet de ne pas tomber dans un optimum local trop toˆt.
Le calcul de la correction d’une transformation affirme si les construc-
tions du mode`le cible sont pre´sentes dans le mode`le produit. Cependant,
une bonne solution pourrait inclure les bonnes re`gles qui ge´ne`rent les bonnes
constructions, mais elle pourrait aussi inclure des re`gles redondantes ou des
re`gles qui ge´ne`rent des constructions non ne´cessaires. Afin de traiter ce
proble`me, la taille du programme entre en conside´ration. La taille n’intervient
pas dans le calcul, mais dans la se´lection de la meilleure solution. De ce fait,
meˆme si une solution optimale est trouve´e en terme de correction, le pro-
cessus d’e´volution continue de chercher des solutions optimales mais avec
moins de re`gles.
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4.4 Limites et critiques de l’approche initiale
La solution initiale peut atteindre des scores de 100% mais uniquement sur
des exemples de tailles re´duites et “parfaits”. Par exemple, toutes les classes
d’un diagramme de classe posse`dent un identifiant. C’est une hypothe`se un
peu forte et c’est loin d’eˆtre le cas dans la re´alite´. Ce de´tail peut paraˆıtre
anecdotique, mais la solution actuelle ne serait pas capable de transformer
des mode`les dont des identifiants seraient absents.
Figure 4.7: Exemple de diagramme de classe
Cet exemple de diagramme de classe (fig. 4.7), mode´lisant le fait qu’un
client, de type socie´te´ ou personne physique, peut passer une ou plusieurs
commandes est relativement simple a` transformer en un sche´ma relation-
nel de meˆme se´mantique (fig. 4.8). Les classes doivent eˆtre transforme´es
en tables, les attributs en colonnes. Bien entendu, les attributs “unique”
(souligne´s) sont transforme´s en cle´s primaires. Les relations un-a`-plusieurs
(1-N) sont transforme´es en utilisant une cle´ re´fe´rentielle du cote´ “plusieurs”
(N) vers le cote´ “un” (1). On proce`de de la meˆme fac¸on pour la relation
d’he´ritage, puisque les tables associe´es aux sous-classes se voient attribuer
une cle´ re´fe´rentielle vers la table associe´e a` leur super-classe.
Figure 4.8: Exemple e´quivalent a` la figure 4.7 en sche´ma relationnel
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Cet exemple est donc parfaitement ge´rable par la solution initiale, qui
parviendra a` trouver une solution en quelques dizaines de ge´ne´rations seule-
ment. On peut e´galement remarquer que cet exemple n’a pas ne´cessairement
besoin de controˆle. Comme de´ja` explique´ plus haut, les mode`les sont repre´-
sente´s sous forme d’une liste de faits. L’important est qu’il soient tous
pre´sents a` la fin, peu importe l’ordre dans lequel ils sont inse´re´s dans la
me´moire. Dans cet exemple, il n’est donc pas important de cre´er les tables
avant les colonnes et les cle´s e´trange`res.
Il est inte´ressant de remarquer que ce sche´ma est loin de couvrir tous les
aspects qu’offre le me´ta-mode`le du diagramme de classe. En effet, il n’y a
pas d’association plusieurs-a`-plusieurs (M-N) ou un-a`-un (1-1). Les classes
ont chacune un identifiant, mais il est possible qu’une classe n’en ait pas,
comme les sous-classes par exemple, he´ritant ainsi de l’identifiant de leur
super-classe. Cela constitue une pratique assez re´pandue.
Modifions donc le´ge`rement le premier sche´ma (fig. 4.7):
Figure 4.9: 2e`me exemple de diagramme de classe
La modification est mineure et porte sur la classe “Commande” (fig.
4.9). L’attribut “NumCom” a perdu son statut d’identifiant. Il peut en
effet arriver qu’une classe n’ait pas d’identifiant.
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La figure suivante (fig. 4.10) mode´lise la meˆme chose en sche´ma rela-
tionnel.
Figure 4.10: Exemple e´quivalent en sche´ma relationnel
Cette modification n’a pas d’impact sur la transformation et sur sa
complexite´. Puisque la classe “Commande” n’a pas d’identifiant, la table
re´sultante n’aura pas de cle´ primaire.
Faisons encore e´voluer le diagramme de classe pre´ce´dent (fig. 4.9):
Figure 4.11: 3e`me exemple de diagramme de classe
Ce diagramme de classe introduit le fait que des commandes concernent
des produits (fig. 4.11). On a rajoute´ une relation “concerne” de type
plusieurs-a`-plusieurs (M-N). Ce type d’association se traduit simplement
par l’ajout d’une table interme´diaire, munie de deux cle´s e´trange`res (et
primaires !) vers les deux tables implique´es dans l’association dans le sche´ma
relationnel. Le sche´ma relationnel re´sultant est repre´sente´ par la figure 4.12.
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Figure 4.12: Exemple e´quivalent en sche´ma relationnel
Cette transformation, relativement simple, n’est malheureusement pas
faisable avec la solution initiale. En effet, le fait que la table “COMMANDE”
ne contienne pas de cle´ primaire pose un proble`me puisque celle-ci est im-
plique´e dans une association N-M. La table “CONCERNE” devrait contenir
une cle´ primaire et re´fe´rentielle vers la table “COMMANDE”, mais comment
les relier ?
Une solution pourrait eˆtre de ge´ne´rer un identifiant dans les tables qui
n’en ont pas (fig. 4.13). Cependant, cette manœuvre doit se faire a` un
moment plus ou moins pre´cis de la transformation. En imaginant que l’on
ait une re`gle permettant de cre´er des identifiants techniques, il faut s’assurer
que celle-ci se de´clenche apre`s la re`gle transformant les attributs “unique”
en cle´s primaires. Si ce n’est pas le cas, on pourrait cre´er, par erreur,
des identifiants techniques la` ou` ce n’est pas ne´cessaire. De meˆme, si l’on
conside`re qu’une sous-classe he´rite de l’identifiant de sa super-classe, il ne
faut pas ge´ne´rer de cle´ primaire dans les tables associe´es aux sous-classes.
Cependant, si la table associe´e a` la super-classe n’a pas d’identifiant, il faut
lui en cre´er un d’abord avant de la propager dans les tables associe´es aux
sous-classes. Ce proble`me complexe des identifiants met en avant un besoin
e´vident de controˆle au niveau du de´clenchement des re`gles.
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Figure 4.13: Exemple de sche´ma relationnel avec des identifiants techniques
ge´ne´re´s
Il faut controˆler une se´quence de transformations constitue´es des e´tapes
suivantes:
1. Transformation des attributs “unique” en cle´s primaires.
2. Cre´er des identifiants pour les tables qui n’en ont pas et qui ne sont
pas des sous-classes.
3. Traiter les relations d’he´ritage.
Cependant, le fait d’avoir des me´canismes de controˆle ne re´sout pas tous
les proble`mes. En effet, si l’on souhaite traiter le proble`me des identifi-
ants absents, la deuxie`me e´tape ci-dessus consiste a` ve´rifier s’il existe des
tables qui n’ont pas d’identifiant. Or, la table est un concept associe´ au
me´ta-mode`le cible. Cela implique donc de pouvoir tester des concepts du
me´ta-mode`le cible dans les conditions des re`gles que nous de´rivons.
Il est inte´ressant de remarquer que dans cet exemple des identifiants ab-
sents, il est question de repe´rer les tables qui “n’ont pas” d’identifiant. En
d’autres mots, il faut ve´rifier la non-existence d’un fait relatif a` des cle´s pri-
maires. La solution initiale ne permet pas de ge´ne´rer des conditions testant
la non-existence de concepts.
Aussi, on peut remarquer que la deuxie`me e´tape de cet exemple ve´rifie
que les tables n’ont pas d’identifiant mais e´galement qu’elles ne sont pas
des sous-classes. Cette re`gle de transformation comporte une condition re-
groupant plusieurs concepts issus des me´ta-mode`les source et cible. En
l’occurrence, il est question du concept “table-colonne” du me´ta-mode`le
cible et du concept “he´ritage” du me´ta-mode`le source. La solution initiale
n’est pas capable d’associer plusieurs concepts dans les conditions des re`gles
qu’elle de´rive. Cela implique donc de ne pas pouvoir ge´ne´rer des re`gles de
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transformation puissantes.
Enfin, lors d’une transformation de mode`les, il peut eˆtre inte´ressant
de pouvoir tester certaines proprie´te´s des concepts d’un me´ta-mode`le. Un
proble`me qui nous inte´ressera est celui des associations de type un-a`-un.
Bien que le me´ta-mode`le utilise´ pour repre´senter les sche´mas relationnels
permette d’avoir un lien un-a`-un entre deux tables, une bonne pratique
recommande cependant de “fusionner” ces deux tables en une seule (fig.
4.14) [39]. Cette manipulation pre´serve la se´mantique mais peut-eˆtre vue
comme une ope´ration de refactoring, puisque, d’une certaine fac¸on, on ame´-
liore le mode`le en sortie. Afin d’y arriver, il est ne´cessaire de connaitre le
nombre d’associations dans lequel une classe est implique´e. On ne peut en
effet “fusionner” une table avec une autre que si elle n’a qu’un et un seul
lien de type un-a`-un. Mais on peut imaginer avoir besoin d’autres infor-
mations telles que le nombre d’attributs d’une classe, le nombre de classes
dans un mode`les, etc. Ces proprie´te´s sont obtenues graˆce a` des requeˆtes que
nous appellerons “primitives de navigation”. Ces requeˆtes sont greffe´es aux
conditions des re`gles, d’ou` la ne´cessite´ de pouvoir construire des re`gles plus
complexes que celles de la solution initiale.
Figure 4.14: Gestion des associations 1-1
Note: Pour cet exemple, il est le´gitime de s’interroger sur l’utilite´ de
tester l’existence d’une cle´ primaire dans une table, au lieu de tester la
pre´sence d’un attribut unique dans la classe associe´e a` cette table, ce qui
permettrait de`s lors de ne pas tester des concepts du mode`le cible. Si l’on
proce´dait de la sorte, des identifiants techniques seraient peut-eˆtre ajoute´s
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aux tables associe´es a` des sous-classes. Quoi qu’il en soit, ce n’est pas le seul
exemple qui ne´cessite de tester des concepts du me´ta-mode`le cible. Cette
manipulation nous sera utile pour bien d’autres re`gles.
Maintenant que les principales limitations de la solution initiale ont
e´te´ mises en e´vidence, cinq nouveaux me´canismes vont permettre de les
re´soudre:
- l’utilisation du controˆle explicite (ou externe) afin de re´soudre certains
proble`mes demandant un plan de transformation ordonne´;
- la possibilite´ de cre´er des re`gles de transformation complexes;
- la possibilite´ de tester le mode`le cible dans les conditions des re`gles;
- la possibilite´ de tester des proprie´te´s des mode`les et constructions;
- la possibilite´ de ve´rifier la non-existence d’un fait.
4.5 E´volution de la solution initiale selon deux
pistes
Dans cette section, nous pre´senterons les diffe´rentes ame´liorations qui ont e´te´
apporte´es a` la solution initiale dans le but de re´soudre les limites identifie´es
dans la section pre´ce´dente. Deux approches ont e´te´ imagine´es. La premie`re
approche, que nous appellerons RAC (Rules And Control), fonctionne de
fac¸on similaire a` la solution initiale. Des ame´liorations ont e´te´ apporte´es
afin de pallier les limitations de´crites pre´ce´demment. La deuxie`me approche,
appele´e RTC (Rules Then Control), fonctionne en deux phases distinctes.
La premie`re phase consiste a` ge´ne´rer des ensembles de re`gles et la seconde
phase consiste a` trouver un ordonnancement optimal dans un ensemble de
re`gles. Bien entendu, les modifications apporte´es a` la me´thode RAC seront
conserve´es dans la me´thode RTC e´tant donne´ que les limitations sont lie´es a`
l’approche initiale et que les deux nouvelles approches reposent entie`rement
dessus.
4.5.1 Approche RAC
Modification des me´ta-mode`les
Altername Lorsque le mode`le source de´crit une classe A posse´dant une et
une seule association qui est de type 1-1 vers une autre classe B, la litte´rature
sugge`re de fusionner la classe A dans la classe B. Ce qui nous donnerait,
apre`s la transformation de mode`le, une table B dans le sche´ma relationnel
re´sultant, qui posse´derait tous les attributs de la classe B ainsi que tous
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les attributs de la classe A. Pour ce genre de transformation, il faut pouvoir
ge´ne´rer une re`gle complexe permettant de reconnaˆıtre une classe se trouvant
exactement dans cette situation et permettant de re´aliser la transformation
qui consiste a` cre´er une table pour deux classes et a` y transfe´rer tous les
attributs. Cette re`gle est tre`s complexe et malheureusement tre`s difficile a`
faire apprendre par un programme de fac¸on automatique. Une solution pos-
sible consiste en la division de la re`gle de transformation en plusieurs re`gles
simples. Ces re`gles devront eˆtre ordonne´es et utilise´es de fac¸on incre´mentale
durant l’exe´cution. Nous allons utiliser la trac¸abilite´ pour permettre de di-
viser ce proble`me.
La trac¸abilite´ fournit une trace d’exe´cution d’une transformation. Une
fonctionnalite´ de “tracing” peut eˆtre imple´mente´e directement comme une
partie d’une re`gle de transformation. Une trace peut eˆtre stocke´e dans le
mode`le source, dans le mode`le cible ou dans un endroit se´pare´. Elle peut
eˆtre analyse´e comme un e´le´ment du mode`le et peut eˆtre utilise´e comme un
e´le´ment essentiel dans l’exe´cution d’une transformation de mode`le.
Par rapport aux pre´ce´dents exemples, nous avons rajoute´ une nouvelle
proprie´te´ se nommant “Altername” au constructeur des tables dans le me´ta-
mode`le du sche´ma relationnel. Cette proprie´te´ va nous permettre de savoir
si une table est bien le re´sultat de la fusion de deux classes.
Lors de l’exe´cution, cette proprie´te´ est utile pour pouvoir transfe´rer tous
les attributs de la classe A dans la table B (table re´sultante de la fusion de
la classe A avec la classe B), comme le montre cette re`gle de transforma-
tion qui transfe`re les attributs d’une classe qui a e´te´ fusionne´e dans la table
re´sultante de cette fusion:
(defrule Transfo−Merged−Attribute−Column
(attribute (name ?a00)(class ?c00)(unico ?a02))
(class(name ?c00))
(table (name ?t20)(altername ?c00))
(attribute (name ?a40)(class ?t20)(unico 1))
(class(name ?t20))
=>
(assert (column (name ?a00)(table ?t20)(pk 0)))
)
Mais elle peut e´galement eˆtre utile comme information comple´mentaire
dans le sche´ma relationnel pour savoir s’il y a eu des fusions de classes lors
de la transformation de mode`les.
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D’une certaine manie`re, nous avons pu constater qu’il peut eˆtre plus
facile d’apprendre plusieurs petites re`gles plutoˆt qu’une seule mais trop com-
plexe.
Autres modifications Pour diminuer l’espace de recherche, les me´ta-
mode`les utilise´s dans l’approche pre´ce´dente ont e´te´ modifie´s en suppri-
mant les constructeurs des “Foreign Keys” dans le sche´ma relationnel et
des “Uniques” dans le diagramme de classe afin de les rajouter respective-
ment comme proprie´te´s d’une colonne ou d’un attribut.
Nous avons duˆ faire un nouveau choix, en rajoutant une nouvelle pro-
prie´te´ dans les constructeurs des Associations N-M: le nom du roˆle de cette
association. Il est ne´cessaire pour permettre de ge´ne´rer une table d’association
lorsqu’il n’existe pas de classe d’association dans le diagramme de classe.
Malheureusement, cela augmente la taille de l’espace de recherche.
Voici les me´ta-mode`les finaux qui seront utilise´s par la suite:
Diagramme de classe
class (name)
attribute (name) (class) (unico)
association1n (classfr) (classto)
associationnm (name) (classfr) (classto) (classas)
association11 (classa) (classb)
inheritance (class) (superclass)
Sche´ma relationnel
table (name) (altername)
column (name) (table) (pk)
fk (column) (table) (fktable)
Modification du typage des proprie´te´s
Le type NIL Dans la version pre´ce´dente, seuls les types Integer et String
e´taient utilise´s dans les re`gles. Malheureusement, ce n’est pas suffisant pour
de´crire certaines particularite´s que l’on peut retrouver dans un mode`le. Par
exemple, dans le me´ta-mode`le du diagramme de classe de l’approche ini-
tiale, une association N-M comprend une classe source, une classe cible et
une classe d’association. Ce me´ta-mode`le n’est pas complet, car il est pos-
sible qu’une association N-M dans un diagramme de classe ne posse`de pas
de classe d’association.
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Ce proble`me peut eˆtre re´solu de deux manie`res diffe´rentes. Soit on
comple`te le me´ta-mode`le en rajoutant un constructeur “AssociationNMWith-
outClassAs” de´crivant une association N-M qui ne posse`de pas de classe
d’association, soit on rajoute un type qui aurait comme ensemble de valeur,
toutes les valeurs du type String mais e´galement une constante spe´cifique
qui indique l’absence de valeur. Ce type sera appele´ NIL.
La premie`re solution a e´te´ e´carte´e car l’ajout d’un nouveau construc-
teur augmente l’espace de recherche de fac¸on beaucoup plus importante
que l’ajout d’une constante pour certaines proprie´te´s. Il est e´galement a`
constater que si un e´le´ment d’un mode`le posse`de N attributs facultatifs,
il faudrait ajouter au me´ta-mode`le toutes les possibilite´s, c’est-a`-dire, 2N
constructeurs. Le type NIL a donc e´te´ retenu pour pouvoir repre´senter des
proprie´te´s qui peuvent ne pas posse´der de valeur.
Les types et les domaines Dans un me´ta-mode`le, on de´finit, pour
chaque proprie´te´ d’une entite´ et pour chaque garde, les types de valeurs
qu’elles peuvent recevoir. La nouvelle approche compte quatre types de
valeurs : Integer, String, ATOM, NIL.
ATOM est un type de´fini par JESS qui correspond au type Boolean en
Java. Il peut posse´der deux valeurs: 0 et 1. Il est utilise´ par exemple pour
indiquer si un attribut est Unique ou si une colonne est une Primary Key.
Le type NIL correspond a` l’union des valeurs du type String et de la
constante NIL. Le type NIL e´tant un ensemble plus grand, la modification
de certaines proprie´te´s de type String en type NIL dans les me´ta-mode`les de
l’approche initiale a augmente´ de fac¸on significative l’espace de recherche.
Mais vu que le type String est un sous-ensemble du type NIL, il sera possible
de jouir de cette relation pour permettre de lier des variables de type String
avec une variable de type NIL.
On de´finit e´galement un domaine pour chaque entite´ du mode`le. Le
me´ta-mode`le du sche´ma relationnel posse`de par exemple trois constructeurs
(entite´s) : table, column, fk.
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Figure 4.15: Les domaines du sche´ma relationnel
Le sche´ma ci-dessus (fig. 4.15) indique qu’on peut inse´rer une valeur de
table dans une colonne. Par contre, l’inverse n’est pas permis.
Depuis que nos re`gles de transformation permettent de tester un frag-
ment du mode`le cible dans leur partie gauche, l’utilisation des domaines a
e´te´ utilise´e afin de re´duire l’espace de recherche et d’e´viter d’avoir des ta-
bles ayant des noms de colonnes. Par contre, il est permis de ge´ne´rer des
re`gles pouvant faire l’inverse (nom de table comme nom de colonne). Cela
a` cause du choix de prendre le nom des tables pour ge´ne´rer les identifiants
techniques.
Changement dynamique de types Reprenons l’exemple de l’association
N-M qui posse`de une proprie´te´ classas de type NIL. Pour les associations
N-M qui posse`dent une classe d’association, le programme devra ge´ne´rer
une re`gle qui transforme l’association en une table ayant le nom de la
classe d’association. Pour les associations N-M qui ne posse`dent pas de
classe d’association, le programme devra ge´ne´rer une re`gle qui transforme
l’association en une table ayant le nom du roˆle de l’association.
Deux proble`mes ont e´te´ rencontre´s pour ce type de re`gle. Premie`rement,
on constate que le fait qu’une variable associe´e a` une proprie´te´ de type NIL
(classas) posse`de ou pas de valeur influence le comportement de la transfor-
mation. Mais comment savoir si cette variable posse`de ou pas une valeur ?
Il faut ajouter la possibilite´ de faire des tests sur les variables associe´es aux
proprie´te´s de type NIL. JESS fournit un me´canisme permettant d’y arriver:
(test (neq ?s03 NIL))
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Cette expression teste le fait que la variable s03 n’est pas e´quivalente a`
NIL, et donc qu’elle contient une valeur.
Deuxie`mement, on constate qu’une table peut posse´der le nom d’une
classe d’association. Malheureusement le nom d’une table dans le me´ta-
mode`le du sche´ma relationnel est de type String. Ce qui est logique car une
table doit toujours posse´der un nom. Pour re´soudre ce dernier proble`me, le
test ve´rifie si une variable posse`de une valeur. Si celui-ci est positif, le type
(pre´alablement NIL) va eˆtre modifie´ pour permettre a` cette dernie`re d’eˆtre
utilise´e dans la partie droite de la re`gle comme une variable de type String.
Le controˆle
Les langages de transformation utilisent diffe´rents me´canismes pour savoir
quand une re`gle de transformation est applique´e:
Le controˆle implicite: permet seulement de controˆler l’application des
re`gles lors de l’exe´cution, par contre, il ne permet pas de spe´cifier
l’ordre d’application des re`gles de transformation.
Le controˆle explicite: permet de de´finir les re`gles a` appliquer et en meˆme
temps de spe´cifier l’ordre d’exe´cution des re`gles.
Le controˆle externe: va seulement spe´cifier l’ordre d’exe´cution apre`s que
les re`gles soient se´lectionne´es.
JESS fournit deux me´canismes de controˆle explicite:
Les modules: les modules consistent en des sous-ensembles de re`gles du
programme de transformation. Les modules portent des noms qui
permettent de les identifier. Les re`gles se trouvant dans un mod-
ule peuvent eˆtre exe´cute´es/de´clenche´es uniquement si le module dans
lequel elles se trouvent dispose du focus. Le focus ne peut eˆtre de´tenu
que par un seul module a` la fois. Les modules sont place´s dans une
pile et le module situe´ en haut dispose du focus. Une fois que les re`gles
du module situe´ en haut de la pile ne peuvent plus eˆtre de´clenche´es, le
module est retire´ de la pile et celui en dessous he´rite du focus. Cette
pile e´volue de fac¸on automatique mais peut eˆtre manipule´e avec des
commandes JESS.
La salience: la salience est une proprie´te´ des re`gles qui agit comme un
parame`tre de priorite´. Les re`gles ayant e´te´ active´es sont tire´es en
fonction de leur valeur de salience. Ainsi, celle ayant la plus grande
valeur de salience sera exe´cute´e avant les autres.
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Modification de l’encodage des re`gles et des programmes
Les re`gles disposent e´galement de nouvelles proprie´te´s permettant la prise
en charge du controˆle. Ainsi, les re`gles disposent d’un nume´ro de module
et d’un nume´ro de priorite´. Au fil des ge´ne´rations, ces nume´ros changeront.
Cependant, un seul des deux nume´ros est utilise´ a` la fois, bien qu’il soit
possible d’utiliser a` la fois les priorite´s et les modules simultane´ment...
Les conditions des re`gles
Les briques Les briques sont les blocs de constructions utilise´s pour
construire la partie conditionnelle des re`gles. Une re`gle peut comporter
plusieurs conditions afin de pouvoir cre´er des re`gles plus complexes que
dans la solution initiale.
Les briques sont pre´de´finies par l’utilisateur et sont constitue´es d’un ou
plusieurs faits e´le´mentaires. Les briques repre´sentent des concepts du me´ta-
mode`le. Par exemple, il est possible de de´finir une brique permettant de
repre´senter le concept d’he´ritage entre deux classes (diagramme de classe).
Dans le me´ta-mode`le utilise´, un constructeur permet d’exprimer la notion
d’he´ritage:
inheritance (class) (superclass)
Mais la se´mantique du me´ta-mode`le stipule qu’une relation d’he´ritage
est e´tablie entre une classe et une super-classe. L’e´le´ment inheritance n’est
pas suffisant a` lui-meˆme car il de´pend de deux classes. De`s lors, pour de´finir
le concept d’he´ritage, il est ne´cessaire d’ajouter les deux classes, ce qui me`ne
a` la brique suivante:
(inheritance (class ?c20)(superclass ?c10)))
(class(name ?c10))
(class(name ?c20))
Il en va de meˆme avec le concept d’attribut appartenant a` une classe.
Un attribut ne peut exister sans la classe a` laquelle il appartient. La brique
suivante de´finit le concept d’attribut:
(attribute (name ?a00)(class ?c00)(unico ?a02))
(class(name ?c00))
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C’est pareil pour le concept d’association:
(association11 (classa ?c00)(classb ?c10))
(class(name ?c00))
(class(name ?c10))
Il arrive parfois qu’une condition porte simplement sur une classe. Une
brique est donc cre´e´e pour exprimer le concept de classe, bien que celle-ci
ne contienne qu’un seul e´le´ment: la classe.
Comme on peut le voir, un e´le´ment/fait est commun a` toutes les briques
de´finies pour exprimer des conditions sur les diagrammes de classe. Il s’agit
de la classe. Ce constructeur est diffe´rent des autres car il est auto suffisant,
c’est-a`-dire qu’il ne de´pend d’aucune autre construction, contrairement aux
attributs, a` l’he´ritage ou aux associations.
Dans le sche´ma relationnel, on de´finit e´galement des briques pour ex-
primer les concepts du sche´ma relationnel, a` savoir: les tables, les colonnes,
et les cle´s e´trange`res. Tout comme les classes, les tables sont auto suffisantes.
Afin de garder une cohe´rence interne dans les briques, il faut e´tablir
des liens entre les faits qui les composent. On parle alors de liens internes.
Les constructions n’e´tant pas auto suffisantes sont relie´es aux constructions
qui le sont. Ainsi, dans la brique de l’he´ritage, inheritance est relie´ a` deux
classes. Il en va de meˆme pour les associations et l’attribut. La liaison d’un
constructeur (esclave) vers un autre constructeur (maˆıtre) consiste a` rem-
placer le nom d’une des variables de l’esclave par le nom d’une des variables
du constructeur maˆıtre. Bien entendu, les variables doivent eˆtre compatibles
en domaine et en type.
Les conditions complexes La structure utilise´e pour les re`gles de
transformation permet d’e´viter de cre´er des fragments de mode`le syntax-
iquement incorrects. Malheureusement, ces re`gles ne sont pas assez raffine´es
pour pouvoir ge´ne´rer un plan de transformation ide´al. Il a e´te´ constate´
qu’un e´le´ment du mode`le source ne correspond pas toujours a` un e´le´ment
spe´cifique du mode`le cible. Parfois, un e´le´ment du mode`le source pourra
eˆtre transforme´ en un e´le´ment du mode`le cible selon le contexte dans lequel
il se trouve.
Nous devons donc rede´finir la structure utilise´e pour ge´ne´rer des re`gles de
transformation. Une re`gle doit pouvoir non seulement ve´rifier si un fait ex-
iste mais aussi pouvoir ve´rifier si le fait se trouve dans le contexte voulu. Une
re`gle de transformation peut maintenant ge´ne´rer des conditions plus com-
plexes. C’est-a`-dire que sa partie gauche peut posse´der plusieurs “briques”,
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comme le montre la re`gle suivante, ou` celle-ci posse`de une brique attribut
et une brique table:
(defrule Transfo−Attribute−2−Column
(attribute (name ?a00)(class ?c00)(unico 0))
(class(name ?c00))
(table (name ?c00)(altername ?t21))
=>
(assert (column (name ?a00)(table ?c00)(pk 0)))
(assert (table (name ?c00)(altername nil))
)
Les conditions sur le me´ta-mode`le cible Une re`gle de transfor-
mation de mode`le de´crit comment un fragment du mode`le source peut eˆtre
transforme´ en un fragment du mode`le cible. Ge´ne´ralement, une re`gle con-
tient deux parties. La premie`re de´crit le fragment du mode`le source et est
appele´e la partie gauche de la re`gle. La seconde partie de´crit le fragment a`
cre´er dans le mode`le cible lors de l’exe´cution, c’est la partie droite. Dans
notre contexte, cette description d’une re`gle de transformation n’e´tait pas
suffisante. Dans certain cas, malgre´ un bon ordonnancement de l’exe´cution
des re`gles, certaines re`gles ont besoin de ve´rifier si certains fragments ont
de´ja` e´te´ cre´e´s dans le mode`le cible. Par exemple, le fait de ve´rifier s’il existe
des tables qui ne posse`dent toujours pas d’identifiants apre`s avoir trans-
forme´ les Unique en Primary Key. Pour cela, nous avons e´tendu la partie
“condition” des re`gles afin qu’elles puissent accepter la description de frag-
ment du mode`le cible. Ce type de re`gles ve´rifie l’existence d’un fragment
du mode`le source tout en ve´rifiant si une partie du mode`le cible existe de´ja`
afin de comple´ter correctement le mode`le cible avec un nouveau fragment.
Ces re`gles ne seront jamais exe´cute´es au de´but de l’exe´cution a` cause de
la condition portant sur le mode`le cible. On peut donc voir que ce type
de re`gles peut e´galement eˆtre utilise´ pour re´aliser un semblant d’ordre dans
l’exe´cution.
L’espace de recherche a e´te´ fortement augmente´ du fait de la possibilite´
de faire des tests sur des fragments du mode`le cible. Mais, d’un autre coˆte´,
cela permet de construire des re`gles moins complexes et plus faciles a` ap-
prendre car la ve´rification portant sur un fait de´ja` asserte´ permet d’e´viter
de retester toutes les conditions qui ont e´te´ e´tablies pour l’asserter.
Prenons comme exemple la ge´ne´ration des identifiants techniques. Ces
identifiants peuvent eˆtre ge´ne´re´s sur le mode`le cible seulement s’il existe une
table qui ne posse`de pas de cle´ primaire et dont la classe correspondante dans
72 CHAPITRE 4. DE´RIVATION DE RE`GLES
le mode`le source ne posse`de pas de super-classe.
(defrule Generate−PK
(table (name ?t00)(altername ?t01))
(NOT (column (name ?o20)(table ?t00)(pk 1)))
(table (name ?t00)(altername ?t21))
(NOT (inheritance (class ?t00)(superclass ?c50)))
(class(name ?t00))
=>
(assert (column (name ?t00)(table ?t00)(pk 1)))
)
Dans cette re`gle, la partie gauche est divise´e en trois conditions. Deux
concernant le mode`le cible et une concernant le mode`le source. A cette e´tape
du plan de transformation, les tables ont de´ja` e´te´ cre´e´es dans le mode`le cible.
La premie`re condition permet de ve´rifier si la table t00 existe et n’a plus
besoin de ve´rifier si une telle table peut exister selon le mode`le source. La
deuxie`me condition permet de savoir si toutes les e´tapes qui ont pre´ce´de´
dans le plan de transformation ont permis ou non de cre´er une cle´ primaire
dans la table t00. La dernie`re condition est une “brique” traditionnelle qui
utilise le me´ta-mode`le source. Elle ve´rifie si la classe t00 ne posse`de pas de
super-classe.
Cette re`gle re´ve`le plusieurs points importants:
Premie`rement, la possibilite´ de pouvoir tester une partie du mode`le cible
permet d’e´viter de nombreuses reve´rifications et alle`ge donc les conditions
ne´cessaires. Plus une re`gle est complexe, plus la probabilite´ que notre pro-
gramme l’apprenne est faible. L’espace de recherche a pu eˆtre re´duit graˆce
a` cela. Les re`gles de transformation e´labore´es dans le plan de transforma-
tion ide´al, c’est-a`-dire, le programme ide´al que l’on souhaite ge´ne´rer pour
la transformation d’un mode`le de type diagramme de classe en un mode`le
de type sche´ma relationnel, ne posse`dent au maximum que trois conditions
dans leur partie gauche (voir chapitre suivant).
Deuxie`mement, on constate que cette re`gle s’exe´cute avec l’hypothe`se
que certaines transformations se sont de´ja` exe´cute´es. Pour pouvoir e´mettre
de telles hypothe`ses, il est impe´ratif que les re`gles de transformation suiv-
ent un ordre bien de´fini et donc un controˆle explicite est manifestement
ne´cessaire.
Finalement, nous pouvons e´mettre l’hypothe`se que notre approche peut
e´galement servir pour des transformations de type endoge`ne. Ce syste`me
pourrait donc eˆtre utilise´ pour d’autres types d’activite´s notamment le refac-
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toring, la normalisation et le raffinement de mode`le.
Liaisons des conditions (inter briques) Pour ve´rifier dans quel
contexte se trouve un fait, les diffe´rentes “briques” utilise´es dans les re`gles
de transformation doivent eˆtre relie´es entre elles. Il est clair qu’une re`gle
de transformation n’a pas de sens si les conditions de de´clenchement n’ont
aucun rapport entre elles. Elle doit ve´rifier l’existence sur le mode`le d’un
fragment uniforme qu’il soit petit ou grand. Il est donc ne´cessaire d’imposer
une liaison entre chaque “briques” afin de ne pas ve´rifier l’existence de deux
fragments qui n’ont aucun lien sur le mode`le.
Comme il a e´te´ constate´, les re`gles de transformation ge´ne´re´es peu-
vent eˆtre compose´es de deux types de “briques”. Les briques qui ve´rifient
l’existence d’un fait dans le mode`le source et les briques qui ve´rifient si un
fait a de´ja` e´te´ inse´re´ dans le mode`le cible.
A cause des conditions portant sur le mode`le cible dans la partie gauche
de la re`gle, deux types de liaisons ont duˆ eˆtre imple´mente´es:
- Les liaisons qui relient deux briques portant sur le meˆme me´ta-mode`le
(donnant des liens de type SP − SP ou TP − TP ).
- Les liaisons qui relient deux briques, l’une portant sur le me´ta-mode`le
source et l’autre portant sur le me´ta-mode`le cible (donnant des liens
de type SP − TP ou TP − SP ).
Les briques utilisant le meˆme me´ta-mode`le peuvent eˆtre relie´es a` l’aide
d’un constructeur commun. Ce constructeur ne doit pas eˆtre pris au hasard
car il doit assurer l’existence de cette liaison entre les deux fragments de´crits
par les briques.
Par exemple, prenons le constructeur de´finissant un “attribut” comme
lien entre deux briques de´crivant deux faits appartenant a` un diagramme de
classe. Cet attribut doit eˆtre commun aux deux briques. On pourrait sim-
plement relier les briques a` l’aide du nom de l’attribut, mais malheureuse-
ment, il est possible que deux attributs diffe´rents dans un diagramme de
classe posse`dent le meˆme nom car deux classes diffe´rentes peuvent posse´der
chacune un attribut nomme´ de manie`re identique. Ces attributs n’ont
ge´ne´ralement rien en commun et sont inde´pendants l’un de l’autre. Deux
briques ne peuvent donc eˆtre relie´es a` l’aide du nom d’un attribut. Pour
assurer qu’une liaison soit pertinente, le lien ne doit pas eˆtre ambigu. Pour
qu’un attribut serve de liaison, il faut que dans les deux briques, les attributs
posse`dent le meˆme nom et la meˆme classe. Pour cela, il faut que les deux
briques soient identiques et il n’est e´videmment pas tre`s utile de ve´rifier
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deux fois le meˆme fait.
Pour relier deux faits diffe´rents ayant un lien existant re´ellement dans
le mode`le, il faut les relier avec un constructeur ou un slot qui peut eˆtre
identifie´ de fac¸on non ambigue¨ sur le mode`le. Les seuls constructeurs ayant
la proprie´te´ de de´crire comple`tement un fait du mode`le sans l’aide d’autres
constructeurs sont les constructeurs auto-suffisants. Si un constructeur peut
a` lui seul cre´er une brique, il est auto-suffisant. De la meˆme manie`re, les
slots pouvant a` eux seuls identifier une entite´ sur le mode`le de fac¸on non
ambigue¨ sont des slots auto-suffisants.
Pour les diagrammes de classe, seul le constructeur class et le slot classas
appartenant au constructeur associationnm peuvent servir de lien. Pour les
sche´mas relationnels, ce sont les constructeurs de type table.
Dans l’exemple suivant, le slot classas du constructeurassociationnm est
relie´ au slot name du constructeur class de la deuxie`me brique.
(defrule Transfo−ClassAs−Attribute
(associationnm (name ?s00)(classfr ?c00)(classto ?c10)(classas ?s03))
(class(name ?c00))
(class(name ?c10))
(attribute (name ?a20)(class ?s03)(unico ?a22))
(class(name ?s03))
=>
(assert (column (name ?a20) (table ?s03)(pk ?a22)))
)
En revanche, il est parfois ne´cessaire de relier deux briques de me´ta-
mode`les diffe´rents, lorsque l’une des conditions de la re`gle porte sur le me´ta-
mode`le cible. Dans ce cas-la`, il n’est pas possible de relier les briques via des
constructeurs communs, puisque les me´ta-mode`les sont diffe´rents. Il faut les
relier via une proprie´te´ qui est de meˆme type.
Algorithme de liaison du cote´ gauche La cre´ation d’une re`gle,
ou sa modification durant le processus d’e´volution consiste a` assembler des
briques de conditions (ale´atoires) dans le coˆte´ gauche et des faits (ale´atoires
e´galement) dans le coˆte´ droit.
Comme explique´ pre´ce´demment, les liaisons entre briques se font via des
constructions communes s’il s’agit de relier deux briques de meˆme me´ta-
mode`le ou via des proprie´te´s de types compatibles s’il s’agit de briques de
me´ta-mode`les diffe´rents.
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Cependant, les liaisons entre ces briques ne peuvent pas se faire n’importe
comment. De plus, le processus de liaison peut se produire dans trois cas:
la cre´ation d’une re`gle, l’ajout d’une condition et la suppression d’une con-
dition. Cependant, la cre´ation d’une re`gle peut eˆtre vue comme l’ajout suc-
cessif de conditions. Il est possible que, lors d’une suppression de condition,
aucune liaison ne soit ne´cessaire. En effet, si on repre´sente les conditions
sous forme d’arbre, on peut voir que la suppression des “conditions-feuilles”
est sans conse´quence pour la re`gle. En revanche, si on supprime une racine,
il sera ne´cessaire de “recoller” les conditions filles (fig. 4.16).
Figure 4.16: Graphe des liaisons: suppression d’une condition racine
De plus, une fois qu’une liaison est e´tablie, la brique “maitre” propage la
variable servant de liaison a` la brique “esclave”. Il faut donc veiller a` e´viter
des cycles dans les conditions.
La repre´sentation en arbre permet de se rendre compte que s’il y a N con-
ditions dans la re`gle, alors il y aura force´ment N-1 liaisons entre les briques.
L’algorithme de liaison des briques lors de la cre´ation d’une re`gle se
pre´sente alors comme suit:
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NbArc := NbBriques -1;
choisir une brique “maˆıtre” M dans { Briques }
choisir une brique “esclave” E dans { Briques } \ M
relier M a` E
ajouter M et E dans { Briques lie´es }
NbArc := NbArc -1
Tant que NbArc > 0
Choisir une brique “maˆıtre” M dans { Briques lie´es }
Choisir une brique “esclave” E dans { Briques } \ { Briques lie´es}
relier M a` E
ajouter E dans { Briques lie´es }
NbArc := NbArc -1
Le fait de choisir une brique “maˆıtre” dans l’ensemble Briques lie´es est
ne´cessaire car il se pourrait que l’on se´lectionne une brique dans l’ensemble
de de´part et qu’on le relie a` l’esclave de l’ite´ration pre´ce´dente, modifiant
alors les liaisons ayant e´te´ effectue´es a` l’ite´ration pre´ce´dente. Sur le sche´ma
suivant (fig. 4.17), l’ajout de la brique n°3 en tant que maˆıtre risquerait
d’alte´rer les liaisons ayant e´te´ e´ffectue´es entre les briques 1 et 2.
Figure 4.17: Graphe des liaisons: deux maˆıtres pour un seul esclave
Le sens des liaisons est laisse´ au hasard mais est tout de meˆme controˆle´
de fac¸on a` e´viter ce genre de situation proble´matique.
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Lors de la suppression d’une brique ayant plus d’un arc, il se peut qu’il
faille relier une brique a` un ensemble de briques de´ja` relie´es, comme le montre
la figure suivante (fig. 4.18).
Figure 4.18: Graphe des liaisons: suppression d’une brique ayant plus d’un arc
Mais on voit tre`s bien que l’on retombe dans le meˆme cas que pour la
cre´ation d’une re`gle, ou` il suffit de relier la brique isole´e a` un ensemble de
briques de´ja` lie´es au moyen d’un seul arc. Il est important de noter qu’il
n’y a pas de logique dans la liaison en cas de suppression. Dans l’exemple
pre´ce´dent, il pourrait sembler logique de relier la brique 1 a` la brique 3,
cependant, cela implique de devoir propager les variables de 1 vers 3, puis de
repropager cette modification vers 4, au cas ou` il y aurait eu un changement
de la variable de liaison entre 3 et 4.
Figure 4.19: Graphe des liaisons: sens de liaison possibles
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On peut voir sur le sche´ma ci-dessus (fig. 4.19) que les liaisons peuvent
se faire dans n’importe quel sens (au de´but de la suppression).
Algorithme de liaison du cote´ droit
Les actions des re`gles
Les faits Une re`gle de transformation produit des faits afin de comple´ter
le mode`le re´sultant du programme de transformation. Il est a` constater que
dans une re`gle standard de transformation, les faits produits correspondent a`
des blocs unis du sche´ma attendu. Pour cette raison, les re`gles ge´ne´re´es par
notre programme posse´deront des faits qui seront e´galement relie´s entre-
eux. Pour relier deux faits, ils doivent posse´der au moins une proprie´te´
partageant le meˆme domaine et le meˆme type de valeur. La liaison peut se
faire entre un nombre quelconque de proprie´te´s compatibles. Ce nombre est
de´fini ale´atoirement et les bornes vont donc de un aux nombres de proprie´te´s
compatibles entre les deux faits.
Calcul des variables Lors de la cre´ation des re`gles, la partie con-
dition est cre´e´e au hasard, tout comme la partie action. Cependant, cette
dernie`re de´pend de la partie condition. En effet, dans la partie condition, les
variables sont cre´e´es selon les besoins des constructeurs. Les actions e´tant
une re´ponse aux conditions, celles-ci doivent utiliser des variables issues de
la partie condition.
(defrule Gen−PK
(table (name ?t00)(altername ?t01))
(not (column (name ?o20)(table ?t00)(pk 1)))
(table (name ?t00)(altername ?t21))
(not (inheritance (class ?t00)(superclass ?c50)))
(class(name ?t00))
=>
(assert (column (name ?t00)(table ?t00)(pk 1)))
)
Dans la re`gle ci-dessus, plusieurs variables sont de´clare´es. Elles con-
stituent un premier “ensemble” de terminaux (fig. 4.20).
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Figure 4.20: Ensemble de terminaux non normalise´
Ce n’est pas re´ellement un ensemble puisqu’il existe des doublons. De
plus, il n’est pas totalement complet, puisque certaines constructions du
me´ta-mode`le cible peuvent prendre les valeurs entie`re 0 et 1 (les colonnes)
ou des valeurs NIL (les tables). Il est donc ne´cessaire de “normaliser” cet
ensemble. Il est ne´cessaire de normaliser cet ensemble (fig. 4.21).
Figure 4.21: Ensemble de terminaux normalise´
Une fois cet ensemble cre´e´, l’algorithme choisit au hasard des variables
compatibles avec les proprie´te´s des constructions du me´ta-mode`le cible. On
ne peut, en effet, pas mettre un 0 comme nom d’une table (type check-
ing). La normalisation de l’ensemble, outre l’ajout des variables, se charge
d’e´liminer les doublons. En effet, elle est ne´cessaire car sans elle, certaines
variables auraient plus de chance d’eˆtre se´lectionne´es que d’autres, rendant
la recherche dans l’espace de solution plus difficile.
Les variables sont des objets, et meˆme si elles ont le meˆme nom, elles
peuvent diffe´rer au niveau de leurs autres proprie´te´s et certaines de ces
proprie´te´s pre´valent sur d’autres. Certaines variables sont tire´es de con-
structions issues du mode`le cible. Celles-ci auront priorite´ sur les variables
du meˆme nom, mais issues du mode`le source. Aussi, a` nom e´gal, on prend
la variable dont le domaine est le moins restrictif. La variable c00 re´cupe´re´e
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dans le nom d’une table peut servir de nom de table OU de nom de colonne.
Mais une variable c00 re´cupe´re´e dans le nom d’une colonne ne peut eˆtre
utilise´e que dans une autre colonne. C’est donc la variable c00 issue de la
table qui sera retenue. Ces deux crite`res de choix permettent de laisser plus
de possibilite´ de liaisons entre le cote´ condition et le coˆte´ action.
Test de la non-existence d’un fait
Malgre´ le fait que les re`gles de transformation puissent maintenant faire des
ve´rifications un peu plus pousse´es sur les mode`les en utilisant plusieurs con-
ditions dans la partie gauche, il a e´te´ constate´ que ce n’e´tait pas suffisant
pour assurer certaines transformations.
Si par exemple, on souhaite transformer deux classes c00 et c10 en une
seule table de nom c10 si ces deux classes sont relie´es par une association
de type 1-1 et que la classe c00 ne posse`de aucune sous-classe, alors il est
ne´cessaire de pouvoir ve´rifier la non-existence d’un fait. Ici, il faut s’assurer
que le mode`le ne posse`de pas de classe ayant pour super-classe la classe c00.
Pour tester la non-existence d’un fait, un nouvel ope´rateur a e´te´ imple´mente´,
l’ope´rateur NOT. Lorsqu’une brique doit ve´rifier si un fait n’existe pas,
l’ope´rateur NOT est place´ sur le premier constructeur de celle-ci.
(defrule Detect−Class−Assoc−11
(association11 (classa ?c00)(classb ?c10 ))
(class(name ?c00))
(class(name ?c10))
(NOT (inheritance (class ?c20)(superclass ?c00)))
(class(name ?c00))
=>
(assert (table (name ?c10)(altername ?c00)))
)
Le NOT est un ope´rateur permettant de ve´rifier l’absence d’un fait dans
la me´moire de travail de JESS. Cependant, son utilisation peut eˆtre couˆteuse
et une certaine optimisation est ne´cessaire afin de cre´er des re`gles efficaces.
En effet, prenons un exemple pour illustrer un cas de NOT non-optimise´:
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(defrule Detect−Class−Assoc−11
(association11 (classa ?c00)(classb ?c10))
(class(name ?c00))
(class(name ?c10))
(NOT (inheritance (class ?c20)(superclass ?c10)))
(class(name ?c10))
(class(name ?c20))
=>
(assert (table (name ?c00)(altername ?c10)))
)
Dans cette re`gle visant a` de´tecter les classes implique´es dans des rela-
tions 1-1, on veut e´galement ve´rifier le fait qu’elles ne soient pas implique´es
dans des relations d’he´ritage. Comme il s’agit de conditions, les briques du
me´ta-mode`le source sont utilise´es pour exprimer ces conditions et lorsque
l’on veut en nier une, on se contente d’ajouter un NOT sur le constructeur
maˆıtre de la brique, a` savoir inhe´ritance dans notre exemple. L’exe´cution
de cette re`gle sur un de nos exemples (fig. 4.22) donne le re´sultat suivant:
?c10 = classe6 ?c20 = classe10
(assert (table (name classe1)(altername classe6)))
?c10 = classe6 ?c20 = classe9
(assert (table (name classe1)(altername classe6)))
?c10 = classe6 ?c20 = classe6
(assert (table (name classe1)(altername classe6)))
?c10 = classe6 ?c20 = classe5
(assert (table (name classe1)(altername classe6)))
?c10 = classe6 ?c20 = classe4
(assert (table (name classe1)(altername classe6)))
?c10 = classe6 ?c20 = classe3
(assert (table (name classe1)(altername classe6)))
?c10 = classe6 ?c20 = classe2
(assert (table (name classe1)(altername classe6)))
?c10 = classe6 ?c20 = classe1
(assert (table (name classe1)(altername classe6)))
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Figure 4.22: Exemple d’optimisation du NOT
Le moteur cherche les instanciations des variables qui peuvent de´clencher
la re`gle. De ce fait, il trouve huit combinaisons possibles pour les variables
c10 et c20. En effet, les classes 1, 2, 3, 4, 5, 6, 9 et 10 satisfont la condition
portant sur l’he´ritage puisque ces classes ne sont en effet pas des sous-classes
de la classe 6. De`s lors, le moteur peut activer cette re`gle huit fois et pro-
duire huit fois le meˆme assert.
L’ope´rateur NOT que propose JESS peut ne pas avoir exactement le
meˆme comportement qu’un “il n’existe pas” dans la logique des pre´dicats si
ce dernier n’est pas utilise´ correctement. Il faut savoir que l’ope´rateur NOT
n’instancie pas les variables sur lesquelles il porte et donc n’instanciera pas
c20 ni c10.
Les valeurs c10 et c20 peuvent par contre eˆtre instancie´es a` l’aide des
autres constructeurs. Malheureusement, l’utilisation de la brique de´crivant
l’he´ritage utilise´e dans l’exemple du cas d’un NOT non optimise´ instancie
bel et bien la variable c20.
Pour e´viter ce genre de proble`me, et permettre de ge´ne´rer tous les tests
de non-existence possible, la construction des briques utilisant l’ope´rateur
NOT a e´te´ modifie´e. Seuls le constructeur sur lequel l’ope´rateur NOT est
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applique´ et les constructeurs servant de liaison avec d’autres briques seront
utilise´s pour fabriquer la brique. Voici un exemple de la meˆme re`gle, mais
avec un NOT optimise´:
(defrule Detect−Class−Assoc−11
(association11 (classa ?c00)(classb ?c10))
(class(name ?c00))
(class(name ?c10))
(NOT (inheritance (class ?c20)(superclass ?c10)))
(class(name ?c10))
=>
(assert (table (name ?c00)(altername ?c10)))
)
Et voici le re´sultat associe´ a` cette re`gle:
?c10 = classe6
(assert (table (name classe1)(altername classe6)))
Comme on peut le voir, le nombre de possibilite´s est fortement re´duit
puisque le moteur ne cherche plus que les classes e´tant des super-classes.
Cette modification va apporter une nouvelle contrainte a` la ge´ne´ration
des re`gles: la partie gauche d’une re`gle doit posse´der au moins une brique
qui ve´rifie l’existence d’un fait (brique sans NOT ). Effectivement, si toutes
les briques ve´rifient la non-existence d’un fait, aucune variable de la partie
gauche de la re`gle ne sera instancie´e et il ne sera pas possible de ge´ne´rer une
partie droite pour notre re`gle.
Primitives de navigations
Les primitives de navigation sont repre´sente´es ici sous la forme de requeˆtes
faites aupre`s du moteur d’infe´rence de JESS. Ces requeˆtes permettent, en-
tre autres, de tester le cardinal d’ensembles particuliers. Par exemple, on
aimerait pouvoir repe´rer les classes dans un diagramme de classes qui ne
sont relie´es qu’a` une et une seule autre classe, et que ce lien soit de type
1-1. Cela consiste donc a` faire une requeˆte aupre`s du moteur d’infe´rence
du type: “Quelles sont les classes implique´es dans une association 1-1 ET
quelles sont les classes n’ayant qu’une seule association ?”. En JESS cela
donne:
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(class (name ?x))
(or (association11 (classa ?x)(classb ?y)) (association11 (classa ?y)(classb ?x)))
(test (eq (count−query−results allAssociations ?x) 1))
La primitive de navigation est ici repre´sente´ par “count-query-results al-
lAssociations ?x”. allAssociations est une defquery, c’est-a`-dire la requeˆte
que l’on envoie au moteur. Elle est de´finie comme suit:
(defquery allAssociations
(declare (variables ?c))
(or (association11 (classb ?c))
(or (association11 (classa ?c))
(or (association1n (classfr ?c))
(or (association1n (classto ?c))
(or (associationnm (classfr ?c))(associationnm (classto ?c)))))))
)
En lui associant une classe c, le moteur d’infe´rence va rassembler tous
les faits concordant avec les faits spe´cifie´s dans la requeˆte. L’utilisation
de count-query-result nous permet de compter le nombre de faits qui ont
matche´s. Donc, lorsque cette commande nous renvoie 1 comme re´ponse, on
sait que la classe c n’a qu’une seule association. De plus, si cette classe c est
implique´e dans une association de type 1-1 (du cote´ cible ou source), alors
on se retrouve dans une configuration ou` la classe c peut eˆtre fusionne´e avec
la classe a` laquelle elle est attache´e (fig. 4.23).
Figure 4.23: Fusion possible entre deux classes
Les nouvelles mutations
Apre`s le croisement, les individus ont une probabilite´ d’eˆtre mute´s. Les mu-
tations ont pour but d’introduire du nouveau mate´riel ge´ne´tique dans les
re`gles, de manie`re ale´atoire. Plusieurs types de mutations ont e´te´ de´finis:
Certaines mutations touchent le programme, c’est-a`-dire l’ensemble des re`gles,
d’autres touchent les re`gles en elles-meˆmes et certaines mutations sont spe´-
cifiques au controˆle des re`gles.
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Mutations des programmes Un programme consiste en un ensemble de
re`gles. Un ensemble est une collection ou un groupement d’objets distincts.
Le nombre de re`gles du programme est le cardinal de cet ensemble et les
mutations de programme consistent a` faire varier ce cardinal au moyen de
deux ope´rations:
Ajouter une re`gle: Une re`gle est cre´e´e ale´atoirement, de la meˆme fac¸on
que durant la phase de cre´ation de la population initiale. Cette re`gle
est ensuite ajoute´e a` l’ensemble des re`gles et la taille de l’ensemble
augmente de un.
Supprimer une re`gle: Une re`gle parmi celles figurant dans l’ensemble est
se´lectionne´e ale´atoirement et est purement et simplement supprime´e.
Le cardinal de l’ensemble diminue donc de un. Cependant, cette muta-
tion ne peut eˆtre applique´e que si le cardinal est strictement supe´rieur
a` un.
Mutations des re`gles Une re`gle consiste en un ensemble de briques (dans
sa partie gauche - Conditions) et en un ensemble de faits asserte´s (dans la
partie droite de la re`gle - Actions). Les briques consistent en des ensembles
de constructions des me´ta-mode`les. Les briques sont connecte´es entre elles
et les e´le´ments qu’elles contiennent sont e´galement connecte´s entre eux (fig.
4.24).
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Figure 4.24: Connexions internes et externes des briques
Les briques du coˆte´ gauche contiennent des variables qui sont utilise´es
dans le coˆte´ droit de la re`gle. Plusieurs mutations ont donc pu eˆtre de´finies
et permettent de modifier les re`gles a` ces diffe´rents niveaux:
Ajouter une collection a` gauche: Puisque le coˆte´ gauche est un ensem-
ble de conditions, il est possible d’imaginer une mutation qui ajoute
un e´le´ment/une condition a` cet ensemble. Bien e´videmment, ce nou-
vel e´le´ment doit eˆtre greffe´ a` la collection existante. Le sens n’est pas
ale´atoire contrairement a` la cre´ation d’une re`gle. L’e´le´ment ajoute´ est
d’office un esclave. Cependant, une telle mutation doit respecter la
contrainte spe´cifiant le nombre de conditions maximum qu’une re`gle
peut comporter. L’ajout d’une collection provoque la modification de
l’ensemble des terminaux de la re`gle. De ce fait, le coˆte´ droit, directe-
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ment de´pendant de l’ensemble des terminaux de la re`gle, doit eˆtre
“remanie´” en prenant en compte ces nouveaux terminaux.
Supprimer une collection a` gauche: Cette mutation est l’inverse de la
pre´ce´dente puisqu’elle enle`ve, au hasard, une des conditions (du coˆte´
gauche) de la re`gle. Afin de garder une re`gle syntaxiquement correcte,
la suppression d’une collection va impliquer de nombreuses ve´rifications.
Premie`rement, il est ne´cessaire de respecter la contrainte spe´cifiant
le nombre minimum de conditions avant d’effectuer une telle muta-
tion. En effet, une re`gle ne peut se retrouver sans condition. Ensuite,
il faut ve´rifier qu’il existe encore au moins une collection sans NOT
(afin d’avoir des variables instancie´es dans la partie gauche utilisables
pour la partie droite) et au moins une collection de´finie a` l’aide du
me´ta-mode`le source. Si l’ensemble des conditions restantes permet de
garder une partie gauche valide, on peut alors supprimer tous les liens
qui existent entre la collection supprime´e et les autres collections et
relier ces dernie`res entre-elles. Pour finir, si la re`gle utilisait des tests
pour ve´rifier si une variable posse`de la valeur NIL ou des primitives de
navigation, l’algorithme ve´rifie si ces tests restent compatibles. Sinon,
ils sont simplement supprime´s. De meˆme que pour l’ajout d’une con-
dition, cette mutation provoque une modification de l’ensemble des
terminaux. Par contre, le remaniement du coˆte´ droit de la re`gle a lieu
ici seulement si les faits utilisent des variables issues de la collection
supprime´e.
Recre´er la partie gauche: Cette mutation consiste a` faire tabula rasa de
la partie gauche d’une re`gle, et de recre´er ale´atoirement cette partie
gauche. Les terminaux ayant totalement disparus, il faut aussi ef-
fectuer un remaniement de la partie droite. Durant cette mutation, il
faut veiller a` cre´er une partie gauche respectant les bornes minimum
et maximum du nombre de conditions.
Ajouter un fait a` droite: Cette mutation consiste en l’ajout d’un fait,
ale´atoire, dans le coˆte´ droit de la re`gle. Il faut e´galement veiller a` ne
pas de´passer la borne spe´cifiant le nombre maximum de faits dans le
coˆte´ droit des re`gles. Ce nouvel ajout doit ensuite eˆtre lie´ avec les
terminaux du coˆte´ gauche.
Supprimer un fait a` droite: La suppression d’un fait est bien e´videmment
l’inverse de la mutation pre´ce´dente puisqu’elle supprime un fait du cote´
droite de la re`gle. Ici aussi, le respect de la borne infe´rieure est requis.
Cette mutation est la plus simple puisqu’aucune autre ope´ration n’est
requise apre`s celle-ci.
Recre´er la partie droite: Cette mutation est similaire a` celle qui recre´e
le coˆte´ gauche, mais s’applique ici sur le coˆte´ droit. Les nouveaux faits
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inse´re´s doivent respecter les bornes infe´rieure et supe´rieure du nombre
de faits pour le coˆte´ droit et doivent eˆtre lie´s avec les terminaux du
coˆte´ gauche.
Changer les variables de la partie droite: Cette mutation permet de
remanier ale´atoirement les variables des faits du coˆte´ droit avec l’en-
semble des terminaux du coˆte´ gauche. C’est en fait cette mutation
qui est utilise´e en comple´ment de certaines des mutations pre´sente´es
pre´ce´demment lorsque l’on parle du remaniement du coˆte´ droit. Cette
mutation, contrairement aux autres, ne modifie par la structure des
re`gles.
Mutations du controˆle Dans l’encodage des re`gles, en plus des condi-
tions et faits implique´s dans celle-ci, figure deux entiers. Le premier, le
nume´ro de module, permet d’attribuer un nume´ro de module a` une re`gle.
Le second est la priorite´ d’une re`gle. La modification de ces deux parame`tres
permet d’alte´rer le de´roulement d’un programme et peut-eˆtre de l’ame´liorer
en de´clenchant plus toˆt, ou plus tard, une re`gle. Deux mutations ont de`s
lors e´te´ imagine´es:
Changement de module: Comme son nom l’indique, cette mutation as-
signe de manie`re ale´atoire un nume´ro de module a` une re`gle. Ce
nume´ro est compris entre 0 et ModuleMax. ModuleMax est un parame`tre
du programme qui spe´cifie le nombre de modules maximum que le pro-
gramme peut utiliser. Il est a` noter qu’une telle mutation peut tre`s
bien attribuer le meˆme nume´ro de module que pre´ce´demment a` une
re`gle. La mutation n’aura alors aucun effet.
Changement de la priorite´: Le but de cette mutation est de modifier la
priorite´ d’une re`gle. La re`gle se voit attribuer de manie`re ale´atoire un
nume´ro compris entre 0 et le nombre de re`gle total du programme. Ici
aussi, cette mutation pourrait ne pas avoir d’effet si la re`gle rec¸oit le
meˆme nume´ro qu’avant l’appel a` cette mutation.
Ces trois groupes de mutations (mutations du programme, des re`gles et
du controˆle) sont mis en compe´tition, c’est-a`-dire qu’un tirage au sort est
effectue´ afin de savoir quel type de mutation sera effectue´. Un deuxie`me
tirage au sort permet ensuite de choisir l’une des mutations associe´es au
type se´lectionne´.
Graphe
Un graphe a e´te´ imple´mente´ et permet de visualiser, en temps re´el, l’e´volution
d’une exe´cution. Celui-ci affiche la valeur de fitness (ou fonction objectif) et
le nombre de re`gles du meilleur programme de chaque ge´ne´ration (fig. 4.25).
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Figure 4.25: Graphe d’exe´cution
Cre´ation de l’ensemble des re`gles initiales
Les re`gles cre´e´es sont syntaxiquement correctes par rapport au langage de
transformation (JESS) et cohe´rentes par rapport a` leur me´ta-mode`le.
Durant la phase consistant a` ge´ne´rer la population initiale, les pro-
grammes sont constitue´s d’un certain nombre de re`gles compris entre
PRG MIN RULE et PRG MAX RULE (ou` PRG MIN RULE et
PRG MAX RULE sont des parame`tres). Les re`gles cre´e´es contiennent un
certain nombre de source patterns et target patterns. Ici aussi, quatre
parame`tres permettent de spe´cifier combien de source patterns et target
patterns peuvent se trouver du coˆte´ gauche et combien de target patterns
peuvent se trouver du coˆte´ droit (respectivement MIN LEFT PAT,
MAX LEFT PAT, MIN RIGHT PAT, MAX RIGHT PAT ). Il faut toute-
fois respecter le fait qu’une re`gle ne peut pas contenir que des target patterns
du coˆte´ droit, et qu’au moins un source pattern doit eˆtre pre´sent. Plus ces
parame`tres sont grands, plus l’espace de recherche augmente. Il faut donc
les choisir avec rigueur.
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Les diffe´rentes briques ont e´te´ identifie´es et encode´es. A la cre´ation d’une
re`gle, le programme se´lectionne au hasard les briques qui constitueront son
coˆte´ gauche et les lie avec l’algorithme de liaison. De meˆme, pour le coˆte´
droit de la re`gle, le programme se´lectionne les faits qui constitueront l’action
de la re`gle. Une fois le coˆte´ droit cre´e´, ses variables doivent eˆtre lie´es avec
les terminaux du coˆte´ gauche.
E´volution des re`gles et de´rivation de nouveaux ensembles de re`gles
Graˆce a` la programmation ge´ne´tique, la population de programmes va e´voluer
et donner lieu a` des programmes de plus en plus performants graˆce a` l’utili-
sation des ope´rateurs ge´ne´tiques de mutations et de croisement. Cependant,
il faut veiller a` ce que ces ope´rateurs produisent des re`gles syntaxiquement
et se´mantiquement correctes, tout comme la cre´ation initiale des re`gles.
Les ope´rateurs sont applique´s sur des programmes qui ont e´te´ se´lectionne´s
en fonction de leur valeur de fitness. La me´thode de se´lection utilise´e est la
me´thode de la roulette. Chaque ensemble de re`gle (programme) se voit as-
signer une probabilite´ d’eˆtre se´lectionne´ qui est proportionnelle a` la valeur de
fitness de cet ensemble. Cette me´thode est utilise´e en raison de sa capacite´ a`
laisser une chance aux programmes ayant une faible valeur de fitness. Bien
entendu, les programmes ayant une grande valeur de fitness ont plus de
chance d’eˆtre se´lectionne´s que les autres. Mais parfois, un “mauvais pro-
gramme” peut receler des e´le´ments inte´ressants et il se peut qu’une le´ge`re
ame´lioration le propulse dans l’ensemble des meilleurs programmes. Avec un
peu de chance, cet individu ame`nera du nouveau dans le mate´riel ge´ne´tique.
Un parame`tre du programme permet de spe´cifier le nombre d’individus
qui figureront dans l’e´lite, ELITISM. L’e´litisme permet de se´lectionner a`
chaque fois un certain nombre de bons programmes afin de garder ceux-
ci dans les ge´ne´rations futures. Les programmes sont classe´s par ordre
de´croissant de valeur de fitness et les N meilleurs sont se´lectionne´s et di-
rectement inse´re´s dans la nouvelle population. Ce parame`tre doit e´galement
eˆtre choisi avec pre´caution. Un trop grand e´litisme pourrait faire converger
l’algorithme vers un programme non optimal, et un trop petit e´litisme pour-
rait passer a` coˆte´ de potentiellement bons programmes. Ge´ne´ralement,
l’e´litisme est fixe´ a` un cinquie`me de la taille de la population.
E´valuation des ensembles de re`gles/programmes
Durant le processus e´volutionnaire, chaque programme, c’est-a`-dire chaque
ensemble de re`gles est exe´cute´ et e´value´. Cette e´valuation permet de don-
ner une valeur associe´e a` la performance des transformations ope´re´es par
chaque programme. Le programme est tout d’abord exe´cute´ sur l’exemple
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source fourni en entre´e. Les re`gles de transformation produisent un nou-
veau mode`le de meˆme me´ta-mode`le que le mode`le cible fourni en entre´e.
Une comparaison est alors effectue´e entre le mode`le produit et le mode`le
cible fourni.
Les ensembles de re`gles sont pre´alablement traduit en JESS et exe´cute´s
graˆce au moteur JESS. Les mode`les sont encode´s sous la forme d’ensemble
de faits. A la fin de l’exe´cution, on re´cupe`re l’ensemble des faits ge´ne´re´s et
on le compare avec l’ensemble des faits du mode`le cible fourni.
Il est important de signaler qu’un fait peut eˆtre asserte´ plusieurs fois.
Cela n’a aucune conse´quence puisque le fait sera a` chaque fois e´crase´. Par
exemple, lorsqu’une classe C est implique´e dans plusieurs associations, il se
peut qu’une re`gle de transformation charge´e de transformer les associations
cre´e autant de fois la table C que le nombre de fois ou` la classe C est im-
plique´e dans une association. Cependant, rien n’empeˆche de veiller a` ne pas
cre´er inutilement des faits redondants.
La valeur attribue´e au programme/ensemble de re`gles est la valeur de
fitness ou encore la valeur de la fonction objectif. Cette valeur permet de
mesurer la diffe´rence ou le taux d’erreur entre ce qui est produit par le pro-
gramme et ce qui est attendu du programme. Autrement dit, on mesure ici
la diffe´rence entre le mode`le cible fourni et le mode`le cre´e´ par le programme
ge´ne´re´.
La me´thode d’e´valuation n’a pas change´ par rapport a` l’approche initiale.
De`s lors, la fonction de fitness et la fac¸on d’e´valuer les programmes, de´crites
pre´ce´demment, restent identiques.
4.5.2 Approche RTC
Modifications relatives a` la deuxie`me approche
Pour rappel, l’ide´e de la deuxie`me approche est de se´parer le processus en
deux phases. La premie`re phase consiste en l’apprentissage des re`gles qui
formeront le plan de transformation. Cependant, ces re`gles ne sont pas or-
donne´es. C’est en effet le roˆle de la deuxie`me phase. Cette phase utilise
l’algorithme du recuit simule´ pour tenter de trouver un ordre d’exe´cution
optimal pour l’ensemble des re`gles de´rive´es dans la premie`re phase. Cepen-
dant, puisque les programmes de la premie`re phase ne sont plus ordonne´s,
il n’est plus possible de les e´valuer de la meˆme fac¸on que dans la premie`re
approche. Des modifications ont duˆ eˆtre apporte´es au niveau de l’encodage
des re`gles afin de les e´valuer une par une et non plus ensemble comme dans
la premie`re approche.
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Encodage des re`gles
Dans cette deuxie`me approche, les re`gles contiennent toujours les meˆmes
proprie´te´s que dans la premie`re approche, a` savoir un nume´ro de module, un
nume´ro de priorite´, un ensemble de briques qui forme la partie conditionnelle
des re`gles et un ensemble de faits qui forme la partie action des re`gles. Dans
cette autre approche, les re`gles contiennent e´galement une valeur de fonction
objectif qui leur est propre et qui permettra de leur attribuer un indice
de performance. Cette valeur sera couple´e avec celle des autres re`gles qui
forment le programme pour de´terminer la fonction objectif d’un programme
dans cette deuxie`me approche.
Deux phases d’exe´cution
La deuxie`me approche est constitue´e de deux phases. La premie`re phase
fonctionne de manie`re analogue a` la premie`re approche puisqu’elle consiste a`
ge´ne´rer des programmes de transformation constitue´s de re`gles, qui e´voluent
avec des ope´rateurs ge´ne´tiques. Cependant, ce processus est long. Lorsqu’il
est question de ge´ne´rer 4000 ge´ne´rations de 400 programmes, le processus
peut prendre jusqu’a` 72 heures. La deuxie`me phase re´cupe`re une partie des
programmes ge´ne´re´s durant la premie`re phase et proce`de a` un ordonnance-
ment de re`gles au moyen d’une heuristique appele´e recuit simule´ (Simulated
Annealing en anglais). En fin de premie`re phase, la population finale est
“se´rialise´e”, c’est-a`-dire qu’elle est sauvegarde´e dans un fichier, qui pourra
eˆtre “de´se´rialise´” plus tard et eˆtre utilise´ dans la deuxie`me phase. Cette
fonctionnalite´ permet de ne pas avoir a` exe´cuter les deux phases durant une
meˆme exe´cution, ce qui augmenterait encore le temps requis. De plus, cela
permet d’obtenir des populations de programmes preˆts a` eˆtre ordonnance´s
et d’effectuer plusieurs fois la deuxie`me phase sur une meˆme population, ce
qui peut eˆtre tre`s utile en phase de test. La valeur du parame`tre Phase
permet de configurer le de´roulement d’une exe´cution:
- 0 : Exe´cuter les phase 1 puis la phase 2.
- 1 : Exe´cuter uniquement la phase 1.
- 2 : Exe´cuter uniquement la phase 2.
Les valeurs 0 et 2 ne´cessitent la spe´cification de l’emplacement du fichier
contenant la se´rialisation de la population a` ordonner.
Le recuit simule´
Le recuit simule´ est une me´ta-heuristique probabiliste tout droit venue de
la me´tallurgie. “Recuit simule´” est la traduction de Simulated Anneal-
ing. Dans la re´alite´, le terme “recuit” correspond a` un re´chauffement suivi
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d’un refroidissement lent. Selon que des me´taux chauffe´s au rouge sont re-
froidis rapidement ou lentement, ils pre´sentent des proprie´te´s comple`tement
diffe´rentes. Lorsque l’on souhaite obtenir un me´tal parfait (cristal) c’est-a`-
dire dont l’e´nergie interne est a` son minimum, il est ne´cessaire d’appliquer
le processus du recuit. Apre`s avoir atteint la lique´faction du me´tal, il est
ne´cessaire de le refroidir en diminuant la tempe´rature. Cependant, c’est un
processus lent, car si la tempe´rature descend trop brusquement, le me´tal
sera de type “verre” et comportera alors des de´fauts. En revanche, si la
chute de tempe´rature est lente et maˆıtrise´e, la structure interne du me´tal
sera alors de plus en plus proche de celle du cristal. Dans le cas d’une chute
de tempe´rature trop rapide, il est possible de gommer certains de´fauts en
re´chauffant le me´tal afin que les atomes se replacent mieux. D’ou` le nom
de recuit. On alterne les cycles de refroidissement lent et de re´chauffage qui
ont pour effet de minimiser l’e´nergie du mate´riau. Les qualite´s du mate´riau
sont ame´liore´es, tandis que ses de´fauts sont atte´nue´s. Cette me´thode est
transpose´e en optimisation pour trouver les extrema d’une fonction par trois
chercheurs de la socie´te´ IBM, S. Kirkpatrick, C.D. Gelatt et M.P. Vecchi en
1983 [51], et inde´pendamment par V. Cˇerny en 1985 [101].
Le recuit simule´ est utilise´ dans de nombreux domaines dans lesquels on
a a` re´soudre des proble`mes d’optimisation difficiles. Il permet de trouver une
bonne approximation de l’optimum global d’une fonction donne´e dans un
espace de recherche de grande taille. Il est la plupart du temps utilise´ pour
une recherche dans un espace d’e´tats discrets. Le but n’e´tant pas de trouver
LA meilleure solution, il est utilise´ lorsque l’on souhaite trouver une solu-
tion acceptable, ce qui rend la recherche moins longue qu’un e´nume´ration
comple`te de l’espace de recherche.
Contrairement a` d’autres heuristiques, il a pu eˆtre prouve´ que la me´thode
du recuit simule´ convergeait vers un optimum global et non local. Cela veut
donc dire que le recuit simule´ peut trouver la meilleure solution si on le laisse
chercher inde´finiment.
Le recuit simule´ ame´liore la recherche graˆce a` deux choses:
1. L’algorithme de Metropolis [68] permet d’accepter des solutions qui
ne diminuent pas force´ment l’e´nergie du syste`me. Ce premier point
permet en fait d’explorer l’espace de recherche plus en profondeur, au
contraire d’autres heuristiques.
2. En analogie avec la me´tallurgie, la diminution de la tempe´rature per-
met de limiter le nombre de moins bonnes solutions au fil du temps.
Une fois que la tempe´rature a atteint un certain palier, l’heuristique
n’a alors tendance qu’a` accepter seulement les bonnes solutions.
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Certaines me´thodes d’optimisation (“greedy”) peuvent eˆtre de´pendantes
du point de de´part, et de`s lors rester bloque´es dans sur un minima local.
Algorithme
Plusieurs algorithmes du recuit simule´ sont disponibles [82]. Celui utilise´
dans l’approche RTC se pre´sente comme suit:
Se´lectionner une solution initiale S0
Se´lectionner une tempe´rature t0 > 0
Se´lectionner un re´ducteur de tempe´rature 0 < α < 1
Re´pe´ter
Re´pe´ter
Choisir un voisin S de S0 (Perturber S0)
δ = FO(S)− FO(S0)
Si δ > 0 alors S0 = S
Sinon
Se´lectionner un x entre 0 et 1
Si x < e
δ
t alors S0 = S
Tant que #ite´ration < nrep
t = t ∗ α
Tant que t > 0.01
S0 est la meilleur solution
E´tat initial de l’algorithme La solution initiale S0 peut eˆtre prise au
hasard dans l’espace des solutions possibles. A` cette solution correspond une
e´nergie initiale FO(S0). Une tempe´rature initiale t0 e´leve´e est e´galement
choisie. Ce choix est alors totalement arbitraire.
Ite´rations de l’algorithme A` chaque ite´ration de l’algorithme, la solu-
tion sera modifie´, on dira qu’elle subit une “perturbation”. Cette modi-
fication entraˆıne une variation de l’e´nergie du syste`me. Si cette variation
est positive alors il s’agit d’une meilleure solution puisqu’elle fait augmenter
l’e´nergie du syste`me. Sinon, elle est accepte´e avec une probabilite´ e
δ
t . Une
de´gradation faible est accepte´e avec une probabilite´ plus grande qu’une
de´gradation plus importante.
L’ide´e est d’effectuer un mouvement selon une distribution de probabilite´
qui de´pend de la qualite´ des diffe´rents voisins:
• Les meilleurs voisins ont une probabilite´ plus e´leve´e.
• Les moins bons ont une probabilite´ plus faible.
Il existe deux approches standards quant a` la variation de la tempe´rature:
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1. Pour la premie`re, on ite`re en gardant la tempe´rature constante. Lorsque
le syste`me a atteint un e´quilibre thermodynamique, on diminue la
tempe´rature du syste`me. On parle alors de paliers de tempe´rature.
2. La seconde approche fait baisser la tempe´rature de fac¸on continue. On
peut opter pour une de´croissance ge´ome´trique consistant a` utiliser un
parame`tre, disons α, compris entre 0.9 et 0.99. A chaque ite´ration,
on multiplie la tempe´rature courante par α. Si le refroidissement est
trop rapide, il y a un risque de rester bloque´ dans un minimum local
(configuration sous-optimale).
On peut aussi utiliser d’autres sche´mas de refroidissement, ou` on utilise
parfois une tempe´rature constante ou bien on peut utiliser des sche´mas plus
complexes, dans lesquels la tempe´rature peut parfois remonter.
On voit bien que la tempe´rature a` un roˆle crucial dans l’algorithme.
Lorsque celle-ci est haute, le syste`me peut se de´placer dans l’espace des
solutions (e
δ
t proche de 1) en choisissant des solutions moins bonnes que la
meilleure solution actuelle. En revanche, lorsque la tempe´rature est basse,
les solutions augmentant l’e´nergie du syste`me sont bien suˆr choisies, mais
d’autres peuvent eˆtre accepte´es (de fac¸on restreinte cependant), empeˆchant
ainsi l’algorithme de tomber dans un minimum local.
Parame`tres Les principaux inconve´nients du recuit simule´ re´sident dans
le choix des nombreux parame`tres de l’algorithme. Ces parame`tres sont sou-
vent choisis de manie`re empirique:
La solution initiale S0
La solution initiale consiste en un ensemble de re`gles provenant d’un pool
de programmes (pre´alablement parame´tre´ par l’utilisateur). Bien entendu,
les programmes constituant ce pool sont se´lectionne´s selon leur valeur de
fonction objectif (de´croissante).
La tempe´rature
La tempe´rature est un des parame`tres permettant de controˆler la dure´e de
l’algorithme. Durant un palier de tempe´rature, des modifications de l’ordre
d’exe´cution auront lieu un nombre arbitraire de fois (nrep).
Re´ducteur de tempe´rature
Le re´ducteur de tempe´rature est un nombre spe´cifiant la fac¸on dont la
tempe´rature va de´croˆıtre. En ge´ne´rale, on utilise un nombre compris en-
tre 0 et 1, le plus souvent proche de 0.9. Plus ce nombre est proche de
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1, plus l’algorithme durera longtemps. Il faut savoir qu’au de´but, lorsque
la tempe´rature est encore assez haute, les solutions de´gradant la meilleure
solution ont plus de chance d’eˆtre se´lectionne´e e´tant donne´ e
δ
t . A la fin,
c’est l’inverse. Il faut donc choisir avec minutie la valeur du re´ducteur de
tempe´rature pour ne pas aller trop vite, ou trop lentement.
Crite`re d’arreˆt
Plusieurs crite`res d’arreˆt sont possibles. On peut de´cider de s’arreˆter apre`s
un certain nombre d’ite´ration, si l’e´nergie est en dessous d’un seuil fixe´, si
l’e´nergie ne varie plus assez, si la tempe´rature est en dessous d’un certain
seuil, etc.
Fonction de pertubation Une solution consiste en un ensemble de re`gles
ordonne´es. L’espace de recherche contient MN solutions ou` N repre´sente le
nombre de re`gle et M le nombre de module. La fonction de perturbation
permet de visiter le voisinage d’une solution. En perturbant une solution, on
change l’ordre des re`gles et on arrive sur un voisin de la solution. La fonction
de perturbation change les modules associe´s aux re`gles et cela donne une
nouvelle solution qui sera meilleure, moins bonne ou e´quivalente en terme
d’ordonnancement des re`gles.
Cependant, il se peut que des re`gles inutiles soient introduites dans la
solution initiale, duˆ au fait qu’on se´lectionne des re`gles provenant d’un en-
semble de programmes. Il est donc ne´cessaire de s’en de´barrasser afin qu’elles
ne de´te´riorent pas la solution finale. JESS nous permet de de´finir des mod-
ules, d’y placer des re`gles dedans et de les placer dans une pile afin de les
exe´cuter. Mais il ne nous est pas interdit de de´clarer un module, d’y placer
des re`gles dedans et de ne pas le mettre dans la pile, de fac¸on a` ne pas
avoir a` exe´cuter les re`gles y e´tant inse´re´es ! Ce module “poubelle” devrait
contenir, a` la fin de l’exe´cution, les re`gles inutiles ou de´te´riorant la qualite´
du programme.
E´valuation des programmes
L’e´valuation des programmes dans cette deuxie`me approche fonctionne dif-
fe´remment que dans l’approche RAC. Vu que les programmes ne sont plus
ordonne´s dans la premie`re phase, on ne dispose plus que d’un simple ensem-
ble de re`gles. On ne peut donc plus e´valuer ces programmes de la meˆme
fac¸on que dans la premie`re approche. En revanche, on peut tenter d’e´valuer
la capacite´ d’un ensemble de re`gles a` pourvoir transformer un mode`le en
un autre en calculant d’une part, la performance individuelle des re`gles et
d’autre part, la couverture fournie par l’ensemble des re`gles.
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E´valuation des re`gles d’un programme (Phase 1) Une re`gle posse`de
de´sormais une nouvelle proprie´te´ qui est sa fonction objectif. Celle-ci mesure
sa capacite´ a` cre´er de bons faits (Full matches). Elle est de´termine´e par:
FOr = #Fullmatches cre´e´s par la re`gle#faits cre´e´s par la re`gle
Cette valeur varie entre 0 et 1 et plus elle sera proche de 1, plus la re`gle
sera parfaite et ade´quate a` la transformation du mode`le source. On dira que
la re`gle ne cre´e pas de bruit.
Il faut ensuite faire une moyenne de ces fonctions objectifs, ce qui don-
nera la fonction objectif moyenne des re`gles et qui est de´termine´e par:
FOMoyr =
∑ FOr
#re`gles
Cependant cette valeur seule ne suffit pas. En effet, on imagine tre`s
bien le cas d’un programme produisant une seule re`gle, mais parfaite. La
fonction objectif globale du programme serait donc de 100%. Il faut donc
calculer la couverture de l’ensemble des re`gles constituant le programme:
Couverture = #Fullmatches cre´e´s par le programme#Faits dumode`le cible
De`s lors, on peut combiner ces deux valeurs pour calculer la fonction
objectif globale d’un programme:
FOp = α ∗ FOMoyr + β ∗ Couverture ou` α+ β = 1
Si FOp vaut 1, alors le programme couvre tous les faits attendus et ne
cre´e pas de bruit.
Cette e´valuation n’est pas encore parfaite car il reste encore deux autres
proble`mes a` re´gler.
Le premier proble`me vient du fait que chaque re`gle est teste´e se´pare´ment,
alors que justement, dans un programme de transformation, certaines re`gles
ont besoin de la production des actions d’autres re`gles pour se de´clencher.
Une re`gle qui posse`de une collection de´finie a` l’aide du me´ta-mode`le cible
(target pattern) dans sa partie gauche ne pourra jamais eˆtre de´clenche´e et
donc eˆtre e´value´e. La fonction objectif de ces re`gles sera mise a` ze´ro et elles
seront directement e´carte´es.
Pour re´soudre ce proble`me, lorsqu’on souhaite e´valuer une re`gle, les faits
du mode`le cible qu’on souhaite re´colter sont introduits en entre´e avec ceux
du mode`le source. Afin de diffe´rencier les faits injecte´s des nouveaux faits
produits par la re`gle qui est e´value´e, un pre´fixe est rajoute´ aux faits in-
jecte´s. Les re`gles peuvent de´sormais eˆtre e´value´es de manie`re totalement
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inde´pendante.
Le deuxie`me proble`me qui est vite apparu est qu’il est possible de ge´ne´rer
des doublons ou des re`gles qui produisent les meˆmes faits. Le fait de ne´gliger
la redondance de ces re`gles permettrait de ge´ne´rer des programmes gigan-
tesques qui pourraient contenir plusieurs milliers de re`gles apre`s a` peine
quelques centaines de ge´ne´rations. Comme pour les lois de la nature, si
une espe`ce ne rencontre aucune contrainte pour se reproduire, sa croissance
aura tendance a` devenir fortement proble´matique a` un moment donne´. La
redondance d’un fait se calcule comme suit:
RedondanceFait = 1− #re´pe´titionborneRedondance
La borneRedondance est un parame`tre spe´cifie´ par l’utilisateur. Une
fois ce nombre de´passe´, la redondance sera d’office maximale. Il faut alors
calculer la redondance moyenne des faits d’un programme:
RedondanceProgramme =
∑
RedondanceFait
#Faits asserte´s
Une nouvelle contrainte a donc e´te´ mise en place dans la fonction objectif:
FOp = α ∗ FOMoyr + β ∗ Couverture+ γ ∗RedondanceProgramme
ou` α+ β + γ = 1
Evaluation des programmes (Phase 2) En phase 2, la me´thode d’e´-
valuation de l’approche RAC convient, puisqu’on cherche a` e´valuer un or-
donnancement de re`gles dans un programme.
Graphes
Tout comme pour la premie`re approche, un graphique permet de suivre
l’e´volution en temps re´el du meilleur programme durant la premie`re phase.
Au nombre de re`gles et a` la fonction objectif globale, s’ajoutent e´galement la
fonction objectif moyenne des re`gles et la couverture du meilleur programme
(fig. 4.26).
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Figure 4.26: Graphe d’exe´cution (Phase 1)
Un graphe a e´galement e´te´ utilise´ pour monitorer l’exe´cution durant la
deuxie`me phase, ou` l’on peut voir l’e´volution de la tempe´rature, du nombre
de re`gles et de la valeur de la fonction objectif(fig. 4.27).
Figure 4.27: Graphe d’exe´cution (Phase 2)
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Chapitre5
E´tude de cas
5.1 Description
L’application a pour objectif de ge´ne´rer un programme qui permet de trans-
former un mode`le de me´ta-mode`le A en un mode`le correspondant de me´ta-
mode`le B. Dans la situation pre´ce´dente, l’application avait e´te´ teste´e sur
deux types de transformation de mode`les: la transformation de diagrammes
de classes vers des sche´mas relationnels ainsi que des machines a` e´tats vers
des diagrammes de se´quences. Par contre, l’e´tude de cas propose´e dans
ce me´moire a e´te´ re´alise´e sur un seul type de transformation de mode`les:
la transformation de diagrammes de classe en sche´mas relationnels. Aussi,
cette e´tude de cas se limitera a` l’approche RAC. En effet, l’approche RTC
n’a pas e´te´ suffisamment teste´e pour eˆtre e´value´e de la meˆme manie`re que
l’approche RAC. Cette e´tude de cas est compose´e en cinq e´tapes. Nous
pre´senterons d’abord le plan de transformation diagramme de classe vers
sche´ma relationnel ide´al et comment celui-ci est repre´sente´ en langage JESS.
Nous analyserons la structure de ce programme de transformation afin de
comprendre l’ordonnancement des re`gles. Nous verrons e´galement les diffi-
culte´s lie´es a` ce programme ide´al. Une e´valuation qualitative sera pre´sente´e
afin de comparer les re`gles ge´ne´re´es durant une exe´cution avec celles du plan
de transformation ide´al. E´tant donne´ que les programmes posse`dent une
fonction objectif, une e´valuation quantitative permettra de voir, d’une part,
si les re´sultats sont constants et, d’autre part, si ceux-ci ont e´te´ ame´liore´s
par rapport a` la solution initiale. Un testeur de re`gles a e´galement e´te´
imple´mente´. Celui-ci a pour but de ve´rifier que les re`gles issues du pro-
gramme ide´al soient bien ge´ne´rables. Le de´tail de son fonctionnement sera
pre´sente´. Enfin, l’e´tude se terminera par une petite discussion.
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5.2 Programme ide´al
La premie`re e´tape avant de vouloir ge´ne´rer des plans de transformation
e´taient de cre´er a` la main la solution ide´ale (fig. 5.1). La solution recherche´e
devait pouvoir transformer n’importe quel exemple de diagramme de classe
en sche´ma relationnel correspondant. Plusieurs versions ont e´te´ e´crites afin
de trouver la plus optimise´e au niveau du nombre de re`gles et de leur com-
plexite´. Le but e´tait de savoir s’il e´tait possible de cre´er un plan pouvant
eˆtre ge´ne´re´ a` partir de re`gles qui respectaient la structure impose´e par notre
application. C’est-a`-dire, comme pre´sente´ auparavant, une re`gle doit con-
tenir dans sa partie gauche des briques pre´fabrique´es relie´es entre elles et
des faits relie´s entre-eux par une proprie´te´ dans sa partie droite.
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Figure 5.1: Programme de transformation de diagrammes de classe en sche´mas
relationnels ide´al
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Un plan de transformation ge´ne´re´ en JESS par l’application posse`de une
structure bien de´finie:
(clear)
;Templates
...
;Querys
...
;Asserts
...
;Modules
...
(focus module1 ... moduleN)
(run)
Premie`rement, la commande (clear) va supprimer tous les faits pre´sents
dans la me´moire de travail pour ne pas garder des traces d’exe´cution des
programmes e´value´s pre´ce´demment par l’application.
Deuxie`mement, les me´ta-mode`les sources et cibles sont de´clare´s a` l’aide
de templates en JESS. Les me´ta-mode`les sont pre´de´finis dans l’application
et sont juste copie´s a` chaque fois dans les programmes ge´ne´re´s.
;Templates
(deftemplate class (slot name(type String)))
(deftemplate attribute (slot name(type String))(slot class(type String))(slot unico(
type Integer)(default 0)))
(deftemplate association1n (slot classfr(type String))(slot classto(type String)))
(deftemplate associationnm (slot name(type String))(slot classfr(type String))(slot
classto(type String))(slot classas(type String)));
(deftemplate association11 (slot classa(type String))(slot classb(type String)))
(deftemplate inheritance (slot class(type String))(slot superclass(type String)))
(deftemplate table (slot name(type String))(slot altername(type String)(default nil))
)
(deftemplate column (slot name(type String))(slot table(type String))(slot pk(type
Integer)))
(deftemplate fk (slot column(type String))(slot table(type String))(slot fktable(type
String)))
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Ensuite, ce sont les primitives de navigations (Querys) qui sont de´clare´es
afin de pouvoir eˆtre utilise´es par les re`gles de transformation. Comme les
me´ta-mode`les, les primitives sont des objets pre´fabrique´s a` l’avance.
;Querys
(defquery allAssociation
(declare (variables ?c))
(or (association11 (classb ?c))
(or (association11 (classa ?c))
(or (association1n (classfr ?c))
(or (association1n (classto ?c))
(or (associationnm (classfr ?c))(associationnm (classto ?c)))))))
)
Apre`s cela, les faits (Asserts) du mode`le source sont inse´re´s dans la
me´moire de travail.
Enfin, apre`s toutes ces de´clarations, vient le corps du programme. Il est
compose´ de plusieurs modules dans lesquels sont place´s les diffe´rentes re`gles
ge´ne´re´es par notre application et traduites en JESS. Le plan de transforma-
tion ide´al est constitue´ de six modules. Chaque module posse`de des re`gles
comportant au plus trois briques dans leur partie gauche et deux asserts
dans leur partie droite. L’ensemble des modules totalise 20 re`gles de trans-
formation.
Le premier module, Detection, posse`de deux re`gles qui ont pour but de
de´tecter si deux classes peuvent eˆtre fusionne´es en une table. Pour rappel,
il faut que les deux classes soient relie´es par une association 1-1 et que l’une
des deux classes ne posse`de pas d’autres associations et qu’elle ne posse`de
pas de sous-classes.
On peut constater que la description d’une association 1-1 dans le me´ta-
mode`le a` un sens. Pour tester tous les cas, il faut deux re`gles car il faut
ve´rifier si c’est la classe source qui peut eˆtre fusionne´e dans la classe cible
ou bien l’inverse.
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(defmodule Detection);
(defrule Detect−Class−Assoc−11
(association11 (classa ?c00)(classb ?c10 ))
(class(name ?c00))
(class(name ?c10))
(not (inheritance (class ?c20)(superclass ?c00)))
(class(name ?c00))
(test (eq (count−query−results allAssociation ?c00) 1))
=>
(assert (table (name ?c10)(altername ?c00)))
)
(defrule Detect−Class−Assoc−11bis
(association11 (classa ?c00)(classb ?c10))
(class(name ?c00))
(class(name ?c10))
(not (inheritance (class ?c20)(superclass ?c10)))
(class(name ?c10))
(test (eq (count−query−results allAssociation ?c10) 1))
=>
(assert (table (name ?c00)(altername ?c10)))
)
Le deuxie`me module, TransfoSimples, posse`de quatre re`gles. La premie`re
va transformer toutes les classes qui n’ont pas pu eˆtre fusionne´es en une ta-
ble. La seconde va transformer tous les attributs non unique d’une classe A
en colonne pour les tables A correspondantes qui ont de´ja` e´te´ cre´e´es. Les
deux dernie`res vont transfe´rer et transformer tous les attributs d’une classeB
fusionne´e avec une classe A en colonne pour les tables A correspondantes
qui ont de´ja` e´te´ cre´e´es. La premie`re fusionne les attributs a` condition que
la classe A posse`de au moins un attribut unique. Cette condition permet
d’e´viter l’ajout de cle´ primaire en relation avec les attributs unique de la
classe A absorbe´e. Tandis que la deuxie`me fusionne les attributs dans un
contexte ou` la classe A ne posse`de pas d’attribut unique. Dans ce cas, les
attributs uniques de la classe B pourront devenir les cle´s primaires dans la
table re´sultante.
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(defmodule TransfoSimples);
(defrule Transfo−Class−2−Table
(class (name ?c00))
(not (table (name ?t20)(altername ?c00)))
(not (table (name ?c00)(altername ?t41)))
=>
(assert (table (name ?c00)(altername nil)))
)
(defrule Transfo−Attribute−2−Column
(attribute (name ?a00)(class ?c00)(unico 0))
(class(name ?c00))
(table (name ?c00)(altername ?t21))
=>
(assert (column (name ?a00)(table ?c00)(pk 0)))
)
(defrule Transfo−Merged−Attribute−Column
(attribute (name ?a00)(class ?c00)(unico ?a02))
(class(name ?c00))
(table (name ?t20)(altername ?c00))
(attribute (name ?a40)(class ?t20)(unico 1))
(class(name ?t20))
=>
(assert (column (name ?a00)(table ?t20)(pk 0)))
)
(defrule Transfo−Merged−Attribute−Column2
(attribute (name ?a00)(class ?c00)(unico ?a02))
(class(name ?c00))
(table (name ?t20)(altername ?c00))
(not (attribute (name ?a40)(class ?t20)(unico 1)))
(class(name ?t20))
=>
(assert (column (name ?a00)(table ?t20)(pk ?a02)))
)
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Le troisie`me module, Cre´ationPK, permet de transformer les attributs
uniques en cle´s primaires. Il posse`de deux re`gles distinctes. La premie`re
re`gle va transformer les attributs uniques d’une classe A qui a e´te´ absorbe´e
lors d’une fusion avec une classe B en cle´ primaire dans la table B si la
classe B ne posse`de pas d’attribut unique. La dernie`re re`gle transforme
simplement les attributs uniques d’une classe non absorbe´e en cle´ primaire
dans la table correspondante.
(defmodule CreationID);
(defrule Change−PK−after−fusion
(attribute (name ?a00)(class ?c00)(unico 1))
(class(name ?c00))
(table (name ?t20)(altername ?c00))
(not (attribute (name ?a40)(class ?t20)(unico 1)))
(class(name ?t20))
=>
(assert (column (name ?a00)(table ?t20)(pk 1)))
)
(defrule Transfo−Unico−2−PK
(attribute (name ?a00)(class ?c00)(unico 1))
(class(name ?c00))
(table (name ?c00)(altername ?t21))
=>
(assert (column (name ?a00)(table ?c00)(pk 1)))
)
Le quatrie`me module, GenerationPK, permet de ge´ne´rer des identifi-
ants techniques pour les tables qui n’ont pas rec¸u de cle´ primaire durant
l’exe´cution des modules pre´ce´dents. Il est constitue´ d’une re`gle qui ve´rifie
s’il existe une table qui ne posse`de pas d’identifiant ni de super-classe. Cette
dernie`re condition est ne´cessaire car l’he´ritage n’a pas encore e´te´ traite´ du-
rant les modules pre´ce´dents. Cet ordre a e´te´ choisi afin de garantir que,
si une sous-classe ne posse`de pas identifiant, elle recevra l’identifiant de sa
super-classe. Si le mode`le source posse`de une chaˆıne de classes relie´es par
des relations d’he´ritage, et si ses classes ne posse`dent pas d’identifiants, seule
la classe au sommet de cette chaˆıne recevra un identifiant technique. Les
autres recevront cet identifiant lors de la cre´ation des cle´s e´trange`res lie´es
aux relations d’he´ritages.
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(defmodule GenerationPK);
(defrule Gen−PK
(table (name ?t00)(altername ?t01))
(not (column (name ?o20)(table ?t00)(pk 1)))
(table (name ?t00)(altername ?t21))
(not (inheritance (class ?t00)(superclass ?c50)))
(class(name ?t00))
=>
(assert (column (name ?t00)(table ?t00)(pk 1)))
)
Le cinquie`me module, TransfoComplexes, va s’occuper essentiellement
de la transformation des classes d’associations. La premie`re re`gle, Transfo-
ClassAs-Attribute, transfe`re tous les attributs des classes d’associations en
colonnes des tables d’associations correspondantes. La seconde re`gle, Transfo-
ClassAs-2-Table, transforme les classes d’associations en tables d’associations.
La troisie`me re`gle, Transfo-Renamed-ClassAs-2-Table transforme les associ-
ations N-M ne posse´dant pas de classe d’association en table d’association en
utilisant le nom de leur roˆle. Enfin, la dernie`re re`gle, Inheritance, ajoute
une cle´ e´trange`re reliant les super-classes et les sous-classes.
(defmodule TransfoComplexes)
(defrule Transfo−ClassAs−Attribute
(associationnm (name ?s00)(classfr ?c00)(classto ?c10)(classas ?s03))
(class(name ?c00))
(class(name ?c10))
(attribute (name ?a20)(class ?s03)(unico ?a22))
(class(name ?s03))
=>
(assert (column (name ?a20) (table ?s03)(pk ?a22)))
)
(defrule Transfo−ClassAs−2−Table
(associationnm (name ?s00)(classfr ?c00)(classto ?c10)(classas ?s03))
(class(name ?c00))
(class(name ?c10))
(test (neq ?s03 nil))
=>
(assert (table (name ?s03)(altername nil)))
)
(defrule Transfo−Renamed−ClassAs−2−Table
(associationnm (name ?s00)(classfr ?c00)(classto ?c10)(classas ?s03))
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(class(name ?c00))
(class(name ?c10))
(test (eq ?s03 nil))
=>
(assert (table (name ?s00)(altername nil)))
)
(defrule Inheritance
(inheritance (class ?c00)(superclass ?c10))
(class(name ?c00))
(class(name ?c10))
(column (name ?o20)(table ?c10)(pk 1))
(table (name ?c10)(altername ?t21))
=>
(assert (fk(column ?o20)(table ?c00)(fktable ?c10)))
(assert (column(name ?o20)(table ?c00)(pk 1)))
)
Le sixie`me module, GenerationFK, s’occupe essentiellement de l’ajout
des cle´s e´trange`res. Lorsque nous avons affaire a` des associations de type
1-1 ou de type N-M entre deux classes A et B, les tables A et B auront cha-
cune une cle´ e´trange`re qui re´fe´rence l’autre table. Le module posse`de donc
pour chacune de ces transformations deux re`gles miroirs. L’une s’occupant
d’ajouter la cle´ e´trange`re dans la classe A et l’autre dans la classe B.
Les deux premie`res re`gles, Create-FK-11 et Create-FK-11b, rajoutent
des cle´s e´trange`res dans les tables dont les classes d’origines sont relie´es par
une association 1-1. La deuxie`me paire de re`gles, compose´e de Create-FK-
nm et Create-FK-nm2, s’occupe de rajouter des cle´s e´trange`res dans les
tables d’associations pointant vers les tables A et B associe´es.
La troisie`me paire de re`gles, qui contient Create-FK-Renamed-nm et
Create-FK-Renamed-nm2, exe´cute le meˆme travail que la paire pre´ce´dente
a` l’exception du fait que les tables d’associations traite´es ont e´te´ ge´ne´re´es
a` l’aide du nom du roˆle des associations N-M ne posse´dant pas de classes
d’associations. La dernie`re re`gle, Create-FK-1n, ajoute une cle´ e´trange`re
entre deux tables dont leurs classes respectives e´taient relie´es par une asso-
ciation 1-N.
(defmodule GenerationFK);
(defrule Create−FK−11
(association11 (classa ?c00) (classb ?c10))
(class(name ?c00))
(class(name ?c10))
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(column (name ?o20)(table ?c00)(pk 1))
(table (name ?c00)(altername ?t21))
(test (eq ?t21 nil))
=>
(assert (fk (column ?o20) (table ?c10) (fktable ?c00)))
(assert (column(name ?o20)(table ?c10)(pk 0)))
)
(defrule Create−FK−11b
(association11 (classa ?c00) (classb ?c10))
(class(name ?c00))
(class(name ?c10))
(column (name ?o20)(table ?c10)(pk 1))
(table (name ?c10)(altername ?t21))
(test (eq ?t21 nil))
=>
(assert (fk (column ?o20) (table ?c00) (fktable ?c10)))
(assert (column(name ?o20)(table ?c00)(pk 0)))
)
(defrule Create−FK−nm
(associationnm (name ?s00)(classfr ?c00) (classto ?c10) (classas ?s03))
(class(name ?c00))
(class(name ?c10))
(column (name ?o20)(table ?c00)(pk 1))
(table (name ?c00)(altername ?t21))
(test (neq ?s03 nil))
=>
(assert (fk (column ?o20) (table ?s03) (fktable ?c00)))
(assert (column (name ?o20)(table ?s03)(pk 1)))
)
(defrule Create−FK−nm2
(associationnm(name ?s00)(classfr ?c00)(classto ?c10)(classas ?s03))
(class(name ?c00))
(class(name ?c10))
(column(name ?o20)(table ?c10)(pk 1))
(table(name ?c10)(altername ?t21))
(test (neq ?s03 nil))
=>
(assert (fk(column ?o20)(table ?s03)(fktable ?c10)))
(assert (column (name ?o20)(table ?s03)(pk 1)))
)
(defrule Create−FK−Renamed−nm
(associationnm(name ?s00)(classfr ?c00)(classto ?c10)(classas ?s03))
(class(name ?c00))
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(class(name ?c10))
(column(name ?o20)(table ?c00)(pk 1))
(table(name ?c00)(altername ?t21))
(test (eq ?s03 nil))
=>
(assert (fk(column ?o20)(table ?s00)(fktable ?c00)))
(assert (column (name ?o20)(table ?s00)(pk 1)))
)
(defrule Create−FK−Renamed−nm2
(associationnm(name ?s00)(classfr ?c00)(classto ?c10)(classas ?s03))
(class(name ?c00))
(class(name ?c10))
(column(name ?o20)(table ?c10)(pk 1))
(table(name ?c10)(altername ?t21))
(test (eq ?s03 nil))
=>
(assert (fk(column ?o20)(table ?s00)(fktable ?c10)))
(assert (column (name ?o20)(table ?s00)(pk 1)))
)
(defrule Create−FK−1n
(association1n (classfr ?c00) (classto ?c10))
(class(name ?c00))
(class(name ?c10))
(column (name ?o20)(table ?c00)(pk 1))
(table (name ?c00)(altername ?t21))
=>
(assert (fk (column ?o20) (table ?c10) (fktable ?c00)))
(assert (column (name ?o20)(table ?c10)(pk 0)))
)
Pour finir, la pile d’exe´cution des modules est de´clare´e afin de connaˆıtre
l’ordre d’exe´cution de ces derniers. La commande (run) de´marre le moteur
d’infe´rence.
;Gestion stack
(focus Detection TransfoSimples CreationPK GenerationPK TransfoComplexes
GenerationFK)
(run)
5.3. E´VALUATION QUALITATIVE 113
5.3 E´valuation qualitative
Cette analyse qualitative va nous permettre de comprendre pourquoi cer-
taines re`gles ont e´te´ ge´ne´re´es de manie`re impre´visible.
Il est a` constater que les programmes ge´ne´re´s posse´dant 100% de fonc-
tion objectif ne correspondaient pas force´ment au plan de transformation
ide´al ou a` l’un de ses sous-ensembles.
Les exemples de mode`les de diagrammes de classe et de sche´mas rela-
tionnels fournis en entre´e ne posse`dent pas tous les cas particuliers qu’il est
possible de rencontrer lors d’une transformation d’un mode`le de diagramme
de classe en sche´ma relationnel. Ces paires d’exemple ont, en ge´ne´ral, pour
effet de produire soit des re`gles ressemblant a` celles souhaite´es mais de na-
ture moins “ge´ne´rale”, soit des re`gles totalement diffe´rentes. On peut aussi
constater que les exemples de mode`les avec un haut niveau de complexite´
permettent de ge´ne´rer des programmes qui ressemblent beaucoup plus au
programme ide´al alors que leur fonction objective n’atteint pas les 100%.
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Re`gle ge´ne´re´e:
(defrule R 23348251
(association11(classa ?c00)(classb ?c10))
(class(name ?c00))
(class(name ?c10))
(attribute(name ?a20)(class ?c10)(unico 1))
(class(name ?c10))
=>
(assert (fk(column ?a20)(table ?c00)(fktable ?c10)))
(assert (column(name ?a20)(table ?c00)(pk 0)))
)
Re`gle ide´ale:
(defrule Create−FK−11b
(association11 (classa ?c00) (classb ?c10))
(class(name ?c00))
(class(name ?c10))
(column (name ?o20)(table ?c10)(pk 1))
(table (name ?c10)(altername ?t21))
(test (eq ?t21 nil))
=>
(assert (fk (column ?o20) (table ?c00) (fktable ?c10)))
(assert (column(name ?o20)(table ?c00)(pk 0)))
)
Voici un exemple typique de re`gle ge´ne´re´e lorsqu’un mode`le de dia-
gramme de classe passe´ en argument ne posse`de pas de construction perme-
ttant de fusionner certaines classes. La re`gle ge´ne´re´e va simplement ve´rifier
que la classe c10 posse`de un attribut unique pour ajouter une cle´ e´trange`re
entre la table c00 et c10. Vu que le mode`le ne fournit pas de contre-exemple
(comme par exemple dans le cas de deux classes qui fusionnent, il faut e´viter
de cre´er une cle´ e´trange`re entre la table re´sultante et la table qui n’existe pas
a` cause de la fusion), la re`gle ge´ne´re´e est dans ce cas-ci satisfaisante. E´tant
moins complexe que la re`gle ide´ale et ne fournissant pas de partial-match ni
de no-match, elle posse`de une plus forte probabilite´ d’eˆtre ge´ne´re´e a` la place
de la re`gle attendue.
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Re`gle ge´ne´re´e:
(defrule R 23348246
(attribute(name ?a00)(class ?c00)(unico 1))
(class(name ?c00))
(association1n(classfr ?c00)(classto ?c30))
(class(name ?c00))
(class(name ?c30))
=>
(assert (fk(column ?a00)(table ?c30)(fktable ?c00)))
(assert (column(name ?a00)(table ?c30)(pk 0)))
)
Re`gle ide´ale:
(defrule Create−FK−1n
(association1n (classfr ?c00) (classto ?c10))
(class(name ?c00))
(class(name ?c10))
(column (name ?o20)(table ?c00)(pk 1))
(table (name ?c00)(altername ?t21))
=>
(assert (fk (column ?o20) (table ?c10) (fktable ?c00)))
(assert (column (name ?o20)(table ?c10)(pk 0)))
)
Voici un autre exemple de re`gle ge´ne´re´e. Elle permet de transformer
une association 1-N en une cle´ e´trange`re. On peut constater que dans ses
conditions, elle ve´rifie s’il existe un attribut unique dans la classe c00 afin
de l’utiliser comme cle´ e´trange`re. Dans la re`gle ide´ale, la ve´rification se fait
sur le mode`le cible, donc sur l’existence d’une cle´ primaire. La re`gle ge´ne´re´e
semble correcte dans un premier temps. Malheureusement, elle ne peut
pas fonctionner lorsqu’une table rec¸oit un identifiant ge´ne´re´ duˆ a` l’absence
d’attribut unique dans la classe associe´e.
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Re`gle ge´ne´re´e:
(defrule R 23348250
(association11(classa ?c00)(classb ?c10))
(class(name ?c00))
(class(name ?c10))
(test (eq (count−query−results :allAssociation ?c10 ) 1))
=>
(assert (table(name ?c00)(altername ?c10)))
)
Re`gle ide´ale:
(defrule Detect−Class−Assoc−11bis
(association11 (classa ?c00)(classb ?c10))
(class(name ?c00))
(class(name ?c10))
(not (inheritance (class ?c20)(superclass ?c10)))
(class(name ?c10))
(test (eq (count−query−results allAssociation ?c10) 1))
=>
(assert (table (name ?c00)(altername ?c10)))
)
Cette re`gle a e´te´ ge´ne´re´e pour fusionner des classes qui n’e´taient relie´es
que par des associations de type 1-1. Malheureusement, l’exemple passe´ en
entre´e ne posse´dait pas de classe qui e´tait a` la fois une super-classe et qui
e´tait relie´e que par une seule association de type 1-1. Cette re`gle a donc
e´te´ juge´e correcte par notre programme alors que pour d’autres exemples, il
aurait fallu rajouter la condition qui ve´rifie si la classe ne posse`de pas une
ou plusieurs sous-classes.
Parfois, le programme peut e´galement ge´ne´rer des re`gles qui n’ont a`
premie`re vue aucun sens. Mais combine´es avec d’autres, elles peuvent trans-
former correctement un mode`le source en un mode`le cible attendu. On peut
remarquer que plus le mode`le passe´ en entre´e est complexe et demande un
plan de transformation proche de l’ide´al, moins il existe de plans de trans-
formation diffe´rents pouvant transformer ce mode`le correctement.
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Re`gle ge´ne´re´e:
(defrule R 23389541
(attribute (name ?a00)(class ?c00)(unico 1))
(class(name ?c00))
(table (name ?c00)(altername ?t21))
(attribute (name ?a40)(class ?t21)(unico ?a42))
(class(name ?t21))
=>
(assert (column (name ?a40)(table ?c00)(pk 0)))
)
Re`gle ide´ale:
(defrule Transfo−Merged−Attribute−Column
(attribute (name ?a00)(class ?c00)(unico ?a02))
(class(name ?c00))
(table (name ?t20)(altername ?c00))
(attribute (name ?a40)(class ?t20)(unico 1))
(class(name ?t20))
=>
(assert (column (name ?a00)(table ?t20)(pk 0)))
)
Pour finir, il est possible de ge´ne´rer des re`gles qui semblent diffe´rentes
mais qui exe´cutent exactement la meˆme taˆche. On constate ici que les
briques ont e´te´ ge´ne´re´es dans un ordre diffe´rent et qu’elles posse`dent donc
un nommage de variables diffe´rent. Malgre´ cela, les liaisons ont e´te´ re´alise´es
de la meˆme manie`re, les deux re`gles de transformation sont donc identiques.
Ceci prouve qu’il existe plusieurs solutions diffe´rentes pour un meˆme plan
de transformation.
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5.4 E´valuation quantitative
Les programmes ge´ne´re´s disposent de proprie´te´s telles que le nombre de
re`gles contenues dans le programme mais aussi une valeur de fonction ob-
jectif. Il est de`s lors possible de les e´valuer de manie`re quantitative. Pre-
mie`rement, elle permettra de s’assurer que les re´sultats sont toujours plus
ou moins identiques pour un meˆme exemple et qu’il ne s’agit donc pas de
“chance”. Deuxie`mement, elle permettra de s’assurer que les re´sultats sont
meilleurs que ceux de la solution initiale.
Les exe´cutions mises en place pour l’e´valuation e´taient configure´es avec
une population de 200 a` 400 programmes et avec un nombre de ge´ne´ration
compris entre 2000 et 4000. Un cinquie`me de la population e´tait conside´re´
comme les programmes faisant partie de l’e´lite et les plans de transforma-
tion e´taient ge´ne´re´s avec un maximum de six modules. Pour ce genre de
configuration, l’exe´cution pouvait prendre un a` trois jours complets pour les
exemples les plus complexes.
Dans un premier temps, le niveau de complexite´ des exemples e´taient
conside´re´s de manie`re intuitive. Mais avec l’aide de la re´colte des re´sultats,
il a e´te´ constate´ qu’il e´tait possible d’e´valuer la complexite´ d’un mode`le selon
le nombre de re`gles minimum ne´cessaire que le programme doit ge´ne´rer pour
atteindre une fonction objectif de 100%. Plus le plan de transformation a
besoin de re`gles pour transformer le mode`le correctement, plus ce mode`le
posse`de de particularite´s.
Les plans de transformation ne´cessitant au maximum 5 a` 6 re`gles pour
re´soudre la transformation de la paire d’exemples fournie en entre´e ont
pu eˆtre ge´ne´re´s. Il a e´te´ possible de ge´ne´rer un plan de transformation
ne´cessitant 11 re`gles. Mais, ge´ne´ralement, les re´sultats obtenus pour ceux
ne´cessitant un plus grand nombre de re`gles atteignaient un score de 80-
90%. L’espace de recherche e´tant vraiment trop important et le programme
n’arrivait pas a` converger vers le plan de transformation ide´al.
5.4.1 E´valuations multiples sur un meˆme exemple
Afin de ve´rifier que les bons re´sultats ne sont pas de simples coups de chance,
plusieurs exe´cutions sur la meˆme paire d’exemple ont e´te´ effectue´es (fig. 5.2
et fig. 5.3).
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Figure 5.2: Exemple de diagramme de classe
Figure 5.3: Exemple de sche´ma relationnel
Trois exe´cutions de 2000 ge´ne´rations de 200 programmes ont e´te´ lance´es.
Comme on peut le voir sur le graphique ci-dessous (fig. 5.4), les re´sultats
obtenus sont assez disparates puisqu’on obtient 0.4588, 0.4828 et 0.5119,
soit respectivement 76.4%, 80.4% et 85.3%. De plus, les courbes ne bougent
pas e´norme´ment.
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Figure 5.4: Re´sultats de trois exe´cutions de 2000 ge´ne´rations de 200 programmes
Trois autres exe´cutions ont e´te´ effectue´es avec cette fois-ci 4000 ge´ne´rations
de 400 programmes. Le graphe ci-dessous (fig. 5.5) montre que les exe´cutions
ont tendance a` converger vers la meˆme valeur de 0.52, soit 86.6%. Les
courbes ont tendance a` bouger plus et cela s’explique sans doute par le fait
que les populations sont plus grandes et ont donc plus de chance de donner
de meilleurs programmes.
Figure 5.5: Re´sultats de trois exe´cutions de 4000 ge´ne´rations de 400 programmes
5.4. E´VALUATION QUANTITATIVE 121
5.4.2 E´valuations sur plusieurs exemples
Afin de prouver que les re´sultats sont meilleurs qu’avec la solution initiale,
plusieurs exe´cutions ont e´te´ effectue´es sur des exemples diffe´rents. Toutes
donnent d’assez bon re´sultats allant de 0.512 a` 0.586, soit entre 85.3% et
97.6%, alors que l’approche initiale avait des scores oscillant entre 0.3 et 0.4
soit entre 50 et 60%. Le nombre de re`gle varie entre 5 et 10. Ci-dessous,
quatre graphiques ge´ne´re´s pour les quatre exemples (fig. 5.6 et fig. 5.7).
Figure 5.6: Re´sultats des exemples 1 et 2
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Figure 5.7: Re´sultats des exemples 3 et 4
Comme on peut le voir sur les diffe´rents graphes, les re´sultats sont as-
sez proches du maximum. On remarque e´galement qu’il y a beaucoup
d’activite´ durant les mille premie`res ge´ne´rations. C’est e´vident, plus on
avance, meilleurs deviennent les programmes. Il devient donc difficile d’a-
me´liorer la solution apre`s avoir atteint un score de 0.5 de fitness.
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5.5 Testeur de re`gles
Afin de s’assurer de la validite´ des me´canismes de´veloppe´s pour cre´er des
re`gles et des mutations, un testeur de re`gles a e´te´ imple´mente´. L’ide´e con-
siste, d’une part, a` ge´ne´rer des re`gles ale´atoires mais respectant un certain
nombre de conditions (nombre de briques de la partie condition, nombre
de faits dans la partie action, nombre de NOT, nombre de conditions por-
tant sur le mode`le cible, etc.). Les re`gles ge´ne´re´es sont alors compare´es
avec une chaˆıne de caracte`res repre´sentant la re`gle ide´ale que l’on souhaite
trouver. D’autre part, le testeur est capable de prouver que les mutations
fonctionnent, en prenant une re`gle ge´ne´re´e ale´atoirement et en lui appli-
quant, de manie`re successive, une meˆme mutation, jusqu’a` tomber sur une
re`gle de´sire´e, fournie en parame`tre du testeur. Ce testeur permet donc de
repe´rer les re`gles non-ge´ne´rables mais e´galement la difficulte´ a` ge´ne´rer cer-
taines re`gles du programme ide´al.
Bien que toutes les re`gles du programme ide´al soient ge´ne´rables, cer-
taines sont plus difficiles a` ge´ne´rer que d’autres. La re`gle charge´e de ge´ne´rer
des identifiants techniques demande en moyenne 10.000 ite´rations avant de
tomber sur la re`gle souhaite´e, tout comme la re`gle traitant de l’he´ritage. Les
re`gles charge´es de traiter les cle´s e´trange`res pour les relation N-M (avec ou
sans classe d’association) sont encore plus difficiles a` ge´ne´rer puisqu’il faut
pas loin de 30.000 ite´rations.
Bien e´videmment, plus le squelette d’une re`gle est important, plus le
nombre d’ite´rations ne´cessaires pour tomber dessus augmentera. Il faut
cependant regarder ces re´sultats avec un certain recul. En effet, les re`gles
ide´ales fournies en entre´e sont fortement fige´es puisqu’elles contiennent des
noms de variables arbitraires (mais ge´ne´rables). Pourtant, une autre con-
figuration, avec des noms de variable diffe´rents, marcherait. La chance in-
tervient aussi dans ce processus purement ale´atoire et il n’est pas exclu
que l’on tombe sur la bonne re`gle en une seule ite´ration au lieu de 30.000.
Ne´anmoins, ces chiffres refle`tent la difficulte´ a` ge´ne´rer certaines “grosses”
re`gles.
Le testeur permet simplement de s’assurer que toutes les re`gles du pro-
gramme ide´al sont ge´ne´rables par l’approche RAC ou RTC et que les muta-
tions sont fonctionnelles.
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5.6 Discussion
Outrepasser les limites de l’approche initiale, en ge´rant, par exemple, les
associations 1-1 et la ge´ne´ration d’identifiants techniques, a eu pour ef-
fet d’augmenter le nombre de re`gles ne´cessaire a` la transformation de dia-
gramme de classe en sche´ma relationnel (20 re`gles dans le programme ide´al)
et les a fortement complexifie´ (plusieurs blocs dans les parties gauches et
droites des re`gles). Cela a eu un impact direct sur l’agrandissement de
l’espace de recherche, rendant la convergence plus longue et difficile.
Sur des exemples de petites tailles et relativement simples, l’approche
initiale pourrait donc eˆtre plus performante e´tant donne´ son espace de
recherche plus re´duit. Mais rien n’empeˆche l’approche RAC d’aller plus vite
avec un peu de chance. En revanche, l’approche initiale obtient de faibles
re´sultats lorsque les exemples se complexifient alors que l’approche RAC,
bien qu’elle n’atteigne pas des scores de 100%, donne de bons re´sultats,
proches du maximum.
Un des proble`mes aperc¸u lors de l’e´valuation quantitative e´tait la diffi-
culte´ pour l’application de converger vers la solution. Une e´tude heuristique
pour aider l’algorithme a` converger n’e´tait pas le but de ce travail. Par
contre, il fallait garantir que chaque re`gle de notre programme ide´al pouvait
eˆtre ge´ne´re´e par l’application. Le testeur de re`gle a permis de s’en assurer.
Un autre proble`me aperc¸u plus toˆt pendant la ve´rification qualitative
des re´sultats e´tait que certains programmes pouvaient eˆtre corrects mais
seulement pour une paire d’exemples spe´cifiques. La solution trouve´e mar-
chait pour un exemple en particulier, mais donnait de moins bons re´sultats
sur une autre paire d’exemples. Par contre, plus l’exemple e´tait complexe,
plus le plan de transformation pouvait eˆtre ge´ne´ralise´ a` d’autres exemples.
Une solution propose´e dans l’application de de´part, mais qui n’a pas encore
e´te´ imple´mente´e dans cette version, est de pouvoir e´valuer les programmes
ge´ne´re´s non pas sur une paire d’exemples, mais bien sur un ensemble fini de
pair d’exemples.
L’approche RTC n’ayant pas e´te´ assez teste´e, la base de re´sultats n’est
pas assez comple`te pour pouvoir proposer une analyse qualitative et quan-
titative. Ne´anmoins, les re´sultats semblaient le´ge`rement moins bons.
Chapitre6
Conclusion
6.1 Re´sume´ de la contribution
Le but de ce me´moire e´tait de poursuivre le de´veloppement d’une approche
de ge´ne´ration de transformation de mode`le par l’exemple. Apre`s analyse de
cette approche existante, ses limites ont pu eˆtre identifie´es et notre contri-
bution a permis de les atte´nuer ou de les faire disparaˆıtre. L’approche ini-
tiale e´tait fonctionnelle mais limite´e a` des cas de transformation de mode`les
extreˆmement simplifie´s. Notre intervention permet d’exploiter des me´ta-
mode`les plus complets et plus proches de ce qui est utilise´ en ge´ne´ral dans
la pratique.
L’approche pre´sente´e dans ce me´moire est donc une approche de type
M2M. Meˆme si les mode`les sont exprime´s au format textuel (en JESS) pour
les besoins de l’application, ils sont la traduction de mode`les graphiques,
tels que ceux propose´s par UML.
E´tant donne´ que l’on utilise JESS, l’approche est de type de´clarative,
puisque l’on utilise des pre´dicats de type Prolog. Mais la dimension de
controˆle, l’un des proble`mes cle´s de ce travail, en fait aussi une approche
impe´rative. De l’approche initiale purement de´clarative, nous sommes passe´s
a` une approche hybride, meˆlant, a` la fois, des re`gles e´crites en un langage
proche de Prolog et un me´canisme de modules permettant d’ordonnancer
le de´clenchement des re`gles. Mais il ne s’agit pas d’une approche hybride
au sens de la de´finition donne´e dans le deuxie`me chapitre. L’utilisateur ne
choisit pas s’il travaille de manie`re de´clarative ou impe´rative comme avec
QVT par exemple. Il travaille des deux fac¸ons simultane´ment.
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On peut e´galement analyser l’approche pre´sente´e dans ce me´moire selon
le feature diagram de Czarnecki et Helsen (cf. section 2.3.3):
- Les re`gles sont compose´es d’une partie gauche, relative aux condi-
tions, et d’une partie droite, relative aux actions. Contrairement a` la
de´finition donne´e par Czarnecki et Helsen, le coˆte´ gauche des re`gles
de l’approche pre´sente´e dans ce me´moire n’est pas restreint au mode`le
source, mais peut e´galement contenir des conditions portant sur le
mode`le cible. Le coˆte´ droit est, lui, bien restreint au mode`le cible.
- Il n’est malheureusement pas possible de spe´cifier de pe´rime`tre d’ap-
plication des re`gles dans les mode`les sources et cibles. L’approche
transforme les mode`les de fac¸on inte´grale.
- L’approche permet d’ope´rer des transformations endoge`nes ou exoge`nes,
et horizontales ou verticales. Mais celle-ci a essentiellement e´te´ teste´e
sur des transformations de type exoge`ne-horizontale.
- La strate´gie d’application des re`gles est, dans cette approche, de type
non-de´terministe.
- Pour la planification des re`gles, l’approche permet de spe´cifier un or-
dre a` la fois implicite et explicite d’exe´cution des re`gles. Les re`gles
peuvent eˆtre regroupe´es explicitement dans des structures (les mod-
ules). Le moteur d’infe´rence choisira lui-meˆme l’ordre d’application
des re`gles au sein de ce module. L’approche peut e´galement fonction-
ner de manie`re totalement explicite en de´finissant un nume´ro d’ordre
des re`gles (salience).
- La trac¸abilite´ n’est pas utilise´e ni imple´mente´e dans les deux approches
pre´sente´es dans ce me´moire.
- L’approche n’est conc¸ue que pour e´valuer des re`gles unidirectionnelles.
Au contraire de la majorite´ des travaux pre´sente´s dans le deuxie`me
chapitre, les approches RAC et RTC soulagent l’utilisateur de la conception
des re`gles de transformation. De plus, les re`gles cre´e´es sont plus puissantes
dans la mesure ou` il est possible de tester le me´ta-mode`le cible, de cre´er des
conditions complexes, de tester la non-existence de faits, de produire plus
d’une construction dans le mode`le cible, ou encore d’utiliser des primitives
de navigations, choses que peu d’approches permettent de re´aliser.
L’un des besoins des langages de transformation de mode`le est la re´u-
tilisation (cf. section 2.3.5). Pouvoir conserver le plan de transformation
ge´ne´re´ et l’appliquer a` d’autres mode`les compatibles est l’inte´reˆt premier
de ces approches. L’aspect configuration (un autre besoin) de ce travail
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est e´galement l’un de ses points forts. Il est en effet possible de config-
urer l’application pour transformer n’importe quel mode`le en un autre, en
lui spe´cifiant les deux me´ta-mode`les a` utiliser et d’autres proprie´te´s via un
fichier de configuration relativement complet.
Avec les deux approches propose´es dans ce me´moire, nous apportons
donc notre pierre a` l’e´difice de la re´solution du proble`me de la transformation
de mode`les par l’exemple. Les re´sultats pre´sente´s dans le chapitre pre´ce´dent
prouvent que la transformation de mode`les par l’exemple est une approche
viable et efficace. Couple´e a` la programmation ge´ne´tique, cette technique est
ide´ale pour atteindre un haut degre´ d’automatisation, qui sera be´ne´fique au
maintient de la cohe´rence entre les mode`les utilise´s au sein du de´veloppement
de syste`mes informatiques.
6.2 Re´sume´ des re´sultats
Le chapitre 4 nous a permis de voir que l’approche RAC e´tait largement plus
puissante que l’approche initiale, dans le sens ou` elle permet de ge´rer des
transformations de diagrammes de classe vers des sche´mas relationnels qui
sont plus complexes et plus proches de ce que l’on pourrait trouver dans la
re´alite´, meˆme si l’e´cart est encore important en termes de taille des mode`les
et de comple´tude des me´ta-mode`les utilise´s.
La` ou` l’approche initiale peinait a` de´passer des scores de 65%, l’approche
RAC arrivait, en ge´ne´ral, a` des scores allant de 85 a` 100%, ce qui constitue
donc une belle progression.
Aussi, bien que nous ne soyons pas parvenus a` obtenir une copie con-
forme du programme de transformation ide´al, un testeur de re`gles a permis
de montrer que cela e´tait techniquement faisable. Cependant, le facteur
chance joue e´norme´ment e´tant donne´ le caracte`re (fortement) ale´atoire des
ope´rateurs ge´ne´tiques.
6.3 Limitations
Bien que la solution initiale fut limite´e dans ses re´sultats, elle pouvait
ne´anmoins eˆtre utilise´e pour traiter trois types de transformation de mode`les:
- Diagramme de classe vers sche´ma relationnel
- Diagramme de se´quence vers machines a` e´tats
- Diagramme de se´quence complexe vers machines a` e´tats
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Par manque de temps, les ame´liorations que nous avons pu apporter a`
cette approche n’ont e´te´ teste´es que sur les transformations de type “dia-
gramme de classe vers sche´ma relationnel”. Cependant, l’approche a pour
but de traiter tous les types de transformation possibles, et ce meˆme avec des
me´ta-mode`les encore inconnus a` ce jour. Il y a donc de fortes chances pour
que les modifications apporte´es soient tout autant be´ne´fiques pour les deux
autres types de transformation mentionne´s ci-dessus, mais nous ne pouvons
l’affirmer avec certitude.
L’une des particularite´s de l’approche de transformation que nous avons
aborde´ est le fait qu’elle utilise des exemples pour ge´ne´rer des re`gles de trans-
formation. Cependant, bien que les exemples utilise´s soient corrects, aussi
bien sur le plan syntaxique que se´mantique, ils ne couvrent pas l’ensemble
des possibilite´s offertes par leur me´ta-mode`le respectif. Il est, de`s lors, com-
plique´ de ge´ne´rer un programme de transformation de mode`les qui serait
adapte´ a` l’entie`rete´ des mode`les pouvant eˆtre cre´e´s a` partir des meˆmes
me´ta-mode`les. Bien que certains exemples aient donne´ des re´sultats de
100%, indiquant que la transformation ge´ne´re´e permet d’arriver au re´sultat
escompte´ (sans surplus), cela ne signifie pas que la solution trouve´e est la
meilleure solution. Les plans de transformation ge´ne´re´s e´taient corrects mais
spe´cifiques a` un exemple en particulier, et rien ne garantit que l’application
de ce plan de transformation sur une autre paire d’exemple donnera un score
de 100% e´galement.
Malheureusement, e´tant donne´ les importantes modifications apporte´es
a` la solution initiale, l’espace de recherche pour trouver des plans de trans-
formation a fortement augmente´. Le nombre de ge´ne´rations ne´cessaire a` la
de´rivation d’un plan de transformation a duˆ eˆtre revu a` la hausse, rendant
la recherche plus longue, plus difficile et plus gourmande en temps CPU et
en me´moire (multiplication par un facteur 4). Une exe´cution comple`te, a`
savoir 4000 ge´ne´rations de 400 programmes, est tre`s longue, et ce meˆme
sur un serveur dote´ de 96Gb RAM et de plusieurs processeur Intel XEON.
Le temps ne´cessaire pour trouver une solution avoisine aujourd’hui les 72h.
Ne´anmoins, les performances des ordinateurs e´voluant sans cesse, le temps
pour trouver une solution devrait devenir raisonnable dans quelques anne´es.
Il est cependant important de signaler que le programme de transfor-
mation “ide´al” pour traiter les transformations de type “diagramme de
classe vers sche´ma relationnel” comporte actuellement vingt re`gles. Cer-
taines d’entre-elles e´tant relativement complexes, cela peut expliquer un
temps de convergence relativement long. Il est possible que d’autre types
de transformation s’accommodent d’un nombre de re`gles bien moindre et
que celles-ci soient moins complexes a` ge´ne´rer. La difficulte´ re´sidera donc
dans un parame´trage efficace de l’application afin d’“aider” le programme a`
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converger rapidement.
Aussi, bien que nous puissions traiter des exemples plus complexes que
l’approche initiale, les me´ta-mode`les utilise´s ne sont pas des me´ta-mode`les
officiels et complets. On regrettera l’absence de relation de compositions et
d’agre´gations dans les diagrammes de classe par exemple.
Il est ne´cessaire de pre´de´finir les briques pour chaque type de mode`le
qu’on souhaite transformer. Le travail n’ayant e´te´ e´value´ que sur les dia-
grammes de classes et les sche´mas relationnels, la nume´rotation pour identi-
fier de fac¸on pre´cise une proprie´te´ a e´te´ imple´mente´e na¨ıvement. Par exem-
ple, en regardant la re`gle ci-dessous, on peut remarquer que la valeur de la
proprie´te´ name du premier constructeur class a e´te´ nomme´e c00. Le premier
0 correspond a` l’identifiant du constructeur et le deuxie`me 0 correspond a`
l’identifiant du slot dans ce constructeur. E´tant donne´ qu’il n’existe pas de
brique demandant plus de deux identifiants de constructeur dans les me´ta-
mode`les de diagramme de classe et de sche´ma relationnel, la nume´rotation
est simplement incre´mente´e par 2 entre chaque brique.
(defrule Inheritance
(inheritance (class ?c00)(superclass ?c10))
(class(name ?c00))
(class(name ?c10))
(column (name ?o20)(table ?c10)(pk 1))
(table (name ?c10)(altername ?t21))
=>
(assert (fk(column ?o20)(table ?c00)(fktable ?c10)))
(assert (column(name ?o20)(table ?c00)(pk 1)))
)
Il serait plus judicieux d’imple´menter des identifiants spe´cifiques, pro-
pres aux concepts de brique, constructeur et proprie´te´ (slot).
Un proble`me qui pourrait se poser dans le futur est le fait que les
transformations ge´ne´re´es sont e´troitement lie´es aux me´ta-mode`les desquels
elles sont issues. Cela signifie que si un me´ta-mode`le venait a` eˆtre mod-
ifie´ pour une quelconque raison, la transformation de´rive´e a` partir de la
pre´ce´dente version ne serait plus valable, et une nouvelle exe´cution serait
alors ne´cessaire afin de de´river un nouveau plan de transformation capa-
ble de transformer des mode`les issus de ce nouveau me´ta-mode`le. Certaines
approches, comme ATL par exemple, proposent une “co-e´volution” automa-
tique entre les me´ta-mode`les et les re`gles de transformation. Les re`gles de
transformation e´voluent en paralle`le avec les me´ta-mode`les, e´vitant ainsi de
devoir re´e´crire les re`gles a` chaque nouvelle version de me´ta-mode`le. On ne
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rencontre donc pas la caracte´ristique de´sirable de la maintenance (cf. sec-
tion 2.3.5).
Une autre caracte´ristique de´sirable concerne le fait que les transforma-
tions soient claires, concises et pre´cises. Malheureusement, e´tant donne´ que,
dans cette approche, les re`gles sont ge´ne´re´es ale´atoirement, celles-ci ne sont
pas aussi bien e´crites que celles du programme de transformation ide´al. La
composition de transformation n’est malheureusement pas non plus possible.
Enfin, l’approche RTC (Rules Then Control) a e´te´ de´veloppe´e assez tar-
divement et n’a pas pu eˆtre valide´e comple`tement. Bien que l’ide´e semble
marcher, il est impossible d’affirmer qu’elle est plus ou moins efficace que
l’approche RAC (Rules And Control) pour le moment.
6.4 Travaux futurs
E´tant donne´ que nous nous situons dans un cadre de recherche scientifique,
il est e´vident que l’approche qui a e´te´ de´veloppe´e fera l’objet de travaux
futurs. Ceux-ci porteront essentiellement sur la re´ponse aux limitations
identifie´es dans la section pre´ce´dente. Plusieurs pistes peuvent d’ores et
de´ja` eˆtre propose´es:
1. Concernant le proble`me des exemples fournis en entre´e, juge´ insuff-
isamment expressifs, deux solutions peuvent eˆtre propose´es:
- Utiliser un exemple reprenant l’entie`rete´ des possibilite´s offertes
par le me´ta-mode`le, ce qui donnerait lieu a` un exemple de taille
relativement importante. Cependant cela ne sera pas trop pe´na-
lisant du point de vue calculs a` effectuer. En effet, il ne s’agit
que de faits a` traiter et bien qu’il y en aura sans doute beaucoup,
l’ope´ration restera rapide. L’inconve´nient est qu’il faudra re´aliser
une paire d’exemples relativement complexe. Or l’avantage des
approches “par l’exemple” est de permettre a` l’utilisateur de
rester a` l’e´cart de la complexite´ intrinse`que aux me´ta-mode`les.
- Utiliser une base d’exemples, c’est-a`-dire un ensemble d’exemples
de tailles et complexite´s varie´es mais qui, ensemble, couvrent les
diffe´rents aspects du me´ta-mode`le. Les programmes de transfor-
mation de mode`les devront alors eˆtre successivement teste´s sur
les diffe´rents exemples de la base. Ce processus sera, lui, couˆteux
en temps car s’il l’on fournit 10 exemples, chaque programme de-
vra eˆtre e´value´ 10 fois... Le processus sera donc 10 fois plus long
que le processus actuel. L’avantage est que l’utilisateur n’a pas
a` fournir des exemples trop complique´s mais suffisamment varie´s
et expressifs.
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2. L’ide´e d’utiliser le recuit simule´ dans l’approche RAC semble inte´ressante,
pour renforcer la dimension de controˆle. Cependant, le processus dur-
erait encore plus longtemps.
3. Bien suˆr, la prise en charge des autres me´ta-mode`les constitue une
ame´lioration et la de´finition des “briques” propres a` ces me´ta-mode`les
devra eˆtre effectue´e.
4. Une re´vision des me´ta-mode`les utilise´s peut eˆtre envisage´e, afin de
fournir des moyens plus efficaces et rapides pour ge´ne´rer les re`gles de
transformation. On pensera notamment aux types d’associations val-
ables dans un seul sens, impliquant la ge´ne´ration d’une double re`gle
pour prendre en charge les deux sens du lien. JESS propose par exem-
ple l’utilisation de multislots qui peuvent eˆtre instancie´s avec un en-
semble de valeurs contrairement aux slots ne pouvant recevoir qu’une
valeur unique. Ces multislots pourraient par exemple simplifier et
re´duire le nombre de re`gles implique´es pour la gestion des associations.
5. Malheureusement, meˆme si cette optimisation pourrait eˆtre be´ne´fique
pour des diagrammes de type structurel comme les diagrammes de
classe, d’autres diagrammes, plutoˆt de type dynamique, pourraient
avoir besoin de ge´ne´rer des re`gles de transformation ou` le sens d’une
association est important. En ge´rant l’ordonnancement de ces multi-
slots, le sens pourrait alors eˆtre de´fini.
6. L’optimisation de l’espace de recherche est importante et devra faire
l’objet de recherche pour aider l’approche a` converger plus rapidement.
7. L’ajout de nouveaux ope´rateurs sera peut-eˆtre ne´cessaire pour pren-
dre en charge d’autres me´ta-mode`les, mais ces ope´rateurs agrandissent
souvent l’espace de recherche de manie`re tre`s importante. L’ope´rateur
OR a par exemple e´te´ e´carte´ car la logique du premier ordre nous
garantit que les ope´rateurs AND et NOT permettent de ge´ne´rer toutes
les possibilite´s.
8. Il sera e´galement question de rendre les exemples les plus complets
possible en prenant en charge toutes les possibilite´s des me´ta-mode`les
re´els, telles que les relations de compositions/agre´gation dans le dia-
gramme de classe.
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