



















05 Sur la onstrution de mesures selles
Henry de Thélin
Résumé




We build saddle measures (in a weak sense) for holomorphi endomorphisms of
CP2.
Mots-lefs : dynamique holomorphe, entropie, exposants de Lyapunov.
Classiation : 32H50, 37FXX.
Introdution
A partir d'un endomorphisme holomorphe de P2(C), f , de degré d ≥ 2, J.E. Fornæss et
N. Sibony ont déni le ourant de Green T assoié à f (voir [16℄ et [17℄), dont le support
est l'ensemble de Julia de f . Ce ourant possède un potentiel ontinu : on peut don dénir
son auto-intersetion µ = T ∧ T (voir [16℄). La mesure µ ainsi obtenue est l'unique mesure
d'entropie maximale 2 log(d) (voir [6℄) et elle a ses exposants de Lyapunov minorés par
log(d)
2 (voir [5℄).
L'objet de et artile est de dérire la dynamique de f en dehors du support de µ.
L'entropie topologique de f hors de e support étant majorée par log(d) (voir [11℄), il
s'agira d'une part de onstruire des mesures d'entropie log(d) et d'autre part, d'évaluer
leurs exposants de Lyapunov.
Quand f est un endomorphisme holomorphe hyperbolique (dans un sens fort), ela a été
réalisé par J.E. Fornæss et N. Sibony dans [19]. En eet, soient L une droite projetive de







. Le ourant S vérie f∗S = dS
et en le tranhant ave T , on obtient une mesure ν = T ∧ S invariante par f . Alors, dans
[19℄, J.E. Fornæss et N. Sibony ont démontré entre autres que es mesures étaient selles
(i.e. qu'elles ont un exposant de Lyapunov stritement positif et un stritement négatif).
Quand f est un endomorphisme holomorphe quelonque de P2(C), nous pouvons on-
struire omme préédemment des mesures ν = T ∧ S invariantes par f . L'objetif de et
artile est de voir que es mesures permettent de dérire la dynamique de f en dehors du
support de µ. Plus préisément, nous aurons tout d'abord (omme dans [1℄) le
1
Théorème 1. L'entropie métrique de ν est minorée par log(d).
En partiulier, quand le support de la mesure ν est disjoint de elui de la mesure µ, la
mesure ν est d'entropie maximale dans le omplémentaire du support de µ (voir [11℄).
Les mesures ν ne sont pas ergodiques en général (par exemple si f([z : w : t]) = [z2 :
w2 : t2], elles ont en général trois omposantes ergodiques). En partiulier, le théorème
préédent assoié à l'inégalité de Ruelle (voir [23℄ ou le paragraphe 2) ne permet pas
d'obtenir que le plus grand exposant de Lyapunov de ν est supérieur à 0 en presque tout
point. Cependant, nous atteindrons e résultat en adaptant les arguments de R. Dujardin
(voir [15℄) à notre situation. Nous aurons don le
Théorème 2. Pour ν presque tout point x, le plus grand exposant de Lyapunov en x est
supérieur ou égal à
log(d)
2 .
Pour dérire la dynamique de f hors du support de µ, il nous reste à estimer le plus
petit exposant de Lyapunov de ν hors de e support. C'est l'objet du
Théorème 3. Supposons que ν ne harge pas les ourbes algébriques.
Alors, pour ν presque tout point x hors du support de µ, le plus petit exposant de
Lyapunov χ1(x) est négatif ou nul.
Les mesures ν sont don faiblement selles en dehors du support de µ.
Par ailleurs, dans le paragraphe 6, nous donnerons un exemple de mesure ν qui ne
harge auune ourbe algébrique pour laquelle le plus petit exposant de Lyapunov est nul.
Remarquons que si ν = T ∧S harge une ourbe algébrique alors elle-i est néessaire-
ment prépériodique. En eet, d'une part ν est invariante et d'autre part, omme T est à
potentiel höldérien, ν ne harge auun point. En partiulier, nous avons le
Corollaire. Si f ne possède auune ourbe périodique alors toutes les mesures ν = T ∧ S
onstruites préédemment ont leur plus petit exposant de Lyapunov négatif ou nul pour
presque tout point hors du support de µ.
Voii maintenant le plan de e texte : dans le premier paragraphe, nous minorerons
l'entropie de la mesure ν par log(d). La seonde et la troisième partie de et artile seront
onsarées à des rappels d'une part sur la théorie de Pesin et d'autre part sur les ourants
tissés (ou géométriques) introduits dans [12℄. Ensuite, le quatrième paragraphe démontrera
la minoration du plus grand exposant de Lyapunov de ν, tandis que le inquième traitera
de la majoration du plus petit. Enn, dans la sixième partie, nous donnerons l'exemple de
mesure ν qui rend le théorème 3 optimal.
Remeriements : Je tiens à remerier T.-C. Dinh et R. Dujardin pour leurs remarques
sur le fond et la forme de et artile.
1 Entropie métrique de la mesure ν








. Le ourant S vérie f∗S = dS. Par ailleurs, en tranhant e ourant
2
ave T , on obtient une mesure ν = T ∧ S qui est invariante par f .
L'objetif de e paragraphe est alors de démontrer le
Théorème. L'entropie métrique de ν est minorée par log(d).
Avant de passer à la démonstration de e théorème, nous allons faire quelques rappels
sur l'entropie.
1.1 Entropie métrique
Notons dn(x, y) = max0≤i≤n−1{d(f i(x), f i(y))} et Bn(x, ǫ) la boule de entre x et de
rayon ǫ pour ette métrique.
A partir du théorème de Brin-Katok (voir [7℄) nous pouvons dénir l'entropie métrique










Cette quantité dérit don la déroissane moyenne de la masse d'une boule dynamique
Bn(x, ǫ) pour ν.
Dans [1℄, E. Bedford et J. Smillie ont donné une méthode pour minorer l'entropie
métrique de ertaines mesures. Elle s'appuie sur la démonstration du prinipe variationnel
(voir [25℄) et plus préisément sur la







νnj onverge vers ν et σnj(Bnj (x, ǫ)) ≤ cnj pour toute boule dynamique Bnj (x, ǫ) alors :
hν(f) ≥ lim sup− 1
nj
log cnj .
1.2 Minoration de l'entropie de ν
La démonstration du théorème 1 va se faire en deux étapes. Dans la première, on va
utiliser la proposition préédente ave σn =
fn∗ω
dn ∧[L] (où ω est la forme de Fubini-Study de
P2(C)). Celle-i nous donnera alors, exatement omme dans [1℄, une mesure ν
′
d'entropie
minorée par log(d). Il restera alors à voir que ν et ν
′
sont égales.
1.2.1 Constrution d'une mesure d'entropie minorée par log(d)








vers S. La preuve étant la même que elle de E. Bedford et J. Smillie, nous passerons vite
sur ertains points.
Appliquons la proposition préédente à σn =
fn∗ω










où v0(f, n, ǫ) est le suprémum sur toutes les boules dynamiques Bn(x, ǫ) du volume de









n qui onverge vers ν
′
, on a :







En utilisant le théorème de Yomdin (voir [26℄) on obtient alors la minoration herhée.
Il reste à voir que ν et ν
′
sont égales. C'est l'objet du paragraphe suivant.
1.2.2 Minoration de l'entropie de ν
Commençons par rappeler brièvement la onstrution de T (voir [16℄ et [17℄).
Comme la forme f∗ω est ohomologue à dω, on a :
f∗ω
d
= ω + ddcu,
où u est une fontion lisse de P2(C).
En itérant ette relation, on obtient que :
f i∗ω
di

























































Le dernier terme est T ∧ Snj et onverge don vers ν ar T est à potentiel ontinu.
Par ailleurs, en appliquant au premier terme une fontion test Φ et en utilisant la














qui tend bien vers 0 quand j
roît vers l'inni.
Cela montre bien que ν et ν
′
sont égales.
2 Un peu de théorie de Pesin
Dans tout et artile, P2(C) sera muni d'une famille de artes holomorphes τx : C
2 7→
P2(C) ave τx(0) = x et (x, z) 7→ τx(z) loalement C∞.
Soient f un endomorphisme holomorphe de P2(C) et ν une mesure de probabilité
invariante.
Pour faire de la théorie de Pesin assoiée à f , nous allons dénir l'extension naturelle
P̂2(C) de (P2(C), f, ν) : 'est l'ensemble P̂2(C) = {x̂ = (..., x−n, ..., x0) ∈ P2(C)Z− , f(x−n) =
x−n+1}, des préhistoires des points de P2(C). Dans et espae f induit une appliation f̂
qui est le déalage à droite et si on note π la projetion anonique π(x̂) = x0, alors ν se
relève par π en une unique mesure de probabilité ν̂ invariante par f̂ qui vérie π∗ν̂ = ν.
Maintenant, à partir de fx = τ
−1
f(x) ◦ f ◦ τx, on peut dénir une appliation Df̂(x̂) de
X̂ à valeur dans Mat(2,C) en posant : Df̂(x̂) = Dfx(0) (où π(x̂) = x).
C'est à Df̂ que l'on va appliquer une extension du théorème d'Osedele (qui est valable
dans un adre non intégrable) et la théorie de Pesin.
Théorème. (Voir [22℄ p.35). Il existe un borélien invariant X̂ ⊂ P̂2(C) ave ν̂(P̂2(C) −
X̂) = 0 tel que pour tout x̂ dans X̂ on ait :
1) Une déomposition mesurable de C2 en espaes omplexes de la forme :
C2 = ⊕k(x̂)i=1 Ei(x̂)
qui vérie Df̂(x̂)Ei(x̂) = Ei(f̂(x̂)).
2) L'existene de fontions invariantes par f̂ (qui peuvent valoir −∞) :






log ‖A(x̂,m)v‖ = χi(x̂)
pour tout v ∈ Ei(x̂) \ {0}.
Ii les A(x̂,m) sont dénis par les relations :
A(x̂,m) = Df̂(f̂m−1(x̂)) ◦ · · · ◦Df̂(x̂) pour m > 0.









Les réels χi(x̂) sont les exposants de Lyapunov de f̂ . Par ailleurs, si on a π(x̂) = π(ŷ) =
x ave x̂ et ŷ dans X̂, on a k(x̂) = k(ŷ) et χi(x̂) = χi(ŷ). Cela permet don de dénir les
exposants de Lyapunov pour ν-presque tout point x.
Dans la suite, nous nous plaçons sur X̂
′
qui est l'ensemble des points de X̂ pour
lesquels k(x̂) = 2 ('est-à-dire ν̂ a deux exposants de Lyapunov distints) et χ1(x̂) > 0.





(A) = ν̂(A ∩ X̂ ′), on obtient une mesure invariante par f̂ pour laquelle log+ ‖(Df̂)−1‖
est intégrable (voir l'appendie A.1 de [21℄).
Nous pouvons don lui appliquer le théorème de γ-rédution de Pesin (voir [20℄) et ainsi
obtenir :
Théorème. (γ-rédution de Pesin (voir [20℄)).
Pour tout γ > 0, il existe une appliation Cγ : X̂
′ 7→ GL(2,C) et un borélien invariant
Ŷ






log ‖C±1γ (f̂m(x̂))‖ = 0
(on parle de fontion tempérée).
2) La matrie Aγ(x̂) = C
−1






eχi(x̂)−γ ≤ |µi(x̂)| ≤ eχi(x̂)+γ .
3) Enn, Cγ(x̂) envoie la déomposition standard de C
2
sur E1(x̂)⊕ E2(x̂).
Maintenant, si on note gx̂ la leture de fx dans es artes (i.e. gx̂ = C
−1
γ (f̂(x̂))◦fx◦Cγ(x̂)
où π(x̂) = x), on en déduit la proposition suivante (voir [20℄ p. 673) :
Proposition. Pour tout x̂ ∈ Ŷ ′ les gx̂ sont dénies sur des boules B(δ(x̂)) où δ(x̂) sont
des fontions tempérées.





. Enn si gx̂(w) =
Dgx̂(0)w + h(w) alors ‖Dwh‖ ≤ ‖w‖γδ(x̂) pour w ∈ B(δ(x̂)).
Remarque. Comme δ(x̂) est tempérée, nous pouvons supposer dans la proposition préé-
dente que e−γ < δ(f̂(x̂))δ(x̂) < e
γ
(voir [20℄ p. 668).
Signalons enn que les exposants de Lyapunov sont reliés à l'entropie par le
Théorème. Inégalité de Ruelle, as omplexe (voir [23℄).













Dans [12℄, T.-C. Dinh a démontré que le ourant S est tissé. Cela signie que son
support ontient beauoup de disques analytiques.
Dans e paragraphe, nous allons tout d'abord rappeler la notion de ourant tissé (que
nous appellerons ourant géométrique), puis nous étudierons l'intersetion de S ave T , en
suivant de près l'artile de R. Dujardin (voir [14℄).
3.1 Courants géométriques
Considérons un ouvert Ω de C2 et T un (1, 1) ourant positif.
Dénition 1. Le ourant T est uniformément géométrique dans Ω si pour tout x ∈
Supp(T ) ∩ Ω, il existe un bidisque B, un ouvert U de B ontenant x et une onstante




[Γ ∩ U ]dλ(Γ).
Ii G est l'ensemble des sous-ensembles analytiques de B de masse inférieure à c(B) et λ
est une mesure sur et espae ompat.
Remarquons que les Γ ne sont pas supposés disjoints.
De façon analogue aux ourants laminaires (voir par exemple [8℄, [10℄, [12℄ et [13℄), on
peut dénir :
Dénition 2. Un ourant T est géométrique dans Ω s'il existe une suite d'ouverts Ωi ⊂ Ω
ave ||T ||(∂Ωi) = 0 et une suite roissante (Ti)i≥0, Ti uniformément géométrique dans Ωi
tels que limi→∞ Ti = T .
3.2 Caratère géométrique de S
Dans notre ontexte, S est un ourant géométrique (voir [12℄). Cependant, nous allons
voir que de façon analogue à R. Dujardin pour le as laminaire, nous pouvons raner la
suite de ourants uniformément géométriques Sk qui roît vers S de sorte que T ∧Sk roisse
aussi vers T ∧ S.
On ommene par xer un ouvert Ω et deux projetions linéaires génériques π1 et π2.
On peut alors reouvrir Ω par une subdivision en 4-ubes anes :
Q = {π−11 (s1)× π−12 (s2) , (s1, s2) ∈ S1 × S2}
où S1 et S2 sont des déoupages de C en arrés de taille r. En remplaçant les ourants
laminaires par les ourants géométriques dans la preuve de R. Dujardin (voir Proposition
4.4 dans [14℄), on obtient la
Proposition 4. Il existe un ourant SQ ≤ S uniformément géométrique dans les Q ∈ Q
tel que MΩ(S − SQ) ≤ Cr2 (où C est une onstante universelle et MΩ est la masse dans
Ω).
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Nous allons expliquer brièvement la onstrution de R. Dujardin ar nous en aurons







et quitte à extraire une sous-suite on
pourra supposer que Sm onverge vers S.
Dans les omposantes onnexes de f i(L) au-dessus d'un arré sj de Sj (i.e. dans
π−1j (sj) ∩ f i(L)), on a un ertain nombre de disques qui sont des graphes au-dessus de
sj (qui peuvent éventuellement s'interseter entre eux). En moyennant les ourants d'in-
tégration sur les graphes qui ont une aire inférieure à
1
2 , on obtient ainsi deux ourants
Sm,Qj inférieurs à Sm et qui vérient :
〈Sm − Sm,Qj , π∗jω〉 ≤ Cr2.
Cette inégalité résulte de la formule de Riemann-Hurwitz et du fait que le genre de f i(L)
vaut 0.









où les CiQj sont des ourbes à bord dans
π−1j (∂Sj).









C'est un ourant uniformément géométrique dans les ubes de Q ar les ourbes CiQ1∪CiQ2
qui omposent Sm,Q sont à bord dans ∂Q. De plus, la suite Sm,Q vérie :
〈Sm − Sm,Q, π∗1ω + π∗2ω〉 ≤ Cr2.
Pour les valeurs d'adhérenes SQ de Sm,Q on a don bien :
MΩ(S − SQ) ≤ Cr2.
Enn, il est assez faile de voir que le ourant SQ est uniformément géométrique dans les
Q ∈ Q.
La proposition i-dessus est le point lé pour onstruire une suite Sk qui roît vers S
telle que T ∧Sk roisse vers T ∧S. En eet, si on reprend les arguments de R. Dujardin (voir
[14℄), on onstate que pour un quadrillage Q de taille r bien hoisi (i.e. bien positionné),
on a :
MΩ(T ∧ S − T ∧ SQ) ≤ ǫ(r).
Ii SQ est le ourant onstruit préédemment et ǫ(r) = Cω(G, r)
1/3
, où ω(G, r) est le
module de ontinuité du potentiel de T de rayon r et C est une onstante universelle. En
partiulier ǫ(r) est une suite qui tend vers 0 quand r déroît vers 0.
En itérant le proédé, on obtient don le
Théorème 5. Il existe une suite de subdivisions Qk de Ω et une suite Sk de ourants
uniformément géométriques dans les ubes de la subdivision telles que :
i) La suite de ourants Sk roît vers S.
ii) Celle des mesures T ∧ Sk roît vers T ∧ S.
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4 Minoration du plus grand exposant de Lyapunov de ν
Nous avons vu au début de et artile que l'entropie de ν est minorée par log(d). En







Nous allons maintenant raner e résultat. Plus préisément, en adaptant les arguments
de R. Dujardin (voir [15℄) à notre as qui est non inversible nous allons montrer le :
Théorème. Pour ν presque tout point x, le plus grand exposant de Lyapunov en x est
supérieur ou égal à
log(d)
2 .



















qui onverge aussi vers S, nous pourrons supposer que f i(L) n'a pas de multipliité.
Avant de donner l'idée de la preuve, remarquons que le théorème revient à démontrer
que l'ensemble {x , limn→∞ 1n log ‖Dxfn‖ < log(d)2 } est de mesure nulle pour ν (la limite
existe par le théorème sous-additif de Kingman). Autrement dit, il sut de montrer que
l'ensemble
Bα,n0 := {x , ∀n ≥ n0 ,
1
n
log ‖Dxfn‖ < (1− α) log(d)
2
}
est de mesure nulle pour ν pourvu que α soit petit et n0 grand.
Enn, quitte à onsidérer un reouvrement ni de P2 par des ouverts Ω et à prendre
un m grand, il sura don de majorer T ∧ Sm(Ωn) par ǫ où
Ωn := {x ∈ Ω , 1
n
log ‖Dxfn‖ < (1− α) log(d)
2
}.
Voii maintenant l'idée de la preuve.
Admettons que l'on puisse onstruire environ di+n disques onsistants dans f i+n(L).
Alors, si on n'a pas de problèmes liés à l'ensemble ritique, on obtient di+n préimages de
es disques dans f i(L). La plupart d'entre eux ont don une aire inférieure à Kd−n (ar
l'aire de f i(L) vaut di) et on a réé ainsi beauoup de points qui ne sont pas dans Ωn.
Le plan de la preuve du théorème sera don le suivant : dans un premier paragraphe,
nous allons onstruire es disques dans
fn∗ Sm
dn . Ensuite, on prendra les préimages de es
disques par fn et nous utiliserons un argument longueur-aire. Enn, la dernière partie sera
onsarée à la démonstration du théorème.
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4.1 Constrution des disques
Quitte à onsidérer un reouvrement ni de P2(C) par des ouverts U , nous pouvons
supposer que fn(Ωn) ⊂ U .
On onsidère maintenant un déoupage Q d'un voisinage de U en 4-ubes anes de
taille
1
k . Dans toute la suite le quadrillage sera onsidéré bien hoisi par rapport à la mesure
ν. En partiulier ν harge peu un petit voisinage du bord de Q (voir le lemme 4.5 dans
[14℄). Notons Qλ = ∪Qλ où les Qλ sont les homothétiques des Q ∈ Q de rapport λ. Quitte
à remplaer Ωn par l'ouvert Ωn ∩ f−n(Qλ), nous pourrons don supposer dans la suite que
fn(Ωn) ⊂ Qλ (ela fait hanger éventuellement m en un m′ plus grand).









, on peut onstruire un
ourant Rm,Q uniformément géométrique dans les ubes du quadrillage de Q et qui vérie

















où C est indépendante de m et n et d'autre part omme le quadrillage Q est supposé bien
hoisi par rapport à ν, il l'est pour T ∧ fn∗ Smdn pour des m grands (voir le lemme 4.5 de [14℄).
Dans la suite, on posera Rm,Q =
∫
[Γ]dνm,Q(Γ). Dans ette expression les Γ sont des
disques inlus dans les ubes de Q. Ce sont es disques de Rm,Q que l'on va tirer en arrière
par fn.
4.2 Tiré en arrière des disques
Dans la suite, nous allons jeter un ertain nombre de disques de Rm,Q de sorte à pouvoir
eetuer l'argument longueur-aire et ainsi réer beauoup de points qui ne seront pas dans




Fixons i ompris entre 0 et m− 1.
On ne onsidèrera que les Γ qui sont dans f i+n(L) ∩Qλ. En partiulier, omme Γ est
un graphe, fn(Ωn)∩Γ est inlus dans un disque Γ′ ⋐ Γ et le module de l'anneau Γ \Γ′ est
minoré par une onstante indépendante de Γ (qui ne dépend que de k et de ǫ).
Comme la ourbe f i+n(L) n'a pas de multipliité, on peut tirer en arrière par fn les
disques Γ. On notera (Γ)−nj et (Γ
′
)−nj les préimages de Γ et Γ
′
qui sont dans f i(L). Le





(ar f i(L) est d'aire di). Si on désigne par D(i) l'ensemble de es disques et qu'on les retire
à Rm,Q, on enregistre une perte
∫
D(i)∩Qλ
T ≤ C(k)di+nK .
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Enn, si on onsidère un disque Γ que l'on n'a pas enlevé, on a
Diamètre((Γ
′
)−nj ) ≤ C(k, ǫ)
√
Kd−n/2
grâe à un argument longueur-aire (voir l'appendie de [6℄).
Alors, quitte à onsidérer un disque intermédiaire entre Γ
′
et Γ, on obtient grâe aux
inégalités de Cauhy (omme dans [15℄) :
‖Df−nj (p)v(p)‖ ≤ C(k,K, ǫ)d−n/2
pour p ∈ Γ′ et un ertain veteur unitaire v(p). Ii f−nj désigne la branhe inverse de fn
qui envoie Γ sur (Γ)−nj .
Ces points f−nj (p) vérient ‖Dfn(f−nj (p))‖ ≥ d
n/2
C(k,K,ǫ) et ils ne peuvent don pas ap-
partenir à Ωn (si n est susamment grand).
4.3 Démonstration du théorème
Rappelons que nous devons voir que
T ∧ Sm(Ωn) ≤ ǫ.
Si p est un point de Ωn, alors f
n(p) est soit dans un des disques que l'on a enlevés à Rm,Q,
soit dans la partie de
fn∗ Sm
dn où il n'y a pas de disque de Rm,Q. Autrement dit, en utilisant
la relation fn∗ (T ∧ Sm) = T ∧ f
n
∗ Sm
dn et l'estimée de perte que l'on avait obtenue, on a :






+ ǫ(k) ≤ ǫ
pour k puis K bien hoisies.
5 Majoration du plus petit exposant de Lyapunov de ν
Dans e paragraphe ν désigne toujours la mesure T ∧ S.
Nous voulons ii montrer le
Théorème. Supposons que ν ne harge pas les ourbes algébriques.
Alors, pour ν presque tout point x hors du support de µ, le plus petit exposant de
Lyapunov χ1(x) est négatif ou nul.
Voii le plan de la démonstration. Dans un premier paragraphe, nous allons montrer
que la mesure de {x /∈ Support(µ) , χ2(x) = χ1(x) > 0} est nulle. Les exposants étant
égaux, nous pourrons en partiulier utiliser les travaux de F. Berteloot et C. Dupont (voir
[2℄) sur les linéarisations le long d'orbites négatives. Dans le seond paragraphe on verra
que la mesure de {x /∈ Support(µ) , χ2(x) > χ1(x) > 0} vaut 0. Cette fois-i les exposants
étant disjoints, nous aurons une diretion stable (donnée par le plus petit exposant) et une
diretion instable. Dans e ontexte, nous pourrons en partiulier utiliser la tranformée de
graphe.
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5.1 Majoration de la mesure de {x 6∈ Support(µ) , χ2(x) = χ1(x) > 0}
Avant de passer à l'estimation de ette mesure, nous allons faire quelques rappels sur
le proédé de branhes inverses de J.-Y. Briend et J. Duval (voir [5℄) ainsi que sur la
linéarisation de F. Berteloot et C. Dupont (voir [2℄).
5.1.1 Rappels
On reprend les notations du paragraphe 2. En partiulier τx désigne une bonne famille
de artes holomorphes de P2 et fx = τ
−1
f(x) ◦ f ◦ τx. Dans la suite nous noterons aussi :
fnx = τ
−1
fn(x) ◦ fn ◦ τx = ffn−1(x) ◦ · · · ◦ fx
et pour x̂ dans l'extension naturelle P̂2(C),
f−nx̂ = f
−1
x−n ◦ · · · ◦ f−1x−1
(quand ette expression est bien dénie). On notera aussi X̂ l'ensemble des bons points de
Pesin pour ν̂ (voir le paragraphe 2).
Le borélien X̂
′
= {x̂ ∈ X̂ , χ1(x̂) = χ2(x̂) , χ1(x̂) > 0} est invariant par f̂ . En parti-
ulier, si on onsidère la mesure ν̂ ′ dénie par ν̂ ′(A) = ν̂(A ∩ X̂ ′), on obtient une mesure
invariante pour laquelle log+ ‖(Df̂)−1‖ est intégrable (voir l'appendie A.1 de [21℄).
En partiulier nous pouvons utiliser d'une part les résultats de J.-Y. Briend et J. Duval
(voir [5℄ et [4℄) et d'autre part le proédé de linéarisation de F. Berteloot et C. Dupont
(voir [2℄) pour la mesure ν̂ ′ et ainsi obtenir le
Théorème. [5℄ et [2℄.
Soient γ et R susamment petits. Il existe un borélien Ŷ
′ ⊂ X̂ ′ ave ν̂(X̂ ′ − Ŷ ′) = 0
et des fontions mesurables η : Ŷ
′ →]0, R], F : Ŷ ′ →]0,+∞[, C : Ŷ ′ → [1,+∞[ et
S : Ŷ
′ →]0, R] tels que pour tout x̂ ∈ Ŷ ′ et tout n dans N on ait :
1) f−nx̂ est dénie sur B(0, η(x̂)).
2) Lipf−nx̂ ≤ C(x̂)e−n(χ1(x̂)−γ/2).
3) ‖D0fnx−n‖ ≤ F (x̂)en(χ2(x̂)+γ).
4) S ≤ η et D0f−nx̂ (B(0, S(x̂))) ⊂ f−nx̂ B(0, η(x̂)).
Remarque. Les deux premiers points proviennent du fait que χ1(x̂) > 0 (voir [5℄ et [4℄). Le
troisième est une onséquene direte de la théorie de Pesin. Enn le dernier point est le
seul qui utilise que χ1(x̂) = χ2(x̂) (voir [2℄).
5.1.2 Majoration de la mesure de {x 6∈ Support(µ) , χ2(x) = χ1(x) > 0}
Voii le plan de ette majoration.
Après un premier paragraphe onsaré à des préliminaires, nous verrons dans le seond
que montrer que la mesure de E1 = {x /∈ Support(µ) , χ2(x) = χ1(x) > 0} est nulle revient




Commençons par ramener la majoration de E1 à elle d'un borélien Ê1(n) qui aura de
bonnes propriétés de réurrene et d'uniformité.
Remarquons tout d'abord qu'il nous sut de voir que ν({x ∈ E1 , χ1(x) ≥ β > 0}) est




où π est la projetion de P̂2(C) sur P2(C) et X̂ est l'ensemble des bons points de Pesin
(voir le paragraphe 2).
Ce dernier ensemble π−1(E1) ∩ X̂ est inlus dans
Ê1 = {x̂ ∈ X̂ , π(x̂) /∈ Support(µ) , χ2(x̂) = χ1(x̂) ≥ β}
(ar la dénition des exposants de Lyapunov ne dépend que des trajetoires positives).
La majoration de ν(E1) se ramène don à elle de ν̂(Ê1).
Ensuite, si on reprend les notations du théorème préédent, on onstate que quitte à
remplaer Ê1 par
Ê1,p = {x̂ ∈ Ê1 ∩ Ŷ ′ , d(π(x̂),Support(µ)) ≥ 1
p
, S(x̂) ≥ 1
p
, C(x̂) ≤ p , F (x̂) ≤ p}
pour p grand, on pourra supposer dans la suite que nous avons es ontrles.










Démonstration. Il sut d'utiliser d'une part la déomposition de ν̂ en mesures ergodiques








n(Ê1) ∩ Ê1) = (ν̂α(Ê1))2.
En eet, grâe à e lemme, pour démontrer que ν̂(Ê1) (et don ν(E1)) est de mesure
nulle, il nous sura de montrer que ν̂(Ê1(n)) est petit pour n assez grand (ave Ê1(n) =
f̂n(Ê1) ∩ Ê1). Ê1(n) est le bon borélien que l'on herhait.
Maintenant, grâe au proédé de linéarisation (point 4 du théorème préédent), nous
avons la
Proposition. Il existe ρ > 0 tel que :
∃n0 , ∀n ≥ n0 , ∀x̂ ∈ Ê1
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on a :






Démonstration. Faisons un raisonnement par l'absurde.





(B(0, 14p))) soit majoré par
1
l .






(u) est dénie sur B(0, 1p) et son image
est inluse dans B(0, R) (voir le point 4 du théorème préédent). Quitte à extraire une
sous-suite, gnl onverge don vers une fontion holomorphe g : B(0,
1
p) 7→ B(0, R).
Maintenant, on a d'une part D0g qui est égal à I et d'autre part le diamètre intérieur
de g(B(0, 14p)) qui vaut 0. On obtient alors une ontradition par le théorème d'inversion
loale.
2) Branhes inverses
Commençons par reouvrir P2 par des boules B telles que τ−1x (B) ⊂ B(0, ρ) pour tout
x de B (ρ est une onstante petite qui vérie les onlusions de la proposition préédente).
Ensuite nous appellerons bonne omposante de f−n(B) un ouvert de la forme τy−n ◦
f−nŷ ◦ τ−1y0 (B) ave y0 ∈ B et ŷ ∈ Ê1(n).
Nous avons alors (omme dans [5℄) :
ν̂(Ê1(n) ∩ π−1(B)) = ν̂(f̂−n(Ê1(n) ∩ π−1(B))) ≤ ν(π(f̂−n(Ê1(n) ∩ π−1(B))))
ar π∗ν̂ = ν.
Mais π(f̂−n(Ê1(n) ∩ π−1(B))) est inlus dans l'union des bonnes omposantes de
f−n(B) (que nous noterons ∪BC) 'est-à-dire
ν̂(Ê1(n) ∩ π−1(B)) ≤ ν(∪BC).
Par ailleurs, remarquons qu'une bonne omposante i-dessus évite un
1
2p -voisinage du sup-
port de µ (ar d'une part les bonnes omposantes ontiennent un point qui est hors d'un
1
p -voisinage du support de µ par dénition de Ê1(n) et d'autre part les bonnes omposantes
sont de diamètre exponentiellement petit par le point 2 du théorème du paragraphe 5.1.1).
3) Calul de ν(∪BC)
Cette opération va se dérouler en trois étapes.
Dans la première, nous allons faire des simpliations géométriques : nous remplaerons
ν par T ∧ SQ où SQ est un ourant uniformément géométrique et on verra que grâe à la
linéarisation, les bonnes omposantes seront presque des ellipsoïdes.
Après ette opération, nous aurons à démontrer trois faits. Le premier est que T ∧
[Γ](BC) ≤ Cd−n pour un disque Γ de SQ et BC une bonne omposante. Le seond est
que la mesure des graphes (pour la mesure sur les graphes de SQ) qui oupent une bonne
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omposante tend vers 0 quand n roît vers l'inni. Enn, nous verrons que le nombre de
bonnes omposantes de f−n(B) qui évitent le petit voisinage du support de µ est majoré
par Cdn.
Après avoir démontré es trois faits, nous aurons que T ∧ SQ(∪BC) sera majoré par
CdnT ∧ SQ(BC) ≤ CdnCd−nǫ(n) qui est la majoration herhée.
i) Simpliations géométriques Quitte à onsidérer un reouvrement ni de P2(C)
par des ouverts Ω, nous pouvons supposer que ∪BC est inlus dans Ω. On peut onstruire
un déoupage d'un voisinage de Ω en 4-ubes anes et un ourant SQ =
∫
[Γ]dνQ(Γ)
uniformément géométrique dans les ubes de e quadrillage tels que la diérene (T ∧ S −
T ∧ SQ)(Ω) soit aussi petite que l'on veut (voir le paragraphe 3). Nous pouvons supposer
de plus que ν harge très peu un petit voisinage du bord de Q et alors notre majoration
de ν(∪BC) se ramène à elle de T ∧SQ(∪BC) pour les bonnes omposantes qui évitent un
petit voisinage du bord de Q. Comme préédemment, nous noterons toujours ∪BC l'union
de es bonnes omposantes.
Expliquons maintenant pourquoi les bonnes omposantes ressemblent à des ellipsoïdes.
Notons ii B−ni = τy−n ◦ f−nŷ ◦ τ−1y0 (B) une des bonnes omposantes de f−n(B).
D'après la proposition préédente, nous savons que




On en déduit don que B−ni ⊂ τy−nD0f−nŷ B(0, 14p) et D0f−nŷ B(0, 14p) est bien un ellipsoïde.
ii) Démonstration des trois faits
α) Calul de T ∧ [Γ](τy−nD0f−nŷ B(0, 14p)) Par onstrution Γ est un graphe (i.e. de




p) est majoré par e
−χ1(ŷ)n+γn
.
Par ailleurs, nous avons des ontrles uniformes d'une part sur les τ−1y−n et d'autre part




p) est un peu loin
du bord de Q). La partie Γ0 de τ−1y−n(Γ) suseptible de renontrer D0f−nŷ B(0, 1p) se met
don sous la forme d'un graphe (z, ψ(z)) où z est dans un disque D0 de taille e
−χ1(ŷ)n+γn
et |ψ′(z)| ≤ e−χ1(ŷ)n+γn sur D0 (on s'est plaé dans un repère où l'axe des absisses est





















y−nT ∧ [Γ0] va se faire
par un argument de apaité.
En eet, notons Ei = D0f−nŷ B(0, 1ip) (i = 1, 2, 3, 4), D
′
= π(Γ0 ∩ E4) et D = π(Γ0 ∩ E1)
(où π est la projetion du graphe Γ0 sur l'axe des absisses).
Alors, si on a une fontion G psh dans τy−n(E1) ave 0 ≤ G ≤ Cd−n dans et ensemble
et ddcG = T , on aura :∫
E4







ddcG ◦ τy−n ◦ π−1
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(on onsidère π omme un biholomorphisme de Γ0 ∩ E4 sur D′).
Enn omme 0 ≤ G ≤ Cd−n sur τy−n(E1) on a 0 ≤ G ◦ τy−n ◦ π−1 ≤ Cd−n sur D et
alors ∫
τy−n(E4)
T ∧ [Γ] ≤ Cap(D′ ,D)Cd−n.
Pour obtenir la majoration de
∫
τy−n (E4)
T ∧ [Γ] par Cd−n il reste don d'une part à voir que
Cap(D
′
,D) est bornée par une onstante uniforme et d'autre part à onstruire la fontion




Notons∆ l'axe des absisses qui est tangent à Γ0. On a d'une partD
′ ⊂ ∆∩E3 et d'autre
part ∆ ∩ E2 ⊂ D (ar |ψ′ | ≤ e−χ1(ŷ)n+γn, ‖D0fny−n‖ ≤ peχ2(ŷ)n+γn et 2χ1(ŷ) > χ2(ŷ)).
Cela implique don que Cap(D
′
,D) ≤ Cap(∆ ∩ E3,∆ ∩ E2) et il est lair que ette
dernière quantité est majorée par une onstante uniforme.
Constrution de G :
Notons π0 la projetion de C
3
sur P2 et G0 ◦ σ la fontion de Green de f dénie sur
une boule τy0B(0, η(ŷ)) qui ontient B (ii σ est une setion loale de π0).
G0 ◦ σ vérie ddc(G0 ◦ σ) = T et |G0 ◦ σ| ≤ C2 (voir [17℄). Par ailleurs on notera f−ni la
branhe inverse de fn telle que τy−nE1 ⊂ f−ni (τy0B(0, η(ŷ))) (voir le point 4 du théorème
de la setion 5.1.1).
Maintenant, en utilisant le lemme 2.3 de Ueda (voir [24℄), on peut onstruire une setion
σn de π0 telle que F
n ◦ σn = σ ◦ fn sur f−ni (τy0B(0, η(ŷ))) (ii F est un relevé polynomial
de f par π0). La fontion G = G0 ◦ σn + C2dn vérie alors les onditions que l'on voulait.
β) Majoration de la mesure des graphes de SQ qui oupent τy−n(E4) Il s'agit
ii de voir que νQ({Γ qui oupent τy−n(E4)}) ≤ α pour n grand.
Remarquons tout d'abord que nous pouvons enlever les bonnes omposantes qui sont
dans un petit voisinage de {ν(S, x) ≥ α} (où ν(S, x) est le nombre de Lelong de S en x).
En eet, ν ne hargeant pas {ν(S, x) ≥ α}, e voisinage V est de mesure aussi petite que
l'on veut. Il s'agira alors dans la suite de majorer T ∧SQ(∪BC) où ∪BC désigne les bonnes
omposantes qui évitent V .
Maintenant, si on onsidère un point x hors de V , on a l'existene d'un r0(x) pour
lequel S ∧ω(B(x, r)) < αr2 si r ≤ r0(x) (nous supposerons de plus que r0(x) est très petit
devant le diamètre intérieur de V et la distane minimale entre une bonne omposante et
le bord de Q).
En utilisant un argument de ompaité sur P2 \ V , on en déduit que toute bonne
omposante est inluse dans une boule B(x, r0(x)2 ) pourvu que n soit grand. On a don




4 π = r0(x)
2α par le théorème de Lelong.
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γ) Majoration du nombre de bonnes omposantes Si on xe une boule B ⊂
τx(B(0, ρ)) (x ∈ B), on veut majorer le nombre N de bonnes omposantes de f−n(B) hors
d'un
1
2p -voisinage du support de µ par Cd
n
.
Remarquons que tout point a de B a au moins N antéédents hors du 12p -voisinage du
support de µ.
Nous allons maintenant majorer e nombre d'antéédents en utilisant un résultat de
J.E. Fornæss et N. Sibony (voir [18℄).
Si Φ est une fontion C∞ à support ompat, omprise entre 0 et 1, et qui vaut 1 sur
un
1
3p -voisinage du support de µ et 0 hors d'un
1





















En partiulier, si a est un point de B on a λn(a,Φ) ≤ 1d2n (d2n −N) d'où
|λn(a,Φ)−
∫
Φdµ| = |λn(a,Φ)− 1| ≥ N
d2n
.
























qui onduit à la majoration de N par la quantité souhaitée.
iii) Majoration de la mesure de E1 Il s'agit ii de majorer T ∧ SQ(∪BC).
Mais :
T ∧ SQ(∪BC) ≤ Cdnmax
BC
T ∧ SQ(BC),
ar le nombre de bonnes omposantes est majoré par Cdn, d'où
T ∧ SQ(∪BC) ≤ CdnCd−nmax
BC
(νQ({Γ qui oupent BC})),
ar T ∧ [Γ](BC) ≤ Cd−n, e qui implique bien que
T ∧ SQ(∪BC) ≤ ǫ
dès que n est grand puisque max
BC
(νQ({Γ qui oupent BC})) est aussi petit que l'on
veut.
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5.2 Majoration de la mesure de {x 6∈ Support(µ) , χ2(x) > χ1(x) > 0}
Avant de démontrer que la mesure de et ensemble est nulle, nous allons ommener
par quelques préliminaires.
5.2.1 Préliminaires
Le but de e paragraphe est de ramener la majoration de la mesure de E2 = {x /∈
Support(µ) , χ2(x) > χ1(x) > 0} à elle de E2(i, j) où E2(i, j) est un ensemble qui aura
de bonnes propriétés d'uniformité et de réurrene.
Remarquons tout d'abord qu'il nous sut de voir que ν({x ∈ E2 , χ1(x) ≥ β >





où π est la projetion de P̂2(C) sur P2(C) et X̂ est l'ensemble des bons points de Pesin
(i.e. les points qui vérient les onlusions du premier théorème du paragraphe 2).
Ce dernier ensemble π−1(E2) ∩ X̂ est inlus dans
Ê2 = {x̂ ∈ X̂ , π(x̂) /∈ Support(µ) , χ1(x̂) ≥ β > 0 , χ2(x̂)− χ1(x̂) ≥ β}
(ar la dénition des exposants de Lyapunov ne dépend que des trajetoires positives).
La majoration de ν(E2) se ramène don à elle de ν̂(Ê2).
Ensuite, puisque sur Ê2 les exposants sont stritement positifs, on peut onstruire Ŷ
′
ave ν̂(Ê2−Ŷ ′) = 0 pour lequel tous les points x̂ ∈ Ŷ ′ vérient les points 1 et 2 du théorème
du paragraphe 5.1.1 ainsi que les onlusions du deuxième théorème du paragraphe 2.
En reprenant alors les notations de e théorème ainsi que elles du paragraphe 2, on
onstate que quitte à remplaer Ê2 par
Ê2,p = {x̂ ∈ Ê2∩Ŷ ′ , d(π(x̂),Support(µ)) ≥ 1
p
, C(x̂) ≤ p, η(x̂) ≥ 1
p




pour p grand, on pourra supposer dans la suite que nous avons es ontrles.
Nous allons maintenant donner des propriétés de réurrene à Ê2.
En utilisant le lemme 6 de la partie préédente en temps négatif au lieu du temps positif,
on en déduit que montrer que ν̂(Ê2) est nul déoule du fait que ν̂(f̂
−i(Ê2) ∩ Ê2) est petit
pour i assez grand. De même, si on note Ê2(i) = f̂
−i(Ê2)∩ Ê2 et que l'on utilise à nouveau
e lemme en temps négatif, nous sommes ramenés à montrer que ν̂(f̂−j(Ê2(i))∩ Ê2(i)) est
petit ave i, j assez grands, pour démontrer que ν(E2) est nul.
Enn, si on projette sur P2 on obtient :
ν̂(f̂−j(Ê2(i)) ∩ Ê2(i)) ≤ ν(π(f̂−j(Ê2(i)) ∩ Ê2(i))) = ν(E2(i, j))
où
E2(i, j) = {x0 , ∃x̂ ∈ f̂−j(Ê2(i)) ∩ Ê2(i) ave π(x̂) = x0}.
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Remarque. Si on veut éviter les problèmes de mesurabilité de E2(i, j), on pourra remplaer
dans la suite E2(i, j) par son adhérene.
L'ensemble E2(i, j) est elui que l'on herhait et par e que l'on a fait, montrer que
ν(E2) est nul déoule du fait que ν(E2(i, j)) est petit.
Avant de passer à la majoration de ν(E2(i, j)) faisons une dernière modiation.
Si x est un point de π(Ê2), on notera ES(x) l'image de E1(x̂) par D0τx (ii x̂ ∈ Ê2
et π(x̂) = x). L'espae ES(x) est la diretion stable en x. Par ailleurs et espae est bien
déni ar si x = π(x̂) = π(ŷ) ave x̂ , ŷ ∈ Ê2, alors E1(x̂) = E1(ŷ) (en eet en x̂ et ŷ, les
deux exposants de Lyapunov sont distints).
Par le théorème de Lusin, il existe un ompat K de mesure presque pleine pour ν sur
lequel x 7→ ES(x) est ontinue. Alors dans la suite, on herhera à majorer la mesure de
E2(i, j) ∩ f−j(K) pour ν. Nous noterons toujours E2(i, j) et ensemble.
5.2.2 Majoration de ν(E2(i, j))
Avant de donner l'idée de la preuve, nous allons faire la rédution géométrique habituelle.
Quitte à onsidérer un reouvrement ni de P2(C) par des ouverts Ω, on peut supposer
que E2(i, j) ⊂ Ω. Maintenant, on peut onstruire un déoupage Q d'un voisinage de Ω en
4-ubes anes et un ourant SQ uniformément géométrique dans les ubes de Q tels que
la diérene (T ∧S − T ∧SQ)(Ω) soit aussi petite que l'on veut. Par ailleurs, si Q est bien
hoisi, ν harge peu un petit voisisnage du bord de Q. Autrement dit, si on note Q un
ube de Q et Qλ son homothétique de rapport λ, il sura de majorer dans la suite













T ∧ [f j(Γ)]dνQ(Γ).
Remarque. La dernière ériture est un peu abusive ar on pourrait avoir de la multipliité.
Cependant, omme elle-i ne joue auun rle, on fera et abus : les ourbes f j(Γ) seront
supposées sans multipliité dans toute la suite de la démonstration.
Voii maintenant le plan de la preuve.
Dans un premier paragraphe, nous allons onstruire des disques dans les ourbes f j(Γ).













T ∧ [f j(Γ)]dνQ(Γ)







Ensuite les disques Dα(Γ) seront séparés en deux atégories : eux qui sont prohes de la












Voii le plan de e paragraphe : dans un premier temps on va faire un déoupage du
but, 'est-à-dire on va quadriller un ouvert U qui ontient essentiellement f j(Γ) en 4-
ubes anes. Puis on omplètera les ourbes f j(Γ) de sorte à enlever les problèmes liés au
bord et enn on onstruira un ourant uniformément géométrique qui approximera bien∫ [fj(Γ)]
dj
dνQ(Γ).
i) Déoupage du but Quitte à onsidérer un reouvrement ni de P2 par des ouverts
U , on pourra supposer que f j(E2(i, j)) ⊂ U .
On onsidère maintenant un déoupage Q′ d'un voisinage de U en 4-ubes anes de
taille
1
l . Rappelons que Q
′
est de la forme













où S ′1 et S
′
2 sont des quadrillages de C de taille
1
l . Dans la suite e quadrillage sera supposé
bien hoisi par rapport au ourant
∫ [fj(Γ)]
dj
dνQ(Γ) et à la mesure ν. Cela signie que
T ∧ ∫ [fj(Γ)]
dj
dνQ(Γ) et ν hargent peu un petit voisinage du bord de Q′ (voir le lemme 4.5
de [14℄). La position du quadrillage Q′ dépend don de j mais sa taille (i.e. 1l ) sera toujours











, on pourra supposer que f j(E2(i, j)) ⊂ Q′λ′ quitte à remplaer E2(i, j) par
E2(i, j) ∩ f−j(Q′λ′ ). Ii λ
′
ne dépend que de ν.
ii) Complétion de f j(Γ) Il s'agit ii d'enlever le problème que rée le bord de f j(Γ)
dans la onstrution des disques dans ette ourbe.
Remarquons tout d'abord que l'on peut enlever les Γ du support de νQ pour lesquels
Aire(f j(Γ)) est supérieure à Kdj . En eet, si G désigne l'ensemble de es Γ, on a :
KdjνQ(G) ≤
∫ ∫
[f j(Γ)] ∧ ωdνQ(Γ) ≤
∫
f j∗SQ ∧ ω ≤
∫
f j∗S ∧ ω = dj .
Autrement dit, νQ(G) ≤ 1K et le fait d'enlever es graphes Γ à T ∧ SQ modie peu ette
mesure.
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Ensuite, quitte à hanger Q en un ube un peu plus petit, nous pouvons supposer que
la longueur de ∂f j(Γ) est majorée par Kdj/2 (en utilisant un argument longueur-aire).
Expliquons maintenant omment on omplète les ourbes f j(Γ).




1 et un graphe ∆
′
d'une fontion holomorphe au-dessus
de elui-i d'aire inférieure à
1
2 . Supposons que l'intersetion entre ∆
′
et f j(Γ) ontienne
un ouvert de ∆
′
. En utilisant une inégalité isopérimétrique, on onstate que ∆
′
vérie un
des as suivants :
- Soit Longueur(π1(∂f




l . Ii δ
′
est une onstante petite qui sera
préisée plus loin.





l mais l'aire de π1(f


















- Soit f j(Γ) ⋐ ∆
′
n'est pas onnée près du bord et alors la masse pour T de f j(Γ) est
négligeable (si δ
′
est petit). Quitte à enlever es Γ à T ∧SQ (e qui ne hange presque pas
ette mesure), on pourra supposer qu'auun Γ ne vérie e dernier as.
Ce sont les omposantes ∆
′
des deux premières atégories que l'on ajoute à f j(Γ).




1 puis ave S
′
2, on obtient ainsi
un prolongement f˜ j(Γ) de f j(Γ).
Remarque. A e stade de la démonstration f˜ j(Γ) peut être égal à f j(Γ). En eet rien ne
dit que l'on peut eetivement ompléter f j(Γ).
Dans la suite nous verrons que les graphes ∆
′
que nous arriverons à ajouter à f j(Γ)
seront des limites de graphes ontenus dans des ourbes du type fp(L).
iii) Constrution du ourant uniformément géométrique La onstrution est
la même que elle dérite après la proposition 4 du paragraphe 3.2.







i) ∩ f˜ j(Γ)), on a un ertain nombre de disques qui sont des graphes au-dessus de
s
′
i (qui peuvent éventuellement s'interseter entre eux). En sommant les ourants d'inté-
gration sur les graphes qui ont une aire inférieure à
1
2 , on obtient ainsi deux ourants















sont des ourbes à bord dans π−1i (∂S
′
i). En













où lesDα(Γ) sont des disques dans les ubesQ
′
deQ′ . Le ourant Rj = 1dj
∫ ∑
[Dα(Γ)]dνQ(Γ)
ainsi onstruit est uniformément géométrique dans les ubes Q
′
















Ii C est indépendante de j.
Démonstration. Considérons les ourants Sm,Q =
∫
[Γ]dνm,Q(Γ) qui approximent le ourant
S (voir le paragraphe 3.2).
L'inégalité i-dessus est alors vraie en remplaçant νQ par νm,Q et Rj par Rj,m (où




exatement omme dans la proposition 4, de la formule de Riemann-Hurwitz et du fait que
le genre d'une ourbe fp(L) (p ∈ N) vaut 0. Par ailleurs dans ette nouvelle inégalité le C
est indépendant de m et de j.
Maintenant, l'appliation F (Γ) = 〈[f˜ j(Γ) ∩ Q′
λ′
] −∑[Dα(Γ) ∩ Q′λ′ ], π∗1ω + π∗2ω〉 est
semi-ontinue inférieurement.
On obtient don le lemme en passant à la limite sur les mesures νm,Q.















est majorée par ǫ(l) qui est une suite qui tend vers 0 quand l roît vers l'inni (voir le
paragraphe 3). Cela résulte d'une part du lemme préédent et d'autre part qu'étant donné
que le quadrillage Q′ est supposé bien hoisi par rapport à T ∧ ∫ [fj(Γ)]
dj




T ∧ [f˜ j(Γ)]dνQ(Γ)−
∫
T ∧Rj
(voir le lemme 4.5 de [14℄).
Par ailleurs, omme nous l'avons dit dans le paragraphe 3.2, la suite ǫ(l) est indépen-
dante de j.








Ce sont maintenant les disques Dα(Γ) que nous allons séparer en deux atégories. Par
ailleurs, omme f j(E2(i, j)) ⊂ Q′λ′ , on ne onsidèrera dans la suite que les disques Dα(Γ)




Fixons δ > 0 et Q
′
un ube de Q′ . Nous pouvons supposer que la variation de la pente





4 (quitte à redéouper les disques Dα(Γ) via un sous-
quadrillage de Q′). De plus, la fontion x 7→ ES(x) étant ontinue sur f j(E2(i, j)), nous
pouvons aussi supposer que sur les Q
′
λ′
, la variation de ette fontion est inférieure à
δ
4 .
Maintenant, si Dα(Γ) est un disque de f˜ j(Γ) tel que
∫
fj(E2(i,j)∩Γ∩Qλ)
T ∧ [Dα(Γ)] > 0
alors néessairement Dα(Γ) ontient des points de π(Ê2). La séparation des disques Dα(Γ)
se fait de la façon suivante. Nous noterons D1 l'ensemble des disques qui ontiennent un
point x de π(Ê2) ave l'angle entre la tangente à Dα(Γ) en x et ES(x) supérieur à δ. Les
autres disques Dα(Γ) (qui sont don prohes de la diretion stable) onstituent l'ensemble


























Nous savons que le nombre de disques Dα(Γ) dans f˜ j(Γ) est majoré par C(l)d
j
. En
eet les disques que l'on a ajoutés à f j(Γ) pour obtenir f˜ j(Γ) ontiennent soit un moreau












l2 . An de simplier les expressions, nous supposerons dans la suite que
C(l) ≤ 1. De la même façon, la mesure νQ sera onsidérée de masse 1.








en admettant ertaint points que nous démontrerons ensuite.
On déoupe P2 en ouverts disjoints simplement onnexes B tels que τ−1x (B) ⊂ B(0, 14p4 )
pour tout x de B. Ensuite, nous noterons ∪BC l'union des bonnes omposantes dans les
f−i(B) (i.e. des ouverts de la forme τy−i ◦f−iŷ ◦τ−1y0 (B) ave ŷ et f̂−i(ŷ) dans Ê2 et y0 dans
B).
Remarquons que par dénition de E2(i, j), nous pouvons reouvrir f
j(E2(i, j)) par
des bonnes omposantes τy−i ◦ f−iŷ ◦ τ−1y0 (B) ave y−i ∈ f j(E2(i, j)). Par ailleurs, si i
est assez grand, elles-i évitent un petit voisinage du support de µ. En eet, d'une part
d(π(x̂),Support(µ)) ≥ 1p si x̂ est dans Ê2 (voir le paragraphe 5.2.1) et d'autre part, les
bonnes omposantes sont de diamètre exponentiellement petit (voir le point 2 du théorème
du paragraphe 5.1.1). Le nombre des bonnes omposantes qui reouvrent f j(E2(i, j)) est
don majoré par Ndi (voir le paragraphe γ de la setion 5.1.2).
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Nous verrons que si BC est une de es bonnes omposantes alors
∫
BC
T ∧ [Dα(Γ)] ≤
















bonnes omposantes (ar elles-i sont disjointes). De plus, es bonnes omposantes
sont inluses dans un (e−βi+γi)-voisinage V de e disque (par le point 2 du théorème de la
setion 5.1.1). Nous verrons que la mesure ǫ(i) pour ν de e voisinage tend vers 0 quand i
roît vers l'inni et ei uniformément sur les disques Dα(Γ).








par ǫ− ǫ(i) ave f j(E2(i, j)) qui évite V .
Comme préédemment, si e n'est pas la as, on obtient un disque Dα(Γ) ave∫
fj(E2(i,j)∩Γ∩Qλ)
T ∧ [Dα(Γ)] ≥ ǫ− ǫ(i).




bonnes omposantes qui sont disjointes des préé-
dentes.







di bonnes omposantes hors d'un petit voisinage du
support de µ.
En itérant maintenant le proédé et en utilisant le fait qu'il y a au plus Ndi bonnes




T ∧[Dα(Γ)] ≤ ǫ−kǫ(i) (ave i grand). Ii E2(i, j) est le E2(i, j)
initial auquel on a enlevé k voisinages du même type que V .
Nous avons don la majoration que nous voulions.




[Dα(Γ)] ≤ Cd−i où BC est une bonne omposante de f−i(B) et la majoration de la mesure




T ∧ [Dα(Γ)] par Cd−i Rappelons d'une part que l'on onsid-
ère ii une bonne omposante BC = τy−i ◦f−iŷ ◦τ−1y0 (B) (ave ŷ et f̂−i(ŷ) dans Ê2, y0 dans B
et y−i ∈ f j(E2(i, j))), et d'autre part que τ−1y0 (B) ⊂ B(0, 14p4 ) et 1p ≤ ‖C±1γ (f̂−i(ŷ))‖ ≤ p.
Comme dans la majoration de la mesure deE1, si on noteD
0




τ−1y−i(Dα(Γ)) suseptible de renontrer C
−1
γ (f̂
−i(ŷ)) ◦ f−iŷ B(0, 1p), alors D0α(Γ) se met sous
la forme d'un graphe (z, ψ(z)) où z est dans un disque D0 de taille e
−χ1(ŷ)i+γi
et |ψ′(z)| ≤
e−χ1(ŷ)i+γi sur D0 (on s'est plaé dans un repère orthonormé où l'axe des absisses est
parallèle à une tangente à D0α(Γ) en un point x de C
−1
γ (f̂
−i(ŷ)) ◦ f−iŷ ◦ τ−1y0 (B)).
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α(Γ) suseptible de renontrer C
−1
γ (f̂
−i(ŷ)) ◦ f−iŷ B(0, 1p) se met






Ii z est dans un disque D de taille essentiellement e−χ1(ŷ)i+γi et |φ′(z)| ≤ C(δ) pour
z ∈ D.
Nous pouvons maintenant utiliser la transformée de graphe. Plus préisément, si on
note omme dans le paragraphe 2, gx̂ = C
−1
γ (f̂(x̂)) ◦ fx ◦ Cγ(x̂) (où π(x̂) = x) on a la
Proposition 8. Soit γ0 > 0. Si i est assez grand, l'image de ∆
0






◦ · · · ◦ g
f̂−i(ŷ)
= C−1γ (ŷ) ◦ τ−1y0 ◦ f i ◦ τy−i ◦Cγ(f̂−i(ŷ)) est un graphe
(z, ψ(z)) au-dessus d'une partie Di de C
−1
γ (ŷ)E2(ŷ) qui vérie |ψ(z1)−ψ(z2)| ≤ γ0|z1−z2|
si z1 et z2 sont dans Di.
Démonstration. La démonstration va utiliser la généralisation de la transformée de graphe
qui se trouve dans l'appendie.
Les fontions g
f̂−l(ŷ)








ave pour i = 1, 2
eχi(ŷ)−γ ≤ |µi(f̂−l(ŷ))| ≤ eχi(ŷ)+γ .
- Sur B(0, δ(f̂−l(ŷ))), on a
g
f̂−l(ŷ)
(w) = D0gf̂−l(ŷ)w + h(w)
ave ‖Dwh‖ ≤ γ‖w‖
δ(f̂−l(ŷ))
.












−l(ŷ))x+ α(x, y), µ2(f̂
−l(ŷ))y + β(x, y))
où |α|C1 , |β|C1 ≤ (e−χ1(ŷ)l+3γl)γp sur B(0, e
−χ1(ŷ)l+2γl
p2 ) (en eet δ(f̂
−l(ŷ)) ≥ e−γlp puisque δ
est une fontion tempérée et δ(ŷ) ≥ 1p ).
Nous onsidérons |α|C1 et |β|C1 surB(0, e
−χ1(ŷ)l+2γl
p2




p4 ) (voir le point 2 du théorème setion 5.1.1).
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Commençons maintenant par regarder l'image de ∆0α(Γ) ∩ C−1γ (f̂−i(ŷ)) ◦ f−iŷ B(0, 1p4 )
par g
f̂−i(ŷ)










(φ1(z), z) ave z ∈ D1. Par ailleurs, toujours grâe à l'appendie, on a pour z1 et z2 dans
D1,
|φ1(z1)− φ1(z2)| ≤ µ1(f̂
−i(ŷ))C(δ) + max(|α|C1 , |β|C1)(1 + C(δ))










C(δ)|z1 − z2| ≤ tC(δ)|z1 − z2|
ave 0 < t < 1 le tout si i est grand.





Si i est grand, on peut don reommener e que l'on vient de faire i0 fois et on obtient
ainsi un graphe (φi0(z), z) au-dessus de Di0 ⊂ C−1γ (f̂−i+i0(ŷ))E2(f̂−i+i0(ŷ)) qui vérie :
|φi0(z1)− φi0(z2)| ≤ ti0C(δ)|z1 − z2| ≤ γ0|z1 − z2|,
si z1 et z2 sont dans Di0 .
Ensuite, toujours grâe à la transformée de graphe (voir l'appendie) et à la ma-
joration des termes d'ordre deux de g
f̂−l(ŷ)
(i.e. |α|C1 et |β|C1) par (e−χ1(ŷ)l+3γl)γp sur
B(0, e
−χ1(ŷ)l+2γl
p2 ), quand on ontinue à pousser en avant le graphe (φi0(z), z), on obtient





es graphes vérient :
|φl(z1)− φl(z2)| ≤ γ0|z1 − z2|,
pour z1 et z2 dans Dl et l ompris entre i0 + 1 et i.
Le ran i donne alors e que l'on voulait démontrer.
Notons g le graphe obtenu par la proposition.
Il nous reste à aluler∫
BC
















Comme dans le paragraphe préédent, nous allons utiliser un argument de apaité.
En eet, si on note Bl = C−1γ (ŷ)B(0, 1lp4 ) (l = 1, 2, 3, 4), ∆ une diretion omplexe
parallèle à C−1γ (ŷ)E2(ŷ) qui oupe g en un point de B4 et π la projetion orthogonale sur
∆, on a d'une part π(g ∩ B4) ⊂ ∆ ∩ B3 et d'autre part ∆ ∩ B2 ⊂ π(g ∩ B1) (si γ0 est assez
petit par rapport à une onstante qui dépend de p).
Autrement dit, omme dans le paragraphe préédent,∫
BC
T ∧ [Dα(Γ)] ≤ C
di
Cap(∆ ∩ B3,∆ ∩ B2) ≤ C
di
.
Il nous reste maintenant à majorer la mesure pour ν d'un (e−βi+γi)-voisinage d'un
disque Dα(Γ) par une suite ǫ(i) qui tend vers 0 uniformément sur les Dα(Γ).
ii) Majoration de ν((e−βi+γi)-voisinage d'un disque Dα(Γ)) Il s'agit ii de voir
que
∀α , ∃i0 , ∀i ≥ i0 , ∀Dα(Γ) , ν((e−βi+γi)-voisinage d'un disque Dα(Γ)) ≤ α.
Faisons un raisonnement par l'absurde. Si e qui préède est faux, on obtient une suite de
disquesDn (d'aire inférieure à
1
2) et une suite in telles que ν((e
−βin+γin)-voisinage de Dn) ≥
α.
Quitte à extraire une sous-suite, Dn onverge vers un disque D et on a néessairement
ν(D) ≥ α2 .
Pour obtenir une ontradition, nous allons montrer que D est inlus dans {x, ν(S, x) >
0}, e qui ontredira le fait que ν ne harge pas les ensembles algébriques.
Le disque D vit dans un ube Q
′
de Q′ . On peut onstruire un quadrillage Q′′ d'un
voisinage V de Q′ en 4-ubes anes et un ourant SQ′′ uniformément géométrique dans
es ubes tels que la diérene (T ∧ S − T ∧ SQ′′ )(V ) soit très petite devant α.
Quitte à supposer que ν ne harge pas ∂Q
′
ainsi que le bord de Q′′ , on peut trouver
Q
















Maintenant, si Γ est un disque de SQ′′ dans Q
′′
, on a deux possibilités : soit D∩Γ∩Q′′
λ
′′










ontient une innité de points, on est dans le premier as).
Autrement dit, omme il y a un nombre ni de Γ pour lesquels D ∩ Γ ∩Q′′
λ
′′ ontient
un ouvert de D (ar l'aire de D est majorée par 12), il en existe un ave νQ′′ (Γ) ≥ ǫ
′
(α).
Mais alors SQ′′ (et don S) a des nombres de Lelong stritement positifs sur D ∩Γ (par le










Pour simplier, nous supposerons toujours que le nombre de disques Dα(Γ) dans f
j(Γ)
est majoré par dj et que νQ est de masse 1. Rappelons que f
j(E2(i, j)) ⊂ Q′λ′ .
Si la quantité i-dessus est minorée par ǫ, on peut trouver un ube Q
′
de Q′ et un Γ










T ∧ [Dα(Γ)] ≥ ǫ
C(l)
où C(l) est le nombre de ubes de Q′ .
Maintenant, on peut onstruire un ube C et un polydisque P qui ont les propriétés
suivantes :
- C ⊂ P ⋐ Q′
λ′′





- C et P ont leur base parallèle à Es(x) où x est un point de f
j(E2(i, j)∩Γ∩Qλ)∩C.
- L'ensemble D des disques Dα(Γ) dans D2 qui passent par C est onstitué de graphes


























T ≤ C(l)). On notera toujours D l'ensemble de es disques.
Si D est l'intersetion ave P d'un de es disques de D, il ontient une innité de points
de f j(E2(i, j)∩Γ∩Qλ)∩C. On peut don onstruire une branhe inverse τx0 ◦ f−jf̂j(x̂) ◦ τ
−1
xj
qui envoie D dans Γ (ii f̂ j(x̂) ∈ Ê2, πf̂ j(x̂) = xj ∈ f j(E2(i, j) ∩ Γ ∩ Qλ) ∩ D ∩ C et
x0 ∈ E2(i, j) ∩ Γ ∩Qλ).
Maintenant, si on utilise la transformée de graphe en temps négatif, on onstate que
τx0 ◦ f−jf̂j(x̂) ◦ τ
−1
xj (D1) (où D1 est un disque Dα(Γ) de D interseté ave P ) est un graphe
au-dessus du disque D(x0, e
−χ1(x̂)j−γj) dans ES(x0) = D0τx0E1(x̂) et que par ailleurs e
graphe est exponentiellement plat (si δ et P sont susamment petits).
Si D1 est diérent de D, on en déduit don que la préimage de D1 par τx0 ◦ f−jf̂j(x̂) ◦ τ
−1
xj
ne peut pas être dans Γ (sinon ela ontredirait le fait que Γ est un graphe pour j grand).




bonnes omposantes distintes de la forme





) qui oupent Γ.
Maintenant, omme au paragraphe préédent, on enlève un (e−βj+γj)-voisinage V de
Γ à E2(i, j) (e voisinage est de masse ǫ(j) pour ν) et on reommene e que l'on vient de
faire en remplaçant E2(i, j) par E2(i, j) \ V , puis on itère le proédé.
Comme le nombre de bonnes omposantes dans les préimages f−j(Q
′
λ′
) est borné par
Ndj , le proédé nit par s'arrêter et on obtient la majoration voulue.
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6 Un exemple
Il s'agit ii de donner un exemple de mesure ν = T ∧ S, qui ne harge pas d'ensemble
algébrique et pour laquelle le plus petit exposant χ1(x) est nul pour presque tout point x.
Cette mesure va être onstruite à partir d'une appliation holomorphe qui a un disque
de Siegel. Plus préisément, soit R(z) = λz + z2 ave λ = e2iπθ où θ est irrationnel et
diophantien (voir [9℄ p.43 et p.55). R a don un disque de Siegel qui ontient 0 (voir [3℄
p.33). En partiulier R est onjuguée à la rotation z 7→ λz au voisinage de 0. C'est-à dire,
il existe une fontion holomorphe Φ loalement inversible au voisinage de 0, pour laquelle
Φ ◦R(z) = λΦ(z).




i=0 δRi(a) onverge vers la mesure de Lebesgue α de |Φ| = ǫ. Cela provient du fait
qu'une rotation d'angle irrationnel sur le erle unité est uniquement ergodique (voir [20℄
p. 146). Maintenant, soit f est l'endomorphisme holomorphe de P2(C) déni par :
f([z : w : t]) = [λzt+ z2 : λwt+ w2 : t2].
Dans la suite, on se plae dans la arte t = 1.
L'image de la droite z = a par f i est la droite z = Ri(a) (parourue 2i fois). Autrement





, alors S =
∫
[N ]dα(N) où α est la
mesure de Lebesgue préédente et N est une droite qui passe par le point [0 : 1 : 0] et par
un point de |Φ| = ǫ.
En partiulier, omme α et T ∧ [N ] ne hargent auun point, T ∧ S ne harge auune
ourbe algébrique.
Enn, omme D est un disque de Siegel, il est assez faile de voir que pour tout point
x du support de ν on a χ1(x) = 0.
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7 Appendie : la transformée de graphe
Dans et appendie nous allons présenter une petite généralisation de la transformée
de graphe (voir [20℄).
Le adre de e paragraphe est C2. Nous noterons g l'appliation
g(x, y) = (λx+ α(x, y), µy + β(x, y))
ave α, β vériant α(0) = β(0) = 0, |α|C1 , |β|C1 ≤ δ dans une boule B = B(0, r) ⊂ C2 et
0 < |µ| < |λ|. Soit maintenant {(x, φ(x)) , x ∈ D} un graphe inlus dans B au-dessus de
D qui vérie |φ(x1)− φ(x2)| ≤ γ|x1 − x2|.
Le théorème de la transformée de graphe que nous allons énoner donne des onditions
sur δ, γ, λ et µ pour que l'image du graphe préédent par g soit enore un graphe.
Théorème. Si δ(1 + γ) < |λ| alors l'image par g du graphe préédent est un graphe au-
dessus de π(g(graphe de φ)) (où π est la projetion sur l'axe des absisses).
Par ailleurs, si (x, ψ(x)) désigne e nouveau graphe, nous avons :
|ψ(x1)− ψ(x2)| ≤ |µ|γ + δ(1 + γ)|λ| − δ(1 + γ) |x1 − x2|.
Démonstration. La seule diérene ave la démonstration qui se trouve dans [20℄ p. 250,
'est que nous ne sommes pas dans une situation globale. Cependant, omme ela ne hange
rien à la preuve, nous ne démontrerons que le premier point du théorème.
Soit G : D 7→ C la fontion dénie par G(x) = λx+α(x, φ(x)). C'est l'absisse du point
g(x, φ(x)). Pour voir que g(graphe de φ) est un graphe au-dessus de π(g(graphe de φ)), il
sut de voir que G est une bijetion de D sur G(D). Autrement dit, si x0 ∈ G(D), il faut
démontrer que G(x) = x0 (ave x ∈ D) a une unique solution.
Soit F (x) = λ−1x0 − λ−1α(x, φ(x)). L'équation G(x) = x0 équivaut à F (x) = x. Par
ailleurs, si x1, x2 ∈ D, on a :
|F (x1)−F (x2)| = |λ−1α(x1, φ(x1))−λ−1α(x2, φ(x2))| ≤ |λ|−1|α|C1d((x1, φ(x1)), (x2, φ(x2)))
ar (xi, φ(xi)) ∈ B pour i = 1, 2.
On obtient don
|F (x1)− F (x2)| ≤ |λ|−1δ(1 + γ)|x1 − x2|.
Maintenant si δ(1 + γ) < |λ| alors |F (x1) − F (x2)| ≤ t|x1 − x2| ave t < 1 et l'équation
F (x) = x a don bien une unique solution dans D.
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