Abstract
Introduction
We start with some definitions and notations. If W is nonnegative random variable on a probability space ( , F, P ), then for each z ∈ (0, 1), define the quantile Q W (z) := inf{t 0 : P (W > t) z}.
We notice that t Q W (z) if and only if P (W > t) z.
For any set A, I A or I (A) will denote the indicator function of A. Let A be any -field ⊂ F. A simple random variable is a random variable for which the range is a finite set. We denote by S(A) the set of C-valued A-measurable simple random variables. If 
then we say that F is a multilinear product form. Multilinear forms arise in the study of dependence coefficients. A very common example of a multilinear form is Cov(X 1 , X 2 ). More generally when r 2, there is the multivariate cumulant: (1) and thus it becomes a product form. In [3] , some inequalities concerning multilinear product forms are proved using interpolation theory. The main goal of this paper is to prove the following theorem: 
then for all X 1 ∈ S(A 1 ), . . . , X r ∈ S(A r ), we have
The case when = 0 was proved in [3] . Rio proved several results related to the case = 0 (see for example [8 [3, p. 349 ] for details). However, Theorem 1 gives a bound for F that gets small as and get small.
The assumption (2) is called a two-part dependence condition. Peligrad [5] proved a CLT for a class of strictly stationary sequences that satisfy a two-part dependence condition. These sequences arise, for example, when one applies a certain nonlinear smoothing algorithm of Tukey [9] (the "3R" or "running median" smoother) to strictly stationary -mixing sequences (see [4] ).
The CLT in [5] involved the parameters and both getting small. In such problem as finding a CLT for the estimators of cumulants (themselves or their spectral densities), we would like the parameters and to be small so that Theorem 1 could be applied.
Preliminaries
We will use the following lemmas.
Lemma 1.
Suppose that the simple random variables X 1 ∈ S(A 1 ), . . . , X r ∈ S(A r ) are nonnegative real-valued. Then 
Using the multilinearity of F we get
. . . 
The following result is essentially due to Rio [7] . Lemma 2. Suppose that X 1 , . . . , X r are nonnegative real-valued simple random variables. Then 
Proof. We notice that
and the result follows by applying M times the geometric series formula.
We recall the fact that any complex random variable Y can be written as 
It follows from Proposition 1 that Theorem 1 remains valid with its final inequality replaced by the one above if we have the extra assumption that the random variables X 1 , . . . , X r are real and nonnegative.
The proof of Proposition 1 begins as follows: Since F is a product form, for each k ∈ {1, . . . , r}, we have
Using the main assumption (2),
Combining (3) and (4) we obtain
Using this inequality and Lemma 1 we obtain
and by Lemma 2 we know that
So it is enough to prove the following:
So we see that the proof of Proposition 1 reduces to the following lemma: 
Lemma 4. Suppose r is a positive integer and p
(Notice that C is basically the same as in Proposition 1 and Theorem 1 with the difference that it has been multiplied by (4 r ) −1 .) Here and for the rest of the paper, log will denote the logarithm to the base e. As usual, log 2 denotes the logarithm to the base 2.
Proof of Lemma 4
If = 0, the proof is trivial. So we can assume 0 < 1. We will separate the proof into four cases.
Case 1: p ∈ (1, ∞) r and
i < 1. The proof will be written out here under the extra assumption that r 2. If instead r = 1, the proof is similar but much simpler. For each j ∈ {1, 2, . . . , r}, define the positive constant where p = (p 1 , . . . , p r )) as follows:
where the sum is taken over all sets A {2, 3, . . . , r} (including the empty set). Note that it can be rewritten
For each j ∈ {1, . . . , r}, define the positive constant C j = C j (p) as follows:
Define the positive C = C(p) as follows:
Now suppose X 1 , . . . , X r are nonnegative simple random variables. Let H : [0, ∞) r − → R be defined as
Our aim is to show that
For each i = 1, . . . , r, define the nondecreasing sequence a i,n by
Also we define J i,n := [a i,n , a i,n+1 ). If a i,n = a i,n+1 then J i,n = ∅. We see that
In [2] , it is proved that for k = 1, . . . , r 1 2
We see that . . .
We will find an upper bound for
. . .
The upper bounds for the other terms of (8) can be found in a similar way. In order to find the upper bound for (9), we will find two bounds for
The first bound will be used when all the integers i 2 , . . . , i r are "reasonably small" and the second one will be used when at least one of the integers i 2 , . . . , i r is "large". By (6) , for (x 1 , . . . , x r ) ∈ J 1,i 1 × · · · × J r,i r we have
and hence
Let s be the number such that
Obviously, s > 1. We defined s in order to apply Hölder's inequality. Choose M the nonnegative integer such that
For any nonnegative integers i 2 , . . . , i r ,
First we will get a bound for the first term in the right-hand side of (12). Using (11), Hölder's inequality (with exponents p 1 , p 2 , . . . , p r and s), (7) and the definition of M we get
For the last inequality, we used the fact that s 1/s < 2 which is easy to prove using calculus. Now, we get an upper bound for the second term in the right-hand side of (12). Let i max := max{i 2 , . . . , i r }. Notice that 2 −i max +i 2 /p 2 +···+i r /p r 1. Thus using (11), Hölder's inequality, (7) and the definition of M we have,
So combining the last two inequalities in (12), we get that for any nonnegative integers i 2 , . . . , i r ,
Now we get another inequality for (10). We recall that we defined i max = max{i 2 , . . . , i r }. By (11), Hölder's inequality and (7)
We are now ready to find an upper bound for (9) . Let L be the nonnegative integer such that
(here i max L means the sum over all (i 2 , . . . , i r ) ∈ {0, 1, 2, . . .} r−1 such that i max L).
We will later bound the first term in the right-hand side of (15) using (13). Now we turn our attention to the second term. Since by (14) we have
we will get an upper bound for that last sum. For that purpose, note that
where each sum is taken over all subsets A {2, 3, . . . , r} and for each A, we choose one permutation : {2, 3, . . . , r} → {2, 3, . . . , r} such that (2), . . . , (a) ∈ A and (a + 1), . . . , (r) / ∈ A (where a = 1 + Card(A)). Using lemma 3 we get that
and by a direct computation using the geometric series formula
So using (17) and (18) 
where K 1 was defined by Eq. (5). Using (13), (19) and the definition of L
For the next to last inequality, we used the following facts that follow from the definition of L:
By using the fact that 1 (1 + log 2 (1/ )) r−1+1/s , proving 1 + (log 2 (1/ )) 1/s 2 1−1/s · (1 + log 2 (1/ )) 1/s using Hölder's inequality in two dimensions and other elementary facts, we see that
Similarly we can prove that . . .
We leave to the reader to check that as n → ∞, t 1 ) This proves Case 4 and thus Lemma 4 is proved.
