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Abstract 
Enhanced oil recovery (EOR) techniques have the potential to improve hydrocarbon 
recovery and project economics substantially. Characterizing fluid displacement and the 
relevant multiphase flow properties are essential to modeling EOR processes to reliably 
forecast the performance and economics. The spatial-temporal distribution of fluids spans 
a broad spectrum of composition and saturation spaces. In addition, a fundamental 
understanding of characteristic parameters of interphase mass-transfer in various EOR 
applications is crucial to capture and model fluid displacement. Relative permeability is a 
critical characteristic petrophysical property for modeling fluid displacement in porous 
media. Also, hysteresis phenomena govern physics of fluid flow in many subsurface 
applications such as multicyclic EOR processes, geological CO2 sequestration, and natural 
gas storage. Capillary trapping is the essence of hysteresis to trap fluids.  
In this research, we developed a high-fidelity computational tool for integrating 
compositional three-phase relative permeability and hysteresis to assist in accurate 
modeling of multicycle and compositional EOR methods. This viable tool can be 
implemented into general-purpose reservoir simulators to model field-scale projects. It 
consists of an integrated compositionally-consistent three-phase relative permeability and 
 viii 
three-phase hysteresis models. 
The developed three-phase relative permeability model is valid on entire saturation 
and composition spaces, is simple with one free parameter for each phase, and is versatile 
for all phases and wettability states. The general model is saturation-path dependent and 
adopts a linear saturation-weighted interpolation scheme for calculation of relative 
permeability parameters.  
For the compositional relative permeability modeling, we developed a general 
framework applicable to hydrocarbon and non-hydrocarbon phases. The developed 
framework provides a pragmatic approach for adding the direct impact of composition, 
pressure, and temperature and is independent of the conventional phase-labeling method. 
The proposed framework unifies thermodynamics, petrophysics, and geochemistry to 
enhanced relative permeability modeling. Relative permeability parameters are calculated 
based on a mapping scheme of current-state bulk and interphase Gibbs free energy onto 
corresponding initial-state values. We applied the developed framework to modeling low-
salinity waterflood and complex fluid displacement of near-critical fluids. 
The three-phase hysteresis model provides a general and straightforward approach 
for calculation of capillary trapping in multicyclic processes. The developed hysteresis 
model provides a set of cycle-dependent relative permeability curves and applies to any 
three-phase relative permeability model by incorporating the free-saturation concept.  
We implemented the developed toolbox into two in-house compositional reservoir 
simulators (i.e., IPARS and UT-DOECO2). Several synthetic field cases are discussed to 
validate the implemented models conceptually. Using the enhanced simulators, we 
demonstrated accurate modeling of multiphase fluid displacement and trapping in EOR 
processes such as water-alternate-gas injection scheme, low-tension gas flood (i.e., foam), 
and carbon capture, utilization, and storage (CCUS).  
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 Introduction 
This chapter presents the problem statement and describes the primary objectives of the research. 
The dissertation chapters are also briefly summarized.  
 PROBLEM STATEMENT  
Enhanced oil recovery (EOR) techniques have successfully been employed to increase 
hydrocarbon recovery and project economics. There are critical challenges in reservoir modeling 
and forecasting since fluid flow spans over a wide range of composition and saturation in addition 
to complicated multiphase flow and interphase compositional mass transfers. Moreover, cyclic 
processes, such as water- or surfactant-alternative-gas injection are routinely used in gas EOR 
methods to improve sweep efficiency. The alternative saturation path will result in irreversibility 
in relative permeability and capillary pressure data. Thus, in modeling EOR it is essential to have 
robust, predictive, and accurate algorithms that can treat composition and saturation spaces. 
Relative permeability is a critical characteristic petrophysical property for modeling fluid 
displacement in porous media. Because multiphase relative permeability measurements are 
incomplete and not physically obtainable, it is a common practice to apply correlations or upscaled 
models based on pore-scale modeling to provide the required input relative permeability data. 
Since the latter case of upscaling multiphase flow processes is currently poorly understood and 
developed, we focus on the development of compositional models. In the development of these 
models, it is, therefore, imperative to develop viable relative permeability functions which can 
capture the essential features of fluid displacement of multiphase flow, multi-cyclic processes, and 
processes with compositional variations and different rock wettability states.  
Currently, to the best of my knowledge, there are a lack of relative permeability models 
that are general, robust, and simple in the sense of realistic reservoir simulation to cover the 
pertained multiphase fluid configuration in porous media. Moreover, similar remarks apply to the 
current hysteresis models in multiphase flow.  
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 RESEARCH OBJECTIVES AND ACCOMPLISHMENTS 
The objective of this dissertation is to develop a high-fidelity computational tool for integrating 
compositional relative permeability and hysteresis to assist in accurate modeling of multicycle and 
compositional EOR methods. This viable tool will apply to reservoir rocks with varying degrees 
of wettability and can be directly implemented into numerical reservoir simulators to model field-
scale projects. Here, modeling of the direct compositional effect will permit an accurate 
characterization of fluid displacements. 
To accomplish this objective, we developed a toolbox consisting of an integrated 
compositionally-consistent multiphase relative permeability and multiphase hysteretic models. 
The input parameters to the toolbox vary from core-scale laboratory measurements to pore-scale 
rock and fluid properties depending on the selected process, the required accuracy, and the 
computational cost. The required core-scale, averaged, two-phase relative permeability parameters 
may be measured experimentally via specific core analysis (SCAL) or evaluated from a coupled 
digital rock and fluid analysis model. The toolbox delivers multiphase relative permeability values 
based on compositional effects, hysteresis, applied forces on fluids, fluid-displacement history and 
covers the full saturation and composition spaces. 
 BRIEF DESCRIPTION OF CHAPTERS 
In Chapter 2, we review the fundamentals of multiphase flow in porous media. We focus on EOR 
processes involved in an intensive compositional exchange, relative permeability measurement 
and modeling, hysteresis effect, capillary trapping and remobilization.  
In Chapter 3 a description of the impacting parameters on relative permeability is 
provided. A review of the expected features of a reliable three-phase relative permeability followed 
by a discussion on the limitations of the current three-phase relative permeability models is 
included. The general, compositional, three-phase relative permeability model (UTKR3P model) 
developed in this research along with its optional features is discussed. Finally, we review the key 
features this general relative permeability models. 
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Chapter 4 discusses the impacting parameters on capillary trapping and describes the 
limitations of the current two- and three-phase hysteresis models as applied to relative permeability 
models. It then introduces the developed multiphase hysteresis model (UTHYST model) and 
describes the key features of this general hysteresis model replicating the cycle-dependent relative 
permeability.  
Chapter 5 describes the methodology by which the compositional effects may directly 
incorporated into relative permeability models (UTPGE framework). It is essential for 
compositional processes like gas-based EOR and processes in which aqueous phase involves in a 
significant interphase mass transfer. Without losing the generality of approach, we then present 
case studies of the application of the developed framework in both processes— the near-miscible 
displacement and the modified salinity waterflood. 
In Chapter 6, we illustrate the capability of the developed three-phase relative 
permeability and hysteresis models as implemented into the IPARS and UT-DOECO2 reservoir 
simulators to more accurately model complex EOR processes and CO2 storage. These methods 
require accurate modeling of relative permeability, hysteresis, and compositional effects and span 
a broad range of saturation/composition space. They include water-alternate-gas injection scheme 
in miscible and immiscible modes in mixed-wet rock and low-tension gasflood in low permeability 
heterogeneous reservoir. 
Chapter 7 presents the summary of the dissertation and the concluding remarks. We 
propose recommendation for more accurate multiphase flow modeling and an integrated approach 
from pore-scale to field-scale. 
In Appendix A the terminology of the common parameters in petroleum literature is 
explained as have been used in this dissertation in an alphabetical order. In Appendix B, a 
discussion of foam flow and modeling in porous media is provided. We thoroughly discuss the 
complex task of electrolyte solution modeling as required in modeling of composition-dependent 
aqueous phase in Appendix C. This Appendix includes a compilation of electrolyte modeling 
approaches followed by the Debye-Hückel theory in Appendix D. Appendix E and Appendix F 
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address the analytical derivative of the UTKR3P and UTHYST models. For the compositionally 
consistent relative permeability modeling, we described two methods of estimating the reference 
state Gibbs free energy of electrolyte solutions in Appendix G and Appendix H. In Appendix I, 
we provide the ideal gas heat capacity and entropy modeling and the pertinent parameters for 
hydrocarbon components as required for the molar Gibbs free energy modeling. A discussion of 
the implementation of the developed three-phase relative permeability and hysteresis models in 
the in-house IPARS and UT-DOECO2 simulators are provided in Appendix J and Appendix K, 
respectively. In Appendix L, we review the developed framework for modeling low-tension gas 







 Background and Literature Review 
This chapter provides a literature review of EOR processes involved with multiphase flow. These 
processes include compositional demanding activities and gas-mobility-control techniques 
applicable to various rock wettabilities. We focus mainly on applications where the commonly 
used relative permeability models draw an incomplete picture of the physical behavior of 
multiphase and multicomponent displacement.  
 BACKGROUND  
Enhanced oil recovery techniques have played a substantial role in increasing hydrocarbon 
recovery from the natural resources than primary and secondary production mechanisms. The 
global incremental contribution of EOR activities represents more than 3 million barrels of oil per 
day (MMBOPD). This represents about 3% of world oil production.  
The gas-based EOR method is a mature and effective method in increasing the hydrocarbon 
recovery from natural resources. Half of the global incremental oil recovery is attributed to the gas 
(solvent) injection with an ever increasing rate (51% of total 2.93 MMBOPD as of 2010, Schulte 
(2005)). As shown in Figure 2-1, this trend in the United States has continued to grow during 
1994-2014 where the gas-based EOR accounted for 60% of the total EOR production in 2014, viz., 
470 MBOPD out of 778 MBOPD. In the same period, the role of CO2-flooding, one of the gas-
EOR methods for both miscible and immiscible modes, increased about 47% corresponding to 
more than 70% of the total incremental oil recovery by gas-EOR methods in 2014. Kuuskraa et al. 
(2011) predicted that the practiced and possible CO2-EOR together could provide 137 billion 
barrels (Bbbl) of additional technically recoverable domestic oil with a CO2 storage capacity equal 
to 45 billion metric tons. As of 2014, the practiced CO2-EOR activities include miscible and 
immiscible CO2 projects distributed among 110 projects. The next-generation CO2-EOR will 




Figure 2-1: The U.S. thermal- and gas-based EOR share and total EOR share of oil production rate (Data: OGJ 
(2014) and EIA (2016)) 
The key role of the EOR methods in securing demanding hydrocarbon production 
necessitates an accurate modeling of the related processes and displacements. 
 MULTIPHASE FLOW MODELING IN POROUS MEDIA 
Multiphase flow (i.e., the simultaneous presence of three- or higher number of phases) arises in 
multiple energy and environmental subsurface applications in porous media: geothermal energy, 
soil remediation, and EOR among others. Multiphase flow exists both at micro-scale (pore) and 
macro-scale (Darcy) in EOR applications (i.e., thermal-, chemical-, and solvent-EOR technique). 
Also, primary oil and gas production mechanisms involve multiphase flow. For example, water 
flood in solution-gas/gas-cap drive reservoir and hydrocarbon production below its saturation 
pressure, e.g., gas-condensate and volatile oil reservoirs. Furthermore, multiphase flow both in 
EOR and primary production mechanisms may encounter considerable interphase mass-exchange, 
e.g., surfactant flood, miscible gas flood, and modified salinity waterflood as reviewed in 
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Accurate treatment of fluid mobility is a fundamental aspect of multiphase modeling. 
Relative permeability is the primary parameter of phase mobility (see Mobility/conformance 
control in Appendix A). These concepts shed light as critical facets of accurate representation of 
relative permeability particularly for multiphase flow and processes including demanding mass-
transfer among phases. 
 In the following two sections (Compositional demanding processes and Gas mobility 
control techniques for gas-EOR methods) we review two categories of applications in which 
accurate relative permeability modeling remains the keystone of obtaining predictive modeling of 
fluid displacement in porous media. 
 COMPOSITIONAL DEMANDING PROCESSES 
A fundamental understanding of characteristic parameters of compositional variation of 
hydrocarbon and non-hydrocarbon phases and their impact on fluid mobility is essential to capture 
and model fluid displacement in the subsurface applications. The pronounced interphase mass 
transfer and variation in phase composition may eventually lead to the appearance/disappearance 
of both hydrocarbon and non-hydrocarbon phases, e.g., miscibility at gas-injection processes 
above the minimum miscibility pressure/enrichment condition.  
There have been several attempts to enhance the modeling of these processes involving 
intensive intra- and inter-phase mass exchange. Some of the fundamental aspects of these 
processes are still overlooked. The direct compositional effect together with the pressure and 
temperature effects on relative permeability are partiallly introduced in reservoir simulation. They 
have been employed via the interface phenomena (i.e., capillary-desaturation curve and interfacial 
tension) (see Impacting parameters on relative permeability in Chapter 3), and their direct 
effect is often ignored in relative permeability/capillary pressure modeling. 
In the following section, we briefly describe two physical domains where the fluids 
experience substantial variation in their composition due to the extensive interphase compositional 
exchange. We also review the critical role of accurate relative permeability modeling in the 
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computational domain. 
 Aqueous phase 
Aqueous phase is ubiquitous in subsurface resources and requires particular attention in modeling 
intensive mass-transfer processes. The interactions of this phase with solid rock, liquid and gaseous 
hydrocarbon and non-hydrocarbon phases may affect the overall performance of a diverse range 
of fluid displacement. The subsurface displacements and their specific interactions with the 
aqueous phase include, but are not limited to, (i) geothermal applications, (ii) soil processes, (iii) 
wettability alteration in modified-salinity water flood, (iv) CO2 dissolution trapping and salt-out 
effect in CO2-sequestration, (v) gas mobility reduction in foam-assisted mobility control technique 
with salt concentration, (vi) generating water-in-oil or oil-in-water emulsions in chemical EOR, 
(vii) wettability alteration due to asphaltene precipitation/deposition, and (viii) rock 
dissolution/precipitation in aqueous phase, e.g., in modified-salinity waterflood and steam 
injection.  
 The aqueous phase and the associated complications in modeling its behavior and 
interactions with other phases are discussed in detail in Appendix C. In the following, we briefly 
review a promising EOR method in which the compositional variation of aqueous phase impacts 
oil recovery and the key aspects of precise relative permeability modeling. 
Modified-salinity waterflood 
Water chemistry impacts the recovery factor of a waterflood (Morrow & Buckley, 2011; Sharma 
& Filoco, 2000; Yildiz et al., 1999). By modifying the injected water salinity (modified salinity, 
smart waterflood, or low-salinity waterflood), waterflood may provide a cost-effective method to 
decrease residual oil saturation to water, to delay breakthrough and enhance displacement stability, 
and to improve oil recovery from sandstone and carbonate reservoirs in secondary and tertiary 
flood modes.  
Both successes and failures have been reported for the modified-salinity in laboratory and 
field applications. The successful field-scale tests (Lager et al., 2008a, 2008b; McGuire et al., 
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2005; Seccombe et al., 2010; Webb et al., 2004; Webb et al., 2005; Yousef et al., 2012) showed 
significant decrease in residual oil saturation to water and an averaged incremental oil recovery of 
14% (Lager et al., 2007). On the other hand, examples of laboratory and pilot tests exhibited no 
or minor impact on oil recovery due to advanced waterflood (Pu et al., 2008; Rivet et al., 2010; 
Skrettingland et al., 2010; Thyne & Pubudu, 2011; Zeinijahromi et al., 2015). For low-salinity 
waterflood, the degree of the required water salinity dilution in laboratory and field-scale tests 
varies between 4-200 fold (diluting to the TDS range of 1000-5000 ppm) (Jerauld et al., 2008; 
Tang & Morrow, 1999) including a threshold salinity value from which low-salinity effect starts 
(Cissokho et al., 2009; Webb et al., 2004).  
Although the required conditions of a successful low-salinity waterflood is still subject to 
debate, researchers mainly consider the following variables: (i) rock lithology particularly its clay 
content, (ii) oil composition particularly the surface active polar components, e.g., carboxylic 




connate water saturation, and (v) the elevated temperature, e.g., to enhance surface reactivity of 
controlling ions. The key variables impacting the smart waterflood are not unique for sandstone 
and carbonate rocks. Although the wettability alteration is a common mechanism between 
sandstone and carbonate rock, the underlying impacting factors on their wettability alteration are 
not identical. In the sandstone rocks, it is believed that the low-salinity effect expands the electric 
double-layer when clay is present. In carbonate rocks, however, calcite dissolution and sorption of 
organic oil components are the primary reasons of wettability alteration (Hiorth et al., 2010; Lee 
et al., 2010). Divalent ions demonstrated unpredictable responds in carbonates compared to 
sandstones. For low salinity effect, the primary impacting divalent in carbonate rocks is poorly 
understood. While some investigators take either Mg2+, Ca2+, or SO4
2- as the determining ions, 
some others conclude that a particular combination of these divalent ions, e.g., Ca2+ and either 
Mg2+ or SO4
2- are effective. More interestingly, Gupta et al. (2011) introduced trivalent ions (i.e., 
borate and phosphate), as controlling aqueous components rather than conventional divalent 
cations and observed a positive effect for the low-salinity waterflood.  
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The interacting mechanisms of low-salinity waterflood is a complex and not well 
developed subject. The interphase interactions among the injecting water, connate water, rock 
solids, and oil are complicated due to severe mass-exchange and reactive transport characteristic 
of a multiphase and multicomponent system. Four fundamental mechanisms of the water-salinity 
effect have been proposed based on the laboratory experiments and field observations. The primary 
mechanism impacting fluid displacement by smart waterflood involves altering the rock 
wettability toward the water-wet state through geochemical reactions. Many mechanisms of 
wettability alteration due to the low-salinity effect including multi-ionic exchange, pH variation 
through cation exchange and carbonate mineral dissolution effects, and fine migrations have been 
stipulated (RezaeiDoust et al., 2009). Nonetheless, the underlying facts of wettability alteration 
by the low-salinity waterflood effect is still unresolved. Second mechanism involves decreasing 
the water-oil interfacial tension (IFT) (McGuire et al., 2005). In contrary, some experiments have 
shown substantial oil recovery due to the low-salinity waterflood effect without a noticeable 
change in IFT value, e.g., 1-6 units, far from the conventional ultra-low IFT values (<0.001 mN/m) 
(Al-Harrasi et al., 2012; Yousef et al., 2010). Third mechanism is surface reaction, e.g., calcite 
dissolution in carbonate rocks, particularly for the carbonate rocks (Gupta et al., 2011; Hiorth et 
al., 2010). The final mechanism is fine migration due to the release of clay fragments (Tang & 
Morrow, 1999). The migrated fines not only facilitate the wettability alteration but more 
importantly they elevate the sweep efficiency through the microscopic pore-throat blockage and 
diverting the flow to the unswept area similar to the cross-linked polymer/gel or polymer flood; 
nonetheless, the detrimental plugging effect is also plausible. 
Several models have been proposed to describe the water salinity effect on oil recovery. 
They mainly attempt to modify the water and oil relative permeability curves from their 
conventional ones with salinity (i.e., when a transmission occurs from high to low salinity). To 
model current-state relative permeability, many of these models modify relative permeabilities 
based on an interpolation scheme between high- and low-salinity waterflood curves as described 
below: 
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 𝑘𝑟 = 𝜃𝜔
𝐻𝑆(𝑆∗) + (1 − 𝜃)𝜔𝐿𝑆(𝑆∗), Eq.  2-1 
where HS and LS refer to either high- and low-salinity conditions or oil- and water-wet conditions, 
respectively, and 𝜃 denotes the weighting controlling parameter. The 𝜔 parameter denotes either 
relative permeability parameters, e.g. endpoint relative permeability or curvature, or relative 
permeability curve, or residual oil saturation. Table 2-1 describes some of the low-salinity models 
and lists the impacting variable (𝜔) and the proposed weighting term (𝜃). 
Table 2-1: Impacted parameter (𝜔) and primary controlling parameter of 𝜃 term in Eq.  2-1 
Reference 𝝎 parameter 𝜽 = 𝒇( ↓  ) 
Jerauld et al. (2008) Residual oil saturation Total dissolved solids 
Omekeh et al. (2012) Relative permeability Divalent ion desorption 
Dang et al. (2013) Relative permeability Ionic-exchange capacity of clays 
Carbonate: Al-Shalabi (2014) Relative permeability Contact angle 
Sandstone: Korrani (2014) Relative permeability Total ionic strength 
Carbonate: Korrani (2014) Relative permeability Calcite content 
 Hydrocarbon phase in complex fluids 
Here, the term complex refers to a broad range of fluids: (i) near-critical fluids, (ii) fluids involved 
in miscible and near-miscible displacements, (iii) fluids in compositional-grading reservoirs, (iv) 
wax and asphaltene precipitation, and (v) operationally contaminated reservoir fluids. 
 From a subsurface thermodynamic perspective, the gas-EOR techniques consist of 
miscible, immiscible, and near-miscible injection schemes. The near-miscible displacement 
involves mass-transfer among two immiscible fluids close to their critical point. It denotes a region 
between the immiscible and miscible in a phase diagram occurring when two fluids exchange 
considerable mass in contact with each other and develop incomplete miscibility at a specified 
pressure and temperature. At least one of the fluids is the resident fluid in the reservoir, and the 
other represents an injecting solvent. These fluids can be either in liquid or gas states: liquid-liquid 
or liquid-gas equilibria in the near-miscible front.  
Near-miscible displacement occurs in several oil recovery processes: (i) gas-condensate 
and volatile-oil fluids near their saturation pressure, (ii) gas injection, e.g., natural gas (mainly 
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methane), ethane, LPG, CO2, and flue gas, at the enrichment/pressure slightly below minimum-
miscibility-enrichment/pressure, and (iii) multi-contact-miscible displacement in gas-injection 
process. Mass transfer along with pressure and temperature may change bulk phase and/or 
interface composition. Fundamental understanding of these parameters and their impact on relative 
permeability is required to adequately capture the behavior of displacement of miscible and near-
miscible fluids.  
A great body of evidence states that relative permeability curves approach straight lines, 
and the residual saturations decrease to zero as miscibility approaches, viz., the maximum 
conductance of fluid in porous media. The reduction of IFT between two immiscible fluids and 
the increase in superficial velocity as interphase mass exchange increases, led the investigators 
(Blom et al., 2000; Pope et al., 2000) to employ the capillary/trapping number as a controlling 
parameter of the behavior of near-miscible front (see Impacting parameters on relative 
permeability in Chapter 3). In general, however, phase identification based on fluid density avoids 
proper and consistent labeling of fluids at the near-miscible front (see Fluid composition). This 
inconsistent phase labeling is called phase flipping issue in numerical reservoir simulation and 
results in incorrect phase relative permeability estimation and, in turn, leads to the numerical 
convergence issues (Jerauld, 1997b; Yuan & Pope, 2012). 
 GAS MOBILITY CONTROL TECHNIQUES FOR GAS-EOR METHODS 
Unfavorable mobility ratio between the injected gas and resident hydrocarbons reduces the 
efficiency of gas-injection processes (see Mobility/conformance control in appendix A). To 
increase sweep efficiency of solvent injection, one requires to reduce the adverse effects of gravity 
override and viscous fingering stemming from the natural characteristics of gas (low density and 
viscosity values). For example, direct gas thickening techniques like polymer and small-molecule 
thickeners have the potential to increase gas viscosity. Although the successful viscosifiers 
enhance the light-alkane viscosity by up to three orders of magnitude, the published thickeners are 
scarce for the non-hydrocarbon gases such as CO2 in super-critical or gas state (Enick et al., 2012). 
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Alternatively, modification of the gas relative permeability allows the introduction of the 
state-of-the-art mobility/conformance techniques including water-alternate-gas (WAG) injection 
scheme, simultaneous water and gas injection, polymer assisted WAG, and foam. The cost-
effective WAG scheme and its variants have successfully been implemented to increase oil 
recovery. Compared to continuous gas injection mode, WAG injection is a viable technique for 
controlling both miscible and immiscible processes by increasing the gas utilization factor (see 
Gas utilization factor in Appendix A). The WAG process depends on rock wettability, injecting 
gas physical properties, half-cycle slug size, WAG ratio, injection start-up, and well-pattern among 
others (Christensen et al., 2001). Although the type of the injection gas is arbitrary and is 
dependent  on availability, approximately half of the known field-scale WAG processes used CO2 
for either miscible, or immiscible, or multi-contact miscible modes followed by light-hydrocarbon 
gases (Christensen et al., 2001). Since the 1950s, several WAG schemes with different WAG 
ratios has been proposed. For instance, rather than applying a constant WAG ratio the tapered 
WAG design is used where the dry gas is injected in the first cycle followed by both water and gas 
in the next cycles as the WAG ratio increases.  The tapered WAG is a widely accepted method to 
increase incremental oil recovery. Unfortunately, the desired level of stable displacement cannot 
fully be achieved with the conventional WAG approach. Foam called foam-WAG (FWAG) may 
assist in enhancing the sweep efficiency. Clearly, the application of WAG (or FWAG) results in 
more complicated multiphase flow behavior than continuous gas injection.  
 Foam assisted gas mobility/conformance control 
Foam is a dispersion of gas bubbles within a continuous liquid phase and is stabilized by a 
surfactant solution (Bikerman, 1973). It can drastically decrease the mobility of flowing gas 
through a porous medium (Fried, 1961) by a factor of several hundred folds. Controlling gas 
mobility, foam may assist in lowering gas overriding and fingering and provide a higher sweep 
efficiency. Consequently, foam improves poor sweep efficiency arising from reservoir 
heterogeneity and channeling, gravity override, and viscous instability. As a conformance 
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controlling agent, foam can block high permeability streaks and divert gas to lower-permeability 
zones that otherwise have been bypassed. 
In Appendix B, a review of foam creation and decay mechanisms, followed by foam 
transport in porous media are provided. Both the theoretical and empirical models of foam flow 
are discussed.   
 Low-tension gas-flood 
Low-tension-gas EOR method is a gas-chemical hybrid technique to increase oil production rate 
and/or oil recovery efficiency. Surfactant flooding can recover all or fraction of the waterflood 
residual oil by forming a microemulsion at a reduced IFT between the oleic and aqueous phases. 
A secondary injecting fluid may displace and produce the remobilized oil. Conventionally, a 
surfactant flood is coupled with a polymer slug (i.e., water including a polymer). Depending on 
the rock and fluid conditions, the polymer may be injected ahead or behind the surfactant as an 
adsorption-reductant agent or the conformance control agent, respectively. 
 Due to technical or economic considerations, e.g. injecting polymer to very low 
permeability reservoirs, gas may substitute chasing water in the surfactant-polymer flood. The 
injected gas then plays two roles: (i) displacement of the mobilized oil and (ii) the improved oil 
recovery due to increased mass transfer with in-situ hydrocarbons. In addition, a form of gas 
conformance/mobility agents like foam (see Mobility/conformance control in Appendix A) may 
be required.  
 Hybrid gas-chemical flood (i.e., low-tension gas flood) requires two surfactants. One 
surfactant lowers the water-oil IFT and mobilize residual oil. The second surfactant controls gas 
mobility by generating an in-situ foam. Currently, the broad applications of low-tension-gas 
flooding are limited due to technical difficulties. The current issues include the heterogeneity and 
uncertainties involved in reservoir characterization together with the lack of understanding of the 
process. Also, a predictive reservoir simulator to mechanistically model the process is required. 
Three hybrid gas-chemical models have been proposed: (i) Moncorgé et al. (2012) presented a 
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framework aimed at the integration of an improved recovery process for black-oil and equilibrium 
phase distribution ratio models. (ii) Trouillaud et al. (2014) simulated the effect of pressure and 
oil composition on microemulsion phase behavior by coupling a gas/oil/water phase behavior 
model with a microemulsion phase behavior model. (iii) Lotfollahi et al. (2015) developed a hybrid 
black-oil/surfactant reservoir simulator to model chemical EOR processes with gas. 
 RELATIVE PERMEABILITY 
In this section, we discuss the laboratory and modeling techniques for relative permeability. 
Firstly, we depict the typical behavior of relative permeability based upon rock wettability and 
saturation history followed by isoperm behavior at different wettability states. Next, we address   
measurement and models vital to estimate relative permeability including both pore- and core-
scale approaches.  
 General observations 
Relative permeability for each flowing phase depends on several parameters (see Impacting 
parameters on relative permeability in Chapter 3). Conventionally, relative permeability of each 
phase is expressed based on saturation, the state of wetting state and saturation history. In the 
following, we briefly review some of the observations for different wetting conditions 
There is a general agreement that in strong wettability conditions, the wetting and non-
wetting phase relative permeability depends only on the wetting and non-wetting phase saturations, 
respectively. The intermediate-wetting phase relative permeability depends on the saturation of 
two phases and is impacted by the presence of an immobile wetting phase.  In an extensive study 
of Prudhoe Bay intermediate-wet sandstones, Jerauld (1997b) observed the direct impact of the 
initial water saturation on oil relative permeability. Kalaydjian et al. (1995) conducted 
measurements on the water-wet samples and confirmed that both the spreading coefficient and the 
presence of connate water impact oil relative permeability. 
For the oil-wet Tensleep sandstone and Grayburg carbonate samples, Schneider and Owens 
(1970) recognized that in the absence of a water film the water relative permeability decreased by 
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increasing gas entrapment. The water relative permeability decreased during secondary drainage 
compared to that of a waterflood at a given water saturation. Even the small residual oil saturation 
values following a miscible flood drastically reduced the water relative permeability. Baker (1995) 
reported gas-flood experiments on the oil-wet samples from the Tensleep formation and confirmed 
that initial-residual water saturations are highly interrelated. DiCarlo et al. (2000) aged water-wet 
sand to measure three-phase gravity drainage on the oil-wet sand and showed that water relative 
permeability for oil-wet sand is similar to oil relative permeability for water-wet sand. Based on 
the results of a capillary-bundle model by van Dijke et al. (2001), gas is always a non-wetting 
phase to oil and leads to a hysteretic behavior and gas entrapment during oil floods. DiCarlo et al. 
(2000) demonstrated that gas relative permeability in an oil-wet sand is smaller than in a water-
wet sand and concluded that gas is not necessarily the non-wetting phase. Vizika and Lombard 
(1996) showed that within a three-phase gas drainage in oil-wet sands, the gas relative permeability 
did not change both for spreading and non-spreading oil. 
For the intermediate-wet state, water, oil, and gas may all show hysteresis. The initial-
residual saturation dependency may exist for all phases. Jerauld (1997b) found systematic 
differences between water relative permeability during waterfloods and miscible water alternating 
gas (WAG) floods in Prudhoe Bay intermediate-wet sandstone. Oak (1991) treated water-wet 
Berea sandstone to make it intermediate wet and found a slight dependency of water relative 




It is a common practice to plot isoperms (i.e., contours of constant three-phase relative 
permeability) in a ternary saturation diagram where each apex represents 100% phase saturation. 
The experimentally measured relative permeabilities plotted as an isoperm have shown different 
curvature depending on the impacting parameters on multiphase relative permeability (see 
Impacting parameters on relative permeability in Chapter 3). Researchers have reported three 
types of isoperm curvatures — straight line, convex, and concave — in the direction of 100% 
phase saturation (see diagrams in Figure 2-2).  
The curvature of isoperms directly influences the hydrocarbon recovery and storage 
capacity in porous media. For instance, keeping all other criteria constant, a set of concave oil-
isoperms pointing outward from the oil vertex will result in higher oil recovery than that of convex 
oil-isoperms. This is due to the fact that convex isoperms require higher phase saturation to obtain 
the designated relative permeability compared with the concave isoperms. Moreover, the isoperm 
of zero gas relative permeability may play a pronounced effect on gas inventory capacity in a 
reservoir. A concave gas-zero-isoperm pointing toward the gas apex indicates that gas trapping is 
initiated at lower saturations than that of a convex isoperm. 
In general, the higher curvature of isoperms implies the stronger dependency of phase 
relative permeability on the saturation of other phases. Comparing a convex and a straight-line for 
phase-X isoperm reveals that the former requires higher phase-X saturation than that the latter one; 
moreover, it infers the negative impact of saturation of other phases on mobility compared to that 
of two-phase flow. Contrary, the concave isoperm expresses the higher mobility. A straight line 
isoperm parallel to the baseline of that phase implies that relative permeability is independent of 
saturation of other phases. Table 2-2 summarizes experimentally measured isoperms and the 
associated curvature using consolidated and unconsolidated rock materials. Figure 2-2 shows the 
water, oil, and gas isoperms measured at different wettability conditions for variety of saturation 
histories (Oak, 1989; 1991; 1992). It shows that the trend in curvature of the isoperms is not 
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straightforward particularly for the intermediate-wetting fluid. Oil isoperm curvature is scattered 
and concave toward the oil vertex. The oil isoperms, however, flatten as the rock wettability 
becomes more oil-wet and scatter in the data decreases. The effect of other phases on relative 
permeability contributes to the data scattering. Besides, Figure 2-2 depicts that the phase isoperm 
curvature varies not only with the rock wettability but also with the saturation history. It is due to 
the fact that as the saturation history varies the fluid configuration and residual saturation varies 
accordingly. 
There have been debates on whether isoperms are straight lines or have a curvature 
(concave or convex in the direction of 100% phase saturation) (Dietricht & Bonder, 1976; Oak, 
1989, 1990). Nevertheless, there is no consensus on the prediction of curvature of isoperms under 
the widely recognized wettability conditions. Quite undeservedly, although several multiphase 
relative permeability measurements exists in the literature as listed in Table 2-2, they do not span 
a broad range of saturation space. In that the saturation history varies widely during the field 
applications, the limited number and inconsistent data impose uncertainty in the prediction of the 
characteristic behavior of phase isoperm.  
Yet, it seems fair to assert that for the conventional primary waterflood and gasflood 
applications the most wetting fluid shows the less dependency on the saturation of the other fluids 
(i.e., linear isoperm is expected). Also, the isoperms of the most non-wetting fluid, e.g., gas in the 
water-wet state, shows a linear response confirming that the phase saturation is the primary 
impacting parameter particularly at the higher phase-saturation region. The prediction of low 
saturation region and the intermediate-wetting state is not trivial. As a result, during the project 
lifetime, one may expect that the phase isoperm curvature varies as the saturation history and/or 
the rock wettability is altered. Only a few three-phase relative permeability models have the 
essential flexibility to alter the shape of isoperms (Fayers et al., 2000; Beygi et al., 2015). 
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Table 2-2: Behavior of isoperms on some of the published three-phase relative permeability measurements 




Water Oil Gas 
Leverett and Lewis 
(1941) 
Sandpack Water-wet N.A. Linear Convex Convex 
Reid  
(1956) 





Water-wet DDI Linear Concave Linear 
Snell  
(1962) 
Sandpack Water-wet N.A. Concave Convex Convex 
Donaldson 
 (1966) d 
Berea 
sandstone 
Water-wet DDI Concave Concave 
Concave (high Sg); 
Convex (low Sg) 
Arbuckle 
limestone 





Water-wet DDI Linear Linear Linear 









Water-wet DDI Linear Convex Concave 




Water-wet DDI Linear Concave Linear 




Water-wet N.A. Linear Concave Concave 




Water-wet N.A. Linear Slightly concave Linear 
Bentheimer 
sandstone e 
Water-wet N.A. Linear Concave 
Linear (at high Sg); 






 pDDI, IID, IDI,  
DID, sDDI & DII 
















Table 2-2 (cont’d): Behavior of isoperms on some of the published three-phase relative permeability measurements 









Mixed-wet XDX, IDC h 
Linear (at high So) 
Concave (at low So) 
Linear (at water-mobile region) 
Concave (at water-immobile region) 
N.A. 








Convex (for IID) 
Convex (for DDI at low Sw) 
Concave (for DDI at high Sw) 
Convex (for IID at low So) 
Concave (for IID at high So) 
Convex (for DDI) 
Linear-concave (for IID) 
Linear-convex (for DDI) 









DDI & IID Convex Convex Convex 
a Terminology of saturation direction (see Saturation history in Appendix A), p: primary, s: secondary 
b Isoperm curvature toward phase vertex (100% phase saturation). The isoperm concave toward the phase base is equivalent to that of convex toward the phase 
apex (vertex) in the ternary saturation diagram.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                             
c N.A.: not available or measured. 
d Questionable results (Oak, 1989). 
e These samples have different pore aspect-ratio; Berea has higher level of microporosity resulting in lower krw at all saturation levels, higher kro at higher oil 
saturation, and higher flowing gas level than those of Bentheimer sandstone. 
f Oil-isoperms are very scattered in the ternary saturation diagram. 
g Not measured but implied based on the interpretation of the relative permeability values. 
h Waterflood, gasflood, and waterflood in the presence of trapped gas. 




Figure 2-2: Experimentally measured isoperms (𝑘𝑟
𝑒𝑥𝑝
) for several saturation histories in two- and three-phase flow 






Phase-1 (water) isoperms,  
water-wet sample 
Phase-2 (oil) isoperms,  
water-wet sample 
Phase-3 (gas) isoperms,  
water-wet sample 
Phase-1 (water) isoperms,  
intermediate-wet sample 
Phase-2 (oil) isoperms,  
intermediate-wet sample 
Phase-3 (gas) isoperms,  
intermediate-wet sample 
Phase-1 (water) isoperms,  
oil-wet sample 
Phase-2 (oil) isoperms,  
oil-wet sample 
Phase-3 (gas) isoperms,  
oil-wet sample 
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 Relative permeability measurement  
Two techniques to measure relative permeability initiate from the scale of the measurement.  The 
core-scale measurement techniques are the conventional methods. The pore-scale techniques, on 
the other hand, involve the microscopic-level measurement obtained from the pore and fluid 
structure images through the mathematical methods. The pore-scale relative permeability results 
must be upscaled for the practical scales of interests. In the following, we briefly review both 
approaches.  
Core-scale relative permeability measurement  
Laboratory relative permeability methods include the centrifuge, steady-state, and unsteady-state 
methods (Mohanty & Miller, 1991; Skauge et al., 1997). The centrifuge method allows 
measuring the displaced-phase relative permeability down to the very small mobility value 
(Hagoort, 1990). Nevertheless, one cannot measure gas relative permeability via the centrifuge 
method even though the extension of the Hagoort method (1990) mitigated the other drawbacks of 
this technique (van Spronsen, 1982). In addition, the centrifuge method suffers from the 
simplifying assumptions that do not hold in particular set of displacement condition.  
 The unsteady state method and its variants including the JBN-type procedures (Johnson 
et al., 1959) and the gravity-drainage techniques have become a popular method primarily due to 
the acceptable speed of obtaining the desired data (Dehghanpour, 2011; Kianinejad et al., 2016; 
Mohanty & Miller, 1991). They provide relative permeability directly from the in-situ saturation 
profile along with the Darcy equation. 
 Both unsteady-state and centrifuge methods involve several inherent simplifying 
assumptions in their mathematical formulations. These assumptions applied to the material-
balance techniques contributes to uncertain results. Applying the saturation and relative 
permeability values estimated from these methods to the field-scale may then become 
questionable: the field-scale fluid displacement does not replicate the predicted behavior and 
assumptions of unsteady-state methods.  
 23 
 The steady-state method provides more accurate results for multiphase relative 
permeability than the dynamic and centrifuge methods. It covers a broader range of saturation 
space and suffers less from the sample heterogeneities and is practiced with many investigators in 
the early development of the measurement techniques (Corey et al., 1956; Delshad et al., 1987; 
Leverett & Lewis, 1941; Reid, 1956; Saraf et al., 1982; Snell, 1962). Nonetheless, the required 
time for achieving the capillary equilibrium on the order of weeks to months limits its application. 
Besides, steady-state measurements are technically difficult experiments. Instead today, the 
approximate and technically simpler methods but less time-consuming are the primary option for 
relative permeability measurement in the laboratory. A representative relative permeability 
measurement method must replicate the reservoir conditions including pressure, temperature, 
fluids, fluid-fluid interaction, rock, and the geomechanical parameters, e.g. net confining stress. 
Except for modern laboratory measurements (cf. Wang et al., 2008), published relative 
permeability measuring techniques generally do not completely describe their methodology and 
apparatus and fail to provide all of the required conditions. 
Each method replicates a particular fluid displacement in porous media and generally 
relative permeability curves are not-unique. It then necessitates choosing a particular measurement 
technique imitating the anticipated fluid displacement and the effective forces on the fluids in 
reservoir applications. In other words, each section of a field-scale process may require a different 
set of relative permeability curves in the reservoir simulator (Singh et al., 2001). For instance, the 
viscous-dominated gasflood particularly near miscible fronts requires that the relative permeability 
curves be obtained from unsteady-state method. This dynamic displacement approach involves 
high flow rate injection schemes to satisfy the required conditions of the Rapoport and Leas 
number (Lake et al., 2014) that the capillary end-effect does not affect the displacement. The 
centrifuge technique is preferable when a low-saturation region is the primary target of an EOR 
process.  
To mitigate the incomplete representation of actual fluid movement in the field, a practiced 
approach is to couple the measurement techniques: a coupled steady- and unsteady-state method 
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or a coupled unsteady-state and centrifuge method. Both approaches expand the saturation range 
of displacements in field practices (Shafer et al., 1990). 
Pore-scale multiphase relative permeability measurement  
Emerging advances in technology have accelerated computational rock physics during the last two 
decades. This evolutionary method consists of 3D imaging of rock samples at the desired/available 
scale, image processing (segmentation) to discriminate pore space from rock solids and minerals, 
and numerical simulation conditioned to experiments. The deduced digital rock assists in a viable 
representation of rock microstructure.  
Digital rock physics has grown rapidly due to the advent of imaging, computing 
technologies, and image processing techniques. For example, high spatial and temporal resolutions 
of 3D images of pore space — to <1 µm and sub-second respectively — have been employed to 
image pore-scale displacements and to measure real-time pore-scale properties. The high 
resolution 3D images have been captured by advanced imaging scanners such as non-destructive 
and non-invasive X-ray micro computed tomography (µ-CT) (or Nano computed tomography for 
ultra-low permeability samples) and synchrotron (Arns, et al., 2005b; Coker et al., 1996; 
Flannery et al., 1987; Hazlett, 1995; Ketcham & Carlson, 2001; Wildenschild & Sheppard, 
2013). Also, other emerging technologies such as confocal microscopy, e.g., laser scanning 
fluorescence microscopy, and super-resolution fluorescence microscopy (Huang et al., 2009) are 
conceivable in near future. 
Rather than direct 3D imaging, the construction of complex core structure has also 
flourished by state-of-the-art techniques in stochastic or object-based reconstruction procedures. 
At first, one requires 2D petrographical thin section images extracted from scanning electron 
microporosity (SEM) generating submicron scale images. Then, by applying an optimization 
approach, the reconstruction techniques result in 3D representative rock samples by integrating 
images and obtained data for example porosity, grain size distribution, clay and cement content 
(Bryant et al., 1993a; Bryant et al., 1993b; Bryant & Blunt, 1994; Coles et al., 1998; Pilotti, 
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2000; Øren & Bakke, 2002; Arns et al., 2002; Al-Kharusi & Blunt, 2007; Berg et al., 2013; 
Jiang et al., 2013; Naraghi et al., 2016). Nevertheless, even by providing a detailed analysis of 
2D thin sections, reconstructing complex pore structures based on currently applied reconstruction 
methods are problematic. These complexities include, but not limited to, microporosity, clays, and 
long-range connectivity of pore space. 
Finally, high-performance parallel computing such as multi-core Central Processing Unit 
(CPU) architecture and Graphics Processing Unit (GPU) have rendered data acquisition, 
processing, and visualizing of computationally intensive pore-scale data emanating from pore-
level images. For example, De Prisco et al. (2012) applied a domain decomposition method to 
simulate  a matrix of 500×500×1000 voxel (1 voxel of a tomogram or image represents volume 
element equivalent to a pixel in the 2D element) in parallel with 50 GPUs. They generated a 20483 
voxel telegram with 128 CPUs in approximately 4 hours.  
Providing the desired flow experiment, both the spatial and temporal saturation distribution 
are accessible through the digitized rock. Once a 3D voxel representation of the porous medium 
and its embedded fluid(s) are constructed, one shall validate them against laboratory experiments 
in conventional and special core analysis or 2D micromodels (Scheven (2005); Blunt et al. (2013) 
and references therein).  
In pore-scale modeling, the parameter estimation, e.g., multiphase relative permeability, is 
accomplished based on a multiphase flow simulation in pore-level via either direct pore-level 
models or extracted 3D pore-network models. Direct pore-level modeling on the constructed 3D 
image is more fundamental and more computation demanding than pore-network in comparison 
with direct counterpart, pore-network models may not fully capture behavior of a heterogeneous 
system due to their principal simplifying and averaging assumptions.  
Further, one may categorize pore-scale modeling into quasi-static and dynamic approaches 
for both direct pore-level and pore-network methods (Blunt et al., 2002; Jackson et al., 2005; 
Blunt et al., 2013). Quasi-static methods entail a mechanistic approach in which the coupled 
viscous-capillary fluid displacement is decomposed into a capillary-dominated model followed by 
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a viscous-dominated model. The former reproduces spatial saturation distribution while the latter 
captures hydraulic connectivity of flowing continuous phase(s) in porous media.  
The widely applied quasi-static methods have several drawbacks compared to their 
dynamic counterparts. (i) They lack discontinuous fluid flow modeling — large-cluster ganglia 
modeling. As a result, all mass-transfer associated with displacing fluids and displaced ganglia are 
erroneously withdrawn from these models. (ii) In quasi-static formulation, the pore topology is 
matched against a macroscopic averaged and measured capillary pressure and imposed over the 
whole porous media like the Darcy-scale modeling. (iii) All viscous dominated displacements are 
excluded from quasi-static modeling. 
On the other hand, the dynamic approach is computationally expensive due to the 
governing equations, e.g., tracking the menisci motion and including a local capillary pressure. 
But, the dynamic methods model the dynamic processes with considerable viscous effects more 
accurately. For example, a more physically consistent relative permeability model can be obtained 
for processes in which intra-phase mass-transfer dominates, hysteresis exists, wettability-alters, 
interfacial-tension reduces, or layer-drainage displacement dominates (Nguyen et al., 2005; 
Joekar-Niasar et al., 2010; Idowu & Blunt, 2010; Hammond, 2012; Joekar-Niasar & 
Hassanizadeh, 2012; Raeini et al., 2014). 
Pore-level direct modeling 
Based on an extension of the review by Meakin and Tartakovsky (2009) and Blunt et al. (2013), 
three general direct pore-level approach and their variants for modeling multiphase flow in a digital 
rock are discernable: (i) the conventional Eulerian grid-based computational fluid dynamics 
methods coupled with a proper interface/fluid/particle tracking or capturing methods like front-
tracking methods (Tryggvason et al., 2001), level-set function (Sussman et al., 1994; Osher & 
Fedkiw, 2001; Prodanovic & Bryant, 2006), volume of fluid (Hirt & Nichols, 1981; Scardovelli 
& Zaleski, 1999; Ubbink & Issa, 1999; Raeini et al., 2012;), and unique scalar field (phase field) 
(Jacqmin, 1999; Badalassi et al., 2003; Mikelic et al., 2015); (ii) the particle-based methods in a 
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meshless Lagrangian framework like the dissipative particle dynamics, smoothed particle 
hydrodynamics (Tartakovsky & Meakin, 2005; Gouet-Kaplan et al., 2009), the off-lattice 
Monte Carlo methods, and the lattice gas/Boltzmann (Chen & Doolen, 1998; Wolf-Gladrow, 
2000) methods like color-gradient model (Grunau et al., 1993; Gunstensen & Rothman, 1993; 
Liu et al., 2012) and the pseudo-potential model (Shan & Chen, 1994); and (iii) the energy-based 
methods such as the density functional model (Inamuro et al., 2000; Demianov & Dinariev, 
2011). 
Lattice Boltzmann is a simple, computationally efficient, and flexible method to 
circumvent traditional deficiencies of Eulerian grid-based methods in order to solve the Navier-
Stokes equations. The Eulerian grid-based methods, e.g., finite difference, finite element, and finite 
volume, treat particles as a continuum and treat conservation mass, momentum, and energy laws 
as representative control volumes. The evolving statistical-based lattice Boltzmann method, 
however, takes benefit from introducing the fictitious mesoscopic particles moving in a discrete 
lattice while conversing mass and momentum by local collisions (Wagner, 2008). Consequently, 
lattice Boltzmann based models are promising for modeling multiphase fluid displacement 
modeling in a digital rock: they are computationally less expensive than molecular-dynamic based 
models and do not require the discretization of partial differential equations as the conventional 
approach with coupled Eulerian grid-based methods and computation fluid dynamic. Yet, the 
lattice Boltzmann methods suffer from an integrated, consistent, and comprehensive 
thermodynamic approach leading to the incomplete modeling of phase transition and surface 
phenomena. Furthermore, upscaling the application of lattice Boltzmann on the continuum-scale 
with various degrees of large-scale heterogeneities is cumbersome. 
Pore network modeling 
Aside from direct pore-level modeling, one may prefer to upscale the detailed constructed digital 
rock several length scales (i.e., >3 order of magnitude), and extract a large-scale pore-network 
model from the original 3D image. Despite reducing considerable embedded details from the 
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digital rock, this upscaling procedure may provide for modeling microscopic-scale fluid 
displacement in porous media mainly due to computational limitations. 
 Pore network modeling in porous media pioneered by Fatt (1956) introduced the statistical 
physics of fluid flow. Here, it is assumed that an extracted rock topology from the digital rock 
represent porous media in which pores connected by narrow throats in a 3D lattice (Blunt et al., 
2002). A full spectrum of network models has been developed to model multiphase fluid 
displacement through different physical processes. Initially, pore network approaches applied a 
simplified representation of physical porous media and later Percolation theory (Larson et al., 
1981) and population balance equations (Payatakes et al., 1980) enhanced pore-network models 
in predicting the core-scale properties based on pore-network results. Recently, pore-network 
modeling has included detailed description of rock geometry and topology, general wettability and 
wettability alteration during the fluid displacement, and the underlying mechanism of multiphase 
flow in porous media, e.g., multiple displacement, coupled capillary and viscous flow, film flow 
(Bakke & Øren, 1997; Mani & Mohanty, 1998; Øren et al., 1998; Lerdahl et al., 2000; Patzek, 
2001; Piri & Blunt, 2005; van Dijke et al., 2006).  
Pore-network platform is a viable tool for building and understanding of the complicated 
multiphase flow in a complex rock structure. The pore-network models are useful in deriving 
macroscale properties including multiphase relative permeability and in reproducing macroscopic 
results from laboratory experiments. Moreover, they are computationally efficient compared to 
other pore-level approaches. Consequently, there is a growing interest in pore-network modeling. 
Nevertheless, as will be discussed, the latter currently has limited applicability for modeling 
complex rock structure, fluid distribution, and fluid interface(s) due to its inherent simplifying 
assumptions.
 Three-phase relative permeability modeling approaches 
To accomplish the complicated task of modeling Darcy scale relative permeability, several 
methods have been considered. Although some of the developed methods accurately replicate fluid 
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displacement processes and assist in providing fundamental understanding of underlying fluid 
movement mechanisms, they have limited field-scale applicability. Some other methods have been 
developed that focus on specific experiments or on simplifying assumptions by which the 
applicability of these models are severely reduced at larger spatial scales. These compromises have 
made the multiphase relative permeability modeling an unresolved subject in reservoir 
characterization.  
Pore-scale relative permeability modeling 
Several researchers have calculated multiphase relative permeability calculations from pore-scale 
modeling/measurements (Øren et al., 1998; Blunt et al., 2002; Suicmez et al., 2008; De Prisco 
et al., 2012; Ramstad et al., 2012; Natarajan et al., 2014). A representative relative permeability 
can be obtained from a detailed analysis of pore-scale pore structure, fluid distribution, fluid 
configuration, and fluid displacement. In addition, the relative permeabilities need to be upscaled 
to a large scale. One solution is to tabulate each phase relative permeability in a three-dimensional 
table, viz., saturation of two phases, as input to the simulator. During a simulation, each grid-block 
has an associated phase relative permeability based on saturations. This methodology, however, is 
questionable because the fluid configuration and distribution together with grid wettability are not 
necessarily identical to those conditions by which the pore-scale modeling was accomplished. As 
a result, this option cannot represent the physical behavior of fluid flow in porous media.  
Alternatively, one may consider coupling dynamic pore-scale relative permeability with a 
reservoir simulator. This methodology referred to self-consistent three-phase modeling (Blunt et 
al., 2002) represents the physical behavior of fluid displacement accurately as relative permeability 
is evaluated from pore-scale events. Initially, the network model computes relative permeability 
based on a fluid configuration within each grid-block; the saturation distribution, then, is re-
evaluated using a conventional simulator. The saturation path is checked against the initial input 
values in the pore-network model. If the saturation paths are not identical, the overall pattern is 
recomputed until a user-defined tolerance is reached. This dynamic hybrid modeling is based on 
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domain-decomposition such as locally mass conservative mortar methods (Toselli & Widlund, 
2005; Arbogast et al., 2007; Balhoff et al., 2008; Mehmani & Balhoff, 2014; Ganis et al., 2014).  
This multi-scale and multi-physics modeling approach is promising and results in a more 
detailed representation of fluid flow at several spatial scales. Undeservedly, it is yet quite resource-
intensive and computationally expensive for practical field applications: (i) it requires spatially 
pore-scale modeling in each time-level together with Darcy-scale flow modeling; (ii) the pore 
model must be generated separately for each grid block based on locally available digital rock 
physics which, in turn, is very time-consuming; (iii) computational structures still suffer from 
storing, processing, interpretation, and visualization of computationally-intensive data emanating 
from multi-scale multi-physics approaches. Yet, the advent of extreme-scale (X-scale) 
computation is expected to flourish rendering large volumes of data emanating from the field-
related applications that require computational power that is current not available. 
Thus, other conceivable and versatile approaches must be considered for practical field-
scale applications and will be reviewed further. 
Current limitations of pore-scale measurements and modeling 
The digital rock physics has the potential to characterize reservoirs specifically for estimating 
relative permeability. The level of detailed information contained in a digital rock is valuable and 
quantitatively characterizes pore structure for the typical fluid displacements in heterogeneous 
rocks.  
Yet, the 3D digital rocks through the direct measurement are still limited and suffers 
uncertainty in accurate pore geometry and topology characterization. For example, (i) as the level 
of heterogeneity of the pore geometry and topology increases, constructing a reliable digital rock 
is still a challenging task for carbonate rocks and/or microporosity. The extensive sub-resolution 
microporosity contribution in carbonate rocks makes the pore-solid mineral identification a tedious 
task (Arns et al., 2005; Wildenschild & Sheppard, 2013). Poor reliability of carbonate digital 
rock arises due to small-scale heterogeneities in these sediments which results in a wide (bi- or tri-
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modal) pore size distribution ranging from sub-micron to meters (Moctezuma et al., 2003; Arns 
et al., 2005). (ii) A reliable representation of the pore structure and fluid(s) is challenging and 
requires an appropriate multiscale approach particularly when the history of fluid distribution is 
required. In other words, the trade-off between sample size and voxel size must be accounted for 
(Jiang et al., 2013).  
Both direct pore-scale modeling and pore-network modeling currently suffer from several 
deficiencies. Pore-network models have restricted predictive capability compared to the direct 
pore-level modeling approach. This is due to the inherently simplified physics of the pore-network 
models required to represent complex pore geometry. Finally, there is no robust and integrated 
tool currently available to fully capture the appropriate mechanisms and to determine the detailed 
description of macroscopic properties for multiphase flow in porous media (Blunt, 2001; Blunt et 
al., 2013). 
Both the pore-scale modeling approaches yield relative permeability values at pore-scale. 
Both require a multiscale approach — from pore to core to field. When using this integrated 
approach evaluating the temporal and spatial relative permeability values is computation 
demanding task. It is therefore necessary to apply Darcy-scale parameters. These macroscale 
parameters are utilized in lieu of the pore-scale parameters and are less computationally expensive. 
This leads to the use of three-phase correlations incorporating Darcy-scale parameters like 
porosity, permeability, saturation, and macroscopic averaged parameters such as interfacial 
tension, rock wettability, and capillary number among others. 
Finally, the spatial and temporal distribution of the rock wettability and contact angles as 
the key impacting parameters on the fluid displacement cannot be captured a priori as required for 
a pore-scale measurement. 
 
Core-scale relative permeability modeling 
A conventional approach in the absence of measured three-phase relative permeability data is to 
calculate three-phase relative permeability using measured two-phase relative permeabilities of 
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water/oil and gas/oil. To develop a relative permeability model based on a core-scale approach, 
one may rely only on observations and develop an empirical correlation for the core scale. This 
widely applied method is reliable for a very specific displacement conditions tested in the 
laboratory. Nevertheless, application to a different set of conditions occurring in field-scale 
remains questionable, particularly for multiscale heterogeneities arising in rock, fluid, and rock-
fluid.  
 Alternatively, one can develop a three-phase relative permeability model based on an 
integrated pore- and core-scale observations. Here, the developed tool treats parameters of both 
length scales and honors microscopic results of particular fluid displacement. This results in a more 
robust representative of fluid displacement than correlations in a field-scale process. Nonetheless, 
the level of reproducing physical processes depends on the degree by which the pore-level fluid 
displacement mechanisms and their relevant parameters are incorporated in the model. 
There are above thirty multiphase relative permeability models developed based upon 
different mathematical approaches in which only a few are industry standards. Table 2-3 provides 
a chronological list of some of the three-phase relative permeability models and demonstrates that 
saturation-averaged interpolation method is a common choice in more recent models in lieu of 
other models of capillary, statistical, and fractal models.  
Other relative permeability models not listed in Table 2-3 are either developed for two-
phase flow with limited applicability to three-phase flow or are based on purely mathematical 
functions. The latter has additional flexible features and includes basis spline (B-spline) and spline-
derivative functions (Kulkarni et al. (1998) and references therein). In general, these piecewise 
polynomial functions honor monotonicity of interpolated function at points with higher-order 
curvature. Nonetheless, they may impose several discontinuities in relative permeability or in its 
derivative curves. Besides, their formulations require several parameters (Fincham & Ferreol, 
1998; Lomeland et al., 2005). Hence, these purely mathematical formulations are not generally 
practical. 
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Corey et al. (1956) C.P+B W 3P NO NO 
Requires 𝑘𝑟𝑜𝑔 at a specified 𝑆𝑤 to reproduce all of the 𝑘𝑟𝑜
3𝑃 and 𝑘𝑟𝑔
3𝑃; 𝑘𝑟𝑜 ∝ 𝑅𝐻
 ; 
Fluid flows in the separate channels with no fluid-fluid interaction 





NO NO Water as part of the rock matrix 
Naar and Wygal  
(1961) 
C.P+R W 3P NO NO 
3-phase imbibition assuming 𝐶𝑆∗ = 1/𝑃𝐶
2 where 𝐶 =constant; Adding trapping gas 
mechanism; 𝑆𝑤𝑖𝑟  is the only adjusting parameter 
Land  
(1968) 
C.P+B W 3P NO NO 
Imbibition 2- and 3- phase KR based on Corey model (1956) and modified Naar 
and Wygal model (1961); Defining ‘free saturation’ 
Stone I (1970) and 
Stone II (1973) 
C.F W 3P NO NO 
Oil blockage by water and gas; 𝑘𝑟𝑤 and  𝑘𝑟𝑔 depend on their sat 
Stone I: 𝑘𝑟𝑜 ∝ 𝑓1(𝑆𝑤). 𝑓2(𝑆𝑔). 𝑓3(𝑆𝑜𝑟
3𝑃, 𝑆𝑤𝑐); Stone II: 𝑆𝑜𝑟
3𝑃 does not appear 
explicitly; 𝑘𝑟𝑤 + 𝑘𝑟𝑜 + 𝑘𝑟𝑔 ∝ 𝑓4(𝑆𝑤). 𝑓5(𝑆𝑔) (assumption: segregated flow); 
Stone II model requires four 2-phase KR as opposed to only 2 for stone I model 
Modified Stone I (Hirasaki) 
and Modified Stone II 
Dietrich and Bondor (1976) 
C.F W 3P NO NO 
Hirasaki: Representing all model 2-phase permeabilities relative to kocw 
Dietrich and Bondor: Renormalizing Stone II model to represent 𝑘𝑟𝑤𝑜 and 𝑘𝑟𝑔𝑜 
based on combination of KR to oil at 𝑆𝑤𝑐  and absolute permeability. 
Pope and Nelson (1978) C.F. ALL 3P YES NO 
Adding the flexibility to the Corey formulation to adjust the end-point relative 
permeability parameter as the capillary-desaturation effect occurs. 
Modified Stone I and Stone II 
(Aziz & Settari, 1979) 
C.F W oil NO NO Smooth reduction to 2-phase data due to added normalized sat. 
Parmeaswar and 
(Parmeswar & Maerefat, 
1986)  
Empirical - 3P NO NO 
A power-law function of normalized saturation for all phases;  
Not reliable for extrapolating  the saturation range out of the measured window 
Parker and Lenhard (1987) 
C.P + 
Pc-S 
W oil NO NO 
Based on van Genuchten’s Pc-S model and Mualem’s hydraulic conductivity 
model (Mualem, 1976); Does not require 2-Phase KR data;  𝑘𝑟𝑜 ∝ 𝑅𝐻
2  
Alemań and Slattery (1988) C.F W oil NO NO 
Using a statistical structure model in local volume-averaged method; requires four 
2P KR and reduces to Stone I model (1970) if 𝑘𝑟𝑜𝑤 or 𝑘𝑟𝑜𝑔 is linear function of sat. 
Baker 1 (1987) and 
Baker 2 (1988) 
S.A W oil NO NO 
1: Interpolation between 2-phase KR values to find 3-phase oil KR based on 
segregated assumption of water and gas 
2: ‘Linear isoperm’ by specifying equal KR on ternary saturation diagram. 
 34 




























































Delshad and Pope (1989) S.A W oil NO NO 2-phase KR does not appear explicitly 
Modified Stone I  
(Kokal & Maini, 1990) 
C.F W oil NO NO 
Improved modified Stone I (Aziz & Settari, 1979) by adding one more normalizing 
factor 
Modified Stone I  
(Hustad & Holt, 1992) 
C.F W oil NO NO  𝑘𝑟𝑜 ∝ 𝛽𝑆𝐼𝑘𝑟𝑜𝑤𝑘𝑟𝑜𝑔 where , 𝛽𝑆𝐼 = 𝑓(𝑆𝑜 , 𝑆𝑔, 𝑆𝑤𝑖𝑟 , 𝑅𝑂𝑆, 𝑛𝐻𝐻), 0≤ 𝛽𝑆𝐼 ≤1 
Dria et al. (1993) C.P+B W 4P NO NO Extension of Corey’s et al. model (1956) for 4P flow based on residual sat. 
Robinson and Slattery (1994)  C.F W oil NO NO Adding hysteresis and 𝑆𝑜𝑟  to Alemań and Slattery (1988) model 
Goodyear and Townsley (1995)  
(Balbinski et al., 1999) 
Pc-S W oil NO NO 





 and may reduce to Corey form 
Bradford et al. (1997) C.P+B FW 
W & 
oil 
NO NO Adding the impact of wettability on Burdine model; gas is non-wetting phase 
Jerauld  
(1997b) 




3𝑃 : S.A of 𝑘𝑟𝑤ℎ and 𝑘𝑟ℎ𝑤 which in turn are 
based on S.A of oil and gas phase parameters using 𝑓ℎ; 𝑘𝑟𝑜𝑔 = 𝑓(𝑆𝑔, 𝑆𝑜𝑟𝑔); 
𝑘𝑟𝑜𝑤 = 𝑓(𝑆𝑤 , 𝑆𝑤
𝑚𝑖𝑛 , 𝑆𝑜𝑡𝑤); 𝑘𝑟𝑜
3𝑃 = 𝑓(𝑘𝑟𝑜𝑜 , 𝑘𝑟𝑜𝑔, 𝑘𝑟ℎ𝑤); 𝑘𝑟𝑔
2𝑃 = 𝑓(𝑆𝑔, 𝑆𝑔𝑡 , 𝑆𝑔𝑟);  
𝑘𝑟𝑔
3𝑃 = 𝑓(𝑘𝑟𝑔𝑔, 𝑘𝑟𝑔𝑜 , 𝑘𝑟ℎ𝑤); 𝑘𝑟𝑜
3𝑃 and 𝑘𝑟𝑔
3𝑃 are general form of Stone I 
Moulu 1 (1997) and 
Moulu 2 (1999) 
F.R ALL 3P NO NO 
Extension of Vizika et al. model (1993); 3P in each fractal pore; each phase sat. 
calculated as the relative area occupied; KR calculated by Poiseuille-type flow 
 𝑘𝑟𝑤 = 𝑓(𝑆𝑤 , 𝑆𝑤𝑖 , ϝ);  𝑘𝑟𝑜 = 𝑓(𝑆𝐿 , 𝑆𝑤 ,  𝑆𝑜𝑟 , ϝ, 𝑘𝑟𝑜
2𝑃); 𝑘𝑟𝑔 = 𝑓(𝑆𝐿 , ϝ,  𝑘𝑟𝑔
𝑚𝑎𝑥) 
DiCarlo et al. (2000) L.D 
W+  
int. 
oil NO NO 𝑘𝑟𝑜 ∝ 𝑆𝑜
2 at 𝑆𝑜 < 𝑆𝑜𝑟𝑤 . Does not require 2-Phase KR data 
Modified Baker  
(Blunt, 2000) 
S.A ALL 3P YES Den General Baker (1988) model based on layer drainage model; Inherent hysteresis 
Modified Baker  
(Fayers et al., 2000) 
S.A ALL 3P YES Den 
Introducing sat. rescaling: 𝑆𝑜




𝑘𝑟𝑜𝑖 = 𝑓(𝑆𝑜𝑟𝑖); 𝑘𝑟𝑜
3𝑝
= (1 − 𝜓)𝑘𝑟𝑜𝑤 +𝜓𝑘𝑟𝑜𝑔; 𝑘𝑟𝑖
3𝑝
= 𝑆𝑜𝑗𝑘𝑟𝑖𝑜 + (1 − 𝑆𝑜𝑗)𝑘𝑟𝑖𝑗  
where 𝑖 ≠ 𝑗, 𝑖, 𝑗 = 𝑤, 𝑔 ;  𝑆𝑜𝑤 = 𝑆𝑜 (𝑆𝑜 + 𝑆𝑤 − 𝑆𝑤𝑐)⁄  , 𝑆𝑜𝑔 = 𝑆𝑜 (𝑆𝑜 + 𝑆𝑔)⁄  
Van Dijke et al. (2001) P.L 
ALL+ 
F.W 
3P NO NO 
Determination of saturation-dependencies of KR in 3P flow (process-based 
approach); Applicable to both spreading and non-spreading oil layer 
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ALL 3P NO NO 
Introduction of a Pc function applicable to a broad range of wettability conditions. 
Phase KR is then calculated based on a Pc-weighted averaging between the limiting 
KR expressions depending on the wettability state. 
Lomeland et al. (2005) E mixed 3× 2𝑃 NO NO 
An analytical 3-parameter formulation so-called LET correlation. Applicable to any 2-
phase fluid pair but not intended for 3-phase flow. 
Hustad & Hansen (1996); 
Hustad (2002);  
Hustad & Browning (2010) 
S.A ALL 3P YES NO 
2-Phase process-dependent normalized sat. to look up 2-phase KR values and estimate 
three-phase KR based on S.A between 2-phase residual sat.; 
Inherent hysteresis 
Chavent an co-workers 
(2008);(2009);(2010) 
T.D. ALL 3P NO NO 
A partial differential equation- total differential interpolation algorithm applies two-
phase flow measurements and global pressure formulation. This reduces the number of 
functions from three 2-phase KRs to two global mobility and global Pc functions. 
Shahverdi and 
Sohrabi (2012) 
S.A ALL 3P NO NO 
Independent impact of 2-phase KR on 3-phase KR; each phase in contact with 2 other 
phases in 3-phase fluid distribution 
Yuan and Pope (2012) T.H ALL 3P YES GFE Adding compositional consistency to any 3-phase KR model 
UTKR3P 
(Beygi et al., 2013) 
P.S.A ALL 3P YES GFE 
FkrJ ∝ FkrJL  + FkrJM(F: KR parameters); Inherent hysteresis (sat. path dependence) but 
another hysteresis method can be added 
*Abbreviations: 3P: Water/oil/gas or water/oil/microemulsion; 4P: Water and three-hydrocarbons (oil, gas, 2nd liquid hydrocarbon in CO2-oil mixing at low 
temperature and reservoir pressures (Khan et al., 1992; Mohanty et al., 1995); ALL: Water-wet, mixed-wet, and oil-wet; B: Burdine pore-size distribution model 
based on tortuous bundle of parallel capillary tubes (Burdine, 1953); C.A: Capillary tubes; C.F: channel flow theory (= probability-based model) considering at 
most one mobile fluid in any flow channel; Den.: Density; E: Empirical; F.R: Fractal pore; F.W: Fractional wet; GFE: Molar Gibbs free energy; Int.: Intermediate-
wet; KR: Relative permeability; L.D: Layer Drainage; NAPL: Light-non-aqueous-phase liquid; Par.: Parachor-weighted molar density; Nc or NT: Capillary or 
Trapping number dependency; Pc: Capillary pressure; Pc-S: Capillary pressure-saturation; P.L: Pore-level mechanisms interpretation; P.S.A: Parameter-level 
saturation-averaged interpolation scheme; P.S.D: Pore size distribution; R: Random interconnection of straight capillaries; S.A: Saturation-averaged interpolation 





Hysteresis represents a history-dependent phenomenon. It has remarkable implications in a broad 
spectrum of natural, anthropological, and social events. Example in climate research include, (i) 
the dynamics of ocean circulation-pattern shows hysteresis effect as the fresh-water strength varies 
(i.e., maintaining ample negative freshwater flux (evaporation-precipitation) are presenting 
bifurcation as a buoyancy input into the global ocean circulation system)  (Dijkstra & Weijer, 
2005); besides, (ii) marine ice-sheet dynamics exhibit discrete equilibrium profiles under the 
variation of temperature (Schoof, 2007). In biology, (iii) the DNA denaturation (melting) process 
under the pressure- and thermal-driven stimuli lead to a delayed structural response primarily 
contributed to the hysteresis in the form of an internal dissipative coupling in the energy landscape 
(Hernández-Lemus et al., 2012); moreover, (iv) it is postulated that hysteresis effect is in charge 
of bi-stable system in unfolding-refolding processes or in aggregation-association events in 
proteins (Zhuang et al., 1996; Wales, 2010). In economics, the hysteresis hypothesis postulates 
that (v) fluctuations in the labor market influence the natural rate of unemployment and leads to 
the high rate of unemployment even a long time after the recession (Blanchard & Summers, 
1986). Among other fields of science and engineering, examples of hysteresis in mechanical, 
chemical, and material engineering include (vi) elastic hysteresis of material deformation within 
loading/unloading process in mechanics, (vii) capillary condensation hysteresis of gas adsorption 
upon variation of temperature and potential in mesoporous materials with pore size of 2-50 nm 
(Hunter, 2001), (viii) magnetization hysteresis in ferromagnetic materials, e.g., iron, as applied in 
magnetic hard disks and credit cards (Hummel, 1985; Dixit et al., 1999) mechanistic and 
hysteretic behavior of liquid supercooling and glass reheating processes (Debenedetti & 
Stillinger, 2001), (ix) phase transition and voltage hysteresis obtained during the charging-




in stress-strain relations of shape memory alloys (Puglisi & Truskinovsky, 2002), and (xi) unlike 
behavior of transition from a stationary solution to chaos and the opposite direction for heat 
convection in porous media.  
 Hysteresis in porous media 
Hysteresis has a pronounced effect on field-performance prediction and project economy for (i) 
hydrocarbon recovery from transition zones, (ii) geological carbon storage, and (iii) projects 
imposing several variations in saturation history. (Larsen & Skauge, 1998; Element et al., 2003; 
Flett et al., 2004; Righi et al., 2004; Masalmeh et al., 2007; Spiteri et al., 2008; Masalmeh & 
Wei, 2010). The latter include multicyclic injection strategies like gas mobility control techniques, 
near critical fluids, and miscible/near-miscible displacement among others. Hysteresis impacts 
several parameters including, but are not limited to, hydrocarbon recovery factor, depletion rate, 
gas inventory content, e.g., capillary trapping in CO2 sequestration in underground storage sites. 
It may also impose operational challenges like well injectivity in multicycle processes. 
To date, in the study of fluid flow in porous media, investigators have found four 
characteristic properties showing irreversible and memory-dependent behavior. These macroscale 
properties include (i) relative permeability, (ii) capillary pressure, (iii) electrical resistivity and (iv) 
foam generation and flow (Osoba et al., 1951; Geffen et al., 1951; Killins et al., 1953; Land, 
1968; Longeron et al., 1989; Knight, 1991; Beygi et al., 2015; Lotfollahi et al., 2016). In this 
dissertation, we review two- and three-phase hysteresis in relative permeability. 
 Hysteresis in relative permeability 
Relative permeability is saturation-history dependent (see Saturation history in Appendix A). 
Hysteresis may induce a significant discrepancy between phase relative permeability in the 
increasing and decreasing phase saturation processes. This trend of irreversibility increases as the 




Depending on the wettability state, there are numerous laboratory and field tests in which 
water, oil, or gas phase exhibited variation in their relative permeability at the identical phase 
saturation but at different saturation histories. In two phase flow, hysteresis contributes primarily 
to the variation of phase relative permeability when the saturation direction of one phase changes 
(Honarpour et al. (1986) and references therein). In multiphase flow, the hysteresis effect is more 
complicated as the degree of saturation trajectories increases compared to two-phase. The 
hysteresis effect in multiphase flow is also more pronounced for the less wetting phases.  
The saturation-history dependent hysteresis effect results in scanning curves in relative 
permeability-saturation space. It is due to the fact that depending on the saturation reversal point, 
the total amount of phase trapping differs (see Capillary trapping). In that phase relative 
permeability depends on the free saturation (see Saturation in appendix A), the consolidated and 
unconsolidated samples show different behaviors of irreversibility.  
When comparing the non-wetting fluid relative permeability in the increasing and 
decreasing saturation processes at a designated saturation value, the pore structure also impacts 
the level of the hysteresis effect. The consolidated rocks commonly depict a decreased relative 
permeability in the decreasing saturation process related to the elevated phase trapping in the 
decreasing saturation process. The unconsolidated samples, however, have shown an increased 
relative permeability value in the decreasing saturation section compared to the increasing 
saturation process (Naar et al., 1962; Batychy & McCaffery, 1978). It shows not only the phase 
trapping but also the amount of physical dendritic fraction affects the hysteresis phenomenon 
(Larsen & Skauge, 1998). 
Closed-loop hysteresis is the conventional logic postulated for several variations of phase 
saturation direction in two-phase flow (Braun & Holland, 1995). For the relative permeability 
modeling, the curves of an increasing saturation suite originate on the bounding decreasing 




residual saturation of the other phase. The suite of scanning curves in the decreasing saturation 
process originates on the bounding increasing saturation curve and move toward the phase 
immobile saturation.  
The multiphase experimental results, however, have not supported the closed-loop 
presumption for the less wetting phase involved in a multicycle process. Many laboratory and field 
tests reveal that the gas relative permeability decreases when during cyclic injection, e.g., huff-n-
puff, double-displacement, and WAG injection. This conclusion was made based on laboratory 
relative permeability measurements or inferred from the abnormal increase of pressure in wellbore 
areas close to injection wells (Hawkins & Bouchard, 1989; Skauge & Larsen, 1994; Larsen & 
Skauge, 1998; Egermann et al., 2000; Shahverdi et al., 2011). Also, the residual oil saturation 
decreased as the cyclic injection continued confirming that the residual gas saturation increases by 
increasing the alternate injection of water and gas (see Gas trapping effect on oil trapping). 
Skauge and Larsen (1994) conduced WAG injection tests under broad wettablity conditions and 
observed that residual oil saturation decreased as the injection cycle number increased. The water 
and gas relative permeaiblity also showed irrevesible loops in increasing and decreasing saturation 
processes. Later, Larsen and Skauge (1998) coined the cycle-dependent relative permeability 
concept. Several investigators reported cycle-dependent hysteresis in laboratory and field 
measurements of relative permeability and capillary pressure at different wettability conditions. 
 Hysteresis modeling in relative permeability 
There are numerous empirical models to capture the impact of saturation history on relative 
permeability and/or on capillary pressure. Table 2-4 lists some of the available two- and three- 
phase hysteresis models. A standard feature proposed by two-phase hysteresis models is the 
assumption of reversibility of relative permeability curves where the primary decreasing saturation 




an incomplete picture of the irreversible behavior in multicycle/multiphase processes. Three-phase 
hysteresis models, however, predict the cycle-dependent relative permeability curves where each 
cycle has a designated set of curves for the increasing and decreasing phase saturation processes. 
These models predict an irreversible hysteresis behavior imposed by the saturation-path 
dependency.  
It is observed that the reduction in gas relative permeability within each WAG cycle at the 
same saturation leading to the lower well injectivity. Larsen and Skauge (1998) published an 
empirical model based on their immiscible- and miscible-WAG experiments.  Their model relaxes 
the assumption of the reversibility of scanning curves resulting in a cycle-dependent relative 
permeability model for the gas phase. They also proposed a three-phase water relative permeability 
model for water-wet media based on the saturation-averaged interpolation scheme between the 
primary and secondary waterflood relative permeabilities.  
For the oil-wet media, the water entrapment by gas is only considered in the Egermann 
three-phase hysteresis model (Egermann et al., 2000). Oil relative permeability in the subsequent 
WAG cycles increases because the trapped oil saturation decreases with a higher likelihood of the 
simultaneous water and gas trapping.  
 Hysteresis mechanisms 
The controlling mechanism of multiphase hysteresis is an unresolved subject in the petroleum 
engineering literature. We review three pore-scale principles proposed to describe the observed 
irreversibility in the capillary-pressure and relative permeability curves: (i) contact-angle 
hysteresis, (ii) wettability alteration (see Rock wettability in Appendix A), and (iii) free saturation 
(see Saturation in Appendix A).  
The contact-angle hysteresis (see Contact-angle hysteresis in Appendix A) induces a 




Appendix A, fluid configuration and spreading significantly vary with the contact angles of 
different fluid pairs. The digital rock imaging also revealed that contact angle varies the fluid 
morphology in capillary trapping (see Capillary trapping). It delineates the impact of contact-
angle hysteresis on fluid morphology, trapping, and hysteresis. Besides, it demonstrates that as 
contact angle varies from increasing to decreasing saturation processes, it results in different fluid 
configurations leading to a fluid layer or trapping depending on the pore geometry.  
Braun and Holland (1995) performed water-oil steady-state and pseudo-steady-state 
relative permeability measurements on outcrop rock samples and observed a reversible hysteresis 
loop for oil relative permeability in several saturation directions. They interpreted the reversible 
scanning curves based on the interface pinning concept (Kovscek et al., 1993) and proposed a 
linkage between the hysteresis pattern in relative permeability and contact angle hysteresis. In 
contrary, Masalmeh (2001) stated that although contact angle hysteresis has a profound effect on 










Water Oil Gas 
Two-Phase Hysteresis (Saturation direction dependent): 
Land (1971)  NO NO YES Water 
𝑘𝑟𝑗
𝐷𝑒𝑐(𝑆𝑗) = 𝑘𝑟𝑗
𝐼𝑛𝑐(𝑆𝑗𝑓), 𝑆𝑗𝑓 = 𝑓(𝐿𝑗 , 𝑆𝑗𝑟), 𝑆𝑗 = 𝑆𝑗𝑓+𝑆𝑗𝑡; 
Requires ε to be used in Corey-type equation to calculate 
imbibition KR 
Killough (1976) NO NO YES Water 
Calls for bounding drainage and imbibition curves;  










YES YES YES Water 
Needs a bounding drainage curve and one point on an 
imbibition curve to produce imbibition curves;  
Parallel imbibition scanning curves 
Fayers and  
Matthews  
(1984) 
NO YES NO ALL 
Oleic phase hysteresis when hysteresis is also applied to 
gaseous phase 
Beattie et al. 
(1991) 
















∗  ;  
Assuming a specified saturation dependent form:  
𝐾 = 𝛼𝐵𝑒 + 𝛽𝐵𝑒(1 − 𝑆𝑤
∗ )𝑛 and estimating scanning curves for 
oil and water relative permeability 
Plohr et al. 
(2002) 
NO NO YES Water 
Defined the fractional flow function variable to record the 
flow history and track the scanning curves 
Delshad et al.  
(2003) 
YES YES NO Mixed 
Main drainage Pc and relative permeability, Brooks-Corey 
function scanning curve Pc, modified van Genuchten 
function (1980), relative permeability prediction by 
integrating a pore-distribution model. 
Masalmeh et al. 
(2007) 
YES YES NO ALL 
Developed a coupled and parameterized-level KR-PC  model 
for the dynamic modeling of capillary transition zone  




YES YES YES ALL 
Applying a KR-saturation-Pc model using 1) 2P wetting-
fluid saturation-capillary head pair for primary increasing 





YES NO YES Water 
Water: gas-saturation-interpolation-scheme between 2P 










Egermann et al. 
(2000) 
YES YES YES ALL 
Application of fractal theory, Land formulation, and defining 
the trapping and untrapping coefficients. 
Different Land coefficient at different cycles 
UTHYST 
(Beygi et al., 2013) 
YES YES YES ALL 
Monotonically increasing trapped saturation but including 
capillary-desaturation effect at high trapping numbers; 
Dynamic Land coefficient 




 CAPILLARY TRAPPING 
Phase trapping is a crucial element of accurate multiphase flow modeling particularly for several 
EOR and geological CO2 storage applications. The former includes the processes aiming to attain 
the lowest hydrocarbon trapping. The latter contributes to maximizing the capillary trapping as a 
key element of a successful CO2 sequestration. In this dissertation we focus on the capillary 
trapping among other trapping mechanisms. Further, we apply the trapping and residual 
terminology interchangeably. To avoid redundancy, we drop the term capillary except otherwise 
noted (see Saturation in Appendix A for the various trapping mechanisms in EOR and 
sequestration processes). 
As noted (see Low saturation region in Chapter 3), the primary objective of many EOR 
activities is to mobilize and produce the trapped hydrocarbon saturation. In CO2 sequestration, 
among the contributing mechanisms, researchers have identified that capillary trapping has a 
significant role in short and medium time frame of planned activities. These delineate the 
importance of accurate modeling of fluid trapping by different means to fully investigate the 
displacement efficiency of the emerging EOR techniques. 
Sequential pore-space filling process is an indispensable characteristic of fluid 
displacement in the typical subsurface applications. As fluid experiences a decreasing saturation 
sequence, it may eventually become discontinuous. The isolated fluid may still migrate in porous 
media with other displacing fluids or ultimately become immobile and entrapped in porous media 
where it achieves a capillary equilibrium with a local minimum of surface area to volume 
(Morrow, 1970).   
For a fluid configuration at equilibrium and under the pseudo-steady state conditions where 
fluid interface does not affect flow, the sequential process depends on the rock structure, buffering 




that both wetting and non-wetting fluids show non-unique behaviors for a designated saturation 
when rock-fluid interactions vary.  
In extreme wettability conditions, the wetting fluid remains as a continuous bulk distributed 
over the porous medium irrespective of saturation history. The advancing and receding wetting 
films formed by increasing and decreasing saturation processes are stable leading to a hydraulically 
continuous wetting phase even at very low saturations (Dullien et al., 1989) — minimal wetting-
fluid trapping. This behavior can be contributed to the fluid configuration and topology: the non-
wetting phase trapping causes the wetting phase to flow in larger pores than it would otherwise 
have done in the absence of non-wetting disconnections. In that the level and distribution of the 
wetting-phase trapping are relatively low, we focus on the non-wetting trapping as a crucial and 
demanding parameter in subsurface flow modeling. 
Within a sequential process where the saturation history of phases varies, the non-wetting 
fluid may invade the rock pores. It then increases the non-wetting fluid saturation and in turn 
results in an augmented capillary pressure. If the applied phase potential is greater than the 
capillary pressure at the pore-throat, the non-wetting fluid spontaneously invades that pore-throat 
size and the adjoining pore-bodies via the Haines jump (Haines, 1930) and drains the wetting 
phase(s). The invading non-wetting phase passes through the pores does not entrap as its saturation 
increases. Depending on the saturation history, however, the governing pore-level mechanisms 
alter the fluid configuration in a porous medium. Accordingly, as the saturation direction switches, 
the non-wetting fluid either passes through the pore bodies or eventually loses its continuity in the 
narrow pore constrictions when a capillary equilibrium is established (Morrow, 1970).  
In the following, we investigate two- and three-phase non-wetting phase trapping in porous 
media and the pertinent observations. Next, we discuss the possible remedies to remobilize the 





 Multiphase capillary trapping 
Two- and three-phase trapping depend on several fluid and rock properties and fluid-rock 
interaction (Stegemeier, 1977). For a sequential process, the variations of the saturation direction 
and trajectory leads to the altered fluid topology and configuration which, in turn, affect phase 
trapping. Besides, the wettability and fluid spreading parameters significantly alter the fluid cluster 
size, morphology, and distribution (Iglauer et al., 2016). Inasmuch as the fluid areal-distribution 
level and volumetric configuration differ for two- and three-phase flow, in general, one may expect 
to observe a non-unique phase trapping.  
The level and mechanism by which the non-wetting phase is trapped inclusively depend 
on rock and fluid interactions and the applied forces on fluids (Stegemeier, 1977). These features 
include rock wettability, balance of fluid-pair interfacial tensions, fluid composition, fluid 
topology — fluid connectivity and configuration — and pore structure, viz., geometry and 
topology (Salathiel, 1973; Pathak et al., 1982; Jerauld, 1997a; Suzanne et al., 2003; Iglauer et 
al., 2012; Pentland et al., 2012; Herring et al., 2013). The applied forces constitute of capillary, 
viscous, and buoyancy forces. From a microscopic perspective and under a regular water- or 
immiscible gas-flood conditions, the capillary forces control the displacement of fluids and phase 
trapping in porous media. 
The underlying physical mechanisms of phase trapping particularly for multiphase flow, 
however, is still unsettled. Theoretically, one can derive the governing mechanisms of fluid flow 
and trapping via fluid interfacial jumps assuming the stability of fluid interfaces (Dullien, 1992). 
Yet, the underlying principles are not trivial in multiphase flow because several fluid 
configurations and morphology may exist when characteristic parameter of multiphase trapping 
vary. They include but are not limited to saturation history variation, wettability variation, and 
rock-fluid interaction variation.  




in multiphase flow but have not yet achieved consensus. They have identified or postulated three 
mechanisms competing for the phase trapping: (i) pore-doublet, (ii) snap-off (or choke-off), and 
(iii) double- or multi-displacement (Stegemeier, 1977; Suicmez et al., 2008; Amaechi et al., 
2014; Helland & Jettestuen, 2014). From a pore-scale perspective and for a multiphase flow, 
both the continuous fluid and the discontinuous clusters may contribute in the overall fluid 
displacement (Fenwick & Blunt, 1988). This double-displacement principle is contrary to that of 
two-phase flow in which only a continuous fluid could participate in fluid displacement (Suicmez 
et al., 2008). 
In subsurface applications with a dynamic fluid properties and configuration more than one 
mechanism is often operative. Besides, although not all of the proposed mechanism coexist for a 
particular fluid configuration and displacement, the proposed mechanisms may become 
interrelated. For instance, one does not anticipate observing a piston-like displacement when a 
continuous fluid layer exists in porous media, e.g., gas displacement when oil layer exists. The 
snap-off of fluids by water will contribute on the trapping of both oil and gas phases. Alternatively, 
the snap-off mechanism may assist or suppress the double-displacement in multiphase trapping 
(Suicmez et al., 2008). This internal competition among several recognized mechanisms has 
several implications for multiphase trapping including a dynamic fluid configuration and 
curvature. More importantly, it reveals that multiphase trapping is quite complicated in 
intermediate/mixed wettabilities and in low saturation region.  
The proposed mechanisms are based on the pore-scale observations which cannot 
appropriately get upscaled for core- and field-scale applications. Although these mechanisms and 
their associated results are widely applied in fluid flow modeling at the field scale, there is no 
rigorous connectivity as a bridge between the length scales of interest. 
Next, we summarize the main observations of multiphase trapping inducing a pronounced 




sequestration/EOR in the depleted oil reservoirs and gas storage activities. 
Initial-trapping saturation behavior  
Among other parameters that impact phase trapping, the maximum phase saturation attained in the 
increasing saturation process (𝑆𝑗
𝑚𝑎𝑥) is the widely accepted and applied parameter in several 
empirical trapped models. Pore geometry and topology impacts the trapping behavior. For 
example, as the rock heterogeneity increases, the trapping increases. Both the moderately 
homogenous sandstones with inter-granular porosity and highly heterogeneous carbonate rocks 
however show an increasing level of phase trapping as the initial saturation increases (Irwin & 
Batycky, 1997; Stegemeier, 1977). This behavior is more pronounced in the lower maximum 
saturation region where trapping shows a linear relation with the maximum saturation. 
Following the experimental results of initial-trapped saturation relation reported by several 
investigators ( Holmgren & Morse, 1951; Kyte et al., 1956; Naar & Wygal, 1961; Crowell et 
al., 1966), Land (1968; 1971) developed a phenomenological relationship to estimate the trapped 
non-wetting saturation. Afterward, various adaptations of his approach have been widely used. Ma 
and Youngren (1994) generalized the Land correlation to account for sharp level-off of the trapped 







𝑑 , Eq.  2-2 
where 𝑎 and 𝑑 are empirically derived constants and superscript ‘*’ denotes the effective saturation 
(see Saturation in Appendix A). Further, two other models based on laboratory and pore-network 
results have been proposed which do not match the Land’s results. Aissaoui (1983) decomposed 
the initial trapping behavior into two parts: a linear region where trapping monotonically increases 
as initial saturation increases followed by a constant trapping where further initial saturation results 




non-monotonic behavior of non-water-wet samples in their network models. Table 2-5 
summarizes different models used to estimate trapped saturation. 
Table 2-5: Initial-trapped saturation models 
Model Fluid and Rock System Trapping Formulation 
Land (1968) 
gas/oil in consolidated 
sandstone 






∗𝑚𝑎𝑥 , 𝑑 = 1  
Carlson (1971) 
Conceptual extension of 
Land’s eq. assuming 
parallel scanning curves 
𝑆𝑗𝑡
 = 𝑆𝑗𝑡
𝑚𝑎𝑥 − ∆𝑆𝑗  
∆𝑆𝑗 is shift in scanning waterflood curves 
Jerauld (1997b)  
gas/oil and gas/water in 
consolidated  
mixed-wet sandstone 
In Eq.  2-2: 𝑎 = 𝐿𝑗 =
1
𝑆𝑗𝑡
∗𝑚𝑎𝑥 − 1, 𝑑 =
𝛽𝑗
𝐿𝑗
 and 0 ≤ 𝛽𝑗 ≤ 1 
Aissaoui (1983) and  
modified Kleppe et al. (1997) 









𝑚𝑎𝑥 ; else 𝑆𝑗𝑡
 = 𝑆𝑗𝑡
𝑚𝑎𝑥  




   0 ≤ 𝜆 ≤ 1, 𝜅 ≥ 0 
We conclude that except for the parabola shape of the Spiteri et al.’s (2008) correlation, 
the trapped saturation monotonically increases at higher initial saturations attained in the saturation 
increasing process at least at low and moderate initial saturations. Some investigators stated that 
the hyperbolic laws (i.e., Land or its modified formulations, cannot represent the trapping behavior 
within their experiments). Two-phase pore-network model results showed that the Land equation 
does not capture the trend of initial-trapped saturation for high initial saturation in non-water-wet 
rocks (Spiteri et al., 2008). Pentland et al. (2010) measured trapped oil as a function of its original 
saturation in unconsolidated sandpacks. Their results were in agreement with the Aissaoui (1983) 
trapping model. Suzanne et al. (Suzanne et al., 2003) examined two-phase initial-trapped gas 
saturation for a large set of sandstone samples and concluded that the piecewise linear model (i.e., 
the model of Aissaoui (1983)) represents the initial-trapped gas saturation relationship in shaly 
sandstone rock. They stated that the trapped gas saturation plateau corresponding to the high initial 
gas saturation is due to the microporosity in which gas does not trap. Studies on sandstone and 




trapped gas saturation (Jerauld, 1997a). 
Non-wetting phase(s) trapping  
Researchers have reported that the simultaneous trapping of non-wetting fluids in three-phase flow 
is approximately equal to or higher than individual phase trapping in two-phase flow. Amaechi et 
al. (2014) found an approximately constant cumulative oil and gas trapping in sand pack 
experiments. Jerauld (1997b) showed that for the mixed-wet Prudhoe Bay reservoir cores, 
cumulative trapped oil and gas increases with two-phase residual oil saturation to water. 
The individual phase trapping is more complicated when two fluids compete for the same 
pore space. One may expect that the level of residual oil (or water) saturation impacts gas isolation 
when oil (or water) and gas target the same pore sizes. However, for the mixed/intermediate 
wettability conditions, the complicated fluid configuration induces uncertainties in the prediction 
of the actual non-wetting phase trapping. In a comparison between two- and three-phase trapping, 
researchers reported invariant gas trapping when fluid configuration and flow change in porous 
media. For example, Jerauld (1997b) reported a relatively insensitive gas trapping in the presence 
of oil for the mixed-wet Prudhoe Bay reservoir. Maloney and Zornes (2003) performed oil and 
brine floods using the carbonate cores with a live oil at reservoir conditions and observed an 
invariant gas trapping in two- and three-phase flow.  
For the oil phase, however, several researchers have reported a lower level of trapping in 
three-phase than in two-phase displacements. Core-scale measurements revealed that three-phase 
oil trapping significantly reduces in three-phase flow over that in two-phase waterfloods (see 
references in Table 2-6) (cf. Kralik et al., 2000; Al Mansoori et al., 2009). The rock wettability 
preference is a controlling parameter on the level of oil trapping reduction in the presence of free 
gas. For the unconsolidated rocks, however, Al-Mansoori et al. (2009) reported an invariant oil 




oil-wet samples, Kralik et al. (2000) observed that after waterflood tests and in the presence of 
trapped gas, the oil trapping was essentially the same. However, the water relative permeability 
suppressed in the presence of trapped gas in their non-water-wet media.  
Phase trapping models will be reviewed in Modeling three-phase trapping. Here, we 
report on the experimentally measured trapped oil at different wettability conditions when trapped 
gas exists. Table 2-6 lists the coefficient reduction factor (𝑎𝑤) in the Fayer’s model (1989) (as 
listed in Table 2-7) from experimentally measured three-phase trapped oil in the presence of 
trapped gas at the different wettability conditions. Table 2-6 implies that one may expect that gas 
trapping may not affect oil trapping in the less water-wet samples. 
Table 2-6: Value of parameter 𝑎𝑤 in Fayer’s model (1989) from measured 𝑆𝑜𝑟
3𝑃 and 𝑆𝑔𝑟
3𝑃 (see Table 2-7) 
Reference Porous Material Water-Wet Mixed-Wet 
Holmgren and Morse 
(1951) 
Nellie Bly sandstone 0.6 N.A. 
Kyte et al. 
(1956) 
Torpedo Sandstone and 
Dri-Filmed Alundum 
0.4 N.A. 
Schneider and Owens (1970) Limestone 0.45 N.A. 
Fayers (1989) 
Literature review of  
water-wet samples 
0.5 N.A. 
Oak et al. (1990) 
and (Oak, 1991) 
Berea sandstone 0.71 0.67 
Kortekaas and van Poelgest 
(1991) 
Consolidated samples from 
North Sea reservoirs 
0.65 N.A. 
Larsen and Skauge 
(1998) 
Sandstone 0.3 - 0.5a 0.9 - 1.1a 
Unpublished data compiled by 
Kralik et al. (2000) 
Sandstone 0.59 ± 0.09 0.45  ± 0.08 
Egermann et al. (2000) Fontainebleau Sandstone 0.45 N.A. 
Iglauer et al. (2013) Clashach Sandstone 
0.65 b and 
1.07 c 
N.A. 
Amaechi et al. (1995) Sandpack 0.42 N.A. 
a saturation-history dependent 
b for gas EOR in a virgin oil reservoir 
c for gas EOR in a water-flooded oil reservoir 
Modeling three-phase trapping 




2-7 demonstrates that the proposed models are primarily applicable to the oil phase except for the 
general multiphase residual model of Yuan and Pope (2012).  The Fayers’ model and its variants 
(1984; 1989) are the accepted models to relate the oil and gas trapping at different wettability 
conditions (as discussed in Non-wetting phase(s) trapping). Larsen and Skauge (1998) 
generalized the Fayer’s model (1989) simply by replacing 𝑆𝑜𝑟𝑤
   with 𝑆𝑜𝑟
3𝑃,𝑆𝑔𝑟=0
; this more 
generalized term has a broad applications and can directly be extracted from the zero gas-isoperms 
data within two- or three-phase experiments in which no gas trapping has occurred.   






Residual Saturation Correlation 




3𝑃 = 𝜒𝑆𝑜𝑟𝑤 + (1 − 𝜒)𝑆𝑜𝑟𝑔   
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3𝑃 = min[𝑆𝑗 , 𝑆𝑗𝑟
2𝑃(1 − 𝑏𝑗𝑆𝑘𝑆𝑙)]  
where 𝑗 =1, 2, and 3 and 𝑗 ≠ 𝑘 ≠ 𝑙 
 
Trapped cluster morphology 
The cluster morphology and distribution impacts the boundary between the microscopic and 
continuum domains as represented by the REV definition. The morphology of clusters of the 
trapped phase varies significantly with fluid-fluid interaction (contact angle), wettability, and the 
applied forces (viscous, capillary, and gravitational forces) (Stegemeier, 1977; Blunt et al., 2013; 




computed-tomography (see Pore-scale relative permeability modeling) confirmed (Iglauer et 
al., 2012; Pentland et al., 2012; Blunt et al., 2013; Georgiadis et al., 2013; Iglauer et al., 2016), 
the trapped cluster length and volume size distribution is not restricted to a single pore and may 
span several pores, e.g., 1-106 µm3.  
The cluster size distribution follows a power-law distribution at least for the smaller cluster 
sizes (approximately up to 100 µm3). These results are on a par with the predicted results of the 
percolation theory: the invasion percolation theory predicts the terminal point –at which fluid 
becomes disconnected – corresponding to a percolation threshold (Blunt & Scher, 1995) and that 
the cumulative cluster distribution of size s follows a power-law behavior (i.e., 𝑁(𝑠) ∝ 𝑠−𝜏). At 
low capillary number (𝑁𝑐 ≅ 10
−5 − 10−6) conditions, the percolation theory predicts a constant 
value for the Fisher (decay) exponent (𝜏 = 2.189 ± 0.002) (Lorenz & Ziff, 1998). The above 
experimental results revealed that the decay exponent 𝜏 varies with fluid type, wettability, and 
fluid configuration (saturation history and number of phases) and, for the cluster volume, lies in 
the range of 0.7-2.12. 
The cluster size distribution, however, sharply deviates from the power-law prediction for 
the larger cluster sizes. Nonetheless, the truncations associated with the resolution of the current 
imaging techniques may contribute to the deviation from and the underestimation of sizes by the 




 TRAPPED PHASE MOBILIZATION 
Trapped phase can be released either by preferably changing the balance of viscous, gravitational, 
and capillary forces or by changing the relative volume of phases in porous media (Stegemeier, 
1977). The former refers to the widely reported capillary-desaturation effect in which trapping (or 
capillary) number (see Capillary and trapping number in Appendix A) controls the reduction in 
residual phase saturation (Abrams & Prausnitz, 1975; Stegemeier, 1977; Delshad et al., 1987; 
Alemań & Slattery, 1988; Harouaka et al., 2014). Lowering the residual oil saturation using a 
surfactant at concentrations above the critical micelle concentration (CMC) is an example of the 
capillary-desaturation effect (Rivet et al., 2010) where the IFT between oleic and aqueous phases 
is lowered to ultra-low value (<0.001).  
The capillary desaturation effect depends on the rock wettability, displacing-displaced 
fluid pair, pore structure, and pore-filling sequence. Stegemeier (1977) found a critical capillary 
number of approximately 10-5. Humphry et al. (2013) examined rock samples with less water-wet 
condition and found that as the wettability approaches toward more oil-wetness, the Sorw decreases 
passing a minimum value at the intermediate-wet state. Further, the critical capillary number for 
the water (displacing)-oil (displaced) pair is higher for the more oil-wet sample at least one order 
of magnitude. These observations are consistent with the general understanding of the more oil-
wet rocks in which the rock affinity keeps the oil ganglia in-place by higher local capillary forces 
on the trapped oil.  
The change in phase relative volume mechanism addresses the critical role of the interphase 
mass transfer resulting in phase trapping reduction. At a small trapping number, the trapped phase 
remobilization pertaining to the interphase mass transfer occurs when two mechanisms 
predominate in fluid displacement: (i) when trapped and discontinuous phase dissolves into the 




gaseous CO2 into a displacing aqueous or oleic phase; (ii) when the displaced fluid volume 
increases and exceeds the maximum immobile saturation and restarts flowing in porous medium, 
e.g., swelling of trapped oil by preferentially partitioning of displacing gas component(s) into the 





 Three-Phase Relative Permeability Modeling (UTKR3P Model) 
The goal of this chapter is to introduce and validate the three-phase relative permeability model 
referred to as UTKR3P developed in this research. First, we review the key parameters that affect 
relative permeability. We then discuss the features of the UTKR3P model.  
 IMPACTING PARAMETERS ON RELATIVE PERMEABILITY  
Based on an extension of Marle’s (1981) explanation, numerous pore- and core-scale parameters 
affect relative permeability: saturation, rock wettability, pore structure, fluid properties, and 
applied forces on the characteristic length-scale among others. Pore structure parameters include 
pore size, geometry, and topology. Fluid properties include spreading, fluid topology, 
configuration, interfacial tension, and composition. Other parameters such as temperature, 
pressure, and fluid viscosity might impact relative permeability. The empirical correlations, 
however, only implicitly include their impacts.  
In this chapter, we explicitly state key parameters or dependent parameters according to 
the comprehensive review of models in which the developers focused on a particular set of 
parameters. For example, (i) phase saturation is an averaging core-scale property which can be 
computed from the pore and fluid properties, e.g., a fluid configuration in a particular pore 
network. (ii) Interfacial tension depends on the composition of fluids. (iii) Fluid spreading is 
computed based on fluid-pair interfacial tensions. (iv) The applied forces, viz., capillary, viscous, 
and buoyancy forces are a function of rock, fluid, and rock-fluid interaction parameters. In the 
following, we review some of the micro- and macro-scale parameters impacting relative 
permeability. 
 Phase saturation 




established (Honarpour et al., 1986). Besides, relative permeability in many EOR applications 
exhibits a dependency on both saturation history and the saturation region as discussed in more 
detail in this chapter. 
3.1.1.1 Saturation history 
Multiphase relative permeability is saturation history dependent: both saturation direction and 
saturation path impact relative permeability (see Saturation history in Appendix A). Per 
discussions on Hysteresis in Chapter 2 and Saturation direction, the well-defined saturation 
direction, at least in two-phase flow, has a pronounced effect on relative permeability and 
ultimately hydrocarbon recovery. Saturation-path terminology has been applied to address the 
impact of saturation trajectory for a specified saturation direction.  
The impacting parameters on saturation history include starting- and ending-point 
saturation of a specified saturation trajectory and saturation path between them. As a result, relative 
permeability model must be able to capture this phenomenal path- and direction-dependency over 
the entire saturation space. 
Saturation direction 
In two-phase flow, there is only two possible saturation direction (ID or DI as defined in 
Saturation history in Appendix A). In three-phase flow, there are up to twelve saturation 
directions (see Saturation direction in Appendix A). Although it is unlikely to observe all the 
possible saturation directions within a designated fluid displacement, it is likely to encounter 
several saturation directions, particularly within multicycle processes. In that saturation direction 
contributes to level of phase trapping, for a fixed phase saturation, phase relative permeability 
varies depending on the process and the overall saturation direction. Hysteretic relative 
permeability models capture the effect of saturation direction in multiphase flow. As discussed in 




impact of saturation direction in phase relative permeability. The level of relation between 
saturation direction and relative permeability is a function of rock wettability, pore-filling 
sequence, and spreading coefficient.  
Saturation path 
Relative permeability and overall performance of a process vary when fluid flow experiences a 
non-unique saturation path (see Saturation history in Appendix A). This lends credence to the 
idea that saturation path and saturation direction may be the reasons for dependency of 
displacement efficiency on initial saturation as reported by several investigators. Note that the 
dependency of relative permeability on initial overall saturation is one of the implications of the 
general saturation path terminology.  
Jerauld (1997b; 1997c) reported the impact of initial water saturation on gasflood 
performance in the mixed-wet Prudhoe Bay reservoirs. The author contributed this phenomenon 
to the wettability change as the initial water saturation varies by depth. Alizadeh and Piri (2014) 
measured the effect of saturation path on gas relative permeability for water-wet Bentheimer 
sandstone cores. They observed that gas relative permeability was strongly dependent on saturation 
path. These investigators, however, reported an invariable oil relative permeability with saturation 
history and contributed it to the narrow pore size distribution of the core samples. Other researchers 
noticed that for a fixed oil saturation in the same porous media, oil relative permeability varied up 
to one order-of-magnitude as overall saturation path changed (Oak, 1990, 1991, 1992; Baker, 
1995; Eleri et al., 1995; Kianinejad et al., 2015).  
3.1.1.2 Saturation region 
Multiphase flow in porous media may lead to spanning a full spectrum of saturation space 
including extreme saturation values. Providing a representative relative permeability model is 




encountered in many subsurface processes and their associated relative permeability data. 
Low saturation region 
Low phase saturation values are desirable for many subsurface applications. (i) EOR/IOR methods 
aim to minimize oil residual saturation. For example, lowering the waterflood residual oil 
saturation to ultra-low values by solvent injection, WAG process, and the chemical flood is the 
primary target of chemical-EOR processes. Besides, (ii) the extensively trapped oil in ROZ and 
transition zones (TZ) is the focus of emerging solvent-based EOR techniques, e.g., CO2-EOR (see 
ROZ/TZ in Appendix A). Moreover, (iii) field operators expect to maximize gas immobilization 
(residual) within underground gas injection processes. For instance, maximizing gas utilization 
factor in CO2 sequestration and natural gas storage applications is necessary to efficiently store 
anthropological or abundant fluids, respectively, in underground saline aquifers, stranded 
hydrocarbon reservoirs, or gas caps for a predefined short or long time-frame. 
Several laboratory and field results for a designed rock wettability state and fluid 
configuration have reported continuous oleic phase down to So=0.001 (Zhou & Blunt, 1997). 
Blunt (2000) listed 15 published experimental three-phase results targeted very low oil saturation 
region (i.e., below the waterflood residual oil saturation). He concluded that in 60% of the 
experiments, oil relative permeability for a spreading oil in the non-oil-wet rock and the presence 
of gas has a characteristic quadratic form, viz., layer drainage flow unlike those of some other 
investigators (cf. Singh et al., 2001). Singh et al. (2001) analyzed two different set of water-wet 
samples with spreading oil by applying the centrifuge and gasflood (unsteady-state) methods. They 
did not observe oil relative permeability proportional to 𝑆𝑜
2.  
The spreading coefficient together with rock wettability are critical parameters in the 
characteristic behavior of thin film layers in porous media (see Fluid configuration in multiphase 
flow: layering vs. trapping in Appendix A). In Appendix A, we investigated the possibility of 




analytical study has implications on the complicated task of modeling phase trapping and existence 
of a continuous fluid layer. The existence of a stable film layer is particularly important for pore 
scale heterogeneous media with varying degree of pore structure and wettability. We demonstrated 
that how rock wettability and IFTs intervene the existence of a stable layer-drainage for pore 
structures with varying degree of pore angles. As a result, one cannot a priori presume the layer-
drainage flow and apply the quadratic correlation between relative permeability and saturation for 
heterogeneous or less water-wet rocks or all fluid combinations. Figure 3-1 represents a 
compilation of oil relative permeability measured data for samples with various wettabilities 
preferences at positive or negative oil spreading coefficients (Oak, 1990, 1991; Vizika & 
Lombard, 1996; DiCarlo et al., 2000; Alizadeh & Piri, 2014; Kianinejad et al., 2016). Figure 
3-1 demonstrates the possibility of the layer drainage mechanism at low oil saturation below the 
residual oil saturation to water where oil relative permeability lies on a quadratic fitting line. It is 
particularly valid for spreading oil systems based on the measured oil spreading coefficients. The 
level of quadratic oil relative permeability decreases considerably for mixed- and oil-wet rocks. 
Water did not show layer-drainage regime in the studied non-water-wet datasets (viz., Figure 3-1 
just addresses the oil-layer flow). 
High saturation region 
Modeling the high-saturation is challenging especially for the non-wetting phase. Here, a reversed 
S-shape relative permeability curve with zero slopes at maximum non-wetting saturation was 
reported (Adamson, 1960; Jerauld, 1997b; Lomeland et al., 2005). Jerauld (1997b) investigated 
the gas relative permeability for the mixed-wet reservoir of Prudhoe Bay and noticed that the slope 
of the relative permeability curve continuously decreased as gas saturation is increased (Figure 
3-2). He contributed this phenomenon to the pores in which the non-wetting phase enters as its 
saturation increases (i.e., larger pores followed by successively smaller ones). As pore size 




performed two-phase experiments using the mixed-wet core samples of the Norwegian Continental 
Shelf rock at reservoir condition and observed an inverse S-shape oil relative permeability curve. 





Figure 3-1: Oil relative permeability at low saturation region for selected data with various wettabilities. Oak (1990; 1991): circles, Vizika and Lombard (1996): 
squares, Dicarlo et al. (2000): diamonds, Alizadeh and Piri (2014): triangles, and Kianinejad et al. (2016): hexagonal. Rock wettabilities of samples include water-
wet (black and gray), mixed-wet (blue), fractional-wet (Fredenslund et al., 1975), and oil-wet (Greenberg & Møller, 1989). Open symbols denote a positive 
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Figure 3-2: Inverted s-shape behavior of oil and gas relative permeability curves on two mixed-wet rocks at high 
saturation region: A) Gas relative permeability for Prudhoe Bay (Jerauld, 1997b); B) Oil relative permeability for 
Norwegian Continental Shelf (Lomeland et al., 2005). 
 Rock wettability and fluid spreading  
Pore-scale wettability (see Rock wettability in Appendix A) coupled with rock wettability plays 
a pivotal role in multiphase displacement and oil recovery. Owens and Archer (1971) studied the 
effective oil permeability in two-phase flow for a range of wetting condition in the fired Torpedo 
cores. They observed that rock-wetting preference has a significant effect on oil-water relative 
permeability. Jerauld (1997c) confirmed the variation in water and oil relative permeability with 
depth where the rock wettability changes from more oil-wet preference toward more water-wet as 
samples taken higher on Prudhoe Bay structure with lower initial water saturation to lower on the 
structure with higher initial water saturation. Based upon the pore-network modeling results, the 
wettability alteration may be due to a clustering process where different intermediate-wet states 
are resolved into mixed-wet and fractional-wet states (Dixit et al., 1999). The fluid films located 
in the corners of the pores may also alter the intra-pore wetting within a given pore geometry (Hui 
& Blunt, 2000). Vizika and Lombard (1996) showed that within three-phase gas drainage in oil-
wet sands, gas relative permeability does not change both for spreading and non-spreading oil. 































water-wet sand and concluded that gas is not necessarily the non-wetting phase. 
In addition, fluid spreading (see Fluid spreading in Appendix A) impacts relative 
permeability. In the study of gas-assisted mobilization of residual oil to water in water-wet 
displacements, Øren et al. (1992) showed that displacement efficiency depends on the sign of the 
oil/water spreading coefficient: non-negative spreading coefficient resulted in higher oil recovery. 
Later, Øren and Pinczewski (1994) conducted tertiary immiscible gasflood under quasi-static 
conditions for the oil-wet displacement under positive or negative spreading coefficient. They 
showed that oil recovery is the highest for the oil-wet state with positive spreading coefficients 
and is the lowest for water-wet and negative spreading conditions. For water- and oil- wet 
conditions, the intermediate phase is displaced by a double-displacement mechanism: a gas/oil 
displacement (first drainage event) followed by a water/oil displacement (second drainage event) 
where the reconnection and mobilization of the oil drops happens.  
 Pore structure 
Pore structure is a microscopic property and plays a vital role in multiphase fluid displacement and 
relative permeability. It impacts relative permeability directly and indirectly. Researchers have 
identified direct impact of pore-structure properties on relative permeability keeping other 
parameters relatively constant. In addition, the pore structure affects other macroscopic parameters 
in relative permeability models such as saturation and trapping. 
Pore structure properties include pore size, geometry, and topology. This simple statement 
has several implications making the complete assessment of all impacting parameter on relative 
permeability an intricate task. In the following section, we briefly address rock mechanics which 
may strongly affect relative permeability. Next, we review constituting elements of pore structure.  
Rock mechanics 




displacement by impacting pore structure. Mechanical effects are rarely considered in relative 
permeability measurement and modeling (cf. Maloney & Brinkmeyer, 1992). However, 
geomechanical effects lead to varying the pore confining pressure which, in turn, alters pore/throat 
size and their distribution in subsurface applications. Consequently, a geomechanical-dependent 
relative permeability is expected.  
In addition, the geochemical reactions may change the pore structure and cause variation 
in rock porosity and wettability which can alter relative permeability data. For example, during the 
long-time geological carbon storage, CO2 mineralization (see Trapped saturation in Appendix 
A) continuously evolves the local pore structure. The CO2 precipitation then may contribute to 
well injectivity impairment due to changed relative permeability. Currently, the measurement of 
variation in relative permeability induced by precipitation of CO2 is challenging. Jiang and Tsuji 
(2014) investigated numerical simulation based on a coupled flow and reactive transport model 
using the lattice Boltzmann approach. They concluded that variation of the rock microstructure 
adversely impacted the relative permeability of non-wetting phase, particularly for small wetting 
saturations. 
Quite undeservedly, the impact of geochemical reactions on the geomechanical behavior 
of porous media is commonly overlooked. Again, like the geochemical effect, it is still not common 
to implement a geochemical-dependent relative permeability model in reservoir simulation 
studies. Indeed, one of the underlying assumptions of relative permeability models is to exclude 
possible chemical reactions. 
Pore geometry 
Relative permeability depends on the pore geometry (see Pore geometry in Appendix A) 
(Morgan & Gordon, 1970; Jerauld & Salter, 1990; Dernaika et al., 2013). The micro-scale 
properties of pore geometry directly affect macroscopic reservoir properties and relative 





As pore size decrease (finer-grain size) (see Pore size in Appendix A), rock specific surface area 
(i.e., the rock wetted area per unit bulk volume) increases. In that fluid velocity is zero at the 
surface during fluid flow, this is reflected in less tendency for fluid flow in porous media. As a 
result, the larger the pore sizes, the lower connate water saturation, and the higher pore-space for 
multiphase flow is predictable. It implies that the larger pore sizes induce a higher end-point 
relative permeability and potentially a larger area of the spanned saturation space (Morgan & 
Gordon, 1970; Wardlaw, 1982). 
Pore network topology 
Pore network structure affects fluid flow in porous media by the degree of network connectivity 
subjecting to network topology (see Pore structure in Appendix A). Both mean and distribution 
of coordination number may impact relative permeability and residual saturation. Further, the 
coordination number distribution may affect relative permeability from a network modeling 
perspective.  
Based on a 3D network model, Jerauld and Salter (1990) concluded that network properties 
including relative permeabilities for a Voronoi network with broad distribution of coordination 
number matched those of a lattice network with identical mean coordination number but a narrow 
distribution of coordination number. This results contrasts with the conclusions of Arns et al. 
(2004) who found that computed relative permeabilities by regular or stochastic models were not 
in agreement with those of the rock network. The researchers generated network models from 
tomographic images of Fontainebleau sandstone (Lindquist et al., 2000) and compared drainage 
relative permeability curves derived from the images with those of calculated for the equivalent 
network model. The discrepancy between relative permeabilities states that even when identical 
geometric properties, pore and throat sizes, are implemented in the model but a fixed mean 




differed significantly. Nevertheless, honoring the full coordination number distribution of the rock 
network, the investigators could reproduce relative permeability values in agreement with those of 
the sandstone rock network. Pore aspect ratio could also impact phase relative permeability 
through the phase trapping (discussed in Chapter 4). 
 Interacting forces  
The buoyancy, capillary, and viscous forces act on both displacing and displace fluids. These 
interacting fluids are not collinear and can be generalized as one group (i.e., trapping number) (see 
Capillary and trapping number in Appendix A). Trapping number consists of the viscous, 
gravitational, and capillary effects. The relative permeability parameters can be modeled based on 
a comparative approach between two extreme values of trapping number (see Trapping number 
effect). The direct impacting parameters include fluid density, fluid potential, rock permeability, 
and interfacial tension. The trapping number also include implicitly added parameters such as 
temperature, interface composition between two immiscible fluids. However, the defined trapping 
number does not contain wettability and spreading effects on relative permeability. Moreover, it 
does not represent direct compositional effects on relative permeability. 
 Permeability  
Empirical relative permeability models generally add absolute permeability implicitly to their 
formulation. Since the permeability is directly proportional to pore/throat size distribution, it is a 
valid assumption to consider its impact through other parameters that represent the pore/throat size 
and distribution of rock. Lower-permeability rocks often have broader pore-size distribution and 
poor sorting. This results in lower displacement efficiency: higher capillary pressure exponent and 
higher liquid relative permeability exponent.  
 Researcher have quantified scale-dependent relative permeability particularly due to the 




highlights the significance effect of permeability distribution in pore-scale with smaller correlation 
length than the upscaled reservoir simulation elements. In addition, conventionally, the core-scale 
laboratory measurements are conducted include 1D experiments. Application of the derived 
relative permeability for field scale variation is, therefore, questionable. Even if the change in 
permeability is considered in full scale (i.e., a second-order tensor) is applied to the simulator, the 
relative permeability from 1D experiments does not necessarily replicate the actual fluid 
displacement in a 3D anisotropic porous media. 
 Fluid composition 
Relative permeability is a function of phase(s) saturation as well as phase composition. Phase 
composition affects fluid distribution in a porous medium through IFT and spreading coefficient. 
For a designated saturation, phase composition impacts the interplay of gravitational, viscous, and 
capillary forces through the interfacial phenomena and its associated parameter (i.e., interfacial 
tension). It delineates the dependency of relative permeability on the ratio of effective forces on 
the displaced fluid. IFT is viewed as the indirect introduction of compositional effects on relative 
permeability. 
Besides, the direct impact of fluid composition and phase behavior on relative permeability 
is more pronounced for fluids with a higher interphase mass exchange (see Compositional 
demanding processes). The oil and gas phases approach a single hydrocarbon phase in the near-
miscible displacements and for the near-critical fluids. Consequently, the densities of fluids 
approach a unique value and that applying phase identification based on a reference fluid density 
may fail for either of these phases. Here, incorrect phase labeling (i.e., phase flipping) is possible 
and causes a discontinuity in relative permeability curve at that time step (Jerauld, 1997b; Yuan 
& Pope, 2012). This behavior is not supported with physical behavior of the fluid above. As phase 




precisely, density-based phase identification is not a general and valid methodology for the near-
critical fluid flow modeling. As a result, phase identification and conventional relative 
permeability models may fail for such conditions.  
Furthermore, each relative permeability function must be mathematically continuous as 
phases appear/disappear both for practical physical applications and to achieve mathematical 
convergence and numerical instabilities. Quite undeservedly, the direct compositional effect has 
been neglected in several multiphase flow approaches.  
These lend credence to the idea that thermodynamics can facilitate the estimation of 
compositional-dependent relative permeabilities. There have been few attempts to generate 
relative permeabilities directly from the thermodynamics. Nonetheless, the proposed routines are 
generally too complicated for purposes of general field-scale compositional modeling. For 
instance, Papatzacos and Skjæveland (1987b) presented a two-phase one-component flow model 
by assuming a stabilized flow type. The proposed model requires capillary pressure, the equation 
of state (EOS), and an adjusting parameter proportional to the width of the transition region 
between phases. 
Alternatively, one may develop the constitutive laws for compositional flow rather than 
applying an extension of Darcy’s law. Several approaches have been attempted to more accurately 
represent a thermodynamically-consistent behavior of the multiphase/multicomponent fluid 
flowing in porous media. These phenomenological approaches include mixture theory (Bowen, 
1982) and the homogenization-theory-based methods. The latter may be categorized as (i) the 
weight-function methods from non-equilibrium thermodynamics (Matheron, 1965; Marle, 1982; 
Kalaydjian, 1987) and (ii) the pore-averaging methods based upon the representative elementary 
volume (REV) concept (Hassanizadeh & Gray, 1990; Gray & Miller, 2005; Nordbotten et al., 
2008; Niessner & Hassanizadeh, 2009). 




REV regarding the microscopic ones (Hassanizadeh & Gray, 1990). The volume averaging 
methods bridge the length-scales of interest and cover a broad range of quantities including 
macroscopic thermodynamic properties, e.g., mass density, entropy, internal energy, interfacial 
velocities and curvatures, contact angle, and macroscale pressure and gravity potential among 
others. Providing a representative REV, this physically-based method may result in the 
thermodynamically consistent results particularly when the impact of saturation gradient on 
relative permeability is considerable, e.g., moving front in an immiscible gas injection project. 
Based on a mere thermodynamic approach, Hassanizadeh and Gray (1990) derived the Darcy 
velocity for two-phase flow, and that capillary pressure depends on the Helmholtz free energy 
variation with saturation. They then concluded that relative permeability depends on the saturation 
gradient; the Helmholtz free energy is saturation-gradient-dependent which in turn is non-
negligible in unsteady-state fluid flow. 
The required constitutive relationship in pore-averaging methods requires the solution of 
mass, momentum, and energy in pore-scale followed by a volume-averaged pore-scale 
conservation equation for the macro scale. One must then formulate the entropy production at an 
equilibrium condition and obtain its absolute minimum (Niessner et al., 2011). This implies that 
although these methods could represent the underlying mechanisms of the multiphase flow in 
porous media more accurately than the commonly applied practices, they currently have limiting 
applicability in the field-scale modeling; they are expensive both from laboratory measurement 
and computation point of view. Moreover, the representative REV for each reservoir section at the 
pore-level scale must be available for this method. 
To apply the conventional approaches for the compositional-dependent flow, researchers 
have resorted to adding the secondary parameters to the relative permeability term of the Darcy’s 
law. Jerauld (1997b) proposed a gas-like parameter after the Parachor-weighted molar density of 




to the ratio of IFT under the present state of an immiscible state and also scaled the two-phase 
relative permeabilities. Masalmeh and Wei (2010) proposed linear and logarithmic interpolation 
schemes for the IFT-dependent relative permeability to integrate compositional effects and 
hysteresis in relative permeability modeling. 
Direct phase composition along with pressure and temperature effects can also be added 
by introducing an appropriate thermodynamic property to the relative permeability model. That is 
a continuous and compositionally consistent relative permeability function (Yuan & Pope, 2012; 
Beygi et al., 2015). This methodology provides both the compositional effect and facilitates 
modeling the likely effects of pressure and temperature on relative permeability. To avoid any 
discontinuities in the relative permeability function, Yuan and Pope (2012) indicated that relative 
permeability must be a function of intensive thermodynamic properties that are continuous at local 
thermodynamic equilibrium. They proposed the molar Gibbs Free Energy (GFE) of each phase 
available from flash calculations in compositional simulations.  Among different thermodynamic 
properties, GFE was selected in that it directly matches the local equilibrium requirement in 
compositional simulation (i.e., constant pressure and temperature at each time level). This model 
applies a GFE-averaged interpolation scheme for relative permeability parameters. It is noteworthy 
that this method is inherently relative: it relates the reference and current states of each phase. In 
other words, one requires at least two sets of measured data at the extreme conditions of the 
anticipated process confirming no extrapolations occur within the saturation nor the compositional 
space. This method requires relative permeability functions that can be interchangeably used for 
all phases. It alleviates labeling the phases as water/oil/gas, resolves the phase-flipping issue due 
to the incorrect phase labeling, and results in continuous relative permeability curves.  
In addition, even though the relative permeability functions are continuous, the modeling 
errors lead to discontinuities in the calculated relative permeabilities. As a result, the compositional 




we do not point the realm of physical discontinuities due to intensive mass transfer or mechanical 
issues as they naturally happen and must be handled in the numerical simulation in a rigorous 
fashion. 
 Secondary properties 
Several other physical rock/fluid properties can impact relative permeability. They include but are 
not limited to, fluid viscosity, fluid density, pressure, and temperature. The empirical correlations 
only implicitly include their dependence. For example, fluid viscosity and density can be coupled 
in the viscous and buoyancy terms of trapping number, respectively. Temperature and pressure 
impact fluid physical properties and composition. If compositional effects are included in relative 
permeability models, it is required to establish the formulations for the pressure-temperature 
dependency. Pressure term can also affect the geomechanical parameters and, in turn, pore 
structure.  
 RECOMMENDED FEATURES OF A NEW THREE-PHASE RELATIVE PERMEABILITY MODEL 
A reliable three-phase relative permeability model should have the following characteristics to be 
applicable in reservoir simulators for field-scale studies in different rocks, fluids, and recovery 
processes: 
1. Validity: the functional form of the model must be robust and capture the essential fluid 
displacement in saturation space and for a full range of rock wettabilities: 
1.1. Spanning saturation space: The model must capture multiphase fluid flow behavior over the 
full saturation and composition spectrums. During reservoir modeling, phase saturation (or 
composition) could approach to the extreme regions of the associated space. It includes the 
extremely low/high saturation and processes involved in a great interphase mass exchange. 





1.2. Robustness: the model must mathematically be continuous for any saturation combination 
without facing singularities or discontinuities either in the functional form of the formulation 
or its derivatives. Balbinski et al. (1999) showed that the three-phase relative permeability 
models having implied residual saturation result in an inconsistent set of relative permeability 
and unphysical results. Nevertheless, there are some physically supported discontinuities 
which cannot be avoided, e.g., when one phase disappears/appears due to mass transfer with 
the other phases. 
 
2. Simplicity: it should be mathematically simple to be practically applicable in compositional 
reservoir simulators. Equations with a minimum of parameters have advantages over tables. 
Equations can be used to fill in gaps in the experimental data and to smooth the experimental 
data. For the complex three-phase flow with hysteresis depending on interfacial tension, 
wettability, and composition, many tables would be required to represent the entire range of 
relative permeability. Thus, there would never be sufficient experimental data to construct 
such tables accurately. An excellent analytical model will be consistent with physically 
correct limits among other advantages over tables. Besides, among a diverse set of three-
phase model, the ones with a minimum of parameters have advantages over complex models. 
The more complex mathematical functions are computationally more expensive and add a 
limited accuracy to the predictions. 
 
3. Versatility: the desired model should be representative of phase behavior without changing 
the formulation neither for different phases nor the rock wettability condition:  
3.1. Phases: one general formulation should apply to three phases. This is desirable when the 
fundamental state of the fluid is not available, and the identification number of each phase 




permeability modeling. Here, we require the compositionally-consistent models. Another 
advantage of the versatile models is the ease of implementation into the reservoir simulators. 
This results in a less computational cost and coding/debugging efforts. 
3.2. Rock wettability: A reliable model should be flexible in selecting the rock wettability state 
without implementing redundant task to adjust the model. The rock wettability option is 
particularly of interest for the intermediate wet states. 
 LIMITATIONS OF CURRENT THREE-PHASE RELATIVE PERMEABILITY MODELS  
Relative permeability models are expected to capture the fundamental mechanisms of multiphase 
flow in porous media and honor the associated impacting parameters on relative permeability. 
Among impacting parameters on relative permeability, some parameters are deduced from 
microscopic observations which have not rigorously been upscaled to macro-scale applications as 
required by Darcy’s law. Those microscopic parameters impede the direct implementation of 
microscopic parameters as necessary for the modeling of a larger length-scale bearing the 
complicated heterogeneity as introduced at the core- and field-scale applications. Further, it 
inherently leads to the limiting applicability of the empirical three-phase relative permeability 
models. 
Several investigators have identified various limitations of classical three-phase relative 
permeability models (Fayers & Matthews, 1984; Delshad et al., 1987; Baker, 1988; Oak, 1991; 
Hustad & Holt, 1992; Skjæveland & Kleppe, 1992; Balbinski et al., 1999; Pejic & Maini, 
2003; Spiteri & Juanes, 2006; Ahmadloo et al., 2009). In the following, we review general 
drawbacks of the popular multiphase relative permeability models: 
1) Rock wettability: Table 2-3 shows that approximately 60% of independent three-phase 
relative permeability models are proposed for the water-wet rocks. As discussed in Appendix 




preference. The wettability state then impedes the models to estimate the multiphase relative 
permeability accurately only because their wettability affinity is not on par with the theoretical 
or experimental backgrounds of the available models.  
Commonly, a questionable approach to tackling this limitation of the popular relative 
permeability models is to keep the as-is relative permeability formulation and change the 
wetting-phase label in the model to switch water- and oil-wet conditions. Besides, Stone 
proposed extension methods to oil-wet rocks. Blunt (2000) discussed limitations of approaches 
above. Even if the proposed methodology is valid for both the strong wettability conditions, 
its application leads to the erroneous results for the intermediate wet state. 
2) Fluid configuration: there are empirical correlations routinely applied based on an assumed 
fluid configuration and pore occupancy that are difficult to generalize to another fluid 
configuration. As described in Appendix A, fluid configuration and flow in porous media may 
delineate regions outside of the assumed fluid configurations in the relative permeability 
models. Consequently, there are areas in the saturation space where the commonly used three-
phase relative permeability models fail to replicate their physical behavior. The extreme values 
of phase saturation are the primary source of uncertainty in modeling fluid mobility.  
The low-saturation region cannot adequately be represented by the available three-
phase relative permeability models. Balbinski et al. (1999) and Pejic and Maini (2003) 
demonstrated the shortcomings of Stone I and Stone II models and their variations to match 
two sets of three-phase experimental results. They showed that at saturations near residual oil 
saturation (𝑆𝑜𝑟𝑚), Stone models gives 𝑘𝑟𝑜 ∝ 𝑆𝑜 − 𝑆𝑜𝑟𝑚. The results of Stone I and II  models 
are not supported with many experimental data at this low oil saturation below the waterflood 
residual oil saturation (𝑆𝑜𝑟𝑤).  
 The high saturation value region for a non-wetting phase, e.g., gas phase in mixed-wet 




saturation region). Currently, except for the multiphase relative permeability models of 
Jerauld (1997b) and Lomeland et al. (2005), the commonly used three-phase relative 
permeability formulations do not replicate this S-shape behavior of phase relative permeability. 
 
3) Residual saturation: One of the shortcomings of widely used three-phase relative 
permeability models to predict the actual behavior in three-phase flow initiates from the 
incorrect residual saturation prediction. The dynamic behavior of residual saturation in 
multiphase flow results in primarily variable residual saturation far from initial two-phase 
measured residual saturation. Balbinski et al. (1999) and Blunt (2000) investigated the impact 
of residual oil saturation on the Stone I relative permeability model and the implied residual 
oil saturation by Stone II model. They realized that there is an inconsistency in the choice of 
residual oil saturation for the Stone I model.  The Stone II formulation results in mathematically 
singular function of residual oil saturation regarding angular variable ‘𝜓’ (i.e., indicating the 
balance of water and gas saturations) near the two-phase residual oil saturation. This leads to 
non-monotonic variation and over-prediction of three-phase residual oil saturation from the 
Stone II model. Consequently, Stone I and Stone II models may either overestimate or 
underestimate the oil relative permeability when oil saturation is small. 
 
4) Model Robustness: relative permeability function must mathematically be continuous for 
any saturation combination without facing singularities or discontinuities either in the 
functional form of the formulation or its derivatives. Balbinski et al. (1999) showed that the 
three-phase relative permeability models having implied residual saturation result in an 
inconsistent set of relative permeability and unphysical results. Note that there are some 
physically supported discontinuities which cannot be avoided. For example, when one phase 




discontinuous behavior of phase mobility. 
 PREMISES OF UTKR3P MODEL 
Based on the studied laboratory/field experimental results, the following are the premises of 
developing a parameterized-level relative permeability model:  
1. Three-phase relative permeability parameters including endpoint relative permeability and 
curvature quantities do not exceed those of two-phase parameters. 
2. Two-phase fluid pair relative permeability parameters are not unique. For example, two-
phase end-point relative permeability when flowing with water can be different than that 
of oil-gas flow. 
3. Saturation history (direction and trajectory) affects relative permeability. Regarding the 
saturation direction, the free saturation is calculated as the difference between the current 
state total saturation and trapped saturation. Free saturation represents the current state 
saturation both for increasing and decreasing phase saturation processes.  
4. Residual saturation is not unique. It depends on the saturation trajectory, composition, and 
rock wettability. Three-phase residual saturations can take either higher or lower values 
than the two-phase flow values. 
5. Both phase and interface compositions can affect relative permeability. The direct 
compositional effects represent the variation of phase or interface composition on relative 
permeability. 
6. Relative permeability curves show either a power-law or an inverse S-shape. The 
functional form of relative permeabilities remains continuous in saturation and 
composition spaces. 
 UTKR3P MODEL 




(1997b) used for gas phase modeling. For phase ‘𝑗’ flowing with phases ‘𝑚’ and ‘𝑙’, relative 
permeability is given by: 









,            j= phase 1, 2, or 3, Eq.  3-1 




1 − ∑  𝑆𝑖𝑟
3𝑃3
𝑖=1
. Eq.  3-2 
Here, 𝑆𝑗
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 ). Trapped saturation (𝑆𝑗𝑡
 ), in turn, is estimated from a hysteresis 
model, e.g., Carlson (1981) or UTHYST model (Beygi et al., 2015), and will be discussed in 
Chapter 4. The denominator of normalized saturation (Eq.  3-2) contains three-phase residual 
saturations (𝑆𝑖𝑟
3𝑃). Three-phase parameters (𝐹𝑗) (i.e., phase endpoint relative permeability (𝑘𝑟𝑗
0 ) and 
curvatures (𝐶1𝑗
  and 𝐶2𝑗
 )) are estimated using a linear saturation-weighted interpolation between 
two-phase parameters as follows: 








∗ , Eq.  3-3 
where 𝐹𝑗𝑚
  and 𝐹𝑗𝑙
  are two-phase pair parameters (𝑘𝑟𝑗𝑖
0 , 𝐶1𝑗𝑖
 , or 𝐶2𝑗𝑖
  and i=m or l). Supercript ‘*’ 
shows effective saturation (see Effective saturation in Appendix A). Adopting a zero minimum 
saturation in the defintion of effective saturation (𝑆𝑖
∗ = 𝑆𝑖 − 𝑆𝑖𝑐), does not change the general form 
of the UTKR3P model. A zero minimum saturation is discernable when this parameter either is 
not experimentally measured.  
Eq.  3-1 is general and generates either an S-shape (double-curvature: 𝐶1𝑗
  and 𝐶2𝑗




Corey-type (one curvature (power-law): 𝐶1𝑗
 , where 𝐶2𝑗
 =0) relative permeability curves. At small 
saturations, the equation approaches Corey-type behavior leading to good agreement with 
experimental results. The existence of a continuous oil layer, for example, in intermediate-wet 
states can be modeled effectively using the proposed approach. At high saturations, the second 
term in the denominator of Eq.  3-1 dominates and dampens the sharp increase in relative 
permeability. The power exponent of the second term in the denominator of Eq.  3-1 is chosen to 
be the maximum acceptable value resulting in a non-negative slope of the relative permeability 
curve. We provide the analytical derivative of the UTKR3P model in Appendix E. 
 Three-phase residual saturation 
Multiphase residual saturation (𝑆𝑖𝑟
3𝑃) is estimated using a modified correlation proposed by Yuan 
and Pope (2012). We have modified the definition of saturation from the original model to 
implement the effective saturation. For phase ‘𝑗’, the three-phase residual saturation is defined as: 
 𝑆𝑗𝑟
3𝑃 = min{𝑆𝑗, 𝑆𝑗𝑟
2𝑃 (1 − 𝑏𝑗𝑆𝑚
∗ 𝑆𝑙
∗)},       𝑚 ≠ 𝑗 ≠ 𝑙 Eq.  3-4 
where 𝑆𝑗𝑟
2𝑃 is the two-phase reisdual saturation (see Two-phase residual saturation) and 𝑏𝑗 is the 
only fitting parameter of the UTKR3P model. This residual saturation model is subject to two-
phase residual saturations, rock wettability, fluid composition, and pore-filling sequence. The 
model is general and applicable to all phases. The conditional format of the equation confirms that 
the calculated residual saturation does not exceed the total saturation for each phase. 
3.5.1.1 Three-phase residual saturation parameter (b) 
The fitting parameter 𝑏 in Eq.  3-4 depends on rock wettability and phase composition and directly 
impacts relative permeabilities of all phases. The b parameter is the only free parameter per phase 
in the UTKR3P model. It can be evaluated based upon experimental results of residual saturation 
measurements. Alternatively, one may obtain this parameter from a history matching of field/lab 





As discussed in Isoperm section in Chapter 2, phase relative permeability contours adopt 
different curvatures in ternary saturation diagram. The presented residual saturation model can 
capture the variation of isoperm curvature as the b parameter varies. In Figure 3-3, we show the 
selected phase-2 isoperms (𝑘𝑟2 = 10
−4, 10−3, 10−2, 0.1, 0.2, … , 0.9, 1.0) in the ternary saturation 
plot where each apex shows the maximum phase saturation (𝑆𝑖 = 1, 𝑖 = 1: 3). We assume a 
capillary-dominated process (𝑁𝑡 = 10
−8) and select the following variables and values for two-
phase flow (Table 3-1). 
Table 3-1: Two-phase parameters and critical saturation 
Property Value 
Phase-1 residuals (𝑺1𝒓2 = 𝑺1𝒓3) 0.195 
Phase-2 residuals (𝑺2𝐫1 = 𝑺2𝒓3) 0.250 
Phase-3 residuals (𝑺3𝒓1 = 𝑺3𝒓2) 0.200 
Phase-2 end-points (𝒌𝒓21
𝟎 = 𝒌𝒓23
𝟎 ) 1.0 
Phase-2 1st curvature (𝑪𝟏21 = 𝑪𝟏23) 6.0 
Phase-2 2nd curvature (𝑪𝟐21 = 𝑪𝟐23) 0.0 
Critical saturation (𝑺1𝒄 = 𝑺2𝒄 = 𝑺3𝒄) 0.0 
Next, we investigate the sensitivity of isoperms on the non-unique set of b parameter for 
the fluid parameters. Figure 3-3 compares phase-3 isoperms (𝑘𝑟3 = 10
−4, 0.01, 0.1, 0.5, and 0.9) 
when 𝑏2 is different than that of the other two phases (𝑏1 = 𝑏3 = 3, 𝑏2 = −3). It reflects the 
sensitivity of phase-2 isoperms on 𝑏1, 𝑏2, 𝑎𝑛𝑑 𝑏3 parameters and that the pronounced effect of b 
on overall predictions of the UTKR3P model. A positive 𝑏2  value results in convex phase-2 
isoperms toward its vertex particularly for higher relative permeability values (see Figure 3-3C 
and -F). As 𝑏2 decreases to zero (i.e., an identical two- and three-phase residual saturation), the 
close-to-zero isoperms flatten (see Figure 3-3B and -D). A negative value of 𝑏2 results in concave 
phase-2 isoperms when viewed from the 100% phase-2 saturation apex (see Figure 3-3A and -E). 
In addition, the 𝑏1 and 𝑏3 parameters have pronounced effects on the higher-value isoperms 




3.5.1.2 Two-phase residual saturation 
Two-phase residual saturation (𝑆𝑗𝑟
2𝑃) in Eq.  3-4 is assumed either as the minimum of measured 
two-phase residual saturations (min(𝑆𝑗𝑟𝑚
 , 𝑆𝑗𝑟𝑙 
 )) or estimated based on a linear saturation-
weighted interpolation between measured two-phase residual saturations (use Eq.  3-3). In either 
case, one requires to correct the two-phase residual saturations for the compositional effects due 
to the capillary-desaturation effect (use Eq.  3-6). 
 
 Compositional effects on UTKR3P model  
We incorporate compositional effects in two ways: indirectly through the trapping number 
dependency (Pope et al., 2000) and directly through an improved compositionally-consistent 
method based on the model proposed by Yuan and Pope (2012). 
3.5.2.1 Trapping number effect 
In routine laboratory conditions, the reported relative permeability values are based on a capillary-
dominated flow at a microscopic level. We apply the trapping number (see Capillary and 
trapping number in Appendix A) to illustrate the combined effect of the interaction forces on 
mobilization of trapped fluid. Two-phase parameters denoted as 𝑄𝑗𝑖 represent any of the UTKR3P 
model’s parameters of 𝑘𝑟𝑗𝑖
0 , 𝐶1𝑗𝑖, or 𝐶2𝑗𝑖. These parameters are modeled based on a capillary-
desaturation approach. This method is a relative approach where two sets of experimentally 
measured parameters are required at low (L) and high (H) trapping numbers: 
 𝑄𝑗𝑖 = 𝑄𝑗𝑖
𝐿 + (1 − 𝜃𝑖)(𝑄𝑗𝑖
𝐻 − 𝑄𝑗𝑖
𝐿 ), i = phase m or l.        Eq.  3-5 





 𝑆𝑗𝑟𝑖 = 𝑆𝑗𝑟𝑖
𝐻 + 𝜃𝑗(𝑆𝑗𝑟𝑖
𝐿 − 𝑆𝑗𝑟𝑖
𝐻 ),   i = phase m or l.         Eq.  3-6 
Here, the term 𝜃 is the trapping coefficient and is a function of trapping number (𝑁𝑇). Note that 
trapping coefficients in Eq.  3-5 and Eq.  3-6 are associated with phases i and j, respectively. For 





, Eq.  3-7 
where the trapping number parameters 𝑇𝑗 and 𝜏𝑗 are obtained by fitting the residual-saturation data 
for phase j displace by phase i.  
 
3.5.2.2 Compositional consistency 
The direct compositional effects can be added as additional option to the UTKR3P model. We 






A) 𝑏1 = −2, 𝑏2 = −2, 𝑏3 = −2 
 
B) 𝑏1 = 0, 𝑏2 = 0, 𝑏3 = 0 
 
C) 𝑏1 = 2, 𝑏2 = 2 𝑏3 =2 
 
D) 𝒃𝟏 = −𝟐, 𝒃𝟐 = 𝟎, 𝒃𝟑 = −2 
 
E) 𝑏1 = 2, 𝑏2 = −2, 𝑏3 = 2 
 
F) 𝑏1 = −2, 𝑏2 =1, 𝑏3 = −2 
 
 




 EVALUATION OF 𝒃 PARAMETER 
We proceed the following procedure to evaluate the b parameter when multiphase experimental 
results are available. We plot the residual saturation and zero isoperm in ternary saturation and 
follow a curve fitting process. For the oil phase, for example, Table 3-2 lists the Oak results (Oak, 
1990, 1991, 1992) and the measured data to estimate the 𝑏𝑜 parameter (see Eq.  3-4). Here, the 
measured two-phase residual saturations and zero oil-isoperm (kro=0) over the saturation space are 
input data.  
To quantify the effectiveness of the residual saturation model compared to the measured 










Eq.  3-8  
where the superscripts 𝑐𝑎𝑙𝑐 and 𝑒𝑥𝑝 denote calculated and measured relative permeability, 
respectively, and N is number of experimental data points for each phase. Using a MATLAB code, 
we adjust the 𝑏𝑜 parameter in calculation of 𝑘𝑟𝑜
𝑐𝑎𝑙 to match the measured data (𝑘𝑟𝑜
𝑒𝑥𝑝 = 0). Figure 
3-4 depicts the calculated parameters for the studied samples.  
 
Table 3-2: Estimated 𝑏𝑜 parameters for samples with different wettability conditions  






No. of data 
points (kro=0) 
𝑺𝒐𝒓𝒘 𝑺𝒐𝒓𝒈 𝒃𝒐 SEE 
S-6 water 200 31 0.373 0.259 3.46 0.0191 
S-13 water 1000 92 0.294 0.285 3.12 0.022 
S-15 Intermediate 1010 72 0.235 0.292 1.14 0.0212 
S-16 Intermediate 310 23 0.386 0.298 0.02 0.0251 
S-19 Oil 208 39 0.16 0.106 1.48 0.0281 






Figure 3-4: Estimated b parameter for oil phase (data given in Table 3-2) 
 
 UTKR3P PARAMETER SENSITIVITY ANALYSIS ON  
In this section, we perform a sensitivity analysis of relative permeability parameters. For the base 
case scenario, we selected a set of two-phase relative permeability curves as shown in Figure 3-5 
and extracted the relative permeability parameters from it by curve fitting. The parameters for 
Phase-2 in three-phase flow of (Phase-1 (PH1), Phase-2 (PH2), and Phase-3 (PH3)) are listed in 
Table 3-3. Note that residual saturations, b parameter, and critical saturations are characteristic 
quantities for all phases. We also investigate the trapping-number dependency where two sets of 
parameters are listed: capillary dominated flow (low trapping number condition) and 
viscous/gravitational dominated flow (at high trapping number state). Figure 3-6 represents the 























Figure 3-7 shows the calculated isoperms of PH2 in a ternary saturation diagram. We 
increased the trapping number or its parameter (𝑇𝑖) in Figure 3-8A-D and demonstrated that as the 
capillary forces decrease, the curvature of PH2 isoperms decreases. It states that by increases the 
trapping number, the dependency of phase relative permeability to other phases decreases and, in 
turn, relative permeability values increase. Figure 3-9 depicts the variation of two-phase relative 
permeabilities with trapping number when the third phase is at critical saturation.  
Figure 3-8E-J demonstrate the effect of two-phase relative permeability parameters on 
isoperms. They also compare the significance of non-unique relative permeability parameters on 
isoperms. For example, Figure 3-8E shows that by increasing both 𝑘𝑟21
0𝐿  and 𝑘𝑟23
0𝐿 , the oil isoperms 
are obtained at lower saturation values of PH2 than those in the base case. In addition, unequal 
values of two-phase endpoint relative permeabilities result in a distorted shape for the higher-value 
isoperms.  
Figure 3-8G-J demonstrate the effect of relative permeability curvatures on isoperms. 
Figure 3-8G shows that selecting a higher value for the 1st curvatures in two-phase flow, results 
in a lower relative permeability compared to base case for a specified saturation. In contrary, 
increasing the 2nd curvature returns a higher relative permeability and shift the isoperms toward 
the PH2 base (see Figure 3-8I). Unequal two-phase curvatures result in asymmetric isoperms with 
respect to height of PH2. 
Figure 3-8K-N reveal the vital role of residual saturations on PH2 isoperms. Not only does 
the variation of PH2 residuals (𝑆2r1
L  and 𝑆2𝑟3
𝐿 ) shift the isoperms and distort the shape of isoperm 
particularly at lower saturation values, but also the variation of residual saturations of other phases 
severely affect PH2 relative permeabilities. In addition, Figure 3-8O-R highlight the crucial role 
of b parameter in relative permeability behavior particularly at low saturations where the curvature 





Figure 3-5: Two-phase relative permeabilities for sensitivity analysis of UTKR3P model: Phase-1 (PH1, blue); Phase-
2 (PH2, red); Phase-3 (PH3, green).  
 





Table 3-3: UTKR3P parameters for base case scenario in sensitivity analysis  
Two-phase data at capillary-dominated condition (Low trapping number) Value 
Residual saturation of PH1 (𝑺1𝒓2
L = 𝑺1𝒓3
𝐿 ) 0.10 
Residual saturation of PH2 (𝑺2𝐫1
L = 𝑺2𝒓3
𝐿 ) 0.15 
Residual saturation of PH3 (𝑺3𝒓1
𝐿 = 𝑺3𝒓2
𝐿 ) 0.20 
End-point relative permeability for PH2 (𝒌𝒓21
𝟎𝑳 = 𝒌𝒓23
𝟎𝑳 ) 1.0 
1st curvature of relative permeability for PH2 (𝑪121
𝐿 = 𝑪123
𝐿 ) 4.0 
2nd curvature of relative permeability for PH2 (𝑪𝟐21
𝐿 = 𝑪𝟐23
𝐿 ) 0.0 
Two-phase data at viscous/gravitational dominated condition (High trapping number) Value 
Residual saturation of all phases (𝑺jri
H , j ≠ i) 0.0 
End-point relative permeability for PH2 (𝒌𝒓21
𝟎𝑯 = 𝒌𝒓23
𝟎𝑯 ) 0.8 
1st curvature of relative permeability for PH2 (𝑪121
𝐻 = 𝑪123
𝐻 ) 1.0 
2nd curvature of relative permeability for PH2 (𝑪221
𝐻 = 𝑪223
𝐻 ) 0.0 
Trapping parameters * Value 
Trapping number (𝑵𝒕𝒊) 10
-8 
Trapping number parameter (𝑻𝒊) 1585 
Trapping number parameter (𝝉𝑖) 0.9 
General phase parameters  * Value 
𝑏𝑖 parameter in Eq.  3-4 0.0 
Critical saturation (𝑺𝑐𝑖) 0.0 
* 𝑖 denotes all phases (PH1, PH2, and PH3) 
 
 





A) Base case,  𝑁𝑡 = 10
−4 
 
B) Base case, 𝑁𝑡 = 10
−3 
 




D) Base case,  𝑁𝑡 = 10
−4, 𝑇𝑖 = 7924.4 
 
 
E) Base case,  𝑘𝑟21
0 = 𝑘𝑟23
0 = 1.0 
 
F) Base case,  𝑘𝑟23
0 = 1.0 
 






G) Base case,  𝐶121 = 𝐶123 = 6.5 
 
 
H) Base case,  𝐶123 = 6.5 
 
I) Base case,  𝐶221 = 𝐶223 = 2.0 
 
J) Base case,  𝐶223 = 2.0 
 
K)  Base case, 𝑆1𝑟2 = 𝑆1𝑟3 = 0.20 
 
L)  Base case, 𝑆3𝑟1 = 𝑆3𝑟2 = 0.10 
 






M)  Base case, 𝑆2𝑟1 = 𝑆2𝑟3 = 0.30 
 
N)  Base case, 𝑆2𝑟3 = 0.30 
 
O)  Base case, 𝑏1 = −3; 𝑏2 = −3;𝑏3 = −3 
 
P)  Base case, 𝑏1 = −3; 𝑏2 = −3; 𝑏3 = −3 , 𝑆2𝑟3 = 0.30 
 
Q)  Base case, 𝑏1 = −3; 𝑏2 = 1;𝑏3 = −3 
 
R)  Base case, 𝑏1 = 3; 𝑏2 = 1; 𝑏3 = 3 
 





Figure 3-9: Effect of trapping number (Nt) on PH2 relative permeability in two-phase flow 
 VALIDATION OF UTKR3P MODEL  
We validated the proposed model using the relative permeability data of Donaldson (1966), Oak 
(1990, 1991, 1992), Maini et al. (1990) and Baker (1993). In general, the UTKR3P model captures 
the relative permeability trends for water- and oil- wet rocks even in saturation range where phase 
relative permeability is a function of one saturation. We present the results of the calculated and 
measured relative permeability data of intermediate-wet samples on Berea sandstone core treated 
with a silane wetting agent (Oak, 1991). Figure 3-10 exhibits six measured two-phase relative 
permeabilities on the sides of ternary diagram. Inside the ternary diagram, we show the saturation 
path of a gas flood (DDI process, see Saturation history in Appendix A) together with the 
measured three-phase gas relative permeabilities. The ternary diagram shows only the measured 
three-phase gas isoperms in the decreasing water saturation, decreasing oil saturation and 




curvature, and residual saturations as input parameters to the UTKR3P model.  
 We developed a MATLAB code to history match three set of three-phase relative 
permeabilities (i.e., water (Phase-1), oil (Phase-2), gas (Phase-3)). The code is based on a multi-
objective optimization technique (minimizing three SEEj, j=1,2,3) and applies the derivatives of 
the UTKR3P model with respect to saturations (see Appendix E). 
Figure 3-11 shows the trend of measured and calculated relative permeability for different 
phases. There is a good agreement between the measured and calculated relative permeability 
values considering only one matching parameter per phase (𝑏𝑗) is used and a very narrow range of 
saturations were experienced in the experiment. The history matched 𝑏𝑗 parameters and the SEEs 
are given for each phase in Figure 3-11. 
The three-phase data of Oak (1991) suggested that water relative permeability depends 
only on water saturation (i.e., two- and three-phase water relative permeability values were 
identical). The gas relative permeabilities were a function of both gas saturation and saturation 
history and were the same in two- and three-phase flow. However, oil relative permeability was 
varied not only with oil but with saturations of water and gas and with the saturation history. This 
observation suggests that there will be more experimental errors associated with the oil phase than 
the other two phases due to more complex dependency of oil relative permeability on three 
saturations and saturation trajectories. There are other errors associated with data for low 
saturations (i.e., errors in saturation measurements) since the saturation was measured by an X-ray 
absorption method and reported uniformly as an average over the core length, error due to 
saturation history, etc. While this test provides promising results, further examination of different 
aspects of the proposed model at various wettability conditions with different fluid(s) components 





Figure 3-10: Saturation trajectory of a gas flood (DDI process) in an intermediate-wet sandstone rock (sample 15, Oak, 1991) (inside the ternary diagram). The 
curve also represents measured three-phase gas relative permeabilities (𝑘𝑟3
3𝑃) categorized in four colors. Three sets of measured two-phase relative permeability 
data (six curves of two-phase relative permeabilities) are shown on three sides of the ternary diagram. Coloring index: Phase-1 (water, blue triangle), phase-2 (oil, 




             C) Phase-3, 𝑺𝑬𝑬𝟑=0.005, 𝒃𝟑=5.5     
 
 
               A) Phase-1: 𝑺𝑬𝑬𝟏=0.088, 𝒃𝟏=4.4 
 
                    B) Phase-2: 𝑺𝑬𝑬𝟐=0.028, 𝒃𝟐=3.5 
Figure 3-11: Correlation between calculated 3-phase relative permeability (kr𝑗
𝑐𝑎𝑙) and measured 3-phase data (kr𝑗











































 BENCHMARK AGAINST OTHER RELATIVE PERMEABILITY MODELS 
We benchmark the oil relative permeability calculated using UTKR3P model against the widely 
accepted three-phase relative permeability models for an intermediate-wet rock sample (Oak, 
1991). The measured isoperms are plotted in Figure 3-12: Calculated oil isoperms by UTKR3P 
model (solid lines) and measured values (Intermediate-wet samples, Oak data The models include 
modified Stone I (Stone, 1970) coupled with Fayers’ model (1984), modified Stone II (Stone, 
1973), Baker I (or segregated-flow model) (1988), and Baker II (or linear-isoperm model) (1988). 
Note that for the Stone I and Stone II models, we use the modified formulations as proposed by 
Aziz and Settari (1979). We applied the Fayer and Matthews correlation (1984) (see Table 2-7) to 
evaluate the minimal saturation (Som), an adjustable parameter in Stone I method.  
Comparing oil isoperms calculated from these three-phase relative permeability models 
(Figure 3-12 to Figure 3-17) reveals the flexibility of the UTKR3P model in obtaining an 
acceptable match against laboratory data (SEEo=0.03). Note that the commonly accepted relative 






Figure 3-12: Calculated oil isoperms by UTKR3P model (solid lines) and measured values (Intermediate-wet samples, 
Oak data (1991). 
 





Figure 3-14: Oil isoperm contours calculated using modified Stone I model (Aziz & Settari, 1979) coupled with Fayer 
and Matthews correlation (1984) 
 





Figure 3-16: Oil isoperm contours calculated using Baker I model (1988) (segregated-flow model)  
 




 KEY FEATURES OF THREE-PHASE RESIDUAL SATURATION MODEL 
1) The three-phase residual saturation model approaches to appropriate two-phase residual 
saturation limits.  
2) Its mathematical function confirms that residual saturation encapsulates in an acceptable 
saturation range(𝑆𝑗𝑟
3𝑃 ∈ [𝑆𝑗𝑐, 𝑆𝑗]).  
3) The residual saturations evaluated from this formalism are saturation history dependent and 
different than those of two-phase flow. The experimental results support the non-unique 
behavior of residual saturation in macroscopic scale and reported by several investigators 
(see Capillary trapping in Chapter 2). 
4) A distinct feature residual saturation model is its capability to change the curvature of 
isoperms while keeping all other relative permeability model parameters constant. 
 KEY FEATURES OF UTKR3P MULTIPHASE RELATIVE PERMEABILITY MODEL 
1) This mathematically simple function is general and applicable to different phases without 
phase labeling from flash calculation.  
2) When fluid composition yields the variation of number of phases (two- to three-phase or 
vice versa) the relative permeability values vary accordingly and seamlessly without any 
discontinuity in the relative permeability function or its derivative.  
3) It applies to different wettability conditions. The b parameter varies when wettability state 
changes. Note that the other relative permeability parameters such as two-phase end-point 
relative permeabilities, curvatures, and residual saturations may also vary depending on 
rock wettability. 
4) The developed model replicates the reported shapes of two- and three- phase relative 




5) Linear saturation-weighted interpolation scheme in parameter level ensures that the end-
point relative permeability and the exponents lie between the two-phase values. This 
assumption is fair based on the reviewed published experimental results. 
6) Linear saturation-weighted interpolation scheme in relative-permeability-parameter level 
confirms that functional format of the relative permeability model is honored in the entire 
saturation space. Here, the unacceptable relative permeability values are avoided which 
would otherwise be estimated by applying other methods, e.g., saturation-weighted 
interpolation method in the relative permeability level as performed in other three-phase 





 SUMMARY AND CONCLUSIONS 
Three-phase relative permeability is an essential element in modeling EOR processes and must be 
accurately calculated in a predictive model. In the following, we summarize the impact of four 
critical parameters on relative permeabilities and the current state of modeling their effects using 
the three-phase relative permeability correlations. 
(i) Wettability state: hydrocarbon reservoirs possess a broad range of wettability states. Both 
rock wettability and fluid speeding have remarkable impacts on the performance of several EOR 
applications. However, many empirical relative permeability models are based on experimental 
results for strong wettability conditions. Hence, using these relative permeability models for the 
intermediate—and oil/wet states become questionable.  
Three-phase relative permeability calculation in non-water-wet media (i.e., intermediate- 
wet/oil-wet states) is problematic. In strong water-wet condition, relative permeability of water and 
gas primarily depend on their saturation. Hence, two-phase relative permeability can be used in 
three-phase flow modeling. Relative permeability of oil, however, depends on two saturations. 
Also, for the non-water-wet media, identification of the degree of wettability is not a trivial task.  
Also, a general relative permeability model (i.e., applicable to various phases) is an 
indispensable element of characterizing the composition demanding processes. This feature assists 
in modeling a composition-dependent relative permeability without labeling the phases. Moreover, 
it reduces the coding/debugging efforts when the model is implemented into a reservoir simulator.  
The developed three-phase relative permeability models are based on measured data in 
strong wettability conditions for a particular phase. The widely used relative permeability models, 
therefore, become questionable when applied to the non-water-wet state or to various phases.  
(ii) Extreme saturations: EOR and gas storage projects target extreme saturation region 
(i.e., the lowest level of hydrocarbon stranded in the reservoir and highest range of gas inventory). 




on the rock wettability may result in a different fluid displacement behavior from those in normal 
saturation range. Laboratory measurement reported an inverse S-shape relative permeability curve 
for non-wetting fluids at high saturation in non-water-wet media. Only two of the reviewed relative 
permeability models can capture this phenomenon.  
At low saturation region, there is a change in the slope of relative permeability curve. For 
modeling low saturation region, the conventional assumption is that intermediate-wet fluid spreads 
over the wetting fluid and that relative permeability and saturation have a quadratic relationship. 
We showed that this assumption is not always valid in that even in a simple pore structure (e.g., 
pore corner angle) and equilibrium spreading coefficient significantly impact the formation of a 
stable film layer of intermediate-wet fluid between wetting and non-wetting fluids.  
(iii) Saturation history: relative permeability is saturation path dependent and must be 
included as a dynamic property in reservoir simulation. The characteristic properties of a unique 
saturation combination are different when the specified saturation is approached from various 
saturation trajectories (or path). In that many EOR applications and the underground CO2 
sequestration involve in variation both in saturation direction and path, a dynamic relative 
permeability is required in characterizing fluid flow. Saturation direction varies when a cyclic 
injection scheme is applied or during the post-injection period in CO2 injection sites. Saturation 
path changes when same process is repeated during a multicyclic project (e.g., primary, secondary, 
and tertiary gas injection). Here, relative permeabilities for the same specified saturation become 
variable at different saturation routes. Undeservedly, the available relative permeability models 
ignore the impact of saturation path in their formulations.  
 (iv) Non-unique relative permeability: all too often, there is an asymmetric behavior of 
relative permeability both between two- and three-phase flow and between two different fluid pairs. 
The former describes the significant difference between two- and three-phase relative 




a non-unique endpoint relative permeability of oil when flows with water or gas. Currently, relative 
permeability models do not adequately capture the discussed latter variation in their formulations. 
Due to the discussed limitations of the current relative permeability models, we developed 
a general three-phase relative permeability model (UTKR3P) applicable to water/oil/gas phases. 
Relative permeability parameters are calculated based on a linear saturation-weighted interpolation 
between two-phase parameters. Two-phase parameters are calculated when saturation of one-phase 
approaches the critical saturation. The residual saturation term adds the saturation-path dependency 
in the formulation of the developed model. The free model parameter b in the three-phase residual 
saturation formulation varies with rock wettability and fluid composition. Moreover, a trapping-
number-dependent relative permeability parameters provides the inclusion of capillary desaturation 
effect in UTKR3P model.  
Based on the fluid and experimental results, there are minimum three and maximum five 
parameters per phase in the UTKR3P model when a capillary-dominated flow is modeled (low 
trapping number). These parameters for each phase j include (𝑘𝑟𝑗
0 , 𝐶1𝑗, and 𝑆𝑗𝑟). 𝑘𝑟𝑗
0  and 𝐶1𝑗 
parameters can be calculated using Eq.  3-3. The residual saturation term (𝑆𝑗𝑟) is calculated using 
the free model parameter b in Eq.  3-4 and two-phase residual saturation. Each three-phase 
parameter requires a pair of measured two-phase parameters (e.g., 𝑘𝑟𝑗
0 = 𝑓(𝑘𝑟𝑗𝑙
0 , 𝑘𝑟𝑗𝑚
0 )). Six 
required input parameters are extracted from the 2D tables reported in the two-phase measurements. 
If there is a minimum phase saturation that cannot be removed in the measurements, the critical 
saturation (𝑆𝑗𝑐) is added to the model as a measured and fixed fluid property in two and three-phase 
flow. If the second curvature (𝐶2𝑗) is anticipated, e.g., in modeling of non-wetting fluids in the 
intermediate-wet states, the number of parameters is increased to five. If the optional high trapping 
number region in saturation space is effective, then three other parameters per phase are added to 





 The UTKR3P model generates consistent and continuous set of relative permeability curves. 
Note that there are kinks in the dynamic relative permeability curves due to natural interactions 
among fluids. For example, when saturation of one phase approaches to residual saturation, it is 
reflected on the relative permeability curve of the others phases as a kink. These natural kinks are 
captured by the UTKR3P model. 
We showed the validation of UTKR3P model against a set of relative permeability data for 
water, oil, and gas phase in two and three-phase flow in an intermediate-wet sample. Furthermore, 
we investigated the impact of rock wettability and the interacting forces on oil isoperms by changing 
the b parameter and trapping number, respectively. The capability of UTKR3P model to match 
experimental results of an intermediate-wet sample was demonstrated for which four other three-





 Three-Phase Hysteresis Modeling (UTHYST Model) 
In this chapter, we introduce and validate a three-phase hysteresis model called UTHYST. First, we 
review the impacting parameters on hysteresis, particularly on capillary trapping. We then discuss 
the features of a reliable three-phase hysteresis model and the underlying assumptions of the 
UTHYST model.  
 IMPACTING PARAMETERS ON THREE-PHASE HYSTERESIS MODEL 
We noted in Hysteresis section of Chapter 2 that for multiphase flow in porous media, hysteresis 
depends on contact angle hysteresis and capillary trapping. In addition, the contact-angle hysteresis 
is coupled with the wettability alteration in the saturation-history-dependent processes. When the 
wettability alteration occurs (see Rock wettability in Appendix A), it induces a change in phase 
trapping and contact angles. We discussed that pore wettability depends only on contact angle for 
a flat surface. For the rocks with specified roughness, however, one may expect that both contact 
angle and pore structure control the pore wettability (Fenwick & Blunt, 1988; Øren & Pinczewski, 
1995). If a rock surface roughness induces hysteresis in the contact angle, it is transformed to the 
wettability alteration and vice versa. 
One key and standard feature for the hysteresis models to distinguish the increasing and 
decreasing saturation processes is the free phase saturation concept (see Saturation in Appendix 
A). Free saturation demonstrates the movable fluid currently in place depending on the current 
phase-trapping condition. Therefore, we conclude that capillary trapping (see Capillary trapping 
in Chapter 2) is the crux of hysteresis in relative permeability modeling. In the following, we review 
three-phase non-wetting phase trapping and the key impacting parameters on it based on the 
observed lab and field results. 
Figure 4-1 is a compilation of the experimentally measured behavior of non-wetting phase 




(Geffen et al., 1952; Crowell et al., 1966; McKay, 1974; Oak, 1990, 1991, 1992; Ma & 
Youngren, 1994; Irwin & Batycky, 1997; Jerauld, 1997b; Kralik et al., 2000; Akbarabadi & 
Piri, 2013), carbonate rocks (Irwin & Batycky, 1997; Al-Menhali & Krevor, 2016), and sandpack 
samples (Al-Mansoori et al., 2009; Amaechi et al., 2014). We also demonstrated the constraining 
and predictive Land curves from the Land formalism (see Eq.  2-2). The depicted Land coefficients 
of 0, 1, 2, and 4 are equivalent to residual saturation of 100%, 50%, 33%, and 20%, respectively. 
Note that the curves are plotted withdrawing the effective saturation definition, viz., 𝑆∗ = 𝑆, due to 
either incomplete access to the required data or because of the variation of the connate water 
saturation resulting in inconsistent data. The 1:1 line represents no fluid production condition under 
which all the initial gas saturation is entrapped. These curves are plotted to assist in visualization 
purpose without intending to match a specific set of the experimental results.  
Figure 4-2 summarizes the gas trapping for the samples above in a box plot. The vertical 
boxes give the likely range of variation (interquartile range (IQR): range over which 75% of the 
measured non-wetting phase trapping fall, i.e., between first and third quartiles). The whiskers 
(extended vertical lines) on two sides of the boxes give the inner fence (1.5× 𝐼𝑄𝑅). The suspected 
outliers (1.5× 𝐼𝑄𝑅 or more below the first quartile and 1.5× 𝐼𝑄𝑅 or more above the third quartile) 
are in colored circles. A review of the experimental results in Figure 4-1 and Figure 4-2 reveals 
the followings: 
1) The non-wetting trapped saturation monotonically increases at lower initial saturation 
region. The level of trapping approaches to the initial saturation. 
2) At higher initial saturations, some of the experimental results show a zero-slope trapping 
line consistent either with the piecewise linear model of Aissaoui (1983) or with the 
hyperbolic form of Jerauld’s model (Jerauld, 1997b). The former predicts a breaking point 




where a zero-slope trapping is approached at the highest initial saturation region.  
3) As the maximum saturation increases, the uncertainty of predicting trapping behavior 
increases. It implies that some other factors are also effective for the non-wetting trapping 
at high initial saturation. These include, but are not limited to, microscopic pore structure 
such as pore geometry, size distribution and topology, together with the fluid configuration 
in porous media.  
There have been attempts to relate these microscopic pore-scale properties to the 
macroscopic Darcy-scale of fluid flow via the porosity parameter. Several researchers 
reported a lower level of maximum trapping as the rock porosity increases, and that 
attempted to correlate maximum trapping to the macroscale properties like porosity and 
microporosity (Yuan, 1981; Jerauld, 1997a; Holtz, 2002; Suzanne et al., 2003). Holtz 
(2002) proposed a linear inverse relation between maximum-trapping and porosity. Jerauld 
(1997a) and Suzanne et al. (2003) noted that microporosity does not contribute in non-
wetting trapping. These conclusions assist in field-scale modeling. Nevertheless, they are 
not general statements in that the selected macroscale properties cannot adequately 
represent the required pore-level characteristics of trapping, at least, when they are 
unassisted. That explains the scattered trend of maximum-trapping-porosity in more 
heterogeneous carbonate rocks.  
In addition, pore aspect ratio (pore-body to pore-throat size) (see Pore structure in 
Appendix A) has implications on fluid trapping (Jerauld, 1997a; Wardlaw & Cassan, 
1978). In the study of gas trapping in the intermedia-wet samples of Prudhoe Bay reservoirs, 
Jerauld (1997a) explained the observed correlation between non-wetting phase trapping and 
porosity through the level of aspect ratio. He contributed the higher phase trapping to a 
higher aspect ratio and choke-off mechanism. It describes the scattered trapping data in 




geometry parameters and, in turn, the change of the aspect ratio.  
 
4) As the rock heterogeneity increases, the level of trapping increases. In most cases, the level 
of trapping decreases as moving from vuggy carbonates to homogeneous consolidated 
sandstones to sand packs. 
5) Although non-wetting fluid is trapped at all wetting states, the intermediate-wet condition 
gives lower trapping values than strong wettability conditions. We compared the observed 
trapping behavior of supercritical CO2 (scCO2), gaseous CO2 (gCO2), and nitrogen in the 
water-wet sandstone (data: Akbarabadi and Piri (2013)) and mixed-wet carbonate (data: Al-
Menhali and Krevor (2016)) rocks. It shows that as the degree of non-wetness between 
displacing and displaced phases increases, a higher trapping is expected.  
6) Fluid morphology impacts the level of non-wetting trapping. If the length of the non-wetting 
phase globules is several pore diameters, capillary heterogeneity in a representative 
elementary volume controls the trapping level; otherwise, for the non-wetting fluids 
consisting of disconnected bubbles, primarily, the local capillary pressure controls bubble 
trapping resulting in high phase trapping than that of globules. It is consistent with the 
results of non-wetting trapping experiments of Zuo and Benson (2014). They examined a 
process-dependent CO2 trapping in Berea sandstone samples. The water imbibition to the 
core containing dissolved CO2 resulted in a higher CO2 trapping level than that of CO2 as 





Figure 4-1: Crossplot of gas Initial-trapping experimental results for sandstone (circles), carbonates (triangles), and sandpacks (squares) with a broad wettability 
































Non-wetting initial saturation (fraction)
Sandstone, water-wet (Geffen et al., 1952) Sandstone, water-wet (Crowell et al.,1966) Sandstone, water-wet (Land,1971)
Sandstone, water-wet (McKay,1974) Sandstone, water-wet (McKay,1974) Sandstone, water-wet (Oak,1990)
Sandstone, oil-wet (Oak,1991) Sandstone, intermediate-wet (Oak,1991) Sandstone, mixed-wet (Ma & Youngren,1994)
Carbonates (Irwin and Batycky,1997) Carbonate, mixed-wet (Irwin & Batycky,1997) Sandstones (Irwin and Batycky,1997)
Sandstone, mixed-wet (Jerauld,1997) Sandstone, mixed-wet (Kralik et al.,2000) sandstone,water-wet (Suzanne et al., 2003)
Sandpack (Al-Mansoori,2009) Sandstone, water-wet,ScCO2 (Akbarabadi&Piri,2013) Sandstone, water-wet,gCO2 (Akbarabadi&Piri,2013)
Sandstone, water-wet,scCO2 (Akbarabadi&Piri,2013) Sandpack (Amaechi,2014) Carbonate,water-wet, (Almenhali and Krevor,2016)










Figure 4-2: Box plot of non-wetting phase trapped saturation for the sandstone, carbonate, and sandpack. The 
vertical boxes give the likely range of variation (IQR). The whiskers on the bottom and top side of each column are 
the inner fences (1.5×IQR). The suspected outliers are given in colored shapes (circles and rectangle) consistent 
with color and shape presented in Figure 4-1. The stars show the median of each column connected to the solid 
green line. 
 
Figure 4-3: Measured trapped gas saturation for Berea sandstone cores with different wettability (Data: Oak, 1990; 
1991; 1992). 




































































In conclusion, reviewing the initial non-wetting phase saturation results reveals that there 
is a broad range of initial-trapped saturation. We relate this significant variation to pore structure, 
rock wettability, fluid spreading and configuration, and pore filling sequence in three-phase flow. 
 LIMITATIONS OF CURRENT HYSTERESIS MODELS 
The present three-phase hysteresis models add extensive numerical cost to compositional reservoir 
simulation due to their formulation. Hysteresis is a history-dependent natural phenomenon and 
requires that the associated model properties to be stored at each time level. This feature of 
hysteresis makes it a memory-intensive computation. In relative permeability application, for 
example, the prior saturation of grid blocks is stored together with other required parameters of 
the hysteresis model. With the current models also an adjustment is necessary to switch between 
the first and consequent cycles. Consequently, mathematically sophisticated hysteresis models 
lead to both memory demanding and computationally expensive numerical simulations. 
 In addition, the three-phase hysteresis models are not general. Each model is specifically 
developed for measured data for a particular fluid type, rock type, and saturation trajectory. A 




 PREMISES OF UTHYST MODEL 
Based on the studied laboratory/field experimental results, the following are the premises of 
developing a three-phase hysteresis model:  
1. In the absence of interphase mass exchange, the non-wetting phase trapping increases 
monotonically in the decreasing phase saturation processes. This presumption is supported 
with the experimental results and states that once a phase trapping occurs, it is not 
remobilized when capillary forces dominate viscous and gravitational forces.  
2. There is no trapping when phase saturation increases continuously. 
3. The dendritic saturation (see Dendritic/non-conductive saturation in Appendix A) does 
not interfere the capillary trapping and is excluded from the modeling. 
4. Compositional exchanges between the trapped phase and the displacing fluids may reduce 
the phase trapping. These processes include but are not limited to, miscible displacement, 
near-critical fluid flow, and chemical-EOR processes. When a process experiences 
significant mass transfer between two phases, the capillary force will diminish. It leads to 
the lowering of phase trapping. Here, the monotonicity of the phase trapping curve is not 
valid.  
5. Land’s trapping coefficient in Eq.  2-2 represents the initial-trapped correlation. Land 
coefficient is not unique for two- and three-phase flow (Skauge & Larsen, 1994; 
Egermann et al., 2000; Spiteri & Juanes, 2006; Shahverdi et al., 2011). In addition, the 
Land coefficient is not constant within the multicycle processes (i.e., hysteresis cycles). 
Here, a particular value of Land coefficient is assigned to each cycle depending on the 
maximum possible phase trapping for that cycle. Land coefficient depends on parameters 
affecting initial-trapped behavior such as pore geometry and network topology, fluid 




relevant including IFTs, contact angles, rock permeability, pore size distribution, and rock 
wettability. For example, investigating Oak’s three-phase gas relative permeability data 
(Oak, 1990; 1991) revealed that for the same fluids, Land coefficient increased as the rock 
permeability increased lowering the level of non-wetting phase trapping. For these three-
phase relative permeability measurements, the Land coefficient increased as the fluid-pair 
IFTs decreased. Spiteri and Juanes (2006) studied Oak’s experiments and concluded that 
the Land coefficient is far from being constant. Element et al. (2003) conducted multicycle 
gas injection in both water- and intermediate-wet samples and concluded that to match 
their experimental results a dynamic Land coefficient was required for hysteresis cycles. 
6. The presence of a conjugate phase impacts the level of phase trapping in multicycle 
processes. Conjugate-phase is defined as a mobile phase impacting the relative 
permeability of phase j as reported in the literature (Jerauld, 1997b; Larsen & Skauge, 
1998; Kralik et al., 2000). Larsen and Skauge (1998) proposed a cycle-dependent relative 
permeability model taking into account the impact of water saturation at the start of the 
current cycle on gas relative permeability. The designation of the conjugate phase is 
currently arbitrary due to the lack of experimental results. In the sense of phase trapping, 
we consider water, oil, and gas as the conjugate phase for the gas, water, and oil trapping.  
7. A cycle-dependent relative permeability exists in three-phase flow within multicycle 







 UTHYST MODEL 
We develop a general three-phase hysteresis model honoring the pore- and core-scale observations.  
The model calculates dynamic capillary trapping in a multicycle process. The trapped saturation 
within each cycle n is initially calculated by,  
 (𝑆𝑗𝑡)𝑛
 
= 𝑚𝑖𝑛 {𝑆𝑗, 𝑆𝑗𝑡
𝐼 + (∆𝑆𝑗𝑡)𝑛 (
1 − 𝑆𝑚
𝐼




}. Eq. 4-1 
where, 𝑆𝑗𝑡
𝐼   is the cumulative trapped saturation at the start of cycle n, (∆𝑆𝑗𝑡)𝑛
 denotes the capillary 
trapping during cycle n, and the set of parentheses on the right hand side of Eq. 4-1 introduces the 
effect of saturation of conjugate phase (m) at the start of cycle n (𝑆𝑚
𝐼 ) relative to the conjugate 
phase critical saturation (𝑆𝑐𝑚
 ). Note that 𝛼𝑗
  is the free parameter of the UTHYST model and 
addresses the degree of reduction of relative permeability due to the conjugate phase. Phase 




1 + (𝐿𝑗)𝑛 (𝑆𝑗
𝑚𝑎𝑥 − 𝑆𝑗) 
. Eq. 4-2 
Here, to evaluate the effective phase trapping, we define a modified Land coefficient. It 
enables us to honor pore filling sequence in porous media.  











, Eq. 4-3 
where superscript M denotes the maximum saturation obtained within the current cycle. Note that 
the dynamic evaluation of residual saturation results in a saturation-path dependent Land 






This model results in no phase trapping in saturation increasing half-cycles in agreement 
with the physical process reported in laboratory and field results. The trapped saturation at 
capillary dominated flow shows a monotonically increasing behavior in decreasing phase 
saturation processes. We provide the analytical derivative of the UTHYST model in Appendix F. 
The UTHYST model can be applied to a general purpose relative permeability model using 
the free saturation concept (𝑆𝑗𝑓 = 𝑆𝑗 − 𝑆𝑗𝑡). For both increasing and decreasing saturation 
processes, relative permeability of phase j can be described as, 
 𝑘𝑟𝑗 = 𝑘𝑟𝑗(𝑆𝑗𝑓).         Eq.  4-4 
Here, relative permeability of each phase is calculated using the formulation of the adopted 
relative permeability model. The free saturation is used rather than total saturation. 
 COMPOSITIONAL EFFECT ON HYSTERESIS AND PHASE TRAPPING  
The compositional effects due to mass transfer are included using the capillary-desaturation curves 
similar to the trapping number-dependent residual saturation (see Trapping number effect in 




𝑚𝑖𝑛 + 𝜃𝑗,𝑛 ((𝑆𝑗𝑡)𝑛
 
− 𝑆𝑗𝑡
𝑚𝑖𝑛) ,   i = phase m or l.         Eq.  4-5 
Here, 𝑆𝑗𝑡
𝑚𝑖𝑛 is the trapping saturation experimentally measured including the compositional 
effects, (𝑆𝑗𝑡)𝑛
 
 in the parentheses is the trapped saturation calculated from Eq. 4-1, and 𝜃𝑗  is the 
trapping coefficient calculated from Eq.  3-7. As the effective viscous/gravitation forces dominate 





Trapped phase mobilization in Chapter 2). 
 
 KEY FEATURES OF PROPOSED UTHYST MODEL 
1) The UTHYST model offers a simple and general approach to calculating phase trapping in 
multicycle processes for different rock wettabilities.  
2) It is valid for processes where saturation decreases and increases and adopts free saturation 
concept, i.e., the difference between total saturation and trapped saturation.  
3) This model applies to any relative permeability model and results in a cycle-dependent 
relative permeability.  
4) The saturation path effect on phase trapping is incorporated in a dynamic Land coefficient. 
In the absence of significant variation in saturation path, a constant Land coefficient can 
be applied while generating a set of cycle-dependent relative permeability curves. 
  
 COMMENTS ON CYCLE-DEPENDENT RELATIVE PERMEABILITY MODEL 
The UTHYST model evaluates phase trapping in porous media within a multicycle process and 
results in a cycle-dependent relative permeability as reported in the literature (see Hysteresis 
modeling in relative permeability in Chapter 2). Cycle indicates a successive increasing and 
decreasing phase saturation, respectively and is local phase-history dependent. In particular, cycles 
are independent of the overall process applied in the prospect. In other words, it entails the phase 
index according to the decreasing phase history which is not necessarily following the fluid 
injection scenario. For example, for the secondary gas injection in a WAG process (XXI), the cycle 
number for gas phase in each grid block is calculated with respect to the gas saturation stored for 
that grid-block. If the gas saturation increases compared to previous time level, a new gas cycle 





gas saturation within that grid block; consecutive gas cycle will start by gas saturation increasing 
after a half-cycle saturation decreases within the specified grid-block.  
Strictly speaking, phase saturation from the simulation results oscillates due to numerical 
instabilities and results in the redundant and non-physical switching of saturation direction. This 
may be responsible for slow or non-convergence of numerical simulation and must be avoided. 
We define a saturation tolerance parameter ( ℎ) to control switching of phase saturation direction 
and name it SATTOLHYST. Any saturation variation in grid-block k in the current time level (t) 
below the user defined tolerance is ignored and the phase saturation direction index (PID: 
increasing or decreasing) from the last time level (t-1) will be taken,  
 ∀ (𝑆𝑘,𝑗
𝑡 + ℎ < 𝑆𝑘,𝑗
𝑡−1| 𝑆𝑘,𝑗
𝑡 − ℎ > 𝑆𝑘,𝑗
𝑡−1), 𝑃𝐼𝐷𝑘,𝑗
𝑡 = 𝑃𝐼𝐷𝑘,𝑗






 VALIDATION OF UTHYST MODEL 
In this section, we first evaluate the performance of the UTHYST model for the gas trapping. Here, 
we use the saturation path resulted in a synthetic model of a three-cycle WAG injection scheme as 
shown in Figure 4-4. The starting (A) and ending (M) points of this coupled DDI and IDI processes 
are highlighted in Figure 4-4. Relative permeability parameters are listed in Table 4-1. 
 
Table 4-1: Relative permeability data used in WAG simulation case study for verification of UTHYST model 
Two-phase relative permeability data  Value 
Residual water saturation (𝑺w𝒓𝑜
 = 𝑺w𝒓𝑔
 ) 0.10 
Residual oil saturation (𝑺𝑜𝒓𝑤
 = 𝑺o𝒓𝑔
 ) 0.10 
Residual gas saturation (𝑺𝑔𝒓𝑤
 = 𝑺𝑔𝒓𝑜
 ) 0.33 
End-point gas relative permeability (𝒌𝒓𝑔𝑤
𝟎 = 𝒌𝒓𝑔𝑜
𝟎 ) 1.0 
1st curvature of gas relative permeability curve (𝑪𝟏𝑔𝑤
 = 𝑪𝟏𝑔𝑜
 ) 3.0 
2nd  curvature of gas relative permeability curve (𝑪𝟐𝑔𝑤
 = 𝑪𝟐𝑔𝑜
 ) 0.0 
General phase parameters Value 
𝑏  parameter in Eq.  3-4 (𝒃𝑤 / 𝒃𝑜 / 𝒃𝑔) 0.0/0.0/1.0 
Critical saturation (𝑺𝒄𝑤  / 𝑺𝒄𝑜 / 𝑺𝒄𝑔) 0.1/0.0/0.0 
We note that both water and gas saturation do not monotonically vary in a fixed saturation 
direction. For example, gas saturation at t=4 (dimensionless unit) decreases in a DDI saturation 
direction. Hence, we selected an appropriate saturation tolerance parameter that avoid a redundant 
switching between decreasing and increasing saturation directions ( ℎ = 0.02). Figure 4-5 
demonstrates the saturation direction identification values for gas phase. Three increasing gas 
saturation (XXI, 𝑃𝐼𝐷𝑔 = 1) and three decreasing gas saturation directions (XXD, 𝑃𝐼𝐷𝑔 = 0) were 
identified. In addition, Figure 4-5 shows the calculated trapped gas saturation versus time at a 
fixed conjugate phase reduction factor (αg = 0.5). During a XXI saturation direction, no gas is 
trapped (flat lines). As a XXD saturation direction starts, an increased trapped gas saturation is 
calculated. Moreover, there is a point where gas saturation and trapped saturation are identical to 





four selected values of α. It shows the increased gas trapped saturation by decreasing the conjugate 
phase reduction factor. Figure 4-7 represents the calculated gas relative permeability for the 
selected reduction factors. It highlights the cycle-dependent relative permeabilities calculated by 
the UTHYST model. At a point with an identical gas saturation, e.g., 𝑆𝑔 = 0.6, as trapped gas 
saturation increases for each cycle and/or by reduction factor, gas relative permeability decreases 












Figure 4-5: Saturation direction identification and calculated trapped gas saturation variation in three-cycle WAG process. 1st cycle; solid line; 2nd cycle; dash-






A) αg = 8.0 
 
B) αg = 4.0 
 
C) αg = 2.0 
 
D) αg = 1.0 
Figure 4-6: Sensitivity analysis of gas trapping with reduction factor (αg) in UTHYST model. 1
st cycle: solid line; 2nd cycle: dash-dotted line; 3rd cycle: dash line 






A) αg = 8.0 
 
B) αg = 4.0 
 
C) αg = 2.0 
 
D) αg = 1.0 
Figure 4-7: Sensitivity analysis of gas relative permeability with reduction factor (αg) in UTHYST model. 1
st cycle: solid line; 2nd cycle: dash-dotted line; 3rd cycle: 





 BENCHMARK AGAINST OTHER HYSTERESIS MODELS 
We benchmark the gas relative permeability calculated using the UTHYST model against two 
widely accepted hysteresis models for the case study reviewed earlier (see Validation of 
UTHYST model). The benchmarking models include two-phase Carlson model (Carlson, 1981) 
and three-phase Larsen and Skauge model (Larsen & Skauge, 1998). Carlson model reproduces 
a reversible set of hysteretic relative permeability curves. Indeed, there is only one curve for the 
increasing saturation direction (XXI) and one curve represents the decreasing gas saturation 
process (XXD) irrespective of the cycle number (see Figure 4-8). However, as Figure 4-9 
demonstrates, the Larsen and Skauge model results in a cycle-dependent relative permeability 
curves with different set of curves for each injection cycles. In the Larsen and Skauge hysteresis 
model, we evaluated the hysteresis effect by selecting three reduction factors (𝛼𝐿𝑆) to investigate 
the impact of water phase saturation on gas relative permeability. Note that for both hysteresis 
models, the Land coefficient calculated from the gas residual saturation was constant (L=2.0). 
Comparing Figure 4-7, Figure 4-8 and Figure 4-9 reveals that the relative permeability 
curves of first WAG cycle are identical for two- and three-phase hysteresis model. For the three-
phase hysteresis models, the higher 𝛼𝐿𝑆 value in the Larsen and Skauge model or a lower 𝛼 value 
in the UTHYST model result in a more prnounced effect of water saturation on the reduction of 






Figure 4-8: Gas relative permeability calculated using a two-phase hysteresis model (Carlson, 1981). 1st cycle: solid 
line; 2nd cycle: dash-dotted line; 3rd cycle: dash line 
 
Figure 4-9A: Gas relative permeability calculated using the Larsen and Skauge model (1998) with 𝛼𝐿𝑆 = 0.5. 1
st 






Figure 4-9B: Gas relative permeability calculated using the Larsen and Skauge model (1998) with 𝛼𝐿𝑆 = 0.8. 1
st 
cycle: solid line; 2nd cycle: dash-dotted line; 3rd cycle: dash line 
 
Figure 4-9C: Gas relative permeability calculated using the Larsen and Skauge model (1998) with 𝛼𝐿𝑆 = 1.2. 1
st 





 SUMMARY AND CONCLUSION 
Hysteresis phenomena govern the physics of multiphase flow in multicycle processes. Capillary 
trapping and hysteresis play a substantial role on the techno-economic performance of multicycle 
processes and natural gas storage projects. Accurate modeling of hysteresis requires fundamental 
understanding of the impacting parameters on the complex multiphase flow in porous media.  
Capillary trapping is key to characterizing hysteresis in a multicycle process. In the absence 
of interphase compositional variations, trapped saturation in a consolidated rock increases 
monotonically in a decreasing saturation direction and remains constant in the increasing 
saturation direction. Land equation describes that the difference of reciprocal of initial and trapped 
saturation is constant. The constant Land coefficient is valid objective to the fixed experimental 
saturation history and is not unique in multicycle processes. As the number of phases, saturation 
direction, or saturation trajectory vary, the Land coefficient varies. Trapped saturation also 
depends on the saturation of a conjugate phase.  
For three-phase applications, the observed cycle-dependent relative permeability 
contradicted the underlying assumption of two-phase hysteresis models. The cycle dependency of 
relative permeability introduced the three-phase hysteresis modeling concept. 
The developed three-phase hysteresis model in this chapter provides a simple approach to 
calculate capillary trapping. Furthermore, the calculated trapped saturation provides insights to the 
degree of gas inventory in natural gas storage and CO2 sequestration processes. Incorporating the 
trapped saturation to a relative permeability model represent the hysteresis effect and results in the 
cycle-dependent relative permeability curves. 
Capillary trapping is a saturation-history-dependent quantity. It requires both saturation 
direction and path to be incorporated in the relative permeability model. While some processes are 





vary or vice versa. The impact of coupled saturation path and direction for multicycle processes 
can be modeled using the UTHYST model. The saturation path effect in the absence of a variation 
in the saturation direction, however, is incorporated using the UTKR3P model. It delineates the 






 Compositional Relative Permeability Modeling 
(UTPGE framework) 
This chapter introduces a general framework for incorporating compositional effects as applied to 
relative permeability model. The proposed approach is general— applicable to any hydrocarbon 
and non-hydrocarbon phases— and generates spatial-temporal distributions of relative 
permeability over the entire composition and saturation spaces. In particular, it is a pragmatic 
approach for modeling processes involved in an intensive interphase mass transfer (see Fluid 
composition in Chapter 2). The proposed framework is an extension of the model proposed by 
Yuan and Pope (2012) for the hydrocarbon phase relative permeability.  
The general framework unifies thermodynamics, petrophysics, and geochemistry to 
enhancing relative permeability model (UTPGE framework). Some features of the UTPGE 
framework include (i) adding explicitly the pressure, temperature, and compositional effects, (ii) 
incorporating geochemical effects on aqueous relative permeability, (iii) scanning of water-
hydrocarbon fluid system when single-phase hydrocarbon is bounded between the immiscible oil 
and gas phases, and (iv) generating an EOS-dependent hydrocarbon relative permeability without 
the arbitrary phase-splitting as oil or gas. 
 In the following, we first introduce the UTPGE framework and review the keystone of the 
modeling approach, viz., molar GFE calculation, for two composition-demanding processes. The 
case studies then provide discussion on applying the UTPGE framework for more accurate 
modeling of compositional relative permeability and insight into the impacting parameters for 
methods such as modified-salinity waterflood and near critical fluids. Specifically, we provide two 






 GENERAL UTPGE FRAMEWORK 
The phase molar Gibbs free energy (GFE) is evaluated based on components mole fraction and 
partial molar GFE at specified pressure (P), temperature (T), and composition (𝜃) and by 
neglecting the capillary pressure term as, 
 𝐺𝑗(𝑇, 𝑃, 𝜃) =∑𝜃𝑖𝑗?̅?𝑖𝑗
𝑁𝑗
𝑖=1
, Eq. 5-1 
where 𝜃𝑖𝑗 denotes the mole fraction of component i in phase j and ?̅?𝑖𝑗 is partial molar GFE of 
component i in phase j at P and T. The partial molar GFE of component i in phase j (chemical 
potential) for the real mixtures is defined based on the following general formulae relating two 
GFE values at identical P and T as (Prausnitz et al., 1999), 
 ?̅?𝑖𝑗(𝑇, 𝑃, 𝜃) = 𝐺𝑖𝑗
□ (𝑇, 𝑃, 𝜃𝑖





), Eq. 5-2 
where for component i in phase j, 𝑓𝑖𝑗 is the fugacity at P, T, and 𝜃. 𝑓𝑖𝑗
□ denotes the ideal fugacity 
in a reference pressure and composition and T based upon the phase state, and 𝐺𝑖𝑗
□  expresses the 
chemical potential at an ideal state. As will be noted, both 𝐺𝑖𝑗
□  and 𝑓𝑖𝑗
□ are defined using a 
convenient standard state of phase, e.g., aqueous, hydrocarbon, or solid phase including T, 
reference pressure (𝑃□), and reference composition (𝜃𝑖𝑗
□). Thus, these phase-dependent quantities 
result in a non-unique value for the general ideal state of the GFE quantity.  






, Eq. 5-3 






 𝐺𝑗(𝑇, 𝑃, 𝜃) =∑𝜃𝑖𝑗[𝐺𝑖𝑗
□(𝑇, 𝑃, 𝜃𝑖
□) +  𝑅𝑇𝑙𝑛(𝑎𝑖𝑗)].
𝑁𝑗
𝑖=1
 Eq. 5-4 
Because 𝐺𝑗





, we finalizes the molar GFE evaluation for any specific 
phase and specific P, T, and 𝜃 as, 
 𝐺𝑗(𝑇, 𝑃, 𝜃) = 𝐺𝑗
□(𝑇, 𝑃) + 𝑅𝑇∑𝜃𝑖𝑗𝑙𝑛(𝑎𝑖𝑗)
𝑁𝑗
𝑖=1
. Eq. 5-5 
Figure 5-1 reviews the algorithm for composition-dependent relative permeability g for 
any phase. As Figure 5-1 states, one can select the interphase composition rather than the bulk-
phase approach. It provides a detailed and more accurate modeling approach of multiphase 
compositional relative permeability than the approach based on the bulk-phase-dependent 
parameters. This general method relates two-phase relative permeability properties to the bulk 
phase property and an interface property of the specified phase in equilibrium with its counterpart 
phase(s). The phase molar Gibbs free energy (GFE) represents the bulk property. A 
thermodynamic property should represent the interphase property. Although the GFE of interphase 
seems trivial, it is computationally expensive. As described below, we employ interfacial tension 
in numerical simulation and avoid evaluating the interphase composition and the exact location of 
interphases. 
For the closed system of interest, the fluid-pair IFT (σ) represents the increase in the Gibbs 
free energy per increase in surface area at constant P, T, and number of moles of each interphase 
component. Based on the Gibbs theorem (Gibbs, 1875-1878; Kirkwood & Oppenheim, 1961), 
total Gibbs free energy of a closed system (𝐺𝑡) including two immiscible phases α and β divided 





 𝐺𝑡 = 𝐺𝛼 + 𝐺𝛽 + 𝐺𝛾 + 𝜎𝐴. Eq. 5-6 
For the constant overall composition (𝑁), P, and T, one can relate IFT to the variation of 
interphase Gibbs free energy (𝐺𝛾), 





. Eq. 5-7 
Eq. 5-7 states that IFT may be a suitable representation of 𝐺𝛾. This approach can be readily 
implemented in a compositional reservoir simulator in that IFT values are generally evaluated in 
reservoir simulators.  
Guggenheim (1940) pointed out that the thermodynamics properties must be assigned to 
the interphase with a finite volume. Adding a thin molecular layer does not significantly impact 
the accuracy of the total Gibbs free energy calculation. It is of particular importance because the 
crucial dividing interphase location is an uncertain parameter.  We then follow the Gibbs theorem 
without losing generality.  
Now, we have twos set of parameters: the bulk thermodynamic property as represented by 
GFE and an interface property as represented by IFT. A texture mapping technique evaluates the 
function of two variables (GFE, IFT) on a rectilinear 2D grid in unsampled locations of 
compositional space. Providing a dataset of known compositions (Q), we create an interpolation 
function among the GFE and IFT.  We then lift the vertices of the generated Delaunay triangulation 
(Lee & Schachter, 1980) for the Q-set and evaluate the interpolant at any query point X. 
Among various multivariate interpolation approaches, we adopt a bilinear GFE-IFT 
weighted interpolation scheme. If the size of the Q data set increases (i.e., the compositional 
analysis of produced oil and gas in SCAL analysis), the interpolation scheme can be extended to 





framework; the bilinear interpolation scheme thereby was found to be sufficient. 
The coupled GFE-IFT approach appeals to a variety of subsurface processes/conditions. 
(i) When there are more than one non-aqueous phase and those phases interact with aqueous 
disproportionally. For example, the mass-transfer between aqueous and non-hydrocarbon gases 
are entirely different than that with the hydrocarbon liquids. The dissolution of supercritical CO2 
and acid gases in aqueous phase alters the phase behavior and thermodynamic properties of the 
aqueous phase substantially when compared to liquid hydrocarbon. (ii) When two-phase relative 
permeability parameters are dissimilar. The end-point relative permeability, residual saturation, 
relative permeability curvature constants are not necessarily unique in water-oil-gas, water-gas, 
water-oil, water-non-hydrocarbon liquids particularly for non-water-wet media. This necessitates 
distinguishing between the two-phase parameters and their level of alteration. The reasoning 
highlights the importance of applying a parameterized relative permeability model, e.g. the 
UTKR3P model. 
 General approach in compositional relative permeability measurement and 
simulation 
For the particular process and fluid system, we run a simulation study to identify the extreme 
values of phase molar GFE over saturation and composition spaces. The evaluated composition, 
pressure, and temperature are then the initial condition at which the two-phase laboratory relative 
permeability measurements are conducted. For example, for a near-miscible gasflood, we initially 
identify the GFE of mixture and hydrocarbon phases. This yields the selection of the lowest and 
highest GFE values such as the most liquid-like and gas-like hydrocarbons, respectively.  
The laboratory measurements are then conducted based on these fluid compositions. This 
procedure confirms that during the simulation study of compositional relative permeability, no 





phase bulk composition and IFT values are input parameters to the UTPGE framework. We then 
map relative permeability parameters (endpoints, residual saturations, and curvatures) on the 
integrated GFE-IFT space. The parameters of any query points during the simulation study are 
selected from the evaluated maps. 
 
 
Figure 5-1: General UTPGE framework for modeling composition-dependent relative permeability 
Activity/fugacity model 
?̅?𝑗𝑖 = 𝑓(𝑃, 𝑇,𝜃𝑖𝑗) 
𝐺𝑗 = 𝑓(?̅?𝑖𝑗) 
𝐹𝑗,𝑛
 = 𝑓(𝐺𝑗,  𝜎𝑗,𝑛) 
𝑛 = 𝑙 𝑎𝑛𝑑 𝑘 
𝐹𝑗
 = 𝑓(𝐹𝑗,𝑙 ,  𝐹𝑗,𝑘) 
𝑘𝑟𝑗
 = 𝑓(F𝑗) 
Parametrized relative permeability 
model such as UTKR3P model 
𝐹𝑗









 COMPOSITION-DEPENDENT AQUEOUS RELATIVE PERMEABILITY  
As noted in Chapter 2, aqueous phase dynamically exchanges components with the surrounding 
phases in porous media within several petroleum, hydrology, and environmental applications. 
Discussions of Fluid composition in Chapter 2 delineates the crucial role of mass exchange on 
aqueous relative permeability. As explained in the following, the UTPGE framework provides a 
straightforward approach to model the compositional aqueous relative permeability. 
 Review of aqueous Gibbs free energy framework 
Figure 5-2 displays the overall context of the proposed aqueous relative permeability calculation 
procedure based on the general UTPGE framework (Figure 5-1). One requires aqueous speciation 
results to evaluate the activity coefficient and GFE of aqueous components (i.e., water and other 
species in the comprehensive model as noted later). Next, if the bulk properties are the only critical 
parameter for the compositional-dependent relative permeability, the parameters for the aqueous 
phase are directly evaluated based on a linear GFE-averaged interpolation scheme between the 
reference and current state.  
By adopting both bulk and interface properties to assess composition-dependent 
parameters, we require IFT between aqueous and other phases. For the water-hydrocarbon IFT, 
we apply the correlation of Firoozabadi and Ramey (1988) as modified by Sutton (2009). Next, 







Figure 5-2: UTPGE framework for modeling composition-dependent aqueous relative permeability 
 Gibbs free energy of Aqueous phase 
Aqueous GFE is calculated from aqueous speciation results (i.e., species activity and 
concentration). Neglecting the capillary pressure, for an aqueous system constituting of 𝑁𝑎𝑞 
aqueous components at a specific temperature (T), pressure (P), and composition, one may extracts 
the GFE of non-ideal aqueous phase (𝐺𝑤
 ) from Eq. 5-1 as a sum of the contributions from water 
and other components: 
 𝐺𝑤
 (𝑇, 𝑃, 𝑤𝑖) = 𝑐𝑊?̅?𝑤𝑊 + ∑ 𝑐𝑗?̅?𝑤𝑗
𝑁𝑎𝑞−1
𝑗=1
, Eq. 5-8 
𝛾i from activity model 𝑖 = 1 − 𝑁aq 
?̅?𝑤𝑖 = 𝑓(𝑃, 𝑇,𝑚𝑖, 𝛾𝑖 , ?̅?𝑤𝑖
∗ ); ?̅?𝑤𝑊 = 𝑓(𝑃, 𝑇,𝑚𝑖 , 𝛾𝑖, 𝐺𝑊
0 ) 
Gഥ𝑤𝑖
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 = 𝑓(𝐹𝑤,𝑙 ,  𝐹𝑤,𝑘) 
𝑘𝑟𝑤
 = 𝑓(𝐹𝑤) 
(UTKR3P model) 
𝐹𝑤










where 𝑐𝑊 and 𝑐𝑗 denote a convenient form of concentration of water (W) and any other component 
in the aqueous system (𝑤), respectively. Here, 𝑁𝑎𝑞 is the number of aqueous components, ?̅?𝑊 and 
?̅?𝑗 denote the partial molar GFE of water and other components in the aqueous system, 
respectively. Note that for a reactive aqueous system, although the concentration of reactive 
components varies according to stoichiometric coefficient and reaction extent of the components, 
Eq. 5-8 holds for GFE calculation of total system. The partial molar GFEs for water (?̅?𝑤𝑊) and 
electrolyte components (?̅?𝑤𝑗) are expressed by, 
 ?̅?𝑤𝑊(𝑇, 𝑃, 𝑤𝑊) = 𝐺𝑊
0 (𝑇, 𝑃) + 𝑅𝑇𝑙𝑛(𝑤𝑊𝛾𝑊), Eq. 5-9 
  ?̅?𝑤𝑗(𝑇, 𝑃, 𝑤𝑗) = ?̅?𝑗
∗(𝑇, 𝑃) + 𝑅𝑇𝑙𝑛(𝑤𝑗𝛾𝑗), Eq. 5-10 
where 𝐺𝑊
0  represent the standard state GFE for pure solvent (water), ?̅?𝑗
∗ denotes the apparent 
standard-state (or apparent reference) partial GFE for any solute, and 𝛾𝑗 denote the component 
activity coefficient due to non-ideality of the solution. Note that the standard state GFE is pressure 
and temperature dependent but is independent of composition. For solute components, the standard 
state GFE is the GFE of those components in a hypothetical ideal solution of a solvent at a given 
temperature and pressure. The ideal solution is defined based on a non-zero concentration of solute 
where the solute activity coefficient approaches one. The water standard state GFE, however, is 
pure-water reference state (Prausnitz et al., 1999). For the aqueous system, 𝑤𝑖 is represented in 
molality scale to alleviate the required density data. The pressure- and temperature-dependent 
apparent standard-state GFEs are calculated based on the HKF EOS  (Helgeson, 1969; Helgeson 
& Kirkham, 1974; Helgeson et al., 1981; Oelkers et al., 1995) as described in Appendix G. For 
the electrolytes not provided in the HKF tables, we use the apparent standard-state GFEs 
(evaluated at 25 ℃ and 1 atm) in NIST tables corrected for the specified pressure and temperature 
based on an approximation method (Sandler, 2006). We discuss this method in Appendix H. 





solubility in the aqueous phase. 
Figure 5-3 and Figure 5-4 depict the variation of isothermal apparent standard GFE (?̅?𝑗
∗) 
with pressure for a broad range of pressure and temperature in field applications (𝑇 = 50 −
300 ℃;  𝑃 = 10 − 150 MPa) based on the HKF-EOS for selected cations and anions in an 
aqueous solution, respectively. They reveal that although the studied cations have a monotonic 
behavior with respect to standard GFE within the shown pressure and temperature range, a natural 
non-monotonicity exists in thermodynamic behavior of some anions, e.g., Cl- and HS-. This must 
be taken into account when the GFE-dependent relative permeability model is applied. Figure 5-5 
compares the behavior of reference GFE (?̅? 
∗/𝑅𝑇) of NaCl salt when outlined in molar (kJ/mole) 
and dimensionless representations. It implies that the non-monotonicity can be concealed if one 
plots the dimensionless GFE in lieu of the molar format. It leads to erroneous results if one naïvely 



















Figure 5-4: Variation of isothermal apparent standard GFE of selected anions with pressure 
A)  B)  
 
Figure 5-5: Variation of Isothermal apparent standard GFE of NaCl with pressure: A) molar GFE (kJ/mole) and B) 





5.2.2.1 Aqueous activity modeling 
As discussed in Appendix C, numerous electrolyte activity models have been developed to cover 
several interaction levels in aqueous electrolyte solutions: charge-charge, charge-dipole, and 
dipole-dipole interactions. The starting point of these models, in general, is to divide a general 
electrolyte activity model into non-electrolyte and electrolyte sections. They then relate the activity 
model to an excess thermodynamic property, e.g., molar Gibbs free energy or molar Helmholtz 
free energy. Next, they attempt to capture the complex short- and long-range interplays among 
solute ions, solute molecules, and solvent molecules.  
The non-electrolyte section of excess property incorporates short-range repulsive and 
dispersive interactions. An EOS, local composition model, or empirical model may represent these 
short- to intermediate-range interactions. The electrolyte contribution is to cover long-range 
charge-charge and charge-multipole interactions in the excess thermodynamic property.  
A theoretical model based on the Poisson-Boltzmann or integral theory as represented by 
the Debye-Hückel or MSA and their variants, respectively, may characterize the long-range 
interactions. Many investigators believe that the modern MSA approach is superior to the 
conventional Debye-Hückel type approach due to increased level of ion-ion and ion-solvent 
interactions. From a practical and field-scale application perspective, however, there is no 
compelling reasoning to prefer the more complicated MSA approach in lieu of the Debye-Hückel 
type approach. Indeed, several researchers (Zuckerman et al., 1997; Paricaud et al., 2002; Lin 
et al., 2007) have demonstrated that there is a good agreement among numerical results from a 
range of variants of the both Debye-Hückel and MSA models against experimental electrolyte 
data. 
 Reduced form of aqueous Gibbs free energy framework 





based on the detailed study of various samples at a broad range of temperature and composition. 
Table 5-1 lists water speciation results for five samples. We then evaluated the required activity 
and osmotic coefficients for the UTPGE framework in two ways: (i) by analyzing the aqueous 
system in the PHREEQC package (pH-REdox-EQuilibirum in C programming language) —an 
open-source state-of-the-art geochemical package of the USGC (Parkhurst & Appelo, 2013) and 
adopting Pitzer model (Pitzer, 1973a) (see Pitzer formulation in Appendix C) and B-dot model 
(Helgeson and coworkers, 1969; 1974; 1981) (see Table C-2 in Appendix C), and (ii) by 
implementing the Pitzer formulation into an in-house developed code. We considered seventeen 
geochemical reactions and carbon dissolution, opted the possible cation-exchange with clays, if 
required, but excluded the redox state from our simulation studies. In that the ionic activity 
behavior in the specified range of composition and temperature/pressure is approximately identical 
in two models, we only report the results of Pitzer’s model. In addition, we excluded the solid 
surface energy in modeling GFE using the UTPGE framework. 
Figure 5-6 depicts the non-ideal behavior of ionic species of these samples along with 
water activity at the designated temperature and the associated pure-water saturation pressure 
(𝑃𝑠𝑎𝑡): activity coefficient of electrolytes behaves non-monotonically as overall concentration of 
the solution increases.   
We then evaluated the appropriate isothermal apparent standard GFE of each species at the 
query pressure and temperature using the HKF-EOS model (see Appendix G). Integrating the 
activity of water component and all other aqueous species completes the calculation procedure for 
the aqueous GFE (see Figure 5-2). 
Figure 5-7 represents dimensionless GFE (G/RT) variation with temperature for each 
sample with unique ionic strength. Figure 5-7 also reports that as ionic strength increases, 





ionic strength are correlated for the studies samples. They approach pure-water GFE at the 
designated pressure and temperature at the high diluted state. Figure 5-8 implies that the molar 
GFE of the aqueous system is highly correlated with variation of water activity with ionic strength 
for the studied samples. This occurs due to the dominant effect of activity and partial molar GFE 
of water component in the overall behavior of studied aqueous systems. Figure 5-8 shows that by 
neglecting the pressure effect on electrolyte behavior for samples in Table 5-1, irrespective of the 
internal aqueous composition, the ionic strength (𝑚𝑜𝑙𝑎𝑙 unit) expresses the molal GFE (G) 
(𝑘𝐽 𝑚𝑜𝑙𝑒⁄  unit) as, 
 𝐺 = −7.1 × 𝐼 − 251.1. Eq. 5-11 
This correlation lends credence to the idea that ionic strength may represent, in particular, 
circumstances, the behavior of GFE. Consequently, a straightforward relation of the compositional 
effects with the ionic strength of the solution can be taken into account as a reduced form of the 
general proposed framework. In addition, one may facilitate further simplifications of the UTPGE 
framework if complete water analysis is not acceptable— the ionic composition of the aqueous 
phase is unknown or unreliable. One could estimate ionic strength using electrical conductivity 
and/or total dissolved solids (TDS). Griffin and Jurinak (1973) suggested the following relation: 
𝐼 = 1.6 × 10−5 × 𝑆𝐶   (𝑖𝑓 𝐼 < 0.5), where SC is specific conductance in 𝜇𝑆/𝑐𝑚. Langelier (1936) 







Table 5-1: Chemical analysis (ppm), ionic strength, and GFE of aqueous phase for five samples  
Ions 
Fresh  






(Kazempour et al., 2013) 
(Sorop et al., 
2015) 
(McCoy et al., 1981) 
Na+ 40 2430 96297 32190 48281 
K+ 5 66 1403 454 988 
Ca2+ 12 300 3633 7870 18305 
Mg2+ 3 47 1990 910 2320 
Ba2+ 0 20 35 0 0 
Sr2+ 1 26 125 1 1 
Cl- 18 4343 162125 50300 91387 
Fe3+ 0 0 0 33 56 
SO42- 0 7 0 444 7 
HCO3- 110 512 0 606 208 
TDS (ppm) 215 8410 265608 103925 190904 
Temperature (℃ ) 45 45 45 132 177 
Ionic strength (𝑴) 0.003 0.138 6.161 1.754 3.289 




Figure 5-6: Variation of activity coefficient of four species (left axis) and water activity (right axis) with ionic strength 

























































Figure 5-7: Variation of aqueous dimensionless GFE with temperature and ionic strength (according to size and 
color of bubbles) of studied samples (see Table 5-1) 
 
Figure 5-8: Variation of aqueous molal Gibbs free energy (G) (left axis, triangles) and water component activity (right 
axis, circles) with ionic strength and temperature for studied samples (see Table 5-1) 
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 Application of UTPGE framework to model low-salinity waterflood (Case AQ1) 
We apply the UTPGE model to a low-salinity waterflood to demonstrate the straightforward 
application of this general framework (Case AQ1). The reference high salinity state (HS) is the 
Formation Water-2 (Sorop et al., 2015) in Table 5-1. The reference low-salinity state (LS) is the 
diluted formation water by 167 times (TDS≅1600 ppm). First, we evaluate the reference relative 
permeability values at low- and high-salinity conditions. We then apply the UTPGE framework to 
calculate relative permeability curves at any query states. 
Figure 5-9 represents the measured and calculated relative permeability data using the 
UTKR3P relative permeability model for water and oil relative permeability did not exceed 0.04).  
Note that oil relative permeability shows an S-shape behavior which can readily be modeled 
applying the UTKR3P model. Next, we update the relative permeability parameters for any 
selected pressure, temperature, and composition in a range of LS and HS conditions. For an 
arbitrary middle composition (MS) (I=3.5 M), the GFE is evaluated either by calculating the 
detailed aqueous speciation or by estimating using Eq. 5-11. Here, our purpose is conceptual rather 
than to match specific data. As a result, we applied the latter method to evaluate the dimensionless 
GFE (G/RT= -104.3). The water and oil relative permeability parameter (𝑘𝑟𝑗
0 , 𝐶1𝑗, 𝐶2𝑗 , 𝑎𝑛𝑑 𝑆𝑟𝑗) are 
interpolated based on the reference GFEs for LS and HS (𝐺𝐿𝑆 𝑅𝑇⁄ = -102.3 and  𝐺𝐻𝑆 𝑅𝑇⁄ =-111.4). 






Figure 5-9: Water (blue) and oil (red) relative permeability at LS and HS conditions in Case AQ1 (sample Formation 
Water 2, Table 5-1). Measured LS data (filled circle) and measured HS data (empty triangle); calculated LS curves 
(dashed lines) and calculated HS curves (solid lines) 
 
Figure 5-10: Water and oil relative permeability at LS, MS, and HS conditions in Case AQ1 (sample Formation Water 
2, Table 5-1). Water (blue) and oil (red); calculated HS curves (dashed lines); calculated LS curves (solid lines); 









































































Comparison of general and simplified UTPGE frameworks 
The general UTPGE framework takes into account the contribution of each electrolyte explicitly. 
Reduced form of the framework, however, formulates GFE as a function of total aqueous 
concentration. This may lead to erroneous results if the relative permeability is sensitive to 
particular set of ionic concentrations. For example, Figure 5-11 depicts GFE variation with 
concentration of one particular salt, e.g. NaCl, for a constant ionic strength solution. Two cases 
are demonstrated in which the overall concentration is renormalized on either one or four salt(s) 
to keep the ionic strength constant (I= 6.148 M). It reveals that the water activity varied between 
0.758 to 0.854 and that aqueous GFE may change up to 10% compared to that of the starting 
sample. As a result, if internal composition of the aqueous is a substantial decision-making 
parameter, the general framework is recommended. This is of particular concern for cases with 
significant ion-exchange capacity where the possible exchange of cations may keep the overall 
concentration constant while the concentration of the individual and important species of aqueous 
varies. 
We conclude that for the range of temperature of the studies samples and by neglecting the 
pressure effect, the GFE of an aqueous system may be represented by the ionic strength of that 
system. Hence, either of the approaches (GFE or I) are suitable for modeling the low salinity 
waterflood. It is in accordance with the principle that Korrani et al. (2014) applied for the modeling 
of low salinity waterflood (see Table 2-1). They used an ionic-strength-weighted interpolation 
scheme to estimate relative permeability of a modified salinity waterflood. If the aqueous 
composition varies while having an equal ionic strength, application of the ionic strength as the 







Figure 5-11: Variation in aqueous molar GFE with concentration of one salt (NaCl) while keeping ionic strength 
constant (I=6.16 M) by renormalizing the overall mixture concentration either by varying concentration of one or four 
species. Variation of concentration of Ca2+ (blue circles); variation of concentration of K+, Mg2+, Ba2+, and Ca2+ (red 
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 COMPOSITION-DEPENDENT HYDROCARBON RELATIVE PERMEABILITY 
In this section, we demonstrate the application of the developed UTPGE framework in modeling 
hydrocarbon relative permeability for near-critical fluids, and near-miscible displacements. First, 
we tailor the general UT-PGE framework to the hydrocarbon phase. We then illustrate the unique 
features of this framework in modeling processes involved in an intensive interphase mass transfer.  
As Yuan and Pope (2012) stated, the GFE-dependent relative permeability approach does 
not require the conventional phase characterization and labeling. It eliminates the dependency of 
a successful relative permeability modeling to correct phase identification which is particularly 
useful if phase-flipping issue is probable. The conventional relative permeability calculation 
approach requires the designated phase saturation and phase relative permeability parameters. The 
labeled phase is based on a phase characterization quantity like phase mass density. Mass densities, 
however, may induce compositionally inconsistent results to numerical modeling in certain 
conditions. There are instances in which mass density of phases physically cross. For example, 
when a CO2-rich liquid phase and a hydrocarbon-rich liquid coexists in a fluid system at low 
temperature (Khan, 1992). Besides, the unphysical phase flipping issue due to the near-miscible 
condition in numerical reservoir simulation is another source of the incorrect phase 
characterization based on mass densities (Jerauld, 1997b; Yuan & Pope, 2012; Beygi et al., 
2015). 
The UTPGE framework improves the Yuan and Pope method (2012) in two manners: (i) 
it explicitly adds the reference molar Gibbs free energy quantity into the functional formulation of 
the compositional relative permeability model. (ii) It improves and expands the relative 
permeability calculation by introducing the interface composition to the model. The former is 
crucial to extend the accuracy of the model on the temperature and pressure of the fluid system. 





the end point relative permeability of oil-water is different than that of the oil-gas flow. Moreover, 
the IFT-dependent term incorporates, at least, two set of relative permeability parameters with 
different IFT values. The fluid system then may span the composition space at low and high IFT 
values with the designated relative permeability parameters. 
 Review of hydrocarbon Gibbs free energy framework 
Figure 5-12 displays the algorithm of the proposed compositional hydrocarbon relative 
permeability modeling. The input parameters to the UTPGE framework include overall 
hydrocarbon composition (z), pressure, temperature, and PVT properties of each component. First, 
we perform the phase equilibrium calculation including a stability analysis followed by a flash 
calculation. Here, our purpose is conceptual rather than to match general data. We therefore 
perform a two-phase flash calculation and avoid the states at which three-phase hydrocarbon may 
exists.  
 For the stability analysis of overall composition z, we follow the strategy of Trangenstein 
(1987) to minimize the change-in-GFE (∆𝐺) function with respect to a trail phase mole fraction, 
 ∆𝐺 =∑𝑦𝑖[?̅?𝑖(𝑦) − ?̅?𝑖(𝑧)]
𝑁ℎ
𝑖=1







,   subject to: 𝑥𝑁ℎ = 1 − ∑ 𝑦𝑖
𝑁ℎ−1
𝑖=1
 ≥ 0 Eq. 5-13 
where 𝑦𝑖 denotes the mole fraction of i in the trail phase (y). Perschke (1988) discusses the required 
procedure for the stability analysis of hydrocarbon mixtures in detail. We use the DIRECT 
algorithm (Jones et al., 1993) for evaluating the global minimum of the multi-variate ∆𝐺 function. 
Saber (2011) applied the DIRECT algorithm to the ill-defined hydrocarbon mixtures at the near-





annealing, interval Newton, and tunneling methods. The simple DIviding RECTangles (DIRECT) 
method applies the Lipschitzian approach without specifying the Lipschitz constant and transforms 
the objective function into a hyper-cube – a unit imaginary domain. It is a fast approach for global 
optimization as required in stability analysis.  
Providing the composition of each phase h together with total molar ratio of each phase 𝐿𝑗, 
we evaluate the phase molar density of each phase j [𝜉𝑗 = 1 𝑉𝑗⁄ = 𝑃 (𝑍𝑗𝑅𝑇)⁄ ] as required for the 
following quantities: (i) phase mass density, (ii) phase saturation, and (iii) hydrocarbon-pair IFT 
calculation. Finally, we evaluate the phase molar GFE using Eq. 5-16 to Eq. 5-19. It also requires 
the ideal gas properties as described in Appendix I. This step completes the required 
thermodynamics parameters of compositional-dependent relative permeability modeling.  
Next, if the bulk properties are the only critical parameters for the relative permeability 
modeling, the parameters for the hydrocarbon phase are directly evaluated based on a linear GFE-
average interpolation scheme between the reference and the current state. By adopting both bulk 
and interface properties to assess composition-dependent parameters, we also require IFT between 
aqueous and the other phases. For the optional bilinear approach, we estimate the IFT pairs 
according to each fluid pair. For the IFT between the liquid- and vapor-like hydrocarbon fluid 






Figure 5-12: UTPGE framework to calculate composition-dependent hydrocarbon relative permeability 
 In the following section, we review the GFE calculation for the hydrocarbon phases. We 
then show case studies with the above procedure in evaluating the compositional relative 
permeability of hydrocarbon phase(s). 
 
  
P, T, and 𝑍𝑖  𝑖 = 1 − 𝑁𝑐 
Phase(s) composition and molar ratio from 
phase equilibria calculation 
𝐺ℎ = 𝑓(?̅?ℎ𝑖) 
𝐹ℎ,𝑛
 = 𝑓(𝐺ℎ ,  𝜎ℎ,𝑛) 
𝑛 = 𝑙 𝑎𝑛𝑑 𝑘 
𝐹ℎ
 = 𝑓(𝐹ℎ,𝑙 ,  𝐹ℎ,𝑘) 
𝑘𝑟ℎ
 = 𝑓(Fℎ) 
(UTKR3P model) 
𝐹ℎ













 Hydrocarbon Gibbs free energy 
Equation-of-states with simple mixing rule, e.g. one-fluid van der Waals mixing rule, can be used 
to evaluate the fugacity of hydrocarbon mixtures. The partial molar GFE of component i in real 
hydrocarbon mixture (phase h) is expressed by,  
 ?̅?𝑖ℎ = ?̅?𝑖ℎ
𝐼𝐺𝑀 + 𝑅𝑇𝑙𝑛𝛷ഥ𝑖, Eq. 5-14 
where 𝛷ഥ𝑖 is the fugacity coefficient of component i calculated from the EOS and ?̅?𝑖ℎ
𝐼𝐺𝑀 is the molar 
GFE in hypothetical ideal gas mixture state. This property is evaluated based on the following 
equation, 
 ?̅?𝑖ℎ
𝐼𝐺𝑀(𝑇, 𝑃, 𝑥𝑖) = 𝐺𝑖
□(𝑇, 𝑃) + 𝑅𝑇𝑙𝑛𝑥𝑖 , Eq. 5-15 
where 𝑥𝑖 is the mole fraction of component i in hydrocarbon mixture and 𝐺𝑖
□ is the pure component 
GFE as an ideal gas. The first term on RHS of Eq. 5-15 is the GFE of a hypothetical ideal gas at 
specified pressure and temperature. Combining Eq. 5-1, Eq. 5-14, and Eq. 5-15 finalizes the molar 


























□ is pressure- and temperature-dependent reference GFE of pure component i and 𝛷ഥ𝑖 
denotes the fugacity coefficient of component i. Note that Eq. 5-16 for the hydrocarbon phase is 
in consistent with the definition as generally defined by Eq. 5-5. 
The 𝐺𝑖
□ quantity is based on the ideal-gas state and is expressed by the component GFE 
definition for an ideal gas mixture, 
 𝐺𝑖
□ (𝑇, 𝑃) = 𝐻𝑖
□ (𝑇) − 𝑇𝑆𝑖






□ (𝑇, 𝑃) is the pure component enthalpy of an ideal gas state and is a monotonic functions 
of temperature and 𝑆𝑖




□ (𝑇) = 𝐻𝑖






□ (𝑇, 𝑃) = 𝑆𝑖













∗  is the ideal gas molar heat capacity at constant pressure as a function of temperature. 
Although many analytical equations are available for industrial applications, the most notable ones 
are the polynomials with varying number of terms. Alternatively, for the molar ideal-gas entropy, 
one may apply the available formulations, e.g., API technical book procedure (Daubert & 
Danner, 1997). Appendix I further discusses the ideal gas molar heat capacity and molar entropy 
modeling. 
The fugacity coefficients in Eq. 5-16 is calculated based on the following equation for the 
Peng-Robinson EOS (Sandler, 2006), 
 





























where h denotes the vapor or liquid state, ℎ𝑚 is the mole fraction of component m in the specified 
state, 𝑍𝑚𝑖𝑥
ℎ  is the desired state root for the compressibility factor, 𝑎𝑚𝑖𝑥 and 𝑏𝑚𝑖𝑥 are calculated 
based on the applied mixing rule for the desired state, e.g., one-fluid van der Waals mixing rule 
for the hydrocarbon mixture, 𝑎𝑖𝑛 from the mixture rule (𝑎𝑖𝑛 = √𝑎𝑖𝑖𝑎𝑛𝑛(1 − 𝑘𝑖𝑛)) where 𝑘𝑖𝑛 are 
binary interaction parameters found by fitting the EOS to mixture data. Next, we summarize the 






 Application of UTPGE framework to hydrocarbon phase modeling 
In this section, we demonstrate four case studies using a MATLAB code. The developed code 
applies the UTPGE framework to the entire saturation and composition spaces in a single time step 
(i.e., fixed pressure, temperature, and overall composition). It performs the stability analysis and 
flash calculation and calculates the hydrocarbon molar GFE.  
The aqueous modeling section of the UTPGE framework (see Compositional aqueous 
relative permeability) assists in the modeling of dissolution of hydrocarbon and non-hydrocarbon 
components in aqueous phase. We intend to exhibit features of the developed framework on a 
conceptual basis rather than to match specific data. Hence, we model the aqueous phase as pure 
water component with no interphase mass transfer with other phases. In addition, we simplify the 
modeling procedure by ignoring the water component vaporization and exclude water component 
from phase equilibria calculation. 
5.3.3.1 Case H1 
We perform simulation studies to better understand the behavior of molar GFE in single- and two-
phase hydrocarbon flow (two phase water-hydrocarbon and three-phase water/HC Phase-1/HC 
Phase-2). First, we conduct a solvent injection test (Case H1-A). The initial oil composition is 
equimolar mixture of normal heptane (nC7) and normal decane (nC10). The injectant solvent (50% 
methane (C1) and 50% normal butane (nC4)) enriches the initial fluid within an isothermal process 
(T=145 °F). Figure 5-13 shows the composition path (A-M) of the solvent injection process in a 
pseudo ternary diagram where each apex represents 100% mole fraction of C1, C4, and combined 
C7 and C10 components. In the pressure-composition phase envelope, we construct three constant 
vapor mole fractions of 0% (liquid-vapor boundary), 20% and 50% (V=0.0, 0.2, and 0.5). We then 





values. Figure 5-14 depicts the variation of pressure as the solvent mole fraction increases along 
the composition path A-M. Figure 5-15 demonstrates the variation of HC phase-2 (gaseous phase) 
saturation. It also confirms that vapor mole fraction approximately remains constant at the selected 
values through the injection process. Figure 5-16 shows the calculated equilibrium ratio (K-value) 
of each component and that the K-values approach to a unique value (ki=1.0, i=component 1-4) at 
high pressures. 
Figure 5-17 illustrates the variation of molar GFE of the single hydrocarbon phase (gas) 
with pressure. The non-monotonic behavior close to the maximum pressure (or solvent mole 
fraction) implies that at a fixed temperature, pressure, and saturation, the molar GFE is not unique. 
Table 5-2 lists the calculated physical quantities of two selected compositions at an approximately 
constant pressure (points D and M in Figure 5-17). It reveals that although pressure and 
temperature remain constant, the variation of internal composition of the single phase flow (two-
phase water-hydrocarbon phase) forces the variation in the mass density and GFE. If the GFE is 
the single interpolating parameter in evaluating the compositional relative permeability, at a fixed 
saturation we observe two different relative permeability values. We further investigate this feature 
of the GFE-averaged interpolation scheme in Case H2 and Case H3.  
Figure 5-18, and Figure 5-19 depict the GFE variation of each hydrocarbon phase in 
equilibrium at a three-phase flow (two hydrocarbon phases and water) together with the mixture 
GFE. They also show the continuous behavior of GFE as the number of phases changes. They 
describe that as one of the hydrocarbon phases disappears the total GFE of the hydrocarbon system 
follows the GFE of the other phase. The continuity in the GFE behavior when pressure, 
composition, or temperature varies plays the crucial role in a consistent compositional modeling 
when the relative permeability parameters are GFE-dependent. 





system (Case H1-B). We adopt four constant overall composition as listed in Table 5-3 and 
perform the isothermal experiment at T=260 °F for a pressure range of 500-2500 psia.  
Figure 5-20 shows the liquid dropout as predicted by the simulated CCE experiments. It 
explains that the liquid dropout increases from the composition B1 to B4. Composition B4 reaches 
100% liquid volume approximately at P=1700 psia. The broad range of liquid dropout facilitate an 
extensive evaluation of GFE for the fluid system at the designated temperature. 
Figure 5-21 to Figure 5-24 provide the variation of single phase and two-phase 
equilibrium hydrocarbons and those of overall mixture with pressure for the studied samples (b1 
to B4, respectively). It states that GFE of hydrocarbon phases approaches together near the 
saturation point of each sample. These figures also express the rewarding feature of molar GFE of 
each fluid system: as one of the phases disappears, the GFE remains continuous. For instance, 
Figure 5-21 states that as HC Phase-1 (liquid) disappears (Case H1-B1: P< 550 psia and P> 1900 
psia), the GFE of single-phase HC follows the GFE of HC Phase-2 (vapor). In opposition, Figure 
5-24 describes that when the HC Phase-2 (vapor) disappears (Case H1-B4: P> 1700 psia), the GFE 
of single-phase HC follows the GFE of HC Phase-1 (liquid). Note that Figure 5-21 to Figure 5-24 
demonstrate that although hydrocarbon phase-1 shows a monotonically decreasing GFE as 




















D 145 1605 0.406/0.406/0.094/0.094 1.0 31.6 -32.5 
M 145 1599 0.498/0.498/0.002/0.002 1.0 23.2 -22.5 
 
 




















Figure 5-14: Variation of solvent mole fraction in three solvent injection processes (Case H1-A) 
 
Figure 5-15: HC Phase-2 (gas) saturation (circles) and vapor content (triangles) in three solvent injection 



























































Figure 5-16: Equilibrium ratio of hydrocarbon mixture in gas injection processes (Case H1-A) 
 





































Figure 5-18: Hydrocarbon and mixture GFE during solvent injection (Case H1-A,V=0.2) 
 


































Figure 5-20: Liquid dropout in CCE experiment (Case H1-B) 
 




















































Figure 5-22: GFE variation in CCE experiment (Case H1-B2) 
 



































Figure 5-24: GFE variation in CCE experiment (Case H1-B4) 
 
5.3.3.2 Case H2 
We apply the UTPGE framework to the four-component system of H2O/CO2/C1/FC6 and 
demonstrate the composition-dependent relative permeability as predicted by this approach.  The 
water saturation (phase-1) in this example is constant (S1=0.1), and we focus on the simulation of 
the hydrocarbon phase(s). Table 5-4 lists the required parameters of each component in phase 
equilibria calculations. 
The simulations span entire composition space at a fixed temperature (T=260 °F) and two 
pressures (P=1750 psia and 2000 psia). The lower pressure is slightly above the minimum 
miscibility pressure (MMP) of solvent injection (component Z1: CO2) into the equimolar feed 
composition of Z2 and Z3: based on the cell-to-cell simulation and the key tie-line semi-analytical 



















point of CO2 injection into an equimolar feed of methane and hexane (critical pressure=2080 psia 
at CO2 mole fraction of 0.44). The selected pressures demonstrate the variation of phase behavior 
and its impact on the relative permeability modeling.  
Figure 5-25 (and Figure 5-26) shows the ternary composition diagram where two-phase 
region is bounded with vapor and liquid saturation curves. It also highlights the tie-lines with 
decreasing length as the critical point (X) is approached. Figure 5-27 (and Figure 5-28) depicts 
the compositional variation of single-phase hydrocarbon at P=1750 (and 2000 psia). In that the 
UTPGE framework does not require to label a phases as oil/gas/etc., we just name the hydrocarbon 
phases in a numerical order (i.e., hydrocarbon (HC) phase-1, HC phase-2, etc.). As Figure 5-29 
indicates, the variation of single-phase mass density is continuous and noticeable in the 
compositional space. Besides, Figure 5-29 implies that although the phase-labeling approach (i.e., 
using a reference mass density (𝜌𝑟𝑒𝑓 = 25 𝑙𝑏/𝑓𝑡3)) works flawlessly for the single-phase region 
away from critical zone, as the near-critical region approaches the density of single-phase 
hydrocarbon (oil or gas) approaches to the reference density value. Hence, as Figure 5-30 
illustrates, the proper phase identification is problematic in region where the composition of two 
hydrocarbon phases are close to each other. In a computational domain, it translates to the 
possibility that while the phase is labeled as oil at one time-level, it would be labeled as gas in the 
next time-level or vice versa. It highlights the possibility of encountering the phase-flipping issue 
during the simulation of the near-critical displacement leading to the discontinuity in the relative 
permeability curves.  
Figure 5-31 (and Figure 5-32) indicates the variation of GFE of the hydrocarbon phases 
with equilibrium ratio of CO2 component (𝐾𝑖
𝑒𝑞 = 𝑦𝑖 𝑥𝑖⁄  where x and y are the mole fraction of the 
component i in HC phase-1 and -2, respectively) at the specified pressure. It also shows the GFE 





to the K-values of Z1 component, the second hydrocarbon shows a non-monotonic behavior. It may 
result in the erroneous results if the relative permeability of each phase is correlated only with the 
GFE. Particularly, two different compositions of the like hydrocarbon phase (as represented by K-
values here) show identical GFE and, in turn, identical relative permeability whereas one 
speculates dissimilar relative permeabilities for these two hydrocarbons. Nonetheless, for this 
particular example, the level of non-monotonicity is negligible and we keep the molar GFE as the 
unique functional parameter for the compositional relative permeability estimation. As noted, the 
complete UTPGE framework couples GFE and IFT as will be reviewed in Case H4. 
Figure 5-33 (and Figure 5-34) represents total iso-GFE, (i.e., contours of constant GFE, 
in a ternary composition diagram at the desired pressures). It illustrates the directional contours 
towards the heaviest component (C6). The most gas-like component has the highest GFE value. 
Furthermore, the direction and absolute values of the total GFE of the system is unique and 
independent of the operating pressure. 
In the following, we plot Figure 5-35 to Figure 5-40 and Figure 5-45 to Figure 5-48 based 
on the composition of each equilibrium phase. Figure 5-43 and Figure 5-44 represent the 
compositional variation of hydrocarbon phases with respect to the mixture composition. 
 Figure 5-35 (and Figure 5-36) describes the monotonic behavior of the GFE of a single-
phase hydrocarbon in two-phase water-hydrocarbon flow: it increases from most liquid-like fluid 
to its maximum value at the most gas-like fluid. At the near-critical zone, the GFE varies slowly 
without encountering any discontinuity.  
Figure 5-37 (and Figure 5-39) shows the relative permeability calculated based on the 
phase-labeling approach in which we designate the phases as either oil or gas. Note that saturation 
is constant in this region (So or Sg=0.9). This figure demonstrates a constant value based on the 





issue. If a slight change occurs in the overall composition and even if the numerical errors are 
neglected, the possibility of an incorrect phase labeling at the next time level is plausible. 
Figure 5-38 (and Figure 5-40) illustrates the composition-dependent relative permeability 
of single-phase hydrocarbon. Not only is there a transition zone from oil- to gas-like behavior, but 
also the single hydrocarbon in region of lower (or higher) mass density values does not return a 
unique relative permeability. It means that as the internal composition of any hydrocarbon phase 
varies, its relative permeability changes even if the hydrocarbon saturation is invariant.  
Figure 5-41 (and Figure 5-42) describes the saturation variation of HC phase-1 and phase-
2 for three-phase flow in the compositional space of each HC phase. It demonstrates that saturation 
of hydrocarbons become equivocal near the critical region, viz., where it is considered as the 
bottleneck of the conventional phase-labeling approach. The scatter plot of Figure 5-43 (and 
Figure 5-44) shows the compositional variation of HC phase-1 with overall mixture composition. 
The saturations of two HC phases are complementary both in the compositional space of the HC 
phases and the overall mixture (𝑆𝐻𝐶1 + 𝑆𝐻𝐶2 = 1 − 𝑆𝑤). 
Figure 5-45 (and Figure 5-47) shows the calculated relative permeability based on the 
conventional phase-labeling approach. Figure 5-46 (and Figure 5-48) shows the compositional 
relative permeability based on the GFE-averaged interpolation scheme. Comparison of the 
calculated relative permeabilities in composition space based on the phase-labeling and 
composition-dependent approaches reveals that the relative permeability values are approximately 
identical in the non-critical region. As the critical point is approached, however, the deviation of 
the calculated relative permeability values from the two methods increase. 
Figure 5-49 to Figure 5-52 represent the calculated relative permeability for HC phase-1 
and phase-2 in the integrated saturation-composition spaces based on the UTPGE framework. 





permeability in two-phase water-HC phase-1 flow. It replicates the results of Figure 5-38 (and 
Figure 5-40) and highlights the non-unique single-phase relative permeability when the 
composition varies but saturation is constant. 
Figure 5-53 (and Figure 5-54) shows the variation of calculated relative permeability with 
saturation for both hydrocarbon phases using both methods. It implies that both methods replicate 
the expected curves of relative permeability. The relative permeability values are in good 
agreement in lower saturation region. The scatter plot in Figure 5-55 (and Figure 5-56), however, 
demonstrates that the correlation between the modeled relative permeability of each hydrocarbon 
is weak as relative permeability increases. It is an expected behavior of the composition-dependent 
relative permeability: based on the operating condition (i.e., composition, pressure, and 
temperature), the molar GFE of each phase deviates from the extreme side (i.e., GFE of the most 
oil- and gas-like fluids). That compels the relative permeability parameters to be estimated 
differently than the immiscible values used in the phase-labeling approach. As a result, the 
composition-dependent relative permeability of HC phase-1 overestimates those of the phase 
labeling approach (viz., calculated suing the immiscible parameters). The composition-dependent 
relative permeability of HC phase-1, however, has smaller values than those of phase-labeling 
approach. It is rational when is perceived based on the imposed operational condition and the level 
of miscibility of the interacting fluids. 
 



















Z1 CO2 1069.87 547.6 1.5057 44.010 0.225 78.0 
Z2 C1 667.20 343.1 1.5858 16.043 0.008 77.0 







Figure 5-25: Two-phase envelope (red: vapor, blue: liquid) and tie-lines in ternary composition plot (Case H2, T=260 
°F, P=1750 psia) 
 
 
Figure 5-26: Two-phase envelope (red: vapor, blue: liquid) and tie-line indices (right) in ternary composition plot 






Figure 5-27: Compositional variation (mole fraction of components 1 and 3) in single hydrocarbon phase region: HC 
phase-1 (blue) or HC phase-2 (red) (Case H2, P=1750 psia) 
 
Figure 5-28: Compositional variation (mole fraction of components 1 and 3) in single hydrocarbon phase region: HC 






Figure 5-29: Compositional variation of single-phase hydrocarbon mass density (Case H2, P=1750 psia) 
 
Figure 5-30: Compositional variation of hydrocarbon mass-density in three phase flow: HC phase-1 (stars) and HC 






Figure 5-31: Variation of phase GFE (G/RT) with equilibrium ratio of CO2 component (Case H2, P=1750 psia) 
 






Figure 5-33: Iso-GFE (green) and two-phase envelope (vapor: red, liquid: blue) in composition ternary plot (Case 
H2, P=1750 psia) 
 
Figure 5-34: Iso-GFE (green) and two-phase envelope (vapor: red, liquid: blue) in composition ternary plot (Case 






Figure 5-35: Variation of GFE (G/RT) of single-phase hydrocarbon with its composition (Z1 and Z3 components) (two-
phase water-hydrocarbon flow) (Case H2, P=1750 psia) 
 
Figure 5-36: Variation of GFE (G/RT) of single-phase hydrocarbon with its composition (Z1 and Z3 components) (two-






Figure 5-37: Calculated relative permeability of single-phase hydrocarbon (2-phase water-oil/gas flow) based on 
phase-labeling approach: oil (star), gas (circle) (Case H2, P=1750 psia) 
 
 
Figure 5-38: Composition-dependent relative permeability (GFE-based) of single-phase hydrocarbon (two-phase 







Figure 5-39: Calculated relative permeability of single-phase hydrocarbon (2-phase water-oil/gas flow) based on 
phase-labeling approach: oil (star), gas (circle) (Case H2, P=2000 psia) 
 
 
Figure 5-40: Calculated composition-dependent (GFE-averaged) relative permeability of single-phase hydrocarbon 







Figure 5-41: Compositional variation of hydrocarbon saturation in three-phase flow: HC phase-1 (stars) and HC 
phase-2 (circles) (Case H2, P=1750 psia) 
 
Figure 5-42: Compositional variation of hydrocarbon saturation in three-phase flow: HC phase-1 (stars) and HC 

















Figure 5-45: Calculated conventional (based on phase-labeling approach) relative permeability of hydrocarbons in 
three-phase: oil (star), gas (circle) (Case H2, P=1750 psia) 
 
 
Figure 5-46: Calculated composition-dependent (GFE-averaged) relative permeability of hydrocarbons in three-






Figure 5-47: Calculated conventional (based on phase-labeling approach) relative permeability of hydrocarbons in 
three-phase: oil (star), gas (circle) (Case H2, P=2000 psia) 
 
 
Figure 5-48: Calculated composition-dependent (GFE-averaged) relative permeability of hydrocarbons in three-







Figure 5-49: Variation of HC phase-1 relative permeability with saturation and composition (Z1 in HC phase-1) in two 
phase (stars) and three-phase (dotted lines) flow (Case H2, P=1750 psia) 
 
 
Figure 5-50: Variation of HC phase-2 relative permeability with saturation and composition (Z1 in HC phase-2) in 






Figure 5-51: Variation of HC phase-1 relative permeability with saturation and composition (Z1 in HC phase-1) in two 
phase (stars) and three-phase (dotted lines) flow (Case H2, P=2000 psia) 
 
 
Figure 5-52: Variation of HC phase-2 relative permeability with saturation and composition (Z1 component in HC 






Figure 5-53: Calculated HC phase-1 and HC phase-2 relative permeability in three-phase flow using composition-
dependent and phase-labeling approaches (Case H2, P=1750 psia) 
 
Figure 5-54: Calculated HC phase-1 and HC phase-2 relative permeability in three-phase flow using composition-






Figure 5-55: Correlation between modeled relative permeability of HC phases based on UTPGE framework (GFE-
averaged) and phase-labeling approach: A) HC phase-1 (𝑘𝑟2
3𝑃) and oil phase; B) HC phase-2 (𝑘𝑟3
3𝑃) and gas phase 
(Case H2, P=1750 psia) 
 
 
Figure 5-56: Correlation between modeled relative permeability of HC phases based on UTPGE framework (GFE-
averaged) and phase-labeling approach: A) HC phase-1 (𝑘𝑟2
3𝑃) and oil phase; B) HC phase-2 (𝑘𝑟3
3𝑃) and gas phase 






5.3.3.3 Case H3 
In this example, we investigate pressure and composition effects on oil and gas relative 
permeability within a solvent injection into a butane-decane mixture. The solvents include CO2, 
N2, methane, or ethane. The basis of oil and gas relative permeability is the laboratory measured 
values of 0.4 and 1.0 when the experiments conducted with pure decane and CO2 component, 
respectively, at reservoir pressure of 4500 psi. The reservoir and laboratory temperature are 
constant (T=160 °F). 
Figure 5-57 shows two-phase envelope of CO2/nC4/nC10 system at a nominal pressures of 
1500 psia. Figure 5-58 depict variation of the GFE and end-point relative permeability of the 
injected solvents together with those of pure decane. They highlight the variation of gas end-pint 
relative permeability for the pure solvents. Gas end-point relative permeability becomes 
approximately 7% lower when switching from the CO2 to methane solvent.  
In addition, Figure 5-58 implies that for the designated in-place mixture (pure decane, oil) 
and solvent (gas), the variation of end-point relative permeability of both oil and gas phases slightly 
vary with pressure: the relative variation of oil and gas relative permeability with respect to the 
measured laboratory values are ±5% and ±1%, respectively. This result is in accordance with the 
general speculation that if pressure does not induce intensive mass-transfer and non-equilibrium 





      
Figure 5-57: Two-phase envelope (vapor: red, liquid: blue) in composition ternary plot (Case H3: CO2/nC4/nC10 
system, P=1500 psia) 
 
 
Table 5-5: GFE of components and phase end-point relative permeability (Case H3) 
Components Pressure (psi) 1500 2500 3500 4500 7000 10000 
CO2 
GFE -12.48 -12.28 -12.14 -12.01 -11.71 -11.38 
kr0-PH2 0.996 0.998 0.999 1.000 1.002 1.005 
N2 
GFE -15.97 -15.96 -15.99 -16.04 -16.23 -16.54 
kr0-PH2 0.969 0.969 0.969 0.968 0.967 0.964 
C1 
GFE -20.73 -20.37 -20.15 -19.96 -19.55 -19.11 
kr0-PH2 0.931 0.934 0.936 0.937 0.941 0.944 
C2 
GFE -20.12 -19.91 -19.72 -19.54 -19.13 -18.68 
kr0-PH2 0.936 0.938 0.939 0.941 0.944 0.947 
nC10 
GFE -89.70 -89.20 -88.71 -88.22 -87.01 -85.57 










































































5.3.3.4 Case H4 
In this case study we aim to incorporate both the GFE and IFT in modeling the compositional 
relative permeability. We use the fluid system of Case H2. The GFE-IFT dependent modeling 
approach spans the entire composition and saturation spaces. The complete compositional relative 
permeability modeling based on the coupled GFE and IFT may include data points from the 
immiscible, near-miscible, and miscible processes. The model then applies a bilinear GFE-IFT-
average interpolation scheme between the current and reference relative permeability parameters 
(i.e., end-point relative permeability, functional curvature, and residual saturations). 
  Table 5-6 describes the properties of the input data points in two- and three-phase flow. 
Points A and B describes the most oil- and gas-like fluids in two-phase flow. The end-point of data 
points A and B are not identical to represent different fluid behavior in water-hydrocarbon flow. 
Points C-1 and C-2 replicate the end-point oil relative permeability data point with measured oil 
and gas composition and IFT. Points D-1 and D-2 represent the end-point gas relative permeability 
data point with the pertinent composition and IFT. Note that oil (and gas) relative permeability 
parameters for data points C and D are identical. It is because these two points represents two 
immiscible data points in a conventional relative permeability dataset in which all oil (or gas) 
points in a relative permeability curve have identical set of relative permeability parameters. 
Figure 5-59 shows the input compositional (GFE and IFT) data surface of points A-D lifted 
for their associated and normalized relative permeability parameters (𝐹: 𝑘𝑟
0, 𝑆𝑟 , and 𝐶1). Figure 
5-60 illustrates the variation of calculated end-point relative permeability of hydrocarbon in two- 
and three-phase flow on the compositional GFE-IFT surface. It highlights the capability of the 






Figure 5-61 compares the conventional HC phase-1 relative permeability with the 
compositional approaches as presented by the UTPGE framework. The compositional model 
depends either on the GFE or on the integrated GFE and IFT quantities. Figure 5-61 describes that 
while the former method estimates the expected relative permeability values qualitatively, the 
latter method reproduces more representative immiscible, near-miscible, and miscible relative 
permeability curves.  
 
Table 5-6: Data points for two- and three-phase flow (Case H4) 










A -55.19 0.0 0.8 1.0 0.0 Most oil-like fluid 
B -12.59 0.0 1.0 1.0 0.0 Most gas-like fluid 
C-1 -41.44 0.787 0.4 2.5 0.20 Immiscible oil end-point 
C-2 -26.49 0.787 0.8 4.5 0.15 Immiscible residual gas 
D-1 -35.48 0.274 0.4 2.5 0.20 Immiscible residual oil 







Figure 5-59: Normalized input relative permeability parameters (endpoint, residual, and curvature) in GFE and IFT23 
(between HC phase-1 and HC phase-2) space (Case H4) 
 
 
Figure 5-60: Modeled end-point relative permeability variation with GFE and IFT together with given data points: A-








Figure 5-61: Comparison of modeled conventional (phase-labeling approach: black circles) and compositional 
relative permeability of HC phase-1 (blue star) for Case H4: A) GFE-IFT dependent model (bilinear approach); B) 







The established results of the case studies in this chapter demonstrated that the UTPGE framework 
is a viable tool to model the compositional relative permeability more accurately when 
compositional variation is significant. The proposed captures the impact of both bulk and 
interphase composition effects on relative permeability for various phases. We noted that the 
reference-state GFE of components is pressure and temperature dependent and must be included 
in the calculation of phase GFE. We showed examples of aqueous and hydrocarbon phases. In the 
following, we describe some of the implications of the studied case studies. 
Case AQ1 stated one of the rewarding features of the UTPGE framework: geochemical-
dependent aqueous phase relative permeability. The complex aqueous fluid involved in both 
internal mass-transfer and interphase equilibrium chemical reactions with solid phase(s) and 
yielded several species. Moreover, the results demonstrated that the chemical reactions play an 
interim role in evaluating the molar GFE of aqueous system. Although geochemical reactions 
impact the overall behavior of fluid mobility, considering them in any geochemical package paves 
the ways in reservoir simulation. In particular, one requires to import the speciation results from a 
geochemical package to calculate the molar GFE of each existing species. We imported the 
speciation results from the PHREEQC package (Parkhurst & Appelo, 2013). We also showed 
that, in certain circumstances, the molar GFE and ionic strength of the aqueous phase are 
interrelated and that one may substitute the more computationally expensive molar GFE 
calculation with the ionic strength. 
The results of Case H1 revealed that the GFE of hydrocarbon fluids is a continuous 
function even in conditions in which phases appear/disappear. This concrete thermodynamically-
consistent behavior of the molar GFE of the studied fluid systems is the cornerstone of 





show non-monotonic behavior for a specified pressure, temperature, and composition. That sheds 
light to the requirement of providing a complementary quantity to incorporating the interphase 
composition effect in the proposed approach to complete compositional relative permeability 
modeling.  
The established results of Case H2 demonstrated the calculation procedure of relative 
permeability in an integrated composition-saturation space. They revealed that the UTPGE 
framework provides continuous and consistent results in modeling the relative permeability of both 
three-phase flow and two-phase water-hydrocarbon flow. More importantly, they confirmed the 
shortcoming of phase-labeling approach in modeling near-critical fluid systems. They also 
illustrated the impact of phase composition on the different relative permeability values of a single-
phase hydrocarbon (two-phase water hydrocarbon flow). 
Case H3 highlighted the possibility of reevaluation of a given measured relative 
permeability data when the overall composition of existing phases varies. Strictly speaking, one 
can transform the laboratory relative permeability curves to a specified pressure, temperature, and 
composition. It is beneficial when the laboratory conditions cannot represent the high reservoir 
pressure/temperature or the dynamic variation in the composition of the in-situ fluid. The corrected 
relative permeability parameters or tables by the proposed framework then are the input parameters 
to the numerical reservoir simulators.  
Not only do both phase composition and saturation impact relative permeability in a 
particular range of fluid composition, the composition and saturation of other phases in three-phase 
flow may change the relative permeability of a designated phase. We added this functionality 
through the composition of the interphase or equivalently the IFT values.  
Case H4 showed that implementing the full UTPGE framework (i.e., GFE-IFT weighted 





composition-saturation space where both internal and interphase effects are added. We applied the 
UTPGE framework to a near critical fluids including the problematic liquid dropout close to the 
wellbore (Case H4). It is beneficial when the number of existing fluids varies dynamically when 
the reservoir pressure changes. Nevertheless, we did not consider the impact of viscous forces on 
relative permeability. One can substitute the IFT term with trapping number to include 
gravitational, viscous, and capillary forces. Alternatively, we first evaluate the impact of trapping 
number on relative permeability parameters (see Trapping number effect in Chapter 3). We then 
import the corrected quantities into the compositional UTPGE framework.  
Note that here we assume that the fluid system does not alter rock wettability. Nevertheless, 
the UTPGE framework is general and is capable of modeling this effect: it demands an integrated 
model incorporating the aqueous, hydrocarbon, and non-hydrocarbon phases. One requires to 
include the geochemical reactions in the functional form of the UTPGE framework. The Gibbs 
free energy model includes the chemical reactions: the equilibrium (or non-equilibrium) reactions 
have interim impact on the phase molar GFE. The rock wettability effect, variation of the GFE 






 Application of UTKR3P and UTHYST Models 
The objective of this chapter is to validate and apply the UTKR3P and UTHYST models as 
implemented into IPARS and UT-DOECO2 compositional reservoir simulators. The enhanced 
reservoir simulator and the relevant discussions are included in Appendix J and Appendix K, 
respectively. We deploy the implemented models to examine four case studies as summarized in 
Table 6-1. 
 
Table 6-1: Summary of applied simulator and objectives of each case study  
Case Study Simulator Objective 
S1 IPARS 
Sensitivity analysis on parameters of UTKR3P model to examine impact of 
two-phase relative permeability parameters on oil recovery 
S2 IPARS 
Investigating hysteresis and capillary trapping effects on the performance of 
an immiscible WAG injection scheme 
S3 UT-DOECO2 
Examining hysteresis effect (i.e., UTHYST model) on the performance of a 
tapered WAG injection scheme applied to an intermediate-wet rock. 
S4 UT-DOECO2 Modeling low-tension gas flood 
  
 UTKR3P MODEL VERIFICATION (CASE S1) 
In this section, we verify the robustness of the implemented UTKR3P model in IPARS 
compositional reservoir simulator. The impact of variation of the parameters of UTKR3P model 
on oil recovery in a WAG process for a synthetic and homogenous 3D reservoir is investigated. 
One pseudo component (C7-C15) was used to represent a fairly heavy oil with Peng-Robinson 
equation of state (Peng & Robinson, 1976). Table 6-2 and Table 6-3 illustrate a summary of fluid 
and reservoir properties. Note that Table 6-2 gives the data for all case studies in this chapter. 
Table 6-4 lists the reference relative permeability data (Base case). The two-phase capillary 







, where 𝑆?̅? is normalized saturation of wetting fluid, 𝛼𝑗𝑖 and 𝑛𝑗𝑖 are 





of a five-spot well pattern is modeled. Two wells (i.e., an injector and a producer) are located at 
the opposite corners of the reservoir model. The injection and production wells are pressure 
constrained (injection bottom-hole pressure (BHP)=5500 psia; production BHP=4500 psia) and 
penetrate all layers in z-direction (wellbore radius (𝑟𝑤) =0.5 ft; skin factor=0.0). A WAG injection 
scheme with a WAG ratio of 1:1 is applied with six cycles of N2 and water injection where each 
half-cycle lasts 30 days (i.e., total injection period is 360 days).  
We performed a deterministic sensitivity analysis to investigate the impact of two-phase 
relative permeability parameters on oil recovery. Each parameter was varied in a + −⁄  50% range. 
The oil recovery factor for the base case scenario is 40.47% at the end of injection period. Table 
6-5 lists the effect of 15 two-phase flow parameters on oil recovery (i.e., 𝑘𝑟𝑖𝑗
0  and 𝐶1𝑖𝑗 and 𝐶2𝑖𝑗  
where i,j=1,2,3, i≠j). Here, by introducing the second curvature, the relative difference between 
oil recovery factor in Base case and updated values is up to 40%. The tornado diagram in Figure 
6-1 compares the relative impact of 𝑘𝑟𝑖𝑗
0  and 𝐶1𝑖𝑗 quantities on oil recovery. The comparative 
charts illustrate that for this case study, two-phase parameters of different fluid pairs have non-
unique impact on oil recovery. For example, the end-point oil relative permeability to water (𝑘𝑟21
0 ) 
has the significant impact on oil recovery (The relative difference between oil recovery in Base 
case and 𝑘𝑟21
0 = 0.3 is 33.1%). The variation of end-point oil relative permeability to gas (𝑘𝑟23
0 ), 
however, has a negligible effect on oil recovery (The relative difference between oil recovery in 
Base case and 𝑘𝑟23
0 = 0.3 is 2.9%). The result of this bar chart, however, are case specific. For 
instance, if the oil displacement by gas is the controlling mechanism, the impact of gas-related 
relative permeability parameters dominates those of water. The complicated three-phase flow in 
non-water-wet medium makes it difficult to quantify the most uncertain parameters in reservoir 
simulation. A parametrized-level model like UTKR3P model can assist to quantify the relevant 





constant relative permeability parameters like equal oil-water and oil-gas end-point relative 
permeability, curvature, or residual saturation. 
 




















1069.9 547.6 1.506 0.225 44.01 49.0 0.000 
N2 
(injectant) 
226.6 492.3 0.2742 0.040 28.01 84.0 0.000 
C1 343.1 667.2 0.2873 0.008 16.04 71.0 0.000 
C2-C3 612.0 658.6 0.2852 0.127 36.27 132.5 -0.092 
C4-C6 835.1 487.5 0.2716 0.240 70.42 231.4 -0.042 
C7-C15 1086.4 329.4 0.2621 0.609 137.84 404.3 0.067 
C16+ 1444.9 258.8 0.2837 1.042 317.90 831.9 0.225 
Binary interaction coefficient for Peng-Robinson EOS 
 C1 C2-C3 C4-C6 C7-C15 C16+ 
CO2 0.055 0.055 0.055 0.095 0.095 
N2 0.155 0.155 0.155 0.155 0.155 
 
Table 6-3: Reservoir and fluid properties (Case S1) 
Variable Values Variable Values 
Reservoir dimensions (ft) 850×850×40 Rock compressibility (1/psi) 5× 10−6 
Grid-block size (ft×ft×ft) 170×170×10 Reservoir initial pressure (psia) 5000 
Porosity 0.25 Reservoir temperature (°F) 220 
Permeability in X- and Y-directions (md)  1010 
Water formation volume factor 
(rb/STB) 
1.0 
Permeability in Z-direction (md) 202 
Water stock tack density 
(lbm/scf) 
62.24 
Initial saturations: Phase-1/Phase-2/Phase-3  0.2/0.8/0.0 Original oil in-place (KSTB) 1000.65 
Water compressibility factor (1/psi) 3.3× 10−6 𝛼𝑤𝑜 𝛼𝑜𝑔⁄ 𝑛𝑤𝑜⁄ 𝑛𝑜𝑔⁄  in Pc model  3/2.5/3/2.5 
 
Table 6-4: Reference relative permeability data (Case S1) 
𝑺𝟏𝒓𝟐
 = 𝑺𝟏𝒓𝟑
  0.10 𝑺𝟐𝒓𝟏
 = 𝑺𝟐𝒓𝟑
  0.2 𝑺𝟑𝒓𝟏
 = 𝑺𝟑𝒓𝟐
  0.25 
𝒌𝒓𝟏𝟐
𝟎 = 𝒌𝒓𝟏𝟑
𝟎  0.4 𝒌𝒓𝟐𝟏
𝟎 = 𝒌𝒓𝟐𝟑
𝟎  0.6 𝒌𝒓𝟑𝟏
𝟎 = 𝒌𝒓𝟑𝟐
𝟎  0.9 
𝑪𝟏𝟏𝟐
 = 𝑪𝟏𝟏𝟐
  3.0 𝑪𝟏𝟐𝟏
 = 𝑪𝟏𝟐𝟑
  4.0 𝑪𝟏𝟑𝟏
 = 𝑪𝟏𝟑𝟐
  5.0 
𝑪𝟐𝒋𝒊
 ,   j,i=1,2,3 0.0 𝒃𝒋,   j=1,2,3 0.0 𝑺𝒄𝒋,    j=1,2,3 0.0 





Table 6-5: Sensitivity analysis of 2-phase relative permeability parameters on recovery factor (Case S1) 
Parameter 
Relative variation of Base case 
-50% -30% -10% 0% 10% 30% 50% 
Oil recovery factor (%) 
𝒌𝒓𝟏𝟑
𝟎  40.43 40.43 40.45 40.47 40.48 40.52 40.56 
𝒌𝒓𝟑𝟏
𝟎  40.52 40.49 40.48 40.47 40.45 N.A. N.A. 
𝒌𝒓𝟑𝟐
𝟎  40.59 40.53 40.47 40.47 40.45 N.A. N.A. 
𝑪𝟏𝟏𝟑
  40.89 40.67 40.50 40.47 40.47 40.51 40.55 
𝑪𝟏𝟑𝟏
  39.96 40.21 40.41 40.47 40.49 40.62 40.73 
𝑪𝟏𝟑𝟐
  40.02 40.24 40.41 40.47 40.47 40.51 40.44 
𝑪𝟏𝟐𝟑
  41.83 41.20 40.69 40.47 40.27 39.86 39.56 
𝒌𝒓𝟐𝟑
𝟎  39.28 39.77 40.24 40.47 40.67 41.07 41.43 
𝒌𝒓𝟏𝟐
𝟎  38.81 39.33 40.03 40.47 40.90 41.79 42.70 
𝑪𝟏𝟏𝟐
  52.65 47.36 42.29 40.47 39.21 38.08 37.64 
𝑪𝟏𝟐𝟏
  53.95 47.33 42.48 40.47 38.64 35.56 33.02 
𝒌𝒓𝟐𝟏
𝟎  27.09 33.15 38.10 40.47 42.70 46.69 50.51 
 
Value 
0.0 0.1 0.5 0.8 1.1 1.3 1.5 
𝑪𝟐𝟐𝟏
  40.47 42.66 48.87 52.20 54.49 55.73 56.81 
𝑪𝟐𝟐𝟑
  40.47 40.67 41.42 41.90 42.32 42.58 42.82 
𝑪𝟐𝟑𝟏
 = 𝑪𝟐𝟑𝟐
  40.47 40.44 40.36 40.36 40.39 40.40 40.41 
* N.A.: Not applicable 
 
Figure 6-1: Sensitivity analysis to study the impact of relative permeability parameters on oil recovery (Case S1)  













Oil Recovery Factor (%)





 N2-WAG (CASE S2)  
We aim to study the effect of hysteresis and capillary trapping on the performance of the 
immiscible WAG injection scheme using the IPARS simulator. For WAG injection strategy, the 
reservoir heterogeneity (i.e., as represent by the Dykstra-Parsons coefficient and dimensionless 
correlation length in X-, Y-, and Z-directions) (Ghomian, 2008). Hence, we model a stochastically 
generated permeability field with an average permeability of 200 md. Table 6-2 and Table 6-6 list 
the fluid, initial composition, and reservoir properties. The fluid displacement is capillary 
dominated (𝑁𝑡 = 10
−8). Six components represent oil with the Peng-Robinson equation of state 
(Peng & Robinson, 1976). Table 6-7 provides relative permeability data and hysteresis 
parameters. In this study, capillary pressure is not modeled (i.e., 𝑃𝑐21 = 𝑃𝑐32 = 0). The simulation 
model presents a five-spot pattern including one injection well and four production wells. Figure 
6-2 shows the location of wells and permeability distribution in x- and y-directions (𝑘𝑥 and 𝑘𝑦). 
The injection and production wells are pressure constrained (injection BHP=4000 psia; production 
BHP=1000 psia) and penetrate all layers in z-direction. A six-cycle WAG injection scheme with 
a WAG ratio of 1:1 is applied with six cycles of N2 and water injection where each half-cycle lasts 
30 days (i.e., total injection period is 360 days). We ran two simulation cases without hysteresis 
(Case S2A) and with hysteresis (Case S2B) option. The UTKR3P model for relative permeability 
calculation and UTHYST model for hysteresis option are applied.  
We focus on a particular grid-block M located in the second bottom layer of the injection 
well (see Figure 6-2) for the relative permeability and hysteresis. Figure 6-3 depicts variation of 
trapped gas saturation with total gas saturation for gridlock M in Case S2B. It shows that as the 
total gas saturation in each cycle decreases (e.g., during water injection half-cycle), trapped gas 
accumulates. In the increasing gas saturation, however, the trapped gas saturation remains 





M. It highlights the impact of gas trapping in a higher total gas saturation value within different 
cycles for Case S2B. Nonetheless, both cases resulted in equal total gas saturation during the first 
gas flood (i.e., 0-30 days). Figure 6-5 reports the calculated gas relative permeabilities for both 
cases. In general, gas mobility is higher in Case S2A than Case S2B. The difference between gas 
relative permeability in Cases S2A and S2B is one order of magnitude at the end of the sixth WAG 
cycle. This has implications on hydrocarbon recovery and operational considerations. For 
example, the design of a produced-gas processing capacity may suffer from inaccurate modeling 
of gas trapping.  
Figure 6-6 and Figure 6-7 compare the gas saturation distribution for Cases 1A and 1B at 
the end of the third waterflood  (t=180 day) and end of the sixth waterflood (t=360 days), 
respectively. Here, the cross sections of injection and production wells are highlighted while the 
rest of the reservoir is shown with opacity of 30%. These figures address the significant gas 
saturation stranded in the reservoir when hysteresis option is included. The vertical aspect ratio 
(VAR) for the 3D visualization purpose of the reservoir is 10.  
Figure 6-8 and Figure 6-9 illustrate spatial gas saturation distribution, quartiles of average 
reservoir pressure, oil saturation, and gas saturation, together with gas saturation histogram for 
both cases at the end of the third waterflood  (t=180 day) and end of the sixth waterflood (t=360 
days). They demonstrate that after 6 cycles of WAG injection, gas saturation left in the reservoir 
is significant when hysteresis option is included. In addition, for this case, oil recovery is higher 
for Case S2A than Case S2B (i.e., higher remaining oil saturation in hysteresis case). It is due to 
the reduced gas mobility in Case S2B. Indeed, the difference in average reservoir pressure between 
Case S2A and S2B is approximately 1000 psi (see pressure quartiles in Figure 6-8 and Figure 
6-9).  





increase as the cycle number increases. Figure 6-11, however, reveals that well injectivity 
decreases when hysteresis effect is included. The abnormal well injectivity issue in hysteresis case 
is due to the elevated gas trapped saturation around the wellbore (viz., also reflected in an increased 
reservoir pressure).  
Table 6-8 lists the cumulative injection and production fluids for both cases. It shows that 
although the cumulative oil production was reduced in Case S2B, the oil production per equivalent 
fluid injection was greatly improved when hysteresis was included (i.e., 1.14% and 8.99% for Case 







Table 6-6: Reservoir properties and initial fluid composition (Case S2) 
Variable Values Variable Values 




Grid-block size (ft×ft×ft) 50×50×10 Rock compressibility (1/psi) 5× 10−6 
Porosity 0.25 
Initial reservoir pressure 
(psia) 
3000 
Dykstra-Parsons coefficient (for 
permeability in x- and y-directions) 
0.8 Reservoir temperature (°F) 220 
Correlation length in x-, y-,  
and z-directions (ft) 
850/850/10 
Water formation volume 
factor (rb/STB) 
1.0 
Ratio of permeability in x-direction 
to z-direction 
5.0 
Water stock tack density 
(lbm/scf) 
62.24 
Water compressibility factor (1/psi) 3.3× 10−6 Original oil in-place (MSTB) 2751.8 
Initial oil composition 
N2 C1 C2-C3 C4-C6 C7-C15 C16+ 
0.0 0.15 0.10 0.10 0.15 0.50 
 
Table 6-7: Relative permeability data and hysteresis parameters (Case S2) 
𝑺𝟏𝒓𝟐
  0.20 𝑺𝟏𝒓𝟑
  0.30 𝑺𝟐𝒓𝟏
  0.35 
𝑺𝟐𝒓𝟑
  0.10 𝑺𝟑𝒓𝟏
  0.10 𝑺𝟑𝒓𝟐
  0.05 
𝒌𝒓𝟏𝟐
𝟎  0.2 𝒌𝒓𝟏𝟑
𝟎  0.3 𝒌𝒓𝟐𝟏
𝟎  0.7 
𝒌𝒓𝟐𝟑
𝟎  0.9 𝒌𝒓𝟑𝟏
𝟎  0.9 𝒌𝒓𝟑𝟐
𝟎  1.0 
𝑪𝟏𝟏𝟐
  3.5 𝐶113
  3.0 𝐶121
  4.5 
𝑪𝟏𝟐𝟑
  4.0 𝑪𝟏𝟑𝟏
  5.0 𝑪𝟏𝟑𝟐
  4.5 
𝑪𝟐𝒋𝒊
 ,   j,i=1,2,3 0.0 𝒃𝒋,   j=1,2,3 0.0 𝑺𝒄𝒋,    j=1,2,3 0.0 
𝜶𝟑 1.0 𝑳𝟑 4.0 𝜺𝒉   0.001 
* 1, 2, and 3 represent water, oil, and gas phases, respectively   
 
Table 6-8: Cumulative injected and produced fluids at 360 days (Case S2) 










Case 2A 2940.5 26392.0 2821.1 85676 26511.7 
Case 2B 140.7 662.0 443.3 50463 384.8 







Figure 6-2: Permeability distribution (in x-direction: kx) and location of wells (Case S2). Grid-block M highlighted in 
purple is tracked for its saturaiton and relative permeaiblity profiles 
 
Figure 6-3: Phase-3 (gas) trapped saturation profile for grid block M (see Figure 6-2) for Case S2B. 1st cycle: blue; 
2nd cycle: black; 3rd cycle: orange; 4th cycle: red; 5th cycle: green; 6th cycle: purple. Gas injection half-cycle (solid line) 






Figure 6-4: Phase-3 (gas) saturation profile for grid block M (see Figure 6-2) for Cases S2A and S2B. 1st cycle: blue; 
2nd cycle: black; 3rd cycle: orange; 4th cycle: red; 5th cycle: green; 6th cycle: purple. Gas injection half-cycle: without 
hysteresis (round dot) and with hysteresis (solid line); water injection half-cycle without hysteresis (dash dot) and 
with hysteresis (square dot) 
 
Figure 6-5: Phase-3 (gas) relative permeability profile for grid block M (see Figure 6-2) for Cases S2A and S2B. 1st 
cycle: blue; 2nd cycle: black; 3rd cycle: orange; 4th cycle: red; 5th cycle: green; 6th cycle: purple. Gas injection half-
cycle: without hysteresis (round dot) and with hysteresis (solid line); water injection half-cycle without hysteresis 






Figure 6-6: Spatial gas saturation distribution at the cross sections of injection and production wells at the end of 3rd 
cycle (180 days) for A) Case S2A and  B) Case S2B. Vertical aspect ratio (VAR)=10. 
 
Figure 6-7: Spatial gs saturation distribution at the cross sections of injection and production wells at the end of 6th 






Figure 6-8: Spatial gas saturation (Sg) at the end of 3rd cycle (180 days) (top figures), average pressure (P), oil 
saturation (So) and Sg quartiles, and Sg histogram (bottom figures) for A) Case S2A and B) Case S2B. VAR=10.  
 
Figure 6-9: Spatial gas saturation (Sg) at the end of 6th cycle (360 days) (top figures), average pressure (P), oil 






Figure 6-10: Water and gas injection rate in Case S2A 
 
 





 CCUS (CASE S3) 
In this case, we probe the impact of hysteresis on the performance of a carbon capture, utilization 
and storage (CCUS) (i.e., a coupled CO2-EOR and sequestration process) case study. We aim to 
examine the integrated UTKR3P and UTHYST models as implemented into the UT-DOECO2 
simulator. A capillary dominated fluid displacement (𝑁𝑡 = 10
−8) in an isothermal process is 
modeled. Although CO2 dissolution into aqueous phase play a key role on the performance of CO2-
EOR and sequestration application, in this study, we did not include CO2 solubility in aqueous 
phase. Furthermore, neither the impact of geochemical reactions nor the geomechanical effects 
were modeled. Table 6-9 lists the reservoir properties and original fluid composition. Table 6-10 
provides a set of relative permeability data for an intermediate-wet rock together with hysteresis 
parameters. One quarter of a five-spot well pattern is simulated including an injector and a 
producer wells located at the opposite sites of the reservoir. Figure 6-12 illustrates permeability 
(𝑘𝑥 and 𝑘𝑦) distribution and location of the wells. Both injection and production wells are constant 
total molar injection constrained and penetrate all layers in z-direction (𝑟𝑤=0.5 ft; skin factor=0.0). 
A tapered WAG injection scheme is applied with variable WAG ratio to enhance the overall 
performance of process. In the tapered fashion, the water half-cycle volume increases by cycle 
number (i.e., wetting the WAG) (Jarrell et al., 2002). Table 6-11 describes the implemented 
WAG strategy. Cumulative fluid injection volume during 480 days is 1.3 PV. We ran three 
simulation cases: one without hysteresis (Case S3A) and two cases including hysteresis by 
applying the UTHYST models. The latter has two saturation tolerance value (see Eq. 4-6): ℎ =
0.001 (Case S3B) and ℎ = 0.003 (Case S3C). The UTKR3P model for relative permeability 
calculation is applied together with UTHYST model.  
Figure 6-13 demonstrates the variation of gas saturation for Cases S3A and B. Here, we 





the hysteresis effect increase during the chase water injection. Figure 6-14 compares the spatial 
saturation distribution for the defined cases at the end of the first waterflood (i.e., total injected 
fluid is 0.33 PV) and during the chase water injection (i.e., total injected fluid is 1.25 PV). We note 
that gas has a propensity to be located in the higher permeability regions and that the capillary 
trapping (Case S3B) is higher in higher permeability area of this heterogeneous reservoir. 
Moreover, Figure 6-14 shows qualitatively that waterflood particularly the chase water injection 
yields a higher spatial gas saturation distribution (Figure 6-14A with C and Figure 6-14B with 
D). In addition, the degree of gas retention in reservoir significantly increases as the hysteresis 
option is included (compare Figure 6-14A with B and Figure 6-14C with D). Figure 6-16 
compares oil recovery for three cases where the total injected gas and water is identical for three 
cases (see Figure 6-15). Including the hysteresis effect (Case S3B and S3C) resulted in a higher 
oil recovery than no hysteresis case (Case S3A). We conclude that for this case study the control 
of gas mobility has a noticeable impact on oil recovery. As the three-phase hysteresis option is 
included, the degree of capillary trapping is considered by which gas relative permeability 
decreases.  
Figure 6-17 compares the degree of gas retention in the reservoir for three cases. It 
emphasizes that as hysteresis effect is included to the modeling (S3B and S3C), the amount of gas 
retention increased by 393% compared to no hysteresis case (S3A) at the end of chase water 
injection period. In addition, by increasing the saturation tolerance parameter, the degree of gas 
hysteresis decreases and is represented by a lower gas retention for Case S3C than Case S3B. We 
then evaluate the CO2 inventory over the injection period (i.e., 480 days). Here, the dimensionless 
inventory parameter is defined as the ratio between the amount of gas retention to cumulative 
injected gas at a specified time (i.e., ton/ton). Figure 6-18 reveals that including hysteresis effect 





the CO2 utilization factor as defined by the volume ratio of oil production per injected CO2 
(STB/ton). Figure 6-19 highlights the increased amount of calculated CO2 utilization factor when 
hysteresis is effective. Again, the amount of calculated values for carbon utilization factor 
decreases as the saturation tolerance parameter increases in par with earlier results (see Figure 
6-17). Note that the increased trapped gas saturation for a rate-controlled well yields pressurizing 
the reservoir. The average reservoir pressure for the hysteresis cases is significantly higher than 
the no-hysteresis case (e.g., 7160 psi and 5840 psi in Cases S3B and S3C, respectively, compared 
to 1340 psi in Case S3A at the end of injection period as shown in Figure 6-20). The results of the 
critical role of hysteresis and capillary trapping in this case study are in agreement with the 
simulation studies conducted for CO2 inventory in saline aquifers and the stranded oil reservoirs 
(Ghomian, 2008; Kumar et al., 2004). 
 
Table 6-9: Reservoir properties (Case S3) 
Variable Values Variable Values 
Reservoir dimensions (ft) 700×700×30 
Water compressibility factor 
(1/psi) 
3.3× 10−6 




Average horizontal permeability (md) 1100 Rock compressibility (1/psi) 5× 10−6 
Reference depth (ft) 7500 
Initial reservoir pressure 
(psia) 
1500 
Porosity 0.25 Reservoir temperature (°F) 220 
Dykstra-Parsons coefficient (for 
permeability in x- and y-directions) 
0.75 
Initial water molar density  
(lb-mol/scf) 
3.480 
Correlation length in x-, y-,  
and z-directions (ft) 
700/700/10 
Initial oil molar density  
(lb-mol/scf) 
0.263 
Ratio of permeability in x-direction to 
z-direction 
10.0 Initial oil viscosity (cP) 21.62 
Initial oil composition 
CO2 C1 C2-C3 C4-C6 C7-C15 C16+ 






Table 6-10: Relative permeability data and hysteresis parameters (Case S3) 
𝑺𝟏𝒓𝟐
 = 𝑺𝟏𝒓𝟑
  0.10 𝑺𝟐𝒓𝟏
 = 𝑺𝟐𝒓𝟑
  0.1 𝑺𝟑𝒓𝟏
 = 𝑺𝟑𝒓𝟐
  0.25 
𝒌𝒓𝟏𝟐
𝟎 = 𝒌𝒓𝟏𝟑
𝟎  0.4 𝒌𝒓𝟐𝟏
𝟎 = 𝒌𝒓𝟐𝟑
𝟎  0.6 𝒌𝒓𝟑𝟏
𝟎 = 𝒌𝒓𝟑𝟐
𝟎  1.0 
𝑪𝟏𝟏𝟐
 = 𝑪𝟏𝟏𝟐
  3.0 𝑪𝟏𝟐𝟏
 = 𝑪𝟏𝟐𝟑
  4.0 𝑪𝟏𝟑𝟏
 = 𝑪𝟏𝟑𝟐
  5.0 
𝑪𝟐𝒋𝒊
 ,   j,i=1,2,3 0.0 𝒃𝒋,   j=1,2,3 0.0 𝑺𝒄𝒋,    j=1,2,3 0.0 
𝜶𝟑 1.0 𝑳𝟑 3.0 𝜺𝒉   0.001 
















Cycle 1 Cycle 2 Cycle 3 Cycle 4 
Chase 
water 
Total slug size (PV) 0.3 0.3 0.2 0.1 0.1 0.3 
WAG ratio 0.0 0.1 0.5 1.0 1.5 Inf. 
CO2 slug size (PV) 0.30 0.27 0.13 0.05 0.04 0.00 
Water slug size (PV) 0.00 0.03 0.07 0.05 0.06 0.30 
CO2 slug duration (days) 60.0 30.0 30.0 30.0 30.0 0.0 














Figure 6-14: Spatial gas saturation distribution for grid blocks located at Y=1 and Y=5 for A) Case S3A, t=90 days, B) Case S3B, t=90 days, C) Case S3A, t=450 








Figure 6-15: Cumulative CO2 and water injection in Cases S3 (Case S3A, S3B, and S3C) 
 






Figure 6-17: CO2 retention in Case S3 
 







 Figure 6-19: CO2 utilization in Case S3 
 





 LOW-TENSION GAS FLOOD MODELING (CASE S4) 
In this section, we investigate the effect of hysteresis on capillary trapping and performance of the 
low-tension gas flood as conducted in a synthetic, low permeability, mature water flooded oil 
reservoir. Here, low saturations are key characteristic of fluid displacement. Two mechanisms for 
producing the large resource of stranded oil (i.e., no initial mobile oil saturation) are lowering 
capillary trapping to mobilize oil and increasing sweep efficiency. To model the low-tension gas 
flood process, we enhanced the UT-DOECO2 simulator based on the framework discussed in 
Appendix L. We conceptually validate the framework using a synthetic reservoir with 
experimental results for model parameters, e.g. PVT, surfactant parameters, oil composition effect 
on surfactant phase behavior, foam model parameters, multiphase relative permeability at low and 
high trapping numbers, and hysteresis. Note that we exclude three-phase liquids 
(oil/water/microemulsion) in our modeling. Neglecting the separate microemulsion phase impacts 
foam generation and flow. In addition, it induces the possibility of water fingering through the oil 
that will not be modeled in this study. 
The reservoir is 300×10×100 ft discretized in 300 grid cells (30× 1 × 10) and is 
homogenous with one high-permeability streak in the fourth top layer replicating the low-perm, 
intermediate-wet sample of Oak (1991). One-quarter of a five-spot well pattern is modeled: two 
wells, an injector and a producer, which are located at the opposite corners of the reservoir model 
(see Figure 6-21). The injection well is rate controlled with switching option to bottom-hole 
pressure control of 3000 psi. The production well is pressure constrained with producing a bottom-
hole pressure of 1500 psia. Four-component oil composition is modeled with Peng-Robinson 
Equation-of-State. Table 6-12 and Table 6-13 describe a summary of the reservoir and fluid 
properties. Table 6-14 addresses the UT-foam model parameters, surfactant properties, and oil 





Simulation cases start with a low-tension surfactant slug of 1% (volume fraction) to reduce 
water-oil interfacial tension and mobilize the residual oil followed by four different injection 
schemes with or without hysteresis option as summarized in Table 6-15. Note that for the foam 
cases, we apply two surfactants (i.e., one to reduce oil-water IFT (low-tension surfactant or LT) 
and one to stabilize foam (SF). Fluid injection schemes include chase water (Case S4A), water-
alternate-gas (WAG) (Case S4B), foam surfactant-alternate-gas injection (SAG) (Case S4C), and 
in-situ foam generation with aqueous surfactant-gas co-injection (CoInj) (Case S4D). The injection 
salinity is 0.13 meq/mL. The WAG ratio is 1:1 and half-cycle size is 60 day starting with water 
injection followed by N2 injection. For Cases S4B-D, the cumulative water and gas injection are 
close to 36,500 STB and 14.5 MMSCF, respectively (i.e., 5 PV injection after 990 days). 
 
Figure 6-21: Spatial permeability distribution and well location (Case S4) 
Figure 6-22 compares oil recovery for the simulation cases. In highlights that the foam 
mobility control methods (Cases S4C and S4D) yield higher oil recovery. When the UTHYST 
three-phase hysteresis option is on, the incremental oil recovery by SAG (Case S4C) and CoInj 





generated foam mitigates the gas override to the high permeable zone/top layers. It results both in 
an improved vertical gas conformance at the injector well and in areal sweep efficiency. Although 
co-injection plan is sufficient to increase oil recovery due to the continuous in-situ foam 
generation, it elevates the injection flowing BHP and brings injectivity and consequently 
operational issues. While flowing BHP fluctuates due to the alternate fluid injection strategy in 
WAG and SAG cases (Cases S4B and S4C), it continuously boosts for the co-injection scheme 
due to the constant in-situ foam generation close to the wellbore. 
Figure 6-22 reveals that the impact of hysteresis option is not unique and is process 
dependent. Figure 6-23 compares the injection well flowing BHP for water injection and three 
multicycle processes when the hysteresis option is applied using the UTHYST model (𝛼3 = 6.0). 
Figure 6-24 compares spatial oil distribution for three cases at the end of injection period where 
the high permeable area is highlighted in a red box. It reveals the foaming strategies (S4C and 
S4D) have the potential to boost the areal sweep efficiency and mobilize oil through the low-
tension process compared to WAG injection scheme. 
As Figure 6-25 and Figure 6-26 imply, a key parameter that yield a higher oil recovery in 
SAG and CoInj schemes compared to WAG is the increased gas entrapment (compare Cases S4B-
3 and S4C-3). These figures emphasize the potential of UTHYST model to effectively model the 
monotonic increase in gas entrapment. The increased trapped gas saturation is reflected by an 
increased total gas saturation in reservoir. As the UTHYST parameter (𝛼3) increases (from 6 to 9), 
the gas trapping within each cycle decreases and approaches to the predicted values of the Carlson 
model. Figure 6-26 and Figure 6-27 illustrate phase-3 (gas) relative permeability and phase 
trapping for grid block M within Case S4B-3. They reveal the cycle dependency of gas relative 
permeability due to capillary trapping effect. Note that here the saturation path dependency 





result, the cycle dependency is only because of the saturation direction effect as added through the 
UTHYST model. Gas relative permeability substantially decreases as the cycle number increases. 
Indeed, there is a 40% difference between the calculated relative permeability values at a constant 
gas saturation (S3=0.47) from the first to the last cycle.  
 
Table 6-12: Fluid and reservoir properties (Case S4) 
Initial pore volume= 53.42 MSTB and porosity=0.2 
Horizontal permeability=50 md and kv/kh=1.0 (except for high permeable streak) 
𝑇=90°F and 𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙=1500 psia 
𝑆𝑤
𝑖𝑛𝑖𝑡𝑖𝑎𝑙  =0.65, 𝑆𝑜
𝑖𝑛𝑖𝑡𝑖𝑎𝑙  =0.35, Initial salinity (meq/mL)=0.10 
Initial oil composition:      N2=0.0%;  C10 =30.0%;   C15=40.0%;   C20=30.0% 
EACN of oil composition: N2=0;        C10 =10;         C15=15;         C20=20 
Formation compressibility =3× 10−6 1/psi  
* 1, 2, and 3 represent water/microemulsion, oil, and gas phases, respectively 
 
Table 6-13: Relative permeability model parameters (Case S4)  
𝑺𝟏𝒓𝟐
𝑳 = 𝑺𝟏𝒓𝟑
𝑳  0.20 𝑺𝟑𝒓𝟏
𝑳 = 𝑺𝟑𝒓𝟐
𝑳  0.35 
𝑺𝟐𝒓𝟏
𝑳   0.35 𝑺𝟐𝒓𝟑
𝑳  0.25 
𝒌𝒓𝟏𝟐
𝟎𝑳 = 𝒌𝒓𝟏𝟑
𝟎𝑳  0.12 𝒌𝒓𝟑𝟏
𝟎𝑳 = 𝒌𝒓𝟑𝟐
𝟎𝑳  0.90 
𝒌𝒓𝟐𝟏
𝟎𝑳  0.70 𝒌𝒓𝟐𝟑
𝟎𝑳  0.70 
𝑪𝟏𝟏𝟐
𝑳 = 𝑪𝟏𝟏𝟐
𝑳  2.00 𝑪𝟏𝟑𝟏
𝑳 = 𝑪𝟏𝟑𝟐
𝑳  2.50 
𝑪𝟏𝟐𝟏
𝑳  2.16 𝑪𝟏𝟐𝟑
𝑳  2.70 
𝑪𝟏𝒋𝒊
𝑯 , j,i=1,2,3 1.0 𝑪𝟐𝒋𝒊
𝑳 = 𝑪𝟐𝒋𝒊
𝑯 , j,i=1,2,3 0.0 
𝑺𝒋𝒓𝒊
𝑯 , j,i=1,2,3 0.0 𝒌𝒓𝒋𝒊
𝑯 , j,i=1,2,3 1.0 
𝒃𝒋, j=1,2,3 0.0 Gas hysteresis parameter (𝜶𝟑) 6.0 








Table 6-14: Surfactant, microemulsion, and foam model parameters (Case S4) 
UT-Foam model parameters 
𝑅𝑟𝑒𝑓 = 200; 𝑆𝑤
∗ = 0.3; 𝑆𝑜
∗ = 0.25; 𝐶𝑠
∗ = 0.001;  = 0.01;  𝜎 = 1; 𝑢𝑔,𝑟𝑒𝑓 = 1 (𝑓𝑡/𝑑𝑎𝑦) 
Surfactant parameters 
Surfactant compressibility (at P=14.65 psia) = 0.; CMC=0.001;  
IFT model parameter (Huh, 1979) =0.3 
Compositional aqueous phase viscosity parameter: 𝛼𝑣1 = 1.5; 𝛼𝑣2 = 1.3; 𝛼𝑣3 = 3.0; 𝛼𝑣4 = 𝛼𝑣5 = 1.  
Oil composition effect on microemulsion phase behavior (Two sets of parameters vs. EACN) 
1st solubility experiment parameters: 2nd solubility experiment parameters: 
# of hydrocarbon components in experiment: 1 # of hydrocarbon components in experiment: 1 
EACN1=10 EACN1=20 
𝐶𝑆𝐸𝑂𝑃,1 = 0.26; 𝜎0 = 25; 𝜎1 = 40; 
(𝐶𝑆𝐸𝑈 − 𝐶𝑆𝐸𝐿)1 = 0.2 
𝐶𝑆𝐸𝑂𝑃,1 = 0.30; 𝜎0 = 8; 𝜎1 = 18; 
(𝐶𝑆𝐸𝑈 − 𝐶𝑆𝐸𝐿)1 = 0.3 
Hydrocarbon dissolution vs. surfactant concentration 
𝑪𝒔(
𝐥𝐛𝐦 𝐬𝐮𝐫𝐟𝐚𝐜𝐭𝐚𝐧𝐭
𝐥𝐛𝐦𝐰𝐚𝐭𝐞𝐫 − 𝐡𝐲𝐝𝐫𝐨𝐜𝐚𝐫𝐛𝐨𝐧 𝐬𝐨𝐥𝐮𝐭𝐢𝐨𝐧
) 
Component partition coefficient 
N2 C10 C15 C20 
0.10 0.0 0.0008 0.0008 0.0008 
0.20 0.0 0.0020 0.0020 0.0080 
0.70 0.0 0.0080 0.0115 0.0115 
0.99 0.0 0.0115 0.0115 0.0115 





Oil RF (%) 
Surfactant slug Drive 
S4A 1% SI Water Not applicable 13.62 
S4B-1 
1% SI  WAG 
No 25.85 
S4B-2 Carlson Model 27.28 
S4B-3 UTHYST Model 28.93 
S4C-1 
1% SI 0.1% SAG 
No 30.29 
S4C-2 Carlson Model 30.63 
S4C-3 UTHYST Model 36.12 
S4D-1 
1% SI 0.1% CoInj 
No 38.36 
S4D-2 Carlson Model 38.55 
S4D-3 UTHYST Model 38.69 
* SI: Low-tension surfactant, SF: Foaming surfactant; WAG: water alternate gas; SAG: 






Figure 6-22: Oil recovery for different processes listed in Table 6-15 (Case S4) 
 






Figure 6-24: Phase-2 (oil) saturation distribution for three cases after 5 PV injection (high permeable streak 
highlighted in red box). Saturation and relative permeaiblity profiles of grid-block M (5,1,1) highlighted in purple are 






Figure 6-25: Average phase-3 (gas) saturation within WAG and SAG processes including UTHYST model (Case 
S4B and S4C) 
 
 







Figure 6-27: Phase-3 (gas) relative permeability (solid line) and normalized trapped saturation (dash line)  in Case 
S4B-3 for grid-block M 
 





 SUMMARY AND CONCLUSION  
In Case S1, we used IPARS simulator and highlighted the importance of including a parametrized-
level relative permeability model on the decision making of an EOR process. We also addressed 
the requirement of incorporating a particular set of relative permeability parameters in two-phase 
flow. We ran a multicycle N2-WAG injection scheme and applied the UTKR3P model. The 
example included a sensitivity analysis to study the impact of relative permeability parameters on 
oil recovery. We showed that incorporating the parameterized relative permeability model 
provides a ranking tool that can assist in uncertainty quantification and history matching. we also 
demonstrated that two-phase relative permeability for two different fluid pairs do not have a unique 
contribution. For example, oil endpoint relative permeability in two-phase oil-water and oil-gas 
must be included separately in reservoir simulation.  
In Case S2, we used IPARS simulator and emphasized on the crucial role of hysteresis and 
capillary trapping in the design of gas storage/EOR processes. We performed a multicycle 
immiscible WAG injection scheme in the compositional mode and demonstrated that the degree 
of gas stranded in the reservoir significantly varies with and without including the hysteresis effect. 
We also showed the severe reduction of well injectivity (i.e., both for water and gas) when the 
hysteresis effect was included. 
In Case S3, we used UT-DOECOE simulator and addressed the impact of capillary 
trapping and hysteresis on a CCUS process (i.e., coupled CO2-EOR and sequestration). The results 
of the tapered WAG injection scheme confirmed that hysteresis has a pronounced effect on CO2 
inventory, CO2 utilization factor, reservoir pressurizing, and oil recovery. It also implies that 
including the hysteresis effect in reservoir modeling of natural gas storage processes significantly 
affects the techno-economic performance of the operation.  





gas flooding as implemented into UT-DOECO2 simulator. Here, two different surfactants are 
modeled to (i) mobilize oil by ultra-low interfacial tension and (ii) control gas mobility by 
generating in-situ foam. We illustrated the incorporation of UTHYST model to generate cycle-
dependent relative permeability in multicycle processes such as WAG and SAG. The simulation 
results showed that gas relative permeability of a designated grid-block could be reduced by as 





 Conclusions and Recommendations for Future Research 
 SUMMARY 
In this dissertation, we covered three subjects: three-phase relative permeability, three-phase 
hysteresis, and compositional relative permeability modeling. According to the objectives stated 
in Chapter 1, the main contributions of this study are listed as follows on the order of the presented 
chapters. 
1) Currently, the existing three-phase relative permeability models do not adequately capture the 
fundamentals of fluid flow behavior (i) in intermediate-wet/oil-wet media, (ii) in extreme 
saturation regions, and (iii) in saturation-history dependent processes. In addition, the widely 
used relative permeability correlations (iv) are applied to a particular phase(s) and (v) do not 
include the compositional effects explicitly. 
2) We investigated the impact of rock geometry and topology, spreading coefficient, and rock 
wettability on the existence of a stable fluid layer in three-phase flow.  
3) We developed and validated a three-phase relative permeability model (i.e., UTKR3P) 
including the recommended features that do not hold in any other relative permeability models. 
4) We investigated the validity of the UTKR3P model both mathematically and physically. The 
functional form of the formulation and the derivative (i.e., both analytically and numerically) 
of UTKR3P model are valid over the entire saturation space. From a mathematical perspective, 
we examined the variation of relative permeability for several saturation paths spanned over a 
broad range of saturation space. In the absence of discontinuities due to physical phenomena, 
we did not observe any inconsistent relative permeability curves.  
5) We evaluated the impact of wettability on the curvature of isoperms in saturation space. We 
demonstrated the significant impact of residual saturation estimation on the behavior of 





6) We developed and validated a three-phase hysteresis model (i.e., UTHYST) applicable to 
multicycle processes. The main contribution of UTHYST model is to calculate capillary 
trapping both in increasing and decreasing saturation directions. We assessed the capability of 
the UTHYST model to generate cycle-dependent relative permeability curves.  
7) We included the impact of compositional variation of trapped saturation to the UTHYST 
model. This option captures the non-monotonic behavior of capillary trapping. The non-
monotonicity can be due to the significant compositional exchange (e.g., solubilization or 
vaporization) between the trapped and displacing fluids.  
8) We developed a simple saturation-direction-identification procedure including a saturation 
tolerance parameter. Including the tolerance parameter reduces the number of saturation 
direction switching when simulation results yield to an oscillation of the saturation values due 
to the numerical instabilities. The redundant number of alternative saturation directions is 
computationally expensive and not physically required. This leads to have slow- or non-
convergence simulation and must be avoided. As the tolerance parameter increases, the number 
of switches between saturation directions decreases.  
9) The developed UTKR3P and UTHYST models were implemented into two in-house 
compositional reservoir simulators: IPARS and UT-DOECO2. We verified the implemented 
models in both simulators. 
10) We examined the impact of two-phase parameters on the performance of the UTKR3P model 
in the modeling of an immiscible WAG process. 
11) We demonstrated the significant effect of hysteresis in gas inventory and retention for a CCUS 
process. This task was accomplished by applying the integrated UTKR3P and UTHYST 
models.  





method in which two surfactants are modeled to (i) mobilize oil by ultra-low interfacial tension 
and (ii) control gas mobility by generating in-situ foam.  
13) We developed a general framework for modeling the compositional relative permeability. The 
developed framework unifies thermodynamics, petrophysics, and geochemistry to enhancing 
the modeling of relative permeability. The general framework was applied to the aqueous 
phase and hydrocarbon phases. 
14) We examined the UTPGE framework for several fluid systems and obtained the consistent and 
continuous relative permeability curves within the entire composition space.  
 CONCLUSIONS 
We conclude the followings based on the compelling facts presented in Chapter 2 and this research 
in Chapters 3-6. 
 Three-phase relative permeability  
1) Careful study of available relative permeability models gave a wrong isoperm curvature 
compared to the measured three-phase relative permeability in intermediate-wet state (Oak, 
1991). The curvature was correctly represented with the UTKR3P model.   
2) The UTKR3P model is a versatile, simple, and flexible in the selection of wettability states. 
The proposed model was validated against the intermediate- and oil-wet laboratory data in 
addition to water-wet condition. The free parameter b in residual saturation formulation varies 
as the rock wettability alters. 
3) We demonstrated that the UTKR3P model captures the saturation-path dependency using the 
dependency of residual saturation to the probed saturation trajectory. 
4) Our detailed investigation of fluid spreading at low saturation region revealed that the fluid 
spreading is non-monotonic even in a pore scale. In addition, the spreading is both pore-





5) We showed that the UTKR3P model captures the inverse S-shape relative permeability curve 
of the non-wetting fluids in an intermediate-wet state. 
6) There is always only one fitting parameter per phase (𝑏𝑗, 𝑗 = 1, 2, 3). The other required 
parameters of the UTKR3P model are process dependent. If a capillary-dominated flow is 
modeled, maximum nine parameters per phase are required (i.e., four pairs of two-phase 
quantities (i.e., 𝑘𝑟𝑗𝑖
0 , 𝐶1𝑗𝑖, 𝐶2𝑗𝑖 , 𝑆𝑗𝑟𝑖  𝑗 ≠ 𝑖) extracted from two-phase measured relative 
permeability data and one critical saturation (𝑆𝑗𝑐)). The minimum number of the required 
parameters is three per phase (i.e., 𝑘𝑟𝑗
0 , 𝐶1𝑗, 𝑆𝑗𝑟). If the optional high trapping number region in 
saturation space is modeled, maximum three other parameters per phase are required (i.e., 
𝑁𝑇𝑗 , 𝑇𝑗 , 𝜏𝑗).  
 Three-phase hysteresis 
7) We illustrated that incorporating the hysteresis effect in modeling multicycle processes 
captures the reduction of well injectivity. In addition, it was demonstrated that the Land 
coefficient in initial-trapped saturation relationship varies in multicycle processes. In addition, 
the Land coefficient varies as the rock wettability changes. 
8) The proposed methodology to identify the saturation direction of each phase within the 
multicycle processes is simple and fast. The selection of the tolerance parameter imposes a 
trade-off between accuracy of reproducing the physical behavior of fluid displacement and the 
computational cost of identifying the saturation direction. 
9) Our three-phase hysteresis model contributes in generating a set of cycle-dependent relative 
permeability curves for multicycle processes. The dynamic relative permeability curves from 
the UTHYST model ensures three characteristics of capillary trapping in multicycle processes 
including (i) the monotonic behavior, (ii) the effect of the conjugate phase, and (iii) the 





10) The UTHYST model has three input parameters per phase with hysteresis effect 
(𝐿𝑗 , 𝑆𝑐𝑗, and 𝛼𝑗) where only one parameter is a matching parameter (𝛼𝑗).  
 Compositional relative permeability 
Accurate modeling of the composition demanding processes requires a consistent and continuous 
relative permeability curves over the entire saturation and composition spaces. Fluids may involve 
in an extensive compositional exchange with their surroundings in EOR processes. For example, 
the interactions of aqueous phase with solid rock, liquid and gaseous hydrocarbon and non-
hydrocarbon phases affects the overall performance of a diverse range of processes such as low-
salinity water flood and CO2 sequestration in saline aquifers. In addition, the complex fluids have 
remarkable compositional variation and yield uncertainty in modeling fluid displacement.  
Relative permeability is composition dependent. In the absence of capillary desaturation 
effect and regarding incorporating a general inclusion of compositional effects on relative 
permeability few attempts have been made. When an aqueous system dynamically exchanges 
components with solid/liquid/gas phase within geochemical reactions, gas solubility, and water 
evaporation, the relative permeability varies even though the effective IFT required in the capillary 
desaturation curve may not be held.  
11) Both bulk and interphase compositions impact relative permeability. While the bulk-phase 
composition changes the relative permeability of a specified phase, the interacting fluids with 
that phase also affect its relative permeability (viz., different relative permeability parameters 
for a specified fluid when is displaced with two separate phases). It implies that the interphase 
composition must be included in composition-dependent relative permeability modeling. 
12) Coupling relative permeability and fluid phase behavior is an effective technique to incorporate 
the compositional effects together with the effects of pressure and temperature into fluid 





represent phase behavior of the fluid system and is in par with the imposed criteria to the 
reservoir simulation grid-blocks (i.e., holding a constant pressure and temperature). 
13) We showed that the GFE of all fluid systems we studied is unconditionally continuous 
particularly when phases appear/disappear. More specifically, the GFE is continuous when a 
fluid composition passes through a path starting from a two-phase, to a three-phase, and finally 
to another set of two-phase flow. 
14) We highlighted that the GFE of phases may have a non-monotonic behavior for a specific 
pressure, temperature, and composition conditions. A complementary quantity to completing 
the composition-dependent relative permeability modeling is required. We concluded that the 
interface composition as represented by IFT is an appropriate parameter in modeling three-
phase relative permeability in compositional model. 
15) We believe that pressure and temperature can impact relative permeability depending on the 
fluid composition and rock property. We noticed that temperature may significantly change 
the GFE of the aqueous phase. 
16) The apparent standard partial molal GFE of electrolyte solution is pressure and temperature 
dependent. We demonstrated that neglecting this quantity particularly for anions such as sulfate 
ion in the aqueous phase yields to an inaccurate GFE value. We also demonstrated that the 
reference-state GFE of components are pressure- and temperature- dependent quantities and 
should not be neglected in the GFE calculation. 
17) The published approaches for modeling low-salinity water flood are incomplete. They do not 
include the impact of each electrolyte in the aqueous solution and exclude the effect of 
temperature. Our framework is general and includes the effect of each electrolyte explicitly, 
temperature, and pressure in modeling aqueous relative permeability. 





interrelated (i.e., linear relationship) and that one may substitute the more computationally 
expensive molar GFE calculation with ionic strength. 
19) We illustrated that the integrated GFE-IFT modeling approach yields a more accurate relative 
permeability than GFE approach when two-phase relative permeability parameters are 
dissimilar or when a non-monotonicity is observed in the GFE of phase(s). 
20) We confirmed that the UTPGE framework can be applied to calculate compositional relative 
permeability within several EOR processes including near-critical fluids in two- and two-phase 
flow. We also showed that the proposed framework can be applied to provide representative 
SCAL data when the laboratory and field conditions (pressure, temperature, or composition) 
differ. 
 RECOMMENDATIONS FOR FUTURE WORK 
In the following, we review some unresolved issues that could be a continuation of this work and 
confirm a more accurate representation of the three-phase flow in porous media. The 
recommendations are categorized to three-phase relative permeability, three-phase hysteresis, and 
composition-dependent relative permeability modeling. 
 Three-phase relative permeability modeling 
1) Relative permeability is a second-order tensor and scale-dependent. In multiphase flow, fluid 
configuration, as represented by fluid saturation in core-scale, may impact the in-situ 
anisotropy in porous media. This statement highlights the importance of incorporating a 
variable relative permeability in different coordinates in three-dimensional anisotropic models. 
This methodology alleviates the application of mathematical models to upscale relative 
permeability when transferring on the boundaries of scales of interest, from pore- to core- to 
field-scale. 





essence of laboratory measurements and modeling is required. The impact of rock mechanics 
effects on relative permeability may become crucial in particular applications in which pore 
structure varies.  
3) Currently, the capillary desaturation effect has not thoroughly been examined in three-phase 
flow. Hence, we excluded the impact of displacing phase on trapping-number dependent 
quantities. In particular, the same capillary desaturation curve is assigned when either water or 
gas displaces oil. A pragmatic approach to correctly select the in-situ displacing phase must be 
developed. Also, two measured desaturation curves are required to complete modeling of 
capillary desaturation effect in the three-phase flow. 
4) The compositional effect on b parameter in the three-phase residual saturation may be crucial 
when there is significant mass transfer and must be further investigated.  
5) An integrated capillary pressure and relative permeability model is crucial in modeling three-
phase flow. We recommend to use a reliable three-phase capillary pressure model applicable 
in both saturation and composition spaces. 
 Three-phase hysteresis modeling 
6) A detailed modeling and experimental validations are required to include the impact of 
mobilization of trapped fluids when there is a meaningful composition exchange between 
displacing and trapped fluids. 
7) Conjugate phase definition is arbitrary and constant in current version of the UTHYST model. 
Further laboratory examinations are recommended to accommodate a practical method for the 
selection of conjugate phase within various wettability conditions. 
8) A methodology must be developed for the calculation of maximum trapped saturation (𝑆𝑗𝑡
𝑀) 
based on rock properties such as pore morphology, size/throat distribution, and wettability. 
Assigning the 𝑆𝑗𝑡





an input parameter in reservoir simulation studies. Although there have been attempts to relate 
the microscopic phase trapping to the macroscopic Darcy-scale porosity, the scattered in 𝑆𝑗𝑡
𝑀 is 
not acceptable. Furthermore, microporosity does not contribute to fluid trapping.  
9) Investigate the trapping behavior within a multicycle process in unconsolidated rocks.  
 Composition-dependent relative permeability modeling 
10) While this study advocates the impact of geochemical reactions on relative permeability 
through a composition-dependent relative permeability model, measurements are required to 
further investigate the geochemical-dependent relative permeability. 
11) Include capillary pressure term in the functional form of the integrated GFE and IFT 
formulation to enhancing relative permeability modeling. It then necessitates capillary pressure 
to explicitly be added to phase behavior modeling in compositional simulation.  
12) Develop a more mechanistic interpolation scheme based on additional laboratory data to 
enhance the modeling of relative permeability using the integrated GFE-IFT. 
13) Study the complex fluids (e.g., fluids involved in significant wax/asphaltene precipitation, 
compositional grading reservoirs, and surfactant flood) using the UTPGE framework. 
14) Develop an electrolyte EOS (eEOS) that spans the entire composition space and covers typical 






Appendix A: Terminology 
In this appendix, we present the terminology of typical parameters in petroleum literature as have 
been used in this dissertation. Some of these parameters are equivocal, and the author adopts a 
convention to define the parameters and apply them in a consistent matter. The definitions are 
sorted in an alphabetical order. 
CAPILLARY AND TRAPPING NUMBER 
The capillary number expresses the ratio of viscous to capillary forces. It addresses the active 
forces counteracting on trapping-remobilization of a trapped phase in porous media. Many 
variations of the capillary number definition have been published focusing on impacting 
parameters on both viscous and capillary forces including, but not limited to, rock permeability, 
porosity, contact angle, viscosity, fluid velocity, IFT, phase potential, and phase relative 
permeability (Brownell & Katz, 1947; Delshad et al., 1987; Green & Willhite, 1998; Jerauld, 
1997b; Moore & Slobod, 1955; Pennell et al., 1996). 
 As the capillary number increases either through lowering the effective capillary forces or 
increasing the viscous forces on the displaced phase, there is a critical value beyond which the 
trapped saturation decreases precipitously— capillary-desaturation effect. This important effect 
may be recognized as a process in which effective forces on the trapped phase play the primary 
role and mass-transfer has a secondary effect. Although interphase mass transfer changes the IFT 
between displacing-displaced fluid, it has a distinguished contribution on particular fluid 
displacements as discussed in Capillary trapping in Chapter 2. 
The dimensionless Bond number represent the magnitude of the gravitational to capillary 
forces (Perry & Chilton, 1973). The trapping number integrates gravitational forces with viscous 





remobilization excluding interphase mass transfer and spreading effect (see Fluid spreading). The 
trapping number couples the Bond number with the capillary number. For a general case where 
the active gravitational and viscous forces on the displaced phase are not collinear, the trapping 




. [∇⃗ Ф𝑖 + 𝑔(𝜌𝑖 − 𝜌𝑗)∇⃗ 𝐷]|
𝜎𝑗𝑖
,    i = phase m or l. Eq. A- 1 
where the term inside the bracket of the nominator expresses the coupled viscous and gravitational 
forces, and all the parameters are defined in Glossary. 
Accurate representation of fluid flow in a heterogeneous and anisotropic porous medium 
requires the full tensor permeability. Rather than conventional approach of selecting the principal 
directions of permeability tensor on the axes of modeling coordinate system, we then require 
additional elements to treat the permeability tensor. Moreover, the x-y-z coordinate of the porous 
medium can be obtained by a two-level rotation of the planes of the coordinate system.  
CONTACT-ANGLE HYSTERESIS 
The contact-angle hysteresis is a natural phenomenon and plays a key role in many industrial 
processes particularly in chemical and metallurgical applications (De Gennes et al., 2004). It 
refers to the difference between the contact angles in advancing and receding processes at a 
particular velocity (Eral et al., 2013). In petroleum industry, it is equivalent to the hysteresis 
existing between the increasing non-wetting fluid saturation and the increasing wetting fluid 
saturation processes (Morrow, 1975). The static contact-angle hysteresis addresses the difference 
between the maximum (advancing) and the minimum (receding) contact angles at zero velocity. It 
may approach to as high as 100° (Morrow, 1975) and induces a local minimum on the Gibbs free 
energy (Marmur & Bittoun, 2009). Depending on the capillary number, viz., fluid velocity, the 





contact angle hysteresis is controlled by several pore-scale parameters including local wettability 
heterogeneity, pore topology (surface roughness), and the aqueous and oil compositions and 
contaminations (to alter rock wettability) (Adamson, 1960; Morrow, 1975; Paterson et al., 1998; 
Yang et al., 1999).  
EOR AND IOR 
The EOR techniques constitute of thermal, chemical, solvent, and microbial injection methods. 
EOR mainly contributes to any injection method by which the hydrocarbon recovery or the field 
economic improves. 
Improved oil recovery (IOR) is a general term and refers to any activity to effectively 
increase the in-place hydrocarbon recovery or production rate. The IOR must explicitly meet the 
predefined economic criteria of a particular field. Not only does the IOR encompasses the EOR 
but also covers any reservoir management technique contributing to the continued/elevated 
production rate and hydrocarbon recovery. The reservoir management techniques constitute the 
water management, injection and production management, in-fill drilling, well-stimulation, smart 
wells, and conformance control among others. 
The starting point of EOR/IOR conventionally was speculated at the end of the primary 
and secondary production schemes. The secondary production addresses the activities to maintain 
the reservoir pressure over the range of a desired production. From a more recent perspective, 
however, the EOR/IOR methods may start along with the primary production from a green field. 
FLUID CONFIGURATION IN MULTIPHASE FLOW: LAYERING VS. TRAPPING 
Fluid configuration and spreading in multiphase displacement is strongly related to rock 
wettability, pore structure, and equilibrium spreading coefficient (Øren & Pinczewski, 1995; van 
Dijke & Sorbie, 2002). The fluid distribution in porous media is achieved by a balance between 





implications on the fluid spreading and film flow in porous media.  
Phase trapping and film flow (see Layer drainage) are common phenomena in low 
saturation region and have implications on fluid recovery. Investigators have identified the layer 
drainage (or film flow) for the intermediate phase such as oil in a water-wet rock. The layer-
drainage depends on pore structure, contact angles, and rock wettability. If the film flow does not 
occur, however, the flowing phase becomes disconnected and eventually trapped. It is therefore 
crucial to identify the possibility of layer drainage in porous media. Presumption of a layer 
drainage is common in relative permeability modeling. As we will show, however, existence of 
layer drainage depends upon the rock wettability and pore geometry. In the following, we conduct 
an analytical study to investigate the possibility of layer-drainage existence as the rock wettability 
changes.  
The necessary condition for film flow (i.e., the existence of a fluid layer (in this case PH-
2) sandwiched between two other fluids in pores where PH-1 is the wetting fluid) is based on the 
geometrical relationship between the pore corner angle (2β) and the fluid contact angles (Figure 
A-5). Assuming that there is only one curvature exists in the plane of the wedge and the contact of 
PH1-PH2 interface with the solid does not coincide with the PH3-PH2 contact, one may derive the 
required condition for the existence of a continuous layer of PH-2 as (DiCarlo et al., 2000; 
Fenwick & Blunt, 1988; Øren & Pinczewski, 1995), 
 𝜃21 + 𝛽 <
𝜋
2
 and 𝜃23 + 𝛽 <
𝜋
2
. Eq. A-2 
Eq. A-2 implies the significance of contact angles on fluid spreading, fluid displacement, 
and pore filling. Dynamic contact angle measurement is a tedious task is laboratory. Consequently, 
researchers identified correlations to evaluate contact angles that fulfill the required relationship 





Osterhof, 1927; Øren & Pinczewski, 1994; Zhou & Blunt, 1997). Contact angles between non-
wetting fluid (PH-3) and either of other fluids (PH-1 and PH-2) can be determined based on the 
coupling of equilibrium spreading coefficient and contact angles between more wetting fluids (van 












𝑒𝑞 + 2𝜎21)𝑐𝑜𝑠𝜃21 + 𝐶𝑠2




 is the equilibrium spreading coefficient, viz., 𝐶𝑠2
𝑒𝑞 = min (0, 𝐶𝑠2
 ) (Rowlinson & 
Widom, 1989). 
Next, we investigate the impact of pore geometry on the fluid configuration and fluid 
spreading capacity in a simple analytical analysis. We evaluate the maximum allowed pore angle 
(max(2𝛽)) within which a stable fluid layer exists. We vary IFTs between two fluid pairs 
(𝜎12 𝑎𝑛𝑑 𝜎23  ∈ [0,60] 𝑚𝑁/𝑚), fix the third fluid-pair IFT (𝜎13 = 72 𝑚𝑁/𝑚), and use a value of 
10° as the constraint for pore half-angle (possible range of half contact-angle: 10° < 𝛽 < 80°). 
Figure A-1 shows the variation of maximum half-angle of the pore corner with IFTs and 
the equilibrium spreading coefficient (𝐶𝑠2
𝑒𝑞
). It implies that as the IFT of one fluid pair increases, 
only a narrower range of pore angles provide fluid-layer spreading. Also, the spreading in wider 
angle pores are only accessible through a high spreading coefficient, viz., when equilibrium 
spreading coefficient approaches zero.  
Figure A-2 to Figure A-4 assess the fluid-layer-spreading in pores with variable geometry 
and fluid contact angles. They compare the variation of maximum half-angle of the pore corner 
with one fluid-pair IFT (𝜎12) and the contact angle (𝜃12) while keeping two other IFTs (𝜎13 and 
𝜎23) constant. The other required contact angles are evaluated based on Eq. A-2. These figures 
imply that the spreading of a fluid-layer has non-monotonic behavior even on the pore scale. 





state. This observation is consistent with the experimental results (Abdallah et al., 2007; DiCarlo 
et al., 2000; Iglauer et al., 2013). They confirm that for the fixed IFTs, the fluid layer form only 
on the sharp pore corners as 𝜃12 increases. Besides, as 𝜎23 decreases, only a small window of 
equilibrium spreading coefficients exist in which fluid-layer may form at a wide range of pore 







Figure A-1: Variation of the maximum allowed half-angle of the pore corner (10° ≤ max(β) ≤ 80°) in which a stable 
oil (fluid 2) layer forms in multiphase displacement in a water-wet (PH-1) porous media (Note: fixed 𝜎13 = 72 𝑚𝑁/𝑚). 
A) variation of pore corner half-angle with two IFTS (𝜎12 and 𝜎23  ∈ [0,60] 𝑚𝑁/𝑚) in the upper triangle where the color 
map shows max(β). B) variation of pore corner half-angle with equilibrium spreading coefficient (due to variation of 









Figure A-2: Variation of maximum half-angle of the pore corner (10° < max(β) < 80°) leading to the formation of a 
stable oil (PH-2) layer in multiphase displacement with varying wettability (oil-water contact angle) (0° ≤ θ12 ≤ 90°). 
(Note: fixed σ13 = 72 mN/m and σ23  = 15 mN/m): A) variation of pore corner half-angle with contact angle and one 
IFT where the color map shows max(β); B) variation of pore corner half-angle with contact angle and equilibrium 








Figure A-3: Variation of maximum half-angle of the pore corner (10° < max(β) < 80°) leading to the formation of a 
stable oil (PH-2) layer in multiphase displacement with varying wettability (oil-water contact angle) (0° ≤ θ12 ≤ 90°). 
(Note: fixed σ13 = 72 mN/m and σ23  = 30 mN/m): A) variation of pore corner half-angle with contact angle and one 
IFT where the color map shows max(β); B) variation of pore corner half-angle with contact angle and equilibrium 








Figure A-4: Variation of maximum half-angle of the pore corner (10° < max(β) < 80°) leading to the formation of a 
stable oil (PH-2) layer in multiphase displacement with varying wettability (oil-water contact angle) (0° ≤ θ12 ≤ 90°). 
(Note: fixed σ13 = 72 mN/m and σ23  = 60 mN/m): A) variation of pore corner half-angle with contact angle and one 
IFT where the color map shows max(β); B) variation of pore corner half-angle with contact angle and equilibrium 








In petroleum engineering and hydrology, it is generally believed that the mere role of wettability 
state on two-phase flow is replaced by interaction between the wettability (fluid/solid) and 
spreading coefficient (fluid/fluid) or directly contact angle and IFT for three-phase flow (Abdallah 
et al., 2007; Øren & Pinczewski, 1994; van Dijke & Sorbie, 2002). Three-phase displacement 
processes and pore-scale mechanisms in physically etched micromodels revealed that fluid 
configurations can be categorized based on the phase spreading coefficient (Cs) defined as a 
balance of interfacial tensions (Abdallah et al., 2007; Adamson, 1960; Øren & Pinczewski, 
1995):     
 𝐶𝑠2 = 𝜎13 − (𝜎12 + 𝜎23), Eq. A-4  
where 𝜎𝑖𝑗 denotes IFT between phases i and j. Phase spreading may further be characterized as 
initial (𝐶𝑠2
𝐼 ) and equilibrium coefficients (𝐶𝑠2
𝑒𝑞
). The initial spreading coefficient is based on fluid-
pair IFTs measured without interference from the third phase. The equilibrium (or effective) 
spreading coefficient, however, represents the system has reached thermodynamic equilibrium 
(i.e., interactions of IFT pairs at the presence of the third fluid are considered (Zhou & Blunt, 
1997)). 
Three situations are discernable: (i) if 𝐶𝑠2
𝐼 < 0, a three-phase contact line exists, viz., non-
spreading system. Otherwise, (ii) if 𝐶𝑠2
𝑒𝑞 ≈ 0, a macroscopically thick and stable and hydraulically 
conductive film of phase 2 forms between the wetting- and non-wetting-phases (phase 1 and phase 
3, respectively); or, (iii) if 𝐶𝑠2
𝑒𝑞 < 0, only a molecular film is formed (Sahni et al., 1998; Zhou & 
Blunt, 1997). 
In a non-spreading oil case, oil is wetting relative to gas and water or gas could be the 
wetting phase in non-water wet media depending on gas-water contact angle. This demonstrates 





wettability condition, oil is always the wetting phase to gas and cannot be named as a non-wetting 
phase in three-phase conditions. In oil-wet pores, oil is wetting relative to other phases and gas 
and water are not in direct contact (Øren & Pinczewski, 1995; van Dijke et al., 2001). However, 
gas is not necessarily the non-wetting phase. The gas-water contact angle, identified by the 
difference between oil-water and gas-oil IFTs, determines the intermediate-wetting phase in oil-
wet rocks (van Dijke et al., 2001). If oil-water IFT is larger than that of gas-oil, then gas and water 
phases behave as intermediate- and non-wetting phases, respectively (i.e., water repellent) with an 
apparent gas-wetting characteristic. In a water repellent system, both oil and gas preferentially are 
the wetting fluids than water (Oak, 1992; Schneider & Owens, 1970; Tang & Firoozabadi, 
2000). 
LAYER DRAINAGE  
Layer drainage (or film flow) states that oil resides between gas in the center of a pore and water 
attached to the rock surface. The oil saturation is proportional to the occupied oil layer area. 
Relative permeability is proportional to the square of the area filled with oil (hydrodynamic 
conductance and Poiseuille type flow in the pipe-like domain (Dullien, 1992). As a result, 𝑘𝑟𝑜 ∝
𝑆𝑜
2 (Blunt, 2000; DiCarlo et al., 2000). This sandwiched oil keeps its continuity and very-low 
mobile oil saturation is achieved though the production rate is quite low. Gas plays a critical role 
in this behavior: the lower the amount of injected free gas, the higher residual oil saturation. Note 
that water in non-water-wet samples, however, does not show the quadratic form and becomes 
trapped. It is due to the fact that water possesses a negative equilibrium spreading coefficient in 
non-water media.  
IONIC STRENGTH  
In order to calculate a solution activity with the dissolved ions, the ionic strength is an important 





to measure the concentration of all ions in the solution where the dissolved compound dissociate 
into ions. In general, the ionic strength of solution is defined as, 




, Eq. A- 5 
where 𝑧𝑖 is valence of ion and 𝑚𝑖 is ion molality and the summation is over all ions in solution. 
For example, for a mixture of anionic surfactant and salts, e.g., sodium dodecyl benzenesulfonate 






= 0.5 × {𝑚𝑅𝑆𝑂3− +𝑚𝑁𝑎+ +𝑚𝑁𝑎+ +𝑚𝑐𝑙− + 4𝑚𝐶𝑎2+ + 2𝑚𝑐𝑙−} 
                                               = 𝑚𝑅𝑁𝑎𝑂3𝑆 +𝑚𝑁𝑎𝐶𝑙 + 3𝑚𝐶𝑎𝐶𝑙2. 
If complete water analysis is not acceptable- ionic composition of the aqueous phase is 
unknown or unreliable- one could estimate ionic strength by means of electrical conductivity 
and/or total dissolved solids (TDS). Griffin and Jurinak (1973) suggested the following relation: 
𝐼 = 1.6 × 10−5 × 𝑆𝐶   (𝑖𝑓 𝐼 < 0.5), where SC is specific conductance in 𝜇𝑆/𝑐𝑚. Langelier (1936) 
proposed using TDS (𝑚𝑔/𝐿), 𝐼 = 2.5 × 10−5 × 𝑇𝐷𝑆. 
GAS UTILIZATION FACTOR 
In the gas injection context, the optimal utilization of the injecting fluid is a critical parameter in 
the technical-economic assessment of the implemented process. For example, in the CCUS 
process, one desire to efficiently store the CO2 in natural subsurface resources and increase 
hydrocarbon recovery. The natural resources to sequester the significant amount of CO2 include 
hydrocarbon reservoirs and deep saline aquifers. The efficient utilization of the CO2 entails both 











. Eq. A- 6 
A large value of mobility ratio (𝑀𝐷𝑑 > 1) is unfavorable for fluid displacement resulting 
in viscous fingering of the displacing (injectant) fluid. It is to the extent that a major challenge of 
evolving gas-based EOR methods is poor macroscopic sweep efficiency and microscopic 
displacement efficiency due to adverse mobility ratio. 
Mobility control techniques assist in reducing the mobility ratio and, in turn, suppressing 
the problems associated with the fingering and channeling effect. To diminish the unstable 
displacement via the mobility control agent, one may intend to either reduce the relative 
permeability or increase the viscosity, viz., thickening, of the displacing fluid. Polymers and foam 
are the widely accepted agents to control the liquid injectants. Foams are also applicable to reduce 
the mobility of the gas/steam injectants. 
Conformance control techniques intend to direct the injected fluid preferentially into the 
designated area of the reservoir to reduce bypassing the resident hydrocarbons, particularly in 
heterogeneous reservoirs. The conformance control agents like polymer, the cross-linker gels, and 
foam block or reduce flow of injectant fluid through high permeability streaks and/or natural 
fractures, divert the injectant fluid to low permeability zone and improve sweep efficiency. The 
conformance control treatment is applicable both at the near wellbore and deeper in the reservoir. 
PORE STRUCTURE 
Pore structure as a general terminology includes several pore-related parameters like pore size, 





the fluid flow and dynamics in porous media (Dullien, 1992). In the following, we briefly review 
pore size and topology as being applied in this dissertation.  
Pore size 
The pore-size distribution is a statistical tool to qualitatively relate petrophysical properties as an 
indispensable element of petrophysical characterization of reservoir rocks (Arche, 1950). 
Unfortunately, there is no theoretical definition for the pore size due to the measurement-method-
dependent pore size determination (Dullien, 1992). Pore-size distribution is the probability density 
function (PDF) of a characteristic pore size and returns the pore volume distribution. Based on the 
PDF and the measurement methods, several definitions are discernable as compiled by Basan 
(1997). A widely accepted pore-size distribution definition addresses the incremental pore volume 
versus logarithmic pore-throat radius derived from a mercury injection capillary pressure (MICP) 
curves (Peters, 2012).  
Pore sizes may span a vast spectrum from submicron, viz., micro- and ultra-pores, to very 
large void spaces, viz., vugs or caverns (Dullien, 1992). Pore throat is the narrow pore space 
connecting two larger pore volumes.  
Pore geometry 
Pore geometry is a complex function of (i) pore and throat size, (ii) pore configuration such as 
tortuosity and surface area, (iii) pore particulate system such as sorting, packing, and shape, and 
(iv) the porous system like intergranular, vuggy, and fractured media (Dernaika et al., 2013; 
Dullien, 1992; Wardlaw, 1982).  
Pore topology 
Pore topology reflects the spatial interconnectedness of a porous medium. The network topological 





can flow within a pore network, and coordination number defined as the mean number of pore 
throats emanating from a pore body (i.e., reflecting spatial connectivity of pore space).  
Coordination number as the primary measure of a network topology for regular packing of 
spheres, Berea Sandstone samples, and glass bead packs varies between 1-2 for the non-distinct 
pores to large values for three-dimensional icosahedral lattices (=12) and random Voronoi 
networks filled with polyhedra (≅16). A realistic for coordination number range is 3-8 (Chatzis 
et al., 1983; Dong et al., 2007; Jerauld & Salter, 1990; Yuan, 1981; Zhao & MacDonald, 1993).  
RELATIVE PERMEABILITY 
Relative permeability expresses the reduction factor in a fluid mobility when other fluids exist in 
a porous medium. It acts as a bridge among several inter-related fields of study, e.g., reservoir 
engineering, petrophysics, petrology, and thermodynamics and has pronounced implications in 
EOR applications (Lake et al., 2014) and fluid displacement and recovery. 
Darcy’s law presents the flux of a single-phase in porous media replicating a homogenized 
Navier-Stokes equation (Bear & Bachmat, 1990). A phenomenological extension then made the 
application of this constitutive law possible in multiphase flow modeling through the relative 
permeability term (Wyckoff & Botset, 1936). For the solution of mass balance of phase j in an 
anisotropic and multi-dimensional porous medium (Ω), Darcy’s constitutive law expresses the 
relation between fluid velocity in the direction of flow (𝑢𝑖,𝑗) and fluid potential (Ф𝑗): 𝑢𝑖,𝑗 =
𝜆𝑗 𝜕Ф𝑗 𝜕𝑥⁄  𝑥 ∈ Ω, where 𝜆𝑗 is fluid mobility defined as effective (phase) permeability to fluid 
viscosity (𝜆𝑗 = 𝑘𝑗 𝜇𝑗⁄ ). Relative permeability, in turn, expresses effective permeability as a 
fraction of a base permeability, viz.,  𝑘𝑟𝑗 = 𝑘𝑗 𝐾⁄ , where K is the second-rank permeability tensor 
(Bear, 1972).  
As Standing (1975) noted, the base permeability (𝑘𝑗) is an arbitrary reference parameter 





effective permeability of one of the hydrocarbon phases at connate water saturation.  
ROZ/TZ 
Residual oil zone (ROZ) and transition zone (TZ) are stranded regions in hydrocarbon reservoirs. 
ROZ/TZ primarily includes oil at saturation below water-flooded residual oil saturation. They 
account for a substantial amount of reserve in the hydrocarbon reservoirs of the United States. 
Harouaka et al. (2014) estimated that ROZ/TZ in 5 Permian Basins contain 30.7 Bbbl oil-in-place 
in which oil located below the oil-water-contact is exploited particularly thorough CO2-EOR. It is 
noteworthy that in spite of the emerging CO2-EOR techniques and their potential to recover a 
substantial amount of oil from the ROZ/TZ regions, still more compelling research is required to 
increase the effectiveness of CO2-EOR applications in production from stranded oil zones and 
their associated low-saturation region. 
ROCK WETTABILITY 
Wettability is defined as the relative tendency of one fluid to coat the solid surface spontaneously 
in the presence of the other fluid(s) (Craig, 1971). This crucial parameter in petroleum engineering 
application depends on contact angle between fluids and pore geometry. The wettability preference 
of a flat surface is obtained based on the contact angle between a designated fluid pair. In more 
complicated pore structures in rocks, however, the wettability state is also dependent on the pore 
geometry. As a result, the wettability preference of the petroleum reservoir rock (initially strongly 
water-wet state) may be altered substantially within the displacement process even if the contact 
angles remain constant. Rock wettability alters in various ways making the pore occupancy very 
complicated for the multiphase systems (Kovscek et al., 1993; Morrow, 1990; Treiber & Owens, 
1972). 
The initial wettability state is strongly water-wet. For decades, the petroleum industry 





the siliceous surfaces keep the water affinity. Besides, in reservoir simulation area, a variety of 
reservoir-fluid adjusting parameters along with the complicated task to measure the wettability 
through the reservoir conceal the rock wettability role as a primary impacting parameter.  
In general, wettability in the porous medium may be classified as either homogeneous or 
heterogeneous. The homogeneous case can be categorized by measuring contact angle (CA) as 
water-wet, intermediate-wet (or neutral-wet), and oil-wet. The contact angle is the measure of 
wettability of solid through the denser phase. The range of the contact angle for selecting the 
wettability state, however, is not unique. Tieber et al. (1972) examined the wettability of 55 
reservoirs using the contact angle measurement and found that sandstone reservoirs were 43% 
water-wet, 7% intermediate-wet, and 50% oil-wet. The examined carbonate reservoirs were 8% 
water-wet, 8% intermediate-wet, and 84% oil-wet. Based on their examination, the reservoirs are 
classified as water-wet (CA=0°-75°), intermediate-wet (CA=75°-105°), and oil-wet (CA=105°-
180°) states. Morrow (1976) examined the contact angle of cores with porosity ranging from 16% 
to 47.5%. He measured the contact angle both on a smooth surface (intrinsic angle) and on a rough 
surface for both drainage (RCA) and imbibition tests (MacAllister et al., 1993). The investigator 
redefined the wettability labeling based on the contact angle hysteresis as water-wet (ACA=0°-
62°), intermediate-wet (A(R)CA=62°-133°), and oil-wet (RCA=133°-180°) states. Morrow (1976) 
concluded that this reclassification will increase the number of intermediate-wet states presented 
by Tieber et al. (1972) for both sandstone (from 7% to 33%) and carbonate (from 8% to 64%) core 
samples. Chilingar and Yen (1983) selected the 90° ± 10° range for the intermediate-wet state and 
observed that 80% of the carbonate surfaces in their studies were oil-wet, and 12% were 
intermediate-wet. 
In the absence of gas, two intermediate-wet states for heterogeneous wettability are 





Fractional-wettability state implies spotted and heterogeneous wetting (dalmatian wetting) where 
scattered areas of the rock are strongly oil-wet whereas the rest of the rock surface is strongly 
water-wet or vice versa. This heterogeneity happens due to the irregularities in the rock 
geochemistry spanning the porous medium where the rock surface is composed of minerals with 
different surface chemical properties having different wettability alteration tendency.  
The mixed-wettability state refers to the coexistence of water-wet and oil-wet pores on the 
porous medium categorized based on the pore size distribution (i.e., either smaller pores (MWS) 
or larger pores (MWL) are in the oil-wet state). It is theoretically believed that rock has a tendency 
to reveal an MWL wettability state (Salathiel, 1973): if oil with surface active components is 
accumulated in a reservoir during the primary drainage, it displaces the water from the larger pores. 
The wettability of this surface area is gradually altered to oil-wet. Skauge and Ottesen (2002), 
however, found both MWS and MWL wettability conditions in their experimental analysis of 13 
North Sea sandstone reservoirs. 
Pore wettability depends only on contact angle for a flat surface. For rocks with specified 
non-flat surfaces, however, pore wettability depends on both contact angles and pore structure 
(Fenwick & Blunt, 1988; Øren & Pinczewski, 1995): a coupled corner-angle of a pore and 
contact angle may characterize a pore either as water-wet or oil-wet depending on the fluid 
curvature. More precisely, for a half angle of the pore corner (𝛽) as schematically shown in Figure 
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Figure A-5: A schematic representation of the fluid configuration in a corner pore with half-angle β within a A) water-
wet (PH-1) rock B) oil-wet (PH-2) rock (Courtesy to DiCarlo et al., 2000).  
In the core- and field-scale applications, however, one cannot predict in priori the overall 
rock wettability due to the complicated pore structure and the level of added heterogeneity. 
SATURATION  
In the literature, there are plethora of saturation-related quantities defined for the desired 
subsurface processes and applications. The widely used phase saturation definitions include 
critical, connate, irreducible, dendritic, trapped, free or flowing, effective, residual, and remaining 
saturation among others. The saturation history definitions include drainage and imbibition coming 
after ordinal numbers-- primary, secondary, tertiary, and so on. These quantities are not necessarily 
unique, independent and required. They even might not address a clear set of process/fluid 
characteristics. Different investigators may adopt ad-hoc formalism constituting of some of these 
parameters. From the application point of view, however, one should select and apply a minimum 
number of process-dependent and well-known set of parameters.  
We apply primarily three parameters: (i) trapped (or residual saturation), (ii) critical, and 
(iii) free (or flowing) saturation for the modeling purposes in Chapter 3 and Chapter 4. Yet, for 
the clarification purpose, we briefly review the selected saturation parameters as will be referred 
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The effective saturation is an interim parameter to relax redundant parameter estimation in 
analytical and numerical calculations. It is plausible to adopt an ad-hoc definition for the quite 
applicable effective saturation. Two of the most applied definitions for the effective saturations 
have a subtracting and dividing origin. For instance, one may define effective saturation as the 
difference between the total saturation and minimum attainable saturation to avoid introducing 
stagnant and redundant critical saturation to a desired formulation (𝑆𝑗
∗ = 𝑆𝑗 − 𝑆𝑗𝑐). Also, one may 
divide the phase saturation by maximum attainable saturation in porous media (𝑆𝑗
∗ = 𝑆𝑗/(1 − 𝑆𝑖𝑐)) 
where i could by connate water saturation or phase j critical saturation. 
Connate and critical saturation 
These quantities refer to the lowest saturation attainable in the core samples. The connate 
saturation addresses the initial water saturation in the reservoir. 
Critical saturation can be defined as the minium saturation attainable during the project 
lifetime. More specificly, the critical saturation is the saturation of fluids below which they do not 
flow in prous media irrespective of the capillary/trapping number. This definition resembles the 
irreducible or residual saturaiton.  
These petrophysical quantities facilitate modeling effective saturation. Also, they assist in 
the modeling of dendritic phase saturation. Experimental results show that core sample cannot 
drain below a minimum phase saturation. This stagnant fluid can be due to phase trapping in 
microporosity among others.  
Dendritic/non-conductive saturation 
A non-wetting fluid in porous media may occupy a fraction of pore volume without contributing 
in electrical or hydraulic conductivity. This portion of fluid is contained in pores from which they 





saturation is called dendritic saturation. The entry capillary pressure of control the dendritic pores 
in porous media and that the pore-to-throat size is an important parameter in the level of dendritic 
saturation as observed in porous media. Dullien et al. (1977) measured the dendritic saturation in 
a capillary-saturation experiment on Berea sandstone samples. Other investigators identified 
dendritic saturations based on the network-level analysis (Chatzis, 1980; Chatzis & Dullien, 
1985; Mohanty & Salter, 1982). 
Free or flowing saturation 
This is the fraction of phase saturation contributing in fluid mobility within porous media. It is 
defined as the difference between total saturation and trapped saturation. 
Irreducible saturation 
Irreducible water saturation is a well-established petrophysical paramters and addresses the water 
volume that cannot be produced in the conventional primary production mechansims (i.e., low 
trapping number values). For example, consider a decreasing water saturation process operated in 
a water-wet rock till the water production stopped completely. The irreducible  saturaiton refers to 
the remaining immobile water saturation in the sample. 
 Further, investigators categorized the irreducible water in a shaly and water-wet medium 
with high-clay content into two general bounding levels: (i) clay-bound water including the 
hydration water attached to clay surface area,  the trapped water in the dead-ends, and by-passed 
water and (ii) the capillary-bounded water (Peveraro & Thomas, 2010). 
Residual saturation  
see Trapped saturation.  
Trapped saturation 





literature. The remaining saturation refers to the total volume of fluid left in the reservoir: it does 
not necessarily point to the trapped fluid in a pore scale. The operational and economic 
considerations like water-cut and  gas-oil-ratio are among the sources of remaining saturaitons. 
For instance, if one designates a particular water-cut for a sepficied field, the oil production will 
be ceased by achieving the set vlaue irrespective of that mobile fluid that still exists in the reservoir. 
Although for practical prurposes the remaining saturaiton suffices, from the pore-scale perspective, 
the incomplete defintion remaining saturaiton does not describe the pore-scale fluid displacement.  
Trapped, residual, and irreducible saturation terms address the immobile phase left in 
porous media following a particular applied process. As noted earlier, irrudicble saturation points 
to the immobile wetting fluid. Between the trapped and residual saturaiton, however, there is not 
consensus in the literature. Some investigators have prefered the trapped saturation for the 
discussion of immobile oil saturation while others use the residual oil saturation. While one may 
select the trapped gas saturaiton to address the immobile gas for a designated process, others may 
prefer the residual gas saturation. In this dissertation we use trapped and rediual terminology 
interchangeably except otherwise noted.  
Trapped (or residual) saturaiton is a process dependent quantity. In the following, we 
discuss three examples of common trapping definitions in the petroleum and hydrology industries. 
Residual  oil saturation to water addresses the immobile oil stranded in the reservoir and cannot 
be produced with the as-is waterflood even if the water injection would have continued for several 
pore volumes. This trapping mainly occurs due to the interaction of the applied forces on the 
displacing fluid. For the typical primary hydrocarbon recovery applciation where gravity does not 
assit, the capillary force dominate the viscous and gravitational forces. This lead to the capillary 
trapping due to local pore-scale heterogeneity or change in saturation history.  





does the capillary trapping play a crucial role, but also the physics of the interacting fluids interfer. 
Lake et al. (Lake et al., 2014) discuss two impacting paramters on phase trapping in solvent-EOR 
applications: water blocking and phase behavior effecs. The trapped oil saturaiton by either of 
these principles, however, is producble providing enough contacting time and the displacing fluids.  
CO2 sequestration in underground resources involves several trapping mechanisms. They 
include (i) the primary structural trapping in the impermeable cap rock(s), (ii) the effective 
dissolution trapping with extensive amount of dissolved CO2 stored in aqueous phase, (iii) the slow 
mineral trapping (CO2 mineralization), and (iv) the fast and essential capillary (or residual) 
trapping in a capillary dominated displacement (Bachu et al., 1994; Delshad et al., 2010; Iglauer, 
2011; Pruess & García, 2002; Pruess et al., 2003). The capillary trapping may also be categorized 
to local capillarity in more heterogeneous reservoirs and the conventional residual trapping 
(Saadatpoor, 2012).  
For multiphase flow, the displacing fluid in proiri is not distinctive. Either water or gas may 
displace oil in a process involved in multiphase flow, e.g., gas mobility control techniques. In this 





to distinguish that from that of two-phase flow (𝑆𝑗𝑟
2𝑃 = 𝑆𝑗𝑡
2𝑃: 𝑆𝑜𝑟𝑤, 𝑆𝑜𝑟𝑔, 𝑆𝑔𝑡𝑤). 
SATURATION HISTORY  
In multiphase flow, saturation history varies frequently: either saturation direction or saturation 
path may change while the overall saturation is fixed. In general, saturation direction refers to 
hysteresis phenomenon. The saturation path adds one level of detail for hysteresis effect: it may 
address the impact of overall initial saturation on fluid displacement in porous media. For example, 
the phase trapping is a saturation-path-dependent phenomenon. Next, we first define the saturation 






drainage and imbibition are widely accepted notions referring to the saturation direction. 
Conventionally, these terms infer the wettability condition of a specified porous medium: drainage 
refers to the process in which non-wetting-phase saturation increases; and, imbibition states a 
process in which wetting-phase saturation increases. These terms are valid for two-phase flow and 
under a strong wettability condition. As the degree of freedom increases in three-phase flow, the 
drainage and imbibition turn to ambiguous terms: they are not valid statements for mixed- or 
neutral-wettability states. As a result, we avoid the ambiguous nomenclature and, in turn, adopt 
terminology of saturation direction as proposed by Saraf et al. (1982) in a general wettability 
condition.  
The nomenclature by Saraf et al.’s (1982) denotes the overall saturation direction using the 
direction of saturation change for each phase. For a fluid flow of maximum of three phases in a 
porous medium, different processes are discernable as denoted in a three letter format of XYZ 
where X, Y, and Z stand for water, oil and gas saturation direction, respectively. Each letter may 
indicate increasing (I), decreasing (D), or constant (C) saturation depending on the phase saturation 
direction. Fifteen physically possible cases can be considered: 5 cases follow an oilflood (XIX), 
and the rest are either waterflood or gasflood (IXX or XXI) of which 12 cases are distinct 
processes. Six saturation direction involving with constant phase saturation are a particular case of 
more common cases. This excessive classification, however, can be avoided considering that 
constant saturation is a limit of the most representative indices for physical processes (IDD, IDI, 
IID, DII, DID, and DDI). Figure A-6 schematically depicts possible saturation directions for an 
initial saturation combination S in a ternary diagram undergoing a waterflood, oilflood, or gasflood 






As Figure A-7 depicts, for a fixed saturation direction, e.g., a gasflood process (DDI), the 
saturation path may be different for each saturation pair. For example, S1-E and S2-E paths with 
constant initial oil saturation experience different saturation paths to achieve the ending saturation 
combination E in that they start with variable initial water and gas saturations. This represents the 
impact of initial fluid configuration on fluid displacement and ending fluid configuration at E. 
Strictly speaking, saturation path addresses the trajectory in which saturation space spanned 
irrespective of saturation direction (Oak, 1990). 
 
Figure A-6: Schematic of possible saturation directions for different processes starting from (S) and ending to E1-
























































Figure A-7: Schematic of four saturation paths for a fixed saturation direction (DDI: gas flood) from S1 and three 
other saturation combinations (i.e., X=2, 3, 4) to ending saturation point (E). Each saturation-path pair S1-E and Sx-
E experiences a unique saturation path. For example, S1-E and S3-E have different initial water saturations. 
 
 
Table A-1: Saturation direction and physical process description 
Endpoint Process index Physical process 
E1 DCI Gasflood at constant oil saturation 
E2 DDI Gasflood 
E3 CDI Gasflood at constant water saturation 
E4 IDI Gasflood and waterflood 
E5 IDC Waterflood at constant gas saturation 
E6 IDD Waterflood 
E7 ICD Waterflood at constant oil saturation 
E8 IID Waterflood and oil flood 
E9 CID Oilflood at constant water saturation 
E10 DID Oil flood 
E11 DIC Oil flood at constant gas saturation 













Appendix B: Foam Flow in Porous Media 
This appendix discusses the foam functions of generation, transport, coalescence, rheology, and 
hysteresis in porous media along with reviewing some of the proposed foam models. 
Gas mobility is controlled by the foam texture in the flowing part and the gas entrapment 
in porous media. The increased gas trapping due to the increased capillary pressure difference 
across the curved lamellae plays a crucial role in the gas mobility reduction. Foam bubble size 
controls the mobility of foam in porous media (Hirasaki & Lawson, 1985). The mechanisms 
controlling foam texture, or bubble size, are complex. To model these mechanisms, two different 
approaches have been used in the foam literature. The first option is to use the mechanistic methods 
which are theory-based models incorporating all the relevant physics regarding foam flow but 
time-consuming from a simulation point of view. The second option is to use ad-hoc empirical or 
semi-empirical models which lack parameters such as foam generation, coalescence, and transport. 
Yet, the latter is relatively easy to implement in the reservoir simulators and is not computationally 
demanding compared to no foam flow. 
FOAM CREATION AND DESTRUCTION IN POROUS MEDIA 
The foaming surfactant could be dissolved in water or in gas. The CO2-in-brine foams are the 
conventional approach for foam generation and flow in porous media by dissolving surfactant in 
aqueous phase. This approach suffers from low-performance foam generation and flow: it induces 
a non-uniform foam quality and the foam stability diminishes far away from the injection area. 
The CO2-soluble surfactants, however, are able to generate strong foam (Xing et al., 2012). Gas 
can also be injected along with an aqueous surfactant solution to create in-situ foam referred to 
low-tension gas flooding (Farajzadeh et al., 2013; Kamal & Mardsen Jr., 1973; Lawson & 





Three primary mechanisms by which foam is created in the porous media (Kovscek & 
Radke, 1994; Ransohoff & Radke, 1988) include snap-off, leave-behind, and lamella division: 
(i) After the gas invasion and expansion out of a pore space, the liquid starts to flow back to the 
pore and accumulates in that the gas expansion creates a capillary pressure gradient. By achieving 
enough capillary pressure reduction, the liquid snaps off the gas. (ii) By approaching two gas 
fronts, even with different velocities, to and passing through a liquid pore body, a liquid lens is left 
behind. In the presence of enough capillary pressure and pressure gradient, the stable lamella form 
without generating a discontinuous gas phase. (iii) The pre-existing mobile lamellae can be 
subdivided into many at the pore branching point, viz., lamella division. 
The relative importance of these mechanisms depends on a critical capillary number. 
Above this critical parameter, the lamella division and snap-off are the dominant generating 
mechanism. However, below this value, the dominant mechanism would be leave-behind. An 
active number of germination sites, depending on pore geometry, fluid property, and capillary 
number (Ransohoff & Radke, 1988), determines the importance of snap-off mechanism. The 
surfactant properties and concentration does not affect this foam creation mechanism.  
The snap-off is the predominant mechanism for foam generation (Falls et al., 1988) and is 
a mechanical process in that it repeatedly occurs in the porous media in one site. Not only does 
this mechanism create the lamella, but it affects the gas mobility directly through creating the 
trapped-gas saturation; this behavior is like the oil entrapment. Foam bubbles are 
thermodynamically unstable due to their high interfacial free energy and eventually are coarsened 
and destructed separating the liquid and gas phase. Gauglitz et al. (2002) and Kam and Rossen 
(2003) suggested that lamella creation mechanism during steady gas-liquid flow is controlled by 
lamella mobilization and division. They proposed that bubble destruction near the limiting 





Chambers and Radke (1992) proclaimed two different foam-coalescence mechanisms: 
capillary suction and gas diffusion. Capillary suction initiates from the DLVO theory (Derjaguin 
& Landau, 1941; Verwey & Overbeek, 1948). This theory incorporates intermolecular 
interactions (i.e., repulsive and attractive forces, affecting the liquid film thickness in the lamella). 
As a case in point, adsorption of surfactant molecules to the film’s gas-liquid surface along with 
the hydration forces in a small film thickness increase the excess repulsive forces; in contrary, 
there is attractive van der Waals forces destabilizing the film. To study the macroscopic film 
stability, this theory applies the Disjoining pressure (Π) which is a function of film thickness. Any 
negative values of π represent a net repulsive force resisting to the rupture of a film whereas any 
positive values of π represent a net attractive force causing film rupture. Moreover, the operative 
film thickness in the porous media is determined by the augmented Young-Laplace equation: 
  𝑃𝑐 =
2𝜎𝑐𝑜𝑠𝜃
𝑟
+ 𝛱(ℎ). Eq. B- 1 
The static lamella is stable as long as there are small distributions in capillary pressure. 
However, above a critical capillary pressure, the coalescence would be catastrophic (Kovscek & 
Radke, 1994).  
The second destructive mechanism for existing lamellae pertains to the trapped bubbles. 
Due to the potential gradient in foam film (i.e., between the concave and convex sides of the film) 
gas can diffuse into the adjacent bubbles. This gas diffusion between bubbles tends to keep a 
bubble above a certain size (Rossen, 1996). Through the gas diffusion, lamellae may be driven to 
the pore-throat. If two lamellae reach to the same pore-throat and meet each other, then coalescence 
occurs.  
The third lamella destructive mechanism is Pinch-off (Myers & Radke, 2000). When oil 









2 , then the foam lamella pinches off from the oil globule causing the adjacent gas bubbles to 
join each other (i.e., coalescence happens). 
FOAM TEXTURE 
The porous medium mold and shape the foam bubbles irrespective of the pre-generated foams or 
the in-situ foam (Ettinger & Radke, 1992). Foam within the porous medium has three different 
states: Weak foam, intermediate foam, and strong foam corresponding to the low, intermediate, 
and high-pressure gradient. Strong foam represents a state at which foam is finely textured with a 
significant reduction in gas mobility or equivalently a large increase in pressure gradient 
accompanying low-water saturations. Weak foam, on the other hand, is referred to the state at 
which foam is coarsely textured with a slight reduction is gas mobility (i.e., a slight increase in 
pressure gradient and high water saturations). The controlling parameter to move among these 
states is the foam texture (i.e., the number of lamellae per unit volume). The bubble size is near 
the average pore size in the strong foam in the low-quality region (i.e., low gas volume fraction) 
(Alvarez et al., 2001; Mamun et al., 2002). This makes the numerical simulation of strong foam 
in a low-quality region relatively straightforward. However, the bubble size in the strong foam in 
the high-quality part changes, significantly, with rock-foam interactions close to the limiting 
capillary pressure (i.e., the feedback mechanism) (Kam & Rossen, 2003). This mechanism 
behaves like a bumper and mitigates the fluctuations in the capillary pressure so that capillary 
pressure is maintained near the limiting capillary pressure. The bubble size, accordingly, requires 
being changed to compensate for variations in the capillary pressure. 
FOAM HYSTERESIS 
Gas mobility reduction due to foam applications in porous media may exhibit hysteretic behavior 





(Beygi et al., 2015; Lotfollahi et al., 2016). The experimental results show hysteretic behavior in 
the foam generation due to two general parameters: saturation history and foam parameters. The 
saturation direction impacts the foam strength: the generated foam in increasing and decreasing 
gas saturation processes are not identical. Gas trapping is a dynamic process even on the 
microscopic scale in that the foam is trapped and remobilized continuously in porous media. 
Generation experiments are typically conducted by a gradual increase in flow rate (or 
pressure gradient) at fixed foam quality experiments to generate strong foam, but there are very 
limited data to reduce injection rate (or pressure gradient) after the foam generation. Kibodeaux 
(1997) applied high-pressure CO2 and did not find a sudden increase, but a continuous increase in 
pressure gradient with increasing injection rate, and a hysteresis behavior upon decreasing the 
injection rate to low values. A coarse foam at the minimum required pressure-gradient jumps to a 
strong foam experiencing an irreversible process (Gauglitz et al., 2002; Shi, 1996). The mobility 
reduction factor exhibited a hysteresis behavior in a cycle of increasing/decreasing surfactant 
concentration (Simjoo et al., 2013). The population balance models capture the abrupt jump in 
foam generation. Lotfollahi et al. (2016) introduced a normalized generation function (bounded 
between 0 and 1) to the STARS foam model to capture the full spectrum of coarse foam, transient 
foam, strong foam, and foam hysteresis in porous media. However, the best choice for generation 
function still remains controversial. The could obtain a good match for the different types of foam 
generation and foam hysteresis experiments in their paper and data reported by Gauglitz et al. 
(2002).  
The foam applications involve alternative injection scheme in many places. The hysteresis 
model then must capture cycle-dependent trapped saturation effect arising from the multicycle 






Foam within the porous media is a non-linear fluid and its viscosity and relative permeability and 
correlated. Thereby, the foam mobility components (i.e., relative permeability and viscosity) 
cannot be separately computed and then combined. However, through modeling the foam flow, 
one needs to consider the parameters affecting both relative permeability and viscosity. Generally, 
the flowing gas changes the flow resistance and creates an effective gas viscosity. The confined 
foam bubbles transport as bubble-trains (Kovscek & Radke, 1994) behaves like a non-Newtonian 
fluid.  
In the foam flow modeling, the same water relative permeability function is applicable 
since the liquid phase still flows through a relatively small pore space, where non-wetting phase 
mainly does not exist (Bernard & Holm, 1964; Huh et al., 1989; Kovscek & Radke, 1994). 
However, foam affects the steady-state water saturation in that, readily, more pores are filled with 
non-wetting phase compared to the surfactant-free gas-water flow. In contrary, the gas relative 
permeability, mainly due to trapped gas reduces the relative permeability could be reduced in the 
foam flow by 5 to 5000 times compared to no foam flow.  
FOAM FLOW MODELING IN POROUS MEDIA 
The strength and mobility of foam depend on the foam texture, which, in turn, depends on rock 
properties, fluid-rock interaction, surfactant properties, liquid and gas flow rates, and the oil 
properties. The evolution of foam texture, and hence the gas mobility reduction, is directly 
considered in the foam theoretical models making them a more precise tool to predict the foam 
flow within the porous media compared to empirical methods. A variety of theoretical models 
based on the laboratory measurements have been developed since the early 90’ including (i) the 
population-based models (Falls et al., 1988; Friedmann et al., 1991; Kovscek et al., 1995), (ii) 





empirical and semi-empirical models (Fisher et al., 1990; Mohammadi et al., 1993; Patzek & 
Myhill, 1989), (iv) percolation (or network) models (Rossen & Gauglitz, 1990), and (v) 
catastrophe models (Kam, 2008). The percolation methods need high computational simulation 
time and in some cases, especially in the transient displacement, it is practically impossible to keep 
track of all the required modeling parameters within each subtle grid block in the field-scale 
simulations. The network models, thereby, are not appropriate for full three-dimensional, 
heterogeneous, and field-scale, reservoir simulations. Among all of these foam models, the 
population balance is the most mechanistic method explicitly addressing both the foam texture 
evolving within the porous media and accounting for non-Newtonian gas mobility with respect to 
bubble population dynamics. Inasmuch as, the complexity and many needed parameters involved 
in this type of foam modeling bring a shortcoming to this model, many researchers have been 
trying to simplify this method (Bertin et al., 1998; Chen et al., 2010; Friedmann et al., 1991; 
Hatziavramidis et al., 1995). 
Population-balance models 
The population-balance methods are the viable mechanistic foam models, accounting for all the 
pore-level events including the foam generation, coalescence, and transport. These methods differ, 
mainly, in their representation of both physical and mathematical foam generation and coalescence 
mechanisms. 
The balance-population methods comprise two components: firstly, tackling non-
Newtonian gas mobility (i.e., gas relative permeability and effective viscosity in the presence of 
foam); secondly, incorporating foam into reservoir simulators the same manner that mass, 
momentum, and energy transports in porous media are modeled (Kovscek et al., 1995). The mass 






(Rate of foam texture modification) + (rate of foam bubbles entrapment) + (foam bubbles 
convection) = (Net rate of foam generation) + (source-sink foam bubbles)  
 
 
𝜕 [∅(𝑆𝑓𝑛𝑓 + 𝑆𝑡𝑛𝑡)] 
𝜕𝑡
+ ∇. (𝑢𝑓𝑛𝑓)





3 − 𝑘−1|𝑣𝑓|𝑛𝑓) + 𝑄𝑏 , 
  
where 
 𝑆𝑔 = 𝑆𝑓 + 𝑆𝑡,     Eq. B- 2 




(∇𝛷), Darcy velocity,  Eq. B- 3 





 , effective foam viscosity, Eq. B- 4 




0 [𝑋𝑓(1 − 𝑆𝑤𝑑)
 ]
𝑒𝑔
  , foam relative permeability, Eq. B- 5 
 𝑘𝑟𝑤 = 𝑘𝑟𝑤
0 𝑆𝑤𝑑




 , normalized water saturation, Eq. B- 7 































 , the coalescence rate constant,          Eq. B- 11 
𝑃𝑐




0) , limiting capillary pressure.                 Eq. B- 12 
 
where Pc,max 
∗ is a limiting value for Pc
∗ and Cs
0 is a reference surfactant concentration for strong net 
foam generation. ω is a constant determining the shape of the inverse proportionality of foam-
germination sites to the pre-existing gas bubbles. n∗ denotes an upper limit for the concentration 
of foam bubbles that is related to the pore size. Xt,max is the maximum fraction of trapped foam, 





the simulation, Qb, foam bubbles number per unit volume per unit time, is practically zero. 
Local-equilibrium approximation to the full population-balance models 
Chen et al. (2010) proposed a simplified approximation to the population-balance method for 
computing number density, or number concentration, of foam bubbles per unit volume of flowing 
gas, nf. This model provides an appropriate prediction of field-scale foam applications.  
By analyzing the pressure drop results in their experimental work, Ettinger and Radke 
(1992) concluded that foam propagated like a sharp foam front and that local equilibrium is a good 
approximation. Consequently, Chen et al. (2010) set the net rate of foam generation in Eq. 2 to 
zero to equalize the foam generation and coalescence rates. This results in the following equation 
which must be solved for nf. Note that if no surfactant presents, the foam texture is set to zero 










− 𝑛∗𝜔 = 0.        Eq. B- 13 
Bubble-population balance simplifications 
Some investigators attempted to simplify the population-balance method. Hatziavramidis et al. 
(1995) proposed a model in which the just relative permeability of the weak foam is modified. In 
the strong foam, the viscosity of the foam is also changed. Bertin et al. (1998) proposed a bubble 
population correlation instead of the bacterial balance for the foam.  
Hirasaki and Lawson (1985) introduced a foam model based on two simultaneous 
mechanisms affecting mobility of gas in the presence of foam. The reduction of gas relative 
permeability because of gas trapping following the Falls et al. (1989) and the increase in gas 
apparent viscosity due to the resistance of movement of lamellae following the work of Friedmann 
et al. (1991). The foam texture modeling, used in the apparent viscosity expression, is based on a 





Empirical and semi-empirical models 
As mentioned above, the consensuses of the foam researchers are that foam does not exist as a 
bulk phase, foam does not change the water mobility in the porous media, and the foam texture 
controls the gas mobility. One simple way of including the foam effect, thereby, is through the use 
of empirical, or semi-empirical, functions to alter gas relative permeability, gas viscosity, or both. 
1) Marfoe and Kazemi (1987) modified gas viscosity to incorporate foam effect in reservoir 
simulations. Their model implicitly applies foam bubble size correlation with foamed gas 
velocity and available flowing water content,  
𝜇𝑔𝑓 = 𝜇𝑔[1 + 𝑅𝐶𝑠(𝑆𝑤 − 𝑆𝑤𝑐)𝑓(𝑢𝑔)]. Eq. B- 14 
 
Here, R and 𝑓(𝑢𝑔) are experimentally fitting parameters. 
2) Islam and Farouq Ali (1990) expanded the model by Marfoe and Kazemi (1987) by adding 
the detrimental effect of oil in the foam texture along with the effect of absolute 




2 .        Eq. B- 15 
The constants D and E and functions𝑓𝑐, 𝑓𝑘, and 𝑓𝑝are the fitting parameters. Changing the 
gas relative permeability in the foam flow through the mobility reduction factor (MRF) 
concept implying that gas relative permeability is reduced according to this parameter 
depending on foam texture. The general form is to reduce the gas relative permeability 
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Eq. B- 16 
3) Considering a constant MRF. However, the shortcoming of this model, working with an 
experimentally-fitted constant MRF, is that the forced changes on MRF due to affecting 





concentration and presence of oil, are not considered through the simulation. 
 
4) The steady-state, implicit texture foam model in CMG-STARS (2012), the MRF is 
modeled considering surfactant adsorption, partitioning, degradation, and transport 
through a variety of interpolating parameters as follows: 
𝑀𝑅𝐹 = 𝑓𝑚𝑚𝑜𝑏 𝐹1 𝐹2 𝐹3 𝐹4 𝐹5 𝐹6.      Eq. B- 17 
 
The reference foam mobility reduction factor, fmmob, is achieved at measured 
values of surfactant concentration, Cs, Capillary number, Nca, above two-time foam 
generation point capillary number, Nca, fgp, and zero oil saturation. This value usually is 5 
to 100 depending on the strength of the foam. Fi parameters control the effect of different 
parameters on foam texture flow. F1 is composition contribution. F2 refers to oil saturation 
between two low and high oil saturations. F3 denotes capillary number contribution. F4 
addresses contribution of Nca, fgp with respect to Nca. F5 is oil mole fraction contribution. 
And, F6 is salt contribution.  
Lotfollahi et al. (2016) combined a normalized generation function with CMG-
STARS foam model to cover experimental results thoroughly. It allowed to capture 
multiple states of foam (coarse and strong) at a specified injection condition as referred to 
foam hysteresis. 
 
5) Mohammadi et al. (1995) introduced another formula for the potential effect of surfactant 









. Eq. B- 18 
The maximum surfactant concentration for foam effect, Cs
max, and es are fitting 








The foam texture depends on capillary pressure (Khatib et al., 1988). As gas fractional flow 
increase, the capillary pressure measured during a foam displacement increases up to a limiting 
capillary pressure, Pc
∗. This increase in capillary pressure makes the lamella (i.e., liquid film 
surrounding the gas phase in the foam) less stable. Further increase in gas fractional flow results 
in keeping the capillary pressure at its limiting value while the foam texture starts coarsening. The 
magnitude of Pc
∗ depends on surfactant properties and concentration and rock type (Khatib et al., 
1988). An abrupt transition from a strong foam to no foam at the Pc
∗, therefore, results in a sudden 
change in gas mobility close to the Pc
∗. In other words, the system keeps the capillary pressure at 
its limiting value for a broad range of flow rate and foam quality. Moreover, Capillary pressure is 
a function of water saturation. The water saturation, therefore, will be kept constant (i.e., at Sw
∗ ). 
The foam texture will change in the foam flow somehow to maintain the water saturation and 
capillary pressure at their limiting values. The pressure gradient can be calculated from Darcy’s 








. Eq. B- 19 
In the absence of significant capillary pressure gradients, ∇p is the same for water and gas. 
This implies that pressure gradient can be calculated without knowledge of foam texture in 
advance. The fixed-Pc
∗ approach, thereby, is simpler than other theoretical approaches in that there 
is no need to determine foam generation, coalescence, and trapping. This method fits strong foams 
at the relatively low flow rates and high foam qualities typical of many IOR processes (Rossen et 
al., 1999). However, this model does not apply to transient foam flow (i.e., foam generation period 
and at the leading edge of an advancing foam) (Friedmann et al., 1991; Patzek & Myhill, 1989; 
Zhou & Rossen, 1995). For aforementioned foam, the gas mobility at Sw = Sw












 The transition between low-mobility gas with foam and higher-mobility gas without foam 
occurs over a narrow range in water saturation close to the Sw
∗ . 
UTCOMP model 
Rossen et al. (1999) proposed this model. It was improved by Cheng et al. (1939) in the UTCOMP 
simulator by further assuming that surfactant just dissolves into the water phase and does not alter 
either the surface tension or the residual saturations.  
A foam-free gas relative permeability, 𝑘𝑟𝑔







,        Eq. B- 21 
 
a) If 𝑆𝑤 < 𝑆𝑤
∗ −  𝑜𝑟 𝐶𝑠 < 𝐶𝑠
0
 
→ 𝑘𝑟𝑔 = 𝑘𝑟𝑔
0 ,       
b) If 𝑆𝑤
∗ − ≤  𝑆𝑤  ≤ 𝑆𝑤












,     
c) If  𝑆𝑤 > 𝑆𝑤
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.𝑅𝑟𝑒𝑓  is the value of R at the reference gas volumetric flux ug,ref, and 
σ is the power-law exponent (i.e., σ=1) depicts Newtonian behavior and σ<1 is a shear-thinning 
behavior. Sw
∗  is the saturation at which foam collapses. When ε, a model parameter, approaches 
zero, the mobility in the high-quality regime is controlled by Sw
∗ . However, R controls the gas 
mobility in the low-quality regime. 
 
Fractional flow methods 
Foam mobility representation in a reservoir simulator calls for solving foam-transport differential 
equations. Although the general approach of incorporating complex transport model functions 
directly into the simulator, e.g. the population-balance methods, is principally applicable, the 





when its associated assumptions are met. Nevertheless, even in the case when not all of the 
assumptions are qualitatively satisfied, the MoC offers significant insights into process 
mechanisms (Rossen et al., 1999). 
The fractional-flow method, a particular case of the method of characteristics, has been a 
traditional way of modeling immiscible flooding since 1941 (Rivet et al., 2010). Although the 
involved mechanisms in foam flow are both numerous and complex, the fractional-flow methods 
can be used to mitigate the computational costs associated with the full analytical methods, e.g. 
percolation methods and population-based models.  
Applying the limiting capillary pressure concept (Khatib et al., 1988) into the fractional-
flow methods greatly simplify the modeling task. The central part of the fractional-flow methods 
is constructing the time-distance curves independent of the pressure gradient and flow rates. These 
curves can be constructed either directly from core-flood pressure data or through the tangent line 
to the fractional flow curves.  
The slope of the fractional-flow curve at a specified saturation equals the velocity of a 
saturation wave at that saturation. Neglecting the dispersion, one can draw a line from the origin 
to the constructed fractional flow curve at the injected fractional flow to find the chemical shock 
that separates regions of different surfactant concentration (i.e., rearward waves of higher 
velocities overtake the forward waves of slower velocities) (Rivet et al., 2010). 
The major deficiencies of fractional-flow models are the assumption of incompressible 
fluid, neglecting the interaction between rock and fluid, applying only the steady-state foam flow, 
and their limitation of one-dimensional modeling. Note also that if Pc
∗ depends on gas or liquid 
flow rate (Friedmann et al., 1991; Khatib et al., 1988), the fixed-Pc
∗ model would be an 
approximation method as this condition contradicts the necessary assumption of this model. 





affecting the capillary pressure and saturation relationship. The surfactant adsorption can be 
incorporated into the model as Pope (1980) described for fractional-flow theory. Rossen and 
coworkers (1995; 1999) presented the fractional flow theory for foam flow application. This theory 
is the basis of other published fractional flow theory models. 
Dholkawala et al. (2007) proposed a fractional flow theory based on a local equilibrium 
steady-state foam flow. To find the foam texture, nf, they equalized their proposed mechanistic in-
situ creation and coalescence expression considering the non-linear relationship between injection 
rates and pressure gradient as follows: 
       𝑟𝑔 = 𝐶𝑔𝑆𝑤(∇𝑝)
𝑚                                , rate of lamella creation, Eq. B- 22 





                           , rate of lamella coalescence, Eq. B- 23 





𝑚           , foam texture. Eq. B- 24 









 Eq. B- 26 
where 𝑘𝑟𝑤 and 𝑘𝑟𝑔 are water and gas relative permeability calculated based on Corey-type function 
in the absence of foam. Note that effect of foam is just considered in the effective gas viscosity 




1 − 𝑆𝑔𝑟 − 𝑆𝑤𝑟
)
𝑒𝑗
 Eq. B- 27 
The effective gas viscosity follows the non-Newtonian gas viscosity presented by Eq. B- 
4. A simultaneous solving of Eq. B- 26 and Eq. B- 27 determines the required parameters for 






Appendix C: Electrolyte Solution Modeling 
This appendix is a compendium of the activity modeling of electrolyte solutions as required for 
the aqueous compositional relative permeability modeling. We first review the aqueous solutions 
and its internal potentials. We then address the proposed methods and formulations to model the 
activity of its components in detail.  
Electrolyte solutions 
Electrolyte solutions comprising of solutes and solvents are solutions that can conduct electricity. 
This distinctive feature of electrolyte solution sets it apart from common non-electrolyte solution 
(Prausnitz et al., 1999). A solution of dissolved electrolytes results in the coexistence of ions and 
undissolved molecules. The electrically charged ions demonstrate that the electrostatic interactions 
differ in the range and properties from the hard-core interactions as modeled by the classical van 
der Waals-based formulations.  
Commonly used EOS models and the modern liquid models lack the capability of 
predicting the properties of aqueous solution accurately, at least, when these non-electrolyte EOSs 
are unassisted (Prausnitz & Tavares, 2004). These models have deficiencies to model the phase 
equilibria of compositions including pure water: the tetrahedral liquid structure of water molecules 
compared to those of hard-sphere fluids accounts for the unique properties of water. Qualitatively, 
adding an electrolyte makes modeling of aqueous solution more complicated.  
The intricacies of electrolyte system and modeling its activity coefficient compared to the 
non-electrolyte systems, e.g., elements, compounds, and hydrocarbon mixtures are reviewed in the 
next section. 
Electrolyte interaction potentials 





undissolved molecules. Thorough understanding and modeling of the electrolyte systems require 
coping with several interaction levels between solutes and solvent(s) due to Coulomb 
(electrostatic), entropic (repulsive), and discrete quantum (chemical-bonding) forces. The 
intermolecular (or inter-particle) interactions are noticeable if they surpass the thermal energy 
(𝐾𝐵𝑇) (Israelachvili, 2011). In that the molecules and particle interact in a variety of energy levels, 
to date no single formulation can report them all. Not only does one require a recipe of approaches 
to reflect solute-solute, solute-solvent, and solvent-solvent interactions, also each of them involve 
diverse range of interactions which essentially contrast each other.  
The solvent-solvent interactions include permanent dipole and quadrupole moments, and 
induced-ion dipoles within solvent neutral molecules forming an associated liquid. Further, the 
solute ions (or its un-dissociated molecules) may interact with solvent molecules. The solute-
solvent interaction may also interfere the short-range ion-ion interactions depending on the 
solvation (or structuring) of solvent molecules process and the formation of the ion-association  
(i.e., ion-contact, solvation-shell contact, or solvation-shell shared) (Wright, 2007).    
Molecular moments have a crucial role in electrolyte systems as encountered in subsurface 
groundwater and hydrocarbon resources for species with small-size or large dipole moment 
molecules: water molecules have considerable dipole moments (water dipole moments=1.84 > 
threshold dipole moment of 1.0). Besides, the quadrupole moments are of particular interest to 
molecules like CO2 having significant charge concentration at four separate locations per molecule 
(Davis, 1996). The models describing the hydrogen-bonding for an associated liquid may address 
these interaction levels for both association interactions: self-associating and cross-associating (or 
solvation). For example, the water-solvent-hydrocarbon system, as encountered in the application 
of solvents to reduce condensate and water blockage in gas-condensate reservoirs, contains two 





in aquifer comprises the cross-associating between water and solvated CO2. As a result, the 
association interactions must be included in the electrolyte modeling. Nevertheless, to date, there 
is no versatile model to predictively model the liquid-liquid or vapor-liquid equilibria for cases 
consisting of alcohol and CO2 components.  
The solute-solute interactions comprise long-range charge-charge Coulombic interactions 
and short-range interactions between ions and polar molecules, e.g., hard-core repulsion, 
attraction, and ion-induced dipole interaction. At very high dilute conditions, the only necessary 
force between ions is large–range force of charge-charge interactions. As the ionic strength 
increases, however, short-range forces dominate the large-range interionic forces.  
For the aqueous electrolyte system, based on temperature, pressure, and solute type and 
concentration, ions from solvation process associated with the molecules and other charged 
particles differently. Upon solvation in the aqueous phase, the water molecules may also be 
polarized by the electrical charges and, thereby, electrolytes complicate their solution by forming 
a strong (complete) or weak (partial) dissociation. These, further, signifies the complicated task in 
modeling the behavior of electrically charged species. 
Electrolyte activity modeling 
There are numerous theoretical, semi-empirical, or empirical methods to model the aqueous phase 
behavior. From a theoretical perspective, one may categorize the models based on the solvent 
models, solute structures in solution, or the base theories of electrolyte models. 
The electrolyte theoretical models can be developed according to the solvent modeling as 
primitive or non-primitive models (Barthel et al., 1998). The primitive (or continuum-solvent) 
methods represent electrostatic interactions without considering the ion-solvent interactions. This 
model subsumes solvent molecules effect implicitly through the significant contribution of solvent 





among mixture ions-- also called dielectric continuum model). The non-primitive models, 
however, include the presence of solvent molecular structure explicitly. In other words, the solvent 
is discrete and modeled as a collection of hard spheres with embedded point dipoles. The primitive-
assumption alleviates the mathematical modeling because it does not require theories to relate 
inter-particle interactions in a solvent to its bulk properties solved. The non-primitive methods, on 
the other hand, necessiate accurate theories to include long-range effects of the coulomb 
interaction between ions (Loehe & Donohue, 1997).  
The solutes give the dissimilar type of structure to the solution as non-electrolyte, weak-
electrolyte, and strong-electrolyte for the molecular unit, molecular-ion unit, or ions, respectively. 
Upon solvation in the aqueous phase, the solvent molecules are polarized by the electrical charges 
and, thereby, electrolytes complicate their solution by forming a strong or weak dissociation. The 
former represents electrolytes that completely dissociate to ionic species with no significant 
amounts of molecular species present. The latter, however, comprises of the molecules partially 
dissociating to the ions at moderate concentration and the rest of molecules remaining as 
undissociated and neutral molecule species; in weak dissociation, therefore, the molecules are in 
equilibrium with the ions derived from them. This complex behavior adds difficulty for the 
researchers to predictively model the behavior of electrolyte aqueous systems in a broad range of 
pressure and temperature. 
Statistical mechanics connects microscopic level of molecular interactions and 
macroscopic level of thermodynamic properties. One requires the nature of the constituting 
particles of the electrolyte system and the inter-particle interactions to feed the statistical 
mechanics. This established package, in turn, delineates the macroscopic thermodynamic 
conclusions. From the statistical mechanics’ perspective, we may group the electrolyte modeling 





equation theory, or perturbation theory. Nevertheless, each of these mathematical methods with 
varying level of computational cost is applicable to both the aforementioned primitive and non-
primitive methods. These theories have attempted to enhance understanding of the aqueous 
solution. Not only do they not provide rigorous computation methods, but their unaided application 
still has limitations for some interesting systems for which these models offer the most uncertain 
guide to understanding. These include, but are not limited to, the system of subsurface resources 
exhibiting salting-out effect (i.e., weak interaction of an electrolyte with a non-electrolyte other 
than the solvent, polyelectrolyte system, or electrolyte system constituting of solutes at high 
concentrations). The semi-empirical models and approximations are, thereby, copious to describe 
the properties of electrolyte solution (Rafal et al., 1994).  
Table C-1 represents two sets of the developed electrolyte empirical models based on 
extensive experimental analysis of diverse electrolyte solutions. On the other hand, these models 
are tailored to the particular fitting window of temperature, pressure, and composition of 
electrolytes. The capability of models, therefore, is highly disputed for its application to a broad 
range of operational conditions.  
Table C-1: Two sets of activity models for aqueous electrolyte solutions (empirical/semi-empirical models) 


















                /[𝐼(𝑧𝑖 + 𝑧𝑗)];  
𝑉𝑖𝑗 = 0.5(𝑍𝑖 + 𝑧𝑗)
2
𝑧𝑖𝑧𝑗⁄ ; 𝐼𝑗 = 0.5𝑚𝑗𝑧𝑗
2; 𝐼 = 0.5∑ 𝑚𝑗𝑧𝑗
2
𝑗   




𝑛=2𝑘−1 ) 𝐼⁄   
𝛤𝑖𝑗
 = [1 + 𝐵(1 + 0.1𝐼)𝑞𝑖𝑗,𝑚𝑖𝑥 −𝐵]𝛤 
∗; 
𝐵 = 0.75 − 0.065𝑞𝑖𝑗,𝑚𝑖𝑥; log𝛤 
∗ = −0.5107√𝐼 (1 + 𝐶√𝐼)⁄ ;  
𝐶 = 1 + 0.055𝑞𝑖𝑗,𝑚𝑖𝑥exp (−0.023𝐼
3) . 
Resemble the DH formulation but Meissner correlation is empirical; 
Defining reduced activity coefficient (Γ) for binary solution;  
Brønsted (1922) proposed that the value of mean activity coefficient 
of any electrolyte in a mixed solution depends primarily on the 
interaction of electrolyte cation (anion) with all anions (cations) of 
the solution. The model is applicable to multicomponent solution;  
𝑞𝑀𝐾= adjusting parameter independent of temperature and salt type; 
𝛤𝑖𝑗
0 and 𝑞𝑖𝑗
0 : reduced activity coefficient and Meissner parameter of 
electrolyte ij in a pure solution. 





















Linear term to add the dynamics of relative permittivity with 
concentration. 
They proposed three models (the third model takes 𝐴𝐺2 = 0). 





Poisson-Boltzmann-based activity models 
Debye and Hückel (1923) (DH) derived an expression for the excess Helmholtz energy function 
for an ideal solution of charged ions. They applied the theory of statistical mechanics for a 
primitive aqueous solution, made several assumptions, and solved the resulting Poisson-
Boltzmann equation. The Poisson equation accounted for an average electrostatic potential of ions 
considering the distributions of other point-charge ions in solution. The application of a linearized 
form of the Boltzmann energy of interaction provided the charge density distribution. The extended 








𝐼𝐷𝑖,𝐷𝐻 , Eq. C- 1 
where 𝑍+ and 𝑍− are the dissociated ions’ valences, 𝐴𝐷𝐻 is a constant depending on the 
temperature and the solvent, 𝐵𝐷𝐻 is the DH constants, 𝐶𝑖,𝐷𝐻 and 𝐷𝑖,𝐷𝐻 are the model parameters, I 
expresses ionic strength, and 𝛼𝐷𝐻 = 1 except otherwise described; ?̇?𝐷𝐻 is the distance of the 
closest approach between two ions (varying between 2.5-11 𝐴°) and implies that ions cannot get 
closer to each other than ?̇?𝐷𝐻
  which is a simplified perception of the core hard-sphere repulsion 
term added to the modified DH theory. The detailed description of the molal activity coefficient 
modeling from the Debye-Hückel theory is described in Appendix D. 
The so-called DH-limiting-law (in Eq. C- 1, 𝐵𝐷𝐻 = 𝐶𝑖,𝐷𝐻 = 0) reproduces good 
approximation of the activity coefficient only for the low range of ionic strengths (I<0.01) due to 
its inherent major limitations. First, it only takes into account the long-range electrostatic 
interactions excluding non-ideality due to short-range interactions; second, the point charge 
assumption of their model is invalid for concentrated solutions. Besides, this assumption is 
questionable where the size of solvent molecule is comparable to size of the ions; third, although 





temperature, composition, and density of solvent; fourth, the complete dissociation assumption 
faces difficulties when ions associate with each other and with solvent molecules to form ion-pair 
or complexes. These infer that electrostatic interaction energy overcomes thermal energy which 
violates another assumption as made in the DH theory. 
The limitations of the DH theory have kept the electrolyte system an unresolved research 
where various empirical and semi-empirical extension are widely proposed in the literature. One, 
therefore, must couple this theory with short and intermediate range interactions to thoroughly 
address the electrolyte solution behavior. The extended DH theory removed the point-charge 
assumption of the original DH theory and is applicable to a somewhat wider range of 
concentrations (I<0.1 M). This extension allowed for the development of many semi-empirical 
formulations as reviewed by Zemaitis et al. (1986). The proposed models to extend the 
applicability of the DH theory in the real strong electrolyte solution can be summarized as 
theoretical models and empirical models represented as an electrolyte EOS (eEOS) or excess GFE. 
Table C-2 summarizes some of the extended DH models in chronological order. The predictive 
capacity of these models spans a diverse range because the number of introduced parameters to 
include the intermediate/short-range particle interaction or ion-solvent and ion-molecule 







Table C-2: Chronological list of some of the DH type activity models for aqueous electrolyte solutions 
 Model Name 
Model 
Basis 






Limiting and extended DH law: 
𝐶𝑖,𝐷𝐻 = 0; 
Limiting DH law: 𝐵𝐷𝐻?̇?𝐷𝐻  = 0. 
Interaction between charged ions; 𝐶𝐷𝐻 parameter is proportional to the ionic strength and 
temperature and considerably extends applicability of the DH theory; validity for 1:1 
electrolyte up to 𝐼 ≅ 0.01 M and for 3:1 electrolytes ≅0.001 M. 
Hückel 
(1925) 
DH 𝐶1,𝐷𝐻: constant;  𝐷1,𝐷𝐻 = 1. He justified that adding an I-dependent term represents composition dependency of permittivity 
Bjerrum 
(1926) 





A traditional method of Ion-pair treatment to mitigate the DH theory limitations at high ionic 
interactions. ion-pairing is more plausible at concentrated electrolyte system in that the short-
range coulomb interaction increases as does the ion concentration. Stillinger and Lovett 
(1968) conceptually validated and generalized this intuitively developed method. The model 
states that electrostatic interaction between ions imposes an order to the random thermal 
motion of the ions to some extent. It is, therefore, possible that some strong interactions make 
two counter-charge ions to move together on a long-time scale (i.e., the formation of an ion-
pair). Bjerrum assumed an arbitrary cut-off for pairing when average electrostatic potential 
equals 𝑘𝐵𝑇. Ions within a distance of ?̇?𝐵 of each other are associated as ion-pair. Otherwise, 




DH 𝐴𝐷𝐻 = 0.354; 𝐵𝐷𝐻 = 10























Guggenheim hypothesized that individual activity coefficients of ions and mean activity 
coefficients of electrolytes are equal. 
Applicable to multicomponent solution, but limited applicability: lack of parameters and 
the low ionic strength applicability of this method, limited P and T dependency. 
For single electrolyte, it is reduced form of DH equation with 𝐵𝐷𝐻?̇?𝐷𝐻 = 1 and 𝐶𝐷𝐻 = 0. 
𝛽: tabulated interaction coefficient 
Scatchard 
(1936) 
   DH+ 
Gu 
𝛼𝐷𝐻 = 0; 𝐵𝐷𝐻 = 1.5; 𝐶1,𝐷𝐻 = 𝐶𝑠𝑀 where 𝐶𝑠 is adjusting coefficient and M is molality; 𝐷1,𝐷𝐻 = 1. A complex formulation to extend 


















𝛼𝐷𝐻 = 0; 𝐴𝐷𝐻 = 0.5; 𝐵𝐷𝐻 = 1; 𝐷1,𝐷𝐻 = 1 
Davies (1938):𝐶1,𝐷𝐻 = 0.1|𝑍+𝑍−|; 
Davies (1962): 𝐶1,𝐷𝐻 = 0.15|𝑍+𝑍−|. 
The proposed model adds the non-electrostatic short interaction term to DH 
formulation; it contains no adjustable parameter but does not capture ion-
association;  




𝛼𝐷𝐻 = 0; 𝐴𝐷𝐻 = 1.751; 𝐵𝐷𝐻 = 2.46; 
𝐶1,𝐷𝐻 = log(1 + 0.054𝑀) ; 
𝐷1,𝐷𝐻 = 0; 𝐶2,𝐷𝐻 = −0.2436; 𝐷2,𝐷𝐻 = 1. 
This model was formulated for the divalent metals and matched the activity of 





𝐴𝐷𝐻 = 0.5092; 𝐵𝐷𝐻 = 0.3286; 𝐷1,𝐷𝐻 = 0; 
𝐶1,𝐷𝐻 = CSR/𝜈 log(𝑎𝑤) ;  𝐷2,𝐷𝐻 = 0. 
𝐶2,𝐷𝐻 = log(1 + 0.0180 × (ν − CSR)M) 
Considers salt-in and -out effects; 
Tested for a large number of aqueous electrolytes; 














𝐵𝐷𝐻 = 1.5 𝑎𝑡 298 𝐾 
This formulation is also called Specific ion interaction (SIT) model. 
𝜃𝑆𝐼𝑇,𝑖.𝑗 is interaction coefficient describing short-range interactions of ions I and 
j. This parameter is symmetric (𝜃𝑖.𝑗
𝑆𝐼𝑇 = 𝜃𝑗,𝑖
𝑆𝐼𝑇). Same-ion interactions are zero. 















Bypassed some of the limitations of DH theory by treating coulombs and non-
coulomb effects on an equal level. Its coefficients are a function of the charge 
type of the salt and solvent properties. For symmetrical electrolytes, the second 






𝛼𝐷𝐻 = 0;  
𝐶1,𝐷𝐻 , 𝐶2,𝐷𝐻 , 𝐶3,𝐷𝐻 adjustable parameters; 
𝐷1,𝐷𝐻 = 1; 𝐷2,𝐷𝐻 = 2; 𝐷3,𝐷𝐻 = 3. 
Four adjustable parameters (𝐵𝐷𝐻 , 𝐶1,𝐷𝐻 , 𝐶2,𝐷𝐻 , 𝐶3,𝐷𝐻) for any electrolyte are 
evaluated by the regression from a polynomial osmotic coefficient formulation. 
Not recommended for electrolytes exhibiting significant association (Lietzke & 
Stoughton, 1975). Nevertheless, many investigators correlated the ionic activity 






𝐶1,𝐷𝐻 = ?̇?; 
𝐷1,𝐷𝐻 = 1; 
Also called B-dot equation denoting species-specific parameter. This popular 
parameterized model targets hydrothermal solutions and spans a wide range of 
temperature (up to 573 K) and for a large number of components. Its formulation 
can model the ion-pairs in low permittivity and density condition of 
hydrothermal aquifers. It has widely been applied in industrial application due to 
its simplicity and straightforward extension to the new system. 
Its validity, however, is highly questionable for non-NaCl-dominated solutions, 


















𝑚 = 1/𝜈{𝜈𝐶 log 𝛾𝐶 + 𝜈𝐴 log 𝛾𝐴}; 
ln 𝛾𝑥
 = −𝐴𝐷𝐻𝑍𝑥
2√𝐼 (1 + √𝐼)⁄ + 𝐹𝑥; 
𝐹𝑥 = 0.25∑ ?̇?𝐵,𝑥𝑦𝑚𝑦(𝑍𝑥 + 𝑍𝑦 )
2
𝑦 ; 
?̇?𝐵,𝑥𝑦 = 𝐵𝐵 + (0.06 + 0.6𝐵𝐵,𝑥𝑦)𝑍± (1 + 𝑎𝐼)
2⁄ ; 
𝐵𝐵,𝑥𝑦 = 𝐵𝐵,𝑥 + 𝐵𝐵,𝑦 + 𝛿𝐵,𝑥𝛿𝐵,𝑦; 
𝑍± = |𝑍𝑥𝑍𝑦| and 𝑎 = 1.5 𝑍±⁄ ; 
For single electrolyte solution osmotic 
coefficient is:  
(1 − Ф) 2.303⁄ = 0.333𝐴𝐷𝐻𝑍±√𝐼 + 𝐹(√𝐼) 
                   −0.5(0.06 + 0.6𝐵𝐵)𝑍±𝐺(𝑎𝐼) − 0.5𝐵𝐵; 
𝐹(𝑋) = 3 𝑋3⁄ [1 + 𝑋 − 1 (1 + 𝑋)⁄ − 2 ln(1 + 𝑋)];  
𝐺(𝑋) = 2 𝑋⁄ [(1 + 2𝑋) (1 + 𝑋)2⁄ − ln(1 + 𝑋) 𝑋⁄ ]. 
Bromley treated a multicomponent solution as a single complex salt. 𝐹𝑥 
represents ionic interactions of the complex salt; it is applicable to 
multicomponent solution, given solute specific parameter (𝐵𝐵,𝐶𝐴) or its 
according parameters; For the activity coefficient of an anion (cation): x is 
the anion (cation) and y are all the cations (anions). 𝐵𝐵  𝑎𝑛𝑑 𝛿𝐵 parameters 
for about 180 electrolytes are given by Bromley at room temperature; the 
temperature dependent Bromley parameters must be history matched against 
experimental data for 4 parameters per electrolyte. For osmotic coefficient in 
a multicomponent mixture, Zemaitis et al. (1986) proposed to use Meissner 
and Kusik eq. (1978a). Borge et al. (1996a and 1996b) reported the modified 
Bromley equation with the 𝐵𝐵  parameters in molar scale for more than 80 
strong electrolytes. Returns acceptable results up to 𝐼 ≅ 3 M 
















𝐺𝑒𝑥 = 𝐺𝑙𝑟 + 𝐺𝐵 + 𝐺𝑠𝑟  
lr: long-range interactions from DH theory; 
B: Born contribution to correct for the change 
of relative permittivity of solvent due to the 
presence of ions 
sr: NRTL 
Contribution from complete and partial dissociations in an undissociated 
solvent adding different interparticle and intermolecular interactions: ion-ion, 
ion-molecule, and molecule-molecule by applying the local-composition 
concept. Four adjustable parameters to represent 15 strong aqueous 
electrolytes (salts and strong acids) at 298 K and 1 atm up to the highest 













(1 + 1.5𝐼 |𝑍+𝑍−|⁄ )
2
+ 𝐵𝐼 + 𝐶𝐼2 + 𝐷𝐼3 
𝑀 = 𝑀1 +𝑀2𝑇 + 𝑀3𝑇
2,  𝑀 = 𝐵, 𝐶, 𝐷 
Also called Aqueous. And enhanced modeling of concentrated electrolyte 
solutions by adding extra terms to Bromley formulation (1973) 







2𝐴𝐷𝐻{(2 𝜌⁄ ) ln(1 + 𝜌𝐼
0.5) 
              +𝐼0.5 (1 − 2𝐼 𝑧𝑗
2⁄ ) (1 + 𝜌𝐼0.5)⁄ }; 
𝜌 ≅ 2150(𝑑𝑆 𝑓𝑇⁄ )
0.5
.  
Evaluates activity coefficient due to coulomb forces of single-charge species 
i; It is also called Pitzer-DH model. 
Although 𝜌 relates to a hard-core collision diameter and can be estimated, 
but in general is an empirical parameter 
* B: Born term for mixed solvents and hydration; Br: Brønsted(1922); CT: Cluster theory; DH: DH theory by solving Poisson-Boltzmann equation;                
Gu: Guggenheim (1935); NRTL: non-random two-liquid model (Renon & Prausnitz, 1969); SC: Scatchard (1936); SIT: specific ion interaction theory 






The Pitzer formulation (1973a) is the extensively accepted model to extend the applicability of the 
DH theory to higher ionic strengths and multi-salt solutions. As described in Table C-3, it is a 
semi-empirical model based on the virial expansion of the activity coefficients as proposed by 
Mayer (1950). Pitzer and his co-workers provided an alternate form of the DH theory by 
accounting for hard-core kinetic effects on departure from ideality. They used the energy equation 
in connection with an approximate distribution function and modified the DH theory. They 
proposed models both for osmotic and activity coefficient. The latter expresses the activity 
coefficient as a sum of two terms: modified DH limiting law and an osmotic virial series in 
electrolyte concentration up to the third virial coefficient. Pitzer mentioned that although they 
could include fourth or higher order interactions, it is only required for extremely concentrated 
solutions and, in general, they prefer an alternate method (Pitzer & Simonson, 1986). Introducing 
ternary parameters to the model or otherwise adopting relaxing assumptions, one may extend the 
Pitzer model to multi-salt solutions. It is notable, however, that the main effect on the activity 
coefficient of the solution arises from the single-electrolyte parameters and that one may omit the 
mixed-salt terms without imposing significant error in the estimated properties for the common 
subsurface petroleum engineering application. 
The shortcomings of the Pitzer-type formulation are two folds: one requires to provide an 
extensive database of several system-specific fitting parameters (for binary and ternary 
interactions) and for temperature-dependent terms (Møller, 1988); and we expect a 
computationally demanding procedure to compute activity coefficients in the field-scale 
subsurface applications based on this complex formulation. Nevertheless, in that substantial model 
parameter dataset is available for an expansive range of electrolytes, the model is versatile in 






























ln 𝛾𝑌 = 𝑧𝑌




















































ln(1 + 1.2𝐼0.5)) + 𝑆𝑃1 + 𝑆𝑃2 + 𝑆𝑃3;  

















1 exp(−𝛼𝑃,𝑖,𝑗√𝐼) + 𝛽𝑃,𝑖,𝑗
2 exp (−12√𝐼);  
𝐵𝑃,𝑖,𝑗 = 𝛽𝑃,𝑖,𝑗
0 + 𝛽𝑃,𝑖,𝑗
1 𝐺(𝛼𝑃,𝑖,𝑗√𝐼) + 𝛽𝑃,𝑖,𝑗
2 𝐺(12√𝐼);  
?́?𝑃,𝑖,𝑗 = 𝛽𝑃,𝑖,𝑗
1 ?́?(𝛼𝑃,𝑖,𝑗√𝐼)/𝐼 + 𝛽𝑃,𝑖,𝑗
2 ?́?(12√𝐼)/𝐼; 
𝐴𝑃,𝑖,𝑗
 = 𝜃𝑃,𝑖,𝑗 + 𝐸𝑃,𝑖,𝑗 + 𝐼?́?𝑃,𝑖,𝑗;  𝐶𝑃,𝑖,𝑗 = 0.5𝛽𝑃,𝑖,𝑗
3 |𝑍𝑖𝑍𝑗|
−0.5
; 𝑍 = ∑ |𝑍𝑖|𝑚𝑖
 
𝑖  
𝐺(𝑥) = 2(1 − (1 + 𝑥)𝑒−𝑥)/𝑥2;  
?́?(𝑥) = −2(1 − (1 + 𝑥 + 𝑥2/2)𝑒−𝑥)/𝑥2. 





3 , 𝜃𝑃,𝑖,𝑗) and set of ternary 
interaction parameters (𝜓𝑃,𝑌,𝑖,𝑗). 
 
For symmetrical mixing, 𝐸𝑃,𝑖,𝑗 term disappears and 𝛷𝑃,𝑖,𝑗
  is 
approximately independent of ionic strength. 
 
For cation (anion): Y=specified cation (anion); 
ac=anion(cation); ca= cation(anion); n=neutral. 
 
𝐸𝑃,𝑖,𝑗 and ?́?𝑃,𝑖,𝑗=f(ions charges, 𝐼, , 𝜌𝑠) are due to 
unsymmetrical mixing effects and are zero for the same 
charge ions i and j. 
 
For univalent electrolyte:𝛼𝑃,𝑖,𝑗 = 2, 𝛽𝑃,𝑖,𝑗
2 = 0;  
For 2-2 electrolyte: 𝛼𝑃,𝑖,𝑗 = 1.4. 
 
Pitzer parameters for common ions are listed in Harvie et al. 
(1984), Zemaitis et al. (1986), Holmes and Mesmer (1988) 
(and references therein), and (Pitzer, 1991, 1995) among 
others; functional form of temperature-dependent Pitzer 
parameters are proposed by many investigators including 
Pitzer (1991), Greenberg and Mølle (1989), Alai et al. (2005), 
and (Christov et al., 2007; Christov & Møller, 2004);  
 
Some Investigators attempted to reduce the number of Pitzer’s 





For multicomponent system, at first, one could apply one-electrolyte formulation and upon 
unsuccessful match of experimental results, add more set of parameters. The source of required 
parameters in literature are listed in Table C-3. 
Integral equation functions 
The low-concentration chemical models disregard the actual particle sizes and, instead, take into 
account the particle sizes in the extreme sides of the distance parameter of the charge-charge 
interaction. The statistical thermodynamics by means of integral equation function not only 
overcomes this drawback of the Poisson-Boltzmann low-concentration methods, also establishes 
theoretical basis for modeling of the electrolyte solution. Unlike the DH where the Poisson-
Boltzmann equation is solved for the central ion assuming that the ions in the cloud are point-
charge sources, the integral equation functions take into account finite-size ions in the cloud. The 
integral equation yields the spatiotemporal distribution of   relation to provide additional condition 
to solve the integral equation. The closure equation uses either the explicit functional relation 
between h and c functions ℎ(𝑟 1, 𝑟 2) = 𝑓(𝑐(𝑟 1, 𝑟 2)) or the implicit functional relation between the 
indirect correlation and the cavity equation through a bridge graph (Barthel et al., 1998). Three 
commonly used closure equations are the hypernetted chain approximation (Freidman, 1985), the 
Percus-Yevick approximation (1958), and the mean spherical approximation methods (MSA). The 
hypernetted chain approximation assumes that the bridge graph is zero and obtains acceptable 
results for electrolyte solutions at moderate and high concentrations (Molality > 0.1 M). 
Nevertheless, it is a computationally demanding approach and impractical for the field-scale 
applications. The Percus-Yevick closure equation is accurate to replicate the repulsive short-range 
interionic behavior but is limited in predicting the behavior of long-range ionic species. The mean 
spherical approximation (MSA) is a simplified form of one closure equation obtained for the hard-





due to the inherent implicitness of its parameters as described in Table C-4. The MSA has been 
adopted with several investigators assuming that it provides more details of the thermodynamic 
behavior of electrolyte system.  
Mean Spherical Approximation 
One may generally solve the integral equation function of the MSA for both primitive and non-
primitive models (Simonin et al., 1996). In the more complex non-primitive formulation, the 
dielectric constant may freely depend on the temperature and density in multicomponent and multi-
solvent mixtures. Based on several introduced approximations, Blum and Wei (1987) proposed an 
analytical approach for the non-primitive MSA closure function.  Notwithstanding, it has been a 
common practice to treat the solvent as a dielectric medium and is modeled implicitly. Blum (1975, 
1980) presented the analytical solution to the restricted primitive MSA to solve for interactions of 
charged hard-spheres with finite size. His work was a step forward representation in the theoretical 





     𝑟 < 𝑑𝑖𝑗
∞             𝑟 > 𝑑𝑖𝑗
, Eq. C- 2 




(𝑟  )  = 0                                  𝑟 < 𝑑𝑖𝑗
𝑐𝑖𝑗(𝑟  ) ≅ −𝑧𝑖𝑧𝑗𝑒
2/( 𝑓𝑘𝑇𝑟)      𝑟 > 𝑑𝑖𝑗
, Eq. C- 3 
and solved the pair potential equation. A characteristic screening or shielding length (𝜆𝑀𝑆𝐴) 
appears in the solution having a recursive formulation, 
𝜆𝑀𝑆𝐴




















𝑖 . The MSA screening length is related to the Debye screening length 
through the ion diameter (𝑑𝑖): 
𝜆𝐷𝐻 ≅ 2𝜆𝑀𝑆𝐴(1 + 𝑑𝑖𝜆𝑀𝑆𝐴). 
Eq. C- 5 
The binding MSA method introduces an exponential approximation to correct poor 
prediction of low-density behavior in spherical-like approximation (Bernard & Blum, 1996). This 
method considers contributions to the ionic interactions especially the hard-core and includes two 
important effects. It prevents the collapse of the system: based on statistical mechanics, the neutral 
ionic system form unbounded negative energy that are unstable. It takes into account the ion 
volume: ions in the Debye-Hückel theory exclude each other. In reality, however, the ions 
screening cloud is larger than the Debye-Hückel cloud. It includes the ions contact and their and 
exclusion volume alleviating the problem of negative values of the mean activity logarithm in case 
of high ionic strength. Nevertheless, the formulation and evaluating the screening parameter of the 
MSA method is more complicated than the Debye-Hückel theory but researcher have found no 
virtual difference between the results of the MSA method than Debye-Hückel method. This type 
of modeling, however, is limited to the electrostatic interactions between spherical ions. One may 




















𝑚 = ln 𝛾±
𝐸𝑆 + ln 𝛾±




2 (1 + 𝜆𝑀𝑆𝐴𝑑𝑗)⁄ − 𝐸1 − 𝐸2 − 𝐸3,  
𝐸1 = 𝜋𝐵𝑧𝑗𝑑𝑗𝑃𝑛 [2 ∆(1 + 𝜆𝑀𝑆𝐴𝑑𝑗)]⁄ ,    
𝐸2 = 𝑑𝑗𝑃𝑛[𝜆𝑀𝑆𝐴𝑎𝑗 + 𝜋
2𝐵𝑑𝑗
2𝑃𝑛 (3∆)⁄ ] (4∆)⁄ , 
𝐸3 = 𝜋𝐵𝑧𝑗 [∑𝜌𝑖𝑑𝑖
2(2𝜆𝑀𝑆𝐴𝑎𝑗 4𝜋𝐵⁄ + 0.5𝑧𝑖)
 
𝑖
] 6⁄ , 
ln 𝛾±
𝐻𝑆 = 𝐶1 + 𝐶2 + 𝐶3 − 𝐶4 − ln∆,  
𝐶1 = 𝑑𝑗




𝐶2 = 3𝑑𝑗[(𝑑𝑗 1 + 2) + 3𝑑𝑗
 
2
2 (2∆)⁄ ] ∆⁄ ,   
𝐶3 = 3( 2𝑑𝑗 (1 − ∆)⁄ )
2
[𝑙𝑛∆ + 3 ∆⁄ − 3
2 (2∆2)⁄ ], 
𝐶4 = ( 2𝑑𝑗 (1 − ∆)⁄ )
3
[2𝑙𝑛∆ + 3(2 − 3) ∆⁄ ],     
where 𝐵 = 𝑒2 (4𝑘𝐵𝑇 𝑟)⁄ , 
𝑃𝑛 = 1 Ω⁄ × ∑ 𝜌𝑑𝑗𝑧𝑗 (1 + 𝜆𝑀𝑆𝐴𝑑𝑗),⁄
 
𝑗   
𝑛 = 𝜋 6⁄ × ∑ 𝜌𝑑𝑗
𝑛 
𝑗 , ∆= 1- 3, 
𝜆𝑀𝑆𝐴
2 = 𝜋𝐵∑ 𝜌𝑗[(𝑧𝑗 − 𝜋𝑑𝑗
2𝑃𝑛 (2∆)⁄ ) (1 + 𝜆𝑀𝑆𝐴𝑑𝑗)⁄ ]
2 
𝑗 ,  
Ω = 1 + 𝜋 2∆⁄ × ∑ 𝜌𝑑𝑗
3 (1 + 𝜆𝑀𝑆𝐴𝑑𝑗)⁄
 
𝑗 ,  
𝑎𝑗 = 2𝜋𝐵(𝑧𝑗 − 𝜋𝑑𝑗
2𝑃𝑛/2∆) 𝜆𝑀𝑆𝐴(1 + 𝜆𝑀𝑆𝐴𝑑𝑗)⁄ . 
Lebowitz and Percus (1966) introduced MSA. The MSA is a closure 
approximation equation coupled with the OZ equation. The OZ integral 
equation describes the interaction between two particles by applying 
direct and indirect correlation between any particle pair with the assist 
of the graph theory. The MSA can be solved based on PM and NPM 
models. The PM models are analytically solved implicitly. Their 
simplified variants can be solved explicitly; 
If one adopts NPM-type modeling, no mixing-rule is required; 
Waisman and Lebowitz (1972a;1972b) and Wertheim (1971) obtained 
analytical solution of MSA using PT. Advances in the MSA is attributed 
to the Blum and co-workers; The described MSA approach is primitive; 
Total property (i.e., mean activity coefficient) is sum of es and hs 
contribution; The hard-sphere contribution is evaluated from MCSL 
equation; 
MSA accounts for finite-size of individual ions and reduces to DH 
limiting law as 𝐼 → 0; 
BIMSA accommodates all associating mechanism (Coulombic, 
covalent, and solvation) in one association parameter in MSA model 
based on the mass-action law and the WOZ integral equation formalism;  
𝜆𝑀𝑆𝐴 parameter is solved iteratively and as diameter approaches zero 
(𝑑𝑗 → 0),  
𝜆𝐷𝐻 ≅ 2𝜆𝑀𝑆𝐴(1 + 𝑑𝑖𝜆𝑀𝑆𝐴); 






























*BIMSA: Binding-MSA; es: electrostatic contribution; hs: hard-sphere contribution; HS-ID: Hard-sphere with embedded ideal dipoles; MCSL: hard-sphere 
equation of Mansoori et al. (1971); MSA: mean spherical approximation; OZ: Ornstein-Zernike equation (1914); PDH: Pitzer-DH model (Pitzer & Simonson, 
1986); PM: Primitive model; NPM: Non-primitive model in which solvent molecules are resorted; PT: Perturbation theory; RPM: Restricted primitive model 







Perturbation theory attacks a property by means of a set of approximation schemes of perturbing 
that property in terms of a simpler one. As a result, having a precise a priori knowledge of the 
specified property is the keystone of perturbation equation. In case of electrolyte solution, this 
theory applies a Tylor series expansion of the Helmholtz free energy given the intermolecular pair 
potential and the reference state radial distribution function. This simplistic approach coupled with 
the elegant Wertheim theory (1984) is the basis of statistical associating fluid theory (SAFT), a 
widely used non-cubic EOS method in electrolyte modeling in which the contribution to the 
residual Helmholtz energy is evaluated. The residual Helmholtz energy is due to aggregation of 
three terms representing contributions from different intermolecular interactions: segment 
interaction, covalent chain-forming bonds in segments, and site-specific interactions among 
segments. The SAFT and its variants estimate thermodynamic properties for chain-like molecules 
in electrolyte solution modeling.  
Excess thermodynamic property decomposition 
One simple and systematic approach to overcome the drawbacks of pure theoretical molecular 
electrolyte methods and to complete the electrolyte modeling is to decompose the excess 
thermodynamic properties. The partial molar excess properties deliver a straightforward method  








= 𝑅𝑇 ln 𝛾𝑖. This provides the attribution of 
unlike interactions among species by linear summation of the contribution of each interaction. For 
example, the excess GFE of an aqueous solution can be represented by contribution from up to 
seven terms. A simplified electrolyte model exhibits the excess molar GFE (or molar Helmholtz 
free energy) by, 
𝐺 
𝑒𝑥 = 𝐺 
𝐿𝑅 + 𝐺 
𝐵 + 𝐺 





where 𝐺𝐿𝑅 denotes the long-range interactions between charged species as represented by either 
the DH theory or the MSA method; the Born term (𝐺𝐵) evaluates the solvation (or hydration) 
energy when ions charge (or discharge) the uncharged (or charged) reference system in continuous 
medium with fixed-permittivity (Born, 1920); and 𝐺𝑆𝑅 points the short-range interactions as 
denoted by a formulation based on profuse set of classical non-electrolyte thermodynamics, 
theoretical methods, or empirical formulations. To capture short-range interactions of 
multicomponent electrolyte solution, several of the relatively successful electrolyte models are 
established based on the local-composition supposition. 
Local composition models 
In molecular thermodynamic of liquid solutions, the advent of local-composition concept (Wilson, 
1964) allowed to contribute the short-range and non-random interactions as opposed to random-
mixing behavior in an averaged overall mixture composition. Two successful variants of the local-
composition are non-random-two-liquid (NRTL) (Renon & Prausnitz, 1969) and universal quasi-
chemical (UNIQUAC) (Abrams & Prausnitz, 1975) and UNIQUAC Functional 
group Activity Coefficients (UNIFAC) (Fredenslund et al., 1975). This powerful concept and its 
variants improved modeling of excess Gibbs energy in electrolyte solution substantially. Some of 
the activity models based on NRTL and UNIQUAC local composition models are listed in Table 
C-5. Yet, they lack predictive potential in subsurface resource modeling as they are limited to low-
pressure equilibrium condition. The EOS are perceived to overcome this severe drawback of 




































𝐺𝑒𝑥 𝑅𝑇⁄ = 𝐺𝑆𝑅
𝑒𝑥 𝑅𝑇⁄ + 𝐺𝐿𝑅
𝑒𝑥 𝑅𝑇⁄ + ∆𝐺𝐵
𝑒𝑥 𝑅𝑇⁄ ; 
 
𝐺𝑆𝑅













𝑆𝑐 = ∑ 𝑧𝑎𝑛𝑎 (∑ 𝑌𝑐𝑐
∑ 𝑋𝑗ϐ𝑗𝑎,𝑐𝑎Ϩ𝑗𝑎,𝑐𝑎𝑗
∑ 𝑋𝑘ϐ𝑘𝑎,𝑐𝑎𝑘
)𝑎 ;  
ϐ𝑖𝑗 = exp(−𝛼𝑖𝑗Ϩ𝑖𝑗) ; 𝑋𝑗 = 𝐶𝑗𝑥𝑗;   𝑥𝑗 = 𝑛𝑗 ∑𝑛𝑖
𝑖
⁄ . 
j: m (molecule), c (cation), a (anion); 𝑛𝑗: number of 
segment species j in mixture;𝐶𝑗: 1 for molecules and zj for 
ions species; Indexing is symmetric Ϩ𝑖𝑗 ≠ Ϩ𝑗𝑖 but for pair-
to-pair is symmetric ϐ𝑗𝑎,𝑐𝑎 = ϐ𝑎𝑗,𝑎𝑐. 
It uses local composition concept of NRTL model adapted 
for electrolyte system (generalization of local ion-solvent 
interaction) and the extended DH (or PDH) equation for 
long-range electrostatic interactions (𝐺𝐿𝑅
𝑒𝑥). It uses Born 
equation to transfer between infinite dilution aqueous 
solution and infinite dilution mixed solvent solution 
(∆𝐺𝐵
𝑒𝑥). The local composition interactions are included 
based on a segment interaction concept. The species of 
solution are divided into three categories: molecules where 
electroneutrality is maintained along with ions (anions and 
cations) where central species follow a like-ion 
assumption; The model adopts the infinite dilution aqueous 
solution as reference state of ions and is applicable to 
multi-solute system;  The model parameters are salt 
specific; The non-random factor 𝛼𝑖𝑗<0.5. Renon (1969) 
proposed general guideline for selecting 𝛼𝑖𝑗; generally, 
however, it is an adjustable model parameter). Adjustable 
parameters: 2 local binary interaction parameters per salt. 
These parameters can be estimated based on a non-linear-
programming technique. The model works well up to 𝐼 ≅
6. M 
* B: Born term for mixed solvents and hydration; NRTL: non-random two-liquid model (Renon & Prausnitz, 1969); PB: Poisson equation for relating 
charge density around ion and the electrical potential for a sphere and Boltzmann equation for ion distribution in electrolyte solution; PDH: Pitzer-DH model 













































𝐺𝑒𝑥 𝑅𝑇⁄ = 𝐺𝑆𝑅
𝑒𝑥 𝑅𝑇⁄ + 𝐺𝐿𝑅
𝑒𝑥 𝑅𝑇⁄ , 
𝐺𝐿𝑅
𝑒𝑥 𝑅𝑇⁄ = −4𝑤𝑊𝑀𝑊𝐴𝑈𝐷[ln(1 + 𝐵𝑈𝐶) − 𝐵𝑈𝐶 + 0.5𝐵𝑈𝐶
2 ]; 
𝐺𝑆𝑅
𝑒𝑥 𝑅𝑇⁄ = 𝐺𝑆𝑅,𝐶
𝑒𝑥 𝑅𝑇⁄ + 𝐺𝑆𝑅,𝑅
𝑒𝑥 𝑅𝑇⁄ ; 
𝐺𝑆𝑅,𝐶
𝑒𝑥 𝑅𝑇⁄ = ∑ 𝑤𝑖 ln(ϟ𝑖 𝑤𝑖⁄ )𝑖 − 5𝑞𝑖 ∑ 𝑤𝑖𝑞𝑖 ln(ϟ𝑖 ℵ𝑖⁄ )𝑖 ; 
𝐺𝑆𝑅,𝑅
𝑒𝑥 𝑅𝑇⁄ = −∑ 𝑤𝑖𝑞𝑖 ln(∑ ℵ𝑗𝐴𝑈𝑅,𝑗𝑖𝑗 )𝑖 ; 
𝐴𝑈𝑅,𝑗𝑖 = exp [−(𝑢𝑗𝑖 − 𝑢𝑖𝑖)/𝑇]; 𝑢𝑗𝑖 = 𝑢𝑗𝑖
0 + 𝑢𝑗𝑖
𝑡 𝑇;  
𝐴𝑈𝐷 = 𝑓(𝑇
′);  𝐵𝑈𝐶 = 1.5𝐼
0.5; ϟ𝑖 = 𝑤𝑖𝑟𝑖 ∑ 𝑤𝑗𝑟𝑗𝑗⁄ ; 
 ℵ𝑖 = 𝑤𝑖𝑞𝑖 ∑ 𝑤𝑗𝑞𝑗𝑗⁄ .  
It is also called extended UNIQUAC and applies extended 
DH (or PDH) equation for long-range electrostatic 
interactions contribution to excess Gibbs energy 
(𝐺𝐿𝑅
𝑒𝑥 𝑅𝑇⁄ ). The model parameters are ion specific. The 
UNIQUAC contribution to the excess Gibbs energy 
(𝐺𝑆𝑅
𝑒𝑥 𝑅𝑇⁄ ) consists of combinatorial (superscript C) and 
residual (superscript R) parts; the model requires two 
parameters (𝑢𝑗𝑖
0  and 𝑢𝑗𝑖
𝑡 ) per binary and two parameters per 






















𝐺𝑒𝑥 𝑅𝑇⁄ = 𝐺𝑆𝑅
𝑒𝑥 𝑅𝑇⁄ + 𝐺𝐼𝐼
𝑒𝑥 𝑅𝑇⁄ + 𝐺𝐿𝑅
𝑒𝑥 𝑅𝑇⁄  
 
It applies a second-virial type formulation for specific ion 
(ion-ion and ion-molecule) interactions. The model 
parameters are ion specific. 𝐺𝑆𝑅
𝑒𝑥: from UNIQUAC, 𝐺𝐿𝑅
𝑒𝑥: 
from PDH, 𝐺𝐼𝐼
𝑒𝑥: specific ion interaction contribution from 
an ionic-strength dependent symmetrical 2nd virial-
coefficient type and pressure dependent expression. 
* B: Born term for mixed solvents and hydration; NRTL: non-random two-liquid model (Renon & Prausnitz, 1969); PB: Poisson equation for relating 
charge density around ion and the electrical potential for a sphere and Boltzmann equation for ion distribution in electrolyte solution; PDH: Pitzer-DH model 





Aqueous electrolyte EOS (eEOS) models 
Local composition models presume a negligible effect of pressure on thermodynamic behavior of 
aqueous solution. The experimental results, however, do not underpin this assumption (Hamann, 
1984), at least, due to the elevated dissociation degree of the ion-pairing in the concentrated 
solutions at the high pressures. As a result, excluding the pressure effect impedes the aqueous 
activity models to fully describe the behavior of subsurface aquatic resources. To cover this 
limitation, an EOS can establish an analytical relation between pressure, temperature, and volume 
of the aqueous electrolyte system spanning the composition space. In general, one can relate the 
fugacity coefficient from vapor-liquid equilibria to the activity coefficient of electrolyte solutions. 








∞, Eq. C- 7 
where 𝛾𝑖 and ?̂?𝑖 stand for fugacity and activity coefficients of component i in a real mixture, 
respectively, 𝛾𝑖
∞ denotes activity coefficient at infinite dilution, and ?̂?𝑖
∞ is fugacity coefficient of 
component i at infinite dilution which is calculated based on an ion-free water solution. 
In general, eEOS models add correcting terms to a non-electrolyte EOS to include variety 
of interactions specific to electrolyte solutions. These terms include, at least, long-term 
electrostatic charge interactions, Born dielectric term, and ion-specific short-range term. The non-
electrolyte EOS models include Peng-Robinson EOS (PR) (Peng & Robinson, 1976), Soave-
Redlich-Kwong EOS (SRK) (Soave, 1972), and cubic plus association EOS (CPA) (Kontogeorgis 
et al., 1996) (see Table C-6), SAFT (see Table C-7), perturbed anisotropic chain theory (PACT) 
(Vimalchand & Donohue, 1985) and Boublik-Mansoori-Carnahan-Starling EOS (BMCS) 

















The model is based on individual contributions of electrolyte and NE components to the mixture Gibbs energy. The 





𝐴 = 𝐴𝑟𝑒𝑝 + 𝐴𝑠𝑟 + 𝐴𝑙𝑟  
rep: repulsive-force term; sr: short-range term constituting of two parts: the first short-range term (sr1) represents the 
non-electrolyte interactions (from SRK-EOS) while the second term (sr2) is due to ion-specific short-range interactions 
(PBMSA); lr: long-range interactions from PBMSA model; rep and sr1 terms are similar to those of Schwartzentruber 
(1989). No ionic-association was considered; Adjustable parameters: 1-3 binary parameters. The authors applied model 
to numerous strong electrolyte systems.  





𝐴 = 𝐴𝑖𝑔𝑚 + 𝐴𝑠𝑟 + 𝐴𝐵 + 𝐴𝑙𝑟 , 
sr: described based on the PR-EOS model; B: Born contribution due to two processes: 1) initial discharging of ions 
followed by 2) recharging the ions; lr: long-range interactions represented by simplified-MSA approach. 
General eEOS covering broad range of pressure, temperature, and composition without focusing on specific range of 
conditions or type of electrolytes. Reference state is ideal gas mixture. The model is applicable to ion-hydration. The 
authors validated the model against 138 aqueous electrolyte solutions. There was a good agreement between  the 
measured and calculated mean activity coefficient. 
Vu et al. 
(2002) 
PR xPR 
fugacity coefficient: 𝜑 = 𝜑𝑁𝐸 × 𝜑𝑠𝑜𝑙𝑣 × 𝜑𝑙𝑟  
The solvation and long-range contributions are evaluated based on xPR model. The co-volume parameter of non-
electrolyte term is the summation of that of non-electrolyte pure component and linear term of mole-fraction average of 
co-volumes of electrolytes. The attraction parameter of non-electrolyte is evaluated from xPR model.  
Adjustable parameters: size of solvated ions as represented by Stokes diameters for cations and Pauling diameter for 
anions. The authors applied the model to predict behavior of gas-hydrates produced from water-methanol-salt solutions. 





𝐴𝑒𝑥 = 𝐴𝑠𝑟 + 𝐴𝐵 + 𝐴𝑙𝑟  
sr: short-range interactions from PR-EOS; lr: long-range interactions both from eMSA and iMSA models; B: Born term 
including ion- charging and –discharging; Adjustable parameters: 3 ion parameters and 1 interaction  parameter per ion 
at room temperature; To evaluate different eEOSs, the authors coupled contribution from different models. 
Lin et al. 
(2007) 
SRK DH 
𝐴𝑒𝑥 = 𝐴𝑠𝑟 + 𝐴𝑙𝑟  
sr: short-range interactions from SRK-EOS; lr: long-range interactions from a simplified DH model;  
In an attempt to evaluate different eEOSs, the authors coupled contribution from different models. This model does not 
capture the ion-charging and ion-discharging processes. 



















    B 
𝐴𝑒𝑥 = 𝐴𝑠𝑟 + 𝐴𝐵 + 𝐴𝑙𝑟  
sr: short-range interactions from CPA; lr: long-range interactions from iMSA; B: Born term including ion-charging and –
discharging; Adjustable parameters: 3 ion parameters and 1 interaction parameter per ion at room temperature; To evaluate 








𝐴 = 𝐴𝑖𝑔𝑚 + 𝐴𝑠𝑟 + 𝐴𝑎𝑠𝑠𝑜𝑐 + 𝐴𝑙𝑟 
sr: short-range attractive term constituting of two parts: the first short-range term (sr1) represents the non-electrolyte 
interactions (from SRK-EOS). To evaluate the solvation interactions, the authors applied two approaches: 1) the second term 
(sr2) due to ion-specific short-range interactions (PBMSA) (𝐴𝑠𝑟 = 𝐴𝑆𝑅𝐾 + 𝐴𝑠𝑟2); 2) Born term for variations in solvation 
characteristics as salt concentration changes  (𝐴𝑠𝑟 = 𝐴𝑆𝑅𝐾 + 𝐴𝐵,𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 − 𝐴𝐵,𝑐ℎ𝑎𝑟𝑔𝑒);  lr: long-range interactions from 
iMSA; assoc: association term from the CPA. Only water is considered as the associating component. Adjustable parameters: 
three parameters per ion (hard-sphere diameter, energy parameter in SRK-EOS, solvated diameter) and one binary parameter 
(either solvation parameter or dispersive interaction parameter in SRK-EOS). 
*assoc: association term; attr: attraction term; B: Born term; CPA: cubic plus association EOS (Kontogeorgis et al., 1996) a coupled cubic EOS and association 
parameter from SAFT (CPA reduces to PR/SRK for non-polar (i.e., non-self-associating compounds)); disp: Dispersion term (intermolecular interaction potential 
from van der Walls forces) due to dispersive potential (lj or sw) for attraction among hard-sphere molecules in segments; ex: excess Helmholtz free energy;  hc: 
hard-sphere chain term; hs: hard-sphere term; igm: ideal gas mixture; iMSA: implicit (full) MSA; lj: Lennard-Jones potential simple model to represent 
intermolecular interaction potential from van der Waals forces (repulsive and attraction terms) arising at small molecules (Jones,(1924)); lr: Long-range electrostatic 
interactions; MSA: mean spherical approximation; nMSA: non-primitive MSA; PBMSA: Planche and Ball’s MSA model (Ball et al., 1985; Planche & Renon, 
1981); PR: Peng and Robinson EOS (Peng & Robinson, 1976); re: Residual; ref: Reference state or system; RPM: restricted primitive mode; SAFT: Statistical-
Associating-Fluid-Theory incorporating the excess Helmholtz energy due to different molecular interactions in an additive manner; SRK: Soave- Redlich-Kwong 
EOS (1972); sw: square-well potential a simplified form of lj potential; xPR: extended PR  (Péneloux et al., 1989) by adding residual terms to Helmholtz energy 






















𝐴 = 𝐴𝑟𝑒𝑓 + 𝐴𝑎𝑠𝑠𝑜𝑐 + 𝐴𝐵 + 𝐴𝑙𝑟 
ref: normal short-range repulsive interactions and van der Waals attractive among molecules or ions 
assoc.: association due to hydrogen bonding among water molecules from SAFT. The model does not capture ion-ion 
association; B: born contribution due to ion formation. It does not account for ion-discharging. lr: long-range interactions as 
represented by iMSA. Adjustable parameters: five adjustable parameters for water, one temperature-dependent parameters 
and one constant parameter for each salt species. 









𝐴 = 𝐴𝑖𝑑 + 𝐴𝑟𝑒𝑓 + 𝐴𝑎𝑠𝑠𝑜𝑐  
id: ideal fluid contribution,  
ref: monomer segments contribution by SAFTvr model,  
assoc.: association contribution due to solvent molecules. It does not capture the ion-ion and ion-solvent association.  
The Born term was not added in the models.  
The model has one binary interaction parameter per ion-pair and explicitly takes into account the solvent as a dipolar 
associating fluid with square-well molecules. It is applicable up to 373 K.  
The model of Patel et al. (2003) provided a simple method to model salting-out of nonpolar components. 











𝐴𝑒𝑥 = 𝐴𝑟𝑒𝑓 + 𝐴𝑑𝑖𝑠𝑝 + 𝐴𝑎𝑠𝑠𝑜𝑐 + 𝐴𝑙𝑟  
ref: the reference hard-chain molecules;     
lr: the contribution due to charging up the system (DH theory); 
Adjustable parameters: 2 parameters per ion (hydrated ionic diameter and dispersive energy parameter)  
The model was applied to strong monovalent and bivalent electrolyte system up to 373 K and could reproduce vapor 
pressure of mixed-salt solution.  
Held et al. (2008) validated their model against 115 electrolyte systems and matched liq. density and mean activity 















EOS +  
other terms 
Remarks 




𝐴 = 𝐴𝑖𝑑 + 𝐴𝑟𝑒𝑓 + 𝐴𝑎𝑠𝑠𝑜𝑐  
id: ideal fluid contribution; ref: monomer segments contribution by SAFTvr model; 
assoc: association contribution due to solvent molecules. It does not capture the ion-ion and ion-solvent association.  
The model explicitly adds the solvent as a dipolar associating fluid with square-well molecules. 






Three non-linear equations are solved to obtain ion-ion, ion-dipole, and dipole-dipole interactions. The ion-dipole term 
determines the energy of solvation similar to the Born term in primitive-based models. No conversion to other thermodynamic 
framework is required. Adjustable parameters: ion diameter and association energy (both are salt-specific). The authors 
validated this model against experimental results for 18 electrolytes in aqueous system up to 343 K. 
*assoc.: association term; attr: attraction term; B: Born term; CPA: cubic plus association EOS (Kontogeorgis et al., 1996) a coupled cubic EOS and 
association parameter from SAFT (CPA reduces to PR/SRK for non-polar (i.e., non-self-associating compounds)); disp: Dispersion term (intermolecular 
interaction potential from van der Walls forces) due to dispersive potential (lj or sw) for attraction among hard-sphere molecules in segments; ex: excess 
Helmholtz free energy;  hc: hard-sphere chain term; hs: hard-sphere term; igm: ideal gas mixture; iMSA: implicit (full) MSA; lj: Lennard-Jones potential 
simple model to represent intermolecular interaction potential from van der Waals forces (repulsive and attraction terms) arising at small molecules (J. E. 
Jones, 1924); lr: Long-range electrostatic interactions; MSA: mean spherical approximation; nMSA: non-primitive MSA; pcSAFT: Perturbed-chain SAFT 
is based on a hard-chain fluid as a reference for the 2nd order perturbation theory to develop distribution term for non-spherical molecules (Gross & 
Sadowski, 2001); PR: Peng and Robinson EOS (1976); re: Residual; ref: Reference state or system; RPM: restricted primitive mode; SAFT: Statistical-
Associating-Fluid-Theory incorporating the excess Helmholtz energy due to different molecular interactions in an additive manner; SAFTvr: SAFT variable-
range describes the chain molecules formed from hard-core monomers with attractive potentials of variable- range (Gil-Villegas et al., 1997); SRK: Soave- 
























𝐴𝑒𝑥 = 𝐴ℎ𝑠 + 𝐴𝑎𝑡𝑡𝑟 + 𝐴𝐵 + 𝐴𝑙𝑟  
hs: contribution due to inflation of ideal-gas molecules to hard-spheres as modeled by BMCS model. 
attr: attraction term due to intermolecular forces except for permanent electric charges of ions (Hu model). 
lr: PDH for dilute electrolyte system + a modified Pitzer equation (Pitzer, 1973a) for higher electrolyte concentrations; the 
model establishes a Helmholtz free energy (H=H (T, V, W)) for mixed solvents. Applicable to supercritical components at high 
pressures. Validity: T= -10 – 120℃ and salinity up to 15 mol%. The model introduces ion-specific parameter but did not 







𝐴 = 𝐴𝑖𝑔𝑚 + 𝐴𝑟𝑒𝑝 + 𝐴𝑑𝑖𝑝 + 𝐴𝑝𝑒𝑟  
rep: short-range hard-core repulsive interactions due to hard-core effects as modeled by BMCS model. 
dip: dipolar contribution from perturbation theory using Padé approximation (Rushbrooke et al., 1973). 
per: perturbation as modeled by a generalized empirical van der Waals attractive term.  
The authors assumed complete ion-association into ion-pairs. 













PACT for short-range intermolecular interactions, HP for long-range Coulombic interactions, and Born term. PACT EOS takes 
into account molecular moments and chemical equilibria and provides acceptable results for pure water properties up to critical 
point. The model contains one adjustable parameter per anion-cation pair. Although the ionic radii (for both cations and anions) 
were originally introduced from the Pauling radii, the authors proposed to use the ionic radii as an adjustable parameter. The Jin 
and Donohue model (1991) applied ionic parameters in lieu of electrolyte parameters. Model validity: T= 0 – 100℃, up to 5 M. 
* attr: attraction term; assoc: association term; attr: attraction term; B: Born term; BMCS: Boublik-Mansoori extension (Boublik, 1970; Mansoori et al., 1971) 
of the Carnahan-Starling EOS for hard spheres; dip: Dipolar contribution; ex: excess Helmholtz free energy;  hc: hard-sphere chain term; hs: hard-sphere term; 
HP: Perturbation expansion for ion-ion interactions based on a restricted primitive perturbation theory (Henderson & Blum, 1981); Hu: Helmholtz free energy 
framework represented by Hu et al. (1984; 1985);  igm: ideal gas mixture; lr: Long-range electrolyte interactions; MSA: mean spherical approximation; NE: non-
electrolyte; nMSA: non-primitive MSA; PACT: Perturbed-Anisotropic-Chain Theory. This model is non-cubic and transformed to associating PACT (APACT) by 
taking into account hydrogen bonding; PDH: Pitzer-DH model (Pitzer & Simonson, 1986); per: perturbation; Pert: perturbation theory; re: Residual; ref: 





Appendix D: Debye-Hückel Theory  
The Debye-Hückel theory (1923) is based on a McMillan-Mayer level perspective in the statistical 
mechanics: stripping away the solvent (water) molecules and, in turn, using a primitive model by 
considering the main contribution of water in the electrolyte solution to provide dielectric 
continuum. The Debye-Hückel formulation can be achieved by the classical approach or through 
the statistical mechanics. We follow the former approach in a same manner as did the Debye and 
Hückel. They solved the Poisson’s equation to relate the charge density (ρ) around ion i to the 
electrical potential (Ψ) for a sphere with radius r around ion i. From electrostatics the Poisson’s 
equation is, 
 ∇. (𝜖𝑓∇𝛹𝑐(𝑟)) = −𝜌𝑐(𝑟), 𝑟 > ?̇?𝐷𝐻, Eq. D- 1 
where 𝛹𝑐(𝑟) denotes the average electrostatic potential that a test charge experiences at radius r 
from it center, 𝜖𝑓 is effective permittivity the product of relative-permittivity (or dielectric 
constant) of the solvent (𝜖𝑟) (𝜖𝑟 = 78.30 for water at 25 ℃ ) and permittivity at the vacuum (𝜖0), 
and 𝜌𝑐 is the charge density at r from center of charge 𝑧𝑐𝑒 and ?̇?𝐷𝐻 denotes the distance of the 
closest approach between two rigid, hard-spheres, counter-charge ions.  
If the size of ions does not differ considerably (i.e., equal-size assumption ?̇?𝐷𝐻 is simply 
reduced to the diameter of each ion). For any radius less than ?̇?𝐷𝐻, there is no other charge except 
for the charge at the center and, consequently, the Poisson equation reduces to,  
 ∇. (𝜖𝑓∇𝛹𝑐(𝑟)) = 0, 0 <  𝑟 ≤ ?̇?𝐷𝐻, Eq. D- 2 
In the following, we drop the radial distance notation focusing on 𝑟 > ?̇?𝐷𝐻. For a 
continuum with constant effective permittivity, the Poisson equation simplifies to,  
 𝛻2𝛹𝑐(𝑟) = −
1
𝜖𝑓









,  Eq. D- 4 
where e is the electrostatic charge, 𝑧𝑗 denotes the charge of species j. The number density (𝜌𝑗) is 




, Eq. D- 5 
where n is moles of all ions, 𝑛𝑗  is mole number of component j, V is molar volume, and 𝑁𝐴 is 
Avogadro’s number (𝑁𝐴 = R 𝑘⁄ = 6.23 × 10
23). In Eq. D- 4, the summation j is over all ionic 
species (anions and cations) situated at radius r from the charge center. Considering a strongly 
simplifying assumption on the density distribution of ions, the radial distribution function (𝜑𝑗𝑐) can 
be represented with the Boltzmann probability function, 
 𝜑𝑗𝑐(𝑟) = 𝑒𝑥𝑝 (
−1
𝑘𝑇
𝐸(𝑟)), Eq. D- 6 
where k is the Boltzmann constant (k=1.38 × 10−23 J/K) and 𝑇 is temperature in Kelvin. The 
energy of interaction (E) is defined in terms of average electrostatic potential, 𝐸(𝑟) = 𝑧𝑗𝑒𝛹𝑐(𝑟). 
Combining Eq. D- 3 to Eq. D- 6 results in the Poisson-Boltzmann equation, 









. Eq. D- 7 
Generally, solving Eq. D- 7 is not trivial. Debye and Hückel expanded the exponential 
function and linearized the equation, 
 𝜑𝑗𝑐(𝑟) = 𝑒𝑥𝑝 (
−𝑧𝑗𝑒𝛹𝑐(𝑟) 
𝑘𝑇











+⋯ ≅ 1 −
𝑧𝑗𝑒
𝑘𝑇
. Eq. D- 8 

















], Eq. D- 9 
where the first term in the right hand side of Eq. D- 9 is equal to zero because of the electro 
neutrality. This reduces the Poisson-Boltzmann equation to, 
 𝛻2𝛹𝑐(𝑟) = −𝜆
2𝛹𝑐(𝑟), Eq. D- 10 













𝐼, Eq. D- 11 
where 𝑑𝑠 is the solvent density which is a good approximation for total density where a dilute 






). The Debye- 
Hückel screening length approximates the thickness of the screening layer of the counter-charge 
ions around a center charge ion. The inverse of the Debye-Hückel screening length is a measure 
of the electrical double-later thickness (i.e., a first estimate of the distance beyond which Coulomb 
interactions can be essentially ignored). The Debye length is a solution property and for aqueous 

















    for 1: 1 symetrical electrolytes,                    
0.176
√𝑀
    for 2: 1 and 1: 2 assymetrical electrolytes,
0.152
√𝑀
    for 2: 2 symetrical electrolytes,                    
0.124
√𝑀
    for 1: 3 assymetrical electrolytes.                
 Eq. D- 12 


























. Eq. D- 13 
Since the full sphere around ion is considered for the electrolyte system, the symmetric 










2 𝛹𝑐(𝑟). Eq. D- 14 




[𝐶1 𝑒𝑥𝑝(𝜆𝐷𝐻𝑟) + 𝐶2 𝑒𝑥𝑝(−𝜆𝐷𝐻𝑟)]. Eq. D- 15 
Two boundary condition assist to solve for the C1 and C2 constant. The first coefficient is 
zero because as r→ ∞, a bounded value for the average potential is required; for the second 
coefficient, considering the point charge assumption without an excluded volume imposes that the 
Coulomb potential dominates interactional potential. Next, we apply the Gauss’s law at the region 
within r= ?̇?𝐷𝐻 to obtain the second required boundary condition. At the charge surface, the 
Gauss’s law relates outward component of the electrical charge at the closed region with the 







2 . Eq. D- 16 










𝐶2 𝑒𝑥𝑝(−𝜆𝐷𝐻𝑟)) = −
𝑧𝑐𝑒
4𝜋 𝑓?̇?𝐷𝐻
2 . Eq. D- 17 
Rearranging for C2 completes the potential distribution satisfying the boundary conditions 












. Eq. D- 18 
The Debye-Hückel theory implies that potential is diminishes as the radial distance 
increases from the central charge and is different from the Coulomb potential [𝛹′ =
−𝑒2/(4𝜋𝜖𝑟𝜖0𝑟
2)] due to ionic atmosphere around the central charge. Next, we relate the average 
electrostatic potential to the Helmholtz energy. The differential electrical work (𝑑𝑤𝑖) required to 
add one ion with charge 𝑑𝑄𝑖 to electrolyte solution (from r=∞ to r=?̇?𝐷𝐻) is represented by the 
product of the electrical potential at the surface and the charge of the ion (𝑑𝑤𝑖 = 𝛹𝑖𝑑𝑄𝑖). The 
charge of each ion is 𝑑𝑄𝑖 = 𝑧𝑖𝑒𝜔 where 𝜔 denotes the fraction of final charge due to any ion and 











. Eq. D- 19 
In the same manner, the differential electrical work required to remove charge from the 









. Eq. D- 20 
The electrical contribution of each atom i to the excess chemical potential is the difference 




𝑟𝑒𝑚). It is, also, common to replace individual distance of the closest 














𝑑𝜔. Eq. D- 21 









, Eq. D- 22 
The Debye-Hückel theory assumes a dilute enough solution to ignore the chemical 
contribution to non-ideality of the chemical potential. The rational activity coefficient, therefore, 













. Eq. D- 23 
Replacing in Eq. D- 22 completes the molal activity coefficient model from the Debye-
Hückel theory (note that ln 𝛾𝑖
𝑚 = ln(𝑤𝑤𝛾𝑖
∗) where 𝑤𝑤  is the mole fraction of water in aqueous 
phase). 
 ln 𝛾𝑖




, Eq. D- 24 

















.  𝐴𝐷𝐻𝐿 and 𝐵𝐷𝐻𝐿 are temperature  
dependent coefficients and at room temperature 𝐴𝐷𝐻𝐿 = 0.508 and 𝐵𝐷𝐻𝐿 = 0.328 × 10
10/𝑚. 
Table D-1 lists the for common ions in subsurface aqueous phase. 
Table D-1: The distance of the closest approach of ions (Garrels & Christ, 1965) 
Ion name ?̇?𝐷𝐻 (𝐴
°) 
𝑘+, 𝐶𝑙−, 𝐵𝑟−, 𝐼−  3.0 







𝑎2+, 𝐹𝑒2+, 𝑁𝑖2+, 𝐶𝑜2+ 6.0 
𝑀𝑔2+ 8.0 





Appendix E: Derivative of UTKR3P Three-Phase Relative Permeability 
Model 
As discussed in Chapter 3, the UTKR3P model is applicable to both black-oil and compositional 
reservoir simulators. This appendix gives the analytical derivative of UTKR3P model if it is 
implemented into a fully-implicit or adaptive-implicit based simulator where the numerical 















1 − ∑  𝑆𝑖𝑟
3𝑃3
𝑖=1,𝑖≠𝑗










∗ . Eq.  3-3 
Here, 𝐹𝑗 is a relative permeability parameter. Adopting two arbitrary saturations 𝑆𝑗 and 𝑆𝑙 as 
















= 1. Eq. E- 1 







[𝛼1 + 𝛼2 + 𝛼3 − 𝛼4],     ℎ = 𝑗 𝑎𝑛𝑑 𝑙 Eq. E- 2 
where 
𝛼1 = ln 𝑘𝑟𝑗
0 , 
𝛼2 = ln(1 + 𝐶2𝑗), 

















































































 Eq. E- 4 
To evaluate the partial derivative of each relative permeability parameter (𝐹𝑗), we define 





, 𝑖 = 𝑚 𝑎𝑛𝑑 𝑙 where 𝐹𝑗𝑖 is two-phase relative 
permeability parameters (i.e., 𝑘𝑟𝑗𝑖
0 , 𝐶1𝑗𝑖, and 𝐶2𝑗𝑖). Then, the partial derivative of 𝐹𝑗 with respect 





























Eq. E- 5 




















1 − 𝑆𝑚𝑟 − 𝑆𝑙𝑟
, 
  Eq. E- 6 
where 𝜕𝑆𝑗𝑡
ℎ , 𝜕𝑆𝑚𝑟
ℎ , and 𝜕𝑆𝑙𝑟
ℎ  are the partial derivatives of parameters with respect to independent 
variable h. 







 (1 − 𝑏𝑖𝑆𝑞
∗𝑆𝑤
∗ )],    𝑞, 𝑤 ≠ 𝑖 𝑎𝑛𝑑 𝑖 = 𝑗,𝑚, 𝑙 
= 𝜕𝑆𝑖𝑟,2𝑃
ℎ (1 − 𝑏𝑖𝑆𝑞
∗𝑆𝑤







  Eq. E- 7 


































 Eq. E- 8 
where 𝜕𝑆𝑖𝑟,2𝑃
ℎ  is the partial derivative of two-phase residual saturation and is either zero or 
evaluated based on Eq. E- 8 for constant two-phase residual saturations or for the linear saturation-





Appendix F: Derivative of UTHYST Three-Phase Hysteresis Model 
As discussed in Chapter 4, the UTHYST model is a general multiphase hysteresis model applicable 
to broad range of multiphase relative permeability and capillary pressure models. This appendix 





















, Eq. 4-1 




1 + (𝐿𝑗)𝑛 𝑆𝑗
𝑚𝑎𝑥 
, Eq. 4-2 
and Land coefficient is evaluated based on a saturation history dependent parameter as,  











, Eq. 4-3 
The partial derivative of trapped saturation with respect to independent variables (𝑆ℎ = 𝑆𝑗 











,                             𝑖𝑓𝑆𝑗 > 𝑆𝑗𝑡 ,
𝜕𝑆𝑗𝑡
𝜕𝑆𝑗
= 1 and 
𝜕𝑆𝑗𝑡
𝜕𝑆𝑙
= 0, 𝑖𝑓𝑆𝑗 ≤ 𝑆𝑗𝑡.
 Eq. F-1 






















. Eq. F-2 























 Since the derivative of Land coefficient in any cycle n is zero (a constant value), the 















(1 + (𝐿𝑗)𝑛 𝑆𝑗
𝑚𝑎𝑥)
2 ,   𝑖𝑓𝑆𝑗 > 𝑆𝑗𝑡,
𝜕𝑆𝑗𝑡
𝜕𝑆𝑗
= 1,                                    𝑖𝑓𝑆𝑗 ≤ 𝑆𝑗𝑡.





Appendix G: Standard Partial Molal GFE of Electrolyte Solution (HKF-EOS) 
In the phenomenological work of developing an electrolyte EOS, Helgeson-Kirkham-Flowers 
(HKF)  (1981) made a common proposition that the standard partial molal properties of an aqueous 
electrolyte solution can be expressed in terms of structural and electrostatic contributions and as a 
summation of intrinsic and electrostriction terms. The standard state convention for aqueous ions 
and electrolytes is one of unit activity of the aqueous solute in a hypothetical one molal solution 
referenced to infinite dilution at any pressure and temperature. For the case of standard partial 
molal Gibbs free energy (?̅?0), we get:  
 ?̅?𝑗
0(𝑇, 𝑃) = ?̅?𝑗,𝑖𝑛
0 + ∆?̅?𝑗,𝑒𝑠
0 , Eq. G-1 
where ?̅?𝑗,𝑖𝑛
0   and ∆?̅?𝑗,𝑒𝑠
0  denote the intrinsic and electrostatic standard partial molal Gibbs free 
energies of the jth aqueous ions, respectively. While the former is attributed solely to the ion, the 
latter contributes to ion-solvent interactions (i.e., structure-independent ion solvation (∆?̅?𝑗,𝑐𝑜𝑙
0 ) and 
electrostatic ion-solvent (∆?̅?𝑗,𝑠𝑜𝑙




one may express ?̅?𝑗,𝑃,𝑇
0 = ?̅?𝑗











, Eq. G-3 
where 𝜈𝑗,𝑖 represents the stoichiomretric number of moles of  j
th ion in one mole of ith electrolyte. 
HKF derived the solvation term from the predicative Born Equation (Born, 1920). By further 
manipulations, HKF obtained the following formulation for the pressure and temperature 










𝐶𝐻2,𝑗(∆𝑇𝑟 − ∆𝑇𝜃𝑗 ln (∆𝑇𝜃𝑗 (∆𝑇𝜃𝑗 − ∆𝑇𝑟)⁄ ) + 
[
2 (𝑎𝐻1,𝑗∆𝑇𝜃𝑗 + 𝑎𝐻3,𝑗𝑇) (∆𝑃𝑟) −
(𝑎𝐻2,𝑗∆𝑇𝜃𝑗 + 𝑎𝐻4,𝑗𝑇) (𝑃
2 − 𝑃𝑟
2)
] 2∆𝑇𝜃𝑗⁄ − 
𝜔𝑗(𝑍𝑃,𝑇 − 𝑍𝑃𝑟,𝑇𝑟 − 𝑌𝑃𝑟,𝑇𝑟∆𝑇𝑟), 
where 
∆𝑇𝐴 = 𝑇 − 𝑇𝐴, 











Both relative permittivity (dielectric constant) and density of water are estimated based on 
a procedure as proposed by Helgeson and Kirkham (1974). 
 
Relative permittivity  
Solvent (water) relative permittivity is calculated from a fourth degree power function of pressure 





















. Eq. G-6 
In Eq. G-5 and Eq. G-6, 𝜌 stands for water density and 𝑒𝐻,𝑖𝑗 is defined as, 
 
𝑒𝐻,𝑖𝑗 = ?̂?𝐻,𝑖𝑗 × 10
𝑒𝐻,𝑖𝑗
∗
, Eq. G-7 
where constants ?̂?𝐻,𝑖𝑗 and 𝑒𝐻,𝑖𝑗
∗  are listed in Table G-1 and Table G-2. 
 
Water density 





Helmholtz free energy we have, 
 




Eq. G- 8 
Helgeson and Kirkham (1974) applied the Helmholtz function derived by Keenan et al. 
(1969), 
 
𝜓 = 𝜓0 + 𝑅𝑇(ln 𝜌 + 𝜌𝑄). Eq. G- 9 
where 𝜓0 = 𝑓(𝑇) and 𝑄 term is defined as, 
 𝑄 = 𝑥∑𝑦𝑗
7
𝑗=1
𝑧𝑗 , Eq. G- 10 
where  
𝑥 = (𝜏 − 𝜏𝑐), 
𝑦𝑗 = (𝜏 − 𝜏𝑎𝑗)
𝑗−2
, 









In Eq. G- 10, 𝜏 = 1/𝑇 and 𝜏𝑐 = 1.5449, T denotes temperature in Kelvin, 𝜏𝑎𝑗 = 𝜏𝑐 for      
𝑗 = 1 and 𝜏𝑎𝑗 = 2.5 for 𝑗 > 1. Table G-3 provides the coefficients 𝐴𝑖𝑗. Combining Eq. G- 8 and 
Eq. G- 10 results in, 
 










), Eq. G- 11 
where 𝑃 denotes pressure in bar and (𝜕𝑄/𝜕𝜌)𝑇 is evaluated by Eq. G- 12. The partial derivative 















Eq. G- 12 


















). Eq. G- 13 
Table G-4 lists the standard partial molal thermodynamic GFE, enthalpy and entropy of 
selected aqueous species at the reference pressure and temperature, HKF coefficients (𝑎𝐻1, 𝑎𝐻2, 
𝑎𝐻3, 𝑎𝐻4, 𝐶𝐻1, and 𝐶𝐻2,𝑗), Born coefficient 𝜔, and structural temperature parameter (𝜃𝐻). 
 
Table G-1: Coefficient ?̂?𝐻,𝑖𝑗  (Eq. G-7) 
𝑖 ↓  /  𝑗 → 0 1 2 3 4 
0 4.391096 -2.33277 4.616621 -4.03643 1.31604 
1 -2.18995 1.004984 -1.35651 5.940469 0 
2 1.828982 -2.08896 1.604913 0 0 
3 1.544887 -6.13942 0 0 0 
4 -6.13542 0 0 0 0 
 
Table G-2: Coefficient 𝑒𝐻,𝑖𝑗
∗  (Eq. G-7) 
𝑖 ↓  /  𝑗
→ 
0 1 2 3 4 
0 2 0 -3 -6 -9 
1 2 0 -3 -7 0 
2 1 -1 -4 0 0 
3 2 -2 0 0 0 
4 1 0 0 0 0 
 
Table G-3: Coefficient 𝐴𝐻,𝑖𝑗 in term 𝑧𝑗 (Eq. G- 10) 
𝑖 ↓  /  𝑗 → 1 2 3 4 5 6 7 
1 29.49294 -5.19859 6.833535 -0.15641 -6.39724 -3.96614 -0.69049 
2 -132.139 7.779182 -26.1498 -0.72546 26.40928 15.45306 2.740742 
3 274.6463 -33.3019 65.3264 -9.27343 -47.7404 -29.1425 -5.10281 
4 -360.938 -16.2546 -26.182 4.312584 56.32313 29.5688 3.963609 
5 342.1843 -177.311      
6 -244.5 127.4874      
7 155.1854 137.4615      
8 5.972849 155.9784      
9 -410.308 337.3118 -137.466 6.787498 136.8732 79.84797 13.04125 







































Ag+ 77.15 105.82 7.33 8.40 -5.53 0.84 31.40 -1.30 16.33 9.04 264.90 
Al3+ -489.73 -531.76 -30.81 27.33 -33.03 -29.43 -3.77 -13.40 90.85 120.21 229.60 
Au+ 163.29 201.70 11.10 6.71 -10.43 17.17 12.56 -6.28 46.89 7.54 245.60 
Au3+ 433.75 414.13 -21.44 18.73 -32.95 -29.52 -3.77 -13.40 90.85 100.51 229.60 
Ba2+ -561.11 -538.01 0.96 14.33 -26.97 -4.65 43.50 -9.58 66.53 41.24 245.02 
Br- -104.11 -121.58 8.29 2.69 -31.46 37.43 -70.18 -27.80 179.61 58.02 206.75 
Ca2+ -553.31 -543.46 -5.65 15.02 -13.86 -14.96 47.74 -0.52 7.40 51.77 266.14 
Cl- -131.38 -167.19 5.69 -2.03 -8.55 24.12 -29.14 -4.48 43.40 60.96 246.02 
Cs+ -291.90 -258.21 13.31 12.54 -39.30 28.05 -18.46 -17.94 117.48 4.08 217.04 
Cu+ 50.03 71.73 4.06 11.36 -4.69 -9.21 35.59 -0.42 10.89 14.03 271.40 
Cu2+ 65.53 65.73 -9.71 16.63 -18.21 -22.19 23.03 -2.93 26.38 61.83 257.00 
F- -281.87 -335.58 -1.34 0.37 -4.42 3.44 4.68 -0.09 1.31 74.82 272.42 
Fe2+ -78.92 -89.19 -13.77 14.79 -17.04 -19.68 26.80 -2.09 21.35 61.02 260.80 
Fe3+ -4.61 -48.57 -31.61 27.64 -37.18 -30.52 -8.79 -16.33 108.86 113.15 223.90 
H+ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
HCO3- -587.33 -690.39 9.84 6.45 -12.56 33.02 -37.36 -11.22 60.08 55.66 236.87 
Hg2+ 164.76 170.27 -3.35 18.34 -15.53 -15.49 31.82 -1.05 14.65 48.20 267.90 
HS- 12.06 -17.66 6.28 -1.03 -9.50 27.26 -29.22 -5.41 41.16 59.08 252.19 
I- -51.97 -56.94 10.68 0.57 -28.54 58.45 -120.08 -70.60 437.90 54.15 186.51 
K+ -282.93 -252.34 10.13 7.73 -12.25 13.01 3.12 -8.15 60.73 8.07 234.19 
Li+ -292.85 -278.64 1.13 11.43 -5.17 0.17 15.16 -0.18 9.34 20.36 253.94 
Mg2+ -455.11 -467.09 -13.82 16.34 -11.16 -17.46 58.98 -0.03 2.95 64.36 270.56 
Mn2+ -228.18 -220.74 -7.37 19.09 -14.95 -13.82 34.75 -0.63 12.14 58.64 267.50 
Na+ -262.19 -240.46 5.86 14.95 -26.32 8.01 -20.03 -23.56 153.07 13.84 215.17 
NH4+ -79.51 -133.35 11.14 14.25 -16.04 23.24 -25.46 -12.08 81.81 7.50 225.29 
NO3- -111.41 -207.37 14.70 16.01 -74.19 52.08 -134.23 -76.52 445.23 47.29 185.29 
OH- -157.44 -230.18 -1.09 10.35 -25.99 2.16 -0.42 -8.31 45.35 72.21 253.52 
Pb2+ -24.04 0.92 1.76 23.16 -15.20 -12.14 32.66 -0.84 13.40 45.17 267.80 
SO4-- -745.05 -910.21 1.88 0.56 -19.65 24.39 18.66 -2.72 29.83 133.38 263.03 
Sr2+ -559.82 -546.20 -3.27 14.23 -13.02 -14.43 54.75 -0.58 3.78 47.57 268.97 





Appendix H: Standard Partial Molar GFE of Electrolyte 
Solution (Approximation Method) 
In this appendix, we review the approximation method to calculate the standard molar GFE of 
electrolytes. This alternative option (compare to the described method in Appendix G) is 
applicable when for some components the reference data is not provided by the HKF tables or 
when the approximation method suffices. Based on the definition of GFE of component i in a 
mixture and assuming a constant partial molar enthalpy (𝐻ഥ𝑖 = −𝑇
2(𝜕(?̅?𝑖 𝑇⁄ ) 𝜕𝑇⁄ )𝑃,𝑛𝑗 𝑗≠𝑖) and partial 
molar volume (?̅?𝑖 = (𝜕?̅?𝑖 𝜕𝑇⁄ )𝑇,𝑛𝑗 𝑗≠𝑖) over the field operation conditions, one may obtain molar GFE 
at elevated pressure and temperature from the reference condition (Sandler, 2006), 
 ?̅?𝑖𝑤




∞,𝑇𝑟𝑒𝑓 (𝑃 − 𝑃𝑟𝑒𝑓) + 𝐻ഥ𝑖𝑤
𝑟𝑒𝑓(1 − 𝑇 𝑇𝑟𝑒𝑓⁄ ), Eq. H-1 
𝐺𝑊
0 (𝑇, 𝑃) = 𝐺 𝑊
𝑟𝑒𝑓
+ 𝑉 𝑊
0,𝑇𝑟𝑒𝑓 (𝑃 − 𝑃𝑟𝑒𝑓) + 𝐻𝑊
𝑟𝑒𝑓(1 − 𝑇 𝑇𝑟𝑒𝑓⁄ ), Eq. H-2 
where reference properties for water component and electrolytes are from pure water state and an 
ideal hypothetical unit molality solution, respectively. The reference GFE and enthalpy (kJ/mole) 







Table H-1: Reference GFE and enthalpy (kJ/mol) for some solutes in aqueous system based on an ideal hypothetical unit 














Aluminum CO32- -528.1 -676.26 ClO3- -2.59 -98.32 
Al3+ -481.16 -524.67 CH2O2 -356.06 -410.03 Fluorine 
Barium H2CO3 -623.42 -698.73 F- -276.48 -329.11 
Ba2+ -560.66 -538.36 CH3OH -175.23 -245.89 HF -294.6 -329.11 
BaHCO3+ -1147.71 -1229.47 CH4ON2 -203.84 -319.24 HF2- -575.3 -642.66 
BaCO3 -1088.68   Calcium Iron  
BaOH+ -717.95 -768.3 Ca2+ -553.04 -542.96 Fe2+ -84.94 -87.86 
Ba(OH)2 -875.29 -998.22 CaHCO3+ -1140.1 -1234.07 Fe(OH)2+ -233.93 -282 
BaBr2 -766.09 -780.19 CaCO3 -1081.15 -1219.22 Fe(OH)2+ -444.34   
BaCl2 -822.99 -873.28 CaOH+ -710.34 -772.9 FeCl2+ -150.21 -179.49 
BaI2 -664.00 -650.24 Ca(OH)2 -867.64 -1002.82 FeO2H- -379.07   
BaSO4 -1302.48 -1445.86 CaCl2 -815.38 -877.89 Hydrogen  
Ba(NO3)2 -781.57 -951.48 CaF2 -1106 -1201.18 H2 0 0 
Ba(CHO2)2 -1734.69 0 CaBr2 -758.68 -784.79 OH- -157.3 -229.94 
Bromine CaSO4 -1295.03 -654.84 H+ 0 0 
Br- -102.82 -120.92 Ca(NO3)2 -774.04 -1450.47    
HBrO -83.26 0 Ca(HCO3)2 -1727.16 -956.09    
Carbon Chlorine    
HCO3- -587.06 -691.11 Cl- -131.17 -167.46    






Table H-1 (cont’d): Reference GFE and enthalpy (kJ/mol) for some solutes in aqueous system based on an ideal 














Magnesium Potassium Sr(NO3)2 -777.39 -958.22 
Mg2+ -456.01 -461.96 KCl -413.45 -418.65 Sr(HCO3)2 -1731.34 -1927.57 
MgHCO3+ -1043.07 -1153.07 KClO3 -284.89 -349.53 Sodium 
MgCO3 -984.12 -1138.22 KClO4 -293.05 -382.63 Na+ -261.87 -239.66 
MgOH+ -613.31 -691.90 KBr -385.1 -372.12 NaHCO3 -848.93 -930.77 
MgCl2 -718.35 -796.88 KBrO3 -236.81 -291.21 NaCO3- -789.98 -915.92 
MgBr2 -661.66 -703.79 KI -333.95 -307.15 NaOH -419.17 -469.6 
MgI2 -559.36 -573.84 KIO3 -417.98 -481.16 NaF -540.99 -568.77 
MgSO4 -1198.00 -1369.47 KNO3 -392.79 -457.78 NaCl -393.04 -407.11 
Nitrogen Silicon NaClO3 -264.47 -337.98 
NH4HCO3 -666.55 -823.91 H4SiO4 -1256.46   NaClO4 -272.63 -371.08 
(NH4)2CO3 -687.10 -941.86 Strontium NaBr -364.69 -360.58 
NH4+ -79.50 -132.80 Sr2+ -557.31 -545.51 Na2SO4 -1265.74 -1386.83 
HNO3 -110.50 -206.57 SrHCO3+ -1144.37 -1236.62 NaNO3 -372.38 -446.23 
H2N2O2- 75.310 -39.33 SrCO3 -1085.41 -1221.77 Sulfur 
NH3 -26.65 -80.83 SrOH+ -714.61 -775.45 S2- 83.68 41.84 
NH4OH -263.8 -366.69 Sr(OH)2 -871.11 -1005.37 SO32- -497.06 -624.25 
K+ -282.28 -251.21 SrCl2 -818.81 -880.44 SO42- -741.99 -907.51 
KOH -439.58 -481.16 SrBr2 -761.91 -787.43 HS- 12.59 -179.49 





Appendix I: Ideal Gas Heat Capacity and Entropy 
Petroleum Technical Data Book (Daubert & Danner, 1997) provides a comprehensive list of 
compounds ideal-gas heat capacity and entropy. Ignoring the enthalpy coefficient at 𝑇 = 0°𝑅, we 


















𝑇4, Eq. I-2 
where 𝑇 is in °𝑅 and 𝐴 − 𝐸 are compounds coefficients as listed in the API data book and are 
generally valid for the range of reservoir applications as list below. Table I-1 lists the required 
coefficients in Eq. I-1 and Eq. I-2. 
Table I-1: Coefficients for ideal gas heat capacity and entropy 
Compound 𝑨 𝑩 × 𝟏𝟎𝟑 𝑪 × 𝟏𝟎𝟔 𝑫 × 𝟏𝟎𝟏𝟎 𝑬 × 𝟏𝟎𝟏𝟒 
water 0.447642 -0.0438 0.09149 -0.2265 0.13861 
nitrogen 0.254098 -0.0332 0.04591 -0.124 0.075835 
carbon dioxide 0.158843 -0.0674 0.44432 -3.8648 10.36916 
hydrogen sulfide 0.237448 -0.0465 0.11644 -0.4531 0.574205 
methane 0.538285 -0.4228 1.01783 -4.6573 6.94806 
ethane 0.264612 -0.0491 0.87421 -5.1241 9.06741 
propane 0.160304 0.25217 0.54429 -3.6757 6.77425 
butane 0.099687 0.5331 0.16222 -1.7171 3.3479 
iso-butane 0.099070 0.47747 0.27478 -2.3762 4.548225 
pentane 0.111829 0.45703 0.25899 -2.1786 4.09225 
iso-pentane 0.015946 0.7649 -0.0827 -0.5721 1.478385 
neo-pentane 0.181771 0.37382 0.27648 -1.9029 3.301505 
hexane 0.089705 0.5307 0.17335 -1.8088 3.512985 
n-heptane 0.023136 0.52183 0.19034 -1.9388 3.77732 
n-octane 0.077802 0.55873 0.15609 -1.8525 3.753675 
n-nonane 0.061466 0.59148 0.15234 -2.0148 4.24315 
n-decane 0.203437 -0.0708 1.22204 -9.2308 21.496 
n-undecane 0.199863 -0.0593 1.20848 -9.1658 21.35355 
n-dodecane 0.196878 -0.0496 1.19716 -9.1115 21.23456 
n-tridecane 0.330217 -0.6419 2.10363 -14.884 34.26801 
n-tetradecane 0.192186 -0.0345 1.17939 -9.0265 21.04813 
n-pentadecane 0.190048 0.02648 1.16737 -8.9447 20.82175 
n-hexadecane 0.188657 -0.0231 1.16602 -8.9625 20.9079 
n-heptadecane 0.187198 -0.0184 1.16048 -8.936 20.84961 
n-octadecane 0.185900 -0.0142 1.15556 -8.9123 20.79776 





Table I-1 (cont’d): Coefficients for ideal gas heat capacity and entropy 
Compound 𝑨 𝑩 × 𝟏𝟎𝟑 𝑪 × 𝟏𝟎𝟔 𝑫 × 𝟏𝟎𝟏𝟎 𝑬 × 𝟏𝟎𝟏𝟒 
n-eicosane 0.183696 -0.0071 1.14722 -8.8724 20.7102 
cyclopentane -0.210728 1.09897 -0.3816 0.59556 -0.2499 
cyclohexane -0.180876 1.01601 -0.2307 -0.1841 1.02623 
n-propylcyclohexane -0.139692 1.09021 -0.374 0.48768 0.03033 
n-butylcyclohexane -0.104640 1.00314 -0.2957 0.17801 0.47974 
n-pentylcyclohexane -0.130846 1.09162 -0.391 0.58549 -0.13053 
n-hexylcyclohexane -0.113195 1.06168 -0.3805 0.61193 -0.26626 
n-heptylcyclohexane -0.136637 1.14093 -0.4661 0.9788 -0.81525 
n-octylcyclohexane -0.078811 1.0023 -0.3525 0.57393 -0.26132 
n-nonylcyclohexane -0.080179 0.9812 -0.3067 0.3117 0.17338 
n-decylcyclohexane -0.093692 1.03244 -0.3668 0.5845 -0.25117 
benzene -0.185637 1.06455 -0.5469 1.46756 -1.60024 
toluene -0.053111 0.69122 -0.1309 -0.3942 1.344565 
methanol 0.256237 -0.0555 0.49608 -2.6713 4.411425 
ethanol 0.103480 0.41145 0.12423 -1.3448 2.65031 
n-propanol 0.075054 0.48939 0.07584 -1.1811 2.42624 
n-butanol 0.037725 0.61935 -0.025 -0.837 1.99496 
phenol -0.070346 0.7818 -0.3251 0.55557 -0.16568 





Appendix J: UTKR3P and UTHYST Models in IPARS Simulator 
IPARS OVERVIEW 
The Implicit Parallel Accurate Reservoir Simulator (IPARS) framework provides a general 
research simulator suitable for the purpose of examining several physics and mathematical 
approaches (Wheeler, 2002). In this dissertation, we implemented the developed models into the 
compositional element of the general framework. 
In this appendix, we describe the updates implemented in IPARS reservoir simulator for 
the implementation of the three-phase UTKR3P and UTHYST models. We also describe the 
required input parameters and an input data file. The updated files for the implementation of these 
models include frame36c.siz, idata.df, prop.df, owell.df, rock.dh, xarydat.dh, xarray.df, xisdat.df, 
xprop.df, xstdout.df, xstep.df, and xutil.df. 
UTKR3P MODEL 
The three-phase UTKR3P model is a parameterized relative permeability model. It required an 
update on the input format of fluid petrophysical properties. Here, we updated the rock.dh and 
prop.df files to read the relevant relative permeability parameters. The user can define relative 
permeability parameters based on the designated rock types (NXROCKS). The logical UTKR3PF 
keyword in the input file turns the UTKR3P model on.  
The input two-phase relative permeability parameters have a general format of (X(j,i,rt)). 
Here, X denotes the relative permeability parameter, j and i are the experimental property of phase 
j when flows with phase i, and RT represents the rock type. X parameters include endpoint relative 
permeabilities (PRL), first and second curvatures (C1L and C2L), and phase residual saturations 
(SRL). The general phase properties include critical saturations (SC(j,rt)) and b parameter in 





In general, three-phase relative permeability parameters are evaluated based on a linear  
saturation-weighted interpolation scheme between two-phase properties (see Eq.  3-3). The user 
can override this approach for any specified parameter and phase (i.e., keeping the parameter(s) 
constant during the simulation). Here, an appropriate IX3P (IPR3P, IC13P, IC23P, ISR3P) 
keyword and value must be added. The IX3P value is a three-digit integer where class of one, ten, 
and hundred represent water, oil, and gas phases, respectively. The X3P keyword followed by three 
real values are required for any designated parameter by the IX3P keyword. For example, 
IC13P=101 followed by C13P=3.0 0.0 5.0 assigns a constant first curvature of water and gas 
relative permeability curves during the simulation. If the relative permeability flag is turned on 
(OUT_RELP= TRUE) the relative permeability parameters and values are printed out to the fort.30 
output file (use IKRPRTSIZE, IKRPRTIDIM, IKRPRTJDIM, and IKRPRTKDIM).  
For example, Table J-1 lists the relative permeability data for a set of general three phases 
(PH1, PH2, and PH3). Here, PH2 end-point relative permeability and PH1 1st curvature remain 
constant during the simulation. The relative permeability outputs of elements (1,1,1) and (15,4,5) 
for three phases are printed out. 
The ROCK FLUID PROP section of IPARS input file includes the following keywords: 
NXROCKS = 1       ROCK1(,,) =1       MODEREL(1) = 7    UTKR3PF= TRUE 
C1L(1,2,1) = 3.00   C1L(1,3,1) = 3.00  C1L(2,1,1)= 4.00  C1L(2,3,1) = 4.00    C1L(3,1,1) = 5.00    C1L(3,2,1)= 5.00 
C2L(,,)       = 0.0     C2L(3,1,1)=1.0      C2L(3,2,1)=1.5       
PRL(1,2,1) = 0.4     PRL(1,3,1)= 0.5     PRL(2,1,1)=0.6     PRL(2,3,1) = 0.6     PRL(3,1,1)= 1.0       PRL(3,2,1)=1.0   
SRL(1,2,1) = 0.10   SRL(1,3,1)= 0.14   SRL(2,1,1)=0.20   SRL(2,3,1) = 0.15   SRL(3,1,1)= 0.30     SRL(3,2,1)=0.25 
BSR(,) = 0.0            SCJ(,) = 0.0 
IC13P(,1)=1            C1L3P(,1) = 0.   0.   5.                IPR3P(,1)=010        PRL3P(,1) = 0.6 
OUT_RELP=TRUE 
IKRPRTSIZE=6 
IKRPRTIDIM() = 1 1 1 15 15 15 
IKRPRTJDIM() = 1 1 1 4 4 4 
IKRPRTKDIM()= 1 1 1 5 5 5 






The three-phase UTHYST model is turned on by UTHYSTF flag. Each rock type requires specific 
set of hysteresis parameters. The hysteresis model may be applied to any specified phase by the 
IHYSTPH keyword. Phase input parameters include 𝛼 parameter (HYSTA) and Land coefficient 
(CLAND). The saturation tolerance value ( ℎ or SATTOLHYST) is general for all phases showing 
a hysteretic behavior. The hysteresis related parameters are printed out to the fort.35 output file.  
The following lines of an IPARS deck file assign the hysteresis to gas phase (PH3) where                 
𝛼3 = 1.0, L=3.0, and ℎ = 0.001. 
 
UTHYSTF=TRUE            SATTOLHYST = 0.001 
IHYSTPH(,1) =  0     0     1 
HYSTA(,1)     = 0.    0.    1.0 
CLAND(,1)    =  0.    0.    3.0 
 
 Table J-1: Relative permeability parameters (IPARS sample case study) 
Two-phase relative permeability data  Value 
Residual saturation of PH1 (𝑺1𝒓2
L , 𝑺1𝒓3
𝐿 ) 0.10,0.14 
Residual saturation of PH2 (𝑺2𝐫1
L , 𝑺2𝒓3
𝐿 ) 0.20,0.15 
Residual saturation of PH3 (𝑺3𝒓1
𝐿 , 𝑺3𝒓2
𝐿 ) 0.30,0.25 
End-point relative permeability for PH1 (𝒌𝒓12
𝟎𝑳 , 𝒌𝒓13
𝟎𝑳 ) 0.4,0.5 
End-point relative permeability for PH2 (𝒌𝒓21
𝟎𝑳 = 𝒌𝒓23
𝟎𝑳 ) 0.6 
End-point relative permeability for PH3 (𝒌𝒓31
𝟎𝑳 = 𝒌𝒓32
𝟎𝑳 ) 1.0 
1st curvature of relative permeability for PH1 (𝑪112
𝐿 = 𝑪113
𝐿 ) 3.0 
1st curvature of relative permeability for PH2 (𝑪121
𝐿 = 𝑪123
𝐿 ) 4.0 
1st curvature of relative permeability for PH3 (𝑪131
𝐿 = 𝑪132
𝐿 ) 5.0 
2nd  curvature of relative permeability for PH1 (𝑪𝟐12
𝐿 = 𝑪𝟐13
𝐿 ) 0.0 
2nd  curvature of relative permeability for PH2 (𝑪𝟐21
𝐿 = 𝑪𝟐23
𝐿 ) 0.0 
2nd  curvature of relative permeability for PH3 (𝑪𝟐31
𝐿 , 𝑪𝟐32
𝐿 ) 1.0, 1.5 
Two- and three-phase constant parameters Value 
1st curvature of relative permeability for PH3 (𝑪131
𝐿3𝑃) 5.0 
End-point relative permeability for PH2 (𝒌𝒓2
𝟎𝟑𝑷) 0.6 
General phase parameters  * Value 
𝑏𝑖 parameter in Eq.  3-4 0.0 
Critical saturation (𝑺𝑐𝑖) 0.0 





Appendix K: UTKR3P and UTHYST Models in UT-DOECO2 Simulator 
UT-DOECO2 OVERVIEW 
The UT-DOECO2 reservoir simulator is an isothermal, three-dimensional, compositional gasflood 
simulator. The solution scheme is IMPEC (implicit pressure/explicit concentration). It applies a 
three-phase hydrocarbon flash using Peng-Robinson EOS. The gridding options are Cartesian and 
unstructured/corner point type. A geomechanical module developed and implemented. shows an 
overall flowchart of the UT-DOECO2 simulator. 
RELATIVE PERMEABILITY MODELING 
The user manual of the DOECO2 simulator provides the detailed description of the required 
keywords for the UTKR3P and UTHYST models (Delshad et al., 2014). Here, we review the 
general updates in the DOECO2 code for the relative permeability and hysteresis modeling. Table 







Table K-1: Relative permeability and hysteresis options in UT-DOECO2 simulator 
    Hysteresis Models(1) 










=4 (6)  
Baker 1 0 or 1 NO NO NO  NO NO 
Modified  
Stone II 
2 0 or 1 NO NO NO  NO NO 
Corey  3 0 or 1 NO  YES YES  YES NO 
Modified  
Corey(7) 
4 0 or 1 NO  YES YES  YES         NO 
Stone I 5 0 or 1 NO NO NO  NO NO 
 Jerauld 6 NO(8)   NO(9)    YES NO  NO NO 
UTKR3P 7 0 or 2   YES(7) YES YES  YES YES 
Lookup  
Table 
8 N.A.   N.A.  N.A. N.A.   N.A. N.A. 
1) No hysteresis for all phases (IHYST=0) and No Hysteresis for specific phase IHYSTPH(j)=0 
2) ICAP=0: NO capillary or trapping number Effect, ICAP=1: Capillary Number Dependency, ICAP=2: 
Trapping Number Dependency 
3) Carlson hysteresis model for intermediate- and non- wetting phases (1981) 
4) Hysteresis model to add the effect of trapped gas on oil residual situation (Fayers & Matthews, 1984). 
5) Larsen and Skauge model for water as wetting phase and gas as non-wetting phase (1998) 
6) UTHYST model (Beygi et al., 2013) 
7) Calculating three-phase relative permeabilities in CO2 floods based on an extension of the Corey model 
(Dria et al., 1993) 
8) Original model has capillary number dependency. However, it is not implemented into DOECO2 
9) Original model has composition consistency based on Parachor-weighted molar density. However, it is 
not implemented into the UT-DOECO2 simulator. 
 
HYSTERESIS MODELING 
The hysteresis options can be applied to any relative permeability model. From the available 
multiphase relative permeability models in the DOECO2, however, the hysteresis is applied to 
only three relative permeability models: The Corey and its modified revision, the Jerauld model, 





two-phase hysteresis models (general Carlson model (1981)) and the Fayers and Matthew model 
(1984) for oleic phase) and two three-phase hysteresis models including Larsen and Skauge model 
(1998) for the aqueous and gaseous phases and the general UTHYST model (Beygi et al., 2013). 
 
Table K-2: Multiphase relative permeability models for hysteresis modeling in UT-DOECO2 simulator 
Relative permeability  
index (IPERM) 
3 4 6 7 
Relative permeability  
model 
Corey model 
(Corey et al., 1956) 
Modified Corey model 




(Beygi et al., 2013) 
 
Note that the hysteresis model for each phase is an input parameter. Table K-3 provides a 
detailed guide to selecting the hysteresis model for each phase according to the specified process 
and wettability condition. It also summarizes the hysteresis models and their phase applicability 
for different phases along with the relative permeability model to which the models were 
implemented. Note that the user requires to input hysteresis model for each phase. Otherwise, the 
code stops working with an error message. Table K-4 provides the detailed guide to select 







Table K-3: Hysteresis models and phase applicability in UT-DOECO2 simulator 
Hysteresis Models IHYSTPH 
Applicability 
IPERM (*) Comment 
Water Oil Gas 
Default Hysteresis  
in UTKR3P  
(Beygi et al., 2013) 
-1 YES YES YES 7 
Inherent hysteresis model 
(saturation path dependency 
in UTKR3P model is 
applied) 
No Hysteresis 0 YES YES YES ALL No hysteresis is applied  
Carlson 
(1981) 
1 YES YES YES 
3, 4, 6,  
and 7 (**) 
Intermediate- and Non-
wetting phases hysteresis 
Fayers and Matthew 
(1984) 
2 NO YES NO 7 
Oleic phase hysteresis when 
hysteresis is also applied to 
gaseous phase 
Larsen and Skauge  
(1998) 
3 YES NO YES 3, 4, and 7 
Water as wetting phase and                        
gas as non-wetting phase 
UTHYST 
(Beygi et al., 2013) 
4 YES YES YES 7 
Intermediate- and non- 
wetting hysteresis 
(*)    IPERM to which the hysteresis model is applied.  
(**) For the Jerauld’s relative permeability model, the Carlson hysteresis model (IHYST=1) is applied just  
        to the gaseous phase 
 







Water Oil  Gas 
Gas 001, 003, 004 W / I W / I N   
Oil 010, 040 W I  2-Phase water-oil 
Water 100 I W  2-Phase water-oil 
Gas + Water 
101, 104, 401, 
403, 404 
I W N No Hysteresis for wetting phase 
Gas + Oil 021, 023, 024 W I N No Hysteresis for wetting phase 
Water + Oil + 
Gas (1) 
311, 313, 314, 
321, 323, 324,  
341, 343, 344 
W I N 
Only IHYST=3 applies hysteresis  
to water as wetting phase 
Water + Oil + 
Gas (2) 
121, 123, 124, 
421,423,424 
I W N 
Only IHYST=2 applies hysteresis  
to oil as wetting phase  
*   Three-digit (XYZ) index represents hysteresis model X, Y, and Z for water, oil, and gas phases  
     respectively. 






Appendix L: Low-Tension Gas Flood Modeling 
We present a new framework for the four-phase compositional/chemical simulator to model 
gas/chemical EOR processes including low-tension-gas flooding and foam. The four phases that 
may flow simultaneously are (1) aqueous, (2) oil, (3) gas and (4) microemulsion phases. In this 
formulation, a hydrocarbon compositional model is coupled with microemulsion phase behavior. 
Table L-1 summarizes the component type and the phases in which each component is allowed in 
this code. The following section describes the modeling of the hybrid chemical-gas process 
including robust three-phase relative permeability and hysteresis models for better modeling of the 
situations encountered in this cyclic process: multiphase flow at low-saturation region, 
compositional effects due to the mass transfer among the phases, phase appearance/disappearance, 
and the saturation-history dependency of the relative permeability. 
 
Table L-1: Component and phase allocation in UT-DOECO2 simulator 
 Phase 
 Aqueous Oleic Gaseous Microemulsion 
Component 
Water X   X 
Polymer X   X 
Hydrocarbon  X X X 
Non-condensable 
gases 
X X X X 
Surfactant    X 
 
The following sections give an overview of the low-tension gas flooding in the UT-DOECO2.  
Surfactant phase behavior  
The microemulsion phase behavior is based on Winsor (1954) and Pope and Nelson (1978). The 
formulation of the binodal curve using Hand’s rule (Hand, 1939) is assumed the same in all phase 














, Eq. L-1 
Here l denotes phases and A and B are empirical parameters. For a symmetric binodal curve B = -
1 (i.e., the current formulation used). Phase concentrations are calculated explicitly in terms of oil 
concentration 𝐶2𝑙 (recalling ∑ 𝐶𝑘𝑙 = 1
3
𝑘=1 ).  The microemulsion phase is designated as phase one, 
which is the aqueous phase.  
While the microemulsion/excess-oil IFT decreases drastically as brine salinity increases, 
the microemulsion/excess-brine IFT increases drastically as brine salinity increases. The salinity 
at the crossover point of these two IFTs is called the optimum salinity. At the optimum salinity, 
the same amount of water and oil are dissolved in the microemulsion phase (surfactant-rich phase 
- in this code aqueous phase). For intermediate salinities less than or equal to the optimum salinity, 
parameter A in binodal curve formulation is calculated as follow: 
 𝐴 = (𝐴0 − 𝐴1) (1 −
𝐶𝑆𝐸
𝐶𝑆𝐸𝑂𝑃
) + 𝐴1,     𝑓𝑜𝑟 𝐶𝑆𝐸 ≤ 𝐶𝑆𝐸𝑂𝑃 ,         Eq. L-2 
where CSE is the salt concentration in the aqueous phase and CSEOP is the optimum salinity. As=0, 1 
is the parameter related to the maximum height of the binodal curve (𝐶3𝑚𝑎𝑥,𝑠) and is defines as, 





,          Eq. L-3 
where s=0, 1 represents the zero and optimum salinities, respectively.  
In a brine/oil/surfactant mixture, the phase behavior is a function of CSE among other 
factors such as co-solvent concentration, temperature, pressure, and solution gas. The 
microemulsion phase behavior is characterized as Type I (oil solubilized in the aqueous phase) 





the oleic phase which is essentially pure and the microemulsion phase containing water, salt, 
surfactant, and the solubilized oil. This phase behavior environment is called Type I as well 
because the tie lines have the negative slope on a conventional ternary diagram. In Type I or Type 
II(+) environment phase (water solubilized in oil) the tie lines have a positive slope and CSE is 
equal or greater than the upper effective salinity (CSEU). In this case, also there are two phases in 
equilibrium: microemulsion and excess aqueous phase. The microemulsion phase contains a 
surfactant, oil and the solubilized water, and the aqueous phase which is essentially pure. For 
intermediate salinity CSEL ≤ CSE ≤ CSEU, there are three phases in equilibrium depending on the 
component composition, oleic, microemulsion, and aqueous phase. This environment is called 
Type III (middle phase in equilibrium with excess oil and water phases) and has a Type I and a 
Type II (+) lobe on a ternary diagram. The implementation is currently considered for Type I 
surfactant phase behavior in the UT-DOECO2 simulator. The following two parameters are 








,           Eq. L-5 
where 𝐶1 and 𝐶3 are total volume concentration of water and surfactant, respectively. The 
microemulsion-phase concentrations are calculated as follows: 
 𝐶𝑖3 = {
𝑅32 × (𝑅31 + 𝑅31 × 𝑅32 + 𝑅32)
−1    𝑖 = 1
1 − (1 + 𝑅31)𝐶13                                   𝑖 = 2
1 − 𝐶13 − 𝐶23                                          𝑖 = 3
           Eq. L-6 
 
Surfactant Retention 
Surfactant loss due to adsorption and phase trapping is an important parameter in the chemical-





mineral surfaces. The model takes into account the salinity and surfactant concentration with 
reversibility options. The salinity for surfactant adsorption is defined as a linear summation of 
monovalent cation and effective divalent cations. 
Interfacial tension 
Two models are implemented to calculate the interfacial tension between (IFT) microemulsion and 
oil phases: modified Healy and Reed (1974) (Hirasaki, 1981) and Huh (1979). The interfacial 
tension depends on solubilization parameter. In these models, a constant oil-water interfacial 
tension is considered and in the absence of a surfactant or in the case of low surfactant 
concentration (i.e., below the Critical micelle concentration (CMC)), the IFT reduces to water-oil 
IFT. 
Microemulsion viscosity 
Microemulsion viscosity is modeled in terms of pure component viscosities and the concentrations 
of oil, water, and surfactant in the microemulsion phase: 
 𝜇1 = 𝐶11𝜇𝑤𝑒
𝛼𝑣1(𝐶21+𝐶31) + 𝐶21𝜇𝑜𝑒
𝛼𝑣2(𝐶11+𝐶31) + 𝐶31𝛼𝑣3𝑒
(𝛼𝑣4𝐶11+𝛼𝑣5𝐶21),          Eq. L-7 
where Ci1 denotes the concentration of component i in the aqueous phase and the 𝛼𝑣parameters 
are determined by matching laboratory microemulsion viscosities at several compositions.  In the 
absence of surfactant and polymer, water and oil phase viscosities reduce to pure water and oil 
viscosities (𝜇𝑤, 𝜇𝑜).  When polymer is present, 𝜇𝑤 is replaced by 𝜇𝑃. 
Hydrocarbon dissolution 
At surfactant concentrations higher than CMC the hydrocarbon solubilizes in the microemulsion 
phase. The mass transfer of hydrocarbon components to the microemulsion phase is a function of 
the salinity, surfactant molecule, temperature etc. Oil dissolved in the aqueous phase can be either 





equilibrium K-values, defined as the ratio of each component concentration in the aqueous phase 
to that in the oleic phase are specified and sorted as a function of surfactant concentration. The 
kinetic mass transfer rate can be further added for the limited mass transfer option. 
 
Surfactant mixing rule 
Typically, a mixture of surfactants is used during the low-tension-gas flood: a low interfacial 
tension surfactant and a foaming surfactant. The former reduces the IFT to ultra-low values and, 
thereby, the residual oil saturation is decreased. The latter provides the essential gas 
mobility/conformance control. In reality, all the surfactants have both IFT and foaming to different 
degrees and are rarely independent. Antón et al. (2008) discuss mixing rules to estimate 
microemulsion phase behavior when more than one surfactant is present. The impact of mixing 
two surfactants also needs to be evaluated on foaming properties (Andrianov et al., 2012). 
For the ideal mixture of two surfactants, a nonlinear mixing rule is applied to model the 
changes in optimal salinity as a function of surfactants concentration (Salager et al., 1979a). 
 𝑙𝑛𝐶𝑆𝐸𝑂𝑃
∗ = 𝑥1𝑙𝑛𝐶𝑆𝐸𝑂𝑃1+𝑥2𝑙𝑛𝐶𝑆𝐸𝑂𝑃2 .          Eq. L-8 
Here, 𝐶𝑆𝐸𝑂𝑃
∗ , 𝐶𝑆𝐸𝑂𝑃1 and 𝐶𝑆𝐸𝑂𝑃2 are the optimum salinities for the mixture of surfactants, surfactant 
1 and  surfactant 2, respectively. 𝑥1 and 𝑥2 are mole fractions for  surfactants 1 and  2. The optimum 
solubilization ratio follows a linear mixing rule as (Mohammadi et al., 2009), 
 𝑙𝑛𝜎𝑠
∗ = 𝑥1𝑙𝑛𝜎𝑠1+𝑥2𝑙𝑛𝜎𝑠2 ,          Eq. L-9 
where 𝜎𝑠
∗, 𝜎𝑠1, and 𝜎𝑠2 are the optimum solubilization ratio of the mixture, surfactant 1, and 






Oil composition effect on microemulsion phase behavior  
Key surfactant properties depend on crude oil composition (Baran et al., 1994; Salager et al., 
1979a; Salager et al., 1979b). The crude oil composition effect is introduced by the equivalent 
alkane carbon number (EACN) concept. The surfactant phase behavior parameters, e.g. optimum 
salinity, solubilization parameter, and width of Winsor Type III salinity are estimated using the 
following linear formulations, 
 𝐿𝑛 𝐶𝑆𝐸𝑂𝑃 = 𝑆𝑠𝑒(𝐸𝐴𝐶𝑁 − 𝐸𝑚𝑖𝑛),          Eq. L-10 




= 𝑆𝑑𝑠𝐸𝐴𝐶𝑁 + 𝑏𝑑𝑠,          
Eq. L-12 
Here 𝑆𝑠𝑒, 𝐸𝑚𝑖𝑛, 𝑆𝜎,𝑆, 𝑏𝜎,𝑆, 𝑆𝑑𝑠, and 𝑏𝑑𝑠 are constants and dynamically calculated based upon a 
linear EACN-interpolation scheme between the two experimentally matched sets of surfactant 
phase behavior parameters for the same surfactant but having different EACNs. When the effect 
of EACN on the surfactant phase behavior is considered, 𝐴𝑆 in the Hand’s rule formulation is 
evaluated as follows: 
 𝐴𝑠 = 𝜎𝑆
−2.          Eq. L-13 
In this study, the EACN of a given crude oil corresponds to the lipophilicity of the crude 
oil (i.e., the salinity at the transition from Winsor Type I to II environment): the number of carbon 
atoms of an alkane exhibiting a hydrophobicity equivalent to the crude oil. EACN for an oil 
mixture with provided components and composition is estimated using Cash et al. (1977) linear 
mixture formulation, 
 𝐸𝐴𝐶𝑁 = ∑ 𝑥𝑖𝐴𝐶𝑁𝑖
𝑁𝑐
𝑖=1 ,          Eq. L- 14 





𝐴𝐶𝑁𝑖 is the alkane carbon number of the hydrocarbon component i.  
Foam 
The implicit texture UT-foam model (Rossen et al., 1999) and local-equilibrium population-
balance foam model (Chen et al., 2010) were incorporated in the DOECO2 simulator (see 
Appendix B). The UT-foam model gives a steep increase in the gas mobility as water saturation 
decreases in the immediate vicinity of the limiting water saturation (Sw
*) and a constant reduction 
in the gas mobility for a larger value of water saturation. The model allows for non-Newtonian 
behavior in the low-quality regime: the mobility reduction factor is a power-law function of gas 
superficial velocity.  
In foam model of Chen et al. (2010), lamella-generation rate is taken as a power-law 
expression, proportional to the magnitude of the interstitial velocity of surfactant solution and 1/3 
power of the interstitial gas velocity. The model employs a capillary-pressure-dependent kinetic 
expression for lamella coalescence (to reflect the limiting capillary pressure) and a term to 
represent the trapped fraction of foam. This model uses the shear-thinning expression of Hirasaki 
and Lawson (1985) for the effective gas viscosity.  
In the presence of microemulsion phase, most of the surfactant remains in this phase. The 
results of pipette foaming test by Srivastava (2010) showed Type I and Type III microemulsion 
phases form a significant foam, but foam does not form in Type II. Foam in Type I is more stable 
compared to Type III due to lower salinity and lower amount of solubilized oil in the 
microemulsion phase.  Foam does not generate in excess aqueous phases from Type III and Type 
II due to surfactant partitioning into microemulsion phase. As a result, when microemulsion phase 
is present, the aqueous phase properties such as saturation, velocity, and capillary pressure will be 
replaced with their corresponding values for the microemulsion phase (Delshad et al., 2014; 
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Figure L-1 (cont’d): Summary flowchart of UT-DOECO2 simulator 
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All units are expressed in terms of fundamental quantities, mass M, mole N, length L, time T, and 
temperature ϴ. 
a  =  Constant in general initial-trapped saturation formulation  
𝐴𝐷𝐻  =  Debye-Hückel general constant 
𝐴𝐷𝐻𝐿  =  Debye-Hückel limiting slope, 𝑀
1/2𝑁−1/2 
𝐴𝐻,𝑖𝑗  =  Coefficient in HKF formulation for solvent density calculation in aqueous solution 
aw  =  A wettability-dependent constant  
?̇?𝐵  =  Bjerrum distance 
?̇?𝐷𝐻  =  Distance of the closest approach between two ions in Debye-Hückel theory, L 
b =  Free parameter in three-phase residual saturation formulation 
𝐵𝐷𝐻𝐿  =  Debye-Hückel limiting parameter, 𝑀
1/2𝑁−1/2𝐿−1 
C1
  and C2
  =  Relative permeability curvature parameters 
CS  =  Spreading coefficient, 𝑀𝑇
−2  
𝐶𝑆𝐸𝐿 and 𝐶𝑆𝐸𝑈 =  Lower and upper effective salinity limit, 𝑀𝐿
−3 
𝐶𝑆𝐸𝑂𝑃  =  Optimum effective salinity, 𝑀𝐿
−3 
d  =  Constant in general initial-trapped saturation formulation 
D  =  Depth, L  
   (also) =  Debye (unit of electric dipole moment) =  3.3356 × 10−30 𝐶 𝑚, 𝑀1/2𝑇−1𝐿5/2 
e =  Electronic charge = 1.60210 × 10−19𝐶, 𝑀1/2𝑇−1𝐿3/2 
?̂?𝐻,𝑖𝑗  and 𝑒𝐻,𝑖𝑗
∗  = 
Coefficients in HKF formulation for solvent relative permittivity calculation in  
aqueous solution 
E =  Electric field, 𝑀1/2𝑇−1𝐿−1/2 
fh  =  Dimensionless oil-like parameters based on Parachor-weighted molar density  
g  =  Gravitational constant, 𝐿𝑡−2 
Gഥ  =  Partial molar Gibbs free energy, 𝑀𝐿2𝑡−2 
I =  Ionic strength, 𝑁  𝑀−1 
k⃗ ⃗
 
  =  Permeability tensor, L2  
𝑘𝐵  =  Boltzmann constant =1.3807 × 10
−23 𝐽/𝐾, 𝑀 𝐿2𝑇−2ϴ−1 
kr
0  =  End-point relative permeability  
kr
   =  Relative permeability  
L  =  Land coefficient  
m =  Molality, 𝑁  𝑀−1 
nHH  =  Constant parameter impacting oil-isoperm curvature  
NA   =  Avogadro number =6.0220 × 10
23 /𝑚𝑜𝑙, 𝑁−1 
NT   =  Trapping number  
P =  Pressure, ML−1t−2  
Pc   =  Capillary pressure,  𝑀𝐿
−1𝑡−2 
r =  Radial position coordinate, 𝐿 
q =  Charge, 𝑀1/2𝑇−1𝐿3/2 
R =  Molar gas constant = 𝑁𝐴𝑘𝐵 = 8.314 𝐽 𝐾/𝑚𝑜𝑙⁄ , 𝑀
 𝐿2𝑇−2ϴ−1𝑁−1 
RH  =  Mean hydraulic radius of the pores occupied by a particular phase, 𝐿  
S   =  Saturation, 𝐿3/𝐿3 






   =  Normalized saturation 
S𝑚
𝐼   =  saturation of conjugate phase (m) at the start of the current cycle  
Sr
∗  =  Residual saturation corrected for compositional changes, 𝐿3/𝐿3 
T    =  Trapping model parameter  
   (also) =  Temperature, ϴ 
∆St  =  Trapped saturation in current cycle, 𝐿
3/𝐿3 
α  =  Conjugate-phase reduction factor in UTHYST model 
αLS  =  Permeability reduction factor in three-phase hysteresis model of Larsen and Skauge 
β  =  Constant in trapped saturation equation  
αAl and βAl =  Fitting parameters of zero-oil-isoperm curvature  
αS and βS =  Contact angle dependent coefficient  
βF  =  Constant to change the curvature of residual oil saturation   
0  =  Permittivity of free space = 8.8542 × 10
−12𝐶2𝐽−1𝑚−1, 𝑀1/2𝑇−1𝐿1/2𝑁−1 
𝑓  =  Effective permittivity= 0 𝑟 Faraday/m, 𝑀
1/2𝑇−1𝐿1/2𝑁−1 
ℎ  =  Saturation toleration factor (SATTOLHYST), 𝐿
3/𝐿3 
𝑟  =  Relative permittivity (Dielectric constant) of the solvent 
ε =  Pore size distribution factor in Land’s imbibition relative permeability equation  
θ  =  Trapping coefficient  
𝜆 =  Empirical constant in the Killough’s parametric interpolation method  
(also) =  Mobility, 𝑀−1𝐿3𝑇 
𝜆𝐷𝐻  =  Debye screening length, 𝐿
−1 
𝜆𝑀𝑆𝐴  =  MSA screening length, 𝐿
−1 
μ =  Viscosity, 𝑀𝐿−1𝑇−1 
𝜉  =  Molar density, 𝑁𝐿−3 
ρ  =  Density, 𝑀𝐿−3  
σ  =  Interfacial tension, 𝑀𝑡−2 
τ   =  Trapping model parameter  
(also) =  Fisher (decay) exponent in trapped cluster morphology formulation 
Φ  =  Phase potential, 𝑀𝐿−1𝑇−2 
ψ =  Electrical potential, 𝑀1/2𝐿1/2𝑇−1 
Ϛ  =  Angular variable indicating balance of gas and water saturation  ϛ = 𝑆𝑔/1 − 𝑆𝑤𝑐 − 𝑆𝑜  
ϝ  =  Fractal dimension of the porous medium  
∞  =  In bulk solution out of the electrolyte system 
ϐ and Ϩ =  Local binary quantity in eNRTL model 
ℵ  =  Surface area fraction of each component in UNIQUAC model 
ϟ =  Volume fraction in UNIQUAC model 
 
Subscripts and superscripts: 
2𝑃 and 3𝑃  = Two- and three-phase  
𝑐  = critical saturation (minimum attainable saturation in multi-phase flow)  
calc = Calculated  
comp = Compositional effects 
cr = 
Critical non-wetting saturation corresponding to the point where 
maximum trapped saturation is first reached 
𝐷𝑒𝑐  = Decreasing saturation process 
expr = Experimentally measured parameter  
𝑓  = Flowing saturation  





I = Start of cycle in UTHYST model 
𝐼𝑛𝑐  = Increasing saturation process 
𝑖𝑛𝑡  = Intermediate 
𝑖𝑟𝑗  =  Phase 𝑖 residual saturation to phase 𝑗 
𝐿  = Total liquid  
𝑛  = Cycle number  
𝑜𝑐𝑤  = Value to oil at connate water saturation  
𝑃𝐷   = Primary decreasing 
𝑃𝐼  = Primary increasing 
𝑟  = Residual 
𝑡  = Trapped  
𝑤𝑖𝑟  =  Value at irreducible water saturation  
𝑤ℎ  = Water-hydrocarbon  
 
Abbreviation and acronyms: 
1D/2D/3D = One/two/three dimensional 
𝐵  = Billion 
𝑏𝑏𝑙  = Barrel of oil or oil equivalent  
BHP = Bottom-hole pressure 
BOPD = Barrel of oil per day 
CCUS = Carbon capture, utilization, and storage 
EOS = Equation of state 
eEOS = Electrolyte EOS 
FWAG = Foam assisted water-alternate-gas injection scheme 
GFE = Gibbs free energy 
K or M = Thousand 
LHS = Left hand side 
MM = Million 
MoC = Method of characteristic 
PDF = Probability distribution function 
ppm = Part per million 
PV = Pore volume 
Rb = Reservoir barrel 
REV = Representative elementary volume 
RHS = Right hand side  
ROZ = Residual oil zone 
SAG = Surfactant-alternate-gas injection scheme 
SCAL = Specific core analysis 
Scfd = Standard cubic feet per day 
STB = Stock-tank barrel 
TDS = Total dissolved solids 
𝑇𝑝𝑑  = Metric ton per day 
TZ = Transition zone 
VAR = Vertical aspect ratio 
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