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Abstract

Data centers contribute to approximately 1% of the global electricity consumption, and
billions of dollars are spent annually worldwide in construction of new data centers to meet the
rising demand for cloud-based services. Given the high cost of construction, the power infrastructure
in a data center is typically oversubscribed. Power oversubscription leads to efficient use of data
center power hierarchy while simultaneously reducing the power provisioning cost. Power overload
situations can occur in oversubscribed data centers. Power overload can lead to power capping
of servers or even power outages – both of which degrade the performance of the services offered
by the data center. In this dissertation, we address key open problems in the area of safe power
oversubscription of data centers.
First, we quantify the level of safe power oversubscription possible for servers characterized
by energy proportionality metric and workload distribution. By developing a theoretical framework
to model the relationship between server energy proportionality and possible power oversubscription,
we show how increasing server energy proportionality opens up the opportunity for more power
oversubscription. Second, we develop a real-time dynamic power pricing mechanism to enable
safe power oversubscription of multi-tenant data centers, an often neglected but important type
of data center. Simulation results show that our new mechanism benefits both the tenant, by
decreasing leasing costs, as well as the operator, by decreasing capital expense, and achieves the
goal of keeping total power consumption under the data center power limit while reducing overall
energy use. Third, we propose a coordinated priority-aware battery charging algorithm to tackle

vii

the problem of distributed battery charging in oversubscribed data centers. By coordinating the
charging process, we charge the batteries according to the priorities of applications running on the
servers and we are able to meet reliability service level agreements, while satisfying given power
constraints.
Finally, we highlight the importance of taking workload characteristics into account when
seeking to identify the most energy efficient server and develop a new server energy efficiency metric
that is both linear as well as reliable in ranking of servers. The findings presented in this dissertation,
if widely used, can result in energy savings, as well as capital cost savings, of millions of dollars per
year.

viii

Chapter 1: Introduction

With data being regarded as the “fuel of the future” [117], data centers – the physical
infrastructures responsible for processing, storing, and distribution of data – are poised to become
the backbone of the increasingly digitized modern global economy. Indeed, some of the biggest
global companies today are major cloud and Internet service providers, whose capital expenditure
(CAPEX) exceeded $110 billion in 2019 alone [116], most of which was spent into building and
equipping new data centers to meet the rising demand for cloud-based services. The focus of this
dissertation is on cost efficiency as well as energy efficiency of data centers.
Data centers are highly energy-intensive structures with electricity consumption per floor
space 10 to 100 times higher compared to other types of commercial buildings [109]. At more than
200 TWh of annual electricity use by data centers worldwide, it already contributes to 1% of the
global electricity consumption [43, 73]. The percentage of electricity use by data centers is even
higher among industrialized nations, where computing is one of the fastest growing consumers of
electricity [15, 62]. For example, Lawrence Berkeley National Laboratory’s 2016 report [108] found
that, data centers in the US consumed 70 TWh, about 2%, of the electricity use in 2014. More
alarmingly, in Singapore, an island country where data centers are disproportionately concentrated,
data centers consumed 9% of the total national electricity use in 2015 and is estimated to reach
12% in 2020 [79]. Such high level of electricity use from data centers not only stresses the electric
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Figure 1.1: Amortized total cost of ownership of a data center [126].
grid, but also negatively impacts the environment. Data center energy use already account for 15%
of the total carbon emission from the information and communication technology (ICT) sector [50].
The electricity use of data centers has been under control in the past decade, increasing by
only 5% from 2010 to 2020 [73, 109]. This has been possible because the energy efficiency gains from
more energy efficient servers, virtualization technology, and move towards more energy efficient data
center buildings has been able to meet the increasing demand for cloud-based services. However,
it is uncertain that the efficiency gains will continue to offset the rising need for more data centers
beyond 2020 [109]. According to one estimate [50], data center electricity use is expected to rise
to 8% of global electricity use by 2030. Thus, new innovations in data center energy efficiency is
required for a sustainable future.
Figure 1.1 shows the breakdown of major costs associated with a typical data center [126]
(CAPEX is amortized over the lifetime of the equipment or the infrastructure), actual costs may
vary according to the data center size, location, or design [6]. Although the electricity use of a data
center is the major source of operating expense (OPEX) for a data center operator, the amortized
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monthly CAPEX associated with cost of purchasing IT equipment, such as, servers, storage disk,
and network switches, as well as cost of building the power and cooling infrastructure is significantly
higher than the OPEX. The annual global spending on data center systems already exceeds $200
billion [28], 30% to 50% of which goes into building out the infrastructure. As shown in Figure 1.1,
the amortized CAPEX of building the data center infrastructure can be more than 1.5 times higher
than the electricity cost of running the data center [47, 126].
The popularity of Internet services as well as the ongoing migration of commercial enterprises
to the cloud [16], for economies of scale, has driven the need for construction of more data centers,
the physical home of the cloud. According to a recent North American Data Centers’ report [78],
more than 350 MW of new data center capacity was under construction in 2019 in the US and
Canada. With data center workload increasing 15% annually (doubling every 5 years) [43], the need
for more data center capacity is expected to continue. In addition to the high cost, the construction
of new data centers requires natural, and often limited, resources such as, metal, water, and energy.
The construction cost of a data center can range from $10 to $20 per Watt [6] of the provisioned
power and can take several years to build. One approach to make demand for data center capacity
more sustainable, as well as save on construction cost, is power oversubscription.

1.1

Power Oversubscription of Data Centers
Power at a particular level in the data center power hierarchy (described in Section 2.1) is

said to have been oversubscribed if the power limit at that particular level can be exceeded by the
aggregate peak power consumption from the level below. For example, deploying more servers under
a circuit breaker, such that, the aggregate peak power consumption from the servers can exceed the
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power limit of the circuit breaker. In this dissertation, data center power refers to the critical power
that is available for the IT equipment, which excludes power used for cooling the data center.

1.1.1 Motivation for Power Oversubscription
The power draw of a server is dependent on its utilization with peak power consumption
occurring during maximum server utilization. Variation in workload can cause a server’s utilization,
and hence its power consumption, to vary significantly. The average server utilization, even in
hyperscale data centers (large scale data centers with at least 5,000 servers and 10,000 square feet
of floor space [93]) optimized for energy efficiency, has been reported to be less than 45% [108].
Even though an individual server may consume peak power frequently, it is less likely for a group
of servers to reach the aggregate peak power due to statistical multiplexing of individual server
power. As the number of server groups running different type of services increases (e.g., a group
of servers running machine learning jobs and another group of servers running database jobs), the
probability of reaching the aggregate peak power decreases, because of lower correlation in power
consumption among different server groups [6]. Hence, it becomes rare for the data center as a whole,
which provides a diverse set of services, to reach its aggregate peak power. Thus, the conservative
approach of worst-case provisioning for possible peak power consumption, such that, the sum of
the rated peak power consumption of the individual servers is less than the power limit of the data
center, can lead to significant wastage of data center power capacity.
Fan et al. [21] demonstrated the possibility of data center oversubscription by analyzing
the power profile of a group of 5,000 servers in a real production data center at Google. They
reported that, over the course of six months, the aggregate server power consumption never exceeded
72% of their aggregate peak power, suggesting that plenty of opportunity exists in practice for
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power oversubscription of data centers. Similar observations have been made by subsequent studies
[47, 54, 127, 134], finding that the actual aggregate power consumption of a data center is less than
the possible aggregate peak power consumption by the IT equipment inside the data center.
In a power oversubscribed data center, we cannot safely run all the servers at their maximum
utilization (and hence their peak power), at the same time. A natural question could arise that,
why would we want to have more computing hardware inside a data center than we are ever going
to be able to use simultaneously? While running all servers inside a data center at 100% utilization
all the time is not achieved in practice, the following motivation might help us understand why
we may want to oversubscribe data centers even if it were possible to run all servers at 100%
utilization simultaneously. Modern servers have their maximum energy efficiency (performance per
Watt) region at around 60% to 80% utilization range rather than at 100% utilization [49]. Rather
than having a worst-case power provisioning and running all servers at 100% utilization, higher
performance can be achieved by running more servers (oversubscribing) at lower utilization (for
example, at 70% utilization), under the same power limit. Patki et al. [89], practically demonstrated
this on a high-performance computing cluster, a special type of data center where delay-tolerant
batch jobs allow for higher average server utilization compared to latency-sensitive request-response
type jobs. They showed that having an oversubscribed high-performance computing cluster can lead
to a better overall performance for a diverse set of services, compared to having a lower number of
servers under the same power limit with worst-case provisioning. Thus, higher performance under
the same power constraints can be achieved through power oversubscription of data centers.
Power oversubscription of a data center effectively creates more data center capacity without
any additional cost. Hence, the provisioning cost is lowered by deploying more servers under the
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same power infrastructure. Furthermore, it has been found that worst-case power provisioning of
a data center can lead to significant under-utilization of the power hierarchy [21, 47, 54]. Adding
more servers leading to power oversubscription, can increase the average power utilization of the
data center power hierarchy. Given these numerous benefits, data center power infrastructures are
generally oversubscribed [101, 127, 134].

1.1.2 Probability of Overloading and Safe Power Oversubscription
While power oversubscription increases the utilization of the data center power hierarchy,
there can be rare power overload instances, a situation when the aggregate power consumption of the
servers exceed the power limit. A sustained power overload can trip circuit breakers or permanently
damage the power equipment. For example, a 30% power overload at a circuit breaker for more
than 30 seconds could trip it [134] causing a power outage and degrade, or even disrupt, services.
The power limit can also be contractual in nature, rather than physical, exceeding which may result
in fines from the utility as they impose a contractual power limit [63]. Thus, in an oversubscribed
data center there is always a risk of power overloading leading to costly outages. On average, a data
center power outage cost is estimated at $0.7 million [90].
Let us denote the aggregate peak power consumption, the sum of individual server peak
power (maximum possible power consumption), as Pmax and the power limit of the data center as
Plimit . Note that power limit is a fixed quantity for a data center determined by the capacity of the
power infrastructure. This may or may not be equal to the aggregated peak power consumption,
Pmax . In the case of power oversubscription, we have, Pmax > Plimit , and the level of power
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Figure 1.2: Variation of aggregate power over time in an oversubscribed data center.
oversubscription is given as
S=

Pmax − Plimit
Plimit

(1.1)

where S is the power oversubscription level (generally expressed as a percentage). An example of
aggregate power variation in an oversubscribed data center can be seen in Figure 1.2. The variation
is due to servers having different power consumption at different utilization levels. Although rare,
server power consumption may peak simultaneously causing power overloads, as shown by the red
shaded area labeled “power overload” in Figure 1.2.
Let us denote the aggregate power of the data center as P , and the probability of overloading
as P r(v), where v is the instance when there is a power overload (P > Plimit ). If F (P ) is the
cumulative density function (CDF) of data center aggregate power, we can get the probability of
overloading as
P r(v) = P r(P > Plimit )
= 1 − F (Plimit ).

(1.2)

P r(v) will depend on the power limit of the data center. Combining Equation (1.1) and Equation
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Figure 1.3: CDF of aggregate power consumption of a data center.
(1.2) we get the relationship between probability of overloading and power oversubscription level as

P r(v) = 1 − F

Pmax
1+S


.

(1.3)

This shows that, for a given set of servers, the relationship between P r(v) and S is determined by
the CDF of aggregate power. Figure 1.3 shows an example CDF of data center aggregate power.
As the amount of power oversubscription is increased (power limit Plimit is decreased), probability
of overloading, P r(v), increases. S = 0 implies P r(v) = 0 and as S → ∞, P r(v) → 1.
Safety mechanisms must be in place to prevent extended power overload situations which
might trip circuit breakers and cause power outages leading to service disruption. Power overload
events can be controlled through power capping, the process of limiting the power consumption of
a group of servers, either by throttling the servers to run at a lower frequency or by throttling the
workload running on the servers (described in more detail in the next chapter). However, power
capping has an adverse effect on the system performance and may degrade the quality of service,
violating the service level agreement (SLA) that the data center operator has with its users. We
define safe power oversubscription to be the case when the probability of overloading is under a
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threshold (P rth ),
P r(v) < P rth ,

(1.4)

such that the performance penalty is acceptable and the SLA is not violated. The threshold for
probability of overloading can be fixed, for example P rth = 0.001 (probability of overloading less
than 0.1%), to find the safe power oversubscription level.

1.2

Problem Statement and Challenges
Following are the specific challenges that we tackle in this dissertation.

1. Quantifying safe power oversubscription: Energy proportional servers consume power proportional to their utilization (described in detail in Section 2.4). A typical server in 2007
consumed more than 60% of peak power when idle, but server energy efficiency has improved
and a typical server in 2018 consumed only a little over 10% of peak power when idle [6].
As servers become more energy proportional, the opportunity for safe power oversubscription
changes. The challenge is to quantify the effect of increasing server energy proportionality on
the level of safe power oversubscription possible.
2. Oversubscription of multi-tenant data centers: Power management for data centers has been
extensively studied in the past fifteen years but has mostly focused on owner-operated data
centers with less focus on multi-tenant data centers (MTDC) or colocation data centers.
MTDC’s are an important type of data centers where the operator owns the building and
leases out space, power, and cooling to tenants to install their own IT equipment. In addition
to efficient power hierarchy utilization, safe power oversubscription of an MTDC can increase
the operator’s profit as well as lower the tenant’s leasing cost. However, existing power
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management techniques cannot be directly applied for safe power oversubscription of MTDC
because the operator does not have a direct control over the tenant’s IT equipment or their
workload. Hence MTDC’s present a new challenge due to an inherent lack of coordination
between the operator and the tenants.
3. Battery charging in oversubscribed data centers: Data centers employ batteries for uninterruptible operation during maintenance and power failures. For example, when switching to
diesel generator power after a utility power failure, IT equipment are powered by batteries during the brief transition between the input power source. Depleted batteries start to recharge
once the input power is back, creating a sudden power spike in the power hierarchy. Power
overloads due to battery recharging become frequent events in oversubscribed data centers
where the power infrastructure utilization is already high due to aggressive provisioning of
servers. The frequent power overload caused by recharging of batteries in an oversubscribed
data center may not be acceptable to the data center operators and the power oversubscription is no longer safe. The challenge is to coordinate the charging of batteries such that the
performance degradation (e.g., due to power capping of servers) is minimized.
4. Server energy efficiency metric: Proper metrics are required to compare energy efficiency
between servers, observe progress over time, and/or predict energy consumption of servers.
Most of the server energy efficiency metrics only consider maximum performance and peak
power consumption, which typically happens when a server is fully utilized. However, various
studies of actual server deployments in different data centers [26, 108] have found that servers
are rarely 100% utilized with typical average server utilization being in the range of 10% to
50%. Hence, an energy efficiency metric should consider the power and performance over the
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entire utilization range. Standard Performance Evaluation Corporation (SPEC)’s SPECpower
benchmark [114] is a step in this direction, but it does not take the workload characteristics into
account. It is well understood [113] that the benchmarking environment for a server needs to
match the actual operational environment for the results to be meaningful, or reliable. Thus,
the challenge is to have a metric that takes the workload characteristics of a data center into
account, which is missing from the current literature.

1.3

List of Contributions

We address each of the four problems stated above. The key contributions of this dissertation
are as follows:

1. A first work to quantify the data center safe power oversubscription level for varying server
energy proportionality is developed and validated using real-world server characteristics data.
This work is published in [66].
2. A novel real-time pricing scheme to enable safe power oversubscription of multi-tenant data
centers, that improves upon an existing method [47] by incentivizing tenants to reduce the
overall energy consumption, is presented and evaluated. This work is published in [63].
3. A first coordinated priority-aware battery charging algorithm for safe power oversubscription
of data centers is designed and evaluated. This work [67] is to be submitted for publication.
4. A new server energy efficiency metric to achieve a near perfect energy efficiency ranking of
servers for a given workload is proposed and empirically evaluated. This work is published in
[64].
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1.4

Outline of Dissertation
The rest of the dissertation is organized as follows:

• Chapter 2 provides an overview of data center power hierarchy, multi-tenant data centers,
server energy proportionality, and distributed batteries present in data centers. We also review
existing literature in the area of power management of data centers that this dissertation builds
upon.
• Chapter 3 models the relationship between server energy proportionality and possible safe
power oversubscription for a fixed probability of power overloading. The theoretical framework is validated using real-world data center server utilization data from a Google cluster
and power/performance characteristics data for various server models from SPECpower benchmark.
• Chapter 4 proposes a new real-time power pricing control mechanism, called LOCAP (LOCAl
Price for power), as a means of enabling safe power oversubscription in MTDC and incentivizing tenants to reduce power use to save energy. LOCAP is evaluated through simulation
using workloads from real data center traces and compared against an existing market-based
mechanism.
• Chapter 5 presents the analysis, architecture, and design of coordinated priority-battery charging algorithm. The new algorithm is evaluated by building a prototype in a production data
center as well as through simulations using real production power traces from Facebook data
centers. This research was carried out in collaboration with Facebook.
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• Chapter 6 demonstrates the importance of workload weighting of existing server energy efficiency metrics and develops a new workload weighted metric that is linear as well as reliable in
ranking of servers. All metrics are rigorously evaluated using the same SPECpower benchmark
data and the Google cluster usage data as used in Chapter 3.
• Chapter 7 summarizes and quantifies the potential energy and cost savings of the work in this
dissertation, as well as provides a discussion on potential future research directions.
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Chapter 2: Background and Literature Review

This chapter presents an overview of data center power hierarchy, multi-tenant data centers,
server energy proportionality, and distributed batteries present in data centers. We also review the
existing literature in the area of power management of data centers that are related to this work.

2.1

Data Center Power Hierarchy
The power infrastructure of a data center has a hierarchical structure as shown in Figure

2.1. Power from the utility is distributed to the data center site and the voltage is stepped down
(typically, 480 V in the US) for on-site distribution. The utility is the primary source of power to
the data center while diesel generators provide backup power during a utility power outage. An
Automatic Transfer Switch (ATS) selects utility power by default and automatically switches to
the backup diesel generator power in case of a utility power failure. Power then goes to central
Uninterruptible Power Supply (UPS) which removes power spikes/sags from the input and also
performs power factor corrections on the output side. Additionally, UPS have some form of energy
storage devices (such as, batteries) to provide immediate transition power in case of utility power
failure, since backup diesel generators take several seconds to carry the full load. The UPS provides
reliable and regulated power for distribution inside the data center floor.
Portions of this chapter were published in ACM Computing Surveys [65]. Copyright permission from the publisher
is included in Appendix B.
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Figure 2.1: Power delivery infrastructure of a typical data center.
Power from the UPS goes to multiple Power Distribution Units (PDU) spread across the
data center floor. PDUs perform the final voltage step down appropriate for individual IT equipment
(typically, 110 V in the US). PDUs distribute incoming power through several smaller power lines
that go to individual server racks/cabinets. Power lines coming into a server rack from a PDU have
circuit breakers to prevent from power overdraw or short circuit faults in the power hierarchy, thus,
avoiding cascading failure of power equipment (UPS, PDU).
The simple power hierarchy discussed in this section is common in small-scale data centers.
Modern data center power infrastructure have additional redundant power paths (N+1 or N+2
redundancy) or entirely independent power feeds (2N redundancy) for higher availability but at a
higher cost. Such type of redundant power hierarchy is discussed in Section 2.5.1.
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Figure 2.2: Difference between multi-tenant data center and operator-owned data center.
Figure 1: Illustrations of operator-owned data center and multi-tenant data center highlighting the difference

2.2

Multi-Tenant Data Centers
In an MTDC, the data center infrastructure is owned by an operator who leases out space

and power capacity in the form of racks, cages, or rooms to tenants. The operator provides power,
cooling, and security while tenants install and maintain their own IT equipment to provide services
to the tenant’s customers, as illustrated in Figure 2.2. Unlike in operator-owned data centers where
the operator has control over all aspect of the data center, in an MTDC the operator does not
control the IT equipment that belong to tenants. Many businesses opt for MTDC as building their
own data center is expensive and can take years to complete, they might want to place their servers
closer to the client locations, and/or expand globally to multiple locations around the world. MTDC
offers a quick and scalable solution to businesses at relatively small capital expenditure.
MTDCs consume about one fifth of the entire data center electricity use in the US [80].
This is about five times more electricity than Google type hyperscale data centers [80]. Therefore,
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the MTDC is an important type of data center and power management of MTDC is equally, if not
more, important. However, there is a gap between the operator and the tenants. The operator
might want to oversubscribe the power hierarchy or adopt energy efficiency techniques in their
data center but they lack control over the physical servers or the workload, which are owned and
managed by the tenants independently. Thus, an indirect mechanism is necessary to coordinate
between the tenants and the MTDC operator. Works that focus on coordinating the tenants with
the operator for power management of MTDC are reviewed in Section 2.3.2. Next, we discuss the
common types of operator leasing schemes found in MTDC and costs associated to tenants if they
were to participate in different power management strategies.

2.2.1 Operator Leasing Schemes
Being a large power consumer, MTDCs are typically charged industrial rates by the utility.
The electricity bill generally has two components, volume charge (dollar per kWh for energy) and
demand charge (dollar per kW for peak power) [124]. There are various ways in which an MTDC
operator can in turn charge tenants for power and space. Three major pricing models are described
below [44]. The operator can also charge extra for other additional services, such setup fees and
network fees.

1. Space-based pricing: In this pricing model, the operator charges a monthly fee according to
the space occupied. It may be a per square foot charge or a per rack space charge, measured
in units of “U” (1.75 inches) [86]. Modern data centers are, however, moving from space-based
pricing to power-based pricing as critical power is increasingly becoming the primary source
of cost [19, 44].
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2. Power-based pricing: MTDC generally charge tenants based up on their power subscription.
All costs for space and energy use are bundled into the flat monthly fee charged for each kW
of power supplied to the tenant. At the time of contract, the tenant may specify the amount
of power they want to subscribe to (their power limit). Power subscription charges were in
the range of $150-200 per kW per month in 2015 [44]. This is a widely used pricing model in
MTDCs.
3. Energy-based pricing: In both space-based and power-based pricing model, the tenant is not
being charged for metered powered use. Rather, the monthly bill is a flat fee. This kind of
pricing scheme does not encourage tenants to be energy efficient in their operation. On the
contrary, in energy-based pricing model, tenants are charged for actual energy use on top of
a flat power subscription fee (which is less than the charge in power-based pricing [44]). Such
a pricing model encourages tenants to be energy efficient and are usually found in wholesale
MTDCs where the operator leases power capacity in excess of 100 kW to a single tenant [19].

2.2.2 Tenant Costs
Tenants may adopt energy efficiency techniques, for example, powering down some servers
during periods of light workload, if they have proper incentive to do so. Powering down servers
or putting servers in some kind of power saving sleep mode can cause inconvenience to tenants
[82], such as, performance degradation as well as time overhead of powering the IT equipment back
up. This is generally modeled using monotonically increasing cost [45] or monotonically decreasing
utility [63] as a function of number of servers turned off. Such cost functions are private to individual
tenants and are determined at their own discretion.
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2.3

Power Oversubscription
Extensive research has been carried out in the area of power management and energy effi-

ciency of data centers [8, 10, 87, 139]. These works have explored techniques ranging from dynamic
voltage and frequency scaling (DVFS) of CPU to dynamic server provisioning according to workload
for energy efficient operation of data centers. In comparison, safe power oversubscription of data
centers has received relatively less attention [23, 92, 101, 127, 134].

2.3.1 Historical Perspective
Oversubscription is essential for efficient use of resources. For example, telephone lines
and Internet are oversubscribed, airline tickets are overbooked. Thus, it seems only natural to
oversubscribe the power infrastructure as it increases resource utilization and reduces the cost of
ownership. About 15 years ago, Femal and Freeh [22, 23] and Ranganathan et al. [92] were among
the first to demonstrate power oversubscription in data centers using prototypes with a few servers.
They used DVFS to cap the power consumption of individual servers and avoid simultaneous peaking
of aggregate server power. Around the same time, in 2007, Fan et al. [21] characterized the power
usage of a cluster of 5000 servers at Google and found that, as we move up the power hierarchy
from rack to PDU to cluster (multiple PDUs), the variance of actual power usage is narrower
and the aggregate power consumption compared to the aggregate peak power (maximum possible)
consumption decreases. The main finding is summarized in Figure 2.3 (a). For example, at the
cluster level, the actual power use did not exceed 72% of the aggregated peak power. This is to say
that more than a quarter of the power capacity of the data center never got utilized.
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Figure 2.3: CDF of normalized power usage at different power hierarchy levels. (a) For a Google
data center at rack, PDU, and cluster level [21]. (b) For an MTDC with different number of
tenants [47].
Similar observations were made by Islam et al. [47] when they studied the power usage
characteristics of 10 tenants in an MTDC. Figure 2.3 (b) shows the CDF of power use by 1, 5
and 10 tenants normalized to the maximum possible power use. We see that as the number of
tenants increases, the maximum normalized aggregate power use of all tenants decreases. This
is due to the fact that, different tenants in an MTDC have different workloads and the event of
correlated spikes is unlikely. Islam et al. [47] further noted that MTDC operators can increase their
profit through power oversubscription. Hence, power oversubscription is in common practice, both
at, operator-owned data centers (Google [101], Facebook [134], IBM [54], Baidu [127]) as well as
MTDCs [48].

2.3.2 Existing Control Methods
Power overload is always a risk in oversubscribed data centers and many control methods,
acting as a safety net, have been proposed to manage aggregate peak power [4, 9, 14, 25, 29, 54, 55,
57, 59, 89, 91, 92, 94, 101, 102, 105, 123, 127, 129, 134]. The basic building block of most of such

20

method is server-level power capping [27, 52, 53, 140] through DVFS techniques to operate a server
within a power constraint. For example, Intel’s Running Average Power Limit (RAPL) [99] interface
allows a server’s average power consumption (inside a time window) to be capped. Techniques that
enable power capping at higher (PDU, cluster) level of the data center [4, 9, 25, 55, 91, 129, 134]
coordinate server-level power capping in order to minimize performance degradation.
Another technique for capping the power consumption of a group of servers is through poweraware scheduling of workload [9, 40, 101, 123, 127]. The basic idea is to schedule workload away
from the cluster or to immediately stop the currently running jobs to avoid the coincidental peak
power consumption. Rather than operating a server at a lower frequency, these methods decrease
the utilization of the server to limit its power consumption. An orthogonal approach to power
oversubscription, without affecting server performance or workload, is to use UPS as an energy
buffer that can provide the excess power [30, 32, 51, 88]. These techniques propose using the UPS
batteries during power overloads to handle peak power draw in data centers. However, greater UPS
capacity is required (leading to higher CAPEX) and the assumption is that the data center power
hierarchy is able to sustain the peak power supply from the utility as well as the batteries.
There have been some published work on power oversubscription of production data centers
as well. Facebook has reported that they have been using an in-house power management system
called Dynamo [134] to oversubscribe their data centers since 2013. Dynamo consists of a light agent
running on each server able to measure and cap its power while higher level controllers monitor agents
and make power capping decisions. Baidu has deployed Ampere [127], their power management
system that affects the workload scheduling, to oversubscribe their data centers. Similarly, IBM
developed CapMaestro [54], a power management solution which utilized server-level power capping
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for oversubscription of public cloud data centers with redundant power infrastructure. More recently,
Google described the power capping service [101] used in their oversubscribed data centers, which
stops all non-production jobs during a power overload.
None of the above works have, however, studied the effect of a server’s power and performance characteristics on the amount of safe power oversubscription possible. Over the years, energy
proportionality of servers has steadily improved [41, 49, 100] and has helped data centers become
more energy efficient. In this dissertation, the effect of energy proportional servers on opportunities
for data center power oversubscription is studied, as presented in Chapter 3. Our work is the first
to characterize power oversubscription of data center in terms of server’s power and performance
characteristics.
The focus of past research has mostly been towards owner-operated data centers where
a single entity owns and manages the data center infrastructure as well as the IT equipment in
them. Same power management techniques that have been proposed for data centers with a single
owner and operator are not directly applicable to an MTDC. Since, an MTDC operator sells data
center space/power to tenants, an MTDC can be viewed as a market with the operator as the seller
and the tenants as the buyers. Hence, some kind of market mechanism is required to incentivize
tenants in order to have coordination between the MTDC operator and the tenants. Only very
recently has there been some research to address the problem of power management in MTDC
[36, 37, 44, 45, 61, 97, 118, 130, 135, 141]. However, most of them have focused on demand response
participation offered by the utility (reshaping the consumer’s electricity consumption profile by
offering incentives for power reduction when requested) [97, 118, 130, 135, 141], or reducing electric
cost of MTDC [36, 37, 44]. We are aware of only one work [47] that has focused on the problem of
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safe power oversubscription in MTDC. We improve upon this work by proposing a dynamic pricing
method called LOCAP, in Chapter 4, to enable safe power oversubscription as well as promote
energy saving in MTDC.

2.4

Server Energy Proportionality
The data center community has advocated for energy proportional servers for over a decade

[5]. Ideal energy proportional servers consume almost no power when idle and their power consumption increases linearly with its utilization. An attractive property of such servers is that it
has a uniform energy efficiency (work done per Watt) over the entire server utilization range, so no
matter what the workload pattern looks like, the server always operates at its peak energy efficiency
region. Ideal energy proportionality had been a design goal for various server components (CPU,
memory, disk, etc.).
Power consumption of a server at different utilization levels can be represented as a powerutilization curve, while throughput of the server as a function of utilization, throughput-utilization
curve, characterizes its performance.

An ideal energy proportional server will have a power-

utilization curve as a straight line joining zero to the peak power. Figure 2.4 shows a normalized
power-utilization curve for different types of energy proportional servers. The solid line represents a
linearly energy proportional server, dashed line represents a sub-linearly energy proportional server,
and dot-dashed line represents a super-linearly energy proportional server. We also have the ideal
energy proportional server shown as dotted line for reference.
Denoting the power-utilization function of a server as p(u) and the throughput-utilization
function as T (u), the ratio, T (u)/p(u) (work done per Watt), gives the energy efficiency of the
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Figure 2.4: Normalized power-utilization curves of different types of servers.
server at utilization, 0 ≤ u ≤ 1. Actual servers typically have peak power or peak performance at
u = 1, idle power at u = 0, and a linear T (u) function. Various metrics based on p(u) and T (u)
functions have been proposed to quantify and compare power consumption and/or energy efficiency
of servers. We classify such server metrics broadly as (1) energy proportionality metrics and (2)
energy efficiency metrics, as discussed next.

2.4.1 Energy Proportionality Metrics
Ever since Barrosso et al. [5] made a case for energy proportional computers, various metrics
have been proposed to quantify energy proportionality of servers [41]. Energy proportionality has
historically been measured using the Dynamic Range (DR) [108] metric,

DR =

p(1) − p(0)
.
p(1)

(2.1)

A similar metric is Energy Proportionality Index (EPI),

EPI =

p(1) − p(0)
· 100%,
p(1)

(2.2)
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which is simply the dynamic range expressed as a percentage and was proposed by Mahadevan et
al. [60], while a complementary metric, Idle-to-peak Power Ratio (IPR),

IPR =

p(0)
,
p(1)

(2.3)

was proposed by Varsamopoulos et al. [122]. The problem with these metrics is that they cannot
distinguish between linear, sub-linear, and super-linear servers if they have the same idle and peak
power, since they completely ignore the power consumption of a server at intermediate utilizations.
One way of measuring linearity of servers is through the Linear Deviation (LD) metric [133] given
as
R1
2 0 p(u) du
Actual power curve area
LD =
−1=
−1
Linear power curve area
p(1) − p(0)

(2.4)

where “Linear power curve area” is the area under the line joining idle and peak power of an actual
power-utilization curve. Super-linear servers will have LD greater than 0 while sub-linear servers
will have LD less than 0. A server that is linearly energy proportional will have LD equal to 0.
One of the most used metric [41, 49] to measure energy proportionality, that captures both
energy proportionality as well as linearity into a single value, is the EP metric by Ryckbosch et al.
[100].
R1
EP = 1 −

0

R1
p(u) du − 0 pideal (u) du
,
R1
p
(u)
du
ideal
0

(2.5)

where pideal (u) is the power-utilization curve of an ideal energy proportional server with the same
peak power. Since, pideal (u) would be a line joining 0 to p(1), we have

R1
0

pideal (u) du =

p(1)
2 .
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Table 2.1: Summary of existing energy proportionality metrics.
Metric

Formula

Range

Pros

Cons

DR [108]

p(1)−p(0)
p(1)

[0,1]

Easy to calculate

EPI [60]

p(1)−p(0)
p(1)

[0,100]

Easy to calculate

IPR [122]

p(0)
p(1)

[0,1]

Easy to calculate

EP [100]

2−2

[0,2]

EPC [24]

R1

Takes entire p(u)
curve into account
Takes entire p(u)
curve into account

Only looks at end value in
p(u) curve
Only looks at end value in
p(u) curve
Only looks at end value in
p(u) curve
Does not consider the shape
of p(u) curve
Magnitude of p(u) curve is
ignored

0

R1
0

· 100%

pN (u) du

sin2α du

[0,1]

Replacing this value in Equation (2.5),

R1
EP = 2 − 2 ·

0

p(u) du
=2−2·
p(1)

Z

1

pN (u) du,

(2.6)

0

where pN (u) is the power-utilization curve normalized with respect to its peak power, p(1). Therefore, EP is simply a scaled version of 1 minus the area under the pN (u) curve. Another recently
proposed metric that takes into account the entire p(u) curve is Energy Proportionality Coefficient
(EPC) by Fiandrino et al. [24]. It is defined as,

Z

1

sin2α du,

EPC =

(2.7)

0

where α is the angle made by the tangent of the p(u) curve, α = tan−1 ( dp(u)
du ). However, since
this metric just looks at the instantaneous slope, a p(u) curve that increases in steps (a staircase
function) will have EPC = 0, an indication of no energy proportionality.
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All of these metrics are compared and summarized in Table 2.1. The following should be
taken into consideration when using energy proportionality metrics for server comparison.

1. These metrics are normalized with respect to the peak power use. Thus, there is no way to
know the actual energy use for a server with a given workload. Two servers with the same
metric values could have very different actual energy consumption.
2. These metrics do not consider throughput of a server. A server with a p(u) curve that is flat
(EP = 0) could consume less power for the same throughput compared to a server with a
EP = 1 and a high peak power use.

2.4.2 Energy Efficiency Metrics
Energy efficiency of a data center is generally measured with Power Usage Effectiveness
(PUE) [7], the ratio of total data center power consumption to the power consumption by IT
equipment. Other metrics to evaluate data center efficiency including Energy Reuse Effectiveness
(ERE) [119], Energy Reuse Factor (ERF) [119], Return Temperature Index (RTI) [39], and Rack
Cooling Index (RCI) [39], have been proposed but the most used is still, PUE [7, 128]. PUE, however,
does not take energy efficiency of IT equipment into account, but only its power consumption.
Task schedulers are generally compared using the Energy-Delay Product (EDP) [87] metric. One
particular benchmark called JouleSort [98], measures the energy required to sort a fixed number
of records and uses SortedRecs/Joule as the metric. Another popular metric when comparing
power-performance trade-off between computing systems is performance per Watt. The SPECpower
benchmark [114] measures performance, in terms of server-side Java operations per second (ssj_ops),
and power, in terms of Watts and the SPEC Overall Score (SOS) is calculated as the ratio of
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aggregate performance and aggregate power consumption at different utilization level,

P10
T (i/10)
SOS = Pi=0
.
10
p(i/10)
i=0

(2.8)

Energy efficiency of servers are compared using this overall score. The continuous version for SOS
could be calculated as,
R1
SOS = R01
0

T (u) du
p(u) du

.

(2.9)

In practice, since T (u) is generally a line joining 0 and T (1) (peak throughput), we have
T (1)
2 .

R1
0

T (u) du =

Considering this assumption, we can establish a relation between SOS and EP from Equation

(2.6) and Equation (2.9) as,

SOS =

T (1)
p(1)



1
2 − EP


.

(2.10)

The above analytical relationship is an improvement on the approximate empirical relationship
derived in [41]. Few observations can be made from this relation: (1) while the energy proportionality
metric ignores peak power and throughput of servers, SOS takes them into account, and (2) given
that the peak power and peak throughput for a server is fixed, SOS increases (and approaches
infinity) as EP increases (and approaches 2).
These server energy efficiency metrics, however, ignore the characteristics of the workload
running on those servers. Hanson et al. [38] emphasized the importance of capturing the workload
variability for power-performance benchmarks, but did not study or quantify workload weighting.
Our work in Chapter 6 differs from, and builds upon, existing work in two ways. Our work reveals
new insights into the effect of workload on power-performance metrics. Our work also develops and
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empirically evaluates how weighting existing and new metrics with workload can result in a better
selection of the most energy efficient server for the given workload.

2.5

Distributed Battery Charging
Data centers need to be highly reliable as services running on them are expected to be

always available and a power outage can incur significant service interruption and financial loss
[47]. Indeed, redundant backup power infrastructure, such as diesel generators and uninterruptible
power supply (UPS) with batteries, are built into the data center to ensure that power to the IT
equipment inside the data center is always available.
In case of a utility power failure, the switch over from utility to diesel generator generally
takes 10 to 20 seconds. Such brief power failures also happen during maintenance, when switching
from a normal power source to a reserve power source, in data centers with redundant power
supply devices for higher reliability. Batteries are designed to power the IT equipment without
any interruption during such transitions. Batteries may be centrally located at the generator level
or distributed across the power hierarchy as in the case with modern data centers. For example,
Google, Facebook, and Microsoft data centers [32, 125, 143] have distributed batteries at the rack
level. Advantages of having distributed batteries, in contrast to having a centralized UPS is that,
they are more efficient (no AC-DC-AC double conversions), more fault tolerant (no single point of
failure), and scale naturally with the number of IT equipment/racks deployed.
Batteries play a vital role in ensuring that there is no downtime during brief power source
switches or failures. Once the power input is back, the depleted batteries start to recharge. The
additional power draw to recharge the battery can create a sudden power spike in the data center
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Figure 2.5: Sudden power spike in a data center region due to battery recharging [67].
power hierarchy. In the case of Facebook data centers, it has been found that the battery recharge
power spike can be up to 25% of the server power consumption and last for more than 30 minutes.
If the power consumption by servers is already high, the power spike due to battery recharging can
create a sustained power overloading of circuit breakers, potentially tripping them. Interestingly,
batteries which are supposed to prevent power outages can themselves be the cause of subsequent
power outages. The problem due to battery recharge is even more severe in oversubscribed data
centers where power utilization is generally high.
For example, Figure 2.5 shows the normalized total power consumption of one of the Facebook data center regions (multiple co-located data centers connected by a dedicated network). A
brief utility power failure due to thunderstorms caused all server racks to fall back to battery power
and started charging the batteries after the utility power was back. We can see in Figure 2.5, a
sudden power spike of about 15% due to the recharging of batteries occurred immediately after the
utility outage, which lasted for about 25 minute. Multiple circuit breakers within the data centers
reached their power limit, but to prevent them from tripping, servers under the overloaded circuit
breakers were immediately capped, leading to performance degradation of services.
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Fortunately, in this case, Dynamo [134] was able to prevent a widespread power outage.
Dynamo is a real-time power monitoring and control system developed at Facebook to prevent
tripping of circuit breakers that leads to extended power outages. Dynamo monitors the power
consumption of each server as well as all the circuit breakers at multiple levels in a data center.
Upon detecting a power overload at a particular circuit breaker, Dynamo automatically caps the
power consumption of servers (according to priority of services running on those servers) under the
overloaded circuit breaker, protecting it from tripping.
Next, we discuss about data centers with redundant power paths (as found in most commercial data centers [6]) and why the battery recharging problem is a frequent event in such data
centers.

2.5.1 Redundant Power Infrastructures
In this section, we describe the power hierarchy inside a typical data center suite (server
room) at Facebook, built according to the Open Compute Project [83] design. As shown in Figure
2.6, a suite has multiple levels of circuit breakers, forming a power hierarchy tree, to distribute
power to individual racks. At the top level is main switch board (MSB) which has input from the
utility (via a medium-to-low-voltage transformer), a backup diesel generator, and a reserve MSB
(MSB-R). A typical suite is powered by several MSBs, each rated at 2.5 MW of critical power. The
backup diesel generator is automatically used in case the utility power fails. The MSB-R is used
in case an MSB needs to be disconnected from the critical power path for maintenance or in case
the normal MSB fails. An MSB supplies power to 2 to 4 switch boards (SB) rated at 1.25 MW of
critical power. The MSB-R also powers the reserve SBs (SB-R). MSB-R and SB-R are redundant
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Figure 2.6: Power hierarchy inside a typical Facebook data center suite.
components (providing N+1 redundancy), generally used during maintenance to isolate other circuit
breakers from the power path.
SB in turn provide power to 190 kW reactor power panel (RPP) located at the end of each
row which supplies power to the row through an overhead busway. Racks in a row connect to
the overhead busway through a tap box. A rack has two independent power zones, each with a
power self containing 3 power supply units (PSU). PSU converts the input AC power to DC power
appropriate for the IT equipment in the rack. Each PSU is also connected to a battery backup unit
(BBU) below it, which is utilized when the input power to the rack fails. PSU starts charging the
discharged batteries once the input power to the rack is back. In this particular design, the PSU
and BBU pair is equivalent to a distributed, rather than a central, UPS.
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2.5.2 Open Transitions and Power Outages
Most of the commercial data centers, including Facebook data centers described above, have
redundancy built into the power infrastructure for high availability of power [6]. In addition to diesel
generators providing backup power during utility failure, each level of the power delivery hierarchy
can have redundant components (an alternate power path) which enables maintenance of different
power devices without any downtime. For example, at Facebook data centers, MSB and SB are
N+1 redundant. During a maintenance of an MSB (or SB/RPP), it is removed (de-energized) from
the critical power path and replaced by MSB-R (or SB-R). The switch over from the primary power
device to the reserve power device (and vice versa), causes a brief power unavailability for the subset
of racks that draw power from the component undergoing maintenance. We refer to the short power
unavailability, usually caused by the transfer of electrical power from one source to another, as open
transition.
During an open transition, the input power is not available and IT equipment must rely
on energy storage devices, such as batteries, for continuous power supply. Once the input power
is back, the depleted batteries need to recharge which can be a source of sudden power spike in
the power hierarchy, lasting for several minutes. In concurrently maintainable data centers, there
are open transitions due to planned preventive/corrective maintenance, or unexpected utility power
failures. Open transition can occur at different levels (RPP, SB, MSB, etc.) in the power hierarchy,
or even at multiple data center level during utility failure or substation maintenance (transient
loss of utility power or switching over from the utility feed to the generators). Furthermore, open
transition are frequent events. Power devices undergo annual preventive maintenance, as well as any
corrective maintenance if an immediate fix is needed. For example, with hundreds of MSB across
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Facebook data centers, an MSB level open transition takes place almost every workday. Hence,
open transitions are the norm rather than an exception in large scale data centers.
An open transition, which generally lasts for under a minute, is different from a power
outage. Power outages are rare instances (such as, tripping of circuit breakers, or, diesel generator
failing to start after a utility failure) when the IT equipment in the racks run out of battery and
lose power, potentially leading to service disruption. Similar to open transition, power outages can
also occur at different levels in the power hierarchy, however, unlike open transition, servers lose
power and turn off in a power outage which generally last for hours.

2.5.3 Battery Chargers
In this section, we describe the battery charging process and the battery chargers according
to the Open Compute Project’s Open Rack V2 design specification [84, 85]. As shown in Figure 2.6,
a server rack is powered by 6 power supply units (PSU) connected to corresponding 6 Li-ion battery
backup units (BBU). When the rack input power is lost (mostly caused by open transitions), BBUs
are discharged by the PSUs to maintain the IT load, for up to 90 seconds.
The charging and discharging of BBU is done by the corresponding PSU. Li-ion batteries
are generally charged using a two-step, constant current-constant voltage (CC-CV), method [110].
The battery is initially charged using a constant current (CC) up to a predefined voltage and then
charged using a constant voltage (CV) until the charging current drops below a predefined current.
Figure 2.7 shows the charging process of a BBU at a constant 5 A CC mode charging current, after
a full 90 seconds discharge. In practice, we usually do not encounter a full BBU discharge due to
(1) shorter discharge time, and (2) lower discharge rate (IT load during the discharge event may be
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Figure 2.7: Charging of a battery backup unit after a full discharge.
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Figure 2.8: Charging times for varying charging currents and DOD of battery.
low). However, the fact that charging always starts at the maximum rate, even for short discharge,
result into the worst-case battery recharge power every time.
Figure 2.8 shows the charging time for different depth of discharge (DOD) of BBU when
using a charging current from 1 A to 5 A. The time to charge a BBU decreases with (1) the decreasing
DOD of the BBU, and (2) the increasing charging current. The charging time remains constant
below a certain DOD (for example, below 22% DOD in Figure 2.8). This is due to the fact that
BBUs are charged in mostly CV mode for lower DOD where change in charging time is very small.
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The Open Compute Project has specified a new variable battery charger for the PSU [85]
to select the initial constant charging current according to the DOD of the battery. The charging
current is selected between 2 A and 5 A, as shown in Figure 2.9. The charging current is 2 A for
DOD less than 50% and linearly increases up to 5 A for DOD greater than 50%. This is done to
charge the BBU in a constant amount of time while minimizing the recharging power required. The
new variable charger calculates the energy discharged from the BBU during a discharge event and
automatically sets the charging current between 2 A to 5 A depending on the DOD of the battery. In
addition to this automatic behavior, a manual override mechanism is added to the battery charger
to set the charging current between 1 A and 5 A, whereby a power monitoring and control system
can set the charging current.

2.5.4 Existing Works
Various works in the literature have looked at controlling the charging or discharging of
batteries present in data centers. Govindan et al. [30] were among the first to propose using UPS
batteries in data centers for peak power shaving. The basic idea is to charge the battery using utility
power when the power demand is low and use it to supplement the utility power when the power
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demand is high. The benefit of peak power shaving is twofold, (1) saving on CAPEX [2, 3, 32, 33, 51]
by oversubscribing existing power infrastructure, and (2) saving on OPEX [17, 76, 77, 111] by hiding
peak power demands from the utility.
Another line of work looks at minimizing the total data center electric bill by utilizing the
batteries [34, 35, 120, 137, 142]. The basic idea is to use battery power when/where the electricity
price is high while charging the battery when/where the electricity price is low. A related area of
research explores using batteries to participate in demand response programs [68, 69, 70, 71, 75, 81].
There are also works that focus on integrating on-site production of intermittent renewable energy
[13, 18, 96, 106, 115], such as, solar and wind using batteries (with the main power supply from the
utility).
All of the above works have mainly focused on repurposing the batteries from its original
intended use of providing backup power during an open transition. Our research work differs from
them since we focus on the primary use of the battery to serve as a fail-over mechanism. All
prior works have ignored the problem caused by simultaneous recharging of batteries, a common
phenomenon in oversubscribed data centers. In this dissertation, we tackle the problem of battery
recharging. Our work is the first to coordinate charging of distributed batteries for safe power
oversubscription of data centers.
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Chapter 3: Effect of Server Energy Proportionality on Power Oversubscription

The energy proportionality of servers has steadily improved over the years [41, 49, 100].
When servers get more energy proportional, their power consumption pattern changes, which in turn
affects the aggregate data center power consumption. In the future, as more energy proportional
servers replace existing less energy proportional servers, we would like to know how this will impact
opportunities to safely oversubscribe data center power infrastructure. The effect of increasing
server energy proportionality on opportunities for data center power oversubscription has not been
studied or quantified before.
In this chapter, we develop a theoretical framework to characterize and predict the relationship between server energy proportionality and safe power oversubscription. One key question we
explore is: How does increasing server energy proportionality affect opportunities to oversubscribe
data center power infrastructure? The contributions of this chapter are:

• We show how increasing server energy proportionality opens up the opportunity for more
power oversubscription by modelling the relationship between server energy proportionality
and possible safe power oversubscription for a fixed probability of power overloading.
• We validate our theoretical framework using real world data center server utilization data from
a Google cluster [132] and power/performance characteristics data for various server models
from SPECpower benchmark [114].
This chapter was published in Future Generation Computer Systems [66]. Copyright permission from the publisher is included in Appendix B.
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We hope that data center operators will be able to estimate the data center power oversubscription possible for their particular scenario using our proposed framework.

3.1

Theoretical Formulation
In this section we describe how to estimate the safe oversubscription level for a data center

with different energy proportional servers. We describe the theory and in the next section, validate
with real world data.
Let us consider a data center with n identical servers, and denote the aggregate power of
the data center, P , as the sum of individual server power

P =

n
X

p(ui )

(3.1)

i=1

where p(u) is the power consumption of a server at utilization 0 ≤ u ≤ 1. We use the notations
introduced in Section 1.1.2 to denote the aggregate peak power consumption as Pmax and the power
limit of the data center as Plimit . Assuming servers consume their peak power at peak utilization,
u = 1, we have Pmax = n · p(1).

3.1.1 Effect of Dynamic Range on Server Power
If we assume the power-utilization curve of a server, p(u), to be linear as shown in Figure
3.1, the power consumption of a server at utilization u can be expressed in terms of its DR (dynamic
range)
DR =

p(1) − p(0)
p(1)

(3.2)
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Figure 3.1: Linear power-utilization curve for a server.
and peak power as

p(u) = p(0) + u[p(1) − p(0)]
= p(1)[1 − DR] + u · p(1) · DR
= p(1)[1 − DR + u · DR].

(3.3)

Since, DR and EP metric (described in Section 2.4.1) for a linear power-utilization curve are equal,
we can use them interchangeably.
A server in a data center will have a time varying utilization due to a time varying workload.
Variation in server utilization can be represented by a probability density function (PDF) as shown
with blue shaded area in Figure 3.2. This variation will also be seen in the server power consumption.
From Equation (3.3) we can observe that when DR = 1, the server power consumption will be in
the range 0 ≤ p(u) ≤ p(1) as 0 ≤ u ≤ 1. Power consumption of a server at a particular utilization
increases as the value of DR decreases, since the server idle power, p(0), increases, causing the
power consumption to be in the range p(0) ≤ p(u) ≤ p(1) and ultimately having a constant peak
power consumption, p(1), irrespective of utilization when DR = 0. Hence, the DR value of a server
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Figure 3.2: Variation of server power consumption distribution according to DR.
affects the server power distribution even when the utilization distribution of the server does not
change as shown in the red shaded area in Figure 3.2. For an ideal energy proportional server,
the distribution of power consumption is the same as the distribution of utilization as shown in
Figure 3.2 (a). However, when a server is not fully energy proportional, the distribution of power
consumption becomes a scaled and shifted version of the utilization distribution, scaled by DR and
shifted by idle power, as shown in Figure 3.2 (b).

3.1.2 Effect of Dynamic Range on Data Center Power
The DR of the server affects its power consumption and therefore, it will also have an effect
on the aggregate power. We can come up with the relationship by combining Equation (3.1) and
Equation (3.3)

P =

n
X

p(ui )

i=1

=

n
X

p(1)[1 − DR + ui · DR]

i=1

= n · p(1)[1 − DR] + p(1) · DR

n
X

ui

i=1

41

n
X
= Pmax [1 − DR] + p(1) · DR
ui .
|
{z
}
i=1
idle aggregate power
|
{z
}

(3.4)

varying aggregate power

From Equation (3.4) we observe that if all the servers in the data center have DR = 1, the aggregate
power consumption takes values in the range 0 ≤ P ≤ Pmax . Now, if we replace the servers with
ones having lower DR, the range of aggregate power gets narrower to Pmax [1 − DR] ≤ P ≤ Pmax .
Furthermore, the aggregate power variation is scaled by DR, that is, as the server DR decreases,
the aggregate power variation also decreases.
We take a hypothetical working example to illustrate our point. Let us assume that utilization of each server in a data center is independent and identically distributed (i.i.d.) with mean, µ
and standard deviation σ (we will use a more realistic scenario during evaluation in Section 3.2).
That is, the server utilization varies in the range [0, 1] with the mean, µ, standard deviation, σ, and
this is true for all servers (the i.i.d. assumption). For a server with linear power-utilization curve,
the normalized power use of the server will vary between its idle power, p(0) = 1 − DR, and peak
power, p(1) = 1. Furthermore, the normalized server power distribution is shifted by the idle power,
1 − DR, and scaled by DR, as explained above in Section 3.1.1, with the mean 1 − DR + DR · µ
and standard deviation DR · σ. Since the normalized power of a server is also bounded in the range
[0, 1], the maximum variance possible is 0.25 (standard deviation of 0.5), as variance of a bounded
random variable in the range [a, b] is given by the inequality σ 2 ≤

(b−a)2
4

[107]. The finite variance

of server power consumption allows us to use the central limit theorem. If we aggregate n such normalized server power consumption, according to the central limit theorem, the sum of normalized
server power consumption will tend to a Gaussian distribution with mean of n(1 − DR + DR · µ)
√
and standard deviation of n · DR · σ. Figure 3.3 shows the Gaussian PDF and CDF of aggregate
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Figure 3.3: PDF and CDF of aggregate normalized power consumption for 1000 servers.
normalized server power when we have n = 1000 servers and the utilization distribution has µ = 0.6
and σ = 0.3, for various DR values. We can see that as the DR of the server decreases, the PDF and
CDF become narrower and shift to the right, suggesting that, as the server energy proportionality
decreases, the average aggregate power consumption increases while its variance decreases.
The CDF of aggregate power will scale with the DR of servers. If we denote the CDF of
aggregate power with fully energy proportional (DR = 1) servers as F1 (P ), we can get the CDF of
aggregate power when servers of a given DR is used

FDR (P ) =






0

if P ≤ Pmax [1 − DR]






P −Pmax [1−DR]

if P > Pmax [1 − DR].
F1
DR
where FDR (P ) is the CDF of aggregate power when servers of energy proportionality DR are used.
This CDF is a scaled and shifted version of F1 (P ) as shown in Figure 3.3, scaled by DR and shifted
by Pmax [1 − DR]. The shape of CDF is maintained as we assumed a linear power-utilization curve
for the servers.
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Figure 3.4: Probability of overloading as oversubscription amount increases.
3.1.3 Effect of Dynamic Range on Safe Power Oversubscription
Equation (1.3) in Section 1.1.2 provides the relationship between the probability of overloading, P r(v), and the safe power oversubscription level, S. Rewriting Equation (1.3) to account
for a change in the server DR we have


P rDR (v) = 1 − FDR

Pmax
1+S


.

(3.5)

Continuing with our working example, we have Pmax fixed at 1000 while we can vary the power
oversubscription amount by varying Plimit . The corresponding probability of overloading as given
by Equation (3.5) is shown in Figure 3.4 as server DR changes. We can make two main observations
from Figure 3.4:

• As the DR of a server increases, we are able to oversubscribe more for the same probability
of overloading
• The increase in probability of overload is abrupt (more sensitive) for lower DR while it is
gradual for higher DR.
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Figure 3.5: Relationship of safe oversubscription amount and server DR.
Rearranging Equation (3.5), we can get the expression for safe power oversubscription level
for a fixed probability of overloading as

S=

−1
(1
FDR

Pmax
− 1.
− P rDR (v))

(3.6)

Setting the acceptable threshold for probability of overloading to 0.1% (P rth = 0.001), we can find
the corresponding safe power oversubscription level (S) for various server DR. Figure 3.5 shows how
safe oversubscription level varies with DR of the server when P r(v) is fixed at 0.001. As servers get
more energy proportional, we are able to oversubscribe more and the relation is better than linear.
Specifically, doubling the DR of the servers from 0.4 to 0.8 can increase power oversubscription from
17% to 42% (more than double) for the same probability of overloading.

3.1.4 Servers with Non-Linear Power-Utilization Curve
In all of the derivations, we have assumed that the power-utilization curve of the server is
linear. However, a real server may not have a linear power-utilization curve. A major implication
is that the shape of server power distribution would be different than the shape of utilization
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Figure 3.6: Linear approximation for a power-utilization curve of a real server. (a) Approximation
by the DR metric. (b) Approximation by EP metric.
distribution due to non-linearity (unlike what we have in Figure 3.2). For the non-linear powerutilization curve, derivations in Equation (3.4) and Equation (3.6) will not hold exactly but will be
a linear approximation with the DR metric. We can have a better linear approximation to a real
server with the EP metric,

Oversubscribed and normal cases

EP = 1 −
=1−
=2−

Actual power curve area − Ideal power curve area
Ideal power curve area
R1
p(1)
0 p(u) du − 2
p(1)
2

2

R1
0

p(u) du
.
p(1)

(3.7)

The EP metric in Equation (3.7) and DR metric in Equation (3.2) are equal for a linear powerutilization curve and can be used interchangeably in Equation (3.6) as we have assumed a linear
power-utilization curve when deriving it

S=

−1
FDR
(1

Pmax
Pmax
− 1 = −1
− 1.
− P rDR (v))
FEP (1 − P rEP (v))

(3.8)
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However, for a non-linear power-utilization curve, EP and DR approximate different linear
servers. Figure 3.6 shows a non-linear power-utilization curve of an actual server as a solid line. If
we calculate the DR for this server and use it in our analysis, it would be like approximating the
server with the dotted line shown in Figure 3.6 (a). This line simply connects the end points of
the actual curve (for both to have the same DR). Similarly, if we calculate the EP for the same
server instead of DR, it would be like approximating the server with the dotted line shown in Figure
3.6 (b). The area under the line would be the same as the area under the actual curve (for both
to have the same EP). The linear approximation by EP is better than the approximation by DR
as seen in Figure 3.6. This is because the area under the power-utilization curve of a server more
accurately depicts the power it will consume [64].

3.1.5 Servers with Different Peak Throughput
We have not taken server performance into account up to this point. An implicit assumption
that we have made is that the servers have the same level of performance while only differing in
energy proportionality. In practice, performance of different servers are not the same. Server
performance can be characterized by its throughput (operations per second) at various utilization
levels. Server throughput generally increases linearly with utilization [64, 114]. As a result, the
throughput-utilization curve is a line from zero to peak throughput, and thus, server performance
can be compared using their peak throughput (throughput when a server is 100% utilized). For
example, a server that has twice the peak throughput of another server is twice as fast.
We define workload as the offered load (operations per second) to the server. Serving the
workload causes a server to run at a particular utilization depending upon the peak throughput
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of the server. The same amount of workload may cause two different servers to operate at two
different utilization levels. For example, for the same amount of workload, a server might be at 70%
utilization but a server that is twice as fast might only be 35% utilized. Hence, if two servers had the
same power-utilization curve but different peak throughput, the faster server would be at a lower
utilization and thus have a lower power consumption level leading to more opportunity for power
oversubscription. For a server with a linear power-utilization curve, the power consumption for a
given workload would be inversely proportional to the peak throughput of the server. Therefore,
the server with higher peak throughput (and same power-utilization curve) can be oversubscribed
more, the relation being linear.
We note that performance impacting proactive control mechanisms like throttling of servers
or workload scheduling may be in place to prevent power overload. Since power overload events
are undesirable, they should be rare even when such control mechanism is in place. If a power
overload event occurs and control is triggered, the performance will be impacted which may even
lead to SLA violations. Our results can inform on how often a control mechanism will trigger
(and thus also predict performance impacts). It is up to the data center operator to decide what
level of performance degradation is acceptable and oversubscribe the data center power hierarchy
accordingly.

3.2

Evaluation of Safe Power Oversubscription Prediction
In this section we validate our theoretical results using a real world data center trace. For

this we need server utilization data from a real data center as well as power-utilization data for real
servers with varying energy proportionality.
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3.2.1 Google Cluster Server Utilization Data
Power or resource usage of real world data centers are generally not publicly available due to
privacy concerns. However, one such usage trace from a Google data center [132] has been publicly
released after obfuscating the data to prevent leaking of sensitive information. This dataset contains
6 tables with various information about a cluster of about 12.5 thousand servers for a period of 29
days, from May 1, 2011 to May 30, 2011. Many similar recent studies have used this dataset for
evaluation, one recent example work is [12], and is considered representative of real world data
center workload. Our interest is in the “task_usage” table, which contains task resource usage
information (resource refers to CPU, memory, or disk) for every 5-minute measurement interval,
and the “machine_events” table, which contains server resource information along with the time
it was added, updated, or removed from the cluster. While server CPU utilization is not directly
provided in the data, we can derive this information for every 5-minute measurement interval from
the “task_usage” table by summing the CPU utilization of all the tasks running on a particular
server during the measurement interval. This is repeated for all servers in the cluster. Following
are some specific cases and how we handled them.

• If no record exists for a server in a measurement interval, this means that no task was assigned
to that server and the CPU utilization of that server is assumed to be zero.
• There may be multiple records for a server in a measurement interval (for different tasks),
we sum the CPU utilization of these records to get the CPU utilization of the server. Some
records have intervals less than the measurement interval (less than 5 minutes). To account
for this, we weight the CPU utilization according to the interval of the record. For example,
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Figure 3.7: CPU utilization time series and histogram of selected servers. a) CPU utilization is
under 0.25; daily pattern visible. b) CPU utilization is under 0.5; weekly pattern visible. c) CPU
utilization is under 0.5; daily pattern visible. d) CPU utilization is under 1; high utilization.
our measurement intervals are fixed at 5 minutes but if a record indicates an interval of 2
minutes and the CPU utilization is 0.2, then we weight it as 0.2 × (2 /5 ).
• Out of all the task utilization records, 583 records (less than 0.00005%) have CPU utilization
more than 1, with one measurement as high as 145.8. This may be due to some measurement
error. We truncate such values to 1.

We constructed a time series of CPU utilization for each of the 12,583 unique servers. Each
time series has 8,351 values corresponding to 5-minute measurement intervals throughout the 29 day
period. Servers are identified using a unique machine ID in the dataset. We plot the CPU utilization
time series and histogram of a few selected servers in Figure 3.7. Daily and weekly patterns are
visible in some of them. The CPU utilization for some servers never goes above 0.25 (as in the case
of machine ID 3696086053) or 0.5 (as in the case of machine ID 400501120 and 38649400). This
is because the CPU utilization is normalized with respect to the largest CPU capacity [95]. CPU
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Figure 3.8: CPU utilization time series and histogram of same servers after scaling. a) Scaled by
4, b) scaled by 2, c) scaled by 2, and d) no scaling required.
capacity of each server can be found in the “machine_events” table which we used to scale the CPU
utilization for that server. For example, the CPU capacity for server with machine ID 400501120
is 0.5, shown in Figure 3.7 (b), so we multiply its CPU utilization by 2. We get the actual CPU
utilization of servers after scaling. CPU utilization for a few servers end abruptly after sometime
as the servers were removed from the cluster. We do not take such servers, which get removed or
which were later added to the cluster, into further consideration to end up with 7,171 server traces.
These steps were taken to ensure that we don’t overestimate the oversubscription possible. The
CPU utilization time series and histogram of this set of servers, after filtering and scaling, is shown
in Figure 3.8.

3.2.2 SPECpower Server Power-Utilization Data
SPEC has developed an energy efficiency benchmark called SPECpower_ssj2008 [114] to
measure and compare the energy efficiency of servers. The benchmark loads a server with a server-
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Figure 3.9: Normalized power versus utilization curves for the SPECpower servers.
side Java (ssj) graduated workload from idle to 100% utilization at steps of 10% utilization and
measures the throughput (in ssj operations per second) and power (in Watts) at these 11 utilization
levels. Various hardware vendors test their servers using this benchmark and report it to SPEC.
The self-reported results can be downloaded from the SPEC website [114]. There were 594 results
published on the website, as of December 2018, out of which 40 are non-complaint. We use the
554 complaint results for our experiment. In addition to power and throughput values at different
utilization level, this data contains various information about the server and test conditions, such
as, its technical specifications, hardware availability date, publication date, software settings for the
benchmark, etc.
In Figure 3.9, we plot the normalized power versus utilization curves for all the 554 servers
from the SPECpower data. Each faint line in Figure 3.9 represents a SPECpower server and we
can observe servers having varying energy proportionality, with DR ranging from 0.21 to as high
as 0.91. Moreover, these servers have varying hardware availability dates with some models from
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2004 while some recently released in 2018. To see a trend in energy proportionality over the past 15
years, we divide the servers into three 5-year intervals and calculate the average normalized power
over utilization for each range. This is represented by the three thick lines with different markers
in Figure 3.9. We can see that servers are getting more energy proportional over the years. The
improvement in energy proportionality seems to have slowed down for the 2014 to 2018 year interval.

3.2.3 Safe Power Oversubscription Prediction
For each of the 554 servers in the SPECpower data, power consumption by the server at a
particular utilization is known (we linearly interpolate values for intermediate utilization). We can
calculate the power consumption of the Google cluster for a particular type of SPECpower server
model by taking the sum of power consumption of all the (homogeneous) servers in the cluster. This
aggregate cluster power consumption depends on the power-utilization characteristics of the server
that was deployed. For now, we assume that all SPECpower servers have same performance (ignore
throughput-utilization characteristics) implying same utilization for the Google cluster workload.
We select three servers for illustration purposes, 1) HP ProLiant DL380 G5, 2) HP ProLiant
DL385 G6, and 3) IBM System x3400 M3, which we will refer to as HP G5, HP G6, and IBM M3
for brevity, respectively. All three servers have the same peak power of 258 Watts but differ in
their energy proportionality. Figure 3.10 (a) shows the power-utilization curve and Table 3.1 lists
the characteristics for the three selected servers. IBM M3 is more energy proportional than HP
G6, which in turn is more energy proportional than HP G5 as indicated by the DR and EP values.
Equal DR and EP values as well as LD being close to zero signifies that HP G6’s power-utilization
curve is most close to being linear.
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Table 3.1: Characteristics of the three selected SPEC servers.
System

Year

DR

EP

LD

HP G5
HP G6
IBM M3

2006
2009
2010

0.33
0.53
0.73

0.37
0.53
0.65

-0.02
0.01
0.07

100

HP G5
HP G6
IBM M3

0

CDF

200

1
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1
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Figure 3.10: Results for the three selected SPEC servers. (a) Power-utilization curve. (b)
Aggregate cluster power consumption over 29 days. (c) Corresponding CDF of aggregate cluster
power consumption over 29 days.
The aggregate power consumption of the Google cluster, if any one of the servers were
homogeneously deployed, is shown in Figure 3.10 (b), with corresponding CDF in Figure 3.10 (c).
Here, Pmax (maximum aggregate cluster power possible) is the sum of individual server peak power,
about 1.85 MW (258 Watts × 7,171 servers) in these cases as all three servers have the same peak
power consumption. We see that the aggregate cluster power does not reach Pmax in any of the
three scenarios, as all servers in the cluster do not peak (are fully utilized) simultaneously. This
represents the opportunity for power oversubscription in real data centers. Furthermore, as the
servers get more energy proportional, aggregate power consumption decreases even though all three
servers have the same peak power rating, providing more opportunity for oversubscription for the
same probability of overloading. Fixing the probability of overloading at 0.001 (0.1%), we can find
the power limit, Plimit , as the aggregate cluster power at which CDF reaches 0.999. Corresponding
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Figure 3.11: Predicted and actual safe oversubscription level at different DR of servers.
safe oversubscription level can be calculated for each scenario. Repeating this procedure, we find
the safe oversubscription level for each of the 554 SPECpower servers.
Plotting safe oversubscription level against DR of the server, we get the scatter plot as shown
in Figure 3.11. Each point represents one of the 554 servers. The three selected servers discussed
earlier are marked and labelled separately for reference. The dotted line represents the mathematically calculated safe oversubscription level for varying DR according to Equation (3.8) derived in
the previous section. The empirically calculated points are dispersed around the mathematically
predicted line with mean absolute percentage error (MAPE) of about 21.17% since our mathematical derivation assumed linear power-utilization curves. However, the points show a general trend of
increasing safe oversubscription possible as the DR of servers increases. We have colored the points
according to the LD of servers which measures their deviation from linearity. Servers which have
LD close to zero fall very close to the predicted line while those having positive LD fall below the
line and vice versa. Furthermore, the departure of the empirical value from the mathematically
calculated value is proportional to the magnitude of LD.
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Figure 3.12: Predicted and actual safe oversubscription level at different EP of servers.
LD less than zero implies that the power-utilization curve of the server is sub-linear, meaning,
it would consume lower power than a linear power-utilization curve server with same DR. This
results in more oversubscription possible than predicted by liner approximation. In other words, our
mathematically predicted values are conservative estimates of actual possible power oversubscription
possible with such servers. This is reflected in Figure 3.11 where dark red points (negative LD) are
above the predicted line, that is, more oversubscription is possible than mathematically predicted.
The situation is opposite for servers with positive LD. Our prediction is an over estimate in such
case as evident by light red points being below the line.
Plotting a similar scatter plot but with the EP metric of servers, we have a scatter plot
as shown in Figure 3.12. Here the points are more close to the predicted line with mean absolute
percentage error (MAPE) being around 10.97% compared to 21.17% MAPE for the case with DR.
This is due to fact that DR only looks at end points and is independent to the shape of the powerutilization curve while EP takes the entire area into consideration. Hence, the EP metric serves as
a better linear approximation to predict the safe power oversubscription level compared to the DR
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metric. Once again, we observe that more oversubscription is possible as servers get more energy
proportional and the relation is better than linear, same as we observed before in Figure 3.5 for the
i.i.d. case in the previous section.

3.2.4 Taking Server Performance into Account
The SPECpower benchmanrk measures server throughput in terms of ssj operations per
second (ssj_ops). However, the SPECpower dataset contains a wide range of servers with peak
throughput ranging from 0.026 million ssj_ops to 70.6 million ssj_ops. This is a difference of
three orders of magnitude in terms of throughput and we cannot have a meaningful comparison of
such contrasting servers as a workload that drives the slowest server to 100% utilization could be
negligibly small to the fastest server. Hence, we select 119 servers (about one fifth of total) with
peak throughput between 1 million ssj_ops to 2 million ssj_ops. Note that the fastest server is
already twice as fast as the slowest server in this selected group of servers. Similarly, we multiply the
Google server utilization data by 1 million ssj_ops to get the workload trace for further evaluation,
such that all selected servers are able to serve the offered ssj_ops (that is, even the slowest server
can handle the workload without reaching 100% utilization).
Taking the performance characteristics of SPECpower servers into account will result in
varying utilization distribution of servers according to their peak throughput for the same workload.
This implies that, in addition to energy proportionality, peak throughput of the server also affects the
safe oversubscription level. As the server peak throughput gets higher, the corresponding utilization,
and thus power, are proportionally lower for a given workload, leading to more opportunity for power
oversubscription. Calculating and plotting the safe oversubscription level (at 0.1% probability of
overloading) for each server against EP and peak throughput, we get a 3D scatter plot as shown in
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Figure 3.13: Predicted and actual safe oversubscription level for different throughput.
Figure 3.13 where each point represents one of the 119 servers. We also mathematically calculate the
predicted safe oversubscription level for varying EP according to Equation (3.8), but now repeatedly
for various peak throughput in the range 1 million ssj_ops to 2 million ssj_ops. Hence, we end up
with a surface rather than a line as shown in Figure 3.13. We can observe from this surface that
safe oversubscription level increases with, both, increasing peak throughput as well as increasing
EP. The empirically calculated points are very close to the mathematically calculated surface with
deviation caused by non-linearity of power-utilization curve of the server. Mean absolute percentage
error (MAPE) between the predicted surface and the actual points comes out to be about 10% as
in the previous case where we ignored server performance.

3.3

Chapter Summary
In this chapter, we formulated the relationship between safe power oversubscription of a

data center and the energy proportionality of the servers deployed within it. Using real world
cluster utilization data and power-utilization data for different server models, we showed how our
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framework based on a linear power-utilization approximation can successfully predict the safe power
oversubscription for different energy proportional servers within a 10% error on average. Prediction
error is caused by non-linear server power characteristics, with higher error resulting from more
aggressive violation of our linear assumption and the direction of error is known.
We found, through both a synthetic i.i.d scenario as well as real world data, that although
the exact value of safe oversubscription possible will depend upon the aggregate power distribution, the safe oversubscription level increases better than linearly with increasing server energy
proportionality for a fix probability of overloading. We also found that EP is a better server metric
than DR for prediction, implying that safe power oversubscription depends upon the entire powerutilization curve of the server rather than just its idle and peak power. Furthermore, a server with
sub-linear power-utilization curve could be oversubscribed more than a server with super-linear
power-utilization curve. In the next chapter, we look at safe oversubscription of a special type of
data center, the MTDC.
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Chapter 4: LOCAP: Enabling Oversubscription in Multi-Tenant Data Centers

An MTDC operator would benefit from oversubscribing the power infrastructure to increase
power utilization and lower the provisioning cost. For example, an MTDC that operates on average
at 30% of the peak capacity has effectively double the provisioning cost per watt than an MTDC
that operates on average at 60% power utilization [6]. Leasing out more power capacity to tenants
is also more profitable to the operator. However, without an appropriate power control mechanism,
power oversubscription can lead to expensive unplanned service outages. Various power capping
techniques that have been proposed to tackle the problem of power overload [4, 9, 129, 134] are
appropriate only for owner-operated data centers. The MTDC operator lacks control over tenant
servers (or workload) and there is no mechanism in place to inform tenants about the power overload.
Randomly cutting off power to tenants is unacceptable [47] as it causes service disruption to tenants
and may damage the reputation of the MTDC operator, causing tenants to move to another MTDC.
Safe power oversubscription of an MTDC requires a mechanism to coordinate between the
operator and the tenants. The problem is to find indirect mechanisms for power capping in an
MTDC such that the effect to tenants is both controlled and minimized in addition to avoiding
power overload situations. In this chapter, we propose a new control mechanism called LOCAP
that enables power capping at the data center level to avoid power overload situations. LOCAP
This chapter was published in IEEE International Conference on Autonomic Computing [63]. Copyright permission from the publisher is included in Appendix B.

60

incentivizes tenants to reduce power use as well as enables safe power oversubscription of an MTDC.
The contributions of this chapter are as following:

• A new pricing scheme for MTDC: In contrast to the flat monthly subscription fee charged by
an MTDC operator, that is prevalent today [44], we propose to charge tenants for power use
separately using a local price. Tenants pay only for energy they consume and this incentivizes
tenants to use the available power wisely, thus preventing them from being wasteful.
• An algorithm to update local price: We model a tenant’s revenue using an appropriate utility
function and formulate dynamic pricing as an optimization problem of maximizing aggregate
utility of tenants. We develop an iterative real-time local price update algorithm that ensures
that the total power consumption of an MTDC is below the data center power limit.

4.1

System Model
Consider an MTDC with N tenants given by the set N = {1, 2, · · · , N }. The time under

consideration is divided into T time slots given by the set T = {1, 2, · · · , T }. Let the critical power
capacity of the data center be C. Each tenant, i ∈ N , subscribes to, and can draw, a maximum
power of Ci . Since the operator oversubscribes the data center, we have

X

Ci ≥ C.

(4.1)

i∈N

4.1.1 Tenant and Operator Power Consumption
Each tenant i has Mi homogeneous servers out of which mti servers are kept powered-on
during time interval t ∈ T . The rest of the servers are in sleep mode for energy conservation.
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A server consumes pS power when in sleep mode, pI power when idle, and pM power when fully
utilized. The workload of a tenant is defined for a time interval by the average request rate λti . Let
the average service rate of a server be µi , then the average utilization of a server will be

λti
mti µi

and

using the power model in [21], we have



 t 

λt
λi

t
t

if ti < 1,
[Mi − mi ]pS + mi pI + (pM − pI )
t
mi µi
mi µi
xti =



[Mi − mti ]pS + mti · pM
otherwise.

(4.2)

where xti is the total power consumed by tenant i in time interval t. Our objective is to have
P

i∈N

xti ≤ C, ∀t ∈ T , that is, the sum of power consumed by all tenants to be less than or equal

to the data center capacity. An MTDC operator provides cooling of server rooms along with power
to tenants. The power used by the cooling infrastructure of a data center can be significant and a
popular metric used to capture this is PUE which ranges from 1.1 to 2.0 [6, 97]. The total power
drawn by the MTDC from the power utility is the product of total power consumed by the IT
equipment and its PUE.

4.1.2 Tenant Delay Model
We consider tenants who provide request-response delay sensitive web services to their customers. Stated in their SLA is to have 95 percentile delay below a threshold, dth
i during each time
interval. We model each tenant as an M/M/n queue as in previous research [138]. The probability of
sojourn time, s, being greater than the threshold dth (ignoring tenant subscript i and time interval

62

subscript t) is given by

th

P (s > d ) =







%
1 − m(1 − ρ)




th
e−mµ(1−ρ)d + 1 −

%
1 − m(1 − ρ)






(µdth % + 1)e−µdth

e−µd

th

if m(1 − ρ) 6= 1,
if m(1 − ρ) = 1,
(4.3)

where
"
#−1
m−1
X (mρ)n
(mρ)m
(mρ)m
1+
%=
+
m!
m!(1 − ρ)
n!

(4.4)

n=1

is the probability of queuing and ρ =

λ
mµ ,

is the utilization of each server [1]. Hence, we can solve for

the number of servers, m, required to keep this probability less than 0.05 (for 95 percentile delay).

4.1.3 Local Power Price
We propose a new pricing structure for MTDCs to encourage tenants to be energy efficient.
A flat price ($/kW per month) for infrastructure (for space and cooling) is charged as subscription
fee and a real-time local power price ($/kWh), lpt , is charged as power consumption fee such that
Lmin
≤ lpt ≤ Lmax
. Here, Lmin
and Lmax
denote the minimum and the maximum value for local
p
p
p
p
price. This local power price is updated every time interval and can be viewed as a power scarcity
max ]. The operator keeps the price at
index. We assume that the tenants know the range [Lmin
p , Lp

a minimum during normal operation. However, in periods of power overload the local price would
be increased to force tenants to reduce power use until the power overload subsides. This pricing
scheme opens up the opportunity for oversubscribing the data center by varying the local price.
Dynamic pricing is a well-known technique for demand side management in the utility grid [103].
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4.1.4 Tenant Revenue, Cost, and Profit
The power consumption of a tenant depends on the number of powered-on servers and the
workload. The number of servers kept powered-on will depend on the incoming request rate and the
SLA with customers as well as the local power price and valuation of workload by the tenant. We
model revenue of tenants and their valuation of customer request rate using a utility function. The
utility function is denoted as U (x, w), where x is power consumed and w is a time varying parameter
to reflect changing economic opportunity of tenant that depends on workload. The utility function
represents the revenue a tenant generates by consuming x units of power. This information is private
to the tenant. We consider a quadratic utility function as used in [103].

α


wx − x2
2
U (x, w) =
2


w
2α

if 0 < x <

w
,
α

(4.5)

w
if x ≥ ,
α

where α is a utility function parameter (price sensitivity) fixed for a tenant. As proposed earlier,
tenants pay a flat monthly subscription fee, F , and a power consumption fee. The cost of consuming
x units of power when the local price is lp is lp x. Hence, for a time interval the total profit of a
tenant is given as
P (x, w) = U (x, w) − lp x − F

(4.6)

where P (x, w) is the tenant’s profit and each term in the equation is in units of $/hr. Figure 4.1
(a) shows utility, cost, and profit of a tenant as a function of power consumption.
Tenants would like to maximize their profit. The power consumption level that leads to
maximum profit can be found by taking the derivative of Equation (4.6) and setting it to zero. This
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Figure 2: (a) Utility, cost and profit of tenants. (b) Demand function.

Figure 4.1: Utility, cost, profit, and demand function of tenants. (a) Utility, cost, and profit. (b)
Demand function.
gives us
∂U (x, w)
= lp = w − αx
∂x
where

∂U (x,w)
∂x

(4.7)

is also known as the marginal benefit [103]. From Equation (4.7) tenants can deter-

mine their optimal power consumption to maximize profit for a given local price set by the operator.
This optimal power consumption level is shown in Figure 4.1 (b), which is also known as the demand function in microeconomics. We can see that as local price increases, optimal power demand
decreases. Our choice of the utility function in Equation (4.5) led to such a linearly decreasing
demand function, which is convenient [103].

4.2

Local Price Update Algorithm
It is in the best interest of all tenants as well as the data center operator, to maximize

the aggregate utility of tenants. But there is a constraint that total power consumption should
not exceed capacity. This problem can be formulated as the following constrained optimization
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problem,
max

xti ∈Ii ,i∈N ,t∈T

XX

U (xti , wit ),

s.t.

t∈T i∈N

X

xti ≤ C,

(4.8)

i∈N

∀t ∈ T , where Ii = [0, Ci ] is the range of possible power consumption levels by tenant i. Equation
(4.8) is separable in t and it can be solved independently for each time interval [103]. Hence, for
each time interval t ∈ T , we can solve the following,

max

xi ∈Ii ,i∈N

X

U (xi , wi ),

s.t.

X

xi ≤ C.

(4.9)

i∈N

i∈N

We can see that Equation (4.9) is separable in xi , power consumption by each tenant, for
some specific time interval but is coupled by the constraint that the sum of power consumption by all
tenants must not exceed the power capacity. Since our objective function is concave, Equation (4.9)
can be solved using convex programming techniques [11] in a central fashion. A centralized solution
requires the operator to know the utility function parameters of each tenant. As this information
is private to each tenant, such a solution is not feasible. Hence, we need a distributed approach.
The Lagrangian [11] of Equation (4.9) is

!
L(x, β) =

X

U (xi , wi ) − β

i∈N

X

xi − C

(4.10)

i∈N

where β is the Lagrange multiplier for the time interval under consideration. We can see that
Equation (4.10) is separable in xi . Hence, the Lagrange dual function [11] is

D(β) =

max

xi ∈Ii ,i∈N

L(x, β)
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=

X

Bi (β) + βC

(4.11)

i∈N

where

Bi (β) = max U (xi , wi ) − βxi

(4.12)

xi ∈Ii

and the dual problem is

min D(β),

s.t. β ≥ 0.

(4.13)

We can observe that the dual objective function D(β) in Equation (4.11) can be decomposed into N
sub-problems given in Equation (4.12). These can be solved by tenants individually in a distributed
fashion.

Strong duality holds, and solving the dual problem in Equation (4.13) is equivalent to solving
the original optimization problem in Equation (4.9) [103]. The solution to dual problem, β ∗ , can be
found and tenants can in turn find their optimal power consumption levels x∗i by solving Equation
(4.12). A closer look at the objective function in Equation (4.12) and the tenant’s profit function
in Equation (4.6) reveals their similarity. For a tenant, solving Equation (4.12) is equivalent to
maximizing their profit, which is what any rational tenant would do. Optimal power consumption
for maximum profit can easily be found by solving Equation (4.7) as x∗i =

wi −lp
αi .

Hence, if the

operator sets the local price as lp = β ∗ and tenants try to maximize their own profit, we are
guaranteed by strong duality that total power consumption by tenants does not exceed the capacity.
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The dual problem can be solved iteratively using the gradient projection method. We update
the solution by adding the negative of the gradient ∇D(β) after each time interval [58] as follows

β

t+1

∂D(β t )
= β −γ
∂β


t

+
(4.14)

where γ is the step size and [·]+ = max{·, 0}. We can get the derivative from Equation (4.10) and
(4.11) as
X
∂D(β)
=C−
x∗i
∂β

(4.15)

i∈N

where x∗i are solution of sub-problems in Equation (4.12) (the optimal power consumption level of
tenants). Replacing this value of the derivative in Equation (4.14) and assuming the data center
operator sets the local price according to the iterative solution, that is, lp = β, we get our final price
update algorithm. To prevent local price from being arbitrarily large or small, we bound it within
max ]. Hence, we have
the range [Lmin
p , Lp

!#Lmax
p

"
lpt+1

=

lpt

+γ

X
i∈N

xt∗
i

−C

(4.16)
Lmin
p

where [·]hl = min{h, max{·, l}}.
Note that

P

i∈N

xt∗
i is the total power consumption by the data center (demand) and C is the

power capacity (supply). Our price update rule and tenant’s reaction, also presented in Algorithms
1 and 2, is intuitive in the sense that when demand exceeds supply, we increase the price and
when supply exceeds demand, we decrease the price, proportional to the difference between demand
and supply. The minimum value of local price, Lmin
p , must be such that operator can transfer its
electricity cost onto the tenants.
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Algorithm 1 Operator price update algorithm.
1: for all time interval t ∈ T , at the end do
2:
Monitor power consumption xti of each tenant, i ∈ N .

Lmax
P
p
t
3:
Compute new local power price, lpt+1 = lpt + γ
.
i∈N xi − C Lmin
p
4:
Communicate new price to all tenants.
5: end for
Algorithm 2 Reaction algorithm for each tenant i ∈ N .
1: for all time interval t ∈ T , in the beginning do
2:
Receive local power price lpt from operator.
Update power consumption value to, xti =
4: end for
3:

4.3

wit −lpt
αi .

Simulation Evaluation of LOCAP
In this section, we describe our trace-based simulation for evaluating LOCAP and comparing

it with an existing method.

4.3.1 Experimental Setup
We performed a discrete-event simulation for one day with a 5-minute time interval (288 time
slots). We consider an 8 MW multi-tenant data center having a PUE of 1.8 [6, 108], hence, it has a
contract demand of 14.4 MW with the power utility. We consider a simplified peak pricing scheme
employed by the utility with an energy charge of $0.06 per kWh, demand charge of $11.58 per kW,
and an additional penalty charge of $11.58 per kW for exceeding the contracted demand [74]. A 25%
oversubscription has 3% probability of overloading [47], but our control mechanism decreases this
duration. We assume that the MTDC power infrastructure can sustain such brief power overload
without circuit breakers tripping. The data center operator leases out its infrastructure to tenants
at a flat subscription fee of $100/kW per month. Additionally, there is a separate local power price
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evaluating LOCAP.
that the operator varies between $0.1/kWh and $0.5/kWh which is updated every time interval
according to Equation (4.16). We take the step size, γ, of rate of change in local price to be 0.1.
We consider that there are three tenants, each with 10,000 homogeneous servers having
sleep, idle and maximum power consumption as pS = 10 watts, pI = 145 watts, and pM = 330
watts, respectively [108]. Hence, the tenants are subscribing to 3.33 MW of power and there is
about 25% oversubscription. We let w vary in the range [0.1, 10.0] and is decided by the tenants
individually, proportional to their workload such that enough servers are kept powered-on to meet
the SLA under minimum local price. The power consumption level, x, is calculated from the number
of servers required using Equation (4.2). Hence, one way of setting w is as, w = Lmin
+ αx and is
p
updated every time interval. Similarly, α is in the range [0, 3] and for a similar power consumption
level, a higher value implies higher revenue and less sensitive to the changes in local price. For our
simulation we fix α for the three tenants to 2.4, 0.8, and 0.4, respectively.
We use workload traces from [97], shown in Figure 4.2, which have hourly varying traces from
Hotmail, Wikipedia, and Microsoft Research (MSR), for tenants 1, 2, and 3, respectively. These
traces are normalized with respect to the tenant’s maximum service capacity and scaled to have an
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average utilization of 20%, 40%, and 60%, respectively. We synthetically increased the workload at
the 6th hour to create a power overload situation. We take the average service rate of a server to
be µ = 10 requests per second for all tenants. The tenants are providing a request-response type
of web service to their customers. To avoid the request queue from being infinitely large when the
system is unstable (ρ ≥ 1), we limit the central queue size to 100 times the number of servers for
each tenant. Tenants have an SLA with their customer to keep the 95 percentile delay under 350
milliseconds during each time interval. Each tenant keeps a sufficient number of servers powered-on
to meet SLA. Violation of the SLA by a tenant will result in a penalty paid back to their customer
denoted by decreasing revenue as per the utility function. We consider the following two baselines
to compare LOCAP against.

• NOOV (NO OVersubscription): This is the case when there is no power oversubscription of
the data center and no control mechanism in place. For this case, we have a 10 MW data
center instead of 8 MW, which significantly increases the CapEx.
• COOP (CO-Ordinated Power management): This is a market mechanism approach that reward tenants for power reduction during power overload situation as described in [47]. This
can be viewed as the operator buying back power from the tenants during power overload.
We set maximum reward rate to $0.5/kW/hr which is consistent with the range chosen for
local price in the case of LOCAP.

In both the cases, the operator leases space at a flat fee of $150 per kW per month [44] and
there is no incentive for the tenants to reduce power during normal operation.
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Figure 4.3: Power consumption for NOOV, COOP, and LOCAP. (a) NOOV, (b) COOP, and (c)
LOCAP.
4.3.2 Experimental Results
Figure 4.3 (a), (b), and (c) show the power consumption level of individual tenants and their
total for NOOV, COOP, and LOCAP, respectively. A power overload occurs at 6th hour of the
simulation, which is when both mechanisms kick in to prevent sustained power overload. COOP
starts by offering a reward rate while LOCAP reacts by increasing the local power price. The reward
rate and the local price can be seen in Figure 4.4. These results show that COOP and LOCAP both
cap total power consumption and enable power oversubscription of an MTDC. However, there is
one fundamental difference. In LOCAP, since we charge tenants separately for power, it encourages
tenants to put unnecessary servers to sleep even during normal operating conditions. Whereas, in
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Figure 4.4: Real-time local price for LOCAP and reward rate for COOP.
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Figure 4.5: Monthly energy consumption under different cases.
the case of COOP, the incentive for power reduction exists only during power overload situations
during which the operator actively offers a reward rate. This distinction can be observed between
Figure 4.3 (b) and (c). The total power consumption in case of LOCAP is always less than COOP
at each time interval. Hence, LOCAP is better than COOP in terms of energy efficiency.
Figure 4.5 compares monthly energy consumption for the three cases. We can see that
the energy consumption under NOOV and COOP is almost equal, while LOCAP reduces energy
consumption by 34% compared to these baselines.
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Figure 4.6: Delay performance for NOOV, COOP, and LOCAP. (a) NOOV, (b) COOP, and (c)
LOCAP.

Figure 4.6 (a), (b), and (c) show the delay performance of the tenants under NOOV, COOP,
and LOCAP, respectively. The percentage of requests that meet the delay threshold is calculated
and any point above the 95 percent line denotes the SLA being satisfied. In the case of NOOV
(Figure 4.6 (a)), the SLA is always met, whereas for COOP and LOCAP (Figure 4.6 (b) and (c))
we have some tenants not meeting the SLA during the power overload situation. Such short-term
performance degradation cannot be avoided, and might be preferable to a power failure, during
power emergencies [47]. Hence, an oversubscribed MTDC is suitable for tenants who can tolerate
occasional performance loss in exchange for a lower monthly cost.
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Figure 4.7: Monthly profits for tenants and operator under different cases.
Figure 4.7 shows the monthly profits for the operator and three tenants under different cases.
We can see that the operator profit for oversubscribed cases increases by about 64% compared to
that of NOOV. Revenue and cost of tenants under NOOV and COOP were similar, leading to
similar profits. However, for the case of LOCAP, while revenue was similar, monthly payment by a
tenant to the operator decreased by 13%, on average, from $150 per kW to about $130 per kW. This
is due to the fact that, under LOCAP, tenants are only charged for the actual energy use rather
than a flat power subscription fee (as in the case of NOOV and COOP).

4.4

Chapter Summary
In this chapter, we have proposed a new real-time pricing mechanism, called LOCAP, to

enable safe power oversubscription of MTDC. We modeled different aspects of an MTDC and
formulated dynamic pricing as an optimization problem of maximizing aggregate utility of tenants
to develop an iterative real-time local price update algorithm. Simulation results show how local
power price can serve to enable MTDC operators to oversubscribe power and prevent power overload
situations from occurring.
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Unlike existing methods based on bidding, local price for power incentivizes MTDC tenants
to reduce power at all time instances, hence, it is better in the sense that it reduces the overall
energy consumption of the MTDC. In the next chapter, we tackle with the problem of battery
charging in oversubscribed data centers.
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Chapter 5: Coordinated Priority-Aware Charging of Distributed Batteries

The simultaneous charging of distributed batteries after an open transition can create a
sudden power spike in the power hierarchy, as explained in Section 2.5. The power to recharge the
batteries may not be available (due to high power utilization from IT load) at the time when the
battery begins to charge. The additional recharge power can overload the circuit breaker, leading
to frequent power capping and service degradation.
An approach to account for battery recharge power is to statically allocate and reserve the
power hierarchy for the anticipated worst-case battery recharge scenario. However, this is very
expensive (data center power infrastructure costs $10-$20 per Watt [30, 56] to build) and wasteful
as we may have to allocate 25% of the data center power budget for battery recharge power which
will be stranded most of the time. Another approach to this problem is to reduce the server load
during the battery recharge period, for example, server power capping [52, 92] to make room for the
battery recharge power. However, server power capping leads to service performance degradation.
As an alternative to server power capping, we develop a control policy to coordinate the charging
of distributed batteries according to their priority, such that, impact on servers in minimized. We
use the control mechanism built into the battery chargers, described in Section 2.5.3, to manually
override the charging current. The charging current for a particular rack is based upon the priority
of the services running on the rack and the power available at the circuit breaker (we refer to the
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difference between the power limit and the power use of a circuit breaker as available power). In
this chapter, we tackle the problem of battery recharging and make the following contributions:

• We propose a software-based coordinated battery charging algorithm, which takes data centers’ power availability as well as service priorities into consideration.
• We evaluate it by building a prototype as well as through simulations using real production
power traces.

5.1

Coordinated Battery Charging
The new variable battery charger [85] which charges the battery backup units at a rate

proportional to the depth of discharge, as described in Section 2.5.3, is able to lower the battery
recharge power for most cases. However, the decision to select the BBU charging current is made
locally at the rack level by measuring the DOD of the battery, independent to the aggregated power
use at the circuit breakers. We need a higher-level coordination for two major reasons. First, the
locally selected charging current can still overload the circuit breakers. We need coordination to
charge the rack batteries by taking the power constraint at circuit breakers into consideration, such
that we avoid power overloading or server power capping as much as possible. Second, different
racks can have different priorities due to the importance of services running on them. For example,
racks running stateful workload (such as database servers) requires much stronger power availability
guarantee, preferably having battery backup power source ready all the time. Racks running stateless compute workload (such as web services) do not require such strong guarantee. If we have to
reduce the battery charging current to avoid overloading of circuit breakers, we may want to reduce
or even postpone charging current of lower priority racks before impacting higher priority racks.
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We categorize racks into three priorities, P1 (high), P2 (medium), and P3 (low) based upon
the services running on them. Rather than charging all the racks the same way, we define different
charging time SLA for the racks based upon their priority, to meet certain reliability goals.

5.1.1 Reliability of Racks
A key question we need to answer is: How does the charging time of batteries impact the
reliability of racks? In this section, we take the specific example of services running at Facebook
data centers and their reliability. However, the coordinated battery charging algorithm we propose
in this chapter is general enough to be adapted to other types of data centers with distributed
batteries. Services at Facebook are designed around the BBU being able to power the racks for 90
seconds in case of a power loss. For example, if the input power to a rack is lost and not restored
within 45 seconds, services prepare for the power outage, such as, by flushing kernel buffer to disk,
re-routing web requests, or promoting master database shard away from affected servers. If batteries
are in the charging process, meeting the SLA of 90 seconds of power is not guaranteed in case of an
open transitions or a power outage, which can lead to the services being in an inconsistent state.
Hence, for the rack to have battery redundancy, the battery must be fully charged. We quantify
this through the availability of redundancy (AOR) metric, the fraction of time the rack battery is
fully charged.
BBU in the racks could be in one of the four states, fully charged, charging, discharging, or
fully discharged, and the transition between these states is as shown in Figure 5.1 (a). To measure
AOR, we would need to know the time spent in each state, which depends upon (1) the frequency
of rack input power loss, (2) the duration of the power loss, and (3) the time to charge the battery.
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Figure 5.1: State transition and critical power path of a rack. (a) State transition diagram of
batteries in the rack. (b) Major components in the critical power path to a rack.
Major components in the critical power path to the rack are shown in Figure 5.1 (b) and a rack will
lose power if any of the component fails. Next, we measure the mean time between failure (MTBF)
and mean time to repair (MTTR) for the different ways in which the critical components in the
power path may fail by studying the past maintenance and outage data at Facebook data centers
between 2017 and 2019. All MTBF are calculated by normalizing the number of failures observed
by the total number of components during the observation period. For example, if 1 out of 10 MSB
fails during an observation period of 1 year, MTBF for MSBs will be 10 years. The failure of rack
input power can be categorized into the following four major types.

1. Utility failure: Whenever the utility power fails, racks lose power during the open transition
from the utility to the diesel generator and again during the back transition (from the diesel
generator to the utility power), once the utility power is back. We use the MTBF and MTTR
of the industrial utility power supply from the IEEE standards [42].
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2. Corrective maintenance: Corrective maintenance work at various level in the data center
power hierarchy is needed to ensure smooth and safe operation. Most of the power devices in
Facebook data center have N+1 redundancy and maintenance work requires an open transition
from the primary to the reserve power device with another back transition to the primary
power device after the maintenance is complete.
3. Annual maintenance: In addition to corrective maintenance, periodic preventive maintenance
is carried out annually for MSB, SB, and RPP.
4. Power outages: While all three failure types described above result into brief rack input power
loss, the servers are unaffected as batteries power them during the open transition. However,
there are rare power outages for the IT equipment causing service disruption. Power outage
usually happen at the MSB, SB, or RPP level (failures above MSB would cause the generators
backing the MSB to take over the load).

MTBF and MTTR of the different components per failure type is summarized in Table 5.1.

5.1.2 Monte Carlo Simulation
Considering each component and failure type as an independent block in a series system,
we can simulate the state transition diagram in Figure 5.1 (a) through Monte Carlo methods to
calculate the AOR of rack power as the fraction of time we are in the fully charged state. We
use the failure/repair data in Table 5.1 to model rack input power failures/repairs. We assume
that all failures and repairs are independent and exponentially distributed as done in prior research
[31, 112], except for annual maintenance, which we model as normally distributed with µ = 1 year
and σ 2 = 41 days (from our maintenance dataset). Note that utility failure and maintenance results
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Table 5.1: Component failure and repair times from past maintenance and outage data.

Failure type

Component

MTBF
(hours)

MTTR
(hours)

Utility power failure

Utility [42]

6.39 × 103

0.6

Corrective maintenance

Substation
MSB
SB
RPP

104

5.87 ×
4.12 × 104
1.51 × 105
6.31 × 105

8.0
20.2
8.7
5.5

Annual maintenance

MSB
SB
RPP

8.76 × 103
8.76 × 103
8.76 × 103

12.8
7.4
9.9

Power outage

MSB
SB
RPP

2.93 × 105
5.20 × 105
6.25 × 106

6.4
4.6
10.9

in at least two open transitions, one when the utility fails or maintenance starts and another when
the utility is back or maintenance completes, while power outages result in an extended period of
rack input power loss until repair is complete. We assume open transitions to be exponentially
distributed with a mean of 45 seconds, based upon historical records.
We simulate failures and repairs for 105 years and repeat the simulation for different battery
charge times. Results are shown in Figure 5.2 where we can observe that the AOR decreases linearly
as battery charging time increases. With this observation, we assign each rack priority a target AOR
value and the corresponding battery charging time SLA as shown in Table 5.2. For example, P1
racks are the highest priority and the SLA is to charge the batteries within 30 minutes which will
ensure that the racks will meet AOR of 99.94%. Our choice of the AOR value for the racks is limited
by the current battery charger design (hardware limitation), which can charge between the range of
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Table 5.2: Battery charging time SLA for different rack priority.

AOR

Loss of redundancy
(hours per year)

Charging time SLA

P1 (high)
P2 (normal)
P3 (low)

99.94%
99.90%
99.85%

5.26
8.76
13.14

30 minutes
60 minutes
90 minutes

Availability of redundancy (AOR)

Rack priority

99.90%
99.70%
99.50%
99.30%
99.10%
0

4

8

12

Battery charging time (hours)

Figure 5.2: Availability of redundancy for different battery charging times.

1 A and 5 A charging current. In the future, postponing of battery charging may be possible, which
would allow us to further relax the AOR for lower priority racks. The general solution framework
presented in this chapter would apply to future cases, regardless of the AOR values or the number
of rack priority levels.
We can calculate the charging current required to meet the charging time SLA for the three
rack priorities, according to the DOD of BBU, by linearly interpolating the BBU charging time
data, as shown in Figure 5.3.
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Figure 5.3: Charging current to satisfy the SLA for the three rack priorities.
5.1.3 Coordinated Control Architecture
Dynamo [134] is the real-time power monitoring and control system used at Facebook data
centers. In an effort to coordinate the battery charging process, we add functionality to the existing
Dynamo architecture. Dynamo primarily consists of a light-weight agent, which runs on every
server, and a set of distributed controllers mirroring the power hierarchy, which monitors the power
form every server as well as circuit breakers in the power hierarchy. Dynamo agents can read server
power as well as perform power capping/uncapping upon request. The lowest level of controllers, the
leaf-controller, is responsible for protecting the RPP (lowest level circuit breaker). There is a leafcontroller for every RPP that directly communicates with agents under that RPP to continuously
monitor the aggregate server power (as well as read directly from RPP power meter) and compare
against the power limit of RPP to detect overloading. Upper-level controllers (that protect MSB
and SB) communicate with leaf-controllers to aggregate power at the corresponding circuit breaker.
Whenever a controller detects a power overload, it issues server power capping request to agents
under the circuit break to prevent it from tripping. Following functionality and control logic were
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added to the Dynamo architecture, such that, in the case of power overloading caused due to battery
charging, we can reduce the battery recharge power as a first line of defense before taking the more
aggressive step of capping servers that impact service performance.

1. Dynamo agent: We built a new type of Dynamo agent that runs on the top-of-rack (TOR)
switch in each rack. It can communicate with the PSU in the rack to read the input and output
power (IT load) of the rack as well as charging/discharging power of BBU. The agent can also
issue a manual override command to the PSU to change the charging current between 1 A
and 5 A, as allowed by the variable charger. The agent by itself does not perform any action
but acts as a request handler waiting for the controller to issue the read/write commands.

2. Dynamo controller: The leaf-controller reads in additional information, such as, rack power
and BBU recharging power, from the agents running on the TOR switch. The controller can
detect loss of input power during open transition and the power BBUs recharge at. The DOD
of battery is estimated from the length of the open transition and IT load of the rack during
the power loss. Additionally, all controllers also keep track of the priority of racks under the
circuit breaker.

5.1.4 Priority-Aware Battery Charging Algorithm

Our goal is to meet the charging time SLA for all the racks, during a battery charging
event. Figure 5.3 shows the current a rack needs to be charged at, to meet the charging time SLA,
depending upon the DOD of the battery as well as the rack priority. However, more importantly, we
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need to also make sure that we do not overload the circuit breaker when charging the rack batteries.
Hence, we design a new priority-aware control policy to satisfy the charging time SLA for the racks
as long as there is available power to meet the demand.
During a battery discharge event, due to rack input power loss, the Dynamo leaf-controller
monitors the IT load of the racks and calculates the energy discharged (or DOD of the batteries)
from each rack under it. At the beginning of the charging sequence, the controller calculates the
SLA charging current for all racks based upon the DOD of the battery and the rack priority as
shown in Figure 5.3. Starting from the rack with the highest priority and lowest DOD, we satisfy
the SLA charging current for the rack as long as there is available power. This order ensures that
SLA for higher priority racks are met first while maximizing the number of racks that meet the
SLA within the same priority group (since rack with lowest DOD will require the lowest charging
current to meet the SLA). Our highest-priority-lowest-discharge-first battery charging algorithm is
summarized in Algorithm 3. Finally, the charging current override are sent to the corresponding
racks.
The initial charging current calculation (using Algorithm 3) and setting of charging current would be done by the leaf-controller. However, the leaf-controllers as well as the upper-level
controllers would all monitor the power use of their corresponding circuit breaker for the entire
charging period. If a power overload is detected, the controller starts setting the charging current
to the minimum of 1 A for racks in the reverse (lowest-priority-highest-discharge-first) order. In the
extreme event that the overloading of circuit breaker cannot be avoided even after charging all the
racks at the minimum charging current, as a last resort, we start capping servers to reduce the IT
load and prevent circuit breakers from tripping.
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Algorithm 3 Highest-priority-lowest-discharge-first battery charging algorithm
Input: Available power, Battery DOD/priority of all racks
Output: Charging current for all racks
1: for all Racks do
2:
Initialize the charging current to the minimum of 1 A
3:
Calculate the SLA charging current from DOD and rack priority as shown in Figure 5.3
4: end for
5: Sort the racks according to priority and then by DOD
6: while Available power > 0 do
7:
Satisfy the SLA for the rack with the next highest priority and lowest energy discharge by
setting it’s charging current as calculated in step 3
8: end while
5.2

Evaluation of Battery Charging Algorithm
We present results from a working prototype system we have built in a Facebook data

center. We further evaluate our priority-aware battery charging algorithm through simulation using
real rack power traces from a production data center.

5.2.1 Prototype Experiment
The Dynamo agent that runs on the TOR switch of every rack can read different type of
power readings from the PSUs in the rack. In racks with the variable battery charger, the agent can
also override the charging current for the BBUs. In this experiment, we demonstrate the working
of a prototype Dynamo controller that we have built. We have an experimental Dynamo controller
setup in a data center suite whose SBs are going to be transferred from the reserve MSB to the
normal MSB after the completion of a planned maintenance.
Figure 5.4 shows the battery recharging power of racks in a row being monitored by a leafcontroller. The leaf-controller is monitoring and protecting an RPP that powers the row. This
particular row has 9 P1 racks, 5 P2 racks, and 3 P3 racks, for a total of 17 racks. The open
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Figure 5.4: Battery recharge power of P1, P2, and P3 racks in a test row.
transition occurred at 09:43 AM for about 5 seconds and the DOD of BBU in the racks was less
than 5%. All 17 racks started charging at the 2 A charging current, the default current selected by
the variable charger. However, almost immediately, the leaf-controller calculates the SLA charging
current for all the racks according to their priority, which in this case is 2 A for P1 racks and 1 A
for P2 and P3 racks (from Figure 5.3). Since, the power consumption at RPP is not constrained,
the leaf-controller overrides all racks with the calculated SLA charging current. As shown in Figure
5.4, P1 racks are charging at 2 A (about 700 W recharge power) while P2 and P3 racks are charging
at 1 A (about 350 W recharge power). Also, the P1 racks complete the charging process in about
30 minutes while the P2 and P3 racks are fully charged within an hour.
A more fine-grain power reading of BBU recharge power from one of the racks that gets
override with 1 A charging current is shown in Figure 5.5. The open transition starts at 35 seconds,
which is detected by the leaf-controller from the rack input power going to zero (not shown in
the figure). Upon detecting the first BBU recharge power, the leaf-controller performs the SLA
charging current calculation and overrides the BBU charging current. We can see that the BBU
power stabilizes to the override value after about 20 seconds of the command being issued.
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Figure 5.5: Battery recharge power of a rack undergoing charging current override.
5.2.2 Simulation Experiment
Through simulation, we compare the results of the original 5 A charger, the variable charger
(no coordination), and the coordinated priority-aware charging. We also study the performance of
our priority-aware battery charging algorithm under different case scenarios.

5.2.2.1

Experimental Setup
We simulate a Dynamo controller and open transitions at the MSB level. We perform

sensitivity analysis of the charging algorithm under different power constraint (available power),
DOD of batteries, and rack priority distribution.
We collect rack power trace at 3 second granularity for racks under an MSB and replay the
power trace in our simulation. This particular MSB has 89 P1 racks, 142 P2 racks, and 85 P3 racks,
for a total of 316 racks. The actual power limit for the MSB is 2.5 MW, however, we experiment
with different power limits in our simulation to study the effect of varying available power under
different possible utilization and oversubscription scenarios. We vary power limit only for the MSB
and assume that all lower-level circuit breakers have enough available power to charge the batteries
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Figure 5.6: Aggregate power of MSB used for evaluation.
(for latest Facebook data centers power is normally more constrained at the MSB level mainly
because of generator capacity). The aggregate power consumption of the MSB for a week is shown
in Figure 5.6, where we can observe that the power use exhibits diurnal cycles between the range
of 1.9 MW and 2.1 MW. We simulate open transitions at the first peak in the trace as this is when
the available power for battery recharging is most constrained.
Batteries charge in the CC-CV two-step process, as described in Section 2.5.3. We consider
the CC phase of the BBU as having a constant power draw (proportional to the charging current),
while we found that the CV phase can be approximated by fitting an exponential function of the
form AeBt . For example, for a fully discharged rack batteries charging at 5 A charging current, CC
power would be a constant 1.9 kW and the CV power would be approximated with the 1.9e−0.18t kW
function. The DOD of batteries depend upon the IT load of the rack and the length of open
transition. In our simulation, we vary the DOD of the batteries by varying the length of open
transition. We experiment with three level of battery discharge (1) low discharge, (2) medium
discharge, and (3) high discharge, where the average DOD of the BBU is 30%, 50%, and 70%,
respectively.

90

2.9
2.7
2.5
2.3
2.1
1.9

Variable charger
Power limit
Power (MW)

Power (MW)

Original charger
Priority aware
2.9
2.7
2.5
2.3
2.1
1.9
0

60

90

120

Time (minutes)
(b) Low power limit, low battery discharge

2.9
2.7
2.5
2.3
2.1
1.9

2.9
2.7
2.5
2.3
2.1
1.9

0

30

60

90

120

0

30

60

90

120

Time (minutes)
(c) High power limit, medium battery discharge

Time (minutes)
(d) Low power limit, medium battery discharge

2.9
2.7
2.5
2.3
2.1
1.9

2.9
2.7
2.5
2.3
2.1
1.9

Power (MW)

Power (MW)

30

30
60
90
120
Time (minutes)
(a) High power limit, low battery discharge
Power (MW)

Power (MW)

0

0

30

60

90

120

Time (minutes)
(e) High power limit, high battery discharge

0

30

60

90

120

Time (minutes)
(f) Low power limit, high battery discharge

Figure 5.7: MSB power use for varying power limit and battery discharge.
5.2.2.2

Coordinated Battery Charging Results
We compare the coordinated priority-aware charging with the original 5 A charger and the

variable charger to demonstrate why coordination is necessary. Note that the original 5 A charger
and the variable charger work locally at the rack level without any coordination. We experiment
with a high power limit (2.5 MW) and a low power limit (2.3 MW) at three level of battery
discharge. Results for the six cases are shown in Figure 5.7. We can see that the original charger
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would cause power overloading of the MSB for all of the cases since the initial power spike is very
high. The variable charger is better in the sense that the initial power spike is reduced by 60% for
most of the cases (if BBUs are less than 50% discharged). However, for the low power limit cases,
even the variable charger would cause overloading of the circuit breaker. The problem gets worse
when battery discharge is high. For example, in the worst-case scenario (low power limit, high
battery discharge), as shown in Figure 5.7 (f), the variable charger would cause the circuit breaker
to overload by as much as 6% for 30 minutes. This would require server power capping to reduce
171 kW (8%) of IT load, resulting into significant performance degradation for an extended period
of time.
On the other hand, the coordinated priority-aware charging algorithm would avoid power
loading in all the six cases. This is due to the fact that we constantly monitor the available power of
the circuit breaker and lower the battery charging rate if power overloading is detected. Only during
the extreme case that power overloading would occur even after all the batteries are charging at their
minimum rate, would we resort to server power capping. In this particular experiment, server power
capping would begin if the available power was less than 120 kW (power limit was below 2.2 MW).
Thus, coordinated charging can prevent circuit breakers from overloading while minimizing the
performance degradation from power capping.

5.2.2.3

Priority-Aware Battery Charging Results
Our battery charging algorithm not only protects the circuit breakers from overloading, but

also does it in a priority-aware way. Whenever power is constrained, the battery charging rate of
lower priority racks are reduced first before impacting the higher priority racks. We compare the
priority-aware charging algorithm with a global charging algorithm. The global charging algorithm
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Figure 5.8: Comparison between algorithms for different battery discharge
only looks at the available power during a charging event and charges all the racks at the same rate
to prevent power overload. While the global charging algorithm also coordinates charging of racks
to prevent circuit breaker from overloading, it does not consider the priority (or battery DOD) of
racks. We compare the priority-aware charging algorithm with the global charging algorithm in
terms of the number of racks that can meet the charging time SLA for varying power limit.
Figure 5.8 shows the number of racks (disaggregated by priority) that meet the SLA for
medium and high battery discharge case when the power limit is gradually decreased from 2.6 MW
to 2.2 MW. We can observe that our priority-aware charging algorithm satisfies the charging time
SLA for P1 racks as long as possible when the power limit is decreased. P3 racks are the ones
affected first before reducing the charging current for P2 and P1 racks as seen in Figure 5.8 (c).
Note that in Figure 5.8 (a), P2 racks seems to be affected before P3 racks because, even though the
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Figure 5.9: Comparison between algorithms for different rack priority distribution.
P3 racks are charging at the minimum rate (due to the current hardware limitation), their SLAs are
met. On the contrary, P1 racks are the first ones to get penalized by the global charging algorithm,
followed by P2 racks. This is because higher priority racks have higher charging current demand
(to meet stricter SLA), but all racks are charged with the same charging current regardless of their
priority.
We repeat the same experiment by varying the rack priority distribution. Once with evenly
distributed priority (each third of the racks has P1, P2, and P3 priority) and another with all
racks having the same P1 priority. Figure 5.9 shows the result for the case of medium battery
discharge. The result for the evenly distributed rack priority is similar to the previous experiment
(again, P3 rack SLA is satisfied even when charging at the minimum rate). In the case of all racks
having the same P1 priority, our priority-aware charging algorithm performs superior to the global
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charging algorithm. This is due to the fact that the lowest-discharge-first order selects racks with
the lowest DOD (which require the lowest charging current to meet the SLA) to be satisfied first.
This maximizes the number of racks that meet the SLA for the given available power.

5.3

Chapter Summary
In this chapter, we developed a priority-aware battery charging algorithm to tackle the

problem caused by recharging of distributed batteries in oversubscribed data centers after an open
transition. Using past historical maintenance as well as power outage data, and AOR as the reliability metric, we defined different charging time SLA for racks with different priority. By modifying an
existing power management system at Facebook data centers, we develop a prototype and evaluate
our priority-aware charging algorithm in a production data center. Simulation using production
power traces was also carried out for a more comprehensive evaluation. Both prototype and simulation results show that we are able to coordinate the charging of rack batteries to maximize the
number of high priority racks whose charging time SLA are met, while minimizing the server power
capping, and hence, performance degradation.
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Chapter 6: Workload Weighting of Server Energy Efficiency Metrics

Power consumption and throughput as a function of utilization are key measures for understanding the performance-energy trade-offs of a server. Existing energy efficiency metrics use
these measures in various ways, as discussed in Section 2.4. SPEC came up with the SPECpower
benchmark after a need for a standard server energy efficiency metric was felt. The benchmark
loads a server with a server-side-Java application to exercise CPU, cache, memory, and disk. A test
server is loaded from 0% to 100% of the peak throughput in steps of 10% and corresponding power
is measured at these 11 different utilization levels. The benchmark then calculates the overall rating
for a server, the SOS metric described in Section 2.4.2, as the ratio of sum of performance and sum
of power consumption. While hardware vendors report the SOS metric, a data center operator
must take their workload characteristics into account. For example, if servers in a data center are
more likely to be at 20% utilization and very rarely at 100% utilization, energy efficiency at 20%
utilization should matter more. The SPEC Power and Performance Methodology [113] itself claims
that, “Unless the workload and configurations of the benchmarked solution match your planned
solution, it could be very misleading to assume that a benchmark result will equate to reality in a
production data center.” Thus taking workload characteristics into account is important, such that,
the best server can be selected on a case by case basis. The best server will meet the performance
demands of the workload with the lowest possible energy consumption.
This chapter was published in IEEE International Performance Computing and Communications Conference [64].
Copyright permission from the publisher is included in Appendix B.
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A key question that has not been answered is, what is the impact on expected energy savings
if workload characteristics are not considered? In this chapter, we show that using unweighted
metrics to select a server can result in selecting the wrong server ensuing in higher operational
energy use, the difference being as high as 20% additional energy use. We then propose a new
workload weighted metric. An analysis of server rankings for two different existing metrics shows
that our weighted metric is statistically significantly better than existing metrics. Key contributions
of this chapter are as follows:

• A rigorous empirical study of the reliability of key energy efficiency metrics using SPECpower
benchmark data for 42 different servers given Google cluster usage workload.
• A demonstration of the importance of weighting existing energy efficiency metric with workload to find the server with the best power-performance for a given workload.
• A new metric that uses workload weighting to achieve a near perfect energy efficiency ranking
of servers for a given workload.

6.1

Weighting Metrics with Workload Profile
In this section, we describe the importance of area under the power-utilization curve of a

server and the notion of workload weighting to compare energy consumption between servers.

6.1.1 Area Under the Power-Utilization Curve
The energy usage of a server over time depends upon its power-utilization curve. In Figure
6.1, the power-utilization curve for two recent 2018 servers, Dell PowerEdge R7425 and Fujitsu
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Figure 6.1: Power versus utilization graph for two SPECpower servers.

Server PRIMERGY RX2540 M4, from the SPECpower benchmark [114] result, are shown. The two
P (u) curves intersect at 64% utilization. Assuming that the two systems have similar performance
(throughput) over the utilization range, for server utilization of 64% and above, the Dell server
consumes less power than the Fujitsu server. This implies that if the server utilization is always
above 64%, then the Dell server consumes less energy than the Fujitsu server for the same workload.
The opposite is true for server utilization below 64%. Hence, in terms of energy consumption, the
Dell server is better than the Fujitsu server for utilization above 64% while being worse for utilization
below 64%. So, which system is better overall? To answer this question, the total area under the
two curves must be compared. In this particular case, the Fujitsu server (area of 197.2) is only
slightly better than the Dell server (area of 199.7). However, an assumption that it is equally likely
for the server to be at any of the utilization level is implied (if this were not the case, for example,
if the servers were always utilized between 0% to 50%, then the Fujitsu server would clearly be
better). Since, SOS and EP metrics (described in Section 2.4) consider the notion of area under the
p(u) curve, these two metrics are taken into account for further analysis.
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6.1.2 Workload Weighting
We define workload as the rate at which a computing operation (for example, web request,
transaction request, or database query) is offered to a server. The performance of a server is defined
in terms of peak throughput, or the maximum rate at which a server can complete work, measured
in operations per second (ops). It is important to note that same workload can create different
levels of utilization of servers with different performance. For example, if a server is fully utilized
at 1000 ops, another server with double the performance (twice as fast) will only be 50% utilized
for the same workload. We assume this linear behavior, as in practice [114], throughput increases
linearly with utilization of a server.
A time varying workload will result in a time varying utilization (and in turn, power use) of
a server. Thus, energy consumption of a server will also depend on the workload. More specifically,
it will depend on the PDF of the server utilization, f (u). Since different organization/data centers
will have different workload characteristics, an IT manager may want to select a server that is the
most energy efficient for their particular workload. The EP or SOS metrics introduced in Section
2.4 do not take workload into account. In the following section, we demonstrate that they do not
correctly reflect the actual energy consumption of a server for different workloads. In order to make
such a comparison, we propose workload weighted version of these metrics, WEP (Weighted EP)
and WSOS (Weighted SOS),

R1
WEP = 2 − 2 ·

R1
WSOS = R01
0

0

f (u) · p(u) du
,
p(1)

f (u) · T (u) du
f (u) · p(u) du

.

(6.1)

(6.2)
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Figure 6.2: Utilization distribution for two servers with unequal performance.
Equation (6.1) and (6.2) are the weighted counterpart of Equation (2.6) and (2.9), respectively.
In the special case when f (u) is a uniform distribution, WEP and WSOS reduce to EP and SOS,
respectively.
The workload weighted area under the p(u) curve reflects the average power consumption by
a server for that particular workload. We call this new metric the Weighted Average Power (WAP)
of a server,
Z

1

f (u) · p(u) du.

WAP =

(6.3)

0

The energy consumption by a server for a given workload is the product of WAP and time under
consideration. Hence, WAP is a linear metric, that is, a server with 10% lower WAP than another
server will consume 10% less energy compared to that server, for the same workload.
Two servers with different performance may have different f (u) for the same workload distribution. Figure 6.2 shows an example of two servers where server 1 has a higher peak throughput
than server 2. The PDF in left (in red) is the distribution of the workload offered to the servers.
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The same workload distribution is mapped to two different PDF at bottom (in blue), the server
utilization distributions. More specifically, the utilization distribution of server 1, f1 (u), is a shrunk
version of the utilization distribution of server 2, f2 (u). This illustrates that f (u) captures both
the workload characteristics as well as the throughput characteristics of a server assuming that the
servers are capable of handling peak workload. Instead of single server comparison, if we need to
find out which server (out of a heterogeneous pool of available servers) is most energy efficient for
a data center (or a cluster), we propose to use fA (u), the distribution of average utilization over
servers, assuming the data center (or the cluster) is composed of that same (homogeneous) server.

6.2

Evaluation of Weighted Metrics
In this section, we evaluate and compare the usefulness of five different metrics in predicting

the energy consumption of servers, 1) EP, 2) SOS, 3) WEP, 4) WSOS, and 5) WAP. We demonstrate
the importance of considering the workload when selecting a server.

6.2.1 SPECpower Server Performance and Power Data
We use the same database of results from SPECpower benchmark [114] as described in Section 3.2.2. Since this data contains a wide range of servers with high variability in their characteristic
(for example, we have servers with peak power consumption from 44.7 Watts to 6854 Watts), we
filter out the data based on power and performance for further analysis. Specifically, out of the 520
valid results, we pick servers with peak power consumption below 500 Watts since most (61%) of
the servers above this peak power were from multi node tests (average peak power of servers in real
deployment is around 330 watts [108]). We pick servers with peak throughput above 3 million ssj
operations per seconds (ssj_ops) as majority (93%) of the servers below this peak throughput are
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Table 6.1: Variance in characteristics of 42 selected SPEC servers.

Min
Median
Max

Peak power
(W)

Peak throughput
(ssj_ops)

SOS
(ssj_ops/W)

EP

Year

241
288
469

3.16 M
3.55 M
5.36 M

8,274
11,540
13,398

0.6
0.9
1.0

2014
2015
2018

more than 5 years old from 2018 (average lifetime of servers [108]). Such a selection makes sense as
a data center operator would want to select from servers that are able to meet certain performance
requirement while satisfying a power budget. We end up with 42 servers, and even though this is
only 8% of the entire data, the variability in characteristics is significant as shown in Table 6.1.

6.2.2 Google Cluster Workload Data
We use the Google cluster utilization data as described in Section 3.2.1. In our analysis, we
multiply the CPU utilization trace of each Google server by 3 million ssj_ops to get our workload
trace for evaluation. This is because our set of 42 servers from SPEC data have peak throughput
above 3 million ssj_ops. This avoids any overload situation (offered workload being greater than
server’s peak throughput).

6.2.3 Server Selection with Weighted Metrics
Given one workload trace (from the Google cluster data) and one server characteristic (from
SPECpower data), we can calculate the utilization and in turn the power consumed by that server.
If we denote w to be the workload (measured in ssj_ops), server utilization can be calculated from
the inverse of the throughput-utilization function of the server, u = T −1 (w). Now, power can
be calculated from this utilization using the power-utilization function, p(u). Since, SPECpower
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data only has throughput and power at 11 discrete utilization levels, we linearly interpolate it to
get T (u) and p(u) at all 0 ≤ u ≤ 1. Energy consumption is the product of power and the time
interval. Energy consumed by a server for the entire length of the workload trace can be calculated
by summing up the energy consumed at each time interval.
We have a set of 42 different servers from the SPEC database, and each server may have
a different energy consumption for a particular workload. This creates a ranking of servers from
best to worst. The server that consumes the least energy for a workload is the best (most energy
efficient) server for that workload. We have five metrics, two metrics that do not take workload into
consideration (EP and SOS) and three workload weighted metrics (WEP, WSOS, and WAP). The
best metric is the one that ranks the servers in a similar way as ranked according to their energy
consumption (ground truth), that is, the metric is able to select the most energy efficient server,
from a set of possible servers, given a workload. We need certain criteria to quantify which metric
is better, and correlation has been found to be a good measure for this task [131]. If there is a high
correlation between energy consumption of a server and the metric value, we can say that the metric
is useful in determining energy efficiency. On the contrary, if the correlation is closer to zero, this
implies that the metric does not inform on energy consumption of a server. We use three popular
correlation coefficients for our evaluation, as common in the literature [131].

• Pearson’s Linear Correlation Coefficient (PLCC):

Pn

− x̄)(yi − ȳ)
,
Pn
2
2
i=1 (xi − x̄)
i=1 (yi − ȳ)

PLCC = pPn

i=1 (xi

(6.4)
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where n is the number of observations of two variable X = {xi }1≤i≤n and Y = {yi }1≤i≤n , x̄
and ȳ are sample mean of variables X and Y respectively.
• Spearman’s Rank Correlation Coefficient (SRCC):

P
6 ni=1 d2i
SRCC = 1 −
n(n2 − 1)

(6.5)

where di is difference between two ranks.
• Kendall’s Rank Correlation Coefficient (KRCC):

KRCC =

2(nc − nd )
n(n − 1)

(6.6)

where nc and nd are the number of concordant and discordant pairs, respectively.

While PLCC is a measure of linear dependency, SRCC and KRCC are a measure of rank
correlation. Whenever we have some kind of subjective ranking and we need to measure how close
this ranking is to the objective ranking (ground truth), we use SRCC and KRCC. However, for the
sake of completeness, we have included PLCC in our analysis. Since we care more about ranking
rather than the linear relation, SRCC and KRCC are more relevant for this study. SRCC and KRCC
are both measuring the monotonicity of the two variables. We calculate PLCC, SRCC, and KRCC
(higher magnitude is better) between the energy consumption of 42 servers (ground truth) with
each of the five metric values for those same servers. Our objective is to find out which server would
be the best for the given workload and which metric correctly predicts this. We take each of the 42
different SPEC servers, one at a time, and assume a data center is populated with that particular
server (7,171 homogeneous servers in our case). Energy consumed by the data center given that a
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Table 6.2: Correlation of server energy consumption with the five metrics.
Metric

PLCC

SRCC

KRCC

EP
SOS
WEP
WSOS
WAP

-0.3581
-0.2033
-0.0259
-0.9854
-0.9937

0.0002
-0.0563
0.0283
-0.9880
-0.9870

0.0221
-0.1220
0.0197
-0.9233
-0.9210
15000

1
0.5
0

SOS

1.995
WEP

EP

1.5

1.99

5000

1.985
0.5

0.9

0.5

Energy (GWh)

0.5

0.9

0.9

Energy (GWh)

Energy (GWh)

(a)

(b)

(c)
200

WAP

15000
WSOS

10000

10000

150
100
50

5000
0.5

0.9

Energy (GWh)
(d)

0.5

0.9

Energy (GWh)
(e)

Figure 6.3: Different metrics versus energy consumption for all 42 servers. a) EP, b) WEP, c)
SOS, d) WSOS, and e) WAP.
server was deployed can now be calculated separately for each of the 42 available server. In order
to calculate the three workload weighted metrics, WEP, WSOS, and WAP, we consider the PDF
of average utilization, fA (u) as described in the previous section. Note that fA (u) may be different
for each of the 42 servers.
Figure 6.3 shows the metric versus energy consumption for all the five metrics. All three
correlation coefficients for each of the metric is shown in Table 6.2 and the best value for each
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column is highlighted in bold. We find that although EP shows some negative PLCC, it is not a
good metric to find the best server in terms of energy efficiency as SRCC and KRCC are both close
to zero. Weighting this metric to get WEP does not affect the nature of the result as seen with
small correlation values. SOS, which is an energy efficiency metric, seems to do better than EP in
ranking of servers, but the correlation values are still small. However, when we weight this metric
to get WSOS, results improve dramatically. This is seen both in Figure 6.3 (d) where WSOS almost
monotonically increases as energy consumption decreases, and in Table 6.2 where all the correlation
coefficients are close to −1. Similar results were found for WAP. Energy consumption increases as
WAP increases, so there is a positive correlation. For comparison purposes such that all correlation
coefficients are negative, the WAP metric values were multiplied with −1. This does not affect the
observations or nature of results, but simply changes the sign of the correlation coefficient (we are
interested in magnitude rather than sign). We can see that the WAP correlation coefficient values
are also close to −1. Even though, the SRCC and KRCC values of WSOS are slightly higher than
WAP, they are not statistically significantly different (using Fisher’s r-to-z transformation and z-test
at 0.05 level of significance). WSOS and WAP are able to correctly rank the servers according to
energy consumption. In addition, WAP has a linear relation with energy consumption which is a
desirable property.
Next, we wish to determine the robustness of the metrics for different workloads. For this
we consider the 7,171 workload traces individually and calculate PLCC, SRCC, and KRCC between
the energy consumption of 42 servers with each of the five metric values given a particular workload
trace. Since, we have 7,171 different workload traces, we repeat this calculation for each workload.
Table 6.3 lists the summary of correlation values (highest value in bold) of the five metrics for all
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Table 6.3: Summary of correlation values for 7,171 workload traces.
Metric
EP
SOS
WEP
WSOS
WAP

Min
-0.65
-0.83
-0.70
-0.99
-1.00

PLCC
Mean
-0.35
-0.20
-0.04
-0.99
-1.00

Max
-0.28
0.01
0.07
-0.57
-0.99

Min
-0.25
-0.81
-0.53
-1.00
-1.00

SRCC
Mean
-0.01
-0.06
0.00
-0.99
-0.99

Max
0.06
0.10
0.10
-0.75
-0.99

Min
-0.20
-0.64
-0.39
-1.00
-1.00

KRCC
Mean
0.01
-0.12
-0.01
-0.99
-0.99

Max
0.05
-0.00
0.06
-0.61
-0.94

the workloads. The Mann–Whitney U test between each 10 pairs of the five metrics repeated for all
three correlation coefficient (30 tests in total), shows that all of them are statistically significantly
different at 0.05 level of significance. Various observations can be made from this table:

• EP isn’t a good metric to predict energy consumption of a server for a workload as they have
low correlation values.
• Weighting EP by the workload distribution to get WEP does not improve the result.
• SOS is better than EP at predicting energy consumption of servers but the correlation values
are still small.
• WSOS and WAP are significantly better than EP, WEP, and SOS at predicting energy consumption of servers.
• WSOS has a higher range compared to WAP, signifying that WAP is more robust than WSOS
and is also significantly better.

6.2.4 Example of Selecting the Wrong Server
We want to highlight why choosing a server ranked higher by the SOS metric without taking
workload into consideration can result in choosing a server that would consume more energy than
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Server

Peak
throughput

Peak
power

SOS

WSOS

WAP

Energy
(MWh)

V3
V5

4,009,210
5,604,530

329
423

12,212
13,398

10,292
8,486

116
141

575.30
687.34

V3
V5

4
2

Efficiency
(K ssj_ops/Watt)

500

6
Power (Watt)

Throughput
(Million ssj_ops)

Table 6.4: Comparison of two servers ranked highest by SOS and weighted metric.
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Figure 6.4: Comparison between two servers that are considered best. a) Throughput-utilization
curve. b) Power-utilization curve. c) Efficiency-utilization curve.
a server ranked lower. Among the set of 42 servers, the Huawei Fusion Server 2288H V5 has the
highest SOS rating of 13,398 ssj_ops/W (shown with a red cross in Figure 6.3 (c)). While the server
that consumed the least amount of energy was the Huawei Fusion Server RH2288H V3 (taking the
entire 7,171 workloads for 29 days into consideration), which was marked the best by the weighted
metrics WSOS and WAP (shown with a red cross in Figure 6.3 (d) and (e)).
Let us compare the two servers side-by-side to get a better understanding. We will refer to
the two servers as V3 and V5 for brevity. Figure 6.4 shows the throughput, power, and efficiency
curves for both the servers. We can observe that V5 has a higher throughput as well as power
consumption across the utilization range. V5 also has higher energy efficiency than V3 for most
of the utilization range. Some important properties of both servers, along with metric values, are
shown in Table 6.4. V5 consumes 687.34 MWh energy, which is 20% more that V3’s 575.30 MWh
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Figure 6.5: Energy consumption of the cluster when using V3 and V5 servers.
consumption, as shown in Figure 6.5, for the workload we considered. Even though V5 looks better
in terms of power, performance, and efficiency, than V3, this counter intuitive result is due to the
fact that the workload causes V5 to operate at lower utilization (and thus lower efficiency) than V3.
More specifically, for the same workload, V5’s overall average utilization was 20% while V3’s overall
average utilization was about 30%. And since, V3’s energy efficiency at 30% utilization is higher
than V5’s energy efficiency at 20%, it consumes less energy overall. Our workload weighted metric
was able to identify this relation as shown in Table 6.4. When considering the 7,171 workload traces
individually, V5 wasn’t the best for any of them, consuming 5% to 27% (20% on average) higher
energy than the best server. Selecting a more powerful and energy efficient server, by SOS metric,
can cost 20% more electricity which highlights the importance of taking workload into consideration
by data center operators.

6.3

Chapter Summary
In summary, this chapter puts forward the idea of workload weighting of existing energy

efficiency metrics for predicting the most energy efficient server. New workload weighted metrics
are proposed and empirically evaluated to show their reliability in ranking of servers for various
workloads. This chapter also demonstrates how ignoring workload characteristics can lead to selec-
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tion of a server that consumes 20% more energy than the most energy efficient server for a particular
Google cluster workload. While there are numerous features of a server to take into consideration,
we believe that energy consumption along with performance are the two key features and our workload weighted metrics will help data center operators in selecting the appropriate server for their
data center.
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Chapter 7: Summary and Future Work

Billions of dollars are spent annually for the construction of new data centers around the
world. This dissertation addressed problems in safe power oversubscription for efficient utilization
of these important as well as expensive infrastructures. We first highlighted the benefits of data
center power oversubscription and the different opportunities that exists for safe power oversubscription. We then presented a theoretical framework to model the relationship between server
energy proportionality and safe power oversubscription to find that the safe oversubscription level
increases better than linearly with increasing server energy proportionality. A real-time local power
pricing scheme, called LOCAP, was then developed to enable safe oversubscription of MTDC and
shown to be better than the existing method [47] in terms of energy savings. We also proposed
a first coordinated priority-aware battery charging algorithm that maximizes the number of racks,
according to the priority of the workload running on them, whose charging time SLA are met under
the given power constraint. Finally, we developed a new server energy efficiency metric that is able
to identify the most energy efficient server for a given workload.

7.1

Summary of Benefits
The relationship between safe power oversubscription of a data center and the server energy

proportionality we formulated in Chapter 3 shows that an improvement of EP of a server from 0.5
to 0.7, allows an increase in safe power oversubscription from 15% to 25% for the sever utilization
data used for evaluation. This is equivalent to increasing the data center capacity by 10% of the
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original capacity it was built for. Similarly, the coordinated battery charging algorithm developed
in Chapter 5 obviates the need for static allocation of up to 25% of the data center capacity for
battery charging, which would be left stranded most of the time (when batteries are not charging).
Hence, this technique also enables extra data center capacity to be budgeted for IT equipment.
Assuming a 10% gain in data center capacity due to power oversubscription and a conservative cost
estimate of $10 per Watt to build a data center [6], a typical 10 MW data center could save $10
million worth of CAPEX from the extra 10% capacity that is achieved at no extra cost.
In Chapter 4, we showed that LOCAP reduces energy consumption of MTDC by 34%
compared to the baselines. With about 16 billion kWh electricity consumed by MTDC in the US in
2014 [108], a 34% energy reduction achieved by LOCAP could translate into 5.4 billion kWh of energy
savings annually, or approximately $370 million a year assuming the average cost of electricity for
industrial customers at 6.85 cents per kWh [121], in the US alone (if LOCAP were widely adopted).
For our simulated case, LOCAP also decreased the tenant leasing cost by 13% while increasing the
operator profit by 64%. Assuming the widely used fixed monthly cost of $150 per kW in 2015,
using our pricing scheme, a tenant could save $0.24 million annually per MW subscribed, if LOCAP
was adopted. Similarly, in Chapter 6, we showed how our new WAP metric is able to identify the
most energy efficient server for the workload used for evaluation, which consumed 17% less energy
compared to the server ranked highest by the existing SOS metric. A typical 10 MW data center
whose average power utilization is 30% would consume 26 million kWh of electricity annually and
a 17% reduction in energy consumption saves approximately $0.3 million a year.
Altogether, the works presented in this dissertation could result in a combined savings of
$700 million per year in OPEX (assuming at least 15% electricity consumption reduction) and
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$10 billion in CAPEX (assuming 1 GW of added capacity) of data centers in the US, if widely
adopted. One of the major problem for widespread adoption of works in this dissertation is that
approximately one third of the data centers (in terms of electricity consumption) worldwide are still
traditional data centers [73]. These data centers have a central UPS where the power hierarchy is
statically allocated for battery charging. The PDUs in such data centers are also not accurate and
responsive enough to implement fast control actions. As these legacy data centers approach their
end of life and are replaced by more modern data centers in the future, we will be able to better
take advantage of the benefits of this work.

7.2

Future Work
While this dissertation has addressed some of the key problems in the area of safe power

oversubscription of data centers, it has opened up many new questions. Some of the questions and
future research directions are as follows.

1. Oversubscription of cooling infrastructure. Efficiency gains in data center cooling technology
has improved the average PUE of data centers from 2 in 2010 to 1.5 in 2018 [73], however, a
PUE of 1.5 still implies that one third of the electricity goes into cooling the data center. Power
consumption by the cooling infrastructure in a data center depends on the power consumption
due to the IT equipment (rate at which heat is generated) and the outside temperature
(temperature difference). Provisioning of the cooling infrastructure is usually done for the
worst case of peak power consumption during the hottest day, which may be rare. Thus,
with oversubscription of the cooling infrastructure it is possible to save on CAPEX. The first
work to investigate this is [72]. Power capping techniques can be used to avoid over-heating

113

situations which can lead to increase in equipment failure rate [20, 104]. One interesting
future direction could be to explore what kind of considerations are necessary when both
power and cooling infrastructure of a data center are simultaneously oversubscribed for even
greater CAPEX savings. We will have to extend our definition to safe power and cooling
oversubscription of data centers. The power limit in such a case will not only be determined
by the circuit breakers, but also, the outside temperature, which will vary in time. How
would one capture the dependence between probability of power overloading and probability
of over heating? What would be the optimal way to oversubscribe both power and cooling
infrastructure of a data center?
2. Irrational or malicious tenants in MTDC. Our use of real-time local price in Chapter 4 to enable safe power oversubscription of MTDC assumed that the tenants act in a way to maximize
their profits. This assumption would be reasonable for most of the businesses. However, what
if some of the tenants are irrational and do not behave this way? Or even worse, how do you
handle the case when there are malicious tenants who intentionally want to cause a power
overload? Such cases when an attacker tries to intentionally power overload an oversubscribed
data center is referred to as power attack [136]. It has been shown that MTDCs are also vulnerable to power attacks [46] in which a malicious tenant can exploit the thermal side-channel
to gain power usage information of other tenants and carefully time their increase in power
consumption to create power overloads. Solutions proposed to defend power attacks involve
either not power oversubscribing the MTDC at all (decreases the revenue for the operator) or
extensive modifications to the MTDC which are very costly to the operator. A potential future
research direction is to explore what kind of effective as well as inexpensive mechanisms are
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needed to identify irrational or malicious tenants and deter them from harming other tenants,
such that, MTDC operators can reap the benefits offered by power oversubscription.
3. Postponing of battery charging. In this dissertation we considered coordinated priority-aware
charging of battery charging. However, our assumption was that in order to reduce power
consumption and avoid power overload, it is always desirable to charge the battery at the
minimum rate, and compromise the reliability offered by fully charged batteries, before resorting to server power capping which degrades performance. This is because the current
design of Open Rack battery chargers [85] only allows charging of batteries in a certain range,
but does not allow postponing the battery charging process altogether. Therefore, there is
a lower limit of reliability, measured by our AOR metric, that is guaranteed by the battery
charger hardware. If, in the future, the charging of batteries can be postponed indefinitely,
the reliability offered by the batteries can be arbitrarily compromised. In such a scenario,
we may want to consider server power capping, at some point in time, to reclaim power and
charge the battery. How much server power capping do we perform and at what rate do we
charge the battery? What is the trade-off between compromised reliability (not charging the
batteries) and performance degradation (capping of servers)?

These future works can hopefully inspire further research which can pave the way for highly
efficient and more sustainable, or perhaps even carbon neutral, data centers.
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Appendix A: Glossary of Acronyms

AC

Alternating Current

ACM

Association for Computing Machinery

AOR

Availability of Redundancy

ATS

Automatic Transfer Switch

BBU

Battery Backup Unit

CAPEX

Capital Expenditure

CC

Constant Current

CDF

Cumulative Distribution Function

COOP

Co-ordinated Power

CPU

Central Processing Unit

CV

Constant Voltage

DC

Direct Current

DOD

Depth of Discharge

DR

Dynamic Range

DVFS

Dynamic Voltage and Frequency Scaling

EP

Energy Proportionality

EPC

Energy Proportionality Coefficient

EPI

Energy Proportionality Index

ERE

Energy Reuse Effectiveness

ERF

Energy Reuse Factor
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ICT

Information and Communication Technology

IEEE

Institute of Electrical and Electronics Engineers

IPR

Idle-to-peak Power Ratio

IT

Information Technology

KRCC

Kendall’s Rank Correlation Coefficient

kW

Kilowatt

kWh

Kilowatt-hour

LD

Linear Deviation

LOCAP

Local Price for Power

MAPE

Mean Absolute Percentage Error

MSB

Main Switch Board

MSR

Microsoft Research

MTBF

Mean Time Between Failure

MTDC

Multi-Tenant Data Center

MTTR

Mean Time To Repair

MW

Megawatt

NOOV

No Oversubscription

OPEX

Operational Expenditure

PDF

Probability Distribution Function

PDU

Power Distribution Unit

PLCC

Pearson’s Linear Correlation Coefficient

PSU

Power Supply Unit

PUE

Power Usage Effectiveness

RAPL

Running Average Power Limit

RCI

Rack Cooling Index
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RPP

Reactive Power Panel

RTI

Return Temperature Index

SB

Switch Board

SLA

Service Level Agreement

SOS

SPEC Overall Score

SPEC

Standard Performance Evaluation Corporation

SRCC

Spearman’s Rank Correlation Coefficient

TOR

Top of Rack

TWh

Terawatt-hour

UPS

Uninterruptible Power Supply

WAP

Weighted Average Power

WEP

Weighted Energy Proportionality

WSOS

Weighted SPEC Overall Score
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