We are going to prove a Lipschitz property of Jacobi matrices built by orthogonalizing polynomials with respect to measures in the orbit of classical Perron-Frobenius-Ruelle operators associated to hyperbolic polynomial dynamics. This Lipschitz estimate will not depend on the dimension of the Jacobi matrix. It is obtained using some sufficient conditions for two-weight boundedness of the Hilbert transform. It has been proved in [F. Peherstorfer, A. Volberg, P. Yuditskii, Limit periodic Jacobi matrices with prescribed p-adic hull and a singular continuous spectrum, Math. Res. Lett. 13 (2-3) (2006) 215-230] for all polynomials with sufficiently big hyperbolicity and in the most symmetric case t = 0 that the Lipschitz estimate becomes exponentially better when the dimension of the Jacobi matrix grows. This allows us to get for such polynomials the solution of a problem of Bellissard, in other words, to prove the limit periodicity of the limit Jacobi matrix. We suggest a scheme how to approach Bellissard's problem for all hyperbolic dynamics by uniting the methods of the present paper and those of [F. Peherstorfer, A. Volberg, P. Yuditskii, Limit periodic Jacobi matrices with prescribed p-adic hull and a singular continuous spectrum, Math. Res. Lett. 13 (2-3) (2006) 215-230]. On the other hand, the nearness of Jacobi matrices under consideration in operator norm implies a certain nearness of their canonical spectral measures. One can notice that this last claim just gives us the classical commutative Perron-Frobenius-Ruelle theorem (it is concerned exactly with the nearness of such measures). In particular, in many situations we can see that the classical Perron-Frobenius-Ruelle Peherstorfer et al. / Journal of Functional Analysis 246 (2007) theorem is a corollary of a certain non-commutative observation concerning the quantitative nearness of pertinent Jacobi matrices in operator norm.
theorem is a corollary of a certain non-commutative observation concerning the quantitative nearness of
Introduction and main results
Let f be an expanding polynomial with real Julia set Julia(f ), deg f = N . We recall that Julia(f ) is a nonempty compact set of points which do not go to infinity under forward iterations of f . Under the normalization
such a polynomial is well defined by position of its critical values
CV(f ) := t i = f (c i ): f (c i ) = 0, c i > c j for i > j .
Expanding, or hyperbolic polynomials are those, for which
which is the same as to say that CV(f ) ∩ Julia(f ) = ∅ (just use the fact that Julia(f ) is invariant under taking full preimage f −1 ). The term "expanding" is deserved because for expanding polynomials one has the following inequality
Here and in everything that follows f n means nth iteration of f ,
Let us mention that for f with a real Julia set one has |f (c i )| > ξ since all solutions of f (x) = ±ξ should be real. We will need to consider the notion of "sufficiently expanding" polynomials. As we saw, expanding property is the same (in our normalization) as dist(CV(f ), [−ξ, ξ ]) > 0. The polynomial f with normalization (1) will be called sufficiently hyperbolic (or sufficiently expanding) if
where A is a large absolute constant to be specified later.
Notice that the definition of sufficient hyperbolicity does not involve the degree of f . In particular, f and any of its iterative powers f 2 , f 3 , . . . are sufficiently hyperbolic simultaneously. We will always use letter T for polynomial f n , deg T = N n . We will always use letter d for its degree, d = N n .
The Julia set of a polynomial always carries an interesting measure, harmonic measure ω with pole at infinity. It is always an invariant measure (it happens to have a dynamical meaning: it is a measure of maximal entropy). For polynomials considered above this measure will be always singular with Lebesgue measure on the line. Orthogonalizing polynomials with respect to ω and considering the operator of multiplication by the independent variable x in the basis formed by orthogonal polynomial we get a Jacobi matrix associated with ω.
Bellissard repeatedly conjectured (see [1] [2] [3] ) that this Jacobi matrix will be always limit periodic (this means that it will be the uniform limit of periodic Jacobi matrices). This is an intriguing open conjecture, because it would be of interest to have such a big class of Jacobi matrices which have singular continuous spectrum and are limit periodic at the same time. In [15] , see also [11] , we have shown that the conjecture holds if f is sufficiently hyperbolic.
Here we study more general problems of the above type from the Harmonic Analysis point of view; we consider Perron-Frobenius-Ruelle operators and their associated measures and establish a Perron-Frobenius-Ruelle type property of the corresponding Jacobi matrices.
First we recall the Perron-Frobenius-Ruelle (PFR) theorem in a form convenient for us. Let φ be a Hölder continuous function on Julia(f ) with exponent α: φ ∈ Hol α (Julia(f )). We define the Perron-Frobenius-Ruelle (PFR) operator
as follows:
(λ) ψ(λ).
PFR theorem states that if ρ denotes the spectral radius of this operator then
ψ(x) → h(x) ψ(y) dν(y),
where h is the unique eigenvector of L φ with eigenvalue ρ, ν is the unique eigenvector of L * φ with eigenvalue ρ. Moreover, h is Hölder continuous if φ is Hölder continuous. Let us emphasize that the requirement on f is just to be expanding (hyperbolic). We reformulate this result now. Or, rather we will formulate its essential part in a different form. In fact, it turns out that at the heart of this result lies the following theorem, see [4] .
Consider the operator G φ = G φ,f acting on probability measures on Julia(f ) by the formula
This is for any test function ψ ∈ Hol α (Julia(f )), under the assumption that φ ∈ Hol α (Julia(f )).
In what follows φ will have the following form:
In particular, one can show using this result that there exists the limit measure m t = lim n→∞ G n φ δ x , and it does not depend on x. Notice also that we can start with any probability measure μ, still lim n→∞ G n φ μ = m t . These measures-sometimes called Bowen-Ruelle measures-correspond to temperature t in Thermodynamical Formalism of polynomial dynamics f , see [4] . These measures are important, for example, m 0 gives us the so-called measure of maximal entropy (and it coincides with harmonic measure and equilibrium measure for logarithmic potential in our case), m t 0 gives an invariant Hausdorff measure if t 0 = dim(Julia(f )), where dim means the Hausdorff dimension.
The estimate (5) is the key to the strong mixing properties of these measures, exponential decrease of correlations, central limit theorem and all other nice things implied by Thermodynamical Formalism [4] .
Example. When t = 0 we have that G n δ x is a sum of delta measures with charges 1/d = 1/N n located at all T -preimages of x.
In the spirit of [5] we would like to understand the PFR theorem as a consequence of a certain fact of noncommutative nature.
To explain what noncommutative proposition we have in mind, let us notice that there is a natural operator for which G n φ δ x is a spectral measure. This is just the Jacobi matrix built by this probability measure. Let us recall that to build the Jacobi matrix by a probability measure dμ(λ) with support on the real line, one just orthogonalizes polynomials with respect to this measure, and the Jacobi matrix is the matrix of multiplication by the independent variable λ written in the basis of orthonormal polynomials.
be a Jacobi matrix built by measure
where φ = −t log |f |. We already explained that J (x) = J T (x) is canonically defined. Another way to define
where
. The main result of the paper is the following Lipschitz property of the Jacobi matrices J (x) associated with μ x .
Let us point out that the measure μ x depends on n, but the Lipschitz property does not! "Technicalities," we use in the proof of Theorem 1.2, form the heart of the current paper. Our first observation is that the way, as the measure μ x changes as a function of x (see (6) , (7)), is exactly the way of a transformation of the spectral measure of a Jacoby matrix under the Faybusovich-Gekhtman flow, see Theorem 3.1. Generally, two functions, say F and G, are needed to define these sort of flows that generalized the classical Toda hierarchy flows. Here F is responsible for the change of the support of the measure and G for the mass variation. The flow is defined by
where F = F(J ) is the function of J and G is a skew-symmetric matrix and its upper triangular part G − coincides with the upper triangular part of the matrix
The presence of the operator D, the meaning of which we will roughly explain in a moment (for details see Theorems 3.1, 3.2), constitutes the key difference between standard Toda hierarchy and its generalization. D is the operator of "non-local differentiation" in the sense that J is the "non-local multiplication" operator. It is the lower triangular operator that satisfies the commutation relation
Let us mention that in the finite-dimensional case any commutator has the trace zero, so it cannot be equal to I , as in the standard Heisenberg commutation relation, that is why we have a onedimensional perturbation as the best possible. Also D is defined by (11) up to a function of J , and we fix it by a certain normalization condition, but the function G(J ) in (10) absorbs arbitrariness of such additive component.
That is D, here, is actually a discrete version of the Hilbert transform. It is evident that Ds form an unbounded sequence of operators (some of λ j s approach to some of λ i s as n is growing). But we have here also the factor F(J ) = diag{1/T (λ j )}. In other words, measuring the input vector x = {x j } in the standard way: x 2 1 = j |x j | 2 , we should measure the output of the Hilbert transform y := Dx with respect to the certain weight
Thus the boundedness of DF is strongly related to the famous Two-Weighted Hilbert Transform Problem!
The story of two-weighted problems in Harmonic Analysis is beyond the scope of this work. However, the reader who wants to familiarize her/himself with two-weighted estimates is referred to [17] and to the vast literature cited there. We just make two remarks. The first one is that the two-weight estimates for operators with positive kernels is more or less well understood due to the works of Eric Sawyer (many of them are cited in [17] ). On the other hand the singular kernel two-weight estimates are not completely understood even for the simplest singular kernels (like the Hilbert transform). There is only one kernel-the dyadic singular kernel corresponding to the Martingale Transform, where the technique of Bellman function gives a full criterion of boundedness. See [14] . There is no "classical" approach to this so far. And if a kernel becomes just slightly more complicated than the dyadic one (for example the Hilbert transform) there is no real understanding. (The criterion of Cotlar, Sadosky [6] is very nice but its language seems to be not applicable here.) Some criterion which "seems to be" the right one is considered in the last two chapters of [17] . There are some counterexamples to other "right criteria" in [13] .
Hence we have to find a certain applicable, verifiable sufficient condition of two-weight boundedness of the Hilbert transform. The question is very intimately related to a so-called problem of Sarason: describe when the product of two Toeplitz operators is bounded. Dechao Zheng found a wonderful sufficient condition. It was then adopted in [16] to two-weight Hilbert transform. One of the main results of [16] will be applied here-it is perfect for our goals.
The second result of this paper is as follows.
Theorem 1.3. Let f be a hyperbolic polynomial of degree N with real Julia set Julia(f
. Let D be related to the matrix J the non-local differentiation operator (11) . The matrix
is unitary equivalent to the matrix of a weighted discrete Hilbert transformation
The last transformation is uniformly bounded independently of n, x, and t, 0 t 2. Therefore, so is the matrix H . Now, let us return to Theorem 1.2. In fact, we expect that the following statement, which deserves to be called a noncommutative Perron-Frobenius-Ruelle (PFR) theorem, holds true.
Conjecture 1.
In the setting of Theorem 1.1,
We were not able to prove (14) for all hyperbolic f and all φ. But for the special case φ = 0 and the additional assumption that f is sufficiently hyperbolic we could prove (14) in [15] . The result is as follows. (1) .
Theorem 1.4. Let f be sufficiently hyperbolic polynomial normalized as in
Let us notice that Theorem 1.4 has the following natural extension that also was proved in [15] . We can consider J (x) as a result of applying PFR operator to 1 × 1 matrix x. Moreover, we can extend canonically the PFR operator in such a way that it becomes the (non-linear) operator on all Jacobi matrices. Here is the construction of J T acting from Jacobi matrices of any size n × n (n can be ∞ too) to Jacobi matrices of size nd × nd, d = deg T , T = f n . We fix J , and let μ be its canonical spectral measure, in other words let
We consider now the new measure ν := G n φ μ (see (6) ), and we orthogonalize polynomials with respect to ν. The matrix of multiplication on independent variable λ in this basis is the Jacobi matrix J , which is J T ( J ) by definition. For φ = 0 we will see an equivalent and more useful definition below (Theorem 7.1). (1) . Let J 1 , J 2 be two Jacobi matrices with spectrum on
Theorem 1.5. Let f be sufficiently hyperbolic and normalized as in
Then there exists c < 1 such that independently of n
The main output of Theorem 1.4, in fact of Theorem 1.5, is the following consequence. Theorem 1.6. Let f be sufficiently hyperbolic in the sense of (3) with large absolute A. Let J ω be the Jacobi matrix obtained by orthogonalizing polynomials with respect to the harmonic measure ω (with the pole at infinity) on the Julia set of f . Then J ω is a limit periodic matrix. In other words, the sequences that give its diagonal and below (above) diagonal entries are uniform limits of periodic sequences.
We discuss in Section 9 how Theorems 1.2 and 1.4 can be united and thus may lead to a full solution of Bellissard's conjecture.
The plan of the paper
We first prove (in Sections 3-5) Theorem 1.2. In Section 7 we discuss Theorems 1.4, 1.5 proved in [15] . In Section 8 we show how the classical Perron-Frobenius-Ruelle theorem would follow from its noncommutative version (Conjecture 1).
Then we have Section 9, in which we discuss how one can approach the solution of Conjecture 1 by uniting the results of the two parts mentioned above.
At last, in Appendix A we obtain formulae needed for the reduction to two-weight Hilbert transform.
The Faybusovich-Gehktman flow
Let J (x) = J T (x), T = f n , and we think now that n is large but fixed, and we are heading toward the proof of Theorem 1.2 with constant independent of n. If we think that x is the time, then the flow of Jacobi matrices
can be treated alike the Toda flow. But unlike the Toda flow, the spectrum sp(J (x)) is not time independent, that is, it is not x-independent. This brings a modification to the equation of Toda flow. Such modifications were considered by Faybusovich and Gehktman in [8] , we are grateful to M. Shapiro who indicated this to us. LetJ denote the differentiation of J with respect to "time" x. We write J instead of J (x) for brevity. Recall that in the standard basis e 0 , e 1 , .
. , λ d (x)} (all T -preimages of x). If g is a function on this spectrum, we know what is g(J )
. We need one more definition. Given x we consider the orthonormal polynomials P 0 (λ; x) = 1, P 1 (λ; x), . . . , P d−1 (λ; x) of degrees 0, 1, . . . , d − 1 correspondingly. They are orthonormal with respect to the measure
where from now on always φ = −t log |f |,
. Now consider the following matrices:
and B , which is formed correspondingly by the derivatives of the orthonormal polynomials with respect to λ, P 0 (λ),
Notations. Given a matrix A in C d , we denote by A − its upper triangular part in the standard basis. In particular, the diagonal of A − vanishes.
Theorem 3.1. Our J (x) satisfies the nonlinear ODĖ
where 
Finally, the operator D is given by the formula
The proof of this theorem can be found in Appendix A. The form of D will allow us to prove Theorem 3.2. There exists a constant c such that
And therefore
The proof of this theorem can be found in Appendix A.
Remark. In various Toda flows F = 0 and G − = R(J ) − for various functions R (R(J ) = J in the classical Toda flow, [9, 10] ). Here we are in a more complicated situation, but let us observe
In fact, just use (2). Then if x ∈ Julia(f ) we have sp(J ) ⊂ Julia(f ) and (2) implies automatically the latter inequality (23). If x is not on Julia(f ), but is separated from the critical values of T , inequality (2) also holds on T -preimages of x, and this set is exactly sp(J ).
It is very good that F (J ) is small as in (23) because to prove Theorem 1.2 it is hence enough to prove Theorem 3.3.
where C is independent of n. Then automatically
Remark. We cannot prove that matrices G are uniformly bounded in n, moreover this looks to be false.
Uniform boundedness of the commutator
We postpone the explanation of Theorem 3.1 to Appendix A. Now we will take it for granted and make the first step in the reduction of Theorem 3.3 to two-weight boundedness of the Hilbert transform.
Let us introduce the following notation. For a matrix A we write
where S is the shift operator, Se k = e k+1 , and
Proposition 4.1. The Faybusovich-Gekhtman flow equation (18) can be rewritten into the form
From (26) it follows that the estimate of the norm of the derivativeJ follows from the estimate of the operator H , recall (23).
The uniform boundedness of H = DF (J ) +

2 φ (J )F (J ). Two-weight Hilbert transform
To prove the uniform boundedness of H we need to understand D better. To do this we will write H in a different basis, and we will see that DF becomes a two-weight Hilbert transform (almost). Then we use our knowledge of the boundedness of two-weight Hilbert transform. This will prove the uniform boundedness of H , and, as a result, will prove Theorems 3.3 and 1.2.
We already introduced polynomials orthonormal with respect to μ x and formed the matrix B (17). Now consider the following matrices:
where 1/σ = d k=1 e φ(λ k ) , and
The orthonormality of polynomials {P k } with respect to
means that matrix B is an orthogonal matrix. Let Λ, R be
Then it easy to see that also
This just because B and B are different only up to a diagonal matrix. Moreover,
Lemma 5.1. Then
. . .
Proof. The first formula is obvious as the unitary (it is even orthogonal) matrix B transforms J into its diagonal form Λ. To see the second formula we have to notice that And let us see that
This and (32) will finish the lemma. To prove (33) let us notice that denoting
we obtain from (32) and the form of B * e 0 that 
Proof. The non-diagonal terms can be immediately read from (31) of the previous lemma. On the other hand
In fact,
But we know that
and D * e 0 = 0 (from (21)). So our first equality is proved. It means that the sum of column elements of R is zero for every column. We knew all elements of R except the diagonal ones, but this sum property gives us the diagonal elements too. An easy residue theorem application gives the formula
Now we can prove the algebraic part of Theorem 1.3.
Proof of (13). First of all
, . . . ,
It follows from Lemma 5.2 and from formula (29) that relates B and B via a multiplication by a diagonal matrix. In its turn (34) implies immediately (13) .
In particular, for φ = −t log |T | we get that the matrix H is unitary equivalent to H t of the form
To finish the proof of Theorem 1.3 we have to prove the uniform boundedness of H t .
Theorem 5.3. Let f be a hyperbolic polynomial of degree N with real Julia set Julia(f ). Let
uniformly bounded independently of n, x, and t, 0 t 2. Therefore, so is matrix H .
We already saw that the proof of this theorem finishes also the proof of Theorem 3.3, and thus, of our main result, Theorem 1.2.
Proof. The diagonal part H
is bounded uniformly in n and x ∈ Julia(f ) just by Koebe distortion theorem, it is a standard fact depending only on hyperbolicity of f . (Notice that for t = 1 this matrix vanishes!) Let us consider now the "out-of-diagonal" part
Consider the counting measure on {λ 1 , . . . , λ d }: dn = dn x = d k=1 δ λ k . Now we can notice easily that K * is unitary equivalent to the following integral operator:
Changing variable f := g · |T | 
The norm of K is equal to the norm of the two-weight Hilbert transform
Let us introduce notations. The symbol f I will denote the usual averaging We prove Theorem 5.3 if we prove the following result. 2
Theorem 5.4. The norm of
is uniformly bounded in n, x, and t, 0 t 2.
We need the following lemma.
Lemma 5.5. Let u dx, v dx be two positive measures on the line. Let g(t) = |t| 1+ε , with ε > 0. If for every interval I we have
with C < ∞ independent of I , then the two-weight Hilbert transform
is bounded, and its norm depends only on C < ∞ and ε > 0.
Remark. The reader may wonder why we need the function g here? It turns out that P I u · P I v C is not sufficient for the boundedness of the Hilbert transform in general. See [12] or [13] .
Let us reduce Theorem 5.4 to this lemma. We will do this in two stages. Our first goal will be to prove the following weaker version of (36):
Let us replace
where I i is the ith preimage of [−ξ, ξ ] under T (left to right). Similarly replace
Koebe's principle. Our f are always normalized as in (1) . Let U be a topological disc containing [−ξ, ξ ] but free from critical values of f and its iterates (by hyperbolicity of f the iterates of critical values go to infinity, therefore such a topological disc exists). Let (f n ) −1 : U → U n,k be one of the branches of the inverse map to f n . By our assumption all these branches are univalent. Let V be another topological disc, also containing [−ξ, ξ ], but V is compactly inside U . Then we obtain V n,k as before. These are small topological discs "beaded" on Julia(f ). The Koebe principle is the following claim. For any n and for any V n,k and for any z ∈ V n,k
where the constants c, C are positive and finite and depend only on V , U and the hyperbolicity of f but do not depend on n, on the branch, or on z. In particular, all V n,k are uniformly "almost" discs in the sense that each V n,k contains a certain disc, is contained in a certain other disc, and the ratio of their radii depends neither on n nor on k.
In what follows the constants c, C are not always the same, but they are always independent on n and on the corresponding inverse branch of (f n ) −1 .
Lemma 5.6. The norm of H u dx
Proof. From Koebe's principle it is easy to see that the intervals I i are separated as their "centers":
The constants of equivalence depend only on hyperbolicity. Every test function
as by Koebe's principle
Now we prove the following lemma.
Lemma 5.7. Let g(t) = |t| 1+ε . Let u, v be as in (38), (39). Then
Proof. Let us think from now on that ξ = 1. Let us first consider the case of the "largest" interval:
(We can consider only this or smaller intervals as the supports of all measure in question are inside this interval.) Then
where d (as always) is deg T , T = f n . In fact, the left-hand side is equivalent to the distance to I k of the kth component of T −1 (Γ ), where Γ is the circle of radius, say, 2ξ = 2 centered at zero. The constants of equivalence depend only on the hyperbolicity of f . This is just Koebe's principle again. The right-hand side is equivalent to the value on the kth component of
]). In fact, this Green's function is
On the other hand, Green's functions grow if the domain grows. So
if z is on the top of kth component of
But the previous formula for G ω (z), of course, gives
Now (41) and the Cauchy inequality give (0 t < 2):
(42)
Lemma 5.8.
where C < ∞, τ > 0 depend only on hyperbolicity of f .
Proof. Again we use (41) to get
The last expression is equivalent to the length of T −1 ([−1, 1]) (and hence is bounded independently of d = N n ). To see our better estimate (44) we shall recall the notion of pressure. For hyperbolic dynamics f one introduces the pressure
Here λ k , k = 1, . . . , N n , are all preimages of a point. The limit exists, and gives us a convex and strictly decreasing function on −∞ < t < ∞. If we have a convention that log is in base N , we also have
It is known that the only root of P is δ = dim Julia(f ). As the dynamic is hyperbolic δ < 1. So
This proves the lemma. 2
The result of the lemma can be written as follows:
Our elementary inequalities (42) and (43) show that a more general fact is true:
Actually, it is trivial to see that (47) follows from (46) for any convex function P . Now notice that continuity of the pressure implies
This is for a small positive . We will need this now very much. Let us again consider the case of the "largest" interval:
(We can consider only this or smaller intervals as the supports of all measure in question are in side this interval.) But now we will use the function g(t) = |t| 1+ with precisely this -the one from (48). Koebe's principle now gives
Here t = t + t − . Of course, the range of t is [− , 2 + ] and (48) shows
and therefore 
We want to estimate the right-hand side of
The expression we want to estimate is (by chain rule and by (51)) bounded by
But this is bounded by C · d 
So far we proved (49) only for all "dynamic" intervals. Let J n (f ) := i∈D n I . If for any interval I 0 ⊂ [−1, 1] such that I 0 ∩ J n (f ) = ∅ we would have that there exists a "dynamic" interval of comparable length that contains I 0 ∩ J n (f ), then (49) for I = I 0 would follow from (49) for "dynamic" intervals. For usual dyadic intervals this is of course false. It is obvious that one cannot always find the dyadic interval of comparable length containing a given interval. But in our situation this is true.
Lemma 5.9. Let
where c > 0 depends only on hyperbolicity of f . 
Proof. Along with dynamic intervals
Interval I has one or two neighbors of generation k − 1 or smaller generation m < k − 1. If (54) is false then I 0 should intersect one of these neighbors. But then it should contain the gap of generation k − 1. This contradicts the choice of J . So (54) holds.
One of the branches of f −(k−1) maps [−1, 1] onto I . Call this branch g k−1 . Moreover, univalently
where U is an open topological disc containing [−1, 1], and I ⊂ U I . Also g k−1 maps a gap L ∈ G 1 onto J . Now Koebe's distortion theorem implies
Here c, c 1 depend only on f , not on n. Obviously (55) implies (53). Lemma 5.9 is proved. 2
Together with (49) for dynamic intervals (already shown) it gives (49) for all intervals. This proves (37). This is almost the proof of Lemma 5.7.
But to finish the proof of this lemma we need to pass from (37), which we have just proved to (36).
To do that we need still a couple of lemmas. First we introduce notations. Let
The next lemmas can be proved in exactly the same way. Only computations are more tedious, and so we skip the proofs. Together they reduce Lemma 5.5 to Lemma 5.7, which has been already proved.
Lemma 5.10. Let the
where δ > 0 is independent of m.
These lemmas deduce Lemma 5.5 from Lemma 5.7. In its turn, Lemma 5.5 proves Theorem 5.4. 2
Our main result-Theorem 1.2-is completely proved. 
It is clear that (59) is equivalent to proving that there exist C < ∞, q ∈ (0, 1), depending only on hyperbolicity of f such that
Of course, b m are uniformly bounded. And we just proved that H is also uniformly bounded. We can prove that b m is geometrically small for some m. This is not so for all m. But the hope that H Cq n is unfortunately futile. Only some amazing cancellation can prove the previous estimate. This cancelation takes place as Section 7 shows (when our dynamics is sufficiently hyperbolic and φ = 0). But we do not have any direct proof. It would be desirable to have it along the lines of the previous section. In this case we might have been able to get rid of the assumptions of large hyperbolicity and/or φ = 0.
Let us explain why H is not small. If one takes a look at (35), one can see that the absolute value of diagonal elements of matrix H t (and this matrix is unitary equivalent to H ) are
Here, as usual, T = f n , that is the nth iterative power of dynamics f . From the theory of univalent functions it follows that this quantity is bounded from above independently of n, k. But the same theory says that it cannot be small. Another indication that H cannot be small comes from the following consideration. One can notice that the estimate (50) repeats itself in Lemma 5.7, but its right-hand side becomes d −η j , where d j = N n−j , j = 0, . . . , n. We refer the reader to (52) where
is proved for intervals in the family D j . But if j becomes close to n then the right-hand side is not small anymore. On the other hand the fact that j is close to n just means that interval I in the above inequality becomes small. Another remark is that (52) (and the latest inequality) looks like the estimates from above for u 1+ dx I v 1+ dx I , but actually the same estimate from below holds (with another constant). In particular, there is no hope to prove that
is small when n is large (recall that u, v depend on n). This supremum is a finite positive constant C(n, f, ) , and the best what can be proved (and was proved) is that this supremum is uniformly bounded independently of n for any hyperbolic f and any positive .
Remark. However, we can see that for intervals of length at least N −δn with small δ (it depends on hyperbolicity of f but is positive for any hyperbolicity) the quantity sup I u 1+ dx I v 1+ dx I has estimate CN −η 0 (δ)n , η 0 (δ) > 0. We think that this means H e m , e m Cd
for all m rn, where r is a certain positive number less than 1. This would mean (62) not for all m = 0, . . . , n but rather for m rn, r < 1. And this is not enough for our goals. Also, we use the notations of T , J T , J T from the first section. The following theorem is proved in [15] . 
where V e k = e Nk . Moreover, if
with an absolute constant c < 1 (does not depend of f also).
Note that (16) of Theorem 1.4 is a partial case of (65). Unlike the previous sections, there are restrictions. First of all φ = 0 (so t = 0), secondly, f is a polynomial. They were very much used: in fact, identity (63) is an important ingredient in the proof of inequality (65). And thirdly, not just hyperbolicity, but only sufficiently large hyperbolicity allows us to have c < 1. Note that the condition (64) specifies the meaning of sufficiently large hyperbolicity in the sense of (3).
Having this in mind let us write a test function ψ ∈ Hol α (I ) as follows:
where dA is Lebesgue measure on the plane. Then
Properties of ψ n . First of all ψ n is holomorphic in D n := {z: dist(z, I ) < 2 −n−1 }. Secondly, if we denote by D n = {z: dist(z, I ) < 2 −n−3/2 }, then we have
In fact, fixing a point z ∈ D n we split the domain of integration for ψ n into "annuli"
Using Dyn'kin's lemma we estimate the contribution of the integral over A k into ψ n (z) as C(2 −n ) −1+α ·2 k ·2 −k−n , the last factor being comparable with the area of A k . Summing up over k = 0, 1, . . . , n + 2 we get (70).
In particular,
We wish to have (5). Denote μ x i := G n δ x i , i = 1, 2 (we skipped φ). These measures are canonical spectral measures of Jacobi matrices J i := J T (x i ), i = 1, 2. Now we write using the Cauchy formula
We use the notation for resolvent of our operators. Let
Changing the order of integrals returns
To estimate σ 1 we use a well-known estimate
Together with (71) this gives
In σ 2 we use the functional calculus of self-adjoint operators J 1 , J 2 to write
But the functional calculus and (71) say that all operators here have small norms, namely
We are left to choose N . Let it be such that
Then we get
We can plug (67) now and we get Perron-Frobenius-Ruelle estimate (5):
Recall that α here denotes the Hölder exponent of the test function ψ. In this section we deal only with dynamics of polynomials of second degree:
Our considerations work for other polynomials, but this section has an illustrative goal, and such polynomials suffice for it.
The parameter c was real in all previous sections and c > 2 was tacitly assumed. This is because we always assume a real Julia set and hyperbolicity of f , and this means c > 2. But now we want to make c complex, so we are now in a certain (we want to construct it) domain O such that {c ∈ R: c > 2} ⊂ O ⊂ {c ∈ C: c > 2}.
Notice that for real c ∈ D(c 0 , δ(c 0 )) the conjecture holds as soon as δ is less, say, than c 0 − 2. This is proved in Theorem 1.2 and discussed in Section 6. This make our conjecture quite plausible.
So the only thing one needs to do is to prove "a small perturbation" of this "real c estimate" given in Theorem 1.2. Moreover, it would be enough to prove this uniform estimate only for "almost real c," namely, in a very thin domain O around {c ∈ R: c > 2}, meaning that we can consider only c such that on the boundary of O c → 0 very fast when c → 2+. Now let us suppose that we can prove Conjecture 2. And let us show that this implies (62). This inequality is what we would like to prove to show Conjecture 1, and, eventually, Bellissard's conjecture.
Deducing (62) from Theorem 1.4 and Conjecture 2
The consideration is very simple. We just use the standard two constants estimate for holomorphic functions. Fix > 0. Let It is holomorphic in Ω( ) and has two estimates:
In the next inequality q does not depend on n. One should think that n is very large:
∀c ∈ R such that A c < 100, f (c) Cq n ,
where q ∈ (0, 1). This is from Theorem 1.4, and A stands for a large absolute constant ensuring sufficient hyperbolicity. We formulate "the two-constant theorem" for holomorphic functions in a form convenient for us. The same type of reasoning would work for polynomial dynamics of any degree. But of course the same difficulty persists: we cannot prove uniformicity conjecture (Conjecture 2). Our hope is that as Theorem 1.2 gives this conjecture for real c, it only rests to prove a "small perturbation from reals" result.
The following lemma contains a crucial for our goal observation. Since G is skew symmetric (because B is orthogonal), the relation (A.3) is enough to restore G: Theorem 3.2 is completely proved.
