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We describe the formation of charge-density patterns induced by spin-selective photoexcitations
of interacting fermionic systems with an underlying magnetic microstructure. Using tensor-network
methods for one-dimensional model systems, we find stable charge-density patterns for a wide range
of parameters. We discuss a generic mechanism explaining this effect for systems that possess a
periodic modulation of local observables in any dimension. Realizations in pump-probe experiments
on materials and by experiments with ultracold gases on optical lattices are discussed.
Introduction. The emergence of order in nonequilib-
rium quantum systems has inspired a lot of experimen-
tal and theoretical research. Examples are the recent
observation of so-called time-crystal phases in Floquet-
driven systems [1–10], as well as the experimental find-
ing of metastable, ordered states following a photoexci-
tation using ultrashort laser pulses in pump-probe setups
[11–31]. In these experiments, the possible observation
of transient superconducting states at elevated temper-
atures [22, 23] or the transformation of charge-density-
wave (CDW) states has been reported [25–27, 29, 30].
This includes optically driven transitions between or-
dered states [32], enhancement of existent order [26], or
its melting [27, 29, 30] due to the excitation. Identifying
theoretical mechanisms predicting the behavior in such
nonequilibrium situations is a major challenge and topic
of ongoing research [33–44].
In this letter, we report on a theoretical mechanism
for the emergence of CDW-like patterns in fermionic sys-
tems with periodic structures caused by a spin-polarized
light pulse. Although our considerations are appli-
cable in general, for the sake of simplicity, we con-
sider one-dimensional systems for which powerful nu-
merical tools exist, e.g., tensor-network approaches [45],
specifically time-dependent density-matrix renormaliza-
tion group (tDMRG) [46–52]. This allows us to inves-
tigate in detail the CDW pattern in real space and to
make predictions for ongoing experiments in the context
of correlated materials [53], as well as for ultracold gases
on optical lattices [54, 55]. In our setup, two ingredi-
ents are important for the patterns to emerge: i) the
photoexcitation is spin-selective; ii) the particles of the
two spin directions are spatially separated before the ex-
citation takes place. Such a situation is, e.g., enforced
in the presence of a magnetic microstructure, which has
been proposed in Ref. 56 in the context of a toy model
for manganites [57, 58]. Alternative realizations can be
found in experiments with ultracold gases on optical lat-
tices, in which a superlattice can be created in a con-
trolled way [59–68].
Model. We treat a variant of the one-dimensional
Fermi Hubbard model [69, 70], which is subject to a
pump pulse, making the hopping amplitude thopσ,j (τ) and
the magnetic field B(j, τ) dependent on the position j
and time τ ,
Hˆ =−
∑
σ,j
(
thopσ,j (τ)cˆ
†
σ,j cˆσ,j+1 + h.c.
)
+
∑
j
(
Unˆ↑,j nˆ↓,j + [∆j +B(j, τ)] Sˆ
z
j
)
. (1)
Here, the annihilation (creation) operators are denoted
by cˆ
(†)
σ,j for electrons of spin σ on lattice site j, the
particle-density operator for electrons with spin σ is
nˆσ,j = cˆ
†
σ,j cˆσ,j , and the spin operator in the direction
of the quantization axis z is Sˆzj =
1
2 (nˆ↑,j − nˆ↓,j). U is
the strength of the Hubbard interaction, the contribution
∆j to the Zeeman term is in the modeling of Ref. 56 due
to Hund’s coupling and forms a time-independent mag-
netic microstructure caused by the ordering of polarons.
Note that there can be further realizations of such mi-
crostructures so that the following considerations are not
restricted to manganite systems. If not mentioned oth-
erwise, we treat systems at quarter filling. We consider
a magnetic microstructure with a unit cell of four sites,
in which the sign of ∆j is alternating every two sites, so
that in a unit cell we have the pattern (∆, ∆,−∆,−∆).
In the following, we call the two adjacent sites with the
same sign of ∆j within a unit cell a dimer.
The photoexcitation is modeled by Peierls substitution
[71–73]. In this approach, the incident light is consid-
ered as a classical field and included in the Hamiltonian
via minimal coupling [74]. In the usual modeling, this
leads to a position- and time-dependent complex phase
in the hopping amplitudes, and to additional local mag-
netic fields, which are often neglected. In the following,
we consider a generalization of the usual ansatz and as-
sume that the effect of the light field can depend on the
spin direction of the electrons. This is motivated by the
realization of spin-selective photoexcitations, e.g., in spin
polarized ARPES experiments [75–78] and through the
tunability of parameters in experiments on optical lat-
tices [55]. Specifically, the photoexcitation leads to a
tunneling amplitude
thopσ,j (τ) = e
−iασ eela2~ (A(j,τ)+A(j+1,τ)) thop , (2)
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2where thop is the hopping amplitude in equilibrium. The
coefficient ασ takes either the value one, if the light
field couples with the electrons of spin direction σ, or
zero, if the coupling is suppressed. The time and space-
dependent vector potential is
A(j, τ) =
E0λ
2pic
e−
[aj−c(τ−τ0)]2
s2 sin
[
2pi
λ
(aj − cτ)
]
, (3)
with parameters specified in detail in [79]. With the val-
ues chosen, the magnetic field B(j, τ) ∆ so that it will
be disregarded in the following.
We treat this pump excitation via tDMRG. Specifi-
cally, we use the two-site time-evolution matrix-product
operator (MPO) W II introduced in Ref. [80] with a time
step of ∆t = 0.01. The time-dependent MPO is built
from a finite-state machine [81]. Due to the time depen-
dence, a rebuilt of the MPO is necessary at every time
step in order to re-evaluate the function A(j, τ). The
maximal bond dimension χ = 500 is sufficient to limit the
discarded weight  < 2 · 10−7 in all calculations shown.
Formation of periodic charge-density patterns through
spin-selective photoexcitation. We first discuss the time
evolution of the total energy of the system and of local ob-
servables in real space, in particular the particle and spin
densities 〈Nˆj〉(τ) and 〈Sˆzj 〉(τ), respectively. In Fig. 1, the
first two rows display results at U = 0, and ∆/thop = 0
and 8, which show the generic behavior when applying a
spin-selective photoexcitation. In the top panel of Fig. 1
(U = ∆ = 0), the ground state exhibits Friedel-like os-
cillations in the particle density [82, 83] but its overall
time evolution is only weakly affected by the pulse and in
particular there is no enhanced charge ordering. Further-
more, we note that there is no visible energy absorption
after the pulse has passed. We attribute these observa-
tions to our choice of parameters, for which the photoex-
citation has approximately no site-dependence through-
out the system, so that no significant change in the local
observables can be expected. For finite values of ∆, a gap
opens, so that the Friedel-like oscillations are strongly
suppressed, leading to a constant charge density in the
bulk of the system. In contrast, the ground state shows
a periodic pattern in the local spin densities 〈Szj 〉, which
follows the magnetic microstructure. A finite amount of
energy is absorbed by the system from the pulse, lead-
ing to a highly excited state. The values of the local
observables are significantly modified and remain time-
dependent also after the pulse has left the system. One of
the main results of our work is that a periodic pattern in
the charge density is induced, which follows the period-
icity of the Zeeman term, and is very stable on the time
scales treated here, also at finite values of U , as shown
in the third panel of Fig. 1.
The formation of this CDW-like pattern occurs to-
gether with the weakening of the spin pattern. In the
bottom panel of Fig. 1, we present the time evolution
with the photoexcitation coupling to both spin directions
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FIG. 1. Time evolution of system (S1) with L = 40 sites
from tDMRG at quarter filling induced by a pump-pulse as
discussed in the text. First column: total energy of the system
(black) and the modulation of the vector potential (blue).
Second column: particle density 〈Nˆj〉(τ) in the bulk (sites 8-
32). Third column: local magnetizations 〈Sˆzj 〉(τ), also only
in the bulk. The color bars on the right indicate the values
for 〈Nˆj〉(τ) and 〈Sˆzj 〉(τ), respectively. The top row shows
results for an excitation acting only on spin-down particles
in the absence of a magnetic structure, ∆ = 0, and without
interaction, U = 0. The second row shows results for the
same excitation, but with ∆/thop = 8 and U = 0. In contrast,
the third row shows results for the same excitation and also
∆/thop = 8 but U = 4. The bottom row shows results for an
excitation acting on both spin directions for ∆/thop = 8 and
U = 0.
(∆/thop = 8). Even though a significant energy absorp-
tion takes place, no stable pattern is obtained. In this
case, we also observe a weakening of the spin pattern.
However, this does not suffice to create the CDW-like
pattern; the spin-polarized excitation is essential. Sim-
ilar behavior is also obtained when changing the mag-
netic microstructure, e.g., by using a larger unit cell, as
discussed in [79].
Mechanism for the formation of the CDW. Due to
the spin-selective excitation, particles of only one spin-
direction are moved to the neighboring dimer with op-
posite local magnetic field. In this way, a new state is
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FIG. 2. Fourier-transformed dynamics of 〈(Sˆzj )2−(Sˆzj+1)2〉 =
〈nˆj − nˆj+1 − 2 (nˆ↑,j nˆ↓,j − nˆ↑,j+1nˆ↓,j+1)〉 with j and j + 1 on
a dimer in the center of the system, for different values of U
with ∆/thop = 8. The vertical lines correspond to the average
band gap between the first and the second band (red dotted),
the first and the third band (blue, dash-dotted), the second
and the third band (green, dashed), and the first and the
fourth band (wine red, dash-dot-dotted). The inset shows the
band structure in the non-interacting case (also for ∆/thop =
8). The transitions between the bands, corresponding to the
vertical lines in the main figure, are shown with the same
styles at k = Γ.
obtained, which is at higher energy, has a weaker spin
pattern, and a density modulation. This is also seen
in the analytical solution of the non-interacting case,
which we derive in detail in the supplemental mate-
rial 79 for the scenario of an infinitesimally short Peierls
pulse (a “kick”) and whose main features we discuss
in the following: In the limit 2thop/∆ → 0 the ground
state of each fermion species exhibits a CDW pattern
with strong localization in the occupied dimers, mini-
mizing the Zeeman interaction in the specific spin di-
rection. Because a unit cell consists of four sites, the
dispersion has four bands, which are all separated by
a gap [56, 79]. The instantaneous action of the spin-
selective Peierls pulse on the ground state can be mod-
eled by applying the time-independent perturbation Tˆφ =
thop
∑
i
(
eiφcˆ†↓,icˆ↓,i+1 + e
−iφcˆ†↓,i+1cˆ↓,i
)
at time τ = τ0.
We focus on the situation at quarter filling 〈Nˆ〉 = L/2, at
which the lowest of the four bands is completely filled.
In this case, any phase φ 6= 0 leads to a scattering of
particles from the lowest band to excited states, which
can occur in any of the remaining three bands, where the
maximal mixing is obtained at φ = k pi2 with integer k.
In the non-interacting case, the time evolution in the
quenched fermionic species is dominated by oscillations
with frequencies given by the energy differences of the
four bands. However, due to the absence of any interac-
tion between both spin directions, the state of the parti-
cles of the other species remains unaltered. In this way,
the CDW pattern in the ground state of the unaffected
species becomes visible. Without interactions, the band
populations are conserved quantities. Thus, excitations
cannot relax back to the lowest band, and the CDW pat-
tern remains stable up to arbitrary times.
In Fig. 2 we further elucidate this scenario by consider-
ing the frequencies of the density oscillations on a dimer,
which we obtain by first subtracting the double occupan-
cies [79] and then Fourier transforming the result. The
non-interacting band structure at ∆/thop = 8 is shown
in the inset, and the results are compared to those at fi-
nite U . The oscillation frequencies of the particle density
within a dimer and the associated averaged band gaps
are marked and show excellent agreement. This analysis
for the non-interacting case can now be used as a starting
point to investigate the behavior in the interacting case.
Effect of interactions. The main effect of a finite Hub-
bard interaction is to induce scattering between the two
fermion species and thereby to transfer energy between
them, opening a decay channel for the CDW pattern of
the fermion species that is not excited by the pulse. How-
ever, the Hubbard term also enforces the formation of
local moments with finite Sˆ2j , which lower the energy in
the staggered field and in this way stabilize the periodic
pattern for each fermion species. Thus, localization of
single fermions within the dimers is enforced by the re-
pulsion. Therefore, we expect the description in terms
of the non-interacting system to give at least a qualita-
tive understanding of the dynamics. Indeed, at large U
a mean-field decoupling in the spins (Sˆzj = 〈Sˆzj 〉 + δSˆzj )
shows that the Zeeman interaction is shifted according
to ∆ → ∆˜ = 12 (∆ + 4U) while a strong on-site poten-
tial ∝ U localizes the fermions and correlates the mo-
tion between the two species [79]. Thus, in the strong
coupling limit, the single-particle dynamics for the ex-
cited dimers is also dominated by the frequencies of the
non-interacting system, indicating a strong localization
of single particles on the dimers and hence a stabiliza-
tion of the CDW pattern. From Fig. 2 we see that in the
regime of intermediate interaction U ≈ ∆ there are more
decay channels for single-particle excitations. However,
there is still the dominant contribution at ω ≈ 2, i.e.,
the low energy excitation of the non-interacting single-
particle description.
In order to better understand the connection between
the two limits we consider the mean field decoupling for
thop  U in more detail. Within this limit, a Peierls
pulse redistributes the amplitude of the local moments(
Sˆzi
)2
over the dimers. The mean-field Hamiltonian (see
79) essentially resembles a Heisenberg XX chain with a
strong, staggered magnetic field ∆˜. Thus, relaxation of
the local moments after the quench is suppressed with ∆˜.
The corresponding observable can be written in terms of
the local particle densities via
(
Sˆzj
)2
= 14 (nˆ↑,j− nˆ↓,j)2 ∝
nˆj−2nˆ↑,j nˆ↓,j . Since the states obtained after the excita-
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FIG. 3. Absorbed energy ∆E = |E0 − Eτ/thop=20| (pur-
ple circles) at time τ/thop = 20 as function of the inter-
action strength U/thop. Total number of doublons D¯ =∫ τ2
τ1
dτ
τ12
∑
j〈nˆ↑,j nˆ↓,j〉(τ) (green squares) averaged from time
τ1 = 17.5 to τ2 = 20 (τ12 = τ2 − τ1), and amplitude of
the CDW in the center of the system P¯ (blue triangles, see
text), also averaged over time as function of the interaction
strength U/thop. The strength of the magnetic microstructure
is ∆/thop = 8 and the Peierls pulse is spin selective.
tion are to a good approximation invariant under trans-
lation by one unit cell at all instances of time, the total
number of particles in one unit cell can be considered to
be conserved, so that we can identify the doublon den-
sity nˆ↑,j nˆ↓,j and its dynamics as the dominating decay
channel. Subtracting the doublon density from the local
density, we expect to obtain the single-particle dynamics.
Indeed, in Fig. 2 we see that on the time scales reached by
our simulations, the doublon-purified density follows the
single-particle dynamics for any value of the interaction
strength. The question arises how interaction effects dur-
ing the pulse may correlate the fermion species, thereby
reducing the amplitude of the CDW pattern.
In Fig. 3, we show tDMRG results for the aver-
aged amplitude of the CDW, P¯ =
∫ τ2
τ1
dτ
τ12
|〈NˆL/2〉(τ) +
〈NˆL/2+1〉(τ) − 〈NˆL/2+2〉(τ) − 〈NˆL/2+3〉(τ)| within
a unit cell, the average doublon density D¯ =∫ τ2
τ1
dτ
τ12
∑
j〈nˆ↑,j nˆ↓,j〉(τ), and the absorbed energy
for ∆/thop = 8 as function of U . We averaged from
τ1 = 17.5 to τ2 = 20 and define τ12 = τ2 − τ1 (see [79]).
The average doublon density D¯ follows the behavior of
the absorbed energy. We attribute this to the Hubbard
term that adds an energy contribution proportional to
the double occupancy. Note that these oscillations do
not depend on ∆ but vary with the wavelength λ of
the incoming light, see [79]. In contrast, the amplitude
of the CDW is minimal at the maxima of the absorbed
energy. Note that a doublon consists of two particles
of each spin direction and has energy U , irrespective of
its position. Thus, by a second order process, at any
finite U , doublons can move throughout the magnetic
microstructure at no energy cost. Therefore, we expect
that in the long time limit this yields a homogeneous
background particle density. We hence have seen that
the motion of doublons is one mechanism for the decay
of the CDW in the presence of interactions. However,
the doublons themselves cannot decay further, since
their energy is the same irrespective of their position,
and there is no dissipation channel for their energy.
Therefore, the motion of the doublons is indeed the
dominant decay channel for the induced pattern. Hence,
at low enough fillings, the single-particle picture can be
restored and we find that the major decay channel for
the CDW is due to the delocalization of the doublons.
Consequently, creating fewer doublons is beneficial for
the strength of the CDW. In contrast, at half filling all
the absorbed energy is used to form doublons, so that
the CDW pattern will vanish on their delocalization
time scale [79].
Conclusion and outlook. We identified spin-
dependent photoexcitations in connection with a
magnetic microstructure to transform a spin-density-
wave-type state to a long-lived CDW-like pattern. This
is generically the case for systems formed of two particle
species that separate into sectors, e.g., in our case
due to the magnetic microstructure, and excitations
of only one of those species. Therefore, we expect
similar effects to be realized also in higher dimensions
and in systems in which the two species are separated
by other mechanisms than a magnetic microstructure,
e.g., a site-dependent chemical potential as in the ionic
Hubbard model [63, 84, 85], or spin-dependent hoppings.
Our considerations are not restricted to the presence
of periodic fields, but can also apply for systems with
long range order caused by spontaneous breaking of
translational symmetry. It would be interesting to test
these considerations, for instance, in charge transfer
salts [84, 86] or in cuprates [87–95], which possess
locally alternating chemical potentials or CDW states,
respectively.
Spin-selective excitations can be realized by polarized
light in ARPES experiments [78] and the presented con-
siderations are expected to hold even if the excitation is
not completely spin polarized. In cold-gas experiments,
the underlying magnetic (or ionic) pattern can be real-
ized by a superlattice [59–68]. For the spin-selective pho-
toexcitation one can treat a more simplified situation,
in which the lattice of only one species is shaken [96–
99]. This leads to similar behavior, see the Supplemental
Material [79], which can be investigated using quantum-
gas microscopes [100–105]. However, in materials, ad-
ditional effects like the dynamics of the spin structure
and phonons will eventually come into play and destroy
the pattern. As this happens on the Frank-Condon time
scale, we expect a lifetime of ∼ps for the pattern to per-
sist in this context. It would be interesting to explore
this prediction in materials, e.g, by time-resolved x-ray
diffractions, time-dependent ARPES, or reflectivity mea-
surements.
5Acknowledgments. We thank C. Ru¨egg, F. Heidrich-
Meisner, J. Stolpp, L. Cevolani and O. Schumann for
fruitful discussions. Financial support from the Deutsche
Forschungsgemeinschaft (DFG) through SFB/CRC1073
(project B03) and Research Unit FOR 1807 (project
P7) and computational resources made available by the
Department of Applied Theoretical Physics, Clausthal
Technical University, are gratefully acknowledged.
[1] J. Zhang, P. W. Hess, A. Kyprianidis, P. Becker, A. Lee,
J. Smith, G. Pagano, I.-D. Potirniche, A. C. Potter, A.
Vishwanath, N. Y. Yao, and C. Monroe, Nature 543,
217 (2017).
[2] S. Choi, J. Choi, R. Landig, G. Kucsko, H. Zhou, J.
Isoya, F. Jelezko, S. Onoda, H. Sumiya, V. Khemani,
C. von Keyserlingk, N. Y. Yao, E. Demler, and M. D.
Lukin, Nature 543, 221 (2017).
[3] V. Khemani, A. Lazarides, R. Moessner, and S. L.
Sondhi, Phys. Rev. Lett. 116, 250401 (2016).
[4] K. Sacha and J. Zakrzewski, Reports on Progress in
Physics 81, 016401 (2018).
[5] D. V. Else, B. Bauer, and C. Nayak, Phys. Rev. Lett.
117, 090402 (2016).
[6] N. Y. Yao, A. C. Potter, I.-D. Potirniche, and A. Vish-
wanath, Phys. Rev. Lett. 118, 030401 (2017).
[7] N. Y. Yao, A. C. Potter, I.-D. Potirniche, and A. Vish-
wanath, Phys. Rev. Lett. 118, 269901 (2017).
[8] C. W. von Keyserlingk, V. Khemani, and S. L. Sondhi,
Phys. Rev. B 94, 085112 (2016).
[9] D. V. Else, B. Bauer, and C. Nayak, Phys. Rev. X 7,
011026 (2017).
[10] R. Moessner and S. L. Sondhi, Nature Physics 13, 424
(2017).
[11] F. Krausz and M. Ivanov, Rev. Mod. Phys. 81, 163
(2009).
[12] P. Baum, D.-S. Yang, and A. H. Zewail, Science 318,
788 (2007).
[13] C. W. Siders, A. Cavalleri, K. Sokolowski-Tinten, C.
Tth, T. Guo, M. Kammler, M. H. v. Hoegen, K. R.
Wilson, D. v. d. Linde, and C. P. J. Barty, Science 286,
1340 (1999).
[14] E. Collet, M.-H. Leme-Cailleau, M. Buron-Le Cointe, H.
Cailleau, M. Wulff, T. Luty, S.-Y. Koshihara, M. Meyer,
L. Toupet, P. Rabiller, and S. Techert, Science 300, 612
(2003).
[15] R. Y. Chen, S. J. Zhang, M. Y. Zhang, T. Dong, and
N. L. Wang, Phys. Rev. Lett. 118, 107402 (2017).
[16] R. Mankowsky, B. Liu, S. Rajasekaran, H. Y. Liu, D.
Mou, X. J. Zhou, R. Merlin, M. Fo¨rst, and A. Cavalleri,
Phys. Rev. Lett. 118, 116402 (2017).
[17] I. Avigo, S. Thirupathaiah, M. Ligges, T. Wolf, J. Fink,
and U. Bovensiepen, New Journal of Physics 18, 093028
(2016).
[18] Z. Tao, C. Chen, T. Szilva´si, M. Keller, M. Mavrikakis,
H. Kapteyn, and M. Murnane, Science 353, 62 (2016).
[19] M. Rini, R. Tobey, N. Dean, J. Itatani, Y. Tomioka,
Y. Tokura, R. W. Schoenlein, and A. Cavalleri, Nature
449, 72 (2007).
[20] W. Hu, S. Kaiser, D. Nicoletti, C. R. Hunt, I. Gierz,
M. C. Hoffmann, M. Le Tacon, T. Loew, B. Keimer,
and A. Cavalleri, Nature Materials 13, 705 (2014).
[21] T. Eggebrecht, M. Mo¨ller, J. G. Gatzmann, N. Ru-
biano da Silva, A. Feist, U. Martens, H. Ulrichs, M.
Mu¨nzenberg, C. Ropers, and S. Scha¨fer, Phys. Rev.
Lett. 118, 097203 (2017).
[22] D. Fausti, R. I. Tobey, N. Dean, S. Kaiser, A. Dienst,
M. C. Hoffmann, S. Pyon, T. Takayama, H. Takagi, and
A. Cavalleri, Science 331, 189 (2011).
[23] M. Mitrano, A. Cantaluppi, D. Nicoletti, S. Kaiser, A.
Perucchi, S. Lupi, P. Di Pietro, D. Pontiroli, M. Ricco`,
S. R. Clark, D. Jaksch, and A. Cavalleri, Nature 530,
461 (2016).
[24] P. D. Johnson and G. Gu¨ntherodt, in Handbook of
Magnetism and Advanced Magnetic Materials (Wiley,
Chichester, UK, 2007), pp. 1635–1657.
[25] L. Rettig, R. Corts, J.-H. Chu, I. R. Fisher, F. Schmitt,
R. G. Moore, Z.-X. Shen, P. S. Kirchmann, M. Wolf,
and U. Bovensiepen, Nature Communications 7, 10459
(2016).
[26] A. Singer, S. K. K. Patel, R. Kukreja, V. Uhl´ıˇr, J.
Wingert, S. Festersen, D. Zhu, J. M. Glownia, H. T.
Lemke, S. Nelson, M. Kozina, K. Rossnagel, M. Bauer,
B. M. Murphy, O. M. Magnussen, E. E. Fullerton, and
O. G. Shpyrko, Phys. Rev. Lett. 117, 056401 (2016).
[27] F. Schmitt, P. S. Kirchmann, U. Bovensiepen, R. G.
Moore, L. Rettig, M. Krenz, J.-H. Chu, N. Ru, L. Per-
fetti, D. H. Lu, M. Wolf, I. R. Fisher, and Z.-X. Shen,
Science 321, 1649 (2008).
[28] M. Ligges, I. Avigo, D. Golezˇ, H. U. R. Strand, Y.
Beyazit, K. Hanff, F. Diekmann, L. Stojchevska, M.
Kalla¨ne, P. Zhou, K. Rossnagel, M. Eckstein, P. Werner,
and U. Bovensiepen, Phys. Rev. Lett. 120, 166401
(2018).
[29] T. Rohwer, S. Hellmann, M. Wiesenmayer, C. Sohrt,
A. Stange, B. Slomski, A. Carr, Y. Liu, L. M. Avila,
M. Kalla¨ne, S. Mathias, L. Kipp, K. Rossnagel, and M.
Bauer, Nature 471, 490 (2011).
[30] S. Hellmann, T. Rohwer, M. Kalla¨ne, K. Hanff, C.
Sohrt, A. Stange, A. Carr, M. M. Murnane, H. C.
Kapteyn, L. Kipp, M. Bauer, and K. Rossnagel, Nature
Communications 3, 1069 (2012).
[31] S. Mathias, S. Eich, J. Urbancic, S. Michael, A. V. Carr,
S. Emmerich, A. Stange, T. Popmintchev, T. Rohwer,
M. Wiesenmayer, A. Ruffing, S. Jakobs, S. Hellmann, P.
Matyba, C. Chen, L. Kipp, M. Bauer, H. C. Kapteyn,
H. C. Schneider, K. Rossnagel, M. M. Murnane, and M.
Aeschlimann, Nature Communications 7, 12902 (2016).
[32] S. Vogelgesang, G. Storeck, J. G. Horstmann, T. Diek-
mann, M. Sivis, S. Schramm, K. Rossnagel, S. Scha¨fer,
and C. Ropers, Nature Physics 14, 184 (2017).
[33] J. K. Freericks, O. P. Matveev, W. Shen, A. M. Shvaika,
and T. P. Devereaux, Physica Scripta 92, 034007
(2017).
[34] A. F. Kemper, M. A. Sentef, B. Moritz, T. P. Devereaux,
and J. K. Freericks, Annalen der Physik 529, 1600235
(2017).
[35] T. Tohyama, The European Physical Journal Special
Topics 222, 1065 (2013).
[36] W. Shen, Y. Ge, A. Y. Liu, H. R. Krishnamurthy, T. P.
Devereaux, and J. K. Freericks, Phys. Rev. Lett. 112,
176404 (2014).
[37] Y. Wang, C.-C. Chen, B. Moritz, and T. P. Devereaux,
Phys. Rev. Lett. 120, 246402 (2018).
6[38] M. Claassen, H.-C. Jiang, B. Moritz, and T. P. Dev-
ereaux, Nature Communications 8, 1192 (2017).
[39] D. Golezˇ, P. Werner, and M. Eckstein, Phys. Rev. B 94,
035121 (2016).
[40] Y. Murakami, D. Golezˇ, M. Eckstein, and P. Werner,
Phys. Rev. Lett. 119, 247601 (2017).
[41] Y. Wang, B. Moritz, C.-C. Chen, C. J. Jia, M. van
Veenendaal, and T. P. Devereaux, Phys. Rev. Lett. 116,
086401 (2016).
[42] N. Dasari and M. Eckstein, Phys. Rev. B 98, 035113
(2018).
[43] M. A. Sentef, M. Claassen, A. F. Kemper, B. Moritz,
T. Oka, J. K. Freericks, and T. P. Devereaux, Nature
Communications 6, 7047 (2015).
[44] M. H. Kalthoff, G. S. Uhrig, and J. K. Freericks, Phys.
Rev. B 98, 035138 (2018).
[45] F. Verstraete, V. Murg, and J. I. Cirac, Advances in
Physics 57, 143 (2008).
[46] S. R. White, Phys. Rev. Lett. 69, 2863 (1992).
[47] S. R. White, Phys. Rev. B 48, 10345 (1993).
[48] Density Matrix Renormalization - A New Numerical
Method in Physics, edited by I. Peschel, X. Wang, M.
Kaulke, and K. Hallberg (Springer Verlag, Berlin, 1999).
[49] U. Schollwo¨ck, Rev. Mod. Phys. 77, 259 (2005).
[50] U. Schollwo¨ck, Annals of Physics 326, 96 (2011), Jan-
uary 2011 Special Issue.
[51] S. R. White and A. E. Feiguin, Phys. Rev. Lett. 93,
076401 (2004).
[52] A. J. Daley, C. Kollath, U. Schollwo¨ck, and G. Vidal,
J. Stat. Mech. 2004, P04005 (2004).
[53] E. Dagotto, Rev. Mod. Phys. 66, 763 (1994).
[54] I. Bloch, Nature Physics 1, 23 (2005).
[55] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys.
80, 885 (2008).
[56] T. Ko¨hler, S. Rajpurohit, O. Schumann, S. Paeckel,
F. R. A. Biebl, M. Sotoudeh, S. C. Kramer, P. E. Blo¨chl,
S. Kehrein, and S. R. Manmana, Phys. Rev. B 97,
235120 (2018).
[57] E. Dagotto, Nanoscale Phase Separation and Colossal
Magnetoresistance (Springer, Berlin, Heidelberg, New
York, 2003).
[58] T. Hotta and E. Dagotto, in Colossal Magnetoresistive
Manganites, edited by T. Chatterji (Springer Nether-
lands, Dordrecht, 2004), pp. 207–262.
[59] S. Peil, J. V. Porto, B. L. Tolra, J. M. Obrecht, B. E.
King, M. Subbotin, S. L. Rolston, and W. D. Phillips,
Phys. Rev. A 67, 051603 (2003).
[60] J. Sebby-Strabley, M. Anderlini, P. S. Jessen, and J. V.
Porto, Phys. Rev. A 73, 033605 (2006).
[61] S. Trotzky, P. Cheinet, S. Folling, M. Feld, U. Schnor-
rberger, A. M. Rey, A. Polkovnikov, E. A. Demler, M. D.
Lukin, and I. Bloch, Science 319, 295 (2008).
[62] M. Anderlini, P. J. Lee, B. L. Brown, J. Sebby-Strabley,
W. D. Phillips, and J. V. Porto, Nature 448, 452 (2007).
[63] M. Messer, R. Desbuquois, T. Uehlinger, G. Jotzu, S.
Huber, D. Greif, and T. Esslinger, Phys. Rev. Lett. 115,
115303 (2015).
[64] M. Aidelsburger, M. Atala, S. Nascimbe`ne, S. Trotzky,
Y.-A. Chen, and I. Bloch, Applied Physics B 113, 1
(2013).
[65] M. Aidelsburger, M. Atala, S. Nascimbe`ne, S. Trotzky,
Y.-A. Chen, and I. Bloch, Phys. Rev. Lett. 107, 255301
(2011).
[66] B. Yang, H.-N. Dai, H. Sun, A. Reingruber, Z.-S. Yuan,
and J.-W. Pan, Phys. Rev. A 96, 011602 (2017).
[67] M. Lohse, C. Schweizer, O. Zilberberg, M. Aidelsburger,
and I. Bloch, Nature Physics 12, 350 (2015), article.
[68] C. Schweizer, M. Lohse, R. Citro, and I. Bloch, Phys.
Rev. Lett. 117, 170405 (2016).
[69] F. H. L. Essler, H. Frahm, F. Go¨hmann, A. Klu¨mper,
and V. E. Korepin, The One-Dimensional Hubbard
Model (Cambridge University Press, Cambridge, 2005).
[70] T. Esslinger, Annual Review of Condensed Matter
Physics 1, 129 (2010).
[71] R. E. Peierls, Z.Phys. 80, 763 (1933).
[72] J. H. Mentink, K. Balzer, and M. Eckstein, Nature Com-
munications 6, 6708 (2015).
[73] M. Eckstein and P. Werner, Phys. Rev. B 88, 075135
(2013).
[74] W. Greiner, Relativistic Quantum Mechanics. Wave
equations, 3 ed. (Springer, Berlin, Heidelberg, 2000).
[75] J. Kirschner, Polarized Electrons at Surfaces, Vol. 106
of Springer Tracts in Modern Physics (Springer, Berlin,
Heidelberg, 1985).
[76] P. D. Johnson, Reports on Progress in Physics 60, 1217
(1997).
[77] T. Okuda, Journal of Physics: Condensed Matter 29,
483001 (2017).
[78] Z.-H. Zhu, C. N. Veenstra, S. Zhdanovich, M. P. Schnei-
der, T. Okuda, K. Miyamoto, S.-Y. Zhu, H. Namatame,
M. Taniguchi, M. W. Haverkort, I. S. Elfimov, and A.
Damascelli, Phys. Rev. Lett. 112, 076802 (2014).
[79] T. Ko¨hler, S. Paeckel, and S. R. Manmana, In prepara-
tion (2018).
[80] M. P. Zaletel, R. S. K. Mong, C. Karrasch, J. E. Moore,
and F. Pollmann, Phys. Rev. B 91, 165112 (2015).
[81] S. Paeckel, T. Ko¨hler, and S. R. Manmana, SciPost
Phys. 3, 035 (2017).
[82] T. Giamarchi, Quantum Physics in One Dimension,
Vol. 121 of International Series of Monographs on
Physics (Oxford University Press, Oxford, 2004).
[83] G. Bedu¨rftig, B. Brendel, H. Frahm, and R. M. Noack,
Phys. Rev. B 58, 10225 (1998).
[84] J. Hubbard and J. Torrance, Phys. Rev. Lett. 47, 1750
(1981).
[85] S. R. Manmana, V. Meden, R. M. Noack, and K.
Scho¨nhammer, Phys. Rev. B 70, 155115 (2004).
[86] R. Kaneko, L. F. Tocchio, R. Valent, and F. Becca, New
Journal of Physics 19, 103033 (2017).
[87] J. Chang, E. Blackburn, A. T. Holmes, N. B. Chris-
tensen, J. Larsen, J. Mesot, R. Liang, D. A. Bonn, W. N.
Hardy, A. Watenphul, M. v. Zimmermann, E. M. For-
gan, and S. M. Hayden, Nature Physics 8, 871 (2012).
[88] G. Ghiringhelli, M. Le Tacon, M. Minola, S. Blanco-
Canosa, C. Mazzoli, N. B. Brookes, G. M. De Luca, A.
Frano, D. G. Hawthorn, F. He, T. Loew, M. M. Sala,
D. C. Peets, M. Salluzzo, E. Schierle, R. Sutarto, G. A.
Sawatzky, E. Weschke, B. Keimer, and L. Braicovich,
Science 337, 821 (2012).
[89] A. J. Achkar, R. Sutarto, X. Mao, F. He, A. Frano,
S. Blanco-Canosa, M. Le Tacon, G. Ghiringhelli, L.
Braicovich, M. Minola, M. Moretti Sala, C. Mazzoli,
R. Liang, D. A. Bonn, W. N. Hardy, B. Keimer, G. A.
Sawatzky, and D. G. Hawthorn, Phys. Rev. Lett. 109,
167001 (2012).
[90] M. Hu¨cker, N. B. Christensen, A. T. Holmes, E. Black-
burn, E. M. Forgan, R. Liang, D. A. Bonn, W. N. Hardy,
O. Gutowski, M. v. Zimmermann, S. M. Hayden, and
7J. Chang, Phys. Rev. B 90, 054514 (2014).
[91] T. Wu, H. Mayaffre, S. Kra¨mer, M. Horvaticˇ, C.
Berthier, W. N. Hardy, R. Liang, D. A. Bonn, and M.-
H. Julien, Nature 477, 191 (2011).
[92] S. Gerber, H. Jang, H. Nojiri, S. Matsuzawa, H. Ya-
sumura, D. A. Bonn, R. Liang, W. N. Hardy, Z. Is-
lam, A. Mehta, S. Song, M. Sikorski, D. Stefanescu, Y.
Feng, S. A. Kivelson, T. P. Devereaux, Z.-X. Shen, C.-
C. Kao, W.-S. Lee, D. Zhu, and J.-S. Lee, Science 350,
949 (2015).
[93] M. H. Hamidian, S. D. Edkins, K. Fujita, A. Kostin,
A. P. Mackenzie, H. Eisaki, S. Uchida, M. J. Lawler,
E.-A. Kim, S. Sachdev, and J. C. Se´amus Davis, ArXiv
e-prints (2015).
[94] S. D. Edkins, A. Kostin, K. Fujita, A. P. Mackenzie,
H. Eisaki, S.-I. Uchida, S. Sachdev, M. J. Lawler, E.-A.
Kim, J. C. Se´amus Davis, and M. H. Hamidian, ArXiv
e-prints (2018).
[95] E. H. da Silva Neto, P. Aynajian, A. Frano, R. Comin,
E. Schierle, E. Weschke, A. Gyenis, J. Wen, J. Schnee-
loch, Z. Xu, S. Ono, G. Gu, M. Le Tacon, and A. Yaz-
dani, Science 343, 393 (2014).
[96] C. Kollath, A. Iucci, I. P. McCulloch, and T. Giamarchi,
Phys. Rev. A 74, 041604 (2006).
[97] D. Greif, L. Tarruell, T. Uehlinger, R. Jo¨rdens, and T.
Esslinger, Phys. Rev. Lett. 106, 145302 (2011).
[98] N. Strohmaier, D. Greif, R. Jo¨rdens, L. Tarruell, H.
Moritz, T. Esslinger, R. Sensarma, D. Pekker, E. Alt-
man, and E. Demler, Phys. Rev. Lett. 104, 080401
(2010).
[99] R. Sensarma, D. Pekker, E. Altman, E. Demler, N.
Strohmaier, D. Greif, R. Jo¨rdens, L. Tarruell, H. Moritz,
and T. Esslinger, Phys. Rev. B 82, 224302 (2010).
[100] W. S. Bakr, J. I. Gillen, A. Peng, S. Fo¨lling, and M.
Greiner, Nature 462, 74 (2009).
[101] M. F. Parsons, F. Huber, A. Mazurenko, C. S. Chiu, W.
Setiawan, K. Wooley-Brown, S. Blatt, and M. Greiner,
Phys. Rev. Lett. 114, 213002 (2015).
[102] L. W. Cheuk, M. A. Nichols, M. Okan, T. Gersdorf,
V. V. Ramasesh, W. S. Bakr, T. Lompe, and M. W.
Zwierlein, Phys. Rev. Lett. 114, 193001 (2015).
[103] A. Omran, M. Boll, T. A. Hilker, K. Kleinlein, G. Sa-
lomon, I. Bloch, and C. Gross, Phys. Rev. Lett. 115,
263001 (2015).
[104] C. Gross and I. Bloch, Science 357, 995 (2017).
[105] M. Boll, T. A. Hilker, G. Salomon, A. Omran, J. Ne-
spolo, L. Pollet, I. Bloch, and C. Gross, Science 353,
1257 (2016).
8SUPPLEMENTAL MATERIAL
Parameters
In this section we present the Hamilton operator of our
model system,
Hˆ =−
∑
σ,j
(
thopσ,j (τ)cˆ
†
σ,j cˆσ,j+1 + h.c.
)
+
∑
j
(
Unˆ↑,j nˆ↓,j + [∆j +B(j, τ)] Sˆ
z
j
)
, (S1)
in more detail. The annihilation (creation) operators are
denoted by cˆ
(†)
σ,j for electrons of spin σ on lattice site j,
the particle-density operator for electrons with spin σ is
nˆσ,j = cˆ
†
σ,j cˆσ,j , and the spin operator in the direction
of the quantization axis z is Sˆzj =
1
2 (nˆ↑,j − nˆ↓,j). U is
the strength of the Hubbard interaction and the mag-
netic microstructure is defined by the parameter ∆j . In
the case of a four site unit cell ∆j = (∆,∆,−∆,−∆).
The Peierls substitution introduces a position- and time-
dependent hopping amplitude thopσ,j (τ) and magnetic field
B(j, τ). The hopping amplitude,
thopσ,j (τ) = e
−iασ eela2~ (A(j,τ)+A(j+1,τ)) thop , (S2)
includes a position- and time-dependent vector potential
A(j, τ). The time-dependent vector potential A(j, τ) and
magnetic field B(j, τ) are specified by
A(j, τ) =
E0λ
2pic
e−
[aj−c(τ−τ0)]2
s2 sin
[
2pi
λ
(aj − cτ)
]
(S3)
B(j, τ) =
E0gsµB
c
e−
[aj−c(τ−τ0)]2
s2 cos
[
2pi
λ
(aj − cτ)
]
.
(S4)
The parameters are defined as follows: c denotes the
speed of light; λ the wavelength of the incoming light,
which we assume for the sake of simplicity to be
monochromatic; eel is the charge of the electron; a is
the lattice constant. We assume the light-pulse to have
a Gaussian envelope with amplitude E0, peak at time
τ = τ0 and width s. ~ is Planck’s constant. We work in
units, in which ~ = eel = a = 1, leading to the values
displayed in table I. These values are used in the main
text and in this supplementary material if not stated oth-
erwise.
Note that with these values the magnetic field induced
by the pulse typically is B(j, τ)  ∆ and can therefore
be safely disregarded.
CDW-pattern when varying the unit cell and the
filling
As an example that a charge-density wave (CDW) also
occurs for other unit cells of the magnetic microstruc-
TABLE I. Wave package parameter resulting from ~ = eel =
thop = 1 and a = 1
[
10−10 m
]
.
c = 3374.85
[
a·thop
~
]
gsµB = 13.04
[
eelthopa
2
~
]
wavelength λ ≈ 500 [nm] amplitude E0 = 20
[
V
m
]
width s = 6000 [a] maximum τ0 = 10
[
~
thop
]
ture we show in Fig. S1 the particle density for a sys-
tem in which ∆j has a periodicity of 8 instead of 4, i.e.,
∆j = (∆,∆,∆,∆,−∆,−∆,−∆,−∆). All other param-
eters are similar to the main results, i.e., ∆/thop = 8,
L = 40, and U/thop = 0 and 8.
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FIG. S1. Time evolution of system Eq ((S1)) with
L = 40 sites from tDMRG with a unit cell of 8 sites, i.e.,
∆ = {8, 8, 8, 8,−8,−8,−8,−8} at (top) U = 0 and (bottom)
U/thop = 8 induced by a spin-selective pump-pulse as dis-
cussed in the main text. First column: total energy of the
system (black) and the modulation of the vector potential
(blue). Second column: particle density 〈Nˆj〉(τ) in the bulk
(sites 8-32). In the case of U = 8 the discarded weight  grows
faster than in the noninteracting case and reaches  ∼ 7 ·10−6
at the end of the simulation.
Again, a stable pattern occurs in the particle density.
In this case, the pattern is more pronounced at the edges
of the magnetic domains.
A further magnetic pattern is a Ne´el-type single-site
staggered magnetic structure. Here, we also obtain a
CDW pattern as shown in Fig. S2, for non-interacting
fermions as well as at finite U/thop.
At half filling, all excited particles will lead to a dou-
blon, and as discussed in the main text and below,
this leads to a fast decay of the CDW pattern. We
complement this discussion by comparing our results at
U/thop = 4 and ∆/thop = 8 obtained at quarter filling
with the ones at half filling, shown in Fig. S3. As can be
seen, on the time scale displayed, at both values of the
filling a CDW-pattern is obtained. However, due to the
exclusive formation of doublons at half filling, the CDW
is less stable in this case and will decay soon.
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FIG. S2. Time evolution of system Eq ((S1)) with L = 40
sites from tDMRG with a unit cell of 2 sites, i.e., ∆ = {8,−8}
at (top) U = 0 and (bottom) U/thop = 8 induced by a spin-
selective pump-pulse as discussed in the main text. First col-
umn: total energy of the system (black) and the modulation
of the vector potential (blue). Second column: particle den-
sity 〈Nˆj〉(τ) in the bulk (sites 8-32).
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FIG. S3. Time evolution of system (S1) with L = 40 sites
from tDMRG with U/thop = 4 and ∆/thop = 8 at (top) quar-
ter filling and (bottom) half filling induced by a spin-selective
pump-pulse as discussed in the text. First column: total en-
ergy of the system (black) and the modulation of the vector
potential (blue). Second column: particle density 〈Nˆj〉(τ) in
the bulk (sites 8-32). Third column: local magnetizations
〈Sˆzj 〉(τ), also only in the bulk. The color bars on the right in-
dicate the values for 〈Nˆj〉(τ) and 〈Sˆzj 〉(τ), respectively. Note
that the maximum of the color bar for the particle density
is doubled compared to Fig. 1 to capture the results at half
filling.
Effect of the wavelength of the incident light
In Fig. S4 the amout of absorbed energy ∆E as a func-
tion of the wavelength λ is shown for two interaction
strengths U/thop = 0 and 4. One obtains a non-trivial
dependence of the absorption from the parameters of the
200 300 400 500 600
0
20
40
60
80
wavelength λ [nm]
∆
E
U = 0 U/thop = 4
FIG. S4. Absorbed energy ∆E = |E0−Et=20| as function of
the wavelength λ. Here we used the parameters ∆/thop = 8,
U/thop = 0, 4 with quarter filling. The Peierls phase is only
acting on the spin down direction. Most of the calculations
in this manuscript are performed at λ ∼ 500 nm, so that
a substantial amount of energy is absorbed. Note that for
clarity not all computed data points are shown, furthermore
a spline interpolation (over all computed data points) is used
as guide for the eye.
system. However, at the wavelength of our choice (see
table I) λ = 500 nm, a significant energy absorption in
both cases takes place, so that we expect the effects stud-
ied in the main text to be representative for the wave-
lengths, at which absorption takes place. Furthermore,
Fig. 3 in the main text shows the complete U dependence
at λ = 500 nm. A full scan of the λ,U -dependence of
the absorbed energy would be helpful for further studies
as the U -dependence differs considerably for other wave-
lengths.
Doublon-cleaned particle densities
As discussed in the main text, the observed CDW pat-
tern decays through doublon delocalization. Here, we
consider the doublon densities, their behavior in time,
and the resultant charge densities after removing the
doublon part in some detail. In Fig. S5 we show the
long-time behavior of the particle density, the double
occupancy and the particle density after removing the
double occupancy for different values of the interaction
U/thop = 0, 2, 4, 20, and 100. The first observation is
that at U = 0 all affected spin down particles create dou-
ble occupancies as the particle density on the particle
rich dimers stays constant and the CDW is only visible
due to the particle poor dimers in the doublon-purified
particle density. At finite interaction this is no longer
the case and the amplitude of the CDW is increased.
On the other hand, the creation of double occupancies is
suppressed with further increasing the value of the inter-
action U/thop; a superposition of particles each located
on one of the sites of a dimer is preferred instead.
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FIG. S5. Local particle density (top), local double occupancy (middle), and the local, doublon-cleaned particle density
(bottom) for systems with ∆/thop = 8, L = 40, and U/thop = 0, 2, 4, 20, and 100. In the case of small but finite U the CDW
seems to decay in the local particle density plots. Considering the double occupancy plots it becomes clear that this decay is
only due to the creation of the space invariant background. Hence, in the doublon-cleaned particle density the decay is absent.
Note that for U = 0 the double occupancy is trapped on the dimer to which the spin down particles were moved and that at
large U nearly no double occupancies were created in the first place. In order to obtain longer times the bond dimension χ is
increased by a factor of 10, i.e., χ = 5000, to reach a discarded weight  < 10−7.
Hence, subtracting the doublon contribution from the
charge density is insightful in the presence of interactions,
as the double occupancy will eventually spread equally
over the whole system, because, as discussed in the main
text, the magnetic microstructure does not constitute a
barrier for its motion and it also does not decay. There-
fore, only the density without the double occupancy is
indicative for the long time behavior of the CDW.
Oscillations on a dimer
In order to compare the non-interacting case to the
interacting case, we find it useful to consider the spec-
tral properties of the temporal oscillations on the dimers
induced by the photoexcitation, see Fig. 2 in the main
text and its discussion. In particular, we consider the
Fourier-transform of the difference of the particle densi-
ties of the two sites on a dimer at the center of the chain.
The result is presented in Fig. S6 and shows a peak at
ω = 2 for all values of U and several (smaller) peaks at
various frequencies ω when changing U/thop.
As we have seen above, the doublon delocalization
will reduce the amplitude of the CDW but will not de-
stroy it completely. Therefore, we also consider the
same quantity after subtraction of the doublon density
in Fig. S6. Two important observations are: i) the wide
peaks around ω = 3 (ω = 5) for U/thop = 2 (U/thop = 4)
are gone. These are due to the doublon motion and cor-
respond to the period seen in Fig. S5 (center row). ii)
The peaks given by the band structure (see main text)
are still present.
We can also attempt o estimate a lifetime of these os-
cillations, by estimating the full width at half maximum
(FWHM). However, we find that the so-obtained life-
time would correspond to the order of the maximal time
reached in our simulations. While this indicates that no
significant decay is taking place on this time scale, the
present data therefore only allows us to estimate the life-
time of the CDW pattern to be at least the duration of
our simulation time, and probably much longer as we do
not find any hint for a decay on this time scale.
Time averaging the doublon density and the CDW
amplitude
In order to get values for the doublon density and the
CDW amplitude after the pulse, which can be related
to each other, we perform a time average in the window
from τ1 = 17.5 to τ2 = 20, which is sufficiently late after
the pulse. An example for the full dynamics of the dou-
blon population and the time window for the average are
displayed in Fig. S7 for U/thop = 4 and ∆/thop = 8.
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FIG. S6. Fourier transformed of the local density (top)
and the doublon-purified local density (bottom) for different
values of U/thop = 0, 2, 4, 20, and 100 with ∆/thop = 8.
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FIG. S7. Dynamic of the doublon density for U/thop = 4
and ∆/thop = 8. The window for the time average is shown
by the blue dotted line (τ1 = 17.5) and the red dashed line
(τ2 = 20).
Alternative to a photoexcitation: periodic
modulation of the lattice in cold-gases experiments
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FIG. S8. Periodic modulation of the lattice of only one
species of particles also leads to a CDW pattern. (left) Energy
of systems with ∆/thop = 8 and (top) U/thop = 0 and (bot-
tom) U/thop = 8. (center) Particle density for these systems.
(right) Spin density for the systems above. In the interacting
case (U/thop = 8), the discarded weight  grows rapidly and
reaches a value of  ∼ 10−5 at the end of the simulation.
In Fig. S8 we present our results, in which the spin-
selective photoexcitation is emulated by a periodic mod-
ulation of the lattice of only one fermionic species, which
can be realized in experiments with ultracold quantum
gases on optical lattices. As can be seen, the CDW-
pattern emerges also in this setup, indicating that the
details of the excitation are not crucial, as long as it is
acting on only one fermion species. As in the case of
a Peierls-pulse treated in the main text, at finite U the
absorbed energy is larger than at U = 0.
Spatial dependence of the Peierls pulse
In Fig. S9 the vector potential Eq. (S3) of the Peierls
pulse including the spatial dependence is shown. The
potential is shown at site 0 and 40, which are the two
edges of the system and therefore represent the largest
difference for the spatial dependence of A(j, τ). In the
inset the actual difference can be spotted but it is, with
the parameters from table I, very small.
“Kick”-excitation in the non-interacting case and
Mean-field treatment at low fillings
We consider the analytically solvable case U = 0 and
write the system in terms of two independent chains of
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FIG. S9. Vector potential A(j, τ) (Eq. (S3)) at site j = 0
(black) and j = 40 (blue). The parameters from table I were
used.
The vector potential has nearly the same value at all sites j
because the wavelength is much larger than the spatial extent
of the chain. In the inset the small – but finite – difference
between the vector potential on the two ends of the system
is visible. This small difference is due to fact that the wave
packet traverses through the chain only with the speed of light
c.
spinless fermions,
Hˆ = Hˆ↑ + Hˆ↓ (S5)
Hˆσ = −
∑
j
thop
(
cˆ†σ,j cˆσ,j+1 + h.c.
)
+ ∆σ,j nˆσ,j , (S6)
with ∆↑,j = ∆j/2 and ∆↓,j = −∆j/2. We discuss the
system at quarter filling, i.e, from 〈Sˆz〉 = 0 follows
〈Nˆσ〉 = L/4. In order to rewrite the Hamiltonians Hˆ↑,↓
in terms of the enlarged four-site unit cell we introduce
vector-valued operators
uˆj =
3∑
a=0
uˆj,aea =
∑
a
cˆ↑,4j+aea (S7)
dˆj =
3∑
a=0
dˆj,aea =
∑
a
cˆ↓,4j+aea . (S8)
Exemplary, we will continue the discussion treating only
spin-up fermions. The kinetic term can then be rewritten
as
Hˆ↑,hop = −thop
∑
j
(
uˆ†jJ uˆj+1 + uˆ
†
jW uˆj + h.c.
)
, (S9)
with the matrices
J =

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
 , W =

0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
 . (S10)
The magnetic contribution is diagonal, i.e.,
Hˆmagn =
∑
j
uˆ†j∆
↑ uˆj (S11)
with ∆σ ≡ δab∆σ,a. Since the system is at quarter filling
we obtain, due to translational invariance of the coarse-
grained system,
〈uˆ†j uˆj〉 =
∑
a
〈nˆ↑,j,a〉 = 1 . (S12)
Now we define the Fourier modes of the components of
the vector-valued operators via
uˆj,a =
2√
L
∑
q
uˆq,ae
iqrj,a , (S13)
with the sum over the reduced Brillouin zone q ∈{−pi/4, . . . , L−4L pi/4} and rj,a = rj + ra = 4 · j + a. Note
that the reduced Brillouin zone follows from the fact that
the Fourier modes in the sublattices are connected by
symmetry, i.e., uˆq,a+1 = uˆq,ae
ipi/2. Thus, we can rewrite
the kinetic terms according to∑
j
uˆ†jJ uˆj+1 + uˆ
†
j+1J
† uˆj (S14)
=
∑
q,a,b
uˆ†q,a
(
eiqJa,b + e
−iqJb,a
)
uˆq,b∑
j
uˆ†jW uˆj + uˆjW
† uˆ†j
=
∑
q
∑
a,b
uˆ†q,a(Wa,be
iq +Wb,ae
−iq)uˆq,b (S15)
⇒ Hˆ↑,hop = −thop
∑
q
uˆ†qJ(q)uˆq (S16)
with
J(q) = cos(q)

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0
 . (S17)
In summary we obtain
Hˆ↑ = Hˆ↑,hop + Hˆmagn = −thop
∑
q
uˆ†qΓ↑(q)uˆq (S18)
with
Γ↑(q) = J(q) + ∆↑/thop
=

∆↑,0/thop cos(q) 0 cos(q)
cos(q) ∆↑,1/thop cos(q) 0
0 cos(q) ∆↑,2/thop cos(q)
cos(q) 0 cos(q) ∆↑,3/thop
 .
(S19)
Finding the eigenmodes ψˆα,↑,q of this single particle
Hamiltonian permits to construct the ground state by
populating eigenmodes until 〈Nˆσ〉 = L/4.
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Atomic limit and limit of vanishing magnetic microstructure
Let us discuss the limits ∆/2thop → 0 (vanishing mag-
netic microstructure) and 2thop/∆→ 0 (atomic limit) both
from now on in both spin directions. The first case yields
the formation of four dispersive bands which, by sub-
lattice symmetry, resemble the usual cosine dispersion
of spinless fermions. Since we are at quarter filling the
ground state is a sea of non-interacting fermions created
by filling up the lowest band (until q = ±pi/4). The corre-
sponding eigenmodes of Γσ(q) are completely delocalized
over the sublattice sites. Since the dispersion is gapless,
impurities, e.g., boundaries, induce (weak) Friedel oscil-
lations in the ground state particle density [83].
On the other hand, in the atomic limit 2thop/∆→ 0 the
eigenmodes gα,σ,q are strongly localized at the sublattice
sites. To be more precise we consider degenerate per-
turbation theory by decomposing the sublattice hopping
matrix for each fourier mode q acoording to
Γσ(q) =
(
Aσ(q, ε) 0
0 Bσ(q, ε)
)
+ ε cos(q)
(
0 σx
σx 0
)
≡ ∆
2
(
Γ(0)σ (q, ε) + εV (q)
)
, ε =
2thop
∆
(S20)
where we treat V (q) as the perturbation and σx is the
first Pauli matrix. Diagonalization of the unperturbed
problem Γ
(0)
σ (q, ε) (yet still depending on ε) yields eigen-
values γ
(0)
σ (q, ε) and eigenvectors (u0 . . . u3) of the form
γ(0)σ (q, ε) = diag (−sgn(σ)∓ ε cos(q), sgn(σ)∓ ε cos(q))
(S21)
U = (u0 . . . u3) =
1√
2

1 1 0 0
1 −1 0 0
0 0 1 1
0 0 1 −1
 (S22)
with sgn(σ) = ±1 for σ =↑, ↓. The spin dependent, un-
perturbed ground states are obtained by filling the lowest
band and are localized within adjacent halfs of the unit
cell,
g
(0)
0,↑ = u0, g
(0)
0,↓ = u2 . (S23)
First order corrections to the unperturbed ground state
are now obtained by standard perturbation theory eval-
uating the matrix elements
〈
g
(0)
α,σ
∣∣∣V (q) ∣∣∣g(0)0,σ〉 and are
given via
g
(1)
0,σ,q = g
(0)
0,σ − ε
cos(q)
2
g
(0)
2,σ (S24)
with the states g
(0)
2,↑ = u2 and g
(0)
2,↓ = u0. Note that V (q)
does not break parity in the sublattice while Γ
(0)
σ (q, ε)
is invariant under parity transformation only within the
dimers. As a consequence both the perturbed and ex-
act eigenstates decompose into 2-dimensional represen-
tations of the parity in the sublattice.
To first order in 2thop/∆ the ground state exhibits a
charge ordering in the dimers
〈nˆ↑,i〉 =
4
L
∑
q,p
eipri,a〈uˆ†q,auˆq+p,a〉 =

1
1
ε cos(ϕi,a)
ε cos(ϕi,a)

(S25)
〈nˆ↓,i〉 =
4
L
∑
q,p
eipri,a〈dˆ†q,adˆq+p,a〉 =

ε cos(ϕi,a)
ε cos(ϕi,a)
1
1

(S26)
with some phase ϕi,a.
Now we compute the time evolution after applying a
light pulse, which we assume to last infinitesimally short
(a “kick”). In this scenario, we apply a perturbation Tˆφ
to the ground state in the limit 2thop/∆ 1
Tˆφ = thop
∑
i
eiφdˆ
†
i dˆi+1 + e
−iφdˆ
†
i+1dˆi
= 2thop
∑
q
dˆ
†
qJ(q + φ)dˆq (S27)
yielding
|ψφ〉 = Tˆφ
∏
q
ψˆ†↓,q |0〉 = 2thop
∏
q
dˆ
†
qJ(q + φ)g
(1)
0,↓,q |0〉
= 2thop
∏
q
cos(q + φ)d†q
(
g
(1)
0,↓,q + g
(1)
2,↓,q +O(ε2)
)
|0〉 .
(S28)
Using the connection dˆq,a+1 = dˆq,ae
ipi/2 we find that
depending on q+φ all eigenmodes ψˆ†↓,q can be populated.
For instance, when shifting the ground state by pi/2 one
finds
eipi/2dˆ
†
q · g(1)0,↓,q = (1− x)dˆ
†
q
(
g
(1)
0,↓,q + g
(1)
1,↓,q
)
+ (1 + x)dˆ
†
q
(
g
(1)
2,↓,q − g(1)3,↓,q
)
, with x = ε
cos(q)
2
. (S29)
Note that |q| < pi/4 and therefore a complex phase is re- quired to mix the different sectors of parity within the
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dimers. If, for instance, φ = 0 then only states within
the same parity sector can be populated, i.e., from the
ground state these are g
(1)
0,↓,q, g
(1)
2,↓,q. The corresponding
time evolution is that of a two level system with fre-
quency ω = ∆. However, in the case of the Peierls pulse
Eq. (S3) transitions between all bands can be observed
(see Figs. S6 and S6).
Mean-field decoupling at low fillings
Finally we briefly discuss the limit thop/U  1 in
which we can rewrite the Hubbard interaction in terms
of local spin operators
nˆ↑,j nˆ↓,j = −
1
2
(
(nˆ↑,j − nˆ↓,j)2 − (nˆ↑,j + nˆ↓,j)
)
(S30)
=
1
2
nˆj − 2
(
sˆzj
)2
(S31)
⇒ Hˆ = −thop
∑
σ,j
(
cˆ†σ,j cˆσ,j+1 + h.c.
)
+ · · ·
+
∑
i
∆j sˆ
z
j − 2
(
sˆzj
)2
+
1
2
nˆj︸ ︷︷ ︸
Hˆint
. (S32)
We note that for large U the formation of local moments(
sˆzj
)2
with strong polarization in the expectation val-
ues of sˆzj minimizing the Zeeman coupling is beneficial.
Therefore we can perform a mean-field decoupling around
the saturated local expectation values sˆzj = 〈sˆzj 〉+δsˆzj and
neglect contributions ∝ δ2, leading to
Hˆint
∼
=
∑
j
δsˆzj
(
∆j
2
− 4U〈sˆzj 〉
)
+ · · ·
+ 〈sˆzj 〉
(
∆j
2
− 2U〈sˆzj 〉
)
+ Unˆj . (S33)
Inserting for the local expectation values the SDW pat-
tern in the unit cell 〈sˆzj 〉 = m (−1/2,−1/2, 1/2, 1/2), where
m is to be determined self consistently, we see that
the second summand is only a constant. Defining the
renormalized Zeeman coupling ∆˜ = 1/2 (∆ + 4U) and
∆˜σ,j = ∆˜jsgn(σ) we obtain
Hˆint =
∑
σ,j
nˆσ,j
(
U +
δ
2
∆˜σ,j
)
+ const (S34)
and thereby (up to an on-site potential ∝ U) we rewrote
the interaction in terms of an effective Zeeman coupling
for which we can use the noninteracting solution above.
