In this work we propose a technique for spatial and temporal partitioning of a logic circuit based on the nodes activity computed by using a simulation at an higher level of abstraction. Only those components that are activated by a given input vector are added to the detailed simulation netlist. The methodology is suitable for parallel implementation on a multi-processor environment and allows to arbitrarily switch between fast and detailed levels of abstraction during the simulation run. The experimental results obtained on a significant set of benchmarks show that it is possible to obtain a considerable reduction in both CPU time and memory occupation together with a considerable degree of accuracy. Furthermore the proposed technique easily fits in the existing industrial design flows.
I -INTRODUCTION
In the last few years the complexity of electronic systems design increased exponentially, thus again outpacing the Moore's law [I]. At the same time the market pressure is leading to an equivalent fast growth of the number of functionalities integrated in a single chip, associated with always tighter performance constraints. This trend represents a considerable dilemma for the designers of portable, low-power circuits. The two dimensional (area, timing) design space is quickly expanding to a third design dimension, with power constraints becoming of primary importance for reliability, packaging cost and battery life requirements. Dynamic simulation still plays a major role for fast, accurate functional and performance analysis, but it appears to be a bottleneck in the verification flow. A huge amount of work has been done in order to improve large circuits simulation efficiency: at transistor level by exploiting relaxation [2], event driven techniques [3] and efficient device models [4]; at logical level by RTL or behavioral language modeling [5]. In the power domain, efficient power analysis tools [6], [7] and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. DAC 99. New Orleans, Louisiana 8 1999 ACM 1-581 13-092-9/99/0006..$5.00 high level estimation techniques [8], [9] , [ I O ] have been introduced to overcome the complexity of the VLSI design verification problem. At the same time a generation of mixed-mode, as well as multi-domain analog simulators have also been recently introduced, improving the state of the art in this field. In [IO] it is described a two level simulator for power characterization of macros in which the information available during high level simulation is exploited to reduce the number of slow, accurate low-level simulations. Saleh [ I I], described an integrated simulation flow going across multiple levels and mixed domains, thus addressing the issues of interfaces, inter-domain transformation and algorithms for various analysis regimes. In [ 121 existing simulators at different levels of abstraction are combined in a hierarchical way in order to efficiently reduce the simulation time for accurate typical current estimation. In [14], a macro-modeling based gate-level powerhiming analysis tool is described, achieving transistor level accuracy with one order of magnitude efficiency improvement. Parallel simulation techniques have been explored as an alternative approach for complexity reduction. Authors in [15] proposed a transformation of the VHDL description of a logic circuit into a parallel discrete event model that is suitable for concurrent simulation. A pattern partitioning strategy has been proposed in [16], [17] for parallel power estimation based on Monte Carlo sampling. In our work we exploit the speed of a logic simulator to perform the simultaneous partitioning of a circuit into sub-circuits and of the simulation interval into time windows. This spatio-temporal partitioning is realized in such a way that only those sub-circuits that are active in a particular time window are simulated in that window. At the same time, each of the sub-circuits thus obtained is independent from all the others, and can be simulated in parallel on a computer network. By using any transistor level simulators a corresponding accuracy can be obtained, while at the same time a speed-up factor that is roughly proportional to the number of available computing resources is achieved. Another interesting feature of the proposed system is the possibility of applying the more detailed and computationally intensive level of simulation only to limited sub-intervals of the entire simulation time, and applied only to the subset of circuit elements that are active during that time interval. With respect to previous work, our technique does not require any kind of block macro-modeling and it does not use statistical sampling methods. The paper is organized as follows. The methodology for partitioning is described in Section I1 and the parallel simulation environment is illustrated in Section 111. Section IV shows the experimental results conducted on industrial designs as well as on a set of ISCASS9 benchmarks. Conclusions and future work are given in Section V.
I1 -NETLIST PARTITIONING
In general the partitioning problem can be described as the problem of finding a partition of a set of components V into k subsets V I , V2, ..., V k , in such a way that a target function is optimized, subject to a set of constraints [13]. Of course the actual expression of the target and constraint functions is strongly dependent on the particular context. The netlist partitioning phase in a logic simulation is the step in which the circuit is virtually split into a set of different interconnected sub-circuits. The partitioning effort is compensated by the fact that the global complexity of solving all the individual subproblems is less than that associated with the solution of the initial problem because the simulation algorithms are at best superlinear in the number of circuit elements. Furthermore it is possible to exploit the intrinsic latency that is typical of logic designs to neglect the inactive sub-circuits, thus considerably decreasing the simulation time. Usually logic netlist partitioning is based on static, topological information. In our approach we propose to use the activity of the circuit, extracted from a higher level simulation, in order to perform a dynamic partitioning of the logic block to be simulated. In this way the circuit is modeled as a dynamic combination of components activated in sequence by the propagation of signals. Therefore the dynamic partitioning problem is formulated in terms of a set of t i m e v a r y i n g s u b s e t s of c o m p o n e n t s V , ( t ) , V,(t), ..., Vk,(t). At any time, the active subset is the set of devices that present a non-zero activity. The components belonging to the non-active subsets can be functionally ignored and therefore they only have to be considered as a load for the active sets. The dynamic evolution of the network is not sensibly modified by assigning the value of the stable nodes to the driven or loaded devices and by replacing the inactive devices with a fixed capacitive load. In principle a different static partitioning could be generated for every different input pattern, provided that the corresponding set of active devices can be determined. The partitions thus obtained will contain the minimum number of elzments that needs to be simulated when applying that particular input pattern. This holds independently from the absolute time once the state of the network is known. The spatial partitioning into active and inactive subsets is associated with a temporal partitioning obtained by repeating it for every pattern or any arbitrary subsequence of patterns. Let introduce the following definitions: i ) Cell: a set of primitives (MOS, capacitors, etc.) enclosed in a block of which the boundary I/ 0 is observable; ii) Active cell: a cell is considered.active if a 'digital' transition is detected at any of its ports. Let also assume that the following information can be extracted from the logic simulator, for example by means of a procedural interface language (PLI): I) the list of all signals; 2) for a given cell, the list of all signals connected to the cell; 3 ) at any given time, the value of any signal. By using this information, all the cells that become active after a signal transition can be determined at any time. Furthermore the state of inactive signals can be also determined . The pseudo code in figure 1 illustrates the complete flow of the proposed algorithm. In general a cell is included in the sub-netlist to be simulated at transistor level if at least one of its ports is connected to a net that changed its value. Next, all the ports are processed and: i) connected to the net if it is a simulated net; ii) connected to VDD or GND if are not simulated input; iii) connected to the corresponding net and initialized if are not simulated output or inout. In order to achieve the highest efficiency in spatial partitioning the memory nodes internal to the cells (e.g. storage nodes of master-slave FFs) are made visible to the logic simulator. The state of the internal nodes, that is not observable from the I/O boundary, remains unspecified and it is eventually resolved at the electrical level. A simple example of the dynamic partitioning technique proposed in this paper is illustrated in figure 2. The time elapsed between two consecutive top level input vectors has been assumed as the time frame for temporal partitioning. the circuit has no latency and it can be partitioned, as shown in figure 2d. It is important to observe that the two circuits are mutually independent and therefore they can be simulated in parallel on two different processors. By using the input stream transitions to define the time-domain partitioning granularity, it is possible to guarantee the correct propagation of the signal slopes across the cells, without having to introduce virtual D/A and AID converters. A reasonable estimation of the transient duration [ 181, guarantees that the split is not performed while the internal nodes are switching, thus preserving the state of the network at its boundary.
Back-annotation of delays and loads from layout is fully supported by the proposed technique and can be exploited to better represent the dynamic evolution of the network. The quality of the partitioning results obviously depends upon the particular choice of an objective function, which in turn depends upon the particular problem or application. In our case we have identified two different applications: mixed level analysis of digital systems, i.e. to allow considerably different levels of accuracy and efficiency within the same simulation session, and parallel simulation. As an example of a mixed level analysis let consider the simulation of a system for which the actual operating region that has to be verified is preceded by a long initialization phase (e.g. the boot of a micro-controller). In this case the logical simulator is simply used to determine the state of the network at the beginning of the interesting region, then a reduced netlist corresponding to the portion of the system that is sensitized in the active region, is dynamically extracted and simulated in greater detail. The graphs in Figure 3 sketches the CPU time reduction that is achievable in this way. The dynamic partitioning, in this case, is obviously determined by the particular user selection of the intervals to be simulated in more detail. The choice of the objective function is less trivial for the parallel simulation case. One simple possibility is to minimize the total CPU time subject to the availability of a given number of concurrent computing resources. As an overhead is involved with the operations of creating an individual netlist for each sub-circuit and of spawning each concurrent simulation, and since this overhead is proportional to the number of simulated sub-circuits, the global simulation time does not necessarily decrease monotonically with the number of different spatio-temporal partitions, and an optimal partitioning exists.
I11 -PARALLEL IMPLEMENTATION
As an example of parallel simulation let us consider the temporal evolution of the state of the circuit represented in figure 2. When the first pattern is applied, the portion of the network that is perturbed (figure 2c) is extracted and its state is determined by the logic simulator. Once this step is completed the transistor-level simulator can be invoked to accurately simulate the corresponding sub-circuit. This involves the execution of a start-up phase (netlist parsing, model loading, etc.) followed by the actual simulation ( figure 3) . Concurrently, the logic-level simulator can process the next pattern and extract the sub-circuit of figure 2d, suitable for a new, independent transistor-level simulation. Without losing generality the high level processing can be performed on an arbitrary number of patterns before triggering the lower level simulator. Let us assume that P is the total number of patterns in the I/O data stream, M is the number of computing resources available for transistor-level simulations and that a simple partitioning scheme is applied, e.g. such that P / M patterns are assigned to every transistor level simulation resource, as shown in figure 4. The total simulation time is given by the sum of the CPU time required for simulating P/ M patterns at transistor-level, the start-up time of the last simulation and the CPU time required by the logic simulator to simulate P patterns, also including the extra time spent by the PLI to create the sub-circuit netlists. As the time spent by the PLI to create the netlists can be larger than the actual logic simulation time for a given interval, the entire process can be further accelerated if the logic simulation is also concurrently executed by M simulators, each one targeting the creation of a single subcircuit. In this case the contribution of the logic simulator is also reduced by a factor of M. We propose a method for the parallel implementation of the dynamic partitioning algorithm that is based on a semi-empirical estimation of the CPU time reduction obtained by the concurrent vs. sequential implementation. Let assume that N is the number of primitives in the circuit, where a primitive can be any of the components in the transistor-level netlist. The expected CPU time for the serial electrical simulation can be evaluated as:
(1) CPU,,, = a x P x N P 1 < p < 2
Where a is platform dependent and p is bounded by the worst case complexity of a linear time solver and a Newton solver [19]. Both a and p can be empirically pre-characterized by measuring the CPU time required to simulate a given number of primitives. Let also define by M the number of available computing resources, k the total number of different temporal partitions, OV the overhead for netlist extraction after P / k patterns. The upper bound for the parallel simulation time ( C P U ) can be expressed as: Par Otherwise the efficiency will be lower (curve A). The advantage of the proposed methodology becomes more evident when dealing with large circuits and long input sequences. In this case the CPU time can be effectively reduced by a factor of M.
pcpuj CPU+CtO" The optimal partitioning can be found by adaptively determining the value of k and the number of simulation vectors associated with each time interval that minimizes the total CPU time. This optimization problem can be formulated as follows: mink, p , ( m a x ( a ( P j N i ( P i ) P
In practice the constraint on k can be relaxed, thus allowing each processor to run multiple shorter simulations in sequence. In principle any of the existing k-way partitioning algorithms [ 131 could be applied to the solution of the optimization problem described in Eq. (3). As the efficiency and optimality of the partitioning algorithm are not critical for the global performance of our method, in our implementation we decided to use the sub-optimal adaptive algorithm illustrated in figure 6 . The dashed curves represent equal contour lines for the function C P U ( P , N ) . Applying P, patterns to a generic circuit with N , elements will require a CPU time less than CPU,,, if the corresponding point C P U , = C P U ( P , , N s ) lies below the CPUmax curve.
The algorithm proceeds by adding one vector at a time to the current temporal partition until the corresponding predicted CPU value exceeds C P U m a x . When this happens the simulation is split at the previous time step, the overhead is added to the total CPU time and the corresponding subcircuit netlist is created. This technique provides a simple and efficient adaptive control on the elapsed CPU time independently of the circuit size. Shorter simulation sequences will be applied to larger circuits in such a way that the estimated CPU time will be always bounded by the pre-defined CPUrnax limit.
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IV -EXPERIMENTAL RESULTS
The proposed dynamic partitioning algorithm has been implemented and integrated in a flow for detailed full-chip power simulation and verification. This system has been used to accurately determine the power consumed by a variety of different CMOS digital and mixed-signal circuits, including memories, combinational and sequential blocks. The partitioning scheme has been implemented by using the Verilog-XL PLI [20] . Depending on the circuit complexity we used either Powermill [4] or ELDO [2] as the accurate transistor level simulator. The results obtained on a set of circuits including both ISCAS-89 benchmarks and industrial products are presented in Table 1 . The simulation time speed-up is shown in column 3. As it can be noted the best improvement was achieved with the largest circuits (mic2, bmu). In the first case the theoretical CPU time reduction coming from parallel simulation has been magnified by a factor of two thanks to the exploitation of circuit latency obtained by applying spatial partitioning, whereas in the other case a less significant improvement was obtained. The reduction of memory occupation is shown in column 4. The accuracy of the proposed methodology is evaluated by using the following formula: using the dynamic partitioning and the serial electrical simulation of the full circuit respectively, and E [ ] is the expected value of the bracketed quantity. Note that the average supply current usually represents one of the most critical parameters for electrical simulation accuracy. In column 6 the overhead is compared with the total simulation time in order to show the performance degradation and the potential gain for small and large simulations respectively. The comparison between voltage and currents waveforms obtained from parallel and serial simulation is shown in figure  1 and 8 for a few nodes of a large SRAM circuit. The istantaneous discrepancies are explained by the unknown value of the internal nodes. Nevertheless the accuracy is still remarkable in both cases, and it is certainly sufficient for either timing or power analysis .
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V -CONCLUSIONS
We have presented a dynamic circuit partitioning methodology. The proposed technique allows to split the simulation time into intervals, and correspondingly .the circuit topology into subcircuits by using the node activity extracted from the results of a simulation at an higher level of abstraction. The pairs (sub-circuit, sub-interval) thus obtained, are all independent. Therefore the expensive detailed (e.g. transistor level) simulations can be executed in parallel. By properly preserving the state at the boundary of each partition both voltage and current waveform can be computed with a remarkable degree of accuracy, as confirmed by the experimental results presented in this work. At the same time our method provides a considerable decrease of both memory and CPU requirements, sometimes making the difference between feasibility and infeasibility of a given problem. The implementation of the proposed technique and its integration in existing design flows is rather simple, thus making it suitable for relevant industrial applications such as power or timing characterization of large macros, full-chip power analysis, and mixed-signal simulation.
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