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Abstract
For prime p, GR(pa,m) represents the Galois ring of order pam and charac-
terise p, where a is any positive integer. In this article, we study the Type (1) λ-
constacyclic codes of length 4ps over the ring GR(pa,m), where λ = ξ0+ pξ1+ p
2z,
ξ0, ξ1 ∈ T (p,m) are nonzero elements and z ∈ GR(p
a,m). In first case, when λ
is a square, we show that any ideal of Rp(a,m, λ) =
GR(pa,m)[x]
〈x4ps−λ〉
is the direct sum
of the ideals of GR(p
a,m)[x]
〈x2ps−δ〉
and GR(p
a,m)[x]
〈x2ps+δ〉
. In second, when λ is not a square, we
show that Rp(a,m, λ) is a chain ring whose ideals are 〈(x
4 − α)i〉 ⊆ Rp(a,m, λ),
for 0 ≤ i ≤ aps where αp
s
= ξ0. Also, we prove the dual of the above code is
〈(x4 − α−1)ap
s−i〉 ⊆ Rp(a,m, λ
−1) and present the necessary and sufficient condi-
tion for these codes to be self-orthogonal and self-dual, respectively. Moreover, the
Rosenbloom-Tsfasman (RT) distance, Hamming distance and weight distribution
of Type (1) λ-constacyclic codes of length 4ps are obtained when λ is not a square.
Key Words : Constacyclic code, Chain rings, Galois rings, RT distance.
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1. Introduction
The constacyclic codes over finite rings have been extensively studied for the last six
decades due to their theoretical and practical importance. Recall that when the charac-
teristic of a ring is relatively prime to the length n of the code over the ring is known
as simple-root constacyclic code. It is called the repeated-root constacyclic code if the
length n is not relatively prime to the characteristic of the ring. Due to vide application,
the repeated-root constacyclic codes are the center of attention of the present research in
coding theory. After 1970, several researchers such as Massey et al. [21], Falkner et al.
[16], Roth and Seroussi [24], Van Lint [31] and Castagnoli et al. [3] have been worked on
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these codes. In 2010, Dinh [7] classified the constacyclic codes of length ps over the chain
ring Fpm + uFpm. In continuation, the complete structure of constacyclic codes of length
2ps, 4ps and nps over Fpm + uFpm are obtained in [4, 11, 32], respectively. They focused
on the dual of the constacyclic codes and derived conditions under which the constacyclic
codes are self-dual. In 2015, Sobhani [27] studied the (δ + αu2)-constacyclic codes of
length ps over the chain ring Fpm + uFpm + u
2Fpm. Recently, Dinh et. al [12, 13] studied
the the Type (1) constacyclic codes of length 2ps and 4ps over the chain ring Fpm[u]/〈u
a〉
of size pma. They have determined the RT distance and weight distributions for these
codes of length 2ps and 4ps, respectively. Along with the finite chain ring, the Galois
ring has also got major attention to the study of repeated-root cyclic, negacyclic and
constacyclic codes, we refer [6, 17, 28, 26, 13]. In 2017, Liu and Maouche [20] studied the
repeated-root constacyclic of length ps over the Galois ring GR(pa, m). They had com-
pletely determined the structure of Type (1) constacyclic codes and their dual, Hamming,
and Homogeneous distances over it. In 2019, Klin-eam and Sriwirach [18] investigated the
Type (1) constacyclic codes of length 2ps over the Galois ring GR(pa, m) and calculated
the RT distance and weight distribution for these codes. To continue the above studies,
we consider the Type (1) constacyclic codes of length 4ps over the Galois ring GR(pa, m).
Here, we study the complete structure of Type (1) constacyclic, their dual codes and also
calculate the RT distance, weight distribution, and Hamming distance.
The article is organized as follows: The basic facts and results are presented in Section
2. In Section 3, (i) when λ is a Type (1) unit such that λ = δ2 in GR(pa, m), we show that
λ-constacyclic code of length 4ps can be found as the direct summands of δ-constacyclic
and (−δ)-constacyclic code of length 2ps, respectively, (ii) when λ is not a square, we show
that Rp(a,m, λ) =
GR(pa,m)[x]
〈x4ps−λ〉
is a chain ring whose ideals are 〈(x4−α)i〉, for 0 ≤ i ≤ aps
where αp
s
= ξ0, (iii) the necessary and sufficient condition for Type (1) λ-constacyclic
codes to be self-orthogonal, self-dual are obtained, (iv) the existence of non trivial multi-
constacyclic codes over GR(pa, m) are presented. In Section 4, we have calculated the RT
distance and weight distribution for these codes. The Hamming distance are computed
in Section 5 and Section 6 concludes the paper.
2. Preliminary
Let R be a finite commutative ring. Recall that C ⊆ Rn is said to be a linear code
of length n if it an R-submodule of Rn. The members of C are known as codewords.
The dual of the linear code C is defined by C⊥ = {a ∈ Rn | a · b = 0 ∀ b ∈ C},
where the inner product (Euclidean) of a = (a0, a1, . . . , an−1), b = (b0, b1, . . . , bn−1) ∈ C
is a · b =
∑n−1
i=0 aibi. The code C is said to be self-orthogonal if C ⊆ C
⊥ and self-dual
if C = C⊥. Let λ be a unit in R. Then C is called λ-constacyclic code of length n
if (λcn−1, c0, . . . , cn−2) ∈ C whenever (c0, c1, . . . , cn−1) ∈ C. Evidently, for λ = 1, it
is cyclic and for λ = −1, it is negacyclic code of length n. The λ-constacyclic code
C of length n can be viewed as the ideal of the ring R[x]
〈xn−λ〉
under the identification
c = (c0, c1, . . . , cn−1) −→ c(x) = c0 + c1x + · · · + cn−1x
n−1 mod (xn − λ) ∈ R[x]
〈xn−λ〉
. It
is well known that the dual C⊥ is a λ−1-constacyclic code, i.e., it an ideal of the ring
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R[x]
〈xn−λ−1〉
when C is a λ-constacyclic code of length n. The ring R is called (i) principal
ideal ring if every ideal of R is generated by a single element, (ii) chain ring if its ideals
form a chain under set inclusion, and (iii) local ring if it has a unique maximal ideal.
Lemma 1. [9] Let R be a finite commutative ring. Then the following facts are equivalent:
1. R is a local ring with unique maximal ideal M = 〈a〉 for some a ∈ R.
2. R is a local principal ideal ring.
3. R is a chain ring.
Lemma 2. [9] Let C be a linear code of length n over a finite chain ring R of size pt.
Then the number of codewords of C is pk, for 0 ≤ k ≤ tn. Further, the dual code C⊥ has
ptn−k codewords, i.e., | C || C⊥ |=| R |n.
Let Zpa be the ring of integers modulo p
a, where p is a prime and a, positive integer.
A polynomial f(u) over Zpa is said to be a basic irreducible if its reduction modulo p is
irreducible in Zpa. Denote GR(p
a, m) =
Zpa [u]
〈f(u)〉
, where f(u) is a basic monic irreducible
polynomial of degreem in Zpa [u]. Then GR(p
a, m) is a Galois ring of characteristic pa and
degree m. It is also a finite commutative ring of order pma. Note that GR(pa, m) = Fpm
when a = 1, and GR(pa, m) = Zpa when m = 1. The next results give some basic idea
about GR(pa, m).
Lemma 3. [22] Let GR(pa, m) =
Zpa [u]
〈f(u)〉
be the Galois ring.
1. GR(pa, m) is a local ring with the unique maximal ideal 〈p〉 = pGR(pa, m) and
hence, it is a chain ring whose ideals are {0} = 〈pk〉 ( 〈pk−1〉 ( · · · 〈p〉 ( 〈1〉 =
GR(pa, m), where k is the nilpotency of p with 0 ≤ k ≤ a. Moreover, GR(p
a,m)
〈p〉
∼= Fpm
and | 〈pi〉 |=| piGR(pa, m) |= pm(a−i).
2. Let ξ be a primitive (pm−1)th root of unity in GR(pa, m). Then the Teichmu¨ller set
T (p,m) = {0, 1, ξ, ξ2, . . . , ξp
m−2} is the representation of the coset GR(p
a,m)
pGR(pa,m)
= Fpm
in GR(pa, m). Therefore, every element r of GR(pa, m) has the unique representa-
tion r = ξ0 + pξ1 + · · ·+ p
a−1ξa−1, where ξi ∈ T (p,m), 0 ≤ i ≤ a− 1.
3. Each element of GR(pa, m) can be viewed as vpk, where 0 ≤ k ≤ a but fixed and a
unit v is unique modulo 〈pa−k〉.
4. The elements ξi − ξj for 0 ≤ i < j ≤ pm − 2 are units in GR(pa, m).
Let λ ∈ GR(pa, m) be a unit. Then it has the expression
λ = ξ0 + pξ1 + · · ·+ p
a−1ξa−1
= ξ0 + pξ1 + p
2z,
where ξi ∈ T (p,m), 0 ≤ i ≤ a− 1 and ξ0 is non zero in T (p,m) and z ∈ GR(p
a, m). If
ξ1 6= 0, then λ is said to be a unit of Type (1) and if ξ1 = 0, then λ is a unit of Type (0).
It is well known that the set of units of GR(pa, m) is the union of the disjoint sets of Type
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(0) and Type (1) units. The code C is called of Type (0) λ-constacyclic if λ is Type (0)
unit and Type (1) λ-constacyclic if λ is Type (1) unit of GR(pa, m). In this article, we
classify all the Type (1) λ-constacyclic codes of length 4ps over GR(pa, m). The following
result calculates the inverse of Type (0) and Type (1) units, respectively.
Lemma 4. [20] Let λ1 = ξ00+ pξ01+ p
2z1, λ2 = ξ10+ pξ11+ p
2z2 be two units of Type (1)
and λ3 = 1 + p
2z3, λ4 = 1 + p
2z4 be two units of Type (0) in GR(p
a, m). Assume that a0
be the smallest positive integer such that 2a0 ≥ a, i.e., p2
a0 = 0. Then
1. product of Type (0) and Type (1) units is a Type (1) unit, particularly, λ1λ3 is Type
(1) unit.
2. product of two Type (0) units is a Type (0) unit, particularly, λ3λ4 is Type (0) unit.
3. λ−11 = ξ
−1
00 (1 − p(ξ
−1
00 ξ01 + pξ
−1
00 z1))
∏a0−1
j=0 [1 + p
2j (ξ−100 ξ01 + pξ
−1
00 z1)
2j ] is a Type (1)
unit, i.e., inverse of Type (1) unit is Type (1) unit.
4. λ−13 = (1−p
2z3)
∏a0−1
j=0 [1+(p
2z3)
2j ] is a Type (0) unit, i.e., inverse of Type (0) unit
is Type (0) unit.
3. Constacyclic codes of length 4ps
Let λ = ξ0+pξ1+p
2z be a unit of Type (1) in GR(pa, m). Define Rp(a,m, λ) =
GR(pa,m)[x]
〈x4ps−λ〉
.
Then the λ-constacyclic codes of length 4ps are precisely the ideals of the ring Rp(a,m, λ).
Now, in the present section, we calculate all λ-constacyclic codes of length 4ps under two
different cases: (i) when λ is a square, and (ii) when λ is not a square in GR(pa, m).
3.1. When λ is a square
Let λ = δ2 in GR(pa, m). Then x4p
s
− λ = x4p
s
− δ2 = (x2p
s
− δ)(x2p
s
+ δ). Therefore, by
Chinese Remainder Theorem, we have
Rp(a,m, λ) =
GR(pa, m)[x]
〈x4ps − λ〉
∼=
GR(pa, m)[x]
〈x2ps − δ〉
⊕
GR(pa, m)[x]
〈x2ps + δ〉
.
Hence, the λ-constacyclic code C of length 4ps can be written as C = C1⊕C2, where C1, C2
are δ-constacyclic and (−δ)-constacyclic codes of length 2ps over GR(pa, m), respectively.
The complete classification of δ-constacyclic codes of length 2ps over GR(pa, m) are ob-
tained in [18], and they have also calculated the number of the codewords. Hence, we
find the structure of λ-constacyclic code of length 4ps by taking the direct summands of
C1 ⊆
GR(pa,m)[x]
〈x2ps−δ〉
and C2 ⊆
GR(pa,m)[x]
〈x2ps+δ〉
where the number of codewords | C |=| C1 || C2 |.
Consequently, we have the following result.
Theorem 1. Let λ, not a square, be a unit of Type (1) in GR(pa, m). Then the λ-
constacyclic codes are given by C = C1 ⊕ C2, where C1, C2 are ideals of
GR(pa,m)[x]
〈x2ps−δ〉
and
GR(pa,m)[x]
〈x2ps+δ〉
, respectively. Further, | C |=| C1 || C2 |.
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Theorem 2. Let C = C1 ⊕ C2 be a λ-constacyclic code of length 4p
s, where C1, C2 are
ideals of GR(p
a,m)[x]
〈x2ps−δ〉
and GR(p
a,m)[x]
〈x2ps+δ〉
, respectively. Then C⊥ = C⊥1 ⊕ C
⊥
2 . Moreover, C is a
self-dual λ-constacyclic code of length 4ps if and only if C1, C2 are self-dual δ-constacyclic
and (−δ)-constacyclic code over GR(pa, m), respectively.
Proof. It is evident that C⊥1 ⊕ C
⊥
2 ⊆ C
⊥. On the other hand,
| C⊥1 ⊕ C
⊥
2 |=| C
⊥
1 | · | C
⊥
2 | =
| GR(pa, m) |2p
s
| C1 |
·
| GR(pa, m) |2p
s
| C2 |
=
| GR(pa, m) |4p
s
| C |
= C⊥.
Therefore, C⊥ = C⊥1 ⊕ C
⊥
2 .
Further, it is clear from the above discussion that C is self-dual λ-constacyclic code of
length 4ps if and only if C1, C2 are self-dual δ-constacyclic and (−δ)-constacyclic code over
GR(pa, m), respectively.
3.2. When λ is not a square
Lemma 5. Let b and λ be two units in GR(pa, m). Then, for any positive integer n,
there exist polynomials αn(x), βn(x), θn(x) in Z[x] such that
1. if p = 2, then (x4+b)2
n
= x2
n+2
+b2
n
+2αn(x) = x
2n+2+b2
n
+2{(bx4)2
n−1
+2βn(x)}.
Further, αn(x) is invertible in R2(a,m, λ).
2. if p is odd prime, then (x4 + b)p
n
= x4p
n
+ bp
n
+ p(x4 + b)θn(x).
Proof. In order to prove the result, we use induction on n.
1. Let p = 2 and n = 1. Then (x4 + b)2 = x8 + b2 + 2x4b = x2
3
+ b2 + 2α1(x), where
α1(x) = x
4b is invertible in R2(a,m, λ) and β1(x) = 0. Therefore, the statement is
true for n = 1. Assume that it is true for all values less than n. Now,
(x4 + b)2
n
= [(x4 + b)2
n−1
]2 = [(x2
n+1
+ b2
n−1
+ 2αn−1(x)]
2
= x2
n+2
+ b2
n
+ 4α2n−1(x) + 2x
2n+1b2
n−1
+ 4αn−1(x)x
2n+1 + 4αn−1(x)b
2n−1
= x2
n+2
+ b2
n
+ 4[α2n−1(x) + αn−1(x)x
2n+1 + αn−1(x)b
2n−1 ] + 2(x4b)2
n−1
= x2
n+2
+ b2
n
+ 2[(x4b)2
n−1
+ 2βn(x)]
= x2
n+2
+ b2
n
+ 2αn(x),
where βn(x) = α
2
n−1(x) + αn−1(x)x
2n+1 + αn−1(x)b
2n−1 and αn(x) = (x
4b)2
n−1
+
2βn(x). Since, x, b are units and 2 is nilpotent in R2(a,m, λ), αn(x) is unit in
R2(a,m, λ). Hence, the statement is true for n. Hence, it is true for all positive
integers n.
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2. Let p be an odd prime and k, a positive integer. Then
(x4p
k−1
+ bp
k−1
)p = x4p
k
+ bp
k
+
k−1∑
i=1
(
p
i
)
(bp
k−1
)i(x4p
k−1
)p−i
= x4p
k
+ bp
k
+
k−1
2∑
i=1
{(p
i
)
(bp
k−1
)i(x4p
k−1
)p−i
+
(
p
p− i
)
(bp
k−1
)p−i(x4p
k−1
)i
}
= x4p
k
+ bp
k
+
k−1
2∑
i=1
(
p
i
)
bip
k−1
x4ip
k−1
{
x4p
k−1(p−2i) + bp
k−1(p−2i)
}
.
Since, pk−1(p−2i) is odd, there exists a polynomial β ′i(x) ∈ Z[x] such that x
4pk−1(p−2i)+
bp
k−1(p−2i) = (x4 + b)β ′i(x) for 0 ≤ i ≤
p−1
2
. Hence,
(x4p
k−1
+ bp
k−1
)p = x4p
k
+ bp
k
+
k−1
2∑
i=1
(
p
i
)
bip
k−1
x4ip
k−1
(x4 + b)β ′i(x)
= x4p
k
+ bp
k
+ p(x4 + b)
k−1
2∑
i=1
(
p
i
)
p
bip
k−1
x4ip
k−1
β ′i(x)
= x4p
k
+ bp
k
+ p(x4 + b)βk(x), (3.1)
where βk(x) =
∑ k−1
2
i=1
(pi)
p
bip
k−1
x4ip
k−1
β ′i(x). Now, putting k = 1, then the statement
is true. Assume it is true for all values less than n. In order to prove the result for
n, we have
(x4 + b)p
n
= [(x4 + b)p
n−1
]p = [x4p
n−1
+ bp
n−1
+ p(x4 + b)β(x)]p
= (x4p
n−1
+ bp
n−1
)p +
p∑
i=1
(
p
i
)
(x4p
n−1
+ bp
n−1
)p−i(p(x4 + b)β(x))i
= (x4p
n−1
+ bp
n−1
)p + p(x4 + b)γ(x), (3.2)
where γ(x) =
∑p
i=1
(
p
i
)
(x4p
n−1
+bp
n−1
)p−i (p(x
4+b)β(x))i
p(x4+b)
. Therefore, by using equations
(3.1) and (3.2), we have
(x4 + b)p
n
= x4p
n
+ bp
n
+ p(x4 + b)βn(x) + p(x
4 + b)γ(x)
= x4p
n
+ bp
n
+ p(x4 + b)θn(x),
where θn(x) = βn(x)+γ(x). Hence, the statement is true for n. Thus, by induction
hypothesis, we can conclude that it is true for each integer n. This completes the
proof.
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Lemma 6. Let λ = ξ0 + pξ1 + p
2z be a unit of Type (1) in GR(pa, m), where ξ0, ξ1 ∈
T (p,m) are non zero and z ∈ GR(pa, m). Then in Rp(a,m, λ), we have 〈(x
4−α)p
s
〉 = 〈p〉,
where α is an invertible element in T (p,m) and αp
s
= ξ0. Further, (x
4−α) is a nilpotent
with nilpotency index aps.
Proof. Note that T (p,m) \ {0} ∼= F∗pm and ξ is the generator of T (p,m) \ {0}. Since p
s
and | 〈ξ〉 |= pm − 1 are prime to each other, so ξp
s
is also a generator of T (p,m) \ {0}.
Therefore, ξtp
s
= ξ0, for some integer 0 ≤ t ≤ p
m − 1. Hence, αp
s
= ξ0 where α = ξ
t.
Now, we consider two cases, one for p = 2 and other for odd prime p. Here, recall that
Rp(a,m, λ) is a local ring, sum of two non-invertible elements is non-invertible and sum
of one invertible and one non-invertible is invertible.
1. When p = 2, by Lemma 5, we have
(x4 − α)2
s
= x2
s+2
+ (−α)2
s
+ 2αs(x)
= x2
s+2
+ (−α)2
s
+ 2{(−αx4)2
s−1
+ 2βs(x)}
= λ+ α2
s
+ 2{(αx4)2
s−1
+ 2βs(x)}
= ξ0 + 2ξ1 + 4z + ξ0 + 2{(αx
4)2
s−1
+ 2βs(x)}
= 2[(αx4)2
s−1
+ ξ0 + ξ1 + 2(βs(x) + z)].
Now, we show that [(αx4)2
s−1
+ ξ0 + ξ1 + 2(βs(x) + z)] in invertible in R2(a,m, λ).
Here observed that (αx4)2
s−1
+ ξ0 is non-invertible. Because, if it is invertible, then
(αx4)2
s−1
− ξ0 = {(αx
4)2
s−1
+ ξ0} − 2ξ0 is also invertible in R2(a,m, λ) and hence,
(αx4)2
s
−ξ20 = {(αx
4)2
s−1
−ξ0}{(αx
4)2
s−1
+ξ0} is invertible. Further, (αx
4)2
s
−ξ20 =
α2
s
x2
s+2
− ξ20 = ξ0(ξ0+2ξ1+4z)− ξ
2
0 = 2ξ0(ξ1+2z). This contradicts the fact that
(αx4)2
s
− ξ20 is invertible in R2(a,m, λ). Again, it is evident that 2(βs(x) + z) is
non-invertible in R2(a,m, λ). Consequently, [(αx
4)2
s−1
+ ξ0 + ξ1 + 2(βs(x) + z)] is
invertible in R2(a,m, λ). Thus, 〈(x
4−α)2
s
〉 = 〈2〉 in R2(a,m, λ). As a is nilpotent
with index 2 in R2(a,m, λ), (x
4 − α) is nilpotent with nilpotency index a2s.
2. If p is an odd prime, then by Lemma 5, we have
(x4 − α)p
s
= x4p
s
+ (−α)p
s
+ p(x4 − α)θs(x)
= λ− αp
s
+ p(x4 − α)θs(x)
= ξ0 + pξ1 + p
2z − ξ0 + p(x
4 − α)θs(x)
= p[ξ1 + pz + (x
4 − α)θs(x)].
Now, we show that [ξ1+ pz + (x
4−α)θs(x)] is a unit in Rp(a,m, λ). Note that p is
nilpotent, (x4−α) is also nilpotent inRp(a,m, λ). Therefore, [ξ1+pz+(x
4−α)θs(x)]
is a unit in Rp(a,m, λ). Hence, 〈(x
4 − α)p
s
〉 = 〈p〉 in Rp(a,m, λ). It is clear that
(x4 − α) is nilpotent with nilpotency aps in Rp(a,m, λ).
Lemma 7. [18] Let λ = ξ0 + pξ1 + p
2z be a unit of Type (1) in GR(pa, m), where
ξ0, ξ1 ∈ T (p,m) are non zero and z ∈ GR(p
a, m). Then λ is not a square in GR(pa, m)
if and only if ξ0 is not a square in T (p,m).
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Lemma 8. Let λ = ξ0 + pξ1 + p
2z be a unit of Type (1) in GR(pa, m), where ξ0, ξ1 ∈
T (p,m) are non zero and z ∈ GR(pa, m). Also, assume that λ is not a square. Then
any non zero polynomial ax3 + bx2 + cx + d, where a, b, c, d ∈ T (p,m), is invertible in
Rp(a,m, λ).
Proof. Let f(x) = ax3+ bx2+ cx+ d where a, b, c, d ∈ T (p,m). Clearly, if deg(f(x)) = 0,
i.e., a = b = c = 0, d 6= 0, then f(x) is invertible.
Case 1: Let deg(f(x)) = 1, i.e., a = b = 0 and c 6= 0.
Here, f(x) = cx+ d. Now, in Rp(a,m, λ), we have
(x− d)p
s
(x+ d)p
s
(x2 + d2)p
s
= (x2 − d2)p
s
(x2 + d2)p
s
= (x4 − d4)p
s
= x4p
s
− d4p
s
= ξ0 − d
4ps + pξ1 + p
2z.
Since λ is not a square in GR(pa, m), ξ0 is not a square in T (p,m). Therefore, ξ0 − d
4ps
is invertible and hence, ξ0− d
4ps + pξ1 + p
2z is a unit. Thus, (x+ d)−1 = (x− d)p
s−1(x+
d)p
s
(x2 + d2)p
s
(ξ0 − d
4ps + pξ1 + p
2z)−1.
Again, for c 6= 0, we have
(cx+ d)−1 = c−1(x+ c−1d)−1
= c−1(x− c−1d)p
s−1(x+ c−1d)p
s
(x2 + c−2d2)p
s
(ξ0 − c
−4psd4p
s
+ pξ1 + p
2z)−1.
Therefore, f(x) = cx+ d, c 6= 0 is invertible in Rp(a,m, λ).
Case 2: Let deg(f(x)) = 2, i.e., a = 0, b 6= 0.
Here, f(x) = bx2+ cx+ d, where b, c, d ∈ T (p,m). Now, if f(x) is invertible, then f(x)−1
can be written as
f(x)−1 = (bx2 + cx+ d)−1
= b−1(x2 + cb−1x+ db−1)−1
= b−1(x2 + ex+ g)−1, where e = cb−1, g = db−1
= b−1(x2 + ex+ g)p
s−1(x2 + ex+ g)−p
s
(x2 − ex− g + e2)p
s
(x2 − ex− g + e2)−p
s
= b−1(x2 + ex+ g)p
s−1(x2 − ex− g + e2)p
s
[(x2 + ex+ g)(x2 − ex− g + e2)]−p
s
= b−1(x2 + ex+ g)p
s−1(x2 − ex− g + e2)p
s
[x4 + (e3 − 2eg)x+ (e2g − g2)]−p
s
= b−1(x2 + ex+ g)p
s−1(x2 − ex− g + e2)p
s
[x4p
s
+ (e3 − 2eg)p
s
xp
s
+ (e2g − g2)p
s
]−1
= b−1(x2 + ex+ g)p
s−1(x2 − ex− g + e2)p
s
[ξ0 + pξ1 + p
2z + (e3 − 2eg)p
s
xp
s
+ (e2g − g2)p
s
]−1
= b−1(x2 + ex+ g)p
s−1(x2 − ex− g + e2)p
s
[pξ1 + p
2z + {α + (e2g − g2) + (e3 − 2eg)x}p
s
]−1.
Note that pξ1+p
2z+{α+(e2g−g2)+(e3−2eg)x}p
s
is invertible if and only if α+(e2g−g2)+
(e3−2eg)x is invertible. Now, by Case 1, we can say α+(e2g−g2)+(e3−2eg)x is invertible
if α+ (e2g− g2) + (e3− 2eg)x 6= 0. If possible, let α+ (e2g− g2) + (e3− 2eg)x = 0. This
implies e = 0 or e2 = 2g and hence, α = g2−e2g = g2(when e = 0) or α = g2−e2g = −g2
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(when e2 = 2g). In both cases, we get a contradiction because α and −1 both are not
square. Therefore, α + (e2g − g2) + (e3 − 2eg)x 6= 0. Hence, f(x) is invertible.
Case 3: Let deg(f(x)) = 3, i.e., a 6= 0.
Here, f(x) = ax3 + bx2 + cx+ d, where a, b, c, d ∈ T (p,m). If f(x) is invertible, then its
inverse can be written as
f(x)−1 = (ax3 + bx2 + cx+ d)−1
= a−1(x3 + a−1bx2 + a−1cx+ a−1d)−1
= a−1(x3 + ex2 + gx+ h)−1, where e = a−1b, g = a−1c, h = a−1d
= a−1(x3 + ex2 + gx+ h)p
s−1(x− e)p
s
[(x3 + ex2 + gx+ h)(x− e)]−p
s
= a−1(x3 + ex2 + gx+ h)p
s−1(x− e)p
s
[x4 + (g − e2)x3 + (h− ge)x2 − he]−p
s
= a−1(x3 + ex2 + gx+ h)p
s−1(x− e)p
s
[x4p
s
+ (g − e2)p
s
x3p
s
+ (h− ge)p
s
x2p
s
+ (−h)p
s
ep
s
]−1
= a−1(x3 + ex2 + gx+ h)p
s−1(x− e)p
s
[ξ0 + pξ1 + p
2z + (g − e2)p
s
x3p
s
+ (h− ge)p
s
x2p
s
+ (−h)p
s
ep
s
]−1
=a−1(x3 + ex2 + gx+ h)p
s−1(x− e)p
s
[{α + (g − e2)x3 + (h− ge)x2 − he}p
s
+ pξ1 + p
2z]−1.
Note that [{(g − e2)x3 + (h − ge)x2 − he + α}p
s
+ pξ1 + p
2z]−1 exists if and only if
(g− e2)x3+ (h− ge)x2−he+α is invertible, or in other words, (g− e2)x3+(h− ge)x2−
he + α 6= 0 (By case 3). If possible, let (g − e2)x3 + (h − ge)x2 − he + α = 0. This
implies g = e2, h = e3 and α = he = e4, which contradicts the fact that α is not a square.
Therefore, (g− e2)x3+(h− ge)x2−he+α 6= 0. Hence f(x) is invertible. This completes
the proof.
Theorem 3. Let λ = ξ0 + pξ1 + p
2z be a unit of Type (1) in GR(pa, m) where ξ0, ξ1 are
non zero element of T (p,m) and z ∈ GR(pa, m). Then 〈x4−α〉 is the maximal ideal of the
chain ring Rp(a,m, λ). Therefore, the λ-constacyclic codes of length 4p
s over GR(pa, m)
are {0} = 〈(x4 − α)ap
s
〉 ( 〈(x4 − α)ap
s−1〉 ( · · · ( 〈(x4 − α)2〉 ( 〈(x4 − α)〉 ( 〈1〉 =
Rp(a,m, λ). Further, the number of codewords of the λ-constacyclic code 〈(x
4 − α)i〉 is
p4m(ap
s−i), for 0 ≤ i ≤ aps.
Proof. Let f(x) ∈ Rp(a,m, λ). Then f(x) is a polynomial of degree up to 4p
s − 1.
Therefore, f(x) can be uniquely expressed as
f(x) =
4ps−1∑
i=0
(a0ix
3 + b0ix
2 + c0ix+ d0i)(x
4 − α)i
= (a00x
3 + b00x
2 + c00x+ d00) +
4ps−1∑
i=1
(a0ix
3 + b0ix
2 + c0ix+ d0i)(x
4 − α)i,
where a0i, b0i, c0i, d0i ∈ T (p,m) for 0 ≤ i ≤ 4p
s − 1. Note that f(x) is non-invertible
if and only if a00, b00, c00, d00 ∈ 〈p〉. Also, by Lemma 6, 〈p〉 = 〈(x
4 − α)p
s
〉 ( 〈x4 − α〉.
Therefore, 〈x4−α〉 is the ideal consisting of all non-invertible elements of Rp(a,m, λ) and
hence it is maximal. Consequently, Rp(a,m, λ) is a chain ring whose ideals are given by
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{0} = 〈(x4−α)ap
s
〉 ( 〈(x4−α)ap
s−1〉 ( · · · ( 〈(x4−α)2〉 ( 〈x4−α〉 ( 〈1〉 = Rp(a,m, λ).
Further, by Lemma 2, we have | 〈(x4 − α)i〉 |= p4m(ap
s−i), for 0 ≤ i ≤ aps.
Theorem 4. Let λ = ξ0 + pξ1 + p
2z be a unit of Type (1) in GR(pa, m) where ξ0, ξ1
are non zero elements of T (p,m) and z ∈ GR(pa, m). Let C be a λ-constacyclic code of
length 4ps given by C = 〈(x4 − α)i〉 ( Rp(a,m, λ) where α
ps = ξ0. Then its dual is Type
(1) λ−1-constacyclic code of length 4ps given by C⊥ = 〈(x4 − λ−1)ap
s−i〉 ( Rp(a,m, λ
−1).
Further, the number of the codewords of C⊥ is p4mi.
Proof. From the Lemma 4, we have λ−1 = ξ−10 + pξ
′
1 + p
2z′ is a unit of Type (1) in
GR(pa, m). Therefore, Rp(a,m, λ
−1) is a chain ring with maximal ideal 〈(x4 − α−1)〉,
where α−p
s
= ξ−10 . Note that C
⊥ is an ideal of Rp(a,m, λ
−1). Then C⊥ = 〈(x4 − α−1)j〉,
where 0 ≤ j ≤ aps. Again, | C || C⊥ |=| GR(pa, m) |4p
s
= p4amp
s
. Thus, | C⊥ |= p
4amps
|C|
=
p4amp
s
p4m(ap
s
−i) = p
4mi. Hence, C⊥ = 〈(x4 − α−1)ap
s−i〉 ( Rp(a,m, λ
−1).
3.2.1. Multi-constacyclic codes
It is known that the λ-constacyclic code C is self-dual if and only if it is an ideal of both
Rp(a,m, λ) and Rp(a,m, λ
−1), i.e., it is both λ-constacyclic and λ−1-constacyclic codes.
Hence, for λ 6= λ−1, C is a constacyclic code for two different units at the same time. This
motivates to study the multi-constacyclic codes. Formally, suppose λ1, λ2 be two units in
GR(pa, m), then a code C over GR(pa, m) of length 4ps is said to be multi-constacyclic
code if C is λ1-constacyclic as well as λ2-constacyclic code over GR(p
a, m). In this case,
we call C as [λ1, λ2]-multi-constacyclic code. Evidently, if C is self-dual λ-constacyclic
code, then it is [λ, λ−1]-multi-constacyclic code. Recall that for a finite field F, there is
no non-trivial multi-constacyclic code. The only multi-constacyclic codes of length n are
{0} and Fn. But, in the next result, we prove that there exist some non-trivial multi-
constacyclic codes over finite rings, particularly, over Galois rings GR(pa, m).
Theorem 5. Let λ1 = ξ0 + pξ1 + p
2z1, λ1 = ξ0 + pǫ1 + p
2z2 be two units of Type (1) in
GR(pa, m) and C = 〈(x4−α)i〉 ⊆ Rp(a,m, λ1) be a λ1-constacyclic code of length 4p
s, for
0 ≤ i ≤ aps and αp
s
= ξ0. Then C is also a λ2-constacyclic code of length 4p
s. Hence, C
is [λ1, λ2]-multi-constacyclic code of length 4p
s.
Proof. We have C = 〈(x4 − α)i〉 for 0 ≤ i ≤ aps. By division algorithm, there exist two
integers j, t such that i = tps + j, where 0 ≤ j < ps. Then
C = 〈(x4 − α)i〉 = 〈(x4 − α)tp
s+j〉 = 〈pt(x4 − α)j〉.
Let c ∈ C be any codeword. Then c is of the form c = pt(c0, c1, . . . , c4ps−1). Hence,
pt(λ1c4ps−1, c0,
. . . , c4ps−2) ∈ C. Now,
pt(λ1c4ps−1, c0, . . . , c4ps−2) = p
t(ξ0c4ps−1, c0, . . . , c4ps−2) + p
t+1((ξ1 + pz1)c4ps−1, 0, . . . , 0) ∈ C.
Again, pt+1 ∈ 〈pt+1〉 = 〈(x4 − α)tp
s+ps〉 ⊆ 〈(x4 − α)tp
s+j〉 = 〈(x4 − α)i〉. Therefore,
(pt+1, 0, . . . , 0) ∈ C. As pt+1(ξ1 + pz1)c4ps−1, p
t+1(ǫ1 + pz2)c4ps−1 ∈ GR(p
a, m) and C is
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linear, then we have pt+1((ξ1+pz1)c4ps−1, 0, . . . , 0), p
t+1((ǫ1+pz2)c4ps−1, 0, . . . , 0) ∈ C and
hence, pt(ξ0c4ps−1, c0, . . . , c4ps−2) ∈ C. Hence,
pt(λ2c4ps−1, c0, . . . , c4ps−2) = p
t(ξ0c4ps−1, c0, . . . , c4ps−2) + p
t+1((ǫ1 + pz2)c4ps−1, 0, . . . , 0) ∈ C.
This shows that C is a λ2-constacyclic code. Hence, it is a [λ1, λ2]-multi-constacyclic code
of length 4ps over GR(pa, m).
Corollary 3.1. Let λ1 = ξ0+ pξ1+ p
2z1, λ2 = ξ0+ pǫ1 + p
2z2 be two units of Type (1) in
GR(pa, m). Then C = 〈(x4 − α)i〉 ⊆ Rp(a,m, λ1) is a λ1-constacyclic code of length 4p
s.
Then C is also the ideal 〈(x4 − α)i〉 ⊆ Rp(a,m, λ2). That is, if g(x) ∈ GR(p
a, m)[x] is
a polynomial of degree less that 4ps, then there exists a polynomial f1(x) ∈ GR(p
a, m)[x]
such that g(x) ≡ f1(x)(x
4 − α)i mod (x4p
s
− λ1) if and only if there exists a polynomial
f2(x) ∈ GR(p
a, m)[x] such that g(x) ≡ f2(x)(x
4 − α)i mod (x4p
s
− λ2).
Proof. Follows from Theorem 5 and Theorem 3.
Remark 1. The Corollary 3.1 shows that the class of Type (1) λ(= ξ0 + pξ1 + p
2z)-
constacyclic codes of length 4ps depend only on ξ0. Therefore, there are (p
m− 1) number
of different Type (1) λ-constacyclic codes of length 4ps over GR(pa, m).
3.2.2. Self-orthogonal and self-dual λ-constacyclic codes
Here, we give the necessary and sufficient conditions for the Type (1) λ-constacyclic code
C of length 4ps to be self-orthogonal and self-dual, respectively.
Theorem 6. Let λ = ξ0 + pξ1 + p
2z1 be a unit of Type (1) in GR(p
a, m) and C =
〈(x4 − α)i〉 ⊆ Rp(a,m, λ) be a λ-constacyclic code of length 4p
s over GR(pa, m), for
0 ≤ i ≤ aps and αp
s
= ξ0.
1. For ξ0 = ξ
−1
0 , C is a λ-constacyclic self-orthogonal code of length 4p
s if and only if⌈
aps
2
⌉
≤ i ≤ aps.
2. For ξ0 6= ξ
−1
0 , C is a λ-constacyclic self-orthogonal code of length 4p
s if and only if⌈
a
2
⌉
ps ≤ i ≤ aps.
Proof. From Theorem 4, we have C⊥ = 〈(x4−α−1)ap
s−i〉 ⊆ Rp(a,m, λ
−1). Now, if C ⊆ C⊥,
then | C |≤| C⊥ |, i.e., i ≥ ap
s
2
.
1. Let ξ0 = ξ
−1
0 . Here, α
ps = ξ0 = ξ
−1
0 = (α
−1)p
s
. Now, by Corollary 3.1, C = 〈(x4 −
α−1)ap
s−i〉 ⊆ Rp(a,m, λ). Then C is self-orthogonal if and only if 〈(x
4 − α−1)i〉 ⊆
〈(x4 − α−1)ap
s−i〉 if and only if
⌈
aps
2
⌉
≤ i ≤ aps.
2. Let ξ0 6= ξ
−1
0 . We know λ
−1 = ξ−10 + pǫ1 + p
2z1 where ǫ1 ∈ T (p,m) and z1 ∈
GR(pa, m). Now, in Rp(a,m, λ
−1), we show the polynomial (x4 − α) is invertible.
In fact, if p = 2, then, by Lemma 5, we have
(x4 − α)2
s
= x2
s+1
+ α2
s
+ 2αs(x)
= λ−1 + ξ0 + 2αs(x)
= ξ−10 + 2ǫ1 + 4z1 + ξ0 + 2αs(x)
= ξ0 + ξ
−1
0 + 2(ǫ1 + 2z1 + αs(x)).
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Also, if p is odd prime, then
(x4 − α)p
s
= x4p
s
+ (−α)p
s
+ p(x4 − α)θs(x)
= λ−1 − ξ0 + p(x
4 − aα)θs(x)
= ξ−10 + pǫ1 + p
2z1 − ξ0 + p(x
4 − α)θs(x)
= ξ0 − ξ
−1
0 + p(ǫ1 + pz1 + (x
4 − α)θs(x)).
Since, ξ0 + ξ
−1
0 , ξ0 − ξ
−1
0 are invertible, (x
4 − α)p
s
is invertible in Rp(a,m, λ
−1) and
hence (x4−α) is invertible. Again, by division algorithm, we have two integers t, j
such that i = tps + j, where 0 ≤ j < ps. Then C = 〈(x4 − α)i〉 = 〈(x4 − α)tp
s+j〉 =
〈pt(x4 − α)j〉 and C⊥ = 〈(x4 − α−1)ap
s−i〉 = 〈pa−t−1(x4 − α−1)p
s−j〉. If j = 0, then
C is self-orthogonal if and only if t ≥
⌈
a
2
⌉
, i.e, i ≥
⌈
a
2
⌉
ps. Now, let j 6= 0. If
t < a− t− 1, then C is not self-orthogonal as | C |>| C⊥ |. When t = a− t− 1, to
be self-orthogonal, we must have pt(x4−α)j ∈ C⊥ and hence pt ∈ C⊥ as (x4−α) is
invertible in Rp(a,m, λ
−1). Hence, j = 0 and in this case C is not self-orthogonal.
When t > a−t−1, we have pt ∈ 〈pa−t〉 = 〈(x4−α−1)ap
s−tps〉 ⊆ 〈pa−t−1(x4−α−1)p
s−j〉.
Then C is self-orthogonal if and only t ≥ a− t, i.e.,
⌈
a
2
⌉
ps ≤ i.
Corollary 3.2. Let λ = ξ0 + pξ1+ p
2z be a unit of Type (1) in GR(pa, m) where ξ0, ξ1 ∈
T (p,m) and z ∈ GR(pa, m).
1. For ξ0 = ξ
−1
0 , there exists a λ-constacyclic self-dual code of length 4p
s over GR(pa, m)
if and only if ap is an even integer. In fact, 〈(x4 − α)
aps
2 〉 is the unique self-dual
λ-constacyclic code of 4ps.
2. When ξ0 6= ξ
−1
0 , there exists a λ-constacyclic self-dual code of length 4p
s over
GR(pa, m) if and only if a is even integer. In fact, 〈p
a
2 〉 is the unique self-dual
λ-constacyclic code of 4ps.
Proof. We know C = 〈(x4 − α)i〉 and C⊥ = 〈(x4 − α)ap
s−i〉 for 0 ≤ i ≤ aps.
1. Let ξ0 = ξ
−1
0 . Now, C = C
⊥ if and only if C ⊆ C⊥ and | C |=| C⊥ |. Again,
| C |=| C⊥ | implies 2i = aps. Rest follows from Theorem 4.
2. Let ξ0 6= ξ
−1
0 and a is odd or ξ0 = ξ
−1
0 and ap is odd. Then from Theorem 4, C is
self-orthogonal implies i > aps − i. Therefore, in this case there does not exist any
self-dual λ-constacyclic code of length 4ps.
4. Rosenbloom-Tsfasman (RT) Distance
In 1997, Rosenbloom and Tsfasman [23] introduced the concept of RT distance. Many
famous bounds for distances like Singleton bound, Plotkin bound, Hamming bound, and
Gilbert bound can be explored for the RT distance. Recently, several researchers considered
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RT metric to develop the bounds on linear codes [15, 5, 29]. Recall that if R is a finite
commutative ring, then the RT weight of any codeword c = (c0, c1, . . . , cn−1) is defined by
wtRT (c) =
{
1 +max{i | ci 6= 0}, if c 6= 0
0, if c = 0.
Also, the RT distance between any two codewords c, c′ ∈ Rn is dRT (c, c
′) = wtRT (c − c
′)
and distance for the code C is dRT (C) = min{dRT (c, c
′) | c 6= c′, c, c′ ∈ C}. In polynomial
representation, the following result is easy to verify by using the definition of RT weight.
Lemma 9. Let c = (c0, c1, . . . , cn−1) ∈ R
n be a vector of length n and c(x) = c0 + xc1 +
· · ·+ cn−1x
n−1 be its polynomial representation. Then
wtRT (c) =
{
1 + deg(c(x)), if c 6= 0
0, if c = 0.
In this section, we calculate the RT distance of the Type (1) λ-constacyclic codes of length
4ps over GR(pa, m) when λ is not a square.
Theorem 7. Let λ = ξ0 + pξ1 + p
2z be a unit of Type (1) in GR(pa, m) where ξ0, ξ1 are
non zero element of T (p,m) and z ∈ GR(pa, m). Let C = 〈(x4 − α)i〉 ⊆ Rp(a,m, λ) be
the λ-constacyclic code of length 4ps, for some 0 ≤ i ≤ aps. Then the RT distance of C is
dRT (C) =


0, if i = aps
1, if 0 ≤ i ≤ (a− 1)ps
4i− 4(a− 1)ps + 1, if (a− 1)ps ≤ i ≤ aps − 1.
Proof. If i = aps, then C is the zero code, hence dRT (C) = 0.
Let 0 ≤ i ≤ (a− 1)ps. Then by Lemma 6, we have
〈pa−1〉 = 〈(x4 − α)(a−1)p
s
〉 ⊆ 〈(x4 − α)p
s
〉.
In this case dRT (C) = 1.
Now, let (a− 1)ps ≤ i ≤ aps − 1. Then
〈(x4 − α)i〉 = 〈(x4 − α)(a−1)p
s
(x4 − α)i−(a−1)p
s
〉 = 〈pa−1(x4 − α)i−(a−1)p
s
〉.
Now, we show in each ideal 〈pa−1(x4 − α)i−(a−1)p
s
〉, the generator polynomial pa−1(x4 −
α)i−(a−1)p
s
is of the smallest degree 4i− 4(a− 1)ps. For this, let f(x) be a polynomial of
degree t in 〈pa−1(x4−α)i−(a−1)p
s
〉 where 0 ≤ t < 4i−4(a−1)ps. Then the unique expression
of f(x) is f(x) =
∑t
j=0(ajx
3 + bjx
2 + cjx+ dj)(x
4 − α)j, where aj , bj, cj , dj ∈ T (p,m) for
0 ≤ j ≤ t. Let k be the smallest positive integer such that akx
3 + bkx
2 + ckx + dk 6= 0.
Then
f(x) =
t∑
j=k
(ajx
4 + bjx
2 + cjx+ dj)(x
4 − α)j
= (x4 − α)k
t∑
j=k
(ajx
4 + bjx
2 + cjx+ dj)(x
4 − α)j−k
(x4 − α)k(akx
3 + bkx
2 + ckx+ dk)[1 + (x
4 − α)g(x)],
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where g(x) ∈ Rp(a,m, λ) is
g(x) =
{
0, if k = t
(akx
3 + bkx
2 + ckx+ dk)
−1
∑t
j=k(ajx
4 + bjx
2 + cjx+ dj)(x
4 − α)j−k−1, if 0 ≤ k < t.
Since (x4 − α) is nilpotent in Rp(a,m, λ), there exists an odd positive integer σ such
that (x4 − α)σ = 0. Also, [1 + (x4 − α)g(x)]σ = [1 + (x4 − α)g(x)][1 − (x4 − α)g(x) +
(x4−α)2g2(x)− · · ·+ (x4−α)σ−1gσ−1(x)]. This implies [1+ (x4−α)g(x)] is invertible in
Rp(a,m, λ). Therefore, f(x) = 〈(x
4 − α)kh(x), where h(x) is some unit in Rp(a,m, λ).
This means f(x) ∈ 〈(x4−α)k〉 but f(x) /∈ 〈(x4−α)k+1〉. In particular, f(x) /∈ C. Hence,
any polynomial f(x) of degree less than 4i − 4(a − 1)ps is not in C. Consequently, the
smallest degree polynomial is of degree 4i − 4(a − 1)ps. Thus, by Lemma 9, dRT (C) =
4i− 4(a− 1)ps + 1. This completes the proof.
Our next result characterizes the RT weight distribution of Type (1) λ-constacyclic
codes of length 4ps over GR(pm, a) when λ is not a square.
Theorem 8. λ = ξ0 + pξ1 + p
2z be a unit of Type (1) in GR(pa, m) where ξ0, ξ1 are non
zero element of T (p,m) and z ∈ GR(pa, m). Let C = 〈(x4 − α)i〉 ⊆ Rp(a,m, λ) be the
λ-constacyclic code of length 4ps, where 0 ≤ i ≤ aps. Let Aj be the number of codewords
of RT weight j of C.
1. If (a− 1)ps + 1 ≤ i ≤ aps − 1, then
Aj =


1, if j = 0
0, if 1 ≤ j ≤ 4i− 4(a− 1)ps
(pm − 1)pmt, if j = 4i− 4(a− 1)ps + 1 + t, for 0 ≤ t ≤ 4aps − 4i− 1.
2. If i = pst, 0 ≤ t ≤ a− 1, then
Aj =
{
1, if j = 0
(pm(a−t) − 1)pm(a−t)(j−1), if 0 ≤ j ≤ 4aps.
3. If (b− 1)ps + 1 ≤ i ≤ bps − 1 where 0 ≤ b ≤ a− 1, then
Aj =


1, if j = 0
(pm(a−b) − 1)pm(a−b)(j−1), if 1 ≤ j ≤ 4i− (b− 1)ps
p4m(a−b)p
s
(pm − 1)pmt + (pm(a−b) − 1)pm(a−b)(j−1), if j = 4i− 4(a− 1)ps + 1 + t,
for 0 ≤ t ≤ 4aps − 4i− 1.
Proof. 1. We know that for (a−1)ps ≤ i ≤ aps−1, 〈(x4−α)i〉 = 〈(x4−α)(a−1)p
s
(x4−
α)i−(a−1)p
s
〉 = 〈pa−1(x4 − α)i−(a−1)p
s
〉. This implies Aj = 0, for 1 ≤ j ≤ 4i− 4(a−
1)ps. Again, let 4i− (a− 1)ps + 1 ≤ j ≤ 4ps and j = 4i− 4(a− 1)ps + 1 + t where
0 ≤ t ≤ 4aps − 4i − 1. Then it is easy to verify that Aj is the number of distinct
polynomials in T (p,m). Hence, Aj = (p
m − 1)pmt.
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2. Note that if i = pst, 0 ≤ t ≤ a − 1, then 〈pt〉 = 〈(x4 − α)i〉 ⊆ Rp(a,m, λ). Rest is
easy to verify.
3. We have (b− 1)ps+1 ≤ i ≤ bps − 1, i.e., (b− 1)ps+1 ≤ i ≤ (b− 1)ps + ps − 1, i.e.,
1 ≤ i− (b− 1)ps ≤ ps − 1. Now,
〈pb〉 ( 〈pb−1(x4 − α)p
s−1〉 ⊆ 〈pb−1(x4 − α)i−(b−1)p
s
〉 = 〈(x4 − α)i〉 ⊆ 〈pb−1(x4 − α)〉.
Let Bj , Cj be the number of codewords of RT weight j of C \ 〈p
b〉, and 〈pb〉, respec-
tively. Then Aj = Bj + Cj, for all j. Now, by the similar argument of part (1), we
have
Bj =


0, if j = 0
0, if 1 ≤ j ≤ 4i− 4(b− 1)ps
(p4m(a−b)p
s
− 1)(pm − 1)pmt, if j = 4i− 4(b− 1)ps + 1 + t,
for 0 ≤ t ≤ 4bps − 4i− 1.
Also, by part (2), we have
Cj =
{
1, if j = 0
(pm(a−b) − 1)pm(a−b)(j−1), if 1 ≤ j ≤ 4i− (b− 1)ps.
By combining Bj&Cj , we have
Aj =


1, if j = 0
(pm(a−b) − 1)pm(a−b)(j−1), if 1 ≤ j ≤ 4i− (b− 1)ps
p4m(a−b)p
s
(pm − 1)pmt + (pm(a−b) − 1)pm(a−b)(j−1), if j = 4i− 4(a− 1)ps + 1 + t,
for 0 ≤ t ≤ 4aps − 4i− 1.
Remark 2. From Theorem 3, we have | Ci |= p
4m(aps−i). Also, we know that | Ci |=∑4ps
j=0Aj. Hence, RT weight distribution Aj are useful to validate the number of codewords
of the codes C′is. One can easily check that under all three different cases as given in
Theorem 8, | Ci |=
∑4ps
j=0Aj holds.
5. Hamming distance
We recall that for any code C and codeword c = (c0, c1, . . . , cn−1) ∈ C, the Hamming
weight wtH(c) is the number of nonzero components in c, the Hamming distance between
any two codewords c, c′ is dH(c, c
′) = wtH(c−c
′) and Hamming distance for C is dH(C) =
min{dH(c, c
′) | c 6= c′, c, c′ ∈ C}. In this section, we use the the structure given in the
Theorem 3 of Type (1) λ-constacyclic codes of length 4ps over GR(pa, m) to compute the
Hamming distance. Towards this, first we recall the Hamming distance of λ-constacyclic
codes of length 4ps over the field Fpm.
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Theorem 9. ([14], Theorem 4.1) Let p be an odd prime, m be a positive integer, ψ be
nonzero element of Fpm. Also, let 0 ≤ β0 ≤ p−2 and 0 ≤ τ0 ≤ s−1. If the λ-constacyclic
code of length 4ps over Fpm is of the form C = 〈(x
4 + ψ)i〉 for 0 ≤ i ≤ ps and x4 + ψ is
irreducible, then the Hamming distance of C is determined by
dH(C) =


1, if i = 0
(β0 + 2)p
τ0 , if ps − ps−τ0 + β0p
s−τ0−1 + 1 ≤ i ≤ ps − ps−τ0 + (β0 + 1)p
s−τ0−1
0, if i = ps.
By Theorem 3, we know that the Type (1) λ = ξ0+pξ1+p
2z constacyclic code C of length
4ps over GR(pa, m) is C = 〈(x4 − α)i〉, where 0 ≤ i ≤ aps. When 0 ≤ i ≤ (a − 1)ps,
we have 〈pa−1〉 = 〈(x4 − α)(a−1)p
s
〉 ⊆ 〈(x4 − α)i〉. Therefore, in this case the Hamming
distance of C is 1, i.e., dH(C) = 1. On the other hand, if (a−1)p
s < i ≤ aps−1, we have
〈(x4 − α)i〉 = 〈(x4 − α)(a−1)p
s+j〉 = 〈pa−1(x4 − α)j〉. Therefore, the codewords of the code
C = 〈(x4−α)i〉 are given by the codewords of the code 〈(x4−α)j〉 in
Fpm [x]
〈x4ps−ξ0〉
multiplied by
pa−1. Also, the Hamming distance for ξ0-constacyclic code 〈(x
4 − α)j〉 of length 4ps over
Fpm is computed in Theorem 9. Hence, the Hamming distance of Type (1) λ-constacyclic
code of length 4ps over GR(pa, m) as follows:
Theorem 10. Let C be a Type (1) λ = ξ0+pξ1+p
2z constacyclic code of length 4ps over
GR(pa, m), where λ is not a square. Then C = 〈(x4 − α)i〉 ⊆ Rp(a,m, λ) for 0 ≤ i ≤ ap
s
and the Hamming distance of C is determined by
dH(C) =


1, if 0 ≤ i ≤ (a− 1)ps
(β0 + 2)p
τ0 , if aps − ps−τ0 + β0p
s−τ0−1 + 1 ≤ i ≤ aps − ps−τ0 + (β0 + 1)p
s−τ0−1
0, if i = aps.
6. Conclusion
In this article, main focus is on the study of Type (1) λ-constacyclic codes of length 4ps
over GR(pa, m) when λ is not a square. In this regards, we have determined the complete
structure of Type (1) λ-constacyclic codes of length 4ps over GR(pa, m) as 〈(x4 − α)i〉 ⊆
Rp(a,m, λ) and their dual as 〈(x
4−α−1)ap
s−1〉 ⊆ Rp(a,m, λ
−1), for 0 ≤ i ≤ aps. Further,
we have derived RT distance, Hamming distance and weight distribution of these codes,
respectively. It is still due to find the Type (0) λ-constacyclic codes over GR(pa, m). Also,
it motives to obtain the structure of Type (1) λ-constacyclic codes of length nps.
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