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IWASAWA THEORY OF ELLIPTIC MODULAR FORMS OVER IMAGINARY
QUADRATIC FIELDS AT NON-ORDINARY PRIMES
KÂZIM BÜYÜKBODUK AND ANTONIO LEI
Abstract. This article is a continuation of our previous work [BL18] on the Iwasawa theory of an elliptic
modular form over an imaginary quadratic field K, where the modular form in question was assumed to be
ordinary at a fixed odd prime p. We formulate integral Iwasawa main conjectures at non-ordinary primes
p for suitable twists of the base change of a newform f to an imaginary quadratic field K where p splits,
over the cyclotomic Zp-extension, the anticyclotomic Zp-extensions (in both the definite and the indefinite
cases) as well as the Z2p-extension of K. In order to do so, we define Kobayashi-Sprung-style signed Coleman
maps, which we use to introduce doubly-signed Selmer groups. In the same spirit, we construct signed
(integral) Beilinson-Flach elements (out of the collection of unbounded Beilinson-Flach elements of Loeffler-
Zerbes), which we use to define doubly-signed p-adic L-functions. The main conjecture then relates these two
sets of objects. Furthermore, we show that the integral Beilinson-Flach elements form a locally restricted
Euler system, which in turn allows us to deduce (under certain technical assumptions) one inclusion in
each one of the four main conjectures we formulate here (which may be turned into equalities in favourable
circumstances).
1. Introduction
Fix forever a prime p ≥ 5 and an imaginary quadratic field K where (p) = ppc splits. The superscript
c will always stand for the action of a fixed complex conjugation. We fix a modulus f coprime to p with
the property that the ray class number of K modulo f is not divisible by p. We also fix once and for all an
embedding ιp : Q →֒ Cp and suppose that the prime p of K lands inside the maximal ideal of OCp . Fix also
a ray class character χ modulo fp∞ with χ(p) 6= χ(pc). Ray class characters satisfying the latter property
shall be called p-distinguished.
Let K∞ denote the Z
2
p-extension of K with Γ := Gal(K∞/K)
∼= Z2p. We let Kcyc/K and K
ac/K
denote the cyclotomic and the anticyclotomic Zp-extensions of K contained in K∞ respectively. We write
Γcyc := Gal(Kcyc/K) and Γ
ac := Gal(Kac/K). For a finite flat extension O of Zp and for ? = ∅, ac, cyc, we
define the Iwasawa algebra ΛO(Γ
?) := O[[Γ?]] with coefficients in O. If F is the field of fractions of O, we
write ΛF (Γ
?) for ΛO(Γ
?)⊗ F . Let ι : Γ? → Γ? denote the involution given by γ 7→ γ−1. We write ΛOL(Γ)
ι
for the free ΛOL(Γ)-module of rank one equipped with the GK-action given via
GK ։ Γ
ι
−→ Γ →֒ ΛOL(Γ)
× .
Let f ∈ Sk(Γ0(Nf ), εf ) be a normalized cuspidal eigen-newform of level Nf , even weight k ≥ 2 and nebenty-
pus εf . We assume that p ∤ Nf . In [BL18], we have studied the Iwasawa theory of the base change f/K of f
to K over Kac using the Beilinson-Flach elements as constructed in [KLZ18, KLZ17], under the assumption
that ap(f) is a p-adic unit (the ordinary case). Our goal in this article is to eliminate this condition. That
is, we assume that ap(f) is not a p-adic unit. Kobayashi has introduced the signed Selmer groups over the
Zp-cyclotomic extension of Q when k = 2 and ap(f) = 0. This has subsequently been generalized to the
ap(f) 6= 0 case by Sprung [Spr12] and to the higher weight case in [Lei11, LLZ10, LLZ11]. For the cyclotomic
Zp-extension of Q, the Beilinson-Kato Euler system constructed in [Kat04] is utilized to show that the signed
Selmer groups are cotorsion over the cyclotomic Iwasawa algebra. In the anticyclotomic setting, Kobayashi’s
2010 Mathematics Subject Classification. 11R23 (primary); 11F11, 11R20 (secondary) .
Key words and phrases. Non-ordinary Iwasawa theory, Rankin-Selberg convolutions, Birch and Swinnerton-Dyer formulas.
The first author is partially supported by the EU Grant CriticalGZ. The second author is supported by the NSERC Discovery
Grants Program 05710.
1
signed Selmer groups can be readily defined under the assumption that ap(f) = 0 and k = 2. The structure
of these groups have been studied extensively in [DI08] (the definite case) and [CW18, LV18] (the indefinite
case) with the aid of the Heegner-point Euler system (used in place of the Beilinson-Kato Euler system).
In this article, we treat the cyclotomic, anticyclotomic (both definite and indefinite cases) and two-variable
main conjectures simultaneously, for higher weight k ≥ 2 and general ap(f): One of our main results is one
divisibility of the Iwasawa main conjecture in all these situations (c.f., Theorems 1.3, 1.5 and 1.12 below).
The natural replacement for the special elements employed in the previous settings mentioned above (i.e.,
Beilinson-Kato classes and Heegner points) are the Beilinson-Flach elements studied in [LZ16].
Let α and β be the two roots of the Hecke polynomial X2 − ap(f)X + εf (p)pk−1. We assume that α 6= β
and let fα and fβ denote the two p-stabilizations of f . We also assume throughout that p > k. We fix
a finite extension L of Qp that contains the values of our fixed ray class character χ, the Hecke field of
f as well as α and β. Let L0 be the subextension of L/Qp generated by the values of χ and the Hecke
field of f . Let ̟ be a fixed uniformizer of OL. We write Wf for Deligne’s 2-dimensional L-representation,
whose Hodge-Tate weights are 0 and 1 − k (with the normalization that the Hodge-Tate weight of the
cyclotomic character is +1). We fix a Galois-stable OL-lattice Rf inside Wf . Let W
∗
f and R
∗
f denote the
dual representations Hom(Wf , L) and Hom(Rf ,OL), respectively. We shall regard the ray class character χ
also as a character of GK via the Artin map of class field theory, which we normalize by sending uniformizers
to geometric Frobenius elements. For technical reasons, we will be working with the p-distinguished twist
R∗f,χ−1 := R
∗
f ⊗χ
−1 of R∗f rather than R
∗
f itself. We note that R
∗
f is a representation of GQ, whereas R
∗
f,χ−1
is only a representation of GK . Let Tf,χ := R
∗
f,χ−1(1 − k/2) = Rf (k/2) ⊗ χ
−1 (where f = f ⊗ ε−1f is the
dual form) denote the central critical twist of Deligne’s representation and let Tf,χ denote Tf,χ ⊗ ΛOL(Γ)
ι.
Here, Tf,χ is equipped with the diagonal action. We similarly define T
cyc
f,χ and T
ac
f,χ on replacing Γ by Γ
cyc
and Γac respectively. Let ρf : GQ → GL2(OL) denote the representation afforded by the OL[[GQ]]-module
R∗f . Since we assumed p > k and f is non-ordinary at p, it follows that the residual representation ρf (as
well as its twists by characters) is absolutely irreducible even when restricted to GQp according to a result
due to Fontaine and Edixhoven.
For λ ∈ {α, β} and q ∈ {p, pc}, we may project the two-variable Perrin-Riou big logarithm map attached
to W ∗f constructed by Loeffler-Zerbes [LZ14, LZ16] to some λ
−1-eigenspace of the Dieudonné module of W ∗f .
After twisting, this results in a ΛOL(Γ)-morphism
Lλ,q : H
1(Kq,Tf,χ)→ HL(Γ),
where HL(Γ) is the distribution algebra on Γ with coefficients in L. Our first result is the following factor-
ization theorem of these maps (to an explicit linear combination of two signed1 Coleman maps with bounded
image), in the spirit of [Kob03, LLZ10, LLZ11, Lei11, Spr12, Spr16]. Along the way, we provide a precise
description of the the images of these maps, which might be of independent interest.
Theorem 1.1. For each q = p, pc, there exists a pair of ΛOL(Γ)-morphisms
Col#,q , Col♭,q : H
1 (Kq,Tf,χ) −→ ΛOL(Γ)
such that (
Lα,q
Lβ,q
)
= M ·
(
Col#,q
Col♭,q
)
,
where M is some logarithmic matrix that we shall introduce in §2.2.
Let N denote the collection of square-free integral ideals of OK which are prime to fp. Given a prime q
of K, we let (as in [Rub00, §II.1]) K(q) denote the maximal p-extension of K contained in the ray class field
modulo q. For c = q1 · · · qs ∈ N , we set K(c) := K(q1) · · ·K(qs). In particular, our assumption on the ray
class number modulo f implies that K(1) = K. Consequently, the extensions K(qi) are linearly disjoint over
K. For c as above, set ∆(c) = Gal(K(c)/K) =
∏s
i=1Gal(K(qi)/K).
1This generalizes the work of Kobayashi in the context of cyclotomic Iwasawa theory of elliptic curves. Although we adopt
the notation of Sprung to denote these objects by # and ♭ (and not by ±), we still refer to them as signed objects, in order to
remind the reader that these constructions are in fact in the spirit of Kobayashi’s work.
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In [Kob03], Kobayashi applied his signed Coleman maps to the Beilinson-Kato classes along the cyclotomic
tower to recover Pollack’s signed p-adic L-functions defined in [Pol03]. We shall apply our Coleman maps
from Theorem 1.1 to a collection of Beilinson-Flach elements
BFαn ,BF
β
n ∈ H
1 (K(n), Tf,χ ⊗HL(Γ)
ι) , n ∈ N ,
whose construction is derived from [KLZ18, KLZ17, LZ16]. The classes constructed in op. cit. are a priori
associated to the Rankin-Selberg convolution of two modular forms over cyclotomic extensions of Q. We
shall explain in §3.3 how we may construct the desired cohomology classes over a sufficiently large collection
of ray class extensions of K. The fact that these cohomology classes satisfy the Euler system distribution
relation will follow from a slight extension of [BL18, Proposition 3.8] (which is a generalization of [LLZ15,
Theorem 3.5.1] to higher weight modular forms via [KLZ17]).
The Beilinson-Flach elements thus constructed will not be integral under our assumption that f is non-
ordinary at p. It turns out that we may factorize these elements in the same way we factorize the Perrin-Riou
maps uniformly in all tame levels n (which is also crucial for our purposes). This in turn equips us with an
Euler system with which we may run the Euler system machine and at which we may evaluate our signed
Coleman maps.
Theorem 1.2. For every n ∈ N , there exists a pair of signed Beilinson-Flach elements
BF#n , BF
♭
n ∈ H
1 (K(n),Tf,χ ⊗ L)
verifying the following Euler system distribution relation: For every n ∈ N , prime l of OK coprime to nfp
and • ∈ {#, ♭} we have
(1) cor
K(nl)
K(n) (BF
•
nl) = Pl(Frl)BF
•
n
where Pl(X) := det(1− FrlX | Rf (k/2)⊗ χ) and Frl is the geometric Frobenius at l. Moreover, we have(
BFαn
BFβn
)
=M ·
(
BF#n
BF♭n
)
.
and there exists a constant C ∈ L, that is independent of n, such that
C · BF•n ∈ H
1 (K(n),Tf,χ)
for both • = # and ♭.
This statement is proved in Section 3 below. We note that special cases of this construction when
n = 1 were given by Wan [Wan14] and Sprung [Spr16] in the case of elliptic curves, though our proof
is independent of theirs. We remark also that the slight difference between the Euler system distribution
relation in Theorem 1.2 and the one given in [LLZ15, Theorem 3.5.1] comes from the fact that we are working
with a different twist of the motive associated to f/K ⊗ χ than the one considered in op.cit.
Fix C as in Theorem 1.2 and with minimal p-adic valuation. We shall drop n from the notation whenever
it equals 1. We set
c• := C · BF• ∈ H1 (K,Tf,χ)
for • ∈ {#, ♭} and likewise define the projections of these elements c•? ∈ H
1
(
K,T?f,χ
)
(for ? = ac, cyc) to
the cyclotomic and anticyclotomic deformations. For each of the four choices of the pair •, ⋆ ∈ {#, ♭}, we
define the two-variable doubly-signed Beilinson-Flach p-adic L-function by setting
L⋆,• := Col⋆,p(c
•) ∈ ΛOL(Γ).
We likewise define the cyclotomic (respectively, anticyclotomic) doubly-signed p-adic L-function Lcyc⋆,• ∈
ΛOL(Γ
cyc) (respectively, Lac⋆,• ∈ ΛOL(Γ
ac)). Using the signed Coleman maps, we may also define the doubly-
signed (integral) Selmer groups X?⋆,• (see Definition 4.2 below) for ? = ac, cyc, ∅. The following is the first
step towards the proof of a doubly-signed Iwasawa main conjecture, both over Kcyc/K and over K∞/K.
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Theorem 1.3. Suppose that ρf (GK) contains a conjugate of SL2(Zp). Suppose for ? = cyc or ∅ that we
have L?⋆,• 6= 0. Then, the ΛOL(Γ
?)-module X?⋆,• is torsion and
L?⋆,• ⊂ ξ
?
⋆ · char
(
X?⋆,•
)
.
Here, the fudge factor ξ?⋆ is a product of certain linear polynomials and its detailed description is given
at the end of §2.5 below. The presence of this fudge factor is due to the failure of the surjectivity of signed
Coleman maps. Theorem 1.3 corresponds to the assertions proved in Theorem 4.14(iii) and Theorem 4.18(ii)
in the main body of our article.
Remark 1.4. It follows from Corollary 4.6 below that Lcyc⋆,• 6= 0 for at least one choice of ⋆, • ∈ {#, ♭}.
Moreover, the containment in Theorem 1.3 may be upgraded to an equality (up to a power of p) using
[Wan16, Theorems 1.7 and 3.8] under the assumptions of op.cit. A particular case when k = 2 is the subject
of [CW18].
We now fix our sights to the anticyclotomic setting. We have the following result towards the doubly-
signed anticyclotomic main conjecture when the sign in the functional equation of the Hecke L-function
L(f/K, χ, s) is +1. The assertions in this theorem follow on combining Theorems 4.14(iv) and 4.18(ii)
below.
Theorem 1.5. Assume that ρf (GK) contains a conjugate of SL2(Zp). Suppose also that L
ac
⋆,• 6= 0. Then
the ΛOL(Γ
ac)-module Xac⋆,• is torsion and
Lac⋆,• ⊂ ξ
ac
⋆ · char
(
Xac⋆,•
)
.
Remark 1.6. The containment in Theorem 1.5 may also be upgraded to an equality (up to a power of p)
using [Wan16, Theorems 1.7 and 3.8] under the assumptions of op.cit.
Remark 1.7. Under mild hypotheses (which imply that the sign of the functional equation for L(f/K, χ, s)
is “ + ”), we prove in Corollary 4.9 below that Lac⋆,• 6= 0 for at least one choice of ⋆, • ∈ {#, ♭}.
We next turn our attention to the remaining case, that is, the indefinite anticyclotomic Iwasawa theory
of the form f . We have the following result in this set-up, which corresponds to Theorem 4.14(v) combined
with Proposition 4.12 below.
Theorem 1.8. Assume that ρf (GK) contains a conjugate of SL2(Zp). Suppose that the sign of the functional
equation for L(f/K, χ, s) is “−”, as well as that εf = 1, ap(f) = 0 and that the ramification index of L0/Qp
is odd. Assume also that c•ac 6= 0. Then both modules X
ac
•,• and H
1
F•,•
(K,Tacf,χ) have rank one over ΛOL(Γ
ac).
Remark 1.9. Under mild hypotheses (that are somewhat stronger than our assumption that the functional
equation for L(f/K, χ, s) is “ − ”), we prove in Proposition 4.10 that respc (c•ac) 6= 0 for at least one choice
of • ∈ {#, ♭}.
Remark 1.10. Under the hypothesis of Theorem 1.8, we prove in Proposition 4.12 that Lac•,• = 0. Our proof
rests on a functional equation for the p-adic L-function L•,•, which is the main result of [BL17].
Remark 1.11. Suppose in this paragraph that εf = 1. Then the requirement that the global root number for
the Rankin-Selberg product f/K ⊗χ be ±1 is equivalent to condition that χ ·χ ◦ c = 1. Note that a character
χ with this property is p- distinguished if and only if χ(p) 6= ±1. In other words, the only Rankin-Selberg
convolution f/K ⊗χ (with εf = 1) whose anticyclotomic Iwasawa theory cannot be studied with the methods
of the article is limited to the case when χ(p) = ±1. We shall treat these remaining cases (as well as some
cases when the prime p is inert) in a forthcoming article.
Theorem 1.8 calls for a refinement along the lines of [BL18, Theorem 1.1(ii)], where in an analogous set
up (but assuming f is p-ordinary) we proved a Λ-adic Gross-Zagier formula expressing the anticyclotomic
restriction of the cyclotomic derivative of a two-variable Hida-p-adic L-function in terms of a ΛOL(Γ
ac)-adic
regulator and the torsion-submodule of an Iwasawa module. As we found no obvious way to define ΛOL(Γ
ac)-
adic height pairings on doubly-signed Selmer groups (contrary to the p-ordinary situation, where one deals
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with the Greenberg Selmer groups), we were led to consider this problem in the context of trianguline
Selmer groups (as introduced by Pottharst [Pot12, Pot13]), which come equipped with a natural p-adic
height pairing. Let λ, µ ∈ {α, β}. We set cµ := C · BFµ1 ∈ H
1(K,Tf,χ⊗̂HL(Γ)) and define the analytic
Beilinson-Flach p-adic L-function
Lλ,µ := Lλ,p(c
µ) ∈ HL(Γ)
for λ, µ ∈ {α, β}. We likewise define the restrictions cµac ∈ H
1(K,Tacf,χ⊗̂HL(Γ
ac)) = H1(K,Tacf,χ)⊗̂HL(Γ
ac)
(the equality here is a consequence of [LZ16, Prop. 2.4.5]) and Lacλ,µ ∈ HL(Γ
ac) of cµ and Lλ,µ to the
anticyclotomic tower.
Let Mac denote the maximal ideal of ΛOL(Γ
ac). For each positive integer n, we let Hn(Γac) denote
the p-adic completion of ΛOL [M
n
ac/p], the ΛOL(Γ
ac)-subalgebra of ΛOL(Γ
ac)[1/p] generated by all r/p with
r ∈ Mnac. Each Hn(Γ
ac)[1/p] is a strict affinoid algebra (and in fact, also a Euclidean domain). They give
an admissible affinoid covering of SpΛ∞ and HL(Γac) = lim←−
Hn(Γac)[1/p]. See [dJ95, §1.7] for details. We
fix a positive integer n and λ ∈ {α, β}. Let A := Hn(Γac)[1/p]. Following [Pot12, Pot13], there exists a
trianguline Selmer group XAλ,λ over the affinoid algebra A. It arises as the degree-2 cohomology of a Selmer
complex that is denoted by R˜Γ(GK,S ,∆λ,λ, VA) in the main text, where VA := Tf,χ⊗OL A
ι. We review this
construction in Section 5.1. Furthermore, as we explain in Theorem 5.10 below, there is an A-adic height
pairing (interpolating p-adic height pairings along a p-adic family parametrized by A)
〈 , 〉λ,λ : H
1
λ,λ(K,VA)⊗H
1
λ,λ(K,D(VA)) −→ A
where H1λ,λ(K,VA) (respectively, H
1
λ,λ(K,D(VA))) denotes the cohomology of R˜Γ(GK,S ,∆λ,λ, VA) (respec-
tively, that attached to the Kummer dual D(VA) of VA) in degree one. The following theorem is a partial
result towards an A-adic Gross-Zagier formula. It corresponds to a combination of the results we prove as
part of Corollary 5.16 and Theorem 5.26.
Theorem 1.12. Suppose that ρf (GK) contains a conjugate of SL2(Zp). Suppose also that the number of
primes dividing Nf that does not split in K/Q is even and the squares of these primes do not divide Nf . If
we further assume that εf = 1, then Xλ,λ has rank one over A and
L′λ,λ,ac ⊂ FittA
(
(XAλ,λ)tor
)
Rp.
Here, Rp is the p-adic regulator given in Definition 5.11 and L
′
λ,λ,ac is the restriction of the partial derivative
of Lλ,λ with respect to the cyclotomic variable to the anticyclotomic line (as given in Definition 5.23).
Remark 1.13. As was the case for Theorems 1.3, 1.5 and 1.8, it should be possible to upgrade the contain-
ment in Theorem 1.12 to an equality (up to a power p) using Wan’s work on the non-ordinary Iwasawa theory
of Rankin-Selberg products in [Wan16]. When k = 2 and ap(f) = 0, a Λ[1/p]-adic variant of Theorem 1.12
with χ = 1 (which is enhanced via Wan’s work to an equality) has been announced in [CW18].
Remark 1.14. In a recent preprint [CCSS18], Castella-Çiperiani-Skinner-Sprung announced a proof that
the inclusion in Theorem 1.3 is in fact an equality in the case k = 2 and χ = 1.
Remark 1.15. When dealing with Rankin-Selberg convolutions f/K ⊗ χ (rather than the base change f/K
itself) with p-distinguished χ, note that Theorem 1.2 above furnishes us with a full-fledged Euler system
in this set up (which does not only extend in the cyclotomic or the anticyclotomic tower, but in fact over
the Z2p-extension of K). This is one of the main advantages that the use of Beilinson-Flach Euler systems
present.
In particular, non-ordinary versions of the main results of Castella-Hsieh in [CH18] towards Bloch-Kato
conjectures for Rankin-Selberg motives f/K⊗ψ (where ψ is a locally algebraic anticyclotomic Hecke character
of K) can be deduced from the results of the current article towards the anticyclotomic main conjectures, so
long as the mod p reduction ψ of ψ verifies ψ(p) 6= ±1. (We shall address the remaining few cases for the
choice of ψ and some instances when p is inert in a forthcoming article.)
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Notation and hypotheses. Let Σ denote the set of all places of K that divide pNf f∞. For each prime ν
of K, we fix a decomposition group at ν which we identify with Gν := Gal(Kν/Kν), and denote by Iν the
inertia subgroup of Gν and by Frν ∈ Gν/Iν the geometric Frobenius.
Given a complete local regular ring R and a finitely generated torsion R-moduleM , we write charR(M) =∏
P P
lengthP(MP) (where the product runs through height-one primes of R) to denote the characteristic ideal
of M . We will also work with its analytic version, which we define and study in Section 5. When we do
not specify what ? = {ac, cyc, ∅} is and when there is no danger of confusion, we shall always write char(X)
in place of writing charΛOL (Γ?)(X) for a ΛOL(Γ
?)-module X . If F is a p-adic field and F ′ is a p-adic Lie
extension of F , then we write HiIw(F
′, •) for the projective limit lim
←−
Hi(F ′′, •), where F ′′ runs through all
the finite subextension of F ′/F and the connecting maps are the corestriction maps.
Let ǫ(f/K, χ) be the global root number in the functional equation of the Rankin-Selberg L-function
L(f/K, χ, s). We shall consider the following two conditions.
(Sign −) εfχ|A×
Q
= 1 and ǫ(f/K, χ) = −1 .
(Sign +) εfχ|A×
Q
= 1 and ǫ(f/K, s) = +1 .
Throughout this article, we shall assume that the following four conditions hold.
(H.Reg.) α 6= β.
(H.SS.) The order of the ray class group of K modulo f is prime to p.
(H.Dist.) χ(p) 6= χ(pc).
The following hypothesis will also be in force from Section 4 onwards:
(H.Im.) ρf (GK) contains a conjugate of SL2(Zp).
Remark 1.16. As a consequence of (H.Im.), it follows that the ΛOL(Γ
?)-module H1(K,T?f,χ) is torsion-
free. Also, the assumption that p > k ensures that H2(Kq,T
?
f,χ) = 0 (thanks to a theorem of Fontaine and
Edixhoven [Edi92], where they verified that the p-local residual representation in our set up is absolutely
irreducible) and the ΛOL(Γ
?)-module H1(Kq,T
?
f,χ) is free for q = p, p
c (c.f. [Büy10, Remark 2.8], which in
turn relies on [Nek06, Propositions 4.2.9 and 5.2.4]).
Remark 1.17. Let Hn denote the ring class field of K corresponding to the order Z+ p
noK (in particular,
H0 = HK is the Hilbert class field of K) and set H∞ = ∪nHn. The anticyclotomic Zp-extension Kac/K is
the unique Zp-extension contained in H∞. Since p is coprime to the class number of K by our assumptions,
both p and pc are totally ramified in Kac/K. For q = p, pc, we denote the unique prime of Kac over q also
by q. The extension Kacq /Kq (being a ramified abelian extension of Qp) is a Zp-extension obtained from a
Lubin-Tate formal group over Zp of height one. We record these well known facts here since we will rely on
them in a crucial way in Section 5 while studying the indefinite anticyclotomic Iwasawa theory over K.
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2. Logarithm matrix and modular forms
2.1. Properties of p-adic power series. Recall from the introduction that L/Qp is a finite extension.
Given any power series F ∈ L[[X ]] and 0 < ρ < 1, we define the sup-norm ||F ||ρ = sup|z|p≤ρ |f(z)|p. For
any real number r ≥ 0, we write HL,r for the set of power series F satisfying supt p
−tr||F ||ρt < ∞, where
ρt = p
−1/pt−1(p−1). It is common to write F = O(logrp) when F satisfies this condition. Similarly, we write
F = o(logrp) if limt→∞
p−tr||F ||ρt = 0. We write HL for the union ∪r≥0HL,r. We say that a sequence of elements
in HL converges when it does so under the topology of pointwise convergence (the weak topology). Note
that HL,0 = OL[[X ]]⊗OL L.
Recall the p-adic logarithm
logp(1 +X) = X
∏
n≥1
Φn(1 +X)
p
∈ HQp,1,
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where Φn denotes the p
n-th cyclotomic polynomial. If n is a non-negative integer, we write ωn(1 + X) =
(1 +X)p
n
− 1. Fix a topological generator u ∈ 1 + pZp. For an integer m ≥ 1, we define
Φn,m(1 +X) =
m−1∏
j=0
Φn(u
−j(1 +X)− 1);
ωn,m(1 +X) =
m−1∏
j=0
ωn(u
−j(1 +X)− 1);
δm(1 +X) =
m−1∏
j=0
(u−j(1 +X)− 1);
logp,m(1 +X) =
m−1∏
j=0
logp(u
−j(1 +X)− 1).
Note that Φn,m, ωn,m and δm are all polynomials over Z, whereas logp,m ∈ HQp,m.
When P is a polynomial over L, we write ||P || = sup|z|p≤1 |P (z)|p. Recall the following result from [PR94,
Lemme 1.2.1].
Lemma 2.1. Let Pn be a sequence of polynomials in L[X ] and h ≥ 0 an integer such that
(i) lim
n→∞
||pnhPn|| = 0;
(ii) Pn+1 ≡ Pn mod ωn,h(1 +X)L[X ].
Then, the sequence Pn converges to an element P∞ ∈ L[[X ]] that is o(log
h
p).
We prove a slightly more general version of this result.
Lemma 2.2. Let Pn be a sequence of polynomials in L[X ] and h ≥ 0 an integer satisfying the same conditions
in Lemma 2.1. If there exists a real number 0 ≤ r < h such that sup ||prnPn|| <∞, then the limit P∞ of the
sequence Pn is O(log
r
p).
Proof. Our proof is entirely based on the calculations carried out in Perrin-Riou’s proof of Lemma 2.1. Let
Rn be the polynomial given by
Pn+1 − Pn = ωn,hRn
and let C be a fixed constant such that
(2) ||Pn|| ≤ Cp
rn
for all n. Since ωn,h is monic, we have
||Rn|| ≤ sup(||Pn||, ||Pn+1||) ≤ Cp
rn.
Consequently,
(3) ||Pm+1 − Pm||ρn ≤ Cp
rm||ωm,h||ρn ≤ Cp
rm−(m−n)h||ωn,h||ρn < Cp
rn
for all m ≥ n, where the last inequality follows from our assumption that r < h. Therefore, if P∞ is the
limit of the sequence Pn, we deduce from (2) and (3) that ||P∞||ρn ≤ Cp
rn, as required. 
We shall also need the following generalization of [PR94, Lemme 1.2.2].
Lemma 2.3. Let h ≥ 0 be an integer and 0 ≤ r < h. For 0 ≤ j ≤ h−1, let Qn,j be a sequence of polynomials
in L[X ] satisfying
(a) sup ||prnQn,j || <∞;
(b) Qn+1,j ≡ Qn,j mod ωn(1 +X)L[X ]
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for all n. Furthermore, suppose that
sup
∣∣∣∣∣
∣∣∣∣∣p(r−j)n
j∑
i=0
(−1)i
(
j
i
)
Qn,i(u
−i(1 +X)− 1)
∣∣∣∣∣
∣∣∣∣∣ <∞
for all 0 ≤ j ≤ h− 1. Let Pn ∈ L[X ] the unique polynomial of degree < hpn such that
Pn ≡ Qn,j(u
−j(1 +X)− 1) mod ωn(u
−j(1 +X)− 1)L[X ]
for all 0 ≤ j ≤ h− 1 (such Pn exists thanks to Chinese remainder theorem). Then, the sequence Pn satisfies
the hypotheses of Lemma 2.2.
Proof. For 0 ≤ j ≤ h− 1, let
δj =
j∑
i=0
(−1)i
(
j
i
)
Qn,i(u
−i(1 +X)− 1).
Then, as in the proof of [PR94, Lemme 1.2.2], there exists a constant C such that
||prnPn|| ≤ C sup
0≤j≤h−1
||p(r−j)nδj ||,
which is bounded above independently of n by assumption. Hence, condition (i) in Lemma 2.2 holds.
Condition (ii) follows from condition (b), hence the result. 
Remark 2.4. We can in fact say a little bit more about the norm of Pn in the following specific case of
interest. Suppose that ||prnQn,j || ≤ 1 and that∣∣∣∣∣
∣∣∣∣∣p(r−j)n
j∑
i=0
(−1)i
(
j
i
)
Qn,i(u
−i(1 +X)− 1)
∣∣∣∣∣
∣∣∣∣∣ ≤ 1
for every n. The proof of Lemma 2.3 in fact tells us that ||prnPn|| ≤ C, where C is a constant independent
of the collection of polynomials {Qn,j : 0 ≤ j ≤ h− 1} and the integer n.
It is in fact possible to prove the same results if we replace the coefficient field L by a p-adic Banach
space. The same proofs would go through since we did not use any properties of L being a field. Let
Γcyc0 = Gal(Qp(µp∞)/Qp)
∼= Gal(Q(µp∞)/Q) and let ∆ be the torsion subgroup of Γ
cyc
0 . We write χ0 for the
cyclotomic character on Γcyc0 and fix a topological generator γ0 of Γ
cyc
0 /∆ such that χ0(γ0) = u. For the rest
of the article, we shall identify Γcyc with 〈γ0〉. We define HL,r(Γ
cyc
0 ) to be the set of power series∑
n≥0,σ∈∆
cn,σ · σ · (γ0 − 1)
n ∈ L[∆][[γ0 − 1]]
such that
∑
n≥0 cn,σX
n ∈ HL,r for all σ ∈ ∆. When r = 0, we shall simply write ΛL(Γ
cyc
0 ) instead of
HL,0(Γ
cyc
0 ). The set of integral power series∑
n≥0,σ∈∆
cn,σ · σ · (γ0 − 1)
n ∈ O[∆][[γ0 − 1]]
will be denoted by ΛOL(Γ
cyc
0 ). As before, we write HL(Γ
cyc
0 ) = ∪r≥0HL,r(Γ
cyc
0 ).
For q ∈ {p, pc}, we define Γq to be the Galois group of the Zp-extension K(q∞) := ∪K(qn) of K, where
K(qn) denotes the maximal p-extension ofK contained in the ray class field modulo qn as in the introduction.
We may define HL,r(Γq), HL(Γq), ΛL(Γq) and ΛOL(Γq) similarly. We similarly define ΛOL(Γ
cyc), ΛOL(Γ
ac),
HL,r(Γcyc), HL,r(Γac), etc.
9
2.2. Wach module and logarithm matrix. Let f be a modular form as given in the introduction. We
recall that we assume that p > k and that the Hecke eigenvalue ap(f) satisfies ordp(ap(f)) > 0 throughout.
We shall also fix an L-valued unramified character ϑ of GQp of finite order and write T = R
∗
f ⊗ ϑ. Let N(T )
and Dcris(T ) be the Wach module and the Dieudonné module of T respectively (c.f., [Ber04]). We write
n1, n2 and v1, v2 for the OL ⊗ A
+
Qp
- and OL-bases of N(T ) and Dcris(T ), which are chosen as the twists of
the bases of N(R∗f ) and Dcris(R
∗
f ) given in [LLZ17, §3.1] by the canonical bases of N(ϑ) and Dcris(ϑ) given
in [Ber04, Appendice A]. Here, A+Qp = Zp[[π]] and π is equipped with actions by ϕ : π 7→ (1 + π)
p − 1 and
σ : π 7→ (1 + π)χ0(σ) − 1 for σ ∈ Γcyc0 . In the rest of this section q denotes ϕ(π)/π.
Let c = ϑ(Fr−1p ) ∈ O
×
L and let Aϕ and P be the matrices of ϕ with respect to these two bases. Then
(4) Aϕ = c ·
(
0 −1ǫf (p)pk−1
1
ap(f)
ǫf (p)pk−1
)
and P = c ·
(
0 −1ǫf (p)qk−1
δk−1
ap(f)
ǫf (p)qk−1
)
for some unit δ ∈ (A+Qp)
× by [Ber04, Proposition V.2.3].
We recall from [LLZ17, Definition 3.2] that there exists a logarithm matrixMlog ∈ Mat2×2 (HL,k−1(Γcyc))
which is given by
Mlog := m
−1((1 + π)AϕM),
where M is the change of basis matrix (
n1 n2
)
=
(
v1 v2
)
M
and m is the Mellin transform.
Remark 2.5. Note that Aϕ is defined over L0 and P is defined over OL0 ⊗ A
+
Qp
[ 1q ]. Thus, the matrix Mlog
is in fact defined over HL0,k−1(Γ
cyc).
Lemma 2.6. For n ≥ 1, the matrix Mlog is congruent to A
n+1
ϕ ·Cn mod ωn,k−1(γ0)HL,k−1(Γ
cyc) for some
Cn ∈Mat2×2 (OL[γ0 − 1]), whose entries are all polynomials of degree < (k−1)pn. Furthermore, both entries
on the second row of Cn are divisible by Φn,k−1(γ0).
Proof. As explained in [LLZ17, Lemma 3.7], we have
Mlog ≡ A
n+1
ϕ ·m
−1
(
(1 + π)ϕn(P−1) · · ·ϕ(P−1)
)
mod ωn,k−1(γ0)HL,k−1(Γ
cyc).
Therefore, we may take Cn to be the image of m
−1
(
(1 + π)ϕn(P−1) · · ·ϕ(P−1)
)
modulo ωn,k−1(γ0). The
entries of this matrix are in OL[γ0 − 1] since
P−1 = c−1 ·
(
ap(f)
δk−1
1
δk−1
−ǫf(p)qk−1 0
)
has coefficients in OL ⊗ A
+
Qp
. Note that the second row of ϕn(P−1) is divisible by ϕn(qk−1). Therefore, the
second row of Cn is divisible by Φn,k−1(γ0) thanks to [LLZ17, (2.1)]. 
Lemma 2.7. The determinant of Cn is, up to multiplication by a unit in ΛOL(Γ
cyc)×, equal to
ωn,k−1(γ0)
δk−1(γ0)
.
Proof. Recall from [LLZ11, Corollary 3.2] that up to a unit in ΛL(Γ
cyc)×, we have
det(Mlog) ∼
logp,k−1(γ0)
δk−1(γ0)
=
∏
m≥1
Φm,k−1(γ0)
pk−1
.
For all m > n, [Lei11, Corollary 5.5] tells us that there exists some um,k ∈ Z×p such that
Φm,k−1(γ0) ≡ p
k−1um,k mod ωn,k−1(γ0).
Therefore, Lemma 2.6 implies that
det(Cn) ≡ ǫ×
ωn,k−1(γ0)
δk−1(γ0)
mod ωn,k−1(γ0)ΛL(Γ
cyc)
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for some ǫ ∈ ΛL(Γcyc)×. In other words, there exists F ∈ ΛL(Γcyc) such that
det(Cn) = ǫ×
ωn,k−1(γ0)
δk−1(γ0)
+ ωn,k−1(γ0)F =
ωn,k−1(γ0)
δk−1(γ0)
(ǫ+ δk−1(γ0)F ).
It remains to show that ǫ + δk−1(γ0)F ∈ ΛOL(Γ
cyc)×. Note that we already know that ǫ + δk−1(γ0)F ∈
ΛOL(Γ
cyc) since Cn is defined over ΛOL(Γ
cyc). As ǫ ∈ ΛL(Γcyc)×, it is contained inside ̟rΛOL(Γ
cyc)× for
some integer r. Without loss of generality, we may assume that ǫ = ̟r. If we consider ̟r + δk−1(γ0)F as a
power series in γ0 − 1, its constant term is ̟r as γ0 − 1 divides δk−1(γ0). Thus, r ≥ 0. Consequently, F is
also integral. Furthermore, ̟r + δk−1(γ0)F is a unit if and only if r = 0.
Recall from the proof of Lemma 2.6 that
Cn ≡ m
−1
(
(1 + π)ϕn(P−1) · · ·ϕ(P−1)
)
mod ωn,k−1(γ0).
Modulo p, the matrix ϕi(P−1) is congruent, up to units,
(
0 1
ϕi(qk−1) 0
)
. Therefore, modulo (p, ωn,k−1(γ0)),
Cn is congruent to a matrix of the form
m−1
(
(1 + π)
(
0 ∗
∗ 0
))
or m−1
(
(1 + π)
(
∗ 0
0 ∗
))
,
where ∗ represents, up to units, a product of ϕi(qk−1) where i ∈ [1, n] and each ϕi(qk−1) appears exactly
once in the two entries. This implies that
det(Cn) ≡ ǫ
′ωn,k−1(γ0)
δk−1(γ0)
mod p
for some ǫ′ ∈ ΛOL(Γ
cyc)× by [LLZ10, Theorem 5.4]. Hence,
ǫ′ ≡ ωr + δk−1(γ0)F mod p.
This forces that r = 0, as otherwise, we would have ǫ′ ∈ (̟, γ0 − 1), the maximal ideal of ΛOL(Γ
cyc), which
is impossible. 
Observe that we have the diagonalization
(5) Q−1 ·Aϕ ·Q =
( c
α 0
0 cβ
)
,
where Q =
(
α −β
−ǫf (p)pk−1 ǫf(p)pk−1
)
.
Lemma 2.8. The entries of Q−1Mlog on the first row are elements of HL,ordp(α)(Γ
cyc), whereas those on
the second row are inside HL,ordp(β)(Γ
cyc).
Proof. By Lemma 2.6 and (5),
Q−1 ·Mlog ≡
( cα)n+1 0
0
(
c
β
)n+1
 ·Q−1 · Cn mod ωn,k−1(γ0).
Furthermore, the entries of the matrix Cn are elements of OL[[γ0 − 1]]. Let Cn =
(
Q1,n Q2,n
Q3,n Q4,n
)
∈
Mat2×2 (OL[γ0 − 1]). We define the polynomials Pi,n (i = 1, · · · , 4) by setting(
P1,n P2,n
P3,n P4,n
)
=
( cα)n+1 0
0
(
c
β
)n+1
 ·Q−1 ·(Q1,n Q2,n
Q3,n Q4,n
)
∈ L[γ0 − 1] .
These polynomials satisfy:
• lim
n→∞
||pn(k−1)Pi,n|| = 0 (for i = 1, · · · , 4),
• Pi,n+1 ≡ Pi,n mod ωn,k−1(γ0)L[γ0 − 1] (for i = 1, · · · , 4),
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• there exists an absolute constant C such that
pn×ordp(α)+CPi,n ∈ OL[γ0 − 1] (for i = 1, 2)
pn×ordp(β)+CPi,n ∈ OL[γ0 − 1] (for i = 3, 4).
If we let Pi,∞ denote the limit of Pi,n as n tends to infinity, we have Q
−1 ·Mlog =
(
P1,∞ P2,∞
P3,∞ P4,∞
)
. Further-
more, it follows from Lemma 2.2 that
P1,∞, P2,∞ ∈ HL,ordp(α)(Γ
cyc) and P3,∞, P4,∞ ∈ HL,ordp(β)(Γ
cyc) .
Our assertion follows. 
Let hn denote the morphism
hn : ΛOL(Γ
cyc)⊕2 → ΛOL(Γ
cyc)⊕2/ωn,k−1(γ0)(
F
G
)
7→ Cn
(
F
G
)
mod ωn,k−1(γ0),
where Cn is as defined in Lemma 2.6. Following [Spr12], we consider the inverse system ΛOL(Γ
cyc)⊕2/ kerhn,
where the connecting maps are the natural projections and obtain the following:
Lemma 2.9. The inverse limit lim
←−
ΛOL(Γ
cyc)⊕2/ kerhn is isomorphic to ΛOL(Γ
cyc)⊕2.
Proof. It is enough to show that lim
←−
kerhn = 0. That is, if F ∈ ΛOL(Γ
cyc)⊕2 such that CnF ≡ 0
mod ωn,k−1(γ0) for all n ≥ 1, then F = 0. Indeed, such an element would satisfy
MlogF = logp,k−1G
for some G ∈ HL,k−1(Γcyc)⊕2. But the right-hand side is at least O(log
k−1
p ) if non-zero, whereas the left-hand
side is o(logk−1p ) thanks to Lemma 2.8. Hence the result follows. 
We now explain how to construct a well-defined element in the quotient ΛOL(Γ
cyc)⊕2/ kerhn when we
are given a pair of polynomials satisfying certain compatible conditions when evaluated at a collection of
characters.
Proposition 2.10. Let n ≥ 1 be an integer. For each λ ∈ {α, β} and 0 ≤ j ≤ k− 2, let Pλ,n,j ∈ OL[γ0 − 1]
be a polynomial such that ∣∣∣∣∣
∣∣∣∣∣
j∑
i=0
(−1)i
(
j
i
)
Pλ,n,i(u
−iγ0 − 1)
∣∣∣∣∣
∣∣∣∣∣ ≤ p−jn
for all 0 ≤ j ≤ k − 2. Furthermore, suppose that for all j ∈ {0, . . . , k − 2} and all Dirichlet characters θ of
conductor pm where 1 ≤ m ≤ n+ 1, we have
αm−n−1Pα,n,j(θ) = β
m−n−1Pβ,n,j(θ).
Let Pλ,n be the unique polynomial of degree < (k − 1)pn such that
Pλ,n ≡ Pλ,n,j(u
−jγ0 − 1) mod ωn(u
−jγ0 − 1).
Then, there exists a unique element (P#,n, P♭,n) ∈ ̟
−sΛOL(Γ
cyc)/ kerhn, where s is a fixed integer indepen-
dent of the collection of polynomials {Pλ,n,j : 0 ≤ j ≤ k − 2} and the integer n, such that
(6)
(
Pα,n
Pβ,n
)
≡ Q−1Cn ·
(
P#,n
P♭,n
)
mod ωn,k−1(γ0).
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Proof. Let adj be the adjugate matrix of Q−1Cn. Recall from Lemma 2.6 that the second row of Cn is
divisible by Φn,k−1(γ0). Therefore,
adj ≡
(
Dn −Dn
D′n −D
′
n
)
mod Φn,k−1(γ0)
for some polynomials Dn and D
′
n, whose denominators are bounded independent of n.
Let 0 ≤ m ≤ n. As in the proof of Lemma 2.6, we have
An−mϕ Cn ≡ Cm mod ωm,k−1(γ0).
Consequently, ( cα)n−m 0
0
(
c
β
)n−m
Q−1Cn ≡ Q−1Cm mod ωm,k−1(γ0).
Since the second row of Cm is divisible by Φm,k−1(γ0), we deduce that
adj ≡
( cα)n−mDm −( cβ)n−mDm(
c
α
)n−m
D′m −
(
c
β
)n−m
D′m
 mod Φm,k−1(γ0).
Therefore, if θ is a Dirichlet character of conductor pm, where 1 ≤ m ≤ n+1 (which sends γ0 to a primitive
pm−1-root of unity), then
adj(θ) =
( cα)n+1−m ∗ −
(
c
β
)n+1−m
∗(
c
α
)n+1−m
∗′ −
(
c
β
)n+1−m
∗′

for some ∗ and ∗′ in Qp. Our assumptions on Pα,n,j and Pβ,n,j now imply that
adj
(
Pα,n
Pβ,n
)
≡ 0 mod Φm,k−1(γ0)
for all 1 ≤ m ≤ n. In particular, there exist polynomials P#,n and P♭,n such that
(7) adj
(
Pα,n
Pβ,n
)
=
n∏
m=1
Φm,k−1(γ0)
(
P#,n
P♭,n
)
.
Remark 2.4 tells us that the polynomials Pλ,n ∈ p−s0O[γ0−1] for some s independent of Pλ,n,j . In particular,
the denominators of P#,n and P♭,n are also bounded by ̟
s. Recall from Lemma 2.7 that det(Cn) is up to a
unit in ΛOL(Γ
cyc)× equal to
∏n
m=1Φm,k−1(γ0). Therefore, we deduce the factorization (6) on inverting adj
in (7). 
Proposition 2.11. For each λ ∈ {α, β}, suppose that we are given Fλ ∈ HL,ordp(λ)(Γ
cyc
0 ) such that for all
j ∈ {0, . . . , k − 2} and all Dirichlet characters θ of conductor pn > 1,
Fλ(χ
j
0θ) = λ
−n × cj,θ
for some constant cj,θ ∈ Q¯p that is independent of the choice of λ. Then there exist F#, F♭ ∈ ΛL(Γ
cyc
0 ) such
that (
Fα
Fβ
)
= Q−1Mlog ·
(
F#
F♭
)
.
Furthermore, if there exists a sequence Pλ,n ∈ ΛOL(Γ
cyc
0 ) such that Fλ ≡ λ
−n−1Pλ,n mod ωn,k−1(γ0) for
both λ ∈ {α, β}, then there exists an integer s that depends only on the pair {α, β} (but not on Fα and Fβ)
such that F#, F♭ ∈ ̟
−sΛOL(Γ
cyc
0 ).
Proof. On considering each isotypic component separately, we may assume that Fλ ∈ HL,ordp(λ)(Γ
cyc). For
λ ∈ {α, β} and 0 ≤ j ≤ k − 2, take Pλ,n,j to be the unique polynomial of degree < pn such that
λnFλ ≡ Pλ,n,j(u
−jγ0 − 1) mod ωn(u
−jγ0 − 1).
13
Since Fλ ∈ HL,ordp(λ)(Γ
cyc
0 ), we have Pλ,n,j ∈ ̟
−s0OL[γ0− 1] for some s0 that is independent of λ, n and j.
By Proposition 2.10, our hypothesis implies that there exist two sequences of polynomials P#,n and P♭,n in
ω−s−s0OL[γ0 − 1] satisfying (
αn+1Fα
βn+1Fβ
)
≡ Q−1Cn
(
P#,n
P♭,n
)
mod ωn,k−1(γ0).
Recall from the proof of Lemma 2.8 that we have the congruence
Q−1 ·Mlog ≡
( cα)n+1 0
0
(
c
β
)n+1
 ·Q−1 · Cn mod ωn,k−1(γ0).
Consequently, (
Fα
Fβ
)
≡ Q−1Mlog
(
cn+1P#,n
cn+1P♭,n
)
mod ωn,k−1(γ0).
In particular,
(
cn+1P#,n
cn+1P♭,n
)
defines a sequence of compatible elements in̟−s−s0ΛOL(Γ
cyc)⊕2/ kerhn. Lemma 2.9
tells us that there exist F#, F♭ ∈ ̟
−s−s0 such that(
Fα
Fβ
)
= Q−1Mlog
(
F#
F♭
)
on letting n→∞. The last part of the proposition is the special case where s0 = 0. 
Remark 2.12. Recall from Remark 2.5 that the entries of Mlog in fact have coefficients in L0. Thus, we can
see from the proofs of Lemma 2.8 and Proposition 2.11 that if Pλ,n ∈ ΛOL0 (Γ
cyc
0 ), then F#, F♭ ∈ ΛOL0 (Γ
cyc
0 ).
2.3. Two-variable Coleman maps. In this section, we construct two-variable Coleman maps for the
representation T = R∗f ⊗ ϑ (where we recall that ϑ is an unramified character of GQp of finite order).
First of all, let us quickly review the construction of one-variable Coleman maps. It was shown in [LLZ10,
Theorem 3.5] and [LLZ17, Theorems 2.5 and 3.3] that {(1 + π)ϕ(n1), (1 + π)ϕ(n2)} is a ΛOE (Γ
cyc
0 )-basis
of (ϕ∗N(T ))ψ=0 under the hypothesis k > 2. When k = 2, it is possible to obtain the same result on
replacing the basis n1, n2 by another basis that is congruent to the original one mod π, as explained in
[LLZ10, Lemma 3.9]. The new basis would still be a lifting of v1, v2, but Mlog would differ slightly since P
would be replaced by a new matrix. However, this does not affect our calculations carried out in §2.2 as the
new P would be congruent to the original one mod π. Without loss of generality, we shall assume that our
basis n1, n2 does satisfy [LLZ10, Theorem 3.5].
Under this assumption, there exist two Coleman maps Col# and Col♭, both of which are ΛOL(Γ
cyc
0 )-
morphisms from H1Iw(Qp(µp∞), T ) into ΛOL(Γ
cyc
0 ) such that
(1− ϕ)(z) = Col#(z) · (1 + π)ϕ(n1) + Col♭(z) · (1 + π)ϕ(n2)
for all z ∈ H1Iw(Qp(µp∞), T ). Here, we identify N(R
∗
f )
ψ=1 with H1Iw(Qp(µp∞), T ) via the Fontaine-Herr
complex (c.f. [Ber04, §A] and [LLZ17, Theorem 2.6]). If we write
LT : H
1
Iw(Qp(µp∞), T )→ HL,k−1(Γ
cyc
0 )⊗ Dcris(T )
for the Perrin-Riou big logarithm map, then
(8) LT =
(
v1 v2
)
Mlog
(
Col#
Col♭
)
.
Our choice of eigenvectors vα, vβ from (5) allows us to rewrite this as
LT =
(
vα vβ
)
Q−1Mlog
(
Col#
Col♭
)
.
If we write LT,α and LT,β for the coordinates of LT with respect to this eigenbasis, we have
(9)
(
LT,α
LT,β
)
= Q−1Mlog
(
Col#
Col♭
)
.
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Let F be a finite unramified extension of Qp. We shall write NF (T ) and Dcris(F, T ) for the Wach module
and the Dieudonné module of T over F . In particular, [LZ14, Lemma 2.1] tells us that
NF (T ) = OF ⊗Zp N(T ), Dcris(F, T ) = OF ⊗Zp Dcris(T ).
Therefore, it is immediate that n1, n2 and v1, v2 extend to bases of NF (T ) and Dcris(F, T ) respectively.
Furthermore, the basis (1 + π)ϕ(n1), (1 + π)ϕ(n2) of (ϕ
∗N(T ))ψ=0 extends to an OF ⊗ ΛOL(Γ
cyc
0 )-basis of
(ϕ∗NF (T ))
ψ=0. This allows us to define the Coleman maps
Col#,F ,Col♭,F : H
1
Iw(F (µp∞), R
∗
f )→ OF ⊗Zp ΛOL(Γ
cyc
0 )
in the same manner as before. If we write
LT,F : H
1
Iw(F (µp∞), T )→ HL,k−1(Γ
cyc
0 )⊗ Dcris(F, T )
for the Perrin-Riou big logarithm map, we then have a similar decomposition as (8), namely
LT,F =
(
v1 v2
)
Mlog
(
Col#,F
Col♭,F
)
.
Let F∞ be the unramified Zp-extension of F , U = Gal(F∞/F ), G = Gal(F∞(µµp∞ )/F )
∼= U×Γ
cyc
0 and let
F̂∞ denote the completion of F∞. We set SF∞/F ⊂ ΛOF̂∞ (U) to denote the Yager module which is defined
in [LZ14, §3.2]. We recall that it is a free ΛOF (U)-module of rank 1 (see the proof of Proposition 3.12 in op.
cit.). In particular, we may fix a basis {ΩF } of the Yager module SF∞/F . There is an isomorphism
H1Iw(F∞(µµp∞ ), T )
∼= NF∞(T )
ψ=1,
where NF∞(T ) = NF (T )⊗̂OFSF∞/F . The two-variable big logarithmmap of Loeffler-Zerbes, which we denote
by LT,F∞ , is defined as the compositum of the arrows
H1Iw(F∞(µp∞), T )
∼=
−→ NF∞(T )
ψ=1
1−ϕ
−→ (ϕ∗NF (T ))
ψ=0⊗̂OFSF∞/F
⊂
−→ (OF ⊗HL,k−1(Γ
cyc
0 )⊗OF Dcris(F, T ))⊗̂OFSF∞/F
∼=
−→ ΩF · (HL,k−1(Γ
cyc
0 )⊗̂ΛOF (U))⊗OF Dcris(F, T ).
The basis (1 + π)ϕ(n1), (1 + π)ϕ(n2) of (ϕ
∗NF (T ))
ψ=0 allows us to define the Coleman maps
(10) Col#,F∞ ,Col♭,F∞ : H
1
Iw(F∞(µp∞), T )→ OF̂∞ ⊗ ΛOL(G)
via
H1Iw(F∞(µp∞), T )
∼=
−→ NF∞(T )
ψ=1
1−ϕ
−→ (ϕ∗NF (T ))
ψ=0⊗̂OF SF∞/F
∼=
−→
(
OF ⊗ ΛOL(Γ
cyc
0 )
⊕2
)
⊗̂OFΩF · ΛOF (U)
=
−→ ΩF · OF ⊗ ΛOL(G)
⊕2.
In particular, this yields the decomposition
LT,F∞ =
(
v1 v2
)
Mlog
(
Col#,F∞
Col♭,F∞
)
.
When no confusion could arise, we shall omit ΩF from the notation and identify ΛOF (U) with ΩFΛOF (U).
This allows us to consider Col•,F∞ as maps landing in OF ⊗ ΛOL(G).
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2.4. Images of Coleman maps. We now study the images of the Coleman maps defined above in the case
where F = Qp.
Lemma 2.13. Let j ∈ {0, . . . , k − 2}, z ∈ H1Iw(Qp(µp∞), T ) and θ be a Dirichlet character of conductor p.
Then,
(pk−j−2 − ap(f)c+ ǫf(p)
−1pjc2)Col♭(z)(χ
j
0) = c(p− 1)p
k−2Col#(z)(χ
j
0) ,
Col♭(z)(χ
j
0θ) = 0
where c is as at the start of §2.2.
Proof. If we write (
L1
L2
)
=Mlog
(
Col#
Col♭
)
,
then following the calculations of [LLZ11, §5.1], we have
(ǫf (p)p
k−j−1 − ap(f)c+ p
j+1c2)L1(z)(χ
j
0) = c(1− p)L2(z)(χ
j
0);
L1(z)(χ
j
0) = 0.
Lemma 2.6 implies that
Mlog(χ
j
0θ) = Mlog(χ
j
0) = Aϕ = c ·
(
0 − 1
ǫf (p)pk−1
1
ap(f)
ǫf (p)pk−1
)
.
Hence the result. 
As in [LLZ11, Remark 5.8], we have pk−j−1 − ap(f)c + ǫf(p)−1pj+1c2 6= 0 thanks to the Ramanujan-
Petersson bound. Given a character η ∈ ∆̂, we write eη for the idempotent attached to η and
Cj,η =
{
c(1−p)
pk−j−1−ap(f)c+ǫf (p)−1pj+1c2
if θ is trivial,
0 otherwise.
Theorem 2.14. If Col := (Col#,Col♭) and η ∈ ∆̂, then
eη · L⊗OL im(Col) =
{
(F1, F2) ∈ (L⊗OL OL[[X ]])
⊕2 : F2(u
j − 1) = Cj,ηω−j · F1(u
j − 1), 0 ≤ j ≤ k − 2
}
,
where we identify γ0 − 1 with X and eη · ΛOL(Γ
cyc
0 ) with OL[[X ]]. For • ∈ {#, ♭} and η ∈ ∆̂, there exists a
factor ξη,• of δk−1(γ0) such that
eη · im(Col•) ⊂ ξη,•OL[[X ]].
Furthermore, the containment is of finite index.
Proof. This follows from [LLZ11, Corollary 5.3 and Theorem 5.10]. 
Remark 2.15. We note that ξη,# = 1 for all η, whereas ξη,♭ contains a non-trivial factor whenever Cj,η = 0
for some j. The latter occurs for all η if k > 2. In the case k = 2, ξη,♭ is trivial for θ = 1, whereas
ξη,♭ = γ0 − 1 if η 6= 1.
Lemma 2.16. For • ∈ {#, ♭} and η ∈ ∆̂, let ξη,• be as given in Theorem 2.14, then
eη · im(Col•,Qp,∞) ⊂ eηΩQpξη,• · ΛOL(G),
where G = Gal(Qp,∞(µp∞)/Qp). Furthermore, the containment is of finite index.
Proof. Given that
NQp,∞(T ) = NQp(T )⊗̂SQp,∞/Qp ,
we have
(11) im(Col•,Qp,∞) = im(Col•,Qp)⊗̂SQp,∞/Qp = im(Col•,Qp)⊗̂ΩQpΛZp(U).
Therefore, our result follows from combining the second half of Theorem 2.14 with (11). 
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Our description on the images allows us to describe the following error term, which we shall need later.
Proposition 2.17. Let η ∈ ∆̂, then the eη-component of the quotient
H1Iw(Qp(µp∞), T )
kerCol# + kerCol♭
is OL[[X ]]-torsion. Furthermore, its characteristic ideal, up to a power of ̟, is generated by δk−1(γ0)/ξη,♭.
Proof. The isomorphism theorem tells us that the stated quotient is isomorphic to
im(Col#)/Col#(kerCol♭).
Recall from Remark 2.15 that Col# is pseudo-surjective, so we may replace this by
ΛOL(Γ
cyc
0 )/Col#(kerCol♭).
The first half of Theorem 2.14 says that eη · L⊗ im(Col) equals
F :=
{
(F1, F2) ∈ (L ⊗OL[[X ]])
⊕2 : F2(u
j − 1) = Cj,ηω−j · F1(u
j − 1), 0 ≤ j ≤ k − 2
}
.
Therefore,
eη · L⊗ Col#(ker Col♭) = {F1 ∈ L⊗OL[[X ]] : (F1, 0) ∈ F}.
This in turn can be expressed as
{F1 ∈ L⊗OL[[X ]] : F1(u
j − 1) = 0, ∀j such that Cj,ηω−j 6= 0}.
The result follows. 
This in turn yields the two-variable analogue on tensoring everything by ΩQpΛZp(U). More specifically,
we may deduce that the eη-component of the quotient
H1Iw(Qp,∞(µp∞), T )
kerCol#,Qp,∞ + kerCol♭,Qp,∞
is OL[[X ]]⊗̂ΛZp(U)-torsion. Furthermore, its characteristic ideal, up to a power of ̟, is generated by
δk−1(γ0)/ξη,♭ as given in Proposition 2.17.
We shall need a similar result for the maps LT,α and LT,β . To prove this, we begin with the following
observation on their images.
Lemma 2.18. Let j ∈ {0, . . . , k−2}, θ a Dirichlet character of conductor pn > 1 and z ∈ H1Iw(Qp(µp∞), T ).
Then, (
1−
β
pjc
)(
1−
pj+1c
α
)
LT,α(z)(χ
j
0) =
(
1−
α
pjc
)(
1−
pj+1c
β
)
LT,β(z)(χ
j
0);
αnLT,α(z)(χ
j
0θ) = β
nLT,β(z)(χ
j
0θ).
Proof. This follows from the interpolation formulae of the Perrin-Riou logarithm map. See for example
[Lei11, Lemma 3.5]. 
For a Dirichlet character η of conductor pn and 0 ≤ j ≤ k − 2, define
Cj,η =

(1− α
pjc
)(1− p
j+1c
β )
(1− β
pjc
)(1− p
j+1c
α )
if η is trivial,
βn
αn otherwise.
Corollary 2.19. Let L = (LT,α,LT,β). For all η ∈ ∆̂, we have
eη · L
(
H1Iw(Qp(µp∞), T )⊗HL(Γ
cyc
0 )
)
= Fη,
where
Fη =
{
(F1, F2) ∈ H
⊕2
L : F1(θ(γ0)u
j − 1) = Cj,ηω−jθF2(θ(γ0)u
j − 1), ∀0 ≤ j ≤ k − 2, finite θ ∈ Γ̂cyc0 with θ|∆ = 1
}
.
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Proof. The inclusion ⊂ is a reformulation of Lemma 2.18. The equality then follows from comparing deter-
minants of the two sets, which are both logp,k−1(1 +X)HL. 
On projecting to the two coordinates of L, we infer the following:
Corollary 2.20. For all η ∈ ∆̂ and λ ∈ {α, β}, we have
eη · LT,λ
(
H1Iw(Qp(µp∞), T )⊗HL(Γ
cyc
0 )
)
= HL.
Proposition 2.21. Let η ∈ ∆̂, then the eη-component of the quotient
H1Iw(Qp(µp∞), T )⊗HL(Γ
cyc
0 )
kerLT,α + kerLT,β
is isomorphic to HL/(logp,k−1(1 +X)) as HL-modules.
Proof. As in the proof of Proposition 2.17, the quotient in the statement of the proposition is isomorphic to
eη · LT,α(H1Iw(Qp(µp∞), T )⊗HL(Γ
cyc
0 ))
eη · LT,α(kerLT,β)
.
On applying Corollaries 2.19 and 2.20, we may rewrite this as
HL
{F1 ∈ HL : (F1, 0) ∈ Fη}
=
HL
{F1 ∈ HL : F1(ζuj − 1) = 0 ∀0 ≤ j ≤ 1, ζ ∈ µp∞}
=
HL
(logp,k−1(1 +X))
,
as required. 
As before, a two-variable analogue can be obtained on tensoring everything by ΩQpΛZp(U).
2.5. Coleman maps for Tf,χ. Let q ∈ {p, pc}. We write Dq for the decomposition group at a fixed
prime above q in Γ and choose a set of coset representatives σ1, . . . , σpt of Γ/Dq. We may identify Dq with
U × Γcyc0 /∆. Note that our choice of embedding ιp implies that U and Γ
cyc
0 /∆ correspond to subgroups of
Γpc and Γp respectively. This gives rise to the decomposition
H1(Kq, (−)⊗ ΛOL(Γ)
ι) =
pt⊕
i=1
H1(Kq, (−)⊗ ΛOL(Dq)
ι) · σi ∼=
⊕
v|q
H1Iw(K∞,v, (−)),
where the last direct sum runs through all places v of K∞ lying above q. Recall from the introduction that
R∗f,χ−1 = R
∗
f ⊗ χ
−1 and Tf,χ = R
∗
f,χ−1(1− k/2)⊗ ΛOL(Γ)
ι. We may define the #/♭-Coleman maps for Tf,χ
at q via
Col•,q : H
1(Kq,Tf,χ)→ ΛOL(Γ)
x =
∑
xi · σi 7→
∑
e1Twk/2−1Col•,Qp,∞(xi · ek/2−1) · σi
for • ∈ {#, ♭}, where the character ϑ in §§2.2-2.3 is chosen to be χ−1|GKq , the notation ·ek/2−1 signifies the
natural map
H1Iw(Qp,∞(µp∞), R
∗
f,χ−1(1− k/2))→ H
1
Iw(Qp,∞(µp∞), R
∗
f,χ−1 )
and Twk/2−1 denotes the twisting map σ 7→ χ0(σ)
k/2−1σ for σ ∈ Γcyc0 .
We may similarly define twisted Perrin-Riou maps
(12) Lq : H
1(Kq,Tf,χ)→ HL(Γq)⊗̂ΛOL(Γqc)⊗ Dcris(R
∗
f ).
The Coleman maps then decompose it as
(13) Lq =
(
v1 v2
)
Twk/2−1Mlog,q
(
Col#,q
Col♭,q
)
,
where Mlog,q is the logarithmic matrix obtained from Mlog on replacing γ0 by its image in Γq.
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Remark 2.22. Recall that the Deligne representation Wf can be realized over L0. In particular, there exists
a 2-dimensional L0-representation Wf,0 such that Wf,0 ⊗L0 L. Let Rf,χ−1,0 and Tf,χ,0 be the corresponding
rank-two OL0-lattices inside Rf,χ−1 and Tf,χ respectively and write Tf,χ,0 = Tf,χ,0 ⊗ ΛOL0 (Γ)
ι. Then we
may define
Col•,q,0 : H
1(Kq,Tf,χ,0)→ ΛOL0 (Γ)
using the Wach module of Rf,χ−1,0. The resulting Coleman map Col•,q,0 extends to Col•,q after tensoring by
OL.
Recall from (5) that we have chosen a basis {vα, vβ} of ϕ-eigenvectors allowing us to define (for λ ∈ {α, β})
the morphism
(14) Lλ,q : H
1(Kq,Tf,χ) −→ HL,ordp(λ)(Γq)⊗̂ΛOL(Γqc)
by considering the coordinates of the map (12) with respect to the eigenbasis {vα, vβ}. We may rewrite (13)
as
(15)
(
Lα,q
Lβ,q
)
= Q−1Twk/2−1Mlog,q
(
Col#,q
Col♭,q
)
.
By linearity, we may extend the map Lλ,q to a map
Lλ,q : H
1 (Kq,Tf,χ) ⊗̂ΛOL (Γq)HL,ordp(λ)(Γq) −→ HL,ordp(λ)(Γq)⊗̂OLΛOL(Γqc)
and the following extension of a result due to Colmez enables us to view it as a map
(16) Lλ,q : H
1
(
Kq,Tf,χ ⊗̂ΛOL (Γq)HL,ordp(λ)(Γq)
)
−→ HL,ordp(λ)(Γq)⊗̂OLΛOL(Γqc) .
Proposition 2.23 (Colmez). The natural map
H1 (Kq,Tf,χ) ⊗̂ΛOL (Γq)HL,ordp(λ)(Γq) −→ H
1
(
Kq,Tf,χ ⊗̂ΛOL (Γq)HL,ordp(λ)(Γq)
)
is an isomorphism.
Proof. The analogous statement for Galois representations with coefficients in a finite extension of Qp is
proved in [Col98, Prop. II.3.1]. We explain briefly how the proof in op. cit. extends to cover the case when
the Galois representation in question is the ΛOL(Γq)-module Tf,χ. All references in this proof is to [Col98]
unless otherwise stated.
As in op.cit., let us fix a topological generator γq of Γq. We set νn := (γq − 1)n and ΛOL(Γq)n :=
ΛOL(Γq)/νn for every positive integer n. Set ΛL(Γq)n := ΛL(Γq)/νn = ΛOL(Γq)n ⊗OL L. We let || · ||n
denote the unique norm on ΛL(Γq)n⊗̂OLΛOL(Γqc) such that ΛOL(Γq)n⊗̂OLΛOL(Γqc) is the unit ball. We let
πn denote the natural map ΛOL(Γq) → ΛOL(Γq)n. Colmez’ arguments reduce the proof to the verification
of Lemma II.3.2 in the situation when Colmez’ M is replaced by Tf,χ, his rings ΛK and Λn are replaced by
ΛOL(Γq) and ΛOL(Γq)n, respectively. We indicate below how Colmez’ arguments apply verbatim to prove
each one of the three parts of the version of this lemma in our setting.
The proof of Lemma II.3.2(i) carries over without a change in the current set up, on observing that we
have H2 (Kq,Tf,χ) = 0 thanks to our assumption that p > k (as a consequence of a result due to Fontaine
and Edixhoven on the residual irreducibility of ρf ). Translation of Lemma II.3.2(ii) to our setting follows as
a formal consequence of Lemma II.3.2(i).
To conclude with the proof, we now verify Lemma II.3.2(iii) in the current situation. We note that
H1(Kq,Tf,χ ⊗OL L) = H
1(Kq,Tf,χ)⊗OL L
is a free ΛL(Γq)⊗̂OLΛOL(Γqc)-module of rank 2 (still as a consequence of our assumption that p > k). Let
|| · ||Tf,χ,n denote the unique norm on H
1(Kq,Tf,χ/νnTf,χ ⊗OL L) such that H
1(Kq,Tf,χ/νnTf,χ) is the
unit ball. Let {µ1, µ2} be a basis of H1(Kq,Tf,χ ⊗OL L). According to Lemma II.3.2(ii) (which holds in
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our setting as we explained above), it follows that {πn(µ1), πn(µ2)} is a basis of the ΛL(Γq)n⊗̂OLΛOL(Γqc)-
module H1(Kq,Tf,χ/νnTf,χ ⊗OL L). Let µ ∈ H
1(Kq,Tf,χ/νnTf,χ ⊗OL L) be any element and define λi ∈
ΛL(Γq)n⊗̂OLΛOL(Γqc) so that
µ = λ1πn(µ1) + λ2πn(µ2).
Choose a natural number C > 0 so that the ΛOL(Γq)⊗̂OLΛOL(Γqc)-submodule of H
1(Kq,Tf,χ ⊗OL L)
generated by µ1 and µ2 contains C ·H1(Kq,Tf,χ). Such C clearly exists, as we have
H1(Kq,Tf,χ ⊗OL L) = H
1(Kq,Tf,χ)⊗OL L.
Since H2(Kq,Tf,χ) = 0, it follows that the ΛOL(Γq)n⊗̂OLΛOL(Γqc)-submodule of
H1(Kq,Tf,χ/νnTf,χ ⊗OL L) = H
1(Kq,Tf,χ ⊗OL L)/νnH
1(Kq,Tf,χ ⊗OL L)
=
(
H1(Kq,Tf,χ)/νnH
1(Kq,Tf,χ)
)
⊗OL L
generated by πn(µ1) and πn(µ2) contains
C ·H1(Kq,Tf,χ/νnTf,χ) = C ·
(
H1(Kq,Tf,χ)/νnH
1(Kq,Tf,χ)
)
.
This in turn shows that
||λi||n ≤ C||µ||Tf,χ ,n
as required by Lemma II.3.2(iii) and concludes the proof as in [Col98]. 
Let K ′/K be a finite p-extension where all primes above p are unramified. A typical choice for K ′ in this
article will be K(n) for some ideal n of OK that is coprime to p. If v is a prime of K ′ lying above q, then K ′v
can be considered as a sub-extension of Qp,∞ when we identify Kq with Qp. Therefore, we may define the
maps Lv, Lα,v, Lβ,v and Col•,v on H1(K ′v,Tf,χ) using LT,K′v,∞ and Col•,K′v,∞ , where K
′
v,∞ is the unramified
Zp-extension of K
′
v, as before. When K
′ = K(n), we shall write
H1(K(n)q,Tf,χ) =
⊕
v|q
H1(K ′v,Tf,χ),
on which we have the maps Ln,q = ⊕Lv, Lλ,n,q = ⊕Lλ,v and Col•,n,q = ⊕Col•,v, whose images lie in-
side OL[Gal(K ′/K)]⊗ ΛOL(Γ) and OL[Gal(K
′/K)]⊗HL(Γ) respectively. For ? ∈ {cyc, ac}, we shall write
Col?•,n,q : H
1(K(n)q,T
?
f,χ) −→ OL[Gal(K(n)/K)]⊗ΛOL(Γ
?) and L?λ,n,q : H
1(K(n)q,T
?
f,χ) −→ OL[Gal(K(n)/K)]⊗
HL(Γ?) for the natural maps induced from Col•,n,q and Lλ,n,q, respectively. As before, when n is trivial, we
suppress n from the notation and simply write Col•,q, Col
?
•,q and so on. Let ω be the Teichmuller character
on ∆. Lemma 2.16 tells us that
im(Col•,q) ⊂ Tw1−k/2(ξ
q
ω1−k/2,•
)Λ(Γ),
where ξq
ω1−k/2,•
is obtained from ξω1−k/2,• on replacing Γ
cyc
0 by γq. We recall that this containment is of finite
index. From now on, we write
ξq• = Tw1−k/2(ξω1−k/2,•) ∈ ΛOL(Γq)
and for ? ∈ {cyc, ac}, we define ξ?• similarly. For ? = ∅, we shall define ξ
?
• to be ξ
p
• .
3. Beilinson-Flach elements and factorization
3.1. Review on Beilinson-Flach elements. Let m,N ≥ 1 be integers and a ∈ Z/mZ. For an integer2
c > 1 that is coprime to 6mpN , let
cRI
[j]
m,mN,a ∈ H
3
ét
(
Y (m,mN)2,Λ(HZp〈t〉)
[j,j](2− j)
)
,
denote the Rankin-Iwasawa class as defined in [LZ16, Definition 3.2.1] and [KLZ17, Definition 5.1.5].
Let f be our fixed modular form. Let g be a CM Hida family (in the sense of [KLZ17, §7]) that has CM
over our fixed imaginary quadratic field K. We fix N to be an integer that is divisible by Nf and the tame
2The integer c here has nothing to do with the other two objects denoted by c previsouly. Despite this conflict, we decided
to keep this notation from [KLZ17, LZ16] because it will ultimately be eliminated from our discussion; c.f. Remark 3.1 below.
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level of g. Throughout, we assume that f is non-CM. In particular, f is not a twist of any member of g.
Let 0 ≤ j ≤ k − 2. Consider the image of the Rankin-Iwasawa class cRI
[j]
m,mpN,1 under the compositum of
the morphisms
H3ét
(
Y (m,mpN)2,Λ(HZp〈t〉)
[j,j](2− j)
)
(17)
−→ H1
(
Q(µm), H
1
ét
(
Y1(pN),Λ(HZp〈t〉)
[j]
)⊠2
(2− j)
)
−→ H1
(
Q(µm), H
1
ét
(
Y1(pN),TSym
k−2HZp(1)
)
⊠H1ét
(
Y1(pN),Λ(HZp〈t〉)
[k−2](1)
)
(−j)
)
−→ H1
(
Q(µm), R
∗
fλ ⊗H
1
ord(Np
∞)[k−2](−j)
)
,
where the first arrow is the étale regulator map composed with the Künneth decomposition, the second
arrow is given by the moment map momk−2−j (as defined in [Kin15, §2.3]) on the Iwasawa-theoretic sheave
on the first component and id⊗momk−2−j on the second component, the last arrow is given by the obvious
projection and H1ord(Np
∞)[k−2] is defined to be
e′ordH
1
ét
(
Y1(pN),Λ(HZp〈tmpN 〉)
[k−2](1)
)
∼= e′ord lim←−
r
H1ét
(
Y1(prN),TSym
k−2HZp(1)
)
(c.f. [KLZ17, Theorem 4.5.1 and Proposition 7.2.1(a)]). We write
cz
λ
m,j ∈ H
1
(
Q(µm), R
∗
fλ ⊗H
1
ord(Np
∞)[k−2](−j)
)
,
for this image. We remark the moment map
id⊗momk−2−j : H1ét
(
Y1(prN),Λ(HZp〈t〉)
[j](1)
)
→ H1ét
(
Y1(prN),Λ(HZp〈t〉)
[k−2](1)
)
corresponds to the twisting map
lim
←−
H1ét
(
Y1(prN),TSym
jHr(1)
)
→ lim
←−
H1ét
(
Y1(prN),TSym
k−2Hr(1)
)
given by the cup-product in with (N · tNpr)⊗(k−2−j), which is Hecke-equivariant as explained in [KLZ17,
Theorem 4.5.1(2), Remark 4.5.3].
Let R∗
g
be the representation defined by [KLZ17, Definition 7.2.5], which is a quotient of H1ord(Np
∞) and
write R
∗,[k−2]
g for the corresponding quotient of H1ord(Np
∞)[k−2]. Then, R∗
g
and R
∗,[k−2]
g agree up to a twist
by the (k− 2)-nd power of the weight character. On the level of Iwasawa sheaves, they differ by the moment
map id⊗momk−2.
Since we have assumed that f is non-CM, we have
(18) H0
(
Q(µmp∞), R
∗
f ⊗R
∗,[k−2]
g
(−j)
)
= 0.
We may further project cz
λ
m,j to
cz
λ,g
m,j ∈ H
1
(
Q(µm), R
∗
fλ ⊗ R
∗,[k−2]
g
(−j)
)
.
Following the proof of Theorem 6.3.4 of op. cit., for n ≥ 1 and a fixed m that is coprime to p, let
cx
λ,g
n,j ∈ H
1
(
Q(µmpn), R
∗
fλ ⊗R
∗,[k−2]
g
⊗ L(−j)
)
denote the the image of
(−1)j
(
(U ′p)
−r, (U ′p)
−r
)
j!
(
k−2
j
)2 cRI [j]mpn,mpn+1N,1
under the same series of maps in (17).
Remark 3.1. As explained in [LLZ15, §5.3], it is possible to dispose of the factor c in our construction of
the elements cz
λ,g
m,j and cx
λ,g
n,j . We shall do so from now on and simply write z
λ,g
m,j and x
λ,g
n,j for these elements.
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Theorem 3.2. Let m be a fixed integer coprime to p and λ ∈ {α, β}. There exists an element
BFλ,gm ∈ H
1
(
Q(µm), Dordp(λ)(Γ
cyc
0 , R
∗
fλ)⊗̂R
∗,[k−2]
g
)
= H1
(
Q(µmp∞), Dordp(λ)(Γ
cyc
0 , R
∗
fλ)⊗̂R
∗,[k−2]
g
)Γcyc0
(where Dordp(λ)(Γ
cyc
0 , R
∗
fλ) is the R
∗
fλ-valued distributions of order λ as in [LZ16, §2.2] and the identification
of the two cohomology groups comes from the inflation-restriction exact sequence and (18)) such that∫
(Γcyc0 )
pn
χj0BF
λ,g
m = x
λ,g
n,j
for all n ≥ 1 and 0 ≤ j ≤ k−2, where xλ,gn,j is considered as a class in H
1
(
Q(µmp∞), R
∗
fλ ⊗R
∗,[k−2]
g ⊗ L
)(Γcyc0 )pn=χj0
.
Proof. As in the proof of [LZ16, Theorem 3.5.9], there is a natural norm || · || on R∗fλ ⊗ R
∗,[k−2]
g , which in
turn induces a norm on H1
(
Q(µmp∞), R
∗
fλ ⊗R
∗,[k−2]
g ⊗ L
)
. Theorem 3.3.5 of op. cit. tells us that∣∣∣∣∣∣
∣∣∣∣∣∣
k−2∑
j=0
(−1)j
(
k − 2
j
)
λnTwj ◦ res
(
xλ,gr,j
)∣∣∣∣∣∣
∣∣∣∣∣∣ = O(p−(k−2)n),
where res is the restriction map from Q(µmpn) to Q(µmp∞) and Twj is the twisting map R
∗
f⊗R
∗,[k−2]
g (−j)→
R∗f⊗R
∗,[k−2]
g . This allows us to apply [LZ16, Proposition 2.3.3] to the classes x
λ,g
n,j , which are norm compatible
as n varies thanks to [KLZ17, Theorem 5.4.1]. 
We shall identify R∗f with R
∗
fλ following [LZ16, §3.5]. More specifically, let pr1 and pr2 be the two
degeneracy maps on the modular curves Y1(pN)→ Y1(N) as defined in [KLZ17, Definition 2.4.1] and write
Prλ = pr1 −
λ′
pk−1
pr2, where λ
′ denotes the other root of the Hecke polynomial of f at p. Realizing R∗fλ
and R∗f as quotients of the first étale cohomology of Y1(pN) and Y (N) respectively, Pr
λ
∗ gives rise to an
isomorphism between these two Galois representations. In particular, if we identify cz
λ,g
m,j as an element of
H1
(
Q(µm), R
∗
f ⊗R
∗,[k−2]
g (−j)
)
under this identification (which we shall do from now on), it is the image of
cRI
λ,[j]
m,mN,1 := (Pr
λ × pr1)∗
(
cRI
[j]
m,mpN,1
)
∈ H3ét
(
Y (m,mN)2,Λ(HZp〈tmN 〉)
[j,j](2− j)
)
under the same series of maps as in (17).
Proposition 3.3. Let m be an integer coprime to p and θ a finite-order character of Gal(Q(µmp∞)/Q). Let
pn be the p-part of the conductor of θ. If n > 0, then∑
σ∈Gal(Q(µmpn )/Q)
θ(σ)−1σ · cRI
λ,[j]
mpn,mpnN,1 =
∑
σ∈Gal(Q(µmpn )/Q)
θ(σ)−1σ · cRI
[j]
mpn,mpnN,1.
Proof. By definition,
(Prλ × pr1)∗ = (pr1 × pr1)∗ −
λ′
pk−1
(pr2 × pr1)∗.
The term (pr1× pr1)∗ applied to cRI
[j]
mpn,mpn+1N,1 gives cRI
[j]
mpn,mpnN,1 thanks to [KLZ17, Theorem 5.3.1].
Corollary 5.5.2 in op. cit. tells us that if we apply (pr2×pr1)∗ to the same element, we obtain an expression
of the form
()cRI
[j]
mpn,mpnN,p ,
where () is some explicit factor whose exact value we need not know. We identify the Galois group
Gal(Q(µmpn)/Q) with (Z/mp
nZ)×. By the definition of Rankin-Iwasawa classes we have cRI
[j]
mpn,mpnN,x =
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RI
[j]
mpn,mpnN,y for x ≡ y mod mp
n, and it follows applying [KLZ17, Proposition 5.2.3] that∑
σ∈Gal(Q(µmpn )/Q)
θ(σ)−1σ · cRI
[j]
mpn,mpnN,p =
∑
a∈(Z/mpnZ)×
θ(a)−1cRI
[j]
mpn,mpnN,a−1p
=
∑
b∈(Z/mpn−1Z)×
cRI
[j]
mpn,mpnN,b−1p
∑
a∈(Z/mpnZ)×
a≡b mod mpn−1
θ(a)−1 = 0.
The proof follows. 
Corollary 3.4. Let m be an integer coprime to p and θ a finite-order character of Gal(Q(µmp∞)/Q). Let
pn be the p-part of the conductor of θ. If n > 0, then∑
σ∈Gal(Q(µmpn )/Q)
θ(σ)−1σ · zα,gn,j =
∑
σ∈Gal(Q(µmpn )/Q)
θ(σ)−1σ · zβ,gn,j
for all 0 ≤ j ≤ k − 2.
Lemma 3.5. Let m be an integer coprime to p, n ≥ 0 an integer and z ∈ H1(Q(µmpn+1), R
∗
f ⊗ R
∗,[k−2]
g ).
Suppose that for all characters θ of Gal(Q(µmpn+1)/Q) whose p-conductor is p
n+1, we have∑
σ∈Gal(Q(µmpn+1 )/Q)
θ(σ)−1σ · z = 0.
Then, z is in the image of H1
(
Q(µmpn), R
∗
f ⊗R
∗,[k−2]
g
)
in H1
(
Q(µmpn+1), R
∗
f ⊗R
∗,[k−2]
g
)
under restriction.
Proof. Our hypothesis on z tells us that
z ∈ H1
(
Q(µmpn+1), R
∗
f ⊗R
∗,[k−2]
g
)Gal(Q(µmpn+1)/Q(µmpn))
.
The latter coincides with the image of the restriction of H1
(
Q(µmpn), R
∗
f ⊗R
∗,[k−2]
g
)
via the inflation-
restriction sequence thanks to (18). 
Corollary 3.6. Let m be an integer coprime to p, n ≥ 1 an integer and
z ∈ H1
(
Q(µm), R
∗
f ⊗R
∗,[k−2]
g
⊗OL[Γ
cyc
0 /(Γ
cyc
0 )
pn ]ι
)
.
Suppose that for all characters θ of Gal(Q(µmpn+1)/Q) whose p-conductor is p
n+1, we have∑
σ∈Gal(Q(µmpn+1 )/Q)
θ(σ)−1σ · z = 0.
Then, z is in the image of H1
(
Q(µm), R
∗
f ⊗R
∗,[k−2]
g ⊗ Φn(γ0)OL[Γ
cyc
0 /(Γ
cyc
0 )
pn ]ι
)
, where Φn denotes the
pn-th cyclotomic polynomial.
Proof. Shapiro’s lemma gives
H1
(
Q(µm), R
∗
f ⊗R
∗,[k−2]
g
⊗OL[Γ
cyc
0 /(Γ
cyc
0 )
pn ]ι
)
∼= H1
(
Q(µmpn+1), R
∗
f ⊗R
∗,[k−2]
g
)
.
The restriction map H1
(
Q(µmpn), R
∗
f ⊗R
∗,[k−2]
g
)
→ H1
(
Q(µmpn+1), R
∗
f ⊗R
∗,[k−2]
g
)
corresponds to the
morphism
H1
(
Q(µm), R
∗
f ⊗R
∗,[k−2]
g
⊗OL[Γ
cyc
0 /(Γ
cyc
0 )
pn−1 ]ι
)
→ H1
(
Q(µm), R
∗
f ⊗R
∗,[k−2]
g
⊗OL[Γ
cyc
0 /(Γ
cyc
0 )
pn ]ι
)
induced by the multiplication by Φn(γ0). Hence, our result follows from Lemma 3.5. 
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Theorem 3.7. There exist two elements BF#,gm and BF
♭,g
m inside
H1
(
Q(µm), R
∗
f ⊗R
∗,[k−2]
g
⊗̂ΛL(Γ
cyc
0 )
ι
)
= H1
(
Q(µm), D0(Γ
cyc
0 , R
∗
f )⊗̂R
∗,[k−2]
g
)
such that (
BFα,gm
BFβ,gm
)
= Q−1Mlog ·
(
BF#,gm
BF♭,gm
)
,
where we identify all BF?,gm as elements of H
1
(
Q(µm), Dk−1(Γ
cyc
0 , R
∗
f )⊗̂R
∗,[k−2]
g
)
. Furthermore, there exists
an integer s such that
BF#,gm ,BF
♭,g
m ∈ ̟
−sH1
(
Q(µm), R
∗
f ⊗R
∗,[k−2]
g
⊗̂ΛOL(Γ
cyc
0 )
ι
)
for all m and all g.
Proof. Let 0 ≤ j ≤ k − 2, n ≥ 1 be integers and λ ∈ {α, β}. Consider the commutative diagram
H1
(
Q(µm), Dordp(λ)(Γ
cyc
0 , R
∗
f )⊗̂R
∗,[k−2]
g
)

res
// H1
(
Q(µmp∞), Dordp(λ)(Γ
cyc
0 , R
∗
f )⊗̂R
∗,[k−2]
g
)Γcyc0
∫
(Γ
cyc
0 )
pn−1 χ
j
0

H1
(
Q(µm), R
∗
f ⊗R
∗,[k−2]
g (−j)⊗ L[Γ
cyc
0 /(Γ
cyc
0 )
pn ]ι
)

H1
(
Q(µmpn), R
∗
f ⊗R
∗,[k−2]
g (−j)⊗ L
)
Twj◦res
// H1
(
Q(µmp∞), R
∗
f ⊗R
∗,[k−2]
g ⊗ L
)(Γcyc0 )pn−1=χj0
,
where the first vertical map on the left is the natural projection given by modulo (Γcyc0 )
pn−1 = χj0 (which is
our shorthand for modulo the ideal generated by χj0(γ
pn−1
0 )− γ
pn−1
0 ), whereas the second vertical map sends
the cocycle
(
σ 7→
∑
g∈Γcyc0 /(Γ
cyc
0 )
pn−1 cg(σ)g
)
to (σ 7→ c1(σ)) as given by Shapiro’s Lemma. The map Twj is
the twisting map R∗f ⊗R
∗,[k−2]
g (−j)→ R∗f ⊗R
∗,[k−2]
g .
Given that j! and
(
k−2
j
)
are p-adic units under our running assumption that p > k, we have
λnxλ,gn,j ∈ H
1
(
Q(µmpn), R
∗
fλ ⊗R
∗,[k−2]
g
(−j)
)
∼= H1
(
Q(µm), R
∗
fλ ⊗R
∗,[k−2]
g
(−j)⊗OL[Γ
cyc
0 /(Γ
cyc
0 )
pn−1 ]ι
)
.
As in the proof of Theorem 3.2, [LZ16, Theorem 3.3.5] tells us that, as elements ofH1
(
Q(µmp∞), R
∗
f ⊗R
∗,[k−2]
g ⊗ L
)
,
we have
j∑
i=0
(−1)i
(
j
i
)
Twj ◦ res
(
λnxλ,gn,i
)
∈ pjnH1
(
Q(µmp∞), R
∗
f ⊗R
∗,[k−2]
g
)
.
Given that
(
j
i
)
is a p-adic unit, we may recursively lift res
(
λnxλ,gn,i
)
to a cocycle
cλ,gn,i ∈ Z
1
(
GQ(µmp∞ ), R
∗
f ⊗R
∗,[k−2]
g
)
⊗OL[Γ
cyc
0 /(Γ
cyc
0 )
pn−1 ]
as i runs through 0, 1, . . . , k − 2 such that
(19)
∣∣∣∣∣
∣∣∣∣∣p−jn
j∑
i=0
(−1)i
(
j
i
)
cλ,gn,i (u
−iγ0)
∣∣∣∣∣
∣∣∣∣∣ ≤ 1.
Let cλ,gn be the unique cocycle
cλ,gn ∈ Z
1
(
GQ(µmp∞ ), R
∗
f ⊗R
∗,[k−2]
g
)
⊗ ΛOL(Γ
cyc
0 )/ωn−1,k−1(γ0)⊗ L
24
satisfying
cλ,gn ≡ c
λ,g
n,i (u
−iγ0) mod ωn−1(u
−iγ0)
for i = 0, . . . , k − 2 (it exists, by Chinese remainder theorem, as GQ(µmp∞ ) acts trivially on ΛOL(Γ
cyc
0 )). On
taking r = 0 in Remark 2.4, (19) tells us that there exists an integer s0, independent of n, g and λ, such
that
̟s0cλ,gn ∈ Z
1
(
GQ(µmp∞ ), R
∗
f ⊗R
∗,[k−2]
g
)
⊗ ΛOL(Γ
cyc
0 )/ωn−1,k−1(γ0).
Hence, this gives
̟s0λnxλ,gn ∈ H
1
(
Q(µmp∞), R
∗
f ⊗R
∗,[k−2]
g
⊗OL[Γ
cyc
0 /(Γ
cyc
0 )
pn−1 ]
)
,
satisfying
λnxλ,gn ≡ Twj ◦ res
(
λnxλ,gn,i
)
mod ωn−1(u
−iγ0).
Let adj be the adjugate matrix of Q−1Cn−1 as in the proof of Proposition 2.10. Then, Corollaries 3.4 and
3.6 tell us that
̟s0adj
(
αnxα,gn
βnxβ,gn
)
∈ H1
(
Q(µmp∞), R
∗
f ⊗R
∗,[k−2]
g
⊗
n−1∏
i=1
Φi,k−1(γ0)ΛOL(Γ
cyc
0 )
⊕2/ωn−1,k−1(γ0)
)
.
Consequently, this defines(
̟s0x#,n
̟s0x♭,n
)
∈ H1
(
Q(µmp∞), R
∗
f ⊗R
∗,[k−2]
g
⊗̟−sΛOL [[Γ
cyc
0 ]]
⊕2/ kerhn−1
)
satisfying (
αnxα,gn
βnxβ,gn
)
= Q−1Cr−1
(
x#,n
x♭,n
)
.
On letting n→∞, we obtain two classes x# and x♭ inside H
1
(
Q(µmp∞), R
∗
f ⊗R
∗,[k−2]
g ⊗̟−sΛOL(Γ
cyc
0 )
ι
)
satisfying (
BFα,gm
BFβ,gm
)
= Q−1Mlog
(
x#
x♭
)
.
These classes are invariant under Γcyc0 since BF
λ,g
m are. Hence, we obtain the classes BF
#,g
m and BF
♭,g
m as
required. 
Remark 3.8. Since the classes cRI
[j]
m,mN,a (before p-stabilization) can be realized over L0, Remark 2.12
tells us that the classes BF#,gm ,BF
♭,g
m can also be realized over L0. In other words, they live in
̟−s0 H
1
(
Q(µm), R
∗
f,0 ⊗R
∗,[k−2]
g
⊗̂ΛOL0 (Γ
cyc
0 )
ι
)
,
where ̟0 is a uniformizer of L0 and Rf,0 is a free OL0-module of rank two inside Rf .
Remark 3.9. We have constructed the signed Beilinson-Flach elements BF#,gm and BF
♭,g
m via those classes
that land in the module ̟−sΛOL [[Γ
cyc
0 ]]
⊕2/ kerhr−1, which are patched together via Lemma 2.9 as r varies.
The advantage of this approach (namely, working at finite layers of the cyclotomic Zp-tower) is that we only
needed to lift finitely many cohomology classes to cocycles at each finite level. If a generalization of [Col98,
Proposition II.3.1] and [LZ16, Proposition 2.4.5] to the cohomology groupH1
(
Q(µm), Dordp(λ)(Γ
cyc
0 , R
∗
f )⊗̂R
∗,[k−2]
g
)
was available, it would allow us to "pull out" HL,ordp(λ)(Γ
cyc
0 ) to conclude that
H1
(
Q(µm), Dordp(λ)(Γ
cyc
0 , R
∗
f )⊗̂R
∗,[k−2]
g
) ?
∼= H1
(
Q(µm), R
∗
f ⊗̂R
∗,[k−2]
g
)
⊗ΛcOL (Γ
cyc
0 )
HL,ordp(λ)(Γ
cyc
0 ).
It would then be possible to obtain the factorization in Theorem 3.7 in an alternative manner. Namely, we
could carry out the sought after factorization by working with the coordinates with respective a fixed basis of
H1(Q(µm), R
∗
f ⊗ ΛL(Γ
cyc
0 )
ι⊗ˆR
∗,[k−2]
g ).
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3.2. CM Hida families. We follow the notation of [LLZ15, §§3-5] unless we caution readers otherwise. All
references in this section are to this article. In particular, for a general modulus n of K, we let Hn denote
the ray class group modulo n and let K(n) denote the maximal p-extension contained in the ray class field
modulo n. We set H
(p)
n := Gal(K(n)/K). We recall from the introduction that we have fixed an integral
ideal f of OK that is prime to p with K(f) = K. We have also fixed a p-distinguished ray class character χ
modulo f (in the sense that χ(p) 6= χ(pc); note in particular that IndK/Qχ is absolutely irreducible, where
χ is the mod p reduction of χ); we assume that the local field L is large enough to realize the character χ.
We caution readers that our field L is denoted by LP in op. cit. and their χ is different from ours. For any
ideal m = nf divisible by f, we will regard χ as a character of lim
←−
Hmpr via the surjection lim←−
Hmpr ։ Hf.
We let ηχ denote the Dirichlet character of conductor Nχ := Nf, which is characterized by the requirement
that ηχ(n) = χ((n)) for integers prime to f. Notice that when χ is a ring class character, ηχ = 1. Let
ψ0 denote the unique Hecke character of ∞-type (−1, 0), conductor p and whose associated p-adic Galois
character factors through Γp. (It is unique since the ratio of two such characters would have finite p-power
order and conductor dividing p. This has to be the trivial character because of our assumption on the class
number.) Set ψ = χψ0 and let ψL : GK −→ L× denote the Galois character associated to the p-adic avatar
of ψ, which is obtained via the geometrically normalized Artin map. Note that ψ is a Hecke character of of
∞-type (−1, 0) with conductor fp. The theta-series
Θ(ψ) :=
∑
(a,fp)=1
ψ(a)qNa ∈ S2(Γ1(DKNχp), ηχǫKω
−1)
is the weight two specialization (with trivial wild character) of a CM Hida family with tame level DKNχ and
character ηχǫKω. The weight one specialization of this CM Hida family with trivial wild character equals
the p-ordinary theta-series Θord(χ) :=
∑
(a,fp)=1 χ(a)q
Na ∈ S1(Γ1(DKNχp), ηχǫK) of χ.
For each ideal m divisible by f, we let Λ
(p)
m = OL[H
(p)
m ] (this ring is denoted by Λ
P
m in op. cit.). If in
addition m is coprime to pc, we let H1(ψ,m) be the GQ-representation that is denoted by H
1(ψ,m,P) in
[LLZ15, Definition 5.2.2]. This Galois representation is cut out from the étale cohomology of a suitable
modular curve and it is free of rank 2 over Λ
(p)
m (c.f. Proposition 5.2.3 in op. cit. and § 3.3) below.
Remark 3.10. It is assumed at the start of [LLZ15, §5.1] that ψ is a an algebraic Hecke character whose
conductor is prime to p. However, as we are assuming p splits in K and that χ is p-distinguished, Remark
5.1.3 of op. cit. still applies and tells us that the same results hold true in our setting.
The following statement is a very slight extension3 of Corollary 5.2.6 via Proposition 5.2.5 of op. cit.:
Proposition 3.11. There exists a family of isomorphisms
νm,r : H
1(ψ,mpr)
∼
−→ IndQK(mpr)OL(ψ
−1
L )
of Λ
(p)
mpr [[GQ]]-modules such that the diagram
H1(ψ,m′pr)
Nm
′pr
mps

νm′,r
∼
// IndQK(m′pr)OL(ψ
−1
L )

H1(ψ,mps)
νm,s
∼
// IndQK(mps)OL(ψ
−1
L )
commutes as m | m′ range over integral ideals of OK that are divisible by f and coprime to p; and r ≥ s over
non-negative integers.
The vertical map on the right is the obvious map induced from Gal(K(m′pr)/K)→ Gal(K(mps)/K) and
Nm
′pr
mps is the norm map which is given (together with its fundamental property) in Proposition 5.2.5 of op.
cit.
3There is a typo in the statement of Corollary 5.2.6: In order to apply the previous results in §5, the set of ideals considered
should be the ones coprime to pc, not p.
26
Corollary 3.12. If h ≥ 0 is a real number, m is an ideal divisible by f and coprime to p, there exists a
family of isomorphisms
νm : H
1
(
Q, R∗f ⊗H
1(ψ,mpr)⊗̂HL,h(Γ
cyc
0 )
ι
) ∼
−→ H1
(
K(mpr), R∗f (ψ
−1
L )⊗̂HL,h(Γ
cyc
0 )
ι
)
,
which are compatible as m varies (in the sense that they induce a commutative diagram, analogous to that
in Proposition 3.11).
Proof. This is a consequence of Shapiro’s Lemma and Proposition 3.11, by passing to limit in r. 
Corollary 3.13. Let h and n be as in Corollary 3.12. There exists a family of morphisms
µm : lim←−
r
H1
(
Q, R∗f ⊗H
1(ψ,mpr)⊗̂HL,h(Γ
cyc
0 )
ι
)
−→H1
(
K(m),Tf,χ⊗̂ΛOL (Γpc )HL,h(Γ
cyc
0 )
ι
)
,
which are compatible as m varies (in the obvious sense).
Proof. The maps µm are obtained by composing νm from Corollary 3.12 with the compositum of the arrows
lim
←−
r
H1
(
K(mpr), R∗f (ψ
−1
L )⊗̂HL,h(Γ
cyc
0 )
ι
) cor
−→ lim
←−
r
H1
(
K(m)K(pr), R∗f (ψ
−1
L )⊗̂HL,h(Γ
cyc
0 )
ι
)
−→ H1
(
K(m), R∗f(ψ
−1
L )⊗ ΛOL(Γp) ⊗̂OLHL,h(Γ
cyc
0 )
ι
)
−→ H1
(
K(m), R∗f(χ
−1)⊗ ΛOL(Γp) ⊗̂OLHL,h(Γ
cyc
0 )
ι
)
·e1−k/2
−→ H1
(
K(m),Tf,χ⊗̂ΛOL (Γcyc)HL,h(Γ
cyc
0 )
ι
)
where cor = cor
K(mpr)
K(m)K(pr) is the corestriction map, the second arrow is deduced from Shapiro’s lemma, the
third arrow is induced from the fact that χ−1ψL factors through Γ. The compositum of these arrows has
the desired compatibility as m varies since each of these arrows does. 
The family of morphisms µm may be rewritten as
(20) µm : H
1
(
Q, R∗f ⊗H
1(ψ,mp∞)⊗̂HιL,h
)
−→H1
(
K(m),Tf,χ⊗̂HL,h(Γ
cyc
0 )
ι
)
where we have set H1(ψ,mp∞) := lim
←−r
H1(ψ,mpr).
3.3. Beilinson-Flach elements over imaginary quadratic fields. Let K, χ and f be as before. Recall
from the introduction that N is the collection of square-free integral ideals of OK which are prime to fp.
For each n ∈ N , we set m = nf. Set M := DKNm and let TMp denote the Hecke algebra given as at
the start of [LLZ15, §4.1] and define the maximal ideal Imp of TMp as in Definition 5.1.1 of op.cit. We
remark that in order to determine the map φmp that appears in this definition, we use the algebraic Hecke
character ψ we have chosen in §3.2 above. It follows by Prop. 5.1.2 that Imp is non-Eisenstein, p-ordinary
and p-distinguished. By Theorem 4.3.4 of op. cit., the ideal Imp corresponds uniquely to a non-Eisenstein
maximal ideal I of the universal ordinary Hecke algebra TMp∞ acting on H1ord(Y1(Mp
∞)) (definitions of
these objects may be found in Definition 4.3.1 of loc. cit.). The said correspondence is induced from Ohta’s
control theorem [Oht99, Theorem 1.5.7(iii)], which also attaches to Imp a unique non-Eisenstein, p-ordinary
and p-distinguished maximal ideal Impr of TMpr for each r ≥ 1 (which is easily seen to coincide with the
kernel of the compositum of the arrows TMpr
φmpr
−→ OL[Hmpr ] → OL → O̟, and therefore with its original
form given in [LLZ15, Definition 5.1.1]). The ideal I determines a CM Hida family that we shall denote by
gm, whose associated Galois representation R
∗
gm
is H1ord(Y1(Mp
∞))I . When m = f, note that gf is the CM
Hida family of tame level DKNχ and character ηχǫKω we have discussed in Section 3.2.
We now choose g in the construction of the class BFλ,g1 in Theorem 3.2 as the CM family gm given as above.
Notice than that once we have fixed the Hecke character ψ as above, there exists a family of morphisms
of Galois modules πm : R
∗
gm
→ H1(ψ,mp∞) that are compatible as m varies. The construction of these
morphisms is based on the arguments already present in [LLZ15, §5.1] and we provide a brief outline here.
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The maps φmpr induce morphisms (TMpr )Impr
φmpr
−→ OL[H
(p)
mpr ], which are compatible as r varies (thanks to
the choice of the p-ordinary maximal ideals Impr ) and gives rise in the limit to a map
φm,p∞ : (TMp∞ )I −→ lim←−
r
OL[H
(p)
mpr ] =: Λmp∞ .
On the other hand, the GQ-representations H
1(ψ,mpr) are defined by setting
H1(ψ,mpr) := H1(Y1(Mp
r))Impr ⊗φmpr OL[H
(p)
mpr ] .
On passing to limit in r, we have
H1(ψ,mp∞) = H1ord(Y1(M))I ⊗φmp∞ Λmp∞
and the the map πm is given by r 7→ r ⊗ 1 under these identifications.
After twisting by the weight character, the elements BFλ,gm1 give rise to classes
BFλm ∈ H
1(K(m),Tf,χ⊗̂HL,ordp(λ)(Γ
cyc)ι),
for each m and λ ∈ {α, β}, via the morphisms πm and the identification µm given by Corollary 3.13. Recall
that m = nf. We may define
BFλn ∈ H
1(K(n),Tf,χ⊗̂HL,ordp(λ)(Γ
cyc)ι)
to be the image of BFλm under the corestriction map. Furthermore, arguing as in the proof of [BL18,
Proposition 3.10], we see that these elements satisfy the twisted Euler-system norm relation (1). We may
decompose the pair of Beilinson-Flach classes {BFαn ,BF
β
n} using Theorem 3.7 to obtain bounded classes,
namely
(21)
(
BFαn
BFβn
)
= Q−1Twk/2−1Mlog ·
(
BF#n
BF♭n
)
,
for some BF#n ,BF
♭
n inside H
1(K(n),Tf,χ⊗OLL). Here, we treat all the Beilinson-Flach elements as elements
of H1(K(n),Tf,χ⊗̂HL,k−1(Γ
cyc)ι).
For • ∈ {#, ♭}, we write c•n ∈ H
1(K(n),Tf,χ) for the element ̟
s · BF•n, where s was introduced as part
of Theorem 3.7. We simply write c• in place of c•1 ∈ H
1(K,Tf,χ) and denote by c
•
cyc (respectively, c
•
ac) its
image in H1(K,Tcycf,χ) (respectively, in H
1(K,Tacf,χ)). Similarly, we define c
λ
n to be ̟
s · BFλn and we have
cλ = cλ1 and c
λ
cyc and c
λ
ac may be defined in the same way.
3.4. Local images of the Beilinson-Flach elements. In this section, we study the image of the Beilinson-
Flach elements defined in the previous sections under the Coleman maps at p and pc defined in §2.3.
Let gm be the CM Hida family over K we have fixed in §3.3; recall also its relation with the Galois
representation H1(ψ,mp∞), which is the main object of interest for us. We recall from [KLZ17, §7.2] that
there exists a short exact sequence of GQp -representations
(22) 0→ F+H1(ψ,mp∞)→ H1(ψ,mp∞)→ F−H1(ψ,mp∞)→ 0
such that both F+H1(ψ,mp∞)(−1 − κ) and F−H1(ψ,mp∞) are unramified at p, where κ is the weight
character. Recall from Proposition 3.11 thatH1(ψ,mp∞) ∼= Ind
Q
KΛgm , where Λgm = lim←−r
IndKK(mpr)OL(ψ
−1
L ).
Moreover, the sequence (22) admits a splitting and we may identify F+H1(ψ,mp∞)|GQp with Λgm |GKp
whereas F−H1(ψ,mp∞)|GQp gets identified with Λgm|GKpc . We define the restriction map
resq : H
1(K(m),Tf,χ)→ H
1(K(m)q,Tf,χ).
for q ∈ {p, pc}. We have the following result on the image of BFλ
gm
under respc .
Proposition 3.14. For λ ∈ {α, β}, we have
Lλ,m,pc ◦ respc(BF
λ
m) = 0.
Furthermore,
Lα,m,pc ◦ respc(BF
β
m) = −Lβ,m,pc ◦ respc(BF
α
m).
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Proof. For notational simplicity, we shall only consider the case when m = f (so that K(m) = K and
Λgf = OL(ψ
−1
L ) ⊗ ΛOL(Γp)
ι) since the general case can be proved similarly. The image of BFλ,g1 · e1−k/2
under the restriction map composed with the projection
H1
(
Q, Tf,χ ⊗H
1(ψ, fp∞)⊗ Λ(Γcyc0 )
ι
)
−→ H1
(
Qp, Tf,χ ⊗F
−H1(ψ, fp∞)⊗ Λ(Γcyc0 )
ι
)
coincides with respc(BF
λ
f ) under our identification of F
−H1(ψ, fp∞)|GQp with Λgf |GKpc . Our first assertion
therefore follows from [LZ16, Theorem 7.1.2]. We now prove the second statement. Let g be a fixed classical
specialization of gm. It is enough to prove that our result holds for a Zariski dense set of g. We shall show
that this is indeed the case for all g whose weight is at least k. As before, we may replace respc(BF
λ
f ) by
resp(BF
λ,g
1 ).
For λ ∈ {α, β}, we write λ′ for the unique element of {α, β} \ {λ}. Let Lλ = LT,λ ◦ resp(BF
λ′,g
1 ), where
T = R∗f ⊗ F
−R∗g and LT,λ is as defined in (9). Since LT,λ sends H
1(Qp, T ⊗ Λ(Γ
cyc
0 )
ι) to HL,ordp(λ)(Γ
cyc
0 )
and respc(BF
λ′,g
1 ) can be considered as an element of H
1(Qp, T ⊗HL,ordp(λ′)(Γ
cyc
0 )
ι) , it follows that Lλ lies
inside HL,k−1(Γ
cyc
0 ).
For each j ∈ {0, . . . , k − 2} and a finite-order character θ of Γcyc0 , we have Lλ(χ
j
0θ) = 0. This is due to
the fact that the local image of the Beilinson-Flach elements in H1(Qp(µpn), T (−j)) are geometric for any
n ≥ 0 by [KLZ17, Proposition 3.3.3]. This means precisely that they lie in the kernel of the dual exponential
map. We therefore infer that Lλ is divisible by logp,k−1. As Lλ ∈ HL,k−1(Γ
cyc
0 ), the quotient Lλ/ logp,k−1 is
an element of ΛL(Γ
cyc
0 ).
By l’Hôpital’s rule, (
Lα/ logp,k−1
)
(θ) =
(
Lβ/ logp,k−1
)
(θ)⇔ L′α(θ) = L
′
β(θ)
if θ is a character where logp,k−1 vanishes. Therefore,
(23) Lα = −Lβ ⇔ L
′
α(θ) = L
′
β(θ),
for all finite characters θ with conductors pn > 1. From the derivative formula in [LVZ15, Theorem 3.1.3],
we deduce that (
λ
cg
)n
L′λ(θ) · vλ ≡
pn
τ(θ)
logT,n(eθ · BF
fλ
′
,g
1 ) mod L(µpn)⊗ Fil
0 Dcris(T ),
where cg is the Up-eigenvalue of g, eθ represents the idempotent attached to the character θ and τ(θ) denotes
its Gauss sum. Recall that the image of BFf
λ′ ,g
1 inside H
1(Q(µpn), T ⊗ Qp) is given by (λ′cg)−nz
λ′,g
n,0 , (c.f.
§3.1). Hence we may rewrite the congruence above as
L′λ(θ) · vλ ≡
pn
τ(θ)(λλ′)n
logT,n(eθ · z
λ′,g
n,0 ) mod L(µpn)⊗ Fil
0
Dcris(T ),
which is independent of λ thanks to Corollary 3.4. Consequently, (23) implies that
Lβ · vβ ≡ Lα · vα mod L(µpn)⊗ Fil
0
Dcris(T ).
However, modulo HL(Γ
cyc
0 )⊗ Fil
0 Dcris(T ), we have
Lβ · vβ = Lβ(−βv1 + p
k−1v2) ≡ p
k−1Lβ · v2;
Lα · vα = Lα(αv1 − p
k−1v2) ≡ −p
k−1Lα · v2.
Therefore, the result follows from combining the three congruences above. 
Recall from §2.5 that Mlog,q is the logarithmic matrix obtained from Mlog on replacing γ0 by its image in
Γq for q ∈ {p, pc}.
Corollary 3.15. For • ∈ {#, ♭}, we have
Col•,m,pc ◦ respc(BF
•
m) = 0.
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Furthermore,
Col#,m,pc ◦ respc(BF
♭
m) = −Col♭,m,pc ◦ respc(BF
#
m) =
Lβ,m,pc ◦ respc(BF
α
m)
det(Q−1Twk/2−1Mlog,pc)
.
Proof. Once again, we assume that m = f for simplicity. Recall that our choice of ιp implies that when we
localize at pc, the Galois group Γcyc0 /∆ = 〈γ0〉 is identified with Γpc . Therefore, the factorization (21) implies
that (
respc(BF
α
n )
respc(BF
β
n)
)
= Q−1Twk/2−1Mlog,pc ·
(
respc(BF
#
n )
respc(BF
♭
n)
)
.
Let Q−1Twk/2−1Mlog,pc =
(
a b
c d
)
and
B̂F# = respc
(
dBFαm − bBF
β
m
)
.
Proposition 3.14 together with (15) imply that(
bLβ,pc ◦ respc(BF
α
m)
dLβ,pc ◦ respc(BF
α
m)
)
=
(
a b
c d
)(
Col#,pc(B̂F#)
Col♭,pc(B̂F#)
)
,
which tells us that (
Col#,pc(B̂F#)
Col♭,pc(B̂F#)
)
=
(
0
Lβ,pc ◦ respc(BF
α
m)
)
.
But
det(Q−1Twk/2−1Mlog,pc)BF
#
m = B̂F#
by definition, hence the result for BF#m follows. That for BF
♭
m may be obtained in the same way. 
Remark 3.16. Note that Lβ,m,pc ◦ respc(BF
α
m) is the analogue of the p-adic L-functions in [LLZ15, The-
orem 6.1.3(ii)] and [BL18, Theorem 2.3], both of which are related to the Beilinson-Flach elements via the
explicit reciprocity law (see [LLZ15, Theorem 6.4.1] and [BL18, Theorem 3.12]). These p-adic L-functions
interpolate the complex L-values L(f, g, j), where g is a theta series whose weight is greater than k and
1 ≤ j ≤ k − 1.
We now consider the local images of the Beilinson-Flach elements at p.
Definition 3.17. For λ, µ ∈ {α, β}, we define via the Perrin-Riou maps given by (16)
Lλ,µ := Lλ,p ◦ resp(c
µ) ∈ HL,ordp(λ)(Γp) ⊗̂HL,ordp(µ)(Γpc).
We call these four elements analytic Beilinson-Flach p-adic L-functions.
As discussed in Theorem 7.1.5 of [LZ16] (also in [KLZ18, Theorem 6.5.9] in the p-ordinary case), these
elements are expected to interpolate the (twisted) L-values of f over K, when evaluated at χj0 for j ∈
{−k/2 + 1, . . . , k/2 − 1}. In the situation when λ = µ we have the following result due to Loeffler and
Loeffler-Zerbes [Loe17, LZ16] (which is adjusted to fit with our framework).
Theorem 3.18 (Loeffler, Loeffler-Zerbes). Let ρ be a Hecke character of the form ρ = ρ0 | · |j ν where ρ0
has ∞-type (−u, 0) with 0 ≤ u ≤ k − 2 and has p-power conductor; j ∈ [1− k/2 + u,−1+ k/2] is an integer
and finally, ν is a Dirichlet character of conductor pr. Then we have,
Lλ,λ(ρ) =
E(fλ, ρ)
E(fλ) E∗(fλ)
×
(j + k/2− 1)!(j − u+ k/2− 1)! ik−u−1
〈f, f, 〉Nfπ
k+2j−u22k+2j−u−1
× L(f/K, χρ, k/2).
Here E(fλ, ρ), E(fλ) and E∗(fλ) are suitable interpolation factors.
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Remark 3.19. The formula above is a direct (but very rough) translation of Proposition 2.12 and Theorem
6.3 of [Loe17]. We refer the readers to our companion article [BL17] (the proof of Theorem 3.4) where
the interpolation factors E(fλ, ρ), E(fλ) and E∗(fλ) are explicitly calculated for a certain class of Hecke
characters. One may of course state even a more general interpolation formula for Lλ,λ(ρ) using Loeffler’s
calculations, where ρ is an arbitrary algebraic Hecke character ρ of infinity type (a, b) with 1−k/2 ≤ a ≤ b ≤
k/2− 1 and whose associated p-adic Galois character factors through Γ. Since we do not need this here (nor
in our companion article [BL17]), we shall not be doing that. We are currently unable to prove that these
interpolation formulae uniquely determine Lλ,λ when k > 2. This is the same reason why we were forced to
prove a functional equation for the three-variable geometric p-adic L-function in [BL17], rather than proving
a functional equation for Lλ,λ directly.
For •, ⋆ ∈ {#, ♭}, we define
L•,⋆ := Col•,p ◦ resp(c
⋆) ∈ ΛOL(Γ)
and call them doubly-signed Beilinson-Flach p-adic L-functions. If we combine the decomposition (15) with
(21), we have the factorization
(24)
(
Lα,α Lβ,α
Lα,β Lβ,β
)
= Q−1Twk/2−1Mlog,pc
(
L#,# L♭,#
L#,♭ L♭,♭
)(
Q−1Twk/2−1Mlog,p
)T
.
We note that Loeffler’s 2-variable p-adic L-fucntions for weight two modular forms constructed using modular
symbols in [Loe14] satisfy a similar factorization. See [Lei14].
Remark 3.20. Recall from Remark 2.22 that the Coleman map Col•,p can be realized over OL0 . Together
with Remark 3.8, we see that L•,⋆ lies inside ΛOL0 (Γ) for •, ⋆ ∈ {#, ♭}.
4. Locally restricted Euler systems and bounds on Selmer groups
Armed with the Euler systems we have constructed in §3, we may now prove bounds on the Selmer groups
relevant to our study here. Until the end of this article, the hypotheses (H.Im.), (H.Reg.) and (H.SS.)
are in effect. Throughout, we will also adopt the convention that whenever we restrict our attention to the
anticyclotomic line, the character χ will be assumed to be a ring class character. In particular, we implicitly
assume that χ is a ring class character whenever our discussion involves (Sign±).
4.1. Selmer structures. For any modulus n ∈ N of K as above and ? = ac, cyc, ∅, we set Λ?n :=
OL[Gal(K(n)/K)] ⊗ ΛOL(Γ
?). For each • ∈ {#, ♭} and q ∈ {p, pc}, we recall from the end of §2.5 that
we have the semi-local Coleman maps Col?•,n,q : H
1(K(n)q,T
?
f,χ)→ Λ
?
n. We set
H1• (K(n)q,T
?
f,χ) := ker
(
Col?•,n,q : H
1(K(n)q,T
?
f,χ)→ Λ
?
n
)
and consider the following Selmer structures on T?f,χ for ? ∈ {ac, cyc, ∅}:
• The canonical Selmer structure Fcan by requiring no local conditions at any place belonging to Σ.
• The Greenberg Selmer structure F∅,0 by replacing the local conditions determined by Fcan at p
c by
the 0-subspace.
• Partially-signed Selmer structure F∅,• by replacing the local conditions determined by Fcan at p
c
with
H1F∅,•(K(n)pc ,T
?
f,χ) := H
1
• (K(n)pc ,T
?
f,χ) .
• Doubly-signed Selmer structure F•,⋆ (where ⋆ ∈ {#, ♭}) by replacing the local conditions determined
by F∅,• at p with
H1F⋆,•(K(n)p,T
?
f,χ) := H
1
⋆ (K(n)p,T
?
f,χ) .
Remark 4.1. We have chosen to denote the Selmer structures F (for F = Fcan,F∅,•,F•,⋆ or F∅,0 ) on the
three different Galois modules Tf,χ, T
ac
f,χ, and T
cyc
f,χ with the same symbols. This is intentional as it is easily
checked that each F on Tf,χ propagates to the Selmer structure F on T?f,χ (for ? = ac, cyc).
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As usual, we also define the dual Selmer structuresF∗ on T?,∗f,χ := Hom(Tf,χ,µp∞) by settingH
1
F∗(Kλ,T
?,∗
f,χ) :=
H1F (Kλ,T
?
f,χ)
⊥ for each λ ∈ Σ, the orthogonal complement with respect to the local Tate duality at λ. Each
of these Selmer structures will allow us to define a Selmer group
H1F (K,T
?
f,χ) := ker
(
H1(KΣ/K,T
?
f,χ) −→
⊕
λ∈Σ
H1(Kλ,T
?
f,χ)
H1F (Kλ,T
?
f,χ)
)
as well as their counterparts associated to the dual Selmer structure F∗ on T?,∗f,χ.
Definition 4.2. For •, ⋆ ∈ {#, ♭}, and ? ∈ {ac, cyc, ∅}, we set
X?⋆,• := H
1
F∗⋆,•
(K,T?,∗f,χ)
∨ ,
X?• = H
1
F∗
∅,•
(K,T?,∗f,χ)
∨ ,
and finally, also set X?∅,0 = H
1
F∗
∅,0
(K,T?,∗f,χ)
∨.
4.2. Triviality and non-triviality of Beilinson-Flach elements. We shall consider the following six
properties concerning the local positions of the Beilinson-Flach elements at the primes above p. Even
though we expect their validity at all times, we are able to verify them only partially (due to a variety of
technical reasons, which we shall explain below). This is still sufficient for our goals towards Iwasawa main
conjectures. Suppose ⋆, • ∈ {#, ♭} and we write Lac⋆,• ∈ ΛOL(Γ
ac) (respectively, Lcyc⋆,• ∈ ΛOL(Γ
cyc)) for the
restriction of the doubly-signed Beilinson-Flach p-adic L-function to the anticyclotomic (respectively, to the
cyclotomic) characters. Fix • ∈ {#, ♭} and λ ∈ {α, β}.
(L0) resp
(
c•cyc
)
6= 0.
(L1) For ⋆, • ∈ {#, ♭}, Lcyc⋆,• 6= 0.
(L2) respc(c
•) 6= 0 .
(L3) (Sign+) holds and resp (c
•
ac) 6= 0 .
(L4) (Sign−) holds and respc(c•ac) 6= 0 .
(L5) (Sign−) holds and Lac•,• = 0 .
(L.λ) (Sign−) holds and Lacλ,λ = 0 .
Proposition 4.3. There exists • ∈ {#, ♭} such that the property (L0) holds true.
Proof. We may use [VO14, Corollary 5.3] to choose a Hecke character ψ (whose p-adic avatar is cyclotomic)
with infinity type (0, 0) and the property that L(f, χψ, k/2) 6= 0. For λ ∈ {α, β} and • ∈ {#, ♭}, we let
cλψ, c
•
ψ ∈ H
1
Fcan
(K,Vf,χ⊗ψ−1) (where Vf,χ = Tf,χ⊗Zp Qp) denote the respective images of the classes c
λ and
c•. The explicit reciprocity law for Beilinson-Flach elements implies that cλψ 6= 0. Our assertion then follows
from (21). 
Remark 4.4. One may obtain a more straightforward proof of Proposition 4.3 when k > 2 (without relying
on Van Order’s result), since the Rankin-Selberg L-series L(f, χ, s) admits a critical point at which its
defining Euler product converges absolutely.
Remark 4.5. Assuming in addition that there is no prime q | f such that qc | f, one may rely on a result of
Rohrlich to prove that resp (c
•) 6= 0. The existence of a Hecke character ψ as in the proof of Proposition 4.3
that guarantees the desired non-vanishing statement for the relevant Rankin-Selberg L-function follows from
[Roh88, Theorem 2]. Note that Rohrlich’s result does not apply with cyclotomic characters of K, as these
violate Rohrlich’s hypothesis on ramification.
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Corollary 4.6. There exists a choice of a pair •, ⋆ ∈ {#, ♭} such that (L1) holds true. More precisely, for
• ∈ {#, ♭} verifying the conclusion of Proposition 4.3, there exists ⋆ ∈ {#, ♭} such that Colcyc⋆,p(resp(c
•
cyc)) 6= 0.
Proof. Let F/Qp be a finite unramified extension. The kernel of 1−ϕ on NF (T )ψ=1 is contained in T
GF(µp∞ )
(see for example [LZ14, proof of Proposition 4.11]). It follows from [Lei11, Lemma 4.4] that T
GF(µp∞ ) = 0
under our running assumption that p > k. In particular, LT,F is injective and the decomposition (10) implies
that the map
(Colcyc#,p,Col
cyc
♭,p ) : H
1(Kp,T
cyc
f,χ) −→ ΛOL(Γ
cyc)⊕2
is injective. The corollary now follows from Proposition 4.3. 
Proposition 4.7. There exists • ∈ {#, ♭} such that the property (L2) holds true.
Proof. Our proof is based on an argument due to Kings-Loeffler-Zerbes. We let BFα∗ ∈ H
1(Kp,Tf,χ) denote
the class obtained by interchanging the two factors of modular curves that appear in the definition of
Beilinson-Flach classes (that amounts to interchanging the order of the eigenform f and the CM Hida family
g). Notice that we have disposed of the the auxiliary choice of c (as well as all the fudge factors involving it) as
before and we are still working with the central critical twist. It follows from [KLZ17, Proposition 5.2.3] that
it suffices to prove the required non-vanishing for BFα∗ . Then the explicit reciprocity law for Beilinson-Flach
classes reads (with the notation of [KLZ17, LZ16])〈
logpc
(
respc
(
φ ◦ BFα∗,−j
))
, ηgφ ⊗ ωfα
〉
= △(φ, j) · Lp(gφ, f, j + k/2)
where,
• j is any integer;
• gφ is any specialization of the CM Hida family g that arises as the p-depleted theta series of a Hecke
character φ of infinity type (−w, 0) with w ≥ 0 (so that gφ is an eigenform of weight w + 1), whose
p-adic avatar is denoted by φp;
• φ◦BFα∗,j ∈ H
1(K,R∗f (1−k/2− j)⊗φ
−1
p ) is the image of BF
α
∗ under the obvious specialization map;
• △(φ, j) is a non-zero factor whose exact value we do not need to know;
• Lp(g, f, j) is Hida’s p-adic L-function that interpolates the special values L(gφ, f, 1 + r) for integers
r ∈ [k − 1, w − 1].
In particular, we infer that 〈
logpc
(
respc
(
φ ◦ BFα∗,−j
))
, ηgφ ⊗ ωfα
〉
6= 0
if we choose w > k + 3 and w/2 + 1 ≤ j < w − k/2, since the Euler product for L(f/K, φ, s) is absolutely
convergent (and therefore non-vanishing) at s = j + k/2. The desired non-vanishing statement now follows
from (21). 
Proposition 4.8. Suppose that p ∤ Nfdisc(K/Q), N
− is a square-free product of an odd number of primes
(where we factor Nf = N
+N− so that N+ (resp., N−) is only divisible by primes that are split (resp., inert
or ramified) in K) and if V |N− is ramified in K/Q, the condition (ST) in [Hun17] holds with nb = N−.
Then, there exists • ∈ {#, ♭} such that (L3) holds.
Proof. First of all, our hypotheses ensure the validity of (Sign+). We use [Hun17, Theorem 6.12] to choose
a Hecke character ψ (whose p-adic avatar is anticyclotomic) with infinity type (0, 0) and the property that
L(f, χψ, k/2) 6= 0; the rest of the argument in the proof of Proposition 4.3 goes through verbatim. 
Corollary 4.9. Assume the validity of the hypotheses of Proposition 4.8 so that there exists • ∈ {#, ♭} that
verifies (L3). Then there exists ⋆ ∈ {#, ♭} such that Colac⋆,p(resp(c
•
ac)) 6= 0.
Proof. The proof of Corollary 4.6 applies verbatim to deduce our claim using Proposition 4.8. 
Proposition 4.10. Suppose that p ∤ Nfdisc(K/Q) and N
− is a square-free product of an even number of
primes. Then exists • ∈ {#, ♭} such that the property (L4) holds true.
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Proof. Our hypotheses ensure the validity of (Sign−). Fix a Hecke character ψ of infinity type (−k/2 −
m, k/2 + m) with m ≥ 0 whose p-adic avatar is anticyclotomic with trivial conductor. It follows from
[Hsi14, Theorem C] that we have L(f, χψη, k/2) 6= 0 for all but finitely many ring class characters η with
p-power conductor. Arguing as in the proof of Proposition 4.7 (with j = k/2 +m and the Hecke character
φ := χψη| · |−k/2−m), the result follows from the explicit reciprocity laws and (21). 
Remark 4.11. The reason why we are able to verify the properties (L0) – (L4) for only some choice of
•, ⋆ ∈ {#, ♭} is that we currently do not have access to a sufficiently explicit interpolation formula for L•,⋆
for general ap(f). When ap(f) = 0, we expect that the properties (L0) – (L4) could be verified for all possible
choices of •, ⋆. In order to keep the length of the current article within reasonable limits, we postpone this
discussion (which is secondary for our purposes here) to a future article.
Proposition 4.12. If εf = 1, then (L.λ) holds true. Moreover, if ap(f) = 0 and the ramification index of
L0/Qp is odd, then (L5) holds true.
Proof. The first assertion is [BL17, Corollary 3.8], whereas the second assertion is Theorem 4.1 in op. cit. 
Proposition 4.13.
(i) For every n ∈ N and • ∈ {#, ♭}, we have respc(c•n) ∈ H
1
• (K(n)pc ,Tf,χ).
(ii) Assume (L2) holds for some • ∈ {#, ♭}. Then, ΛOL(Γ) · c
• ∩H1F∅,0(K,Tf,χ) = 0.
(iii) Assume (L4) holds for some • ∈ {#, ♭}. Then, ΛOL(Γ
ac) · c•ac ∩H
1
F∅,0
(K,Tacf,χ) = 0.
Proof. (i) follows from Corollary 3.15. Notice that the quotient
H1F∅,•(K,Tf,χ)
H1F∅,0(K,Tf,χ)
→֒ H1• (Kpc ,Tf,χ) ⊂ H
1(Kpc ,Tf,χ)
is torsion-free and (ii) is now a consequence of (i) and (L2). (iii) similarly follows from (i) and (L4). 
4.3. Signed main conjectures.
Theorem 4.14. For •, ⋆ ∈ {#, ♭} and ? ∈ {ac, cyc, ∅} we have the following.
(i) If c•? 6= 0, then the ΛOL(Γ
?)-module H1F∅,•(K,T
?
f,χ) is of rank one and X
?
• is torsion. In particular,
this conclusion is valid for some choice of • ∈ {#, ♭} if
a) ? = cyc, ∅,
b) ? = ac and the hypotheses of Proposition 4.8 are verified (so that (Sign+) is in force),
c) ? = ac and the hypotheses of Proposition 4.10 are verified (so that (Sign−) is in force).
(ii) H1F∅,0(K,T
?
f,χ) = 0 and X
?
∅,0 is torsion over ΛOL(Γ
?) in the following situations.
a) ? = ∅.
b) ? = ac and the hypotheses of Proposition 4.10 are verified.
(iii) There exists a choice •, ⋆ ∈ {#, ♭} such that the ΛOL(Γ)-module X⋆,• and the ΛOL(Γ
cyc)-module Xcyc⋆,•
are both torsion. Furthermore, H1F⋆,•(K,Tf,χ) = H
1
F⋆,•
(K,Tcycf,χ) = 0 for the same choice of • and ⋆.
(iv) Under the hypotheses of Proposition 4.8, there exists a choice •, ⋆ ∈ {#, ♭} such that ΛOL(Γ
ac)-module
Xac•,⋆ is torsion and H
1
F•,⋆
(K,Tacf,χ) = 0 .
(v) Suppose ap(f) = 0 as well as that the hypotheses of Proposition 4.10 and Proposition 4.12 hold
true. Then for the choice of • ∈ {#, ♭} we make to validate (i).c above, both modules Xac•,• and
H1F•,•(K,T
ac
f,χ) have rank 1 over ΛOL(Γ
ac).
Proof. (i) The assertion that X?• is torsion (under the assumption that c
•
? 6= 0) is a consequence of the locally
restricted Euler system machinery developed in [BL15, Appendix A]. We explain here how to apply the
results therein. For each n ∈ N (we remark that these moduli are denoted by η in loc. cit.) we recall that
Λn = OL[Gal(K(n)/K)]⊗ ΛOL(Γ) and let
Ψ(n) := (Col•,n,p,Col•,n,pc) : H
1(K(n)p,Tf,χ) = H
1(K(n)p,Tf,χ)⊕H
1(K(n)pc ,Tf,χ) −→ Λ
⊕2
n .
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We note that the L-restricted Selmer structure FL considered in Definition A.10 of op. cit. corresponds
to our F∅,• (with L = L(1) and L(n) = (Ψ
(n))−1(Λpn), where Λ
p
n ⊂ Λ⊕2n is the summand corresponding to
Col•,n,p). Proposition 4.13(i) shows that the collection {c•n} forms an L-restricted Euler system and the proof
of Theorem A.11 in op. cit. yields an L-restricted Kolyvagin system for the Selmer structure FL = F∅,•.
The equation (1.5) in the proof of Theorem A.14 in op. cit. together with the non-triviality of c•? complete
the proof that X?• is torsion. The second assertion of (i) follows from Poitou-Tate global duality, a) from
Proposition 4.3, b) from Proposition 4.8 and c) from Proposition 4.10. (ii) Since the module H1F∅,0(K,T
?
f,χ)
is torsion-free, the first assertion follows from (i) (parts a and c) and Proposition 4.13(ii) and (iii). The
second assertion that X?∅,0 is torsion over ΛOL(Γ
?) follows from the first via global duality. (iii) In order
to prove that H1F⋆,•(K,Tf,χ) = H
1
F⋆,•
(K,Tcycf,χ) = 0, we only need to check that c
•
cyc /∈ H
1
F⋆,•
(K,Tcycf,χ). The
existence of a choice of ⋆, • ∈ {#, ♭} with this property follows from Corollary 4.6. The rest of (iii) follows
from Poitou-Tate global duality. (iv) As in the proof of (iii), we only need to verify under the running
hypotheses that c•ac /∈ H
1
F•,•
(K,Tacf,χ) and Corollary 4.9 tells us that there exists a choice of • ∈ {#, ♭} with
this property. (v) Set H1/•(Kp,T
ac
f,χ) := H
1(Kp,T
ac
f,χ)
/
H1• (Kp,T
ac
f,χ) and let res•/p denote the composition of
the arrows
H1(K,Tacf,χ)→ H
1(Kp,T
ac
f,χ)→ H
1
/•(Kp,T
ac
f,χ).
Notice that H1/•(Kp,T
ac
f,χ) is torsion-free (being isomorphic to a submodule of ΛOL(Γ
ac) via Colac•,p). It
follows from Proposition 4.10 that res•/p(c
•
ac) = 0. Since the quotient module H
1
F∅,•
(K,Tacf,χ)
/
ΛOL(Γ
ac) · c•ac
is torsion by (i).c, it follows that res•/p
(
H1F∅,•(K,T
ac
f,χ)
)
= 0. The proof of (v) now follows from (i).c and
the global duality sequence
0→ H1F•,•(K,T
ac
f,χ) −→ H
1
F∅,•
(K,Tacf,χ)
res•/p
−→ H1/•(Kp,T
ac
f,χ) −→ X
ac
•,• −→ X
ac
• → 0.

We now formulate our signed main conjectures.
Conjecture 4.15. For •, ⋆ ∈ {#, ♭} and ? ∈ {ac, cyc, ∅}, the following two assertions hold true:
(i) char
(
X?•
)
=˙ char
(
H1F∅,•(K,T
?
f,χ)
/
ΛOL(Γ
?) · c•?
)
.
(ii) char
(
X?⋆,•
)
=˙Col?⋆,p
(
resp(c
•
?/ξ
?
⋆)
)
.
Here, “=˙” means equality up to powers of p and ξ?⋆ is as given at the end of §2.5.
We note that these two assertions are equivalent under certain conditions, see Proposition 4.17. We shall
call the first assertion the partially-signed main conjecture and the second assertion the doubly-signed main
conjecture for f ⊗ χ.
Remark 4.16. Conjecture 4.15 trivially holds when ? = ac, ⋆ = •, ap(f) = 0 and the hypotheses of
Proposition 4.10 hold true (as it reduces to 0 = 0 thanks to Theorem 4.14(v) in this set up). In Section 5,
we shall present a refined version of the anticyclotomic main conjecture in this set up, that concerns the
torsion-submodule of a Pottharst-style Selmer group.
Proposition 4.17. Suppose
• either that ? = ∅ and •, ⋆ ∈ {#, ♭} verifies the conclusion of Corollary 4.6,
• or else that ? = ac, hypotheses of Proposition 4.8 holds and •, ⋆ ∈ {#, ♭} verifies the conclusion of
Corollary 4.9.
Then, the partially-signed main conjecture and the doubly-signed main conjecture in Conjecture 4.15 (for
these choices of • and ⋆) are equivalent.
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Proof. For the said choice of • and ⋆, the Poitou-Tate global duality together with Theorem 4.14(ii) yield
an exact sequence
0→
H1F∅,•(K,T
?
f,χ)
ΛOL(Γ
?) · c•?
res⋆/p
−→
H1/⋆(Kp,T
?
f,χ)
ΛOL(Γ
?) · res⋆/p(c
•
?)
→ X?⋆,• → X
?
• → 0(25)
where H1/⋆(Kp,T
?
f,χ) := H
1(Kp,T
?
f,χ)
/
H1⋆ (Kp,T
?
f,χ) and res⋆/p is the compositum of the arrows
H1(K,T?f,χ)→ H
1(Kp,T
?
f,χ)→ H
1
/⋆(Kp,T
?
f,χ)
as in the proof of Theorem 4.14(v). This shows that the statement of Conjecture 4.15(i) is equivalent to the
assertion that
(26) char
(
X?⋆,•
)
=˙ char
(
H1/⋆(Kp,T
?
f,χ)
/
ΛOL(Γ
?) · res⋆/p(c
•
?)
)
.
Since Col?⋆,p is a pseudo-surjective map into ΛOL(Γ
?)ξ?⋆ by Lemma 2.16, it follows that Col
?
⋆,p (resp(c
•
?)) /ξ
?
⋆
generates the characteristic ideal on the right of (26). This concludes the proof. 
4.4. Euler system bounds for doubly-signed main conjectures. The following divisibilities are ob-
tained from making use of the locally restricted Euler system of Beilinson-Flach elements.
Theorem 4.18. Suppose that •, ⋆ ∈ {#, ♭} and ? ∈ {ac, cyc, ∅}.
(i) char
(
H1F∅,•(K,T
?
f,χ)
/
ΛOL(Γ
?) · c•?
)
⊂ char
(
X?•
)
.
(ii) Suppose
– either that ? = ac and the pair (•, ⋆) verifies the conclusion of Corollary 4.9;
– or else that ? = cyc, ∅ and the pair (•, ⋆) verifies the conclusion of Corollary 4.6.
We then have
Col?⋆,p (resp(c
•
?)) ⊂ ξ
?
⋆ · char
(
X?⋆,•
)
(iii) Under the assumptions of (ii), the containment (i) is an equality up to a power of p if and only if
the same is true for that of (ii).
Proof. The first containment follows from employing the techniques of [BL15, Appendix A], more specifically,
the equation (1.5) therein (with the choices we have recorded in the proof of Theorem 4.14(i)). Note that
this inclusion says something non-trivial only when c•? 6= 0 and the conditions in (ii) guarantee that. It
follows from the sequence (25) and the first part of our theorem that
char
(
H1/⋆(Kp,T
?
f,χ)
/
ΛOL(Γ
?) · res⋆/p(c
•
?)
)
⊂ char
(
X?⋆,•
)
with equality if and only we have equality in the first part. Noting that
ξ?⋆ · char
(
H1/⋆(Kp,T
?
f,χ)
/
ΛOL(Γ
?) · res⋆/p(c
•
?)
)
= Col?⋆,p (resp(c
•
?)) ,
the proof follows. 
Theorem 4.19. Suppose that the hypotheses of Proposition 4.10 are in effect and • ∈ {#, ♭} verifies the
conclusion of this proposition. Then,
charΛOL (Γac)
(
X∅,0
) ∣∣∣ charΛOL (Γac) (H1• (Kpc ,Tacf,χ)/Λ(Γac) · respc(cac• )) ,
Furthermore,
charΛOL (Γac)
(
X∅,0
)
=˙ charΛOL (Γac)
(
H1• (Kpc ,T
ac
f,χ)
/
Λ(Γac) · respc(c
ac
• )
)
(equality up to a power of p) if and only if
char
(
H1F∅,•(K,T
?
f,χ)
/
ΛOL(Γ
?) · c•?
)
=˙ char
(
X?•
)
.
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Proof. The Poitou-Tate global duality together with Theorem 4.14(ii) give rise to an exact sequence
0→
H1F∅,•(K,T
ac
f,χ)
ΛOL(Γ
ac) · c•ac
respc
−→
H1• (Kpc ,T
ac
f,χ)
ΛOL(Γ
ac) · respc(c•ac)
→ Xac∅,0 → X
ac
• → 0
The proof now follows from Theorem 4.18(i). 
5. A refinement (Indefinite Anticyclotomic Main Conjectures)
Suppose throughout this section that (Sign−) is in effect as well as that the nebentype εf is trivial
4.
Theorem 4.14(iii) shows that the signed Selmer groups (over the anticyclotomic tower) are non-torsion and
the signed-main anticyclotomic conjectures in this situation could not assert anything non-trivial. However,
one may consider a suitable Pottharst-style trianguline Selmer group over the anticyclotomic tower (we are
grateful to Laurent Berger for explaining to us how the main constructions of Pottharst would extend without
difficulty to our case of interest. Having said that, all inaccuracies in this section are of course ours). While
still being a non-torsion object itself, it turns out that the torsion-subgroup of the trianguline Selmer group
will acquire an interpretation in terms of p-adic L-functions, much in the spirit of Perrin-Riou’s conjectures
in the p-ordinary set up (and its parallel in our companion article, Theorem 1.1(ii) of [BL18]). We shall
follow the notation of Pottharst in [Pot12, Pot13]; in particular, we shall write Λ∞ for the analytification of
the anticyclotomic Iwasawa algebra. We set T† := Tf,χ ⊗̂Λι∞ where GK-acts diagonally as usual (and via
the universal anticyclotomic character on the latter factor).
Let q ∈ {p, pc}. Under (H.SS.), q is totally ramified in Kac. It follows from Local Class Field Theory
Kacq /Kq can be realized as a sub-extension of a Lubin-Tate extension of height one. By an abuse of notation,
we shall identify Γac with the local Galois group Gal(Kacq /Kq).
Remark 5.1. In order to extend Pottharst’s theory to our set up, we need to establish the required formalism
of (ϕ,Γac)-modules. There has been much activity recently concerning this matter, see in particular [Ber13,
FX13, SV16, KR09]. We outline here the basic constructions relevant to our studies. In order to define
the trianguline Selmer groups along the cyclotomic tower, one makes an essential use of the Fontaine-Herr
complex of cyclotomic (ϕ,Γ)-modules to recover the Iwasawa cohomology; Herr’s formulation of local duality
is also needed. These results are readily generalized by Fourquaux-Xie and Schneider-Venjakob; see [FX13,
Theorem 4.2] and [SV16, Section 3]. One crucial point is that the “F-analytic" condition that makes an
appearance in the theory of Lubin-Tate (ϕ,Γ)-modules is vacuous when the relevant Lubin-Tate group has
height one. The second ingredient in the construction of cyclotomic triangulordinary Selmer groups is the
work of Berger and Kisin, that allows one to attach a cyclotomic (ϕ,Γ)-submodule of D ⊂ D†rig(V ) to any
ϕ-finite-slope-eigenspace within the crystalline Dieudonné module of V . This is carried out in the context of
Lubin-Tate extensions of height one in [KR09, Sections 2.2 and 2.3].
For each q ∈ {p, pc}, we let Dq denote the (ϕ,Γac)-module associated to Tf,χ|GKq . For λ ∈ {α, β}, we
write F
(q)
λ ⊂ Dq for the associated saturated (ϕ,Γ
ac)-submodules of rank one associcated to corresponding
the ϕ-eigenspace of Dcris(Tf,χ) consrtucted by Kisin and Ren. We shall drop q from the notation when no
confusion may arise and write Fλ and Dp in place of F
(q)
λ and Dq. We shall write H
∗
an( · , · ) for the analytic
Iwasawa cohomology groups in order to distinguish these objects from their classical counterparts. Note that
Pottharst in [Pot12] denotes these objects by H∗Iw( · , · ).
5.1. Analytic Selmer complexes. Fix from now on λ ∈ {α, β}. The basic constructions in [Pot13, §3.2]
and [Pot12, §2] (or rather, their mild generalization to our set up, through the works of Fourquaux-Xie,
Schneider-Venjakob and Kisin-Ren that we have recalled in Remark 5.1) equip us with four analytic Selmer
complexes R˜Γ(GK,S ,∆∅,0,T
†), R˜Γ(GK,S ,∆∅,λ,T
†), R˜Γ(GK,S ,∆λ,λ,T
†) and R˜Γ(GK,S ,∆0,λ,T
†), which are
objects in the derived category of Λ∞-modules that may be represented by perfect complexes in degree
4We impose this condition because we have verified the functional equation for the three-variable (geometric) p-adic L-
function of Loeffler and Zerbes only under this hypothesis. We expect no essential difficulty to extend it beyond that, except
for the fact that the root number calculations in the general case would necessitate a much lengthier discussion.
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[0, 3] (perfectness of these complexes may be deduced as a consequence of the anticyclotomic counterparts
of [KPX14, Theorem 4.4.6]), which correspond to the following four local conditions at primes above p:
• ∆∅,0 : No local condition at p (given by RΓ(GKp , Dp) −→ RΓ(GKp , Dp) in the notation of [Pot13,
§3.2]) and the strict local conditions at pc (given by RΓ(GKpc , 0)→ RΓ(GKpc , Dpc)).
• ∆∅,λ : No local condition at p, whereas that at p
c is given via RΓ(GKpc , F
(pc)
λ )→ RΓ(GKpc , Dpc).
• ∆λ,λ : For both q ∈ {p, pc}, the condition at q is given via RΓ(GKq , Fλ)→ RΓ(GKq , Dp). We shall
henceforth call these local conditions the λ-Pottharst local condition.
• ∆0,λ : Strict condition at p and λ-Pottharst local condition at pc.
At primes l ∈ Σ of K that are coprime to p, each one of the four Selmer structures ∆¿,? requires the
unramified local condition. These are given by
∆+¿,?,l(T
†) =
[
(T†)Il
Frl−1−−−−→ (T†)Il
]
ι+
l−→ C•(Gl,T
†),
where the terms in the complex on the left are placed in degrees 0 and 1 and the morphism ι+l is given by
ι+l (x) = x in degree 0 and (ι
+
l (x))(Frl) = x in degree 1.
We define the singular cone at l by setting
∆˜−¿,?,l(T
†) := cone
(
∆+¿,?,l(T
†)
−i+
l−→ C•(Gl,T
†)
)
and define ∆˜Σ(T
†) :=
⊕
l∈Σ
l∤p
∆˜+¿,?,l(T
†).
Definition 5.2. Consider the following Λ∞-modules:
1. H1∅,0(K,T
†) := ker
(
H1an(K,T
†) −→ H1an(Kpc ,T
†)⊕H1(∆˜Σ(T†))
)
.
2. H1∅,λ(K,T
†) := ker
(
H1an(K,T
†) −→ H1an(Kpc , Dp/Fλ)⊕H
1(∆˜Σ(T
†))
)
.
3. H1λ,λ(K,T
†) := ker
(
H1an(K,T
†) −→ H1an(Kp, Dp/Fλ)⊕H
1
an(Kpc , Dp/Fλ)⊕ H
1(∆˜Σ(T
†)
)
.
4. H10,λ(K,T
†) := ker
(
H1an(K,T
†) −→ H1an(Kp, Dp)⊕H
1
an(Kpc , Dp/Fλ)⊕H
1(∆˜Σ(T
†)
)
.
Proposition 5.3. We have the following isomorphisms of Λ∞-modules.
i. R˜Γ
1
(GK,S ,∆∅,0,T
†)
∼
−→ H1∅,0(K,T
†) .
ii. R˜Γ
1
(GK,S ,∆∅,λ,T
†)
∼
−→ H1∅,λ(K,T
†) .
iii. R˜Γ
1
(GK,S ,∆λ,λ,T
†)
∼
−→ H1λ,λ(K,T
†) .
iv. R˜Γ
1
(GK,S ,∆0,λ,T
†)
∼
−→ H10,λ(K,T
†).
Proof. All four isomorphisms follow from the long exact sequence arising from the definition of the Selmer
complex as a mapping cone, since H0an(Kq,) vanishes for q = p, p
c and for  = Dp , Dp/Fλ. 
We shall denote the degree-two cohomology R˜Γ
2
(K,∆¿,?,T
†) by the symbol Xan¿,? in order to remain
consistent with our notation in Section 4.
Theorem 5.4. If the hypotheses of Proposition 4.10 hold true, then H1∅,0(K,T
†) = 0 and Xan∅,0 is a torsion
Λ∞-module.
Proof. The first part follows from the corresponding result (Theorem 4.14(ii)) for the Selmer group associ-
ated to the Selmer structure F∅,0 and [Pot13, Theorem 1.9], which allows us to compare classical Iwasawa
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cohomology and analytic Iwasawa cohomology groups. The Poitou-Tate global duality exact sequence for
classical Selmer groups yields the exact sequence
0 −→ H1(K,Tacf,χ) −→ H
1(Kpc ,T
ac
f,χ) −→ X
ac
∅,0
thanks to Theorem 4.14(ii). The same result also ensures that H1(K,Tacf,χ) has rank two (this is in fact an
alternative way of phrasing the weak Leopoldt conjecture for Tf,χ) and thatX
ac
∅,0 is torsion. By the comparison
result [Pot13, Theorem 1.9] of Pottharst, it follows that the Λ∞-modules H
1
an(K,T
†) and H1an(Kpc ,T
†) have
rank two and that we have an exact sequence
0 −→ H1an(K,T
†) −→ H1an(Kpc ,T
†) −→ Xan∅,0
arising from the definition of the Selmer complex R˜Γ(GK,S ,∆∅,0,T
†) as a mapping cone. This gives
H1∅,0(K,T
†) = 0. The rest is immediate after our comparison result (Proposition 5.7 below) and Theo-
rem 4.14(ii). 
Recall from §3.2 that we have defined the central critical Beilinson-Flach element cλac ∈ H
1(K,T†). We
recall from Proposition 3.14 that cλac ∈ H
1
∅,λ(K,T
†). Furthermore, under the hypotheses of Proposition 4.10,
cλac 6= 0.
Theorem 5.5. The following three sequences are exact:
(27) 0 −→
H1∅,λ(K,T
†)
H1∅,0(K,T
†)
respc
−→ H1an(Kpc , Fλ) −→ X
an
∅,0 −→ X
an
∅,λ −→ 0
(28) 0→
H1∅,λ(K,T
†)
H1λ,λ(K,T
†)
resp/λ
−→ H1an(Kp, Dp/Fλ) −→ X
an
λ,λ −→ X
an
∅,λ → 0
(29) 0 −→
H1λ,λ(K,T
†)
H10,λ(K,T
†)
resp
−→ H1an(Kp, Fλ) −→ X
an
0,λ −→ X
an
λ,λ −→ 0
Proof. We shall only explain the exactness of (27) as the rest follows in a similar fashion. The definitions of
the two Selmer complexes R˜Γ(GK,S ,∆∅,λ,T
†) and R˜Γ(GK,S ,∆∅,0,T
†) together with the natural morphism
∆∅,0 −→ ∆∅,λ of local conditions yield the commutative diagram
0 //
H1an
(
K,T†
)
H1∅,0(K,T
†)
respc
//


H1(Kpc , Dp) //
πpc/λ


Xan∅,0
//

ι(2)

H2an(K,T
†)
∼=

// 0
0 //
H1an
(
K,T†
)
H1∅,λ(K,T
†)
respc/λ
// H1(Kpc , Dp/Fλ) // X
an
∅,λ
// H2an(K,T
†) // 0
The surjectivity on the very right on each row follows from the proof of [Pot12, Corollary 6.17], which
generalizes verbatim to our setting to verify that H2an(Kp, Dp) = H
2
an(Kp, Dp/Fλ) = 0. It follows from the
Snake Lemma that we have an isomorphism
(30)
H1(Kpc , Dp)
respc
(
H1
an
(K,T†)
H1
∅,0
(K,T†)
) ∼−→ ker(ι(2))
as well as that ι(2) is surjective and therefore that
(31) 0 −→ ker(ι(2)) −→ Xan∅,0
ι(2)
−→ Xan∅,λ −→ 0 .
The exactness of (27) follows on combining (30) and (31). 
Definition 5.6. Given a co-admissible torsion Λ∞-module M (in the sense of [ST03]), Lazard’s structure
theorem in [Laz65] provides us with an isomorphism
M ∼=
∏
ν∈I
Λ∞/P
nν
ν ,
where {Pν}ν∈I is a collection of primes that correspond to closed points in the unit disc that only accumulates
towards the boundary. In particular, the coadmissible torsion Λ∞-modules that arise from the base change of
finitely generated ΛOL(Γ
ac)-modules are precisely those with finite support. There principal ideal generated
by an element in Λ∞ whose divisor equals
∑
ν∈I nν ·Pν is called the characteristic ideal of M and denoted
by charΛ∞(M). When M is a ΛOL(Γ
ac)-module, we write charΛ∞(M) for the characteristic ideal of its base
change, namely:
charΛ∞(M⊗̂Λ∞) = charΛOL (Γac)(M) ⊗̂Λ∞.
Proposition 5.7. charΛ∞
(
Xan∅,0
)
= charΛOL (Γac)
(
X
ac,ι
∅,0
)
⊗̂Λ∞ .
Proof. Nekovář’s work [Nek06] gives us a Greenberg-ordinary Selmer complex R˜Γ(GK,S ,∆∅,0,T
ac
f,χ−1) with
local conditions associated to ∆∅,0, which are given in the same manner as their analytic counterpart (so
that it determines the relaxed condition at p and the strict condition at pc). By [Pot13, Theorem 1.9] (see
also the discussion in §6.2 of op. cit.), the natural map
R˜Γf,Iw(K
ac/K,∆∅,0, Tf,χ)
L
⊗ Λ∞−→R˜Γ(GK,S ,∆∅,0,T
†)
is an isomorphism. This in turn shows that
charΛ∞
(
Xan∅,0
)
= charΛOL (Γac)
(
H˜2f,Iw(K
ac/K,∆∅,0, Tf,χ)
)
⊗̂Λ∞
and our assertion would follow after verifying
H˜2f,Iw(K
ac/K,∆∅,0, Tf,χ)
ι
?
∼= Xac∅,0 := H
1
F∗
∅,0
(K,Tac,∗f,χ )
∨,
where we follow Nekovář’s notation for the Greenberg-ordinary extended Selmer groups. Let Af,χ = Tf,χ ⊗
Qp/Zp. By the self-duality of the GK-representation Tf,χ, we have Af,χ = Hom(Tf,χ,µp∞), which amounts to
saying that Af,χ = D(Tf,χ) in Nekovář’s notation. Since the functor DΛOL (Γac) coincides with the Pontryagin
dual functor (c.f., §9.1.4 of [Nek06]) it follows from Nekovář’s global duality [Nek06, Theorem 8.9.12] that
H˜2f,Iw(K
ac/K,∆∅,0, Tf,χ)
ι ∼= H˜1f (KS/K
ac,∆0,∅, Af,χ)
∨,
where ∆0,∅ is the dual local condition, which is obtained from ∆∅,0 by switching the roles of p and p
c. Notice
also that the condition ∆0,∅ reduces to the Selmer structure F
∗
∅,0 on Af,χ, in the level of cohomology. It
remains to check that
H˜1f (KS/K
ac,∆0,∅, Af,χ)
?
∼= H1F∗
∅,0
(K,Tac,∗f,χ ) .
By [Nek06, Proposition 8.8.6, Lemma 9.6.3], along with the vanishing of H0(Kq, T f,χ) for q = p, p
c, we have
H˜1f (KS/K
ac,∆0,∅, Af,χ) = lim−→
n
H˜1f (GKacn ,S ,∆0,∅, Af,χ)
∼
−→ lim
−→
n
H1F∗
∅,0
(Kacn , Af,χ)
∼= H1F∗
∅,0
(K,Tac,∗f,χ ).
This concludes our proof. 
Definition 5.8. Let H1λ(Kpc , Dp) ⊂ H
1
an(Kpc , Dp) denote the image of H
1
an(Kpc , Fλ). Notice that H
1
α(Kpc , Dp)∩
H1β(Kpc , Dp) = 0 and therefore the submodule
H 1α,β := H
1
α(Kpc , Dp) +H
1
β(Kpc , Dp) ⊂ H
1
an(Kpc , Dp)
has rank two. Let Errα,β ⊂ Λ∞ denote the characteristic ideal of the quotient H1an(Kpc , Dp)/H
1
α,β. We
similarly define the submodule
H 1#,♭ := H
1
#(Kpc ,T
ac
f,χ) +H
1
♭ (Kpc ,T
ac
f,χ) ⊂ H
1(Kpc ,T
ac
f,χ)
and the ideal Err#,♭ ⊂ ΛOL(Γ
ac) as the characteristic ideal of the torsion ΛOL(Γ
ac)-module H1(Kpc ,T
ac)/H 1#,♭.
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Lemma 5.9. We have the equality
det(Twk/2−1(Q
−1Mlog,γac)) · det(Im(Col
ac
♭,pc)) · Err#,♭
det(Im(Lacλ,pc)) ·Errα,β
= HL(Γ
ac),
where Mlog,γac denotes the matrix obtained from Mlog on replacing Γ
cyc
0 by a topological generator of Γ
ac.
Proof. As a consequence of Lemma 2.7, the determinant ofMlog equals, up to a unit, logp,k−1(Γ
cyc
0 )/δk−1(Γ
cyc)
(see also [LLZ11, Corollary 3.2]). Therefore, det(Twk/2−1(Q
−1Mlog,γac)) ∼ Twk/2−1(logp,k−1(γac)/δk−1(γac)).
Lemma 2.16 together with Remark 2.15 describe det(Im(Colac♭,pc)). The term Err#,♭ is given by Proposi-
tion 2.17, whereas det(Im(Lacλ,pc)) and Errα,β are given by Corollary 2.20 and Proposition 2.21 respectively.
Hence the result. 
5.2. p-adic (cyclotomic) height pairings. Let M = Mac denote the maximal ideal of ΛOL(Γ
ac) (note
that in previous sections, we have used the same symbol to denote moduli of K. As these moduli will no
longer make an appearance, our notation here should cause no confusion). For each positive integer n, we let
Hn(Γac) denote the p-adic completion of ΛOL [M
n/p], the ΛOL(Γ
ac)-subalgebra of ΛOL(Γ
ac)[1/p] generated
by all r/p with r ∈Mn. Each Hn(Γac)[1/p] is a strict affinoid algebra (and in fact, also a Euclidean domain).
They give an admissible affinoid covering of SpΛ∞ and HL(Γac) = lim←−
Hn(Γac)[1/p]. See [dJ95, §1.7] for
details. Fix a positive integer n and set A := Hn(Γac)[1/p]. As before, let Aι denote the rank-one A-module
that is endowed it with a GK-action given via the maps
GK ։ Γ
ac ι→֒ ΛOL(Γ
ac)× −→ Hn(Γ
ac)[1/p]×,
where ι is the involution γ 7→ γ−1. We set V = Tf,χ−1 ⊗OL L and
D(V ) = Hom(V, L)(1)
∼
−→ Tf,χ ⊗OL L.
Define VA := V ⊗OL A
ι and allow GK act diagonally. We likewise consider
D(VA) := HomA(VA, A)(1) ∼= Tf,χ ⊗OL A ∼= V
ι
A,
where GK now acts on the second factor of Tf,χ ⊗OL A without the involution ι. In order to introduce
cyclotomic A-adic height pairings afforded by the cyclotomic deformation of VA, we will work below with
cyclotomic (ϕ,Γ)-modules associated to VA over the relative Robba ring RA (as well as their triangulations).
To that end, for q ∈ {p, pc}, we let
D†rig,A(VA |GKq )
∼= D
†
rig,L(V |GKq )⊗L D
†
rig,A(A
ι |GKq )
denote the (ϕ,Γcyc)-module of VA |GKq over RA. We write D
(q)
λ ⊂ D
†
rig,L(V |GKq ) for the saturated (ϕ,Γ
cyc)-
submodules of rank one associated with the respective ϕ-eigenspaces of Dcris(V |GKq ), as constructed by
Berger. When there is no need to distinguish Kq from Qp, we shall drop “ |GKq ” from notation. As
before, we shall simply write Dλ in place of D
(q)
λ when the context makes our choice clear. We set Dλ,A :=
Dλ⊗̂LD
†
rig,A(A
ι) ∼= Dλ⊗̂LRιA. This is a saturated rank-one RA-submodule of D
†
rig,A(VA). We let
D⊥λ,A := HomRA(D
†
rig,A(VA)/Dλ,A,RA(χ0))
denote the orthogonal complement of Dλ,A under the canonical duality
D†rig,A(VA)×D
†
rig,A(D(VA)) −→ RA(χ0) .
Notice that VA = T
† ⊗HL(Γac) A and all we have recorded in the previous sections concerning the Selmer
groups attached to T† in fact hold for A by base change. In particular, as we have already done so
over the coefficient ring Λ∞ at the start of Section 5.1, we may define four analytic Selmer complexes
R˜Γ(GK,S ,∆∅,0, VA), R˜Γ(GK,S ,∆∅,λVA), R˜Γ(GK,S ,∆λ,λ, VA) and R˜Γ(GK,S ,∆0,λ, VA). These are elements
of the derived category of A-modules that may be represented by perfect complexes in degree [0, 3], which
are given via the local conditions ∆¿,? at primes above p. (For the local conditions, one simply makes use
of Dλ,A in place of Fλ, etc.) Their cohomology groups in degree one will be denoted by H
1
¿,?(K,VA) and by
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XA¿,? in degree two. The local conditions ∆λ,λ produces local conditions ∆
⊥
λ,λ on D(VA); we shall denote the
associated Selmer complex by R˜Γ(GK,S ,∆
⊥
λ,λ,D(VA)) and its cohomology in degree one by H
1
λ,λ(K,D(VA)) .
We are now ready to apply the general formalism of p-adic heights developed in [Ben14], (see also [BB15,
Section 3.1]) that generalizes the constructions of Nekovář in the case eigenform f is p-ordinary.
Theorem 5.10 (Benois, Nekovář). There exists a (cyclotomic) p-adic height pairing
〈 , 〉λ,λ : H
1
λ,λ(K,VA)⊗H
1
λ,λ(K,D(VA)) −→ A,
which interpolates Nekovář’s cyclotomic p-adic height pairing
〈 , 〉Nekλ,λ : H
1
f (K,Vf,χ ⊗ η)⊗H
1
f (K,Vf,χ−1 ⊗ η
−1) −→ L(η)
as η runs through characters of Γac of finite order pm with m < n. Here, we recall that the integer n is fixed
so that A = Hn(Γac)[1/p] and L(η) stands for the extension of L that contains im(η).
Proof. Let η be a character of Γac of finite order pm. Let us set Lη := ΛL(η)(Γ
ac)ι
/
(η(γac)γac − 1) and
consider the natural map
πη : ΛL(Γ
ac)ι −→ Lη
of GK-modules (notice that Lη is a one-dimensional L(η)-vector space on which GK acts via η). When
m < n, the map πη extends to a GK-equivariant map
πη : A
ι −→ Lη
(and likewise, the evaluation map η : ΛL(Γ
ac) → L(η) extends to η : A → L(η)) which in turn induces
GK-equivariant specialization maps
πη : VA −→ Vf,χ ⊗ η and πη : D(VA) −→ Vf,χ−1 ⊗ η
−1 .
These give rise to maps
πλ : H
1
λ,λ(K,VA) −→ H
1
f (K,Vf,χ) and πη : H
1
λ,λ(K,D(VA)) −→ H
1
f (K,Vf,χ−1 ⊗ η
−1)
thanks to [Pot13, §3D]; see also [Pot12, Theorem 4.1.2]. The commutativity of the diagram
H1λ,λ(K,VA)
πη

⊗ H1λ,λ(K,D(VA))
πη

〈 , 〉λ,λ
// A
η

H1f (K,Vf,χ ⊗ η) ⊗ H
1
f (K,Vf,χ−1 ⊗ η
−1)
〈 , 〉Nekλ,λ
// L(η)
follows from the functorial construction (due to Benois and Nekovář) of the height pairings 〈 , 〉λ,λ and 〈 , 〉Nekλ,λ
in terms of Bockstein morphisms and global duality for Selmer complexes. 
Definition 5.11. We define the p-adic regulator Rp to be the Fitting ideal of the cokernel of 〈 , 〉λ,λ. For
c ∈ H1λ,λ(K,VA), we set Rp(c) to be the Fitting ideal of the cokernel of the map
H1λ,λ(K,VA) −→ A
y 7→ 〈c, y〉λ,λ .
Definition 5.12. We denote the p-adic local Tate (cup product) pairing by
〈 , 〉
(p)
λ,λ : H
1
an(Kp, D
†
rig(VA)/Dλ,A)⊗H
1
an(Kp, D
⊥
λ,A) −→ A .
For c ∈ H1an(Kp, D
†
rig(VA)/Dλ,A), we define Tp(c) ⊂ A to be the Fitting ideal of the cokernel of the map
H1an(Kp, D
⊥
λ,A) −→ A
y 7→ 〈c, y〉
(p)
λ,λ .
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5.3. Beilinson-Flach elements and bounds on analytic Selmer groups.
Proposition 5.13. With the conventions in Definitions 5.6 and 5.8,
charΛ∞
(
H1(Kpc , Fλ)
Λ∞ · respc(cλac)
)
= charΛ∞
(
H1#(Kpc ,T
ac
f,χ)
ΛOL(Γ
ac) · respc(c
#
ac)
)
.
Proof. We take λ to be α in this proof. The left-hand side of the equation equals
Colac♭,pc(c
#
ac)
det
(
Colac♭,pc(H
1
#(Kpc ,T
ac
f,χ))
) = Colac♭,pc(cac# )
det(Im(Colac♭,pc))
· det
(
H1(Kpc ,T
ac
f,χ)
H 1#,♭
)−1
=
Colac♭,pc(c
#
ac)
det(Im(Colac♭,pc))
· Err−1#,♭
=
Lacβ,pc(c
α
ac) · Err
−1
#,♭
det(Im(Colac#,pc)) · det(Twk/2−1(Q
−1Mlog,γac))
,(32)
where the last equality follows from Corollary 3.15. Likewise,
(33) charΛ∞
(
H1(Kpc , Fα)
Λ∞ · respc(cαac)
)
=
Lacβ,pc(c
α
ac)
det(Im(Lacβ,pc))
· Err−1α,β
and the proof follows comparing (32) with (33) and applying Lemma 5.9. 
Corollary 5.14. Assuming the validity of the hypotheses of Proposition 4.10, we have the divisibility
charΛ∞
(
Xan∅,λ
)
| charΛ∞
(
H1∅,λ(K,T
†)
/
Λ∞ · c
λ
ac
)
of ideals in Λ∞, which is an equality if and only if the divisibility in Theorem 4.19 is an equality.
Proof. Combining (27) and Theorem 5.4, it follows that the sequence
(34) 0 −→ H1∅,λ(K,T
†)
respc
−→ H1an(Kpc , Fλ) −→ X
an
∅,0 −→ X
an
∅,λ −→ 0
is exact. Our claim follows combining this with Theorem 4.19 and Proposition 5.13. 
Corollary 5.15. If the hypotheses of Proposition 4.10 are valid, then the H(Γac)-module H1∅,λ(K,T
†) has
rank one and Xan∅,λ is torsion.
Proof. The 4-term exact sequence (34) shows that the rank of the Λ∞-module H
1
∅,λ(K,T
†) is at most one.
Combining Propositions 4.10 and 5.13, we see that the class cλac ∈ H
1
∅,λ(K,T
†) is non-zero. It follows that
the rank of H1∅,λ(K,T
†) is precisely one. In this case, the same exact sequence proves also the second
assertion. 
We recall the property (L.λ) concerning the local position of the class cλac at the prime p. Notice that the
property (L.λ) is equivalent to the requirement that
(35) resp(c
λ
ac) ∈ ker
(
H1an(Kp, Dp)
πp/λ
−→ H1an(Kp, Dp/Fλ)
)
.
Corollary 5.16. Suppose that the hypotheses of Proposition 4.10 hold true. Then we have H1λ,λ(K,T
†) =
H1∅,λ(K,T
†) and Xanλ,λ has rank one. Furthermore, the sequence
(36) 0 −→ H1an(Kp, Dp/Fλ) −→ X
an
λ,λ −→ X
an
∅,λ −→ 0
is exact.
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Proof. Under the running hypotheses, it follows from Proposition 4.10 and Corollary 5.15 that the quo-
tient H1∅,λ(K,T
†)/H1λ,λ(K,T
†) is torsion. On the other hand, this torsion module injects via resp/λ into
H1an(Kp, Dp/Fλ), which is torsion-free (of rank one). This proves that H
1
∅,λ(K,T
†) = H1λ,λ(K,T
†). The
second assertion and the exactness of (36) easily follow from the exactness of (28). 
For the rest of the article, we assume the validity of the hypotheses of Proposition 4.10 (namely that
p ∤ Nfdisc(K/Q) and N
− is a square-free product of an even number of primes). Corollary 5.16 therefore
applies and shows that the H(Γac)-module Xanλ,λ has rank one.
Definition 5.17. Following Pottharst, we set
D iM =
{
HomΛ∞(M/Mtor,Λ∞), if i = 0,∏
λ∈I P
−nν
ν /Λ∞, if i = 1
for a coadmissible Λ∞-module M with Mtor
∼
−→
∏
ν∈I Λ∞/P
nν
ν .
Note that charΛ∞ (Mtor) = charΛ∞
(
D1M
)
.
Theorem 5.18. i. We have H10,λ(K,T
†) = 0 and the sequence
(37) 0 −→ H1λ,λ(K,T
†)
resp
−→ H1an(Kp, Fλ) −→ X
an
0,λ −→ X
an
λ,λ −→ 0
is exact.
ii. There exists a canonical isomorphism D1Xan0,λ
∼
−→ Xan∅,λ .
iii. We have
charΛ∞
(
D1Xanλ,λ
)
= charΛ∞
(
D1Xan0,λ
)
·Jp ,
where Jp is the characteristic ideal of coker
(
H1λ,λ(K,T
†)
resp
→֒ H1an(Kp, Fλ)
)
in the sequence (37).
Proof. The generalization of Greenberg’s duality theorem due to Porttharst in [Pot12, Theorem 4.1(3)]
(which we slightly extend here in order to apply it with the Selmer complexes we have introduced at the
start of Section 5.1, and make further use of the fact that Tf,χ−1 is self-dual) yields an exact sequence
(38) 0 −→ D1Xan0,λ −→ X
an
∅,λ −→ D
0H10,λ(K,T
†) −→ 0 .
Since the module Xan∅,λ is torsion by Corollary 5.15, the vanishing of the module D
0H10,λ(K,T
†) follows. But
the module H10,λ(K,T
†) ⊂ H1∅,λ(K,T
†) is torsion-free and the first assertion in (i) follows. The exactness
of the sequence (37) is now a direct consequence of the exactness of (29), whereas (ii) follows from (i) used
with the exact sequence (38). Finally, (iii) follows from (37). 
5.4. The cyclotomic deformation and Rubin-style formula. Recall that the hypotheses of Proposi-
tion 4.10 are in effect. This in particular means that the Beilinson-Flach class cacλ is a non-trivial element of
H1λ,λ(K,T
†). We write cλA ∈ H
1
λ,λ(K,VA) for the image of c
λ
ac under the map induced from the natural map
HL(Γ
ac)→ Hn(Γ
ac) = A. In what follows, we shall explain how to incorporate the cyclotomic deformation
in this picture. We shall mostly follow [BB15, Section 2.4 and 2.7] and also adopt the notation of loc. cit.
Set V A := VA⊗̂LH(Γcyc)ι and for any (ϕ,Γcyc)-module D over RA, we set D := D ⊗̂D
†
rig(H(Γ
cyc)ι). We
may then define (starting off with Dλ,A ⊂ D
†
rig(VA)) the Iwasawa theoretic Selmer complex
RΓIw(K
cyc/K,∆∅,λ, VA) := RΓ(GK,S ,∆∅,λ, V A)
where ∆∅,λ stands for the local conditions determined by the (ϕ,Γ
cyc)-module D
†
rig(VA) at p and by Dλ,A
at pc. We use similar conventions to what we have adopted before for the cohomology of this object.
Definition 5.19. Let c¯λ ∈ H1(K,V A) denote the central critical Beilinson-Flach element associated to the
λ-stabilization of f , induced from the analytification morphisms Λac → A and Λcyc → H(Γcyc).
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Note that c¯λ ∈ H1∅,λ(K,V A) by Proposition 3.14. We write πA for the augmentation morphismA⊗̂H(Γ
cyc)
πA−→
A induced from γcyc 7→ 1. This map in turn induces a map H1∅,λ(K,V A)
πA−→ H1∅,λ(K,VA) which we denote
by the same symbol. Note that πA(c¯
λ) = cλA and likewise, πA
(
resq(c¯
λ)
)
= resq(c
λ
A) for each q ∈ {p, p
c}.
Definition 5.20. Let π/λ denote the natural morphism
π/λ : H
1
an(Kp, D
†
rig(VA)) −→ H
1
an(Kp, D
†
rig(VA)/Dλ,A) .
We similarly denote by πA/λ the morphism
πA/λ : H
1
an(Kp, D
†
rig(VA)) −→ H
1
an(Kp, D
†
rig(VA)/Dλ,A).
Note that πA ◦ π/λ = π/λ ◦ πA = π
A
/λ and that π
A
/λ(resp(c
λ
A)) = 0 by Proposition 4.12.
Proposition 5.21. There exists a unique element ∂pc¯
λ ∈ H1an(Kp, D
†
rig(VA)/Dλ,A) such that
π/λ
(
resp(c¯
λ)
)
=
γcyc − 1
logp χ0(γcyc)
· ∂pc¯
λ .
Proof. Observe that
πA ◦ π/λ
(
resp(c¯
λ)
)
= π/λ ◦ πA
(
resp(c¯
λ)
)
= π/λ
(
resp(c
λ
A)
)
= 0 .
This shows that π/λ
(
resp(c¯
λ)
)
∈ ker(πA) = (γcyc−1)H1an(Kp, D
†
rig(VA)/Dλ,A), proving the existence of ∂pc¯
λ
with the desired property. Its uniqueness follows from the fact that H1an(Kp, D
†
rig(VA)/Dλ,A)[γcyc − 1] = 0
under our running hypotheses. 
We define ∂pc
λ
A := πA
(
∂pc¯
λ
)
∈ H1an(Kp, D
†
rig(VA)/Dλ,A).
Theorem 5.22 (Rubin-style formula). 〈cλA, c
λ
A〉λ,λ = −
〈
∂pc
λ
A, resp(c
λ
A)
〉(p)
λ,λ
.
Proof. The proof of [BB15, Corollary 4.16] applies verbatim5, with the following choices:
• The pairing denoted by H( , ) in op. cit. is to be taken as 〈 , 〉λ,λ ·
γcyc − 1
logp χ0(γcyc)
mod (γcyc − 1)2 ;
• [xf ] = [yf ] = cλA; [X] = c
λ and d[X] = ∂pc
λ
A (the reason why only the prime p appears here is explained
below);
• the pairing denoted by 〈 , 〉 : H1(D˜f ) ×H1(Df ) → E (in the notation of op. cit.) is to be taken as
the A-valued p-local cup product pairing 〈 , 〉
(p)
λ,λ.
Notice that the local contribution is concentrated at the prime p for the following reasons: At primes l ∤ p,
the specializations of resl(c
λ
A) on a dense subset of points of SpA are trivial by the local-global compatibility
of the Langlands correspondence (c.f. [Car86]) and therefore the local contributions at primes l ∤ p vanish.
For the local contribution at pc, we have π/λ ◦ respc(c
λ) = 0 by Proposition 3.14 and therefore its Bockstein
normalized derivative ∂pcc
λ
A at the prime p
c vanishes. 
Definition 5.23. We define the derived p-adic L-function L′λ,λ,ac ∈ A by setting L
′
λ,λ,ac := Lλ,A
(
∂pc
λ
A
)
,
where Lλ,A := πA ◦ Lλ,p is the restriction of the two-variable Perrin-Riou’s map (for Kp and corresponding
to the p-stabilization with respect to λ) to the anticyclotomic direction.
Corollary 5.25 below justifies our terminology here.
5Even though Corollary 4.16 of [BB15] is stated for Deligne’s GQ-representation attached to f with coefficients in a finite
extension of Qp, its proof is entirely formal (and ultimately, it follows very closely the proof of [Büy16, Corollary A.11] in the
ordinary setting) and applies with the trianguline GK -representation VA with coefficients in A.
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Remark 5.24. One may directly define a p-adic Perrin-Riou map for VA (as in [Nak17, Nak14]; see also
[BB15, §5.1]). This map is related to πA ◦ Lλ,p via [BB15, Theorem 5.1(iii)].
Recall the Beilinson-Flach p-adic L-function
Lλ,λ := Lλ,p
(
resp
(
cλ
))
∈ HA(Γ
cyc) := A⊗̂H(Γcyc).
Corollary 5.25. Lλ,λ =
γcyc − 1
logp χ0(γcyc)
· L′λ,λ,ac mod (γcyc − 1)
2 .
5.5. The p-adic BSD formula. Recall that the hypotheses of Proposition 4.10 are in effect. Then the
following assertions are valid:
• The Beilinson-Flach class cλac is a non-trivial element of H
1
λ,λ(K,T
†): Indeed, as explained in the
proof of Corollary 5.15, the class cλac is non-trivial and (35) shows that it is an element of H
1
λ,λ(K,T
†).
• The H(Γac)-module Xanλ,λ has rank one (see Corollary 5.16).
The main objective in this subsection is to relate the derived p-adic L-function to the p-adic regulator Rp
and the torsion submodule of XAλ,λ, much in the spirit of the Birch and Swinnerton-Dyer conjecture.
Theorem 5.26. The element L′λ,λ,ac is contained in FittA
(
D1XAλ,λ
)
Rp. Furthermore, these two ideals are
the same if and only if we have equality in Theorem 4.19.
Remark 5.27. Recall that the characteristic ideal of the torsion module D1XAλ,λ agrees with the characteristic
ideal of the A-torsion-submodule of XAλ,λ . If we are able to upgrade the containment in Theorem 5.26 to the
equality
A · L′λ,λ,ac = FittA
(
D1XAλ,λ
)
·Rp ,
our result would indeed gain the flavour of a p-adic Birch and Swinnerton-Dyer formula.
Proof of Theorem 5.26. All Fitting ideals below are calculated as those of A-modules. For Jp given as in
the statement of Theorem 5.18 above, we have
Rp · Fitt
(
D1XAλ,λ
)
·Jp = Rp · Fitt
(
XA∅,λ
)
⊃ Rp · Fitt
(
H1∅,λ(K,VA)
/
A · cλA
)
(39)
= Rp · Fitt
(
H1λ,λ(K,VA)
/
A · cλA
)
(40)
= Rp(c
λ
A)
= Fitt
(
A
/〈
∂pc
λ
A , resp
(
H1λ,λ(K,VA)
)〉(p)
λ,λ
)
(41)
= Fitt
(
H1an(Kp, Dλ,A)
resp(H1λ,λ(K,VA))
)
· Fitt
(
A/Tp(∂pc
λ
A)
)
= Jp · Fitt
(
A/Tp(∂pc
λ
A)
)
(42)
= Jp · Fitt
(
H1an(Kp, D
†
rig(VA)/Dλ,A)
/
A · ∂pc
λ
A
)
(43)
= Jp · L
′
λ,λ,ac.
Here, the first equality follows from the second and third parts of Theorem 5.18, the inclusion (39) from
Corollary 5.14 (with equality under the said conditions), equality (40) from Corollary 5.16, (41) from Theo-
rem 5.22, (42) from the definition of Jp as the characteristic ideal of coker
(
H1λ,λ(K,T
†)
resp
→֒ H1an(Kp, Fλ)
)
,
(43) from the surjectivity of the local cup product pairing and the very last equality follows from the defini-
tion of the derived p-adic L-function and Corollary 2.20. Since both H1λ,λ(K,T
†) and H1an(Kp, Fλ) have rank
one (where the fact that H1λ,λ(K,T
†) has rank one follows on combining Corollary 5.15 and Corollary 5.16),
we see that Jp 6= 0 from its very definition. The proof follows. 
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