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PARTIAL DETERMINANTS OF KRONECKER PRODUCTS
YORICK HARDY
Abstract. Let det2(A) be the block-wise determinant (partial determinant).
We consider the condition for completing the determinant
det(det
2
(A)) = det(A),
and characterize the case when for an arbitrary Kronecker product A of matri-
ces over an arbitrary field. Further insisting that det2(AB) = det2(A) det2(B),
for Kronecker products A and B, yields a multiplicative monoid of matrices.
This leads to a determinant-root operation Det which satisfies Det(Det2(A)) =
Det(A) when A is a Kronecker product of matrices for which Det is defined.
1. Introduction
Let {E[n]ij : i, j ∈ {1, . . . , n} } denote the standard basis in Mn(F), the algebra
of n × n matrices over a field F. In other words, E[n]ij is an n× n matrix with a 1
in row i and column j and all other entries are zero. The standard basis is given
entry-wise by (E
[n]
ij )kl = δikδjl, where δik is the Kronecker delta
δik =
{
1 i = k,
0 i 6= k.
Let ⊗ denote the Kronecker product of matrices, i.e. for A ∈ Mm(F) and B ∈
Mn(F) the matrix A⊗B is given block-wise by
A⊗B :=


(A)11B (A)12B · · · (A)1mB
(A)21B (A)22B · · · (A)2mB
...
...
. . .
...
(A)m1B (A)m2B · · · (A)mmB

 .
Choi gives the definition of the partial determinants det1(A) and det2(B) as
follows [2].
Definition 1. Let A,B ∈Mmn(F) =Mm(Mn(F)) =Mm(F)⊗Mn(F) with
A =
n∑
i,j=1
Aij ⊗ E[n]ij , B =
m∑
i,j=1
E
[m]
ij ⊗Bij .
The partial determinants det1(A) and det2(B) are given by
det
1
(A) :=
n∑
i,j=1
det(Aij)E
[n]
ij , det2
(B) :=
m∑
i,j=1
det(Bij)E
[m]
ij .
This definition is analogous to that of the partial trace. The partial trace features
prominently in quantum information theory (see for example [1]).
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Definition 2. Let A,B ∈Mmn(F) with
A =
n∑
i,j=1
Aij ⊗ E[n]ij , B =
m∑
i,j=1
E
[m]
ij ⊗Bij .
We define the partial traces
tr1(A) :=
n∑
i,j=1
tr(Aij)E
[n]
ij , tr2(B) :=
m∑
i,j=1
tr(Bij)E
[m]
ij .
The partial trace is linear while the partial determinant is not linear. Addition-
ally, the partial trace is “partial” in the sense that the trace can be completed
tr(tr2(A)) = tr(tr1(A)) = tr(A).
In general, det(det2(A)) 6= det(A). Thompson showed that if B ∈ Mmn(C) is
positive definite, then det(det2(B)) ≥ det(B) and that det(det2(B)) = det(B) if
and only if Bij = δijBij , where δij denotes the Kronecker delta [7]. This article
provides initial results on when equality holds in a more general setting.
Another important property to consider, is whether the identity det(AB) =
det(A) det(B) carries over to the partial determinant. In other words, what are the
conditions on A and B such that det1(AB) = det1(A) det1(B) ?
Since B ⊗ C is permutation similar to C ⊗ B via the vec-permutation matrix
P (perfect shuffle matrix) [4, 8], so that det2(A) = det1(PAP
T ), we confine our
attention to det1(A).
In the following, we only consider partial determinants of Kronecker products.
Let ◦ denote the Hadamard product and A(m) denote the m-th Hadamard power of
the matrix A (i.e. the entry-wise power). For every (0, 1)-matrix A we have A(m) =
A, and most results are straightforward for (0, 1)-matrices and over the field F =
GF (2). Our main results are characterizations in terms of the distributivity of the
Hadamard power over matrix products. In the case of det1(AB) = det1(A) det1(B)
for Kronecker products, we have the following theorem.
Theorem. Let A,B ∈Mm(F) and C,D ∈Mn(F). Then
det
1
((AB) ⊗ (CD)) = det
1
(A⊗ C) det
1
(B ⊗D)
if and only if det(AB) = 0 or (CD)(m) = C(m)D(m).
The partial determinant may be completed when the m-th Hadamard power and
determinant commute, det(B(m)) = (det(B))(m) = det(B)m.
Theorem. Let A ∈Mm(F) and B ∈Mn(F). Then
det(det
1
(A⊗B)) = det(A⊗B)
if and only if det(A) = 0 or det(B(m)) = det(B)m.
These two conditions on the matrices inMn(F) which satisfy the above two theo-
rems allow us to characterize the matrices in terms of underlying monoids inMn(F).
As we will see below, the m-th Hadamard power distributes over matrix products
and distributes over column/row-wise Grassman products (wedge products) in these
monoids. Finally, we consider a monoid Dm(F) and a determinant-root operation
Det, such that the partial determinant-root obeys
Theorem. (1) Let A ∈ Dm(F) and C ∈ Dn(F). Then
Det(A⊗ C) = Det(Det1(A⊗ C)).
(2) Let A,B ∈ Dm(F) and C,D ∈Mn(F). Then
Det1((A ⊗ C)(B ⊗D)) = Det1(A⊗ C)Det1(B ⊗D).
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2. Kronecker products
Let In denote the n× n identity matrix, and 0n the n× n zero matrix. First we
note that det1(Imn) = det1(Im ⊗ In) = In analogous to det(I) = 1.
Lemma 1. Let A ∈Mm(F) and B ∈Mn(F). Then
det
1
(A⊗B) = det(A)B(m).
Proof. The proof follows immediately from
A⊗B =
n∑
i,j=1
((B)ijA)⊗ E[n]ij ,
where B = (B)ij . 
This is a direct consequence of the remark by Choi that det1(A) may be computed
as a determinant where the blocks are treated as scalars and instead of the usual
scalar product we use the Hadamard product [2].
Theorem 1. Let A,C ∈Mm(F) and B,D ∈Mn(F) with B ◦D = 0n. Then
det
1
(A⊗B + C ⊗D) = det
1
(A ⊗B) + det
1
(C ⊗D).
Proof. We have
(1) A⊗B + C ⊗D =
n∑
i,j=1
(B)ij 6=0
((B)ijA)⊗ E[n]ij +
n∑
i,j=1
(D)ij 6=0
((D)ijC)⊗ E[n]ij ,
and since B ◦D = 0n if follows that (B)ij 6= 0 =⇒ (D)ij = 0 and vice-versa. The
two sums in (1) are over disjoint subsets of {1, . . . , n}2 and
det
1
(A⊗B + C ⊗D) =
n∑
i,j=1
(B)ij 6=0
det(A)(B)mijE
[n]
ij +
n∑
i,j=1
(D)ij 6=0
det(C)(D)mijE
[n]
ij
= det
1
(A⊗B) + det
1
(C ⊗D).

Lemma 1 provides an immediate characterization of partial determinants that
can be completed.
Theorem 2. Let A ∈Mm(F) and B ∈Mn(F). Then
det(det
1
(A⊗B)) = det(A⊗B)
if and only if det(A) = 0 or det(B(m)) = det(B)m.
Drnovsˇek considered a much stronger condition in [3] for matrices B (which
also satisfy Theorem 2), namely that B(r) = Br for all r ∈ N. Under the de-
terminant, we have a weaker condition which leads to somewhat trivial cases
for triangular matrices and (0, 1)-matrices. For triangular matrices B we have
det(B(m)) = det(Bm) = det(B)m.
Corollary 1. Let A ∈Mm(F) be arbitrary and let B ∈Mn(F) be triangular. Then
det(det
1
(A⊗B)) = det(A⊗B).
For (0, 1)-matrices B we have B(m) = B, and hence the following corollary to
Theorem 2.
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Corollary 2. Let A ∈ Mm(F) be arbitrary and let B ∈ Mn(F) be a (0, 1)-matrix.
Then
det(det
1
(A⊗B)) = det(A⊗B)
if and only if det(A) det(B) = 0 or det(B) is an (m− 1)-th root of unity.
When n = 2, the characterization is straightforward since
det
(
a2 b2
c2 d2
)
= det
(
a b
c d
)2
if and only if b2c2 = abcd, so that bc = 0 (triangular matrix) or ad = bc 6= 0 (rank-1
matrix) and both cases satisfy det(B(m)) = det(B)m. Here we used the fact that
a rank-1 matrix xyT remains a rank-1 matrix x(m)(y(m))T under the Hadamard
power, where x and y are column vectors. Now we consider transformations which
preserve the partial determinant. The following theorem characterizes the multi-
plicative property of the partial determinant.
Theorem 3. Let A,B ∈Mm(F) and C,D ∈Mn(F). Then
det
1
((A ⊗ C)(B ⊗D)) = det
1
(A⊗ C) det
1
(B ⊗D)
if and only if det(AB) = 0 or (CD)(m) = C(m)D(m).
Proof. Applying Lemma 1 on both sides of the equation provides
det(AB)(CD)(m) = det(AB)C(m)D(m)
and the result follows. 
When F = GF (2) we have the following corollary.
Corollary 3. Let A,B ∈Mm(GF (2)) and C,D ∈Mn(GF (2)). Then
det
1
((A⊗ C)⊗ (B ⊗D)) = det
1
(A⊗ C) det
1
(B ⊗D).
Since a row or column permutation of a matrix commutes with the Hadamard
power, as does multiplying each row by a constant, we have the following corollary
to Theorem 3.
Corollary 4. Let A,B ∈ Mm(F) and C,P ∈ Mn(F), where P is a permutation
matrix or a diagonal matrix. Then
det
1
((AB)⊗ (PC)) = det
1
(A⊗ P ) det
1
(B ⊗ C),
det
1
((AB)⊗ (CP )) = det
1
(A⊗ C) det
1
(B ⊗ P ).
Thus if B ∈Mn(F) has no more than n(n+1)/2 non-zero entries, and there exist
permutations P,Q ∈Mn(F) such that PBQT is triangular, then det(det1(A⊗B)) =
det(A⊗B). Of course, this is not true in general. For example
B =


1 0 1 1
0 1 0 0
1 0 1 0
0 0 0 1


has 7 ≤ 10 non-zero entries, but no such P and Q exist. We note that multiplying
by P preserves the number of non-zero entries in each column and multiplying by
QT preserves the number of non-zero entries in each row.
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3. Monoids for completable partial determinants
3.1. Characterizations in terms of monoids. Theorems 2 and 3 provide a clo-
sure result for matrix multiplication, if C and D are matrices satisfying both theo-
rems then CD satisfies Theorem 2. A set of such matrices, with the identity, form
a monoid under matrix multiplication. This follows since (CD)(m) = C(m)D(m)
implies
det
(
(CD)(m)
)
= det
(
C(m)
)
det
(
D(m)
)
= det(C)m det(D)m = det(CD)m
when det(C(m)) = det(C)m and det(D(m)) = det(D)m. The identity C = In is
clearly in this set. The diagonal matrices in Mn(F) provide a non-trivial example
of such a monoid. Another example is the set of all matrices with at most one
non-zero row together with the identity matrix.
In the sequel, we use the term monoid to mean a monoid under the usual matrix
multiplication. Theorems 2 and 3 trivially provide the next corollary.
Corollary 5. A monoid M of matrices C,D ∈Mn(F) satisfying
det(C(m)) = det(C)m, det(D(m)) = det(D)m and (CD)(m) = C(m)D(m)
satisfies
det(det
1
(A⊗B)) = det(A⊗B),
det
1
((A⊗ C)⊗ (B ⊗D)) = det
1
(A⊗ C) det
1
(B ⊗D)
for all A,B ∈Mm(F) and C,D ∈M .
A necessary condition for a matrix C ∈ M to be in such a monoid, is that
(Ck)(m) = (C(m))k for all k ∈ N. In the case of Mn(GF (2)), the largest such
monoid is M = Mn(GF (2)). Let Ck denote the k-th column of C and D(k) denote
the k-th row of D. Consider the matrix
Φ(C,D) := (In ⊗ C)

 n∑
i,j=1
E
[n]
i,j ⊗ E[n]i,j

 (In ⊗D) = n∑
i,j=1
E
[n]
i,j ⊗ (CiD(j)).
Then CD = tr1(Φ(C,D)) is the sum of the matrices CkD(k) on the block diag-
onal of Φ(C,D). Similarly, DC = tr2(Φ(C,D)). We also have Φ(C,D)
(m) =
Φ
(
C(m), D(m)
)
. Thus (CD)(m) = C(m)D(m) if and only if
tr1
(
Φ(C,D)(m)
)
= (tr1(Φ(C,D)))
(m)
,
or equivalently, since (CkD(k))
(m) = C
(m)
k D
(m)
(k) ,
(2)
n∑
k=1
C
(m)
k D
(m)
(k) =
∑
(k1,...,km)∈{1,...,n}m
(Ck1 ◦ · · · ◦ Ckm)(D(k1) ◦ · · · ◦D(km)).
The set { (k, . . . , k) } ⊆ {1, . . . , n}m selects the block diagonal matrices of the matrix
Φ(C,D)(m) in the sum, and the non-diagonal block entries sum to zero. When
F = R and C and D are matrices with non-negative entries, then (Ck1 ◦· · ·◦Ckm) =
(D(k1) ◦ · · · ◦ D(km))T = 0 for all non-diagonal block entries, i.e. C and D are in
the monoid {PDQT } of matrices with at most one non-zero entry in each row and
column (P and Q are permutation matrices and D is diagonal).
Let us now consider a stronger condition, namely we consider monoids satisfying
det(C(m)) = det(C)m, det(D(m)) = det(D)m and (CD)(m) = C(m)D(m)
for all m ∈ N. On an ordered field we need only consider m = 2, with an additional
condition on matrix multiplication of elements of the monoid.
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The symmetric polynomials play a central role in this characterization. Let
pm(x1, . . . , xn) = x
m
1 + · · ·+ xmn denote the m-th power sum, and
em(x1, . . . , xn) =
∑
j1<j2<···<jm
xj1 · · ·xjm .
denote the m-th elementary symmetric sum [5]. The first power sum and elemen-
tary symmetric sum coincide, e1(x1, . . . , xn) = p1(x1, . . . , xn). The Newton-Girard
identities relate the power sums and elementary symmetric sums as follows [5, p. 28]
(3) pm = det


e1 1 0 · · · 0
2e2 e1 1 · · · 0
3e3 e2 e1 · · · 0
...
...
...
. . .
...
mem em−1 em−2 · · · e1

 .
We will make use of the following lemma in some of the characterizations below.
The proof is mechanical but straightforward, we include it here for completeness.
Lemma 2. Let F be a field with characteristic 0, and x1, . . . , xn ∈ F. The equations
pm(x1, . . . , xn) = (e1(x1, . . . , xn))
m for all m ∈ N
hold if and only if xjxk = 0 for j 6= k (j, k ∈ {1, . . . , n}).
Proof. The equation p2(x1, . . . , xn) = (e1(x1, . . . , xn))
2 yields e2(x1, . . . , xn) = 0
in (3), when m = 2. Using e2(x1, . . . , xn) = 0 in (3), when m = 3 yields that
e3(x1, . . . , xn) = 0. Continuing in the same manner for p4, p5, . . . , pn, we find
that en = x1 · · ·xn = 0. It follows that there exists an xj satisfying xj = 0. Now
en−1(x1, . . . , xn) = x1 · · ·xj−1xj+1 · · ·xn = 0 which yields another xk with xk = 0,
where k 6= j. Proceeding in this way we arrive at e2(x1, . . . , xn) = x′jx′k = 0 for
some j′ 6= k′, where xj = 0 for j /∈ {j′, k′}. 
Theorem 4. Let F be an ordered field and M ⊆ Mn(F). Then the following
statements are equivalent.
(1) M is a monoid of matrices satisfying (CD)(m) = C(m)D(m) for all C,D ∈
M and m ∈ N;
(2) M is a monoid of matrices satisfying
(a) (CD)(2) = C(2)D(2) for all C,D ∈M ,
(b) for all C,D ∈ M and all i, j ∈ {1, . . . , n} there exists k ∈ {1, . . . , n}
such that (CD)ij = (C)ik(D)kj .
Proof. Each monoid includes the identity matrix, and the properties are all iden-
tically satisfied for C = In and D ∈ M . Now we show that monoids of type 1 are
also monoids of type 2. Comparing the entries of the matrices in equation (2) in
row i and column j we find
n∑
k=1
(C)mik(D)
m
kj =
(
n∑
k=1
(C)ik(D)kj
)m
.
Applying Lemma 2 yields for all i, j, k, k′ ∈ { 1, . . . , n } with k 6= k′,
(4) (C)ik(D)kj(C)ik′ (D)k′j = 0.
Next we show that monoids of type 2 are also monoids of type 1. Assume (CD)(2) =
C(2)D(2) and that (CD)ij = (C)ik(D)kj for some k ∈ {1, . . . , n}. Then
((C)ik(D)kj)
2 = ((CD)(2))ij = (C
(2)D(2))ij =
n∑
k′=1
(C)2ik′ (D)
2
k′j
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so that
n∑
k′=1
k′ 6=k
(C)2ik′ (D)
2
k′j = 0 and, since F is an ordered field, equation (4) follows.

Corollary 6. Let F be an ordered field and let M ⊆ Mn(F). Then the following
statements are equivalent.
(1) M is a monoid of matrices closed under the matrix transpose and satisfying
(CD)(m) = C(m)D(m) for all C,D ∈M and m ∈ N;
(2) M is a submonoid of the monoid of matrices with at most one non-zero
entry in each row and column.
If we insist that Theorem 1 holds for all m ∈ N, applying Lemma 2 yields the
following theorem, which we state without proof.
Theorem 5. Let B,C ∈Mn(F). Then
det
1
(A⊗ (B + C)) = det
1
(A⊗B) + det
1
(A⊗ C)
holds for all m ∈ N and A ∈Mm(F) if and only if B ◦ C = 0n.
For the 2 × 2 matrices, we find that the property det(C(m)) = det(C)m for
all m ∈ N is satisfied only when C is triangular, which is consistent with the
requirement that (C2)(2) = (C(2))2. Let Dn(F) denote the set of diagonal n × n
matrices over F, Rn(F) the set of matrices with at most one non-zero row, and
Cn(F) the set of matrices with at most one non-zero column.
Theorem 6. Let F be an ordered field and M ⊆ M2(F). Then the following
statements are equivalent.
(1) M is a monoid of matrices satisfying
(a) det(C(m)) = det(C)m for all C ∈M and m ∈ N,
(b) (CD)(m) = C(m)D(m) for all C,D ∈M and m ∈ N;
(2) M is a monoid of matrices with
(a) M ⊆ D2(F) ∪ C2(F), or
(b) M ⊆ D2(F) ∪R2(F).
Proof. First we prove that monoids of type 1 are monoids of type 2. Let
C =
(
c11 c12
c21 c22
)
∈M.
As in the proof of Theorem 4 above, the condition (C2)(2) = C(2)C(2) yields
(c11c11)(c12c21) = (c22c22)(c21c12) = (c11c12)(c12c22) = (c21c11)(c22c21) = 0.
The zero matrix satisfies all the conditions, so assume C 6= 0. If either of c11 or
c22 are non-zero, then c12c21 = 0 and C is a triangular matrix with det(C
(m)) =
det(C)m. Then C has one of the forms(
c11 0
0 c22
)
,
(
c11 c12
0 0
)
,
(
c11 0
c21 0
)
,
(
0 c12
0 c22
)
,
(
0 0
c21 c22
)
.
If c11 = c22 = 0, then det(C
(m)) = −cm12cm21 = (−1)mcm12cm21 = det(C)m. When
m = 2 we find again that C must be of the form(
0 c12
0 0
)
,
(
0 0
c21 0
)
.
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Thus every monoidM of type 1 satisfies M ⊆ D2(F)∪C2(F)∪R2(F). Let { e1, e2 }
be the standard basis in F2. Suppose that x,y ∈ F2 and j, k ∈ {1, 2}. Let A =
xeTj ∈M ∩ (C2(F) \R2(F)) and B = ekyT ∈M ∩ (R2(F) \ C2(F)). Then
AB = xeTj eky
T = δjkxy
T ∈M.
Thus x or y has at most one non-zero entry, which contradicts A /∈ R2(F) or
contradicts B /∈ C2(F). On the other hand,
BA = eky
TxeTj = (y
Tx)eke
T
j ∈M
if and only if (yTx)m = (yTx)(m) for all m ∈ N, and again ekyT ∈ C2(F) or
xeTj ∈ R2(F) which yields a contradiction. Thus M ∩ (C2(F) \ R2(F)) = ∅ or
M ∩ (R2(F) \C2(F)) = ∅. It follows that each monoid of type 1 is a monoid of type
2.
It is straightforward to verify that every monoid of type 2 is also of type 1. Each
of the three types of matrices (diagonal, at most one non-zero row, at most one
non-zero column) immediately satisfy det(C(m)) = det(C)m for all m ∈ N. If D is
diagonal then (CD)(m) = C(m)D(m) and (DC)(m) = D(m)C(m) for all C ∈ M . In
C2(F) and R2(F), we have
((xeTj )(ye
T
k ))
(m) = (eTj y)
mx(m)eTk = (xe
T
j )
(m)(yeTk )
(m),
((ejx
T )(eky
T ))(m) = (xT ek)
mejy
(m)T = (ejx
T )(m)(eky
T )(m),
for any column vectors x,y ∈ F2 and j, k ∈ {1, 2}. 
We note that some of the observations in the previous proof hold in general. In
a monoid M ⊆ Mn(F), over an ordered field F and satisfying Theorem 4, we have
for each C ∈M and i, j ∈ {1, . . . , n}
(C)ii(C)ii(C)ij(C)ji = (C)ii(C)ij(C)ij(C)jj = 0,
(C)jj(C)jj(C)ji(C)ij = (C)ji(C)ii(C)jj(C)ji = 0.
(5)
This means that every 2× 2 submatrix of C ∈M with entries in columns and rows
i and j has one of the forms(
a 0
0 b
)
,
(
0 a
b 0
)
,
(
a b
0 0
)
,
(
0 0
a b
)
,
(
a 0
b 0
)
,
(
0 a
0 b
)
.
The set of equations given by (5) is invariant under any permutation similarity
transformation, i.e. interchanging i ↔ k and j ↔ l leaves (5) invariant (since we
consider all i and j). Consider M3(F) over an ordered field F. The set of equations
in (5) concern three 2× 2 submatrices, two of which lie on the diagonal (indicated
by squares) and the outermost 2 × 2 submatrix, in other words, we consider the
corners of each of the squares:
C =


c11 c12 c13
c21 c22 c23
c31 c32 c33


Any reordering PCPT of the rows and columns of the matrix C preserves the
equations (5) (here, P is a permutation matrix). We also have that
det(PCPT )m = det((PCPT )(m))
if and only if det(C)m = det(C(m)), and that
((PCPT )(PDPT ))(m) = (PCPT )(m)(PDPT )(m)
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if and only if (CD)(m) = C(m)D(m). Consequently, we may reorder the rows
and columns (in the same way) so that non-zero diagonal entries precede the zero
diagonal entries. In the interest of brevity we only consider these forms of matrices
while noting that the observations hold also under permutation similarity. We
consider the 4 cases c11c22c33 6= 0, c11c22 6= 0 and c33 = 0, c11 6= 0 and c22 = c33 = 0;
and c11 = c22 = c33 = 0. In the first case (c11c22c33 6= 0) we have a diagonal matrix
and det(C)m = det(C(m)) for all m ∈ N. In the second case (c11c22 6= 0 and
c33 = 0) we have one of the matrices
c11 0 c130 c22 c23
0 0 0

 ,

c11 0 00 c22 c23
c31 0 0

 ,

c11 0 c130 c22 0
0 c32 0

 ,

c11 0 00 c22 0
c31 c32 0

 ,
and for each matrix det(C)m = det(C(m)) = 0. In the third case (c11 6= 0 and
c22 = c33 = 0) we have one of the matrices
c11 0 c130 0 c23
0 c32 0

 ,

c11 0 00 0 c23
c31 c32 0


and for each matrix det(C) = −c11c23c32 so that det(C)2 = det(C(2)) if and only
if c23c32 = 0. In the fourth case (c11 = c22 = c33 = 0) we have the matrix
 0 c12 c13c21 0 c23
c31 c32 0


and within the monoid M ⊆M3(F) satisfying Theorem 4 we have
detCm = (c12c23c31 + c13c21c32)
m = cm12c
m
23c
m
31 + c
m
13c
m
21c
m
32 = detC
(m)
since
(c12c23c31)(c13c21c32) = (c12c21c13c31)c23c32 = 0.
The fourth case then yields one of the matrices (up to permutation similarity)
 0 c12 c13c21 0 c23
0 0 0

 ,

 0 c12 0c21 0 c23
c31 0 0

 ,

 0 c12 c13c21 0 0
0 c32 0

 ,

 0 c12 0c21 0 0
c13 c32 0

 .
These observations inM2(F) andM3(F) may be applied inM4(F), so we consider
the 2× 2 and 3× 3 submatrices in M4(F):
C =


c11 c12 c13 c14
c21 c22 c23 c24
c31 c32 c33 c34
c41 c42 c43 c44


=


c11 c12 c13 c14
c21 c22 c23 c24
c31 c32 c33 c34
c41 c42 c43 c44


.
In this way, we can proceed to characterize monoids of Corollary 5 in Mn+1(F)
based on observations in monoids in Mn(F), when F is an ordered field.
The fact that det(C(m)) = det(C)m can be expressed in terms of the Grassmann
product (see for example [6, p. 173]),
C
(m)
1 ∧ · · · ∧ C(m)n = (C1 ∧ · · · ∧ Cn)(m)
where
C1 ∧ · · · ∧Cn = det(C)e1 ∧ · · · ∧ en
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and { e1, . . . , en } is the standard basis in Fn. Similarly, det(D(m)) = det(D)m is
equivalent to
D
(m)
(1) ∧ · · · ∧D(m)(n) = (D(1) ∧ · · · ∧D(n))(m).
To summarize, the Hadamard power distributes over matrix products and over
column/row-wise Grassman products in the monoid of Corollary 5.
3.2. Determinant-roots. The preceding section suggests that a monoid with ap-
propriate properties may yield a partial determinant that completes in a straight-
forward way. In this section we define such monoids and a “determinant-root”
operation Det which is completable on Kronecker products of matrices in these
monoids. First, let us define the m-th roots on the multiplicative group F× of F.
Let G be a multiplicative abelian group, and Rm be the subgroup
Rm = { g ∈ G : gm = 1 }
of G (which generates the equivalence classes a · Rm where a · Rm = b · Rm if and
only if am = bm for a, b ∈ G). We will write a ·Rm = m
√
b when am = b. If no such
a exists for a given b ∈ G, then m√b is undefined. This definition of the m-th root
may be extended with m
√
0 := 0 ·Rm when G = F× is the multiplicative group of F
and 0 is the additive identity in F. We note that m
√
ab = m
√
a· m√b when the relevant
m-th roots exist. The non-zero m-th roots of G form a multiplicative group, and
the matrices M ∈Mn(F) where n
√
det(M) exists form a monoid Dn(F).
Definition 3. We define the determinant-root Det by
Det(M) := n
√
det(M)
for all M ∈ Dn(F).
This definition provides the usual multiplicative property
Det(AB) = Det(A)Det(B)
for A,B ∈ Dn(F). There is a natural embedding hm,n : a ·Rm 7→ an · Rmn and we
may define the product ∗ as follows
(a ·Rm) ∗ (b · Rn) := hm,n(a · Rm)hn,m(b · Rn) = (anbm)Rmn.
Consequently, m
√
a ∗ n√b = mn√anbm when the given roots exist. It follows that
Det(A⊗ C) = Det(A) ∗Det(C)
for A ∈ Dm(F) and C ∈ Dn(F), from det(A ⊗ C) = (det(A))n(det(C))m. Let
m
√
a be the m-th root of a ∈ F. Since m√a is in the (multiplicative) quotient
F×/Rm, we consider the n-th root
n
√
m
√
a, when it exists. In this case, we may
write mn
√
a ≡ n
√
m
√
a, since
(6) G/Rmn(G) ∼= (G/Rm(G)) /Rn(G/Rm(G))
where Rm(G) is the subgroup of an abelian group G as above. The isomorphism is
simply
aRmn(G) 7→ (a · Rm(G)) ·Rn(G/Rm(G)).
Now we are ready to consider partial determinant-roots and their properties.
The partial determinant-root Det2 is again the block-wise determinant-root.
Definition 4. Let A,B ∈Mmn(F) =Mm(Mn(F)) =Mm(F)⊗Mn(F) with
A =
n∑
i,j=1
Aij ⊗ E[n]ij , B =
m∑
i,j=1
E
[m]
ij ⊗Bij
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and assume that Aij ∈ Dm(F) and Bij ∈ Dn(F) for all i, j. The partial determinant-
roots Det1(A) and Det2(B) are given by
Det1(A) :=
n∑
i,j=1
Det(Aij)E
[n]
ij , Det2(B) :=
m∑
i,j=1
Det(Bij)E
[m]
ij .
In general, we work in the group ring Z[F×/Rm(F×)]. However, since we are
concerned only with Kronecker products of matrices, we will express our results in
F×/Rm(F×) where possible.
Lemma 3. The partial determinant-root obeys
Det1(A⊗B) = Det(A)B
where Det(A)B is the entry-wise product of the entries in B with Det(A).
Proof. We have
A⊗B =
n∑
i,j=1
((B)ijA)⊗ E[n]ij ,
where B = (B)ij . It follows that
Det1(A⊗B) =
n∑
i,j=1
Det(BijAij)E
[n]
ij =
n∑
i,j=1
Bij Det(Aij)E
[n]
ij
since m
√
Bmij = Bij · Rm(F×). 
Theorem 7. (1) Let A ∈ Dm(F) and C ∈ Dn(F). Then
Det(A⊗ C) = Det(Det1(A⊗ C)).
(2) Let A,B ∈ Dm(F) and C,D ∈Mn(F). Then
Det1((A ⊗ C)(B ⊗D)) = Det1(A⊗ C)Det1(B ⊗D).
Proof. Since Det(A⊗ C) = Det(A) ∗Det(C) and
Det(Det1(A⊗ C)) = n
√
det(Det(A)C)
= n
√
(Det(A))n det(C)
≡ mn
√
(det(A))n(det(C))m (by the isomorphism (6))
= Det(A) ∗Det(C)
statement (1) follows. For statement (2), Lemma 3 provides
Det1((A⊗ C)(B ⊗D)) = Det(AB) (CD).
Similarly,
Det1(A⊗ C)Det1(B ⊗D) = (Det(A)C)(Det(B)D) (over Z[F×/Rm(F×)])
= (Det(A)Det(B)) (CD)
= Det(AB) (CD). 
4. Conclusion
We have provided some characterizations of matrices satisfying
det(det
1
(A⊗B)) = det(A⊗B),
det
1
((A⊗ C)⊗ (B ⊗D)) = det
1
(A⊗ C) det
1
(B ⊗D).
This falls under the problem of partial operations which can be completed, i.e.
we have determined conditions under which the partial determinant of Kronecker
products can be completed.
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Let r : N → N and let gn : Mn(F) → Mr(n)(F) be some operation on matrices.
For example, take r(n) = 1 and gn(A) = tr(A) to be the trace operation, or r(n) = n
and gn(A) = A
T to be the matrix transpose. Let fm,n : Mmn(F)→ Mmr(n)(F) be
the partial operation of g defined by
fm,n

 n∑
i,j=1
E
[m]
ij ⊗Aij

 = n∑
i,j=1
E
[m]
ij ⊗ gn(Aij).
The partial operation fm,n on a matrix M ∈Mmn(F) can be completed when
gmn(M) = gmr(n)(fm,n(M)).
This definition of completability yields that the partial trace is the uniquely com-
pletable linear partial operation of the trace, i.e. fm,n = tr2(M). To see this, let
gn be the trace operation, g
′
n :Mn(F)→ F be linear, and
f ′m,n

 n∑
i,j=1
E
[m]
ij ⊗Aij

 = n∑
i,j=1
E
[m]
ij ⊗ g′n(Aij)
with
gmn(M) = gmr(n)(f
′
m,n(M)).
We must have
gmn(E
[m]
ij ⊗ E[n]kl ) = δijδkl = gmr(n)(E[n]ij ⊗ g′n(E[n]kl )) = δijg′n(E[n]kl )
from which follows that g′n(E
[n]
kl ) = δkl, i.e. g
′
n = gn = tr.
Consider the partial transpose, i.e. gn(A) = A
T . Let M ∈ Mmn(F) be the
matrix
M =
n∑
i,j=1
E
[m]
ij ⊗Mij .
Then
fm,n(M) =
n∑
i,j=1
E
[m]
ij ⊗ gn(Mij) =
n∑
i,j=1
E
[m]
ij ⊗MTij
and the partial transpose is not completable, since
MT = gmn(M) 6= gmn(fm,n(M)) =
n∑
i,j=1
(E
[m]
ij )
T ⊗Mij ,
unless M is block-wise symmetric (MTij = Mij).
Finally, we note the following regarding partial determinants and their relation
to to partial traces and the exponential map. When F = R or F = C, we have
det(exp(A)) = exp(tr(A))
for all square matrices A. W.-H. Steeb posed the following question in a private
communication: for which matrices A is it true that det1(exp(A)) = exp(tr1(A))?
In the case of Kronecker sums, we have a straightforward answer.
Theorem 8. Let B ∈ Mm(F) and C ∈ Mn(C) and let A be the Kronecker sum
A = B ⊗ In + Im ⊗ C. Then det1(exp(A)) = exp(tr1(A)) if and only if the m-th
Hadamard and matrix powers of exp(C) coincide, i.e. (exp(C))(m) = (exp(C))m.
The proof follows from exp(A) = exp(B)⊗ exp(C), Lemma 1 and the fact that
det(exp(B)) = exp(tr(B)). Assume that n 6= 0 in F. Define Tr : Mn(F) → F
by Tr : A 7→ tr(A)
n
, and define the partial operation Tr1 in the natural way. For
determinant-roots we obtain
Det(exp(A)) = exp(Tr(A)) ·Rn(F×)
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where A ∈ Dn(F). Partial determinant-roots obey the exponential-determinant-
trace relation as follows.
Theorem 9. Let F be the field F = R of real numbers or the field F = C of complex
numbers, and let A be the Kronecker sum A = B⊗ In + Im⊗C where B ∈ Dm(F).
Then
Det1(exp(A)) = (exp(Tr1(A)) · Rm(F×)) exp(C).
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