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We present results of a search for W H  ^  Ivbb production in pp collisions based on the analysis of 
1.05 fb-1 of data collected by the D0 experiment at the Fermilab Tevatron, using a neural network 
for separating the signal from backgrounds. No signal-like excess is observed, and we set 95% C.L. 
upper limits on the WH production cross section multiplied by the branching ratio for H  ^  bb 
for Higgs boson masses between 100 and 150 GeV. For a mass of 115 GeV, we obtain an observed 
(expected) limit of 1.5 (1.4) pb, a factor of 11.4 (10.7) times larger than standard model prediction.
PACS num bers: 13.85Qk,13.85.Rm
4The Higgs boson is the  last unobserved particle of the 
s tan d ard  model (SM). As a rem nant of spontaneous elec- 
trow eak sym m etry breaking, it is fundam entally different 
from the o ther elem entary particles, and its observation 
would support the  hypothesis th a t the Higgs m echanism 
generates the  masses of the  weak gauge bosons and the 
charged fermions. The Higgs boson m ass (m H ) is no t the­
oretically predicted, bu t the com bination of results from 
direct searches a t the CERN LEP collider [1] w ith the 
indirect constrain ts from precision electroweak m easure­
m ents results in a preferred range of 114.4 <  m H <  190 
GeV a t 95% C.L [2]. Such mass range can be probed at 
the  Ferm ilab Tevatron collider. In th is Letter, we con­
cen trate  on the m ost sensitive production channel a t the 
Tevatron for Higgs bosons of m ass below 125 GeV, i.e. 
the  associated production of a Higgs boson w ith a W  
boson. Several searches for WH production  have been 
published a t a center-of-mass energy of yfs =  1.96 TeV. 
Two [3, 4] used subsam ples (0.17 fb-1  and 0.44 fb- 1 ) 
of the  d a ta  reported  in this Letter, while two others, 
from the CDF collaboration, are based on 0.32 fb-1  and
0.95 fb-1  of in tegrated  lum inosity [5, 6].
This analysis uses 1.05 fb-1  of D0 [7, 8] da ta , collected 
between April 2002 and February  2006. As in our pre­
vious WH analyses [3, 4], we require one high transverse 
m om entum  (pr ) lepton (e or ^) and missing transverse 
energy Et  to  account for the  neutrino from the W  bo­
son decay, and two je ts  from the decay of the Higgs boson, 
w ith a t least one of them  being identified as originating 
from a bo ttom  (b) quark je t. We extend th is d a ta  selec­
tion  by including also events w ith three je ts  and events 
w ith “forward” electrons detected  a t pseudorapidities [9] 
|n| >  1.5. We also now accept the small contribution 
originating from m isreconstructed Z H , in which only one 
lepton from the Z  is identified. In addition we use a more 
inclusive trigger selection in the  m uon channel, increas­
ing the detection efficiency from approxim ately 70% to 
100% [10], we improve the b-jet identification using a neu­
ral network algorithm  [11], and we enhance the signal to  
background discrim ination using a neural network for the 
W  +  2 je t events. Overall, the  im provem ents in analy­
sis techniques have led to  an increase of about 40% in 
the sensitivity (for an equivalent lum inosity) to  a Higgs 
boson w ith mass 115 GeV, w ith respect to  our previous 
analysis [4].
For the e channel, the W  +  je ts  candidate events are 
collected, w ith «  90% efficiency, by triggers th a t  require 
a t least one electrom agnetic (EM) object in the calorime­
ter. In the  ^  channel, «  90% of the candidates are col­
lected by triggers requiring a single m uon or a m uon plus 
a je t, while the rem aining 10% of events are collected by 
o ther triggers, for a to ta l trigger efficiency of «  100%, as 
estim ated in d a ta  [10].
The event selection requires one lepton candidate w ith 
p r  >  15 GeV, E t  >  20 GeV (Et  >25 GeV for events w ith 
a forward electron), and exactly  two je ts  w ith p r  >  25
and 20 GeV, and |n| <  2.5, or exactly three je ts  w ith 
p r  >  25, 20 and 20 GeV, and |n| <  2.5. We also require 
the scalar sum  of the  p r  of the  je ts  to  be >  60 GeV, 
the W  transverse m ass reconstructed  from the E t  
and the lepton p r  to  be greater th an  40 G e V -0 .5 x E r  to  
reject m ultijet background, and the prim ary  interaction  
vertex to  take place w ithin the longitudinal acceptance 
of the  vertex detector. Je ts  are reconstructed  using a 
m idpoint cone algorithm  [12] w ith a radius of 0.5. The 
E r  is calculated from energies in calorim eter cells and 
corrected for the p r  of identified muons. All energy cor­
rections applied to  electrons or je ts  are also propagated  
to  the E t  .
A central (forward) electron is required to  have |n| <
1.1 (1.5 <  |n| <  2.5). To reject fake electrons originating 
m ostly from instrum ental effects (track-photon overlap), 
the electron candidates m ust satisfy two sets of identifi­
cation ( “loose” and “tig h t” ) criteria  [4]. The efficiencies 
of these requirem ents are determ ined from a pure sam ­
ple of Z  ^  e+ e-  events. The differential m ultijet back­
ground for every relevant d istribu tion  is then  estim ated 
from the loose and tigh t lepton samples [4, 13]. The same 
sta tistical m ethod is used for muons, bu t w ith different 
loose/tigh t definitions. Muons are reconstructed  using 
inform ation from the ou ter m uon detector and the central 
tracker, and m ust have |n| <  2.0. To reject m uons origi­
nating  from semi-leptonic decays of heavy-flavor hadrons, 
we exploit the fact th a t they  have lower p r  th an  those 
originating from W  decay, and are generally not isolated 
because of accom panying je t fragm ents. The loose isola­
tion  criterion is thus defined by specifying a spatial sep­
aration  between a m uon and the closest je t in the  r/-p  
plane of A R  = \ J (A r/)2 + (A p )2 >  0.5, where p  is the 
azim uthal angle. T ighter isolation is defined by requir­
ing little tracking and calorim etric activ ity  around the 
m uon track.
T he dom inant backgrounds to  WH production  are 
from W + heavy  flavor je ts  production, top  quark  pair 
production  (tt), and single top  quark  production. Signal 
(W H  and  Z H ) and diboson processes (WW, W Z, Z Z ) 
are sim ulated using the PYTHIA [14] event generator, 
and CTEQ 6L [15] leading-order parto n  d istribu tion  func­
tions. “W  + je ts” events refer to  W  bosons produced 
in association w ith light-flavor je ts  (originating from u, 
d, s quarks or gluons) or charm  je ts  (originating from 
c quarks), and constitu te  the  dom inant background be­
fore b-jet identification. W cc and Wbb are sim ulated 
individually and associated as “Wbb” for purposes of 
accounting. These W  boson processes are generated 
w ith ALPGEN [16] interfaced to  PYTHIA for showering 
and fragm entation, since ALPGEN provides a more com­
plete sim ulation of processes w ith high je t m ultiplicities 
th an  PY THIA. The t t  and Z + je ts , events are also gen­
erated  using ALPGEN/PYTHIA. The production of single 
top  quarks is sim ulated w ith COMPHEP [17].
The sim ulated backgrounds are norm alized to  their re-
5spective NLO theoretical cross sections, w ith the excep­
tion  of the W  +  je ts  and W  +  heavy-flavor samples, which 
are norm alized to  d a ta  after sub traction  of all the  other 
backgrounds, before b-jet identification. All generated 
events are processed through the DO detector simula­
tion  based on GEANT [18]. D ata  collected w ith a ran ­
dom  bunch crossing trigger are overlaid on the sim ulated 
events to  model the  occupancy of the detector which is 
dependent on the instantaneous luminosity. The result­
ing events are then  passed through the reconstruction 
software. Finally, corrections are applied to  account for 
the trigger efficiency and for residual discrepancies be­
tween the  d a ta  and the sim ulation.
We use a neural network b-tagging (NNb) algo­
rithm  [11] to  identify heavy-flavor je ts. Its  requirem ents 
are optim ized for the  best sensitivity to  the  Higgs bo­
son signal. For each je t multiplicity, we form two s ta ­
tistically  independent samples, one (2 b-tag) w ith two 
b-tagged je ts  using a loose NNb criterion resulting in a 
b-jet efficiency of 59% and a light-jet tagging (mistag) 
probability  of 1.7%, and a second (1 b-tag) w ith exactly 
one b-tagged je t using a tigh ter NNb criterion (48% effi­
ciency and 0.5% m istag probability). All efficiencies are 
determ ined for je ts  satisfying m inim um  requirem ents in 
term s of track  quality  and m ultiplicity ( “taggable je ts” ), 
which constitu te  «  80% of all jets. In the sim ulations, 
the b-tagged je ts  are weighted to  reproduce the tagging 
ra te  m easured in d a ta  samples.
Using these selection criteria, we observe 885 (385) in 
the  1 b-tag W  +  2 je t (W  +  3 je t) samples and 136 (122) 
events in the  corresponding 2 b-tag sample. D istributions 
of the  dijet invariant mass, using the two je ts  of highest 
, in W + 2  je t and W + 3  je t events are shown for the 1 b- 
tag  and 2 b-tag samples in Fig. 1(a-d ). The d a ta  are well 
described by the sum  of the  sim ulated SM processes and 
m ultijet background. The expected contributions from a 
Higgs boson w ith m H =  115 GeV are also shown. The 
expected event yields for the backgrounds and a Higgs 
boson w ith m H =  115 GeV are com pared to  the  observed 
num ber of events in Table I .
A lthough the dijet invariant mass is a powerful variable 
for separating  a Higgs boson signal from background [4], 
the  sensitivity  of the analysis is enhanced th rough the 
use of m ultivariate techniques: in W + 2  je t events, a 
neural network is tra ined  on sim ulated signal and Wbb 
events, using seven kinem atic variables: of the highest 
and second-highest je t, A R (je ti,je t2), A ^ ( je ti ,je t2), 
(dijet system ), dijet invariant mass, and (W  boson 
candidate). The tra in ing  is perform ed for every simu­
lated  Higgs signal (different test masses), and separately  
for e, «, 1 b-tag and 2 b-tag events. The resulting neural 
networks are then  applied to  W  +  2 je t d a ta  and to  the 
background and sim ulated signal samples. In the  final 
lim it-setting procedure, the  distributions of the neural 
network discrim inant corresponding to  a specific Higgs 
boson test mass are used for analyzing the W  +  2 je t
events. The im provem ent in sensitivity over ju s t using 
the dijet invariant m ass is about 15% a t m H =  115 GeV. 
The resulting neural network discrim inants are shown in 
Fig. 1(e,f). For the  W  +  3 je t samples, whose dom inant 
background is tt, the  lim its are determ ined directly  from 
the dijet m ass distributions.
System atic uncertainties on efficiencies and from the 
propagation of o ther system atics (e.g. energy calibra­
tion  and detector response) are: (3-5)%  for trigger effi­
ciency; (4-5)%  for lepton identification efficiency; 6% for 
je t identification efficiency and je t resolution; 5% from 
the m odeling of the je t m ultiplicity spectrum ; 3% due to  
the uncerta in ty  in the je t energy calibration; 2-10%  due 
to  the uncerta in ty  in modeling W + je ts , determ ined by 
com paring d a ta  and expectation before b-tagging and be­
fore reweighting the W +  je t samples to  m atch the d a ta
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FIG. 1: Dijet mass distributions for the W +  2 jet, W +  3 jet 
1 b-tag events (a,c) and 2 b-tag (b,d) events. The data are 
compared to the background prediction. The distributions in 
the neural network discriminant for W +  2 jet 1 b-tag and 2 b- 
tag events are shown in (e,f), respectively. The expectation 
from WH(x10) production for m H =  115 GeV is overlaid 
(color online).
6TABLE I: Summary of event yields for the I  (e and y) +  
b-tagged jets +  Et  final state. Events in data are compared 
with the expected number of 1 6-tag and 2 b-tag events in the 
W  +  2 and W  +  3 jet samples, in simulated samples of diboson 
(labelled “W Z ” in the table), W /Z +66 or cc_(“W66”), W /Z +  
light quark jets ( “W +jets”), top quark ( “t i” and “single t”) 
production, and multijet background (“m-jet”) determined 
from data (see tex t). The WH expectation is given for m n  =  
115 GeV, and not included in the “Total” SM expectation.
W + 2 jet W + 2 jet W + 3 jet W + 3 jet
16-tag 2 6-tag 1 6-tag 2 6-tag
WH 2.8 ± 0.3 1.5 ± 0.2 0.7 ± 0.1 0.4 ± 0.1
w  z 34.5 ± 3.7 5.3 ± 0.6 9.1 ± 1.0 1.7 ± 0.2
Wbb 268 ± 67 54 ± 14 87 ± 22 22.7 ± 5.7
W  +jets 347 ± 87 14.0 ± 4.4 96 ± 24 8.5 ± 2.7
tt 95 ± 17 37.4 ± 7.0 156 ± 29 81 ± 15
single t 49.4 ± 9.0 12.4 ± 2.3 15.7 ± 2.9 6.7 ± 1.2
m-jet 104 ± 29 8.9 ± 2.1 54 ± 15 8.7 ± 2.1
Total 896 ± 177 132 ± 27 418 ± 76 129 ± 24
Data 885 136 385 122
(the effect of this uncerta in ty  on the shape of the  neu­
ral network discrim inant is also taken into account); 3% 
for je t taggability; and 2% uncertain ty  for b-tagging effi­
ciency. For light quark je ts, the  uncerta in ty  on the m istag 
ra te  is 15%. The m ultijet background, determ ined from 
data , has an uncertain ty  of 18-38%. The system atic un­
certa in ty  on the theoretical cross section for the simu­
lated  backgrounds is 6-20%, depending on the process. 
The uncerta in ty  on the lum inosity is 6% [19].
We use the  CLs m ethod [20, 21] to  assess the  com pat­
ibility of d a ta  w ith the presence of a Higgs signal. In 
the absence of any significant enhancem ent, we obtain  
upper lim its on WH production, using the neural net­
work ou tp u t (dijet invariant mass of the bb system ) for 
the W  +  2 je t (W  +  3 je t) sample as the final discrim i­
nating  variable. The 1 b-tag and 2 b-tag, and the e and 
U channels, are trea ted  separately, giving a to ta l of eight 
analyses, which are then  combined [4]. We incorporate 
sytem atic uncertainties on signal and background expec­
ta tions using G aussian sam pling and include correlations 
am ong the uncertainties across the  analysis channels. We 
reduce the im pact of sytem atic uncertainties using the 
profile likelihood technique [21].
The combined upper lim its obtained a t the  95% C.L. 
on <r(pp ^  W H ) x B (H  ^  bb) are displayed in Fig. 2 and 
given in Table II, together w ith the ratios of these limits 
to  the predicted SM cross section. For th is analysis, all 
deviations between observed and expected lim its are less 
th an  1.5 stan d ard  deviations. At m H =  115 GeV, the 
observed (expected) lim its are 1.5 (1.4) pb, or a factor 
of 11.4 (10.7) tim es higher th an  the SM prediction. Our 
new lim its are displayed in Fig. 2 and com pared to  the 
expected lim it from our previous analysis [4]. The im-
TABLE II: Observed and expected 95% C.L. upper limits 
on the cross section times branching fraction (a x B) in pb, 
where B  =  B (H  ^  bb), for different Higgs boson mass values; 
the corresponding ratios to the predicted SM cross section are 
also given.
mH [GeV] 100 105 110 115 120 125 130 135 140 145 150
exp.^ x B 
obs.ij x B
1.66
2.07
1.53
2.08
1.44
1.80
1.36
1.46
1.25
1.54
1.19
1.21
1.13
1.15
1.16
1.12
1.09
1.46
1.01
1.10
1.01
0.95
exp. ratio 
obs. ratio
7.3
9.1
8.0
11.0
9.2
11.5
10.7
11.4
12.3
15.1
15.1
15.3
19.1
19.5
27.3
26.4
37.4
50.1
53.5
58.2
90.2
83.9
provem ent in sensitivity is significant, and our expected 
lim its scale approxim ately inversely w ith lum inosity com­
pared to  our previous result. These lim its are the m ost 
stringent to  date  in th is process a t a hadron  collider.
In summary, we have presented 95% C.L. upper lim its 
on the product of W H  ^  Ivbb production  cross section 
and branching fraction for H  ^  bb. These range between
2.1 and 1.0 pb for 100 <  m H <  150 GeV, while the corre­
sponding SM predictions range from 0.23 to  0.01 pb. The 
sensitivity should increase significantly in the  near fu­
tu re  w ith the continuing accum ulation of lum inosity from 
the Tevatron and im provem ent in analysis techniques. A 
significant sensitivity gain has already been achieved by 
combining these data , w ith o ther Higgs boson searches 
done by the CD F and D0 collaborations [22].
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FIG. 2: 95% C.L. cross section upper limit (and corre­
sponding expected limit) on o(pp ^  W H ) x B (H  ^  bb) 
vs. Higgs boson mass, compared to the SM expectation and 
to the expected limit from our previous analysis [4]. Recent 
CDF results [6] are also shown. Solid (dashed) lines represent 
observed (expected) limits. The contribution of ZH  recon­
structed in the same final state is taken into account in the 
WH signal when deriving the limits, assuming the SM ratio 
of ZH /W H  cross sections.
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