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ON THE ZEROTH LAW OF TURBULENCE FOR THE STOCHASTICALLY FORCED
NAVIER-STOKES EQUATIONS
YAT TIN CHOW AND ALI PAKZAD
Abstract. We consider three-dimensional stochastically forced Navier–Stokes equations subjected to white-
in-time (colored-in-space) forcing in the absence of boundaries. Upper and lower bounds of the mean value
of the time-averaged energy dissipation rate, E[〈ε〉], are derived directly from the equations. First, we show
that for a weak (martingale) solution to the stochastically forced Navier–Stokes equations,
E[〈ε〉] ≤ G2 + (2 +
1
Re
)
U3
L
,
where G2 is the total energy rate supplied by the random force, U is the root-mean-square velocity, L is the
longest length scale in the applied forcing function, and Re is the Reynolds number. Under an additional
assumption of energy equality, we also derive a lower bound if the energy rate given by the random force
dominates the deterministic behavior of the flow in the sense that G2 > 2FU , where F is the amplitude of
the deterministic force. We obtain,
1
3
G2 −
1
3
(2 +
1
Re
)
U3
L
≤ E[〈ε〉] ≤ G2 + (2 +
1
Re
)
U3
L
.
In particular, under such assumptions, we obtain the zeroth law of turbulence in the absence of the deter-
ministic force as,
E[〈ε〉] =
1
2
G2.
Besides, we also obtain variance estimates of the dissipation rate for the model.
1. INTRODUCTION
The stochastic Navier-Stokes equations are used as a complementary model to the deterministic one to
better understand the role of small perturbations and randomness in turbulent flows. This paper is concerned
with the stochastically forced Navier–Stokes equations on T3:
du+ (u · ∇u− ν∆u+∇p) dt = f(x) dt+ g(t) dw(t;ω),
∇ · u = 0,(1.1)
which describe the motion of a viscous, incompressible fluid in a periodic domain. In (1.1) the stochastic
process u and p are the velocity field and the pressure respectively, and ν is the viscosity. The applied force
is assumed to be a mean zero, white-in-time and colored-in-space Gaussian process, including a deterministic
part f , and a stochastic part as a Wiener process on a separable Hilbert space given by,
g(t) dw(t : ω) :=
∑
k
gk(t) ek(x) dWk(t;ω).
Here {Wk} is a countable family of independent 3-dimensional Brownian motions over a stochastic basis
(Ω,A,F ,P), and {gk} is a family of given functions such that
∑
k
|gk(t)|2 <∞, and {ek} is a countable family
of orthonormal basis in that particular Hilbert space. The goal of this paper is to study the effect of the
noise on a key measurement of turbulent flow, namely the dissipation rate.
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Adding a term representing the white noise to the basic governing equations is natural for both practical
and theoretical applications. The stochastically-forced term can be used to account for both numerical
and empirical uncertainties. In particular, in the context of fluid modeling, complex phenomena related to
turbulence may be modeled by stochastic perturbation, considering the fact that the onset of turbulence is
often related to the randomness of background movement (see Chapter 3 of [43]). In addition, there are many
examples which support the stabilization of Navier-Stokes equations (and other PDEs) by noise (see, e.g. [1],
[9], [20], [29]). The study of the connections between Navier–Stokes equations and stochastic evolution has
a long history. This can be traced back to a work of Bensoussan and Temam [4] in 1973. Since then there
have been a lot of studies on the stochastic Navier-Stokes equations in literature, see for example [2], [6],
[7], [11], [12], [37], [38], and [49] and the references therein. In the study of evolution equations of stochastic
Navier-Stokes, one can consider weak solutions of martingale type or strong solutions (see [6] and [21] and the
references therein for more details on the difference between strong and martingale solutions in this context).
In this paper we consider martingale solutions (Definition 2.3), which are weak in both the sense of PDE
theory and stochastic analysis. It is worth mentioning that martingale solutions exist and satisfy the energy
inequality (3.2) [21, 44].
On the other hand, theoretical studies of turbulence usually employ a statistical description. Indeed,
much of the classical turbulence theories, such as the famous Kolmogorov’s conventional turbulence theory,
are presented in the statistical forms (see the book by Frisch [24]). The bulk (space and time-averaged)
dissipation rate per unit mass 〈ǫ〉 is one quantity of particular interest due to its production as a result
of the turbulent cascade in the high Reynolds number vanishing viscosity limit [14]. Kolmogorov argued
that in a turbulent fluid at large Reynolds number, the energy dissipation rate per unit volume is essentially
independent of the viscosity [30]. Based on the concept of the energy cascade in turbulence, the rate of energy
dissipation corresponds to the rate of transfer of energy from large to small scales. Hence, by a dimensional
consideration, the energy dissipation rate per unit volume must take the form constant times U
3
L , where
U and L are global velocity and length scale. Moreover, in the low Reynolds number, the rate of energy
dissipation in laminar flow scaled as 1Re
U3
L . Therefore, the expectation is that as Re increases, the flow will
cross over from a laminar state to a turbulent one with overall dissipation independent of the viscosity [14],
[24], [43], i.e.,
(1.2) 〈ε〉 ∼ (1 + 1Re)U
3
L
.
Zeroth law of turbulence. The zeroth law of turbulence states that for fixed forcing, the rate of energy
dissipation tends to a nonzero constant as the viscosity vanishes ν → 0.
Up to now no rigorous proof of this fact has been given. A rigorous upper bound exhibiting this property
has been found by Doering and Constantin [15] in 1992 for a shear boundary driven channel flow, and by
Doering and Foias [17] in 2002 for body-force-driven steady-state turbulence directly from the incompressible
Navier-Stokes equations. These works build on Busse [8], Howard [26], and others. Later, these approaches
was substantially developed and extended by many authors (see, e.g., [5], [13], [16], [28], [31], [32], [36],
[40], [41], [42], [47], [50], [51], [52], etc.). For a good review on the recent results, including theoretical,
computational and experimental, see the paper [48].
In this paper, we aim to provide a mathematically rigorous derivation of the zeroth law of turbulence for
solutions to (1.1) with some hypotheses. We first focus on stochastically weak (martingale) solutions and
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provide upper bounds on the mean value of the dissipation rate, E[〈ε〉], for this class of solutions. We then
present a lower bound on E[〈ε〉] under an additional assumption of an energy equality. However, a priori,
one only has an energy inequality for the weak solutions, “measurements in all flows of real fluid in the
three dimensions satisfies the energy equality, in concert with the basic conservation laws of physics” (page
47 of [23]). Whether a solution satisfies an energy equality or an energy inequality is related to the types
of singularities that the solution may carry. It is proved in [22] that at every time the set of singularities is
empty with probability one for a class of weak solutions of (1.1) which describes a fluid in a turbulent regime.
Moreover, strong pathwise solutions of the stochastic Navier-Stokes equations are shown to uniquely exist
up to a maximal stopping time τ(ω), and satisfy the energy equality up to τ(ω) [6, 25]. We would also like
to remark that there has been also a number of papers studying conditions implying energy equality in the
deterministic case, e.g., [18], [46], [27], and [33].
Organization of this paper. The rest of this paper is organized as follows: in Section 2, we define the
problem with its boundary and data conditions, present definitions and the setting for the analysis. Then
in Section 3, Theorem 3.4, we prove the upper bound results of these considerations. Next in Section 4,
Theorem 4.2, we prove the central result of this paper, a lower bound on the mean value of the dissipation
rate, with the extra assumption of energy balance. We show that the hypothesis of high Reynolds number
independence of the turbulent energy dissipation rate and the viscosity holds as a lower and an upper bound
for this setting. Finally in Corollary 4.3 the exact dissipation rate, the zeroth law of turbulence, is obtained
in the absence of the deterministic force. In all these cases, a priori, the random force could pump up the
energy in the system destroying the independence of the energy dissipation of the viscosity. We prove that
this is not so. An estimate of the variance under further assumptions is also calculated in Section 5. The
concluding Section 6 contains some open problems in this direction.
2. Preliminaries
We begin by considering some basic function spaces. Throughout this article, D = [0, ℓ]3 is a periodic box,
i.e. we take the standand equivalent relationship ∼ on ∂D such that D/ ∼∼= T3. Now we denote,
C∞per,div(D) := {v ∈ C∞(D) : v periodic on D , ∇ · v = 0 in D} .
For any α ∈ R, consider the following sobolev space,
Hαper,div(D) := C
∞
per,div(D)
Hα(D)
,
where the standard Hα(D) norm is given by,
‖φ‖2Hα(D) := (2π)3
∑
n∈Z3
(1 + ‖n‖2)α|φˆ(n)|2 .
When α = 0, we simplify the notation and denote L2div(D) := H
0
per,div(D). We write the standard L
2(D)
norm and inner product ‖ · ‖ and (·, ·) and drop the H0(D) subscript. We also denote the Lp(D) norms by
‖ · ‖p. Let us also use the same notation (·, ·) to denote the dual pairing between Hαper,div(D) and its dual
(Hαper,div(D))
′ via the L2 pivoting,
Hαper,div(D) ⊂ L2div(D) ⊂ (Hαper,div(D))′ ,
4 YAT TIN CHOW AND ALI PAKZAD
if no confusion arises. Moreover, we have D(A) = H2(D)
⋂
H1per,div(D), and the stokes operator A is defined
as,
A(u) := −PL∆u,
A : D(A) ⊂ L2div(D)→ L2div(D),
where PL : L
2(D) → L2div(D) is the Helmholtz–Leray projection. The operator A is a positive definite with
a sequence of real eigenvalues {λk}k∈N, and ‖A1/2(·)‖2 ≥ λ1‖ · ‖2, (see e.g. [23] for more details). We also
notice H1per,div(D) coincide with D(A
1/2), and we can endow H1per,div(D) with the norm ‖A1/2(·)‖2.
We define the following bilinear operator B : H1per,div(D)×H1per,div(D)→
(
H1per,div(D)
⋂
Ld(D)
)′
as,
(B(u, v), z) =
∫
D
z(x) · (u(x) · ∇)v(x)dx
for all z ∈ H1per,div(D)
⋂
Ld(D). By imcompressibility, and after using integration by part, one can show
that,
(B(u, v), z) = −(B(u, z), v) .
From [21,45], B can be extended continuously to
B : L2div(D)× L2div(D) → D(A−α)
for some α > 1.
Now given (Ω,A,F ,P) a complete, filtered probability space equipped with the Brownian filtration sat-
isfying usual condition, F = {Ft; t ∈ [0, T ]}, which is a non-decreasing family of σ−algebras, i.e. Ft ⊆ Fs
for any 0 ≤ t ≤ s ≤ T , with completeness and right continuity. Moreover, {Wk(t); t ∈ [0, T ]}, k ∈ N is
a countable family of independent 3-dimensional Brownian motions defined on (Ω,A,F ,P). The expected
(mean) value for any X-valued A-measurable function Y : Ω→ X can be defined as,
E [Y] :=
∫
Ω
Y(ω) dP(ω),
whenever the right-hand side exists as a Bochner integral. For a given Banach space (X, ‖ ·‖X), we also write
the following space for X-valued random variable,
Lp(Ω, X ;A,P) := {X : Ω→ X, A-measurable and E [‖X(ω)‖pX ] <∞} ,
L∞(Ω, X ;A,P) := {X : Ω→ X, A-measurable and ess-supω [‖X(ω)‖X ] <∞} .
Moreover, given the seperable Hilbert space L2div(D), we may consider a family of orthornomal basis over
it, {ek}, i.e. (ek, el) = δkl. With these notations in hand, we can now consider the following cylindrical
Wiener process on L2div(D) as,
w(t;ω) :=
∑
k
ek(x)Wk(t;ω),
on the stochastic basis (Ω,A,F ,P).
2.1. Equations and boundary conditions. Consider the stochastically forced Navier-Stokes equations
(1.1) with the periodic boundary condition,
(2.1) u(t, x+ ℓej;ω) = u(t, x;ω) for any j = 1, 2, 3, x ∈ ∂D , a.e. P.
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We denote the stochastic forcing field S as follows,
dS = fdt+ g(t) dw(t;ω) := f(x)dt+
∑
k
gk(t) ek(x) dWk(t;ω) ,
where f ∈ H1per(D) is the deterministic part of the force, and the stochastic noise process is given by a family
of functions {gk} ∈ C0([0,∞)) such that
∑
k
|gk(t)|2 <∞ for all t ∈ (0,∞). Therefore, in here, g(t) is now a
Hilbert–Schmidt operator given as,
g(t)(·) :=
∑
k
gk(t) ek(x)(ek, ·) .
The stochastic process S(t, ω) can now be checked to be with mean tf(x) and a trace-class co-variance
operator (denoted by g∗g(t)) defined as follows,
(g∗g(t)u, v) :=
∑
k
|gk(t)|2(ek, u)(ek, v), for all u, v ∈ L2(D),
Tr(g∗g(t)) :=
∑
k
|gk(t)|2 <∞.
We restrict our attention to smooth data u0(x) and f(x) such that they are ℓ -periodic and divergence free.
Here, u0 is the initial condition such that E[‖u0‖2] <∞. In addition, we consider mean-zero body forces and
initial conditions so the velocity remains mean-zero for all t > 0, i.e.
∇ · f = 0 and ∇ · u0 = 0,∫
Ω
χdx = 0 for any χ = u, u0, f, p.
(2.2)
Definition 2.1. (Mean Value of the Dissipation Rate) We will consider time-averaged quantity with
the following notation,
〈ψ〉 := lim sup
T→∞
1
T
∫ T
0
ψ(t) dt,
whenever the integral exists for all t. The time-averaged energy dissipation rate for (1.1), which includes
dissipation due to the viscous forces, is now a stochastic process given by,
〈ε〉(ω) = 〈ε(u(·, ·, ω))〉 := lim sup
T→∞
1
|D|
1
T
∫ T
0
ν‖∇u(t, ·, ω)‖2 dt.
We call
E[〈ε〉] :=
∫
Ω
〈ε〉dP,
the expected value (mean value) of the dissipation rate, which will be proven to be well-defined in Corollary
3.2.
Definition 2.2. With |D| the volume of the flow domain, we define,
F := 〈 1|D| ‖f‖
2〉 12 , G := 〈 1|D|
∑
k
|gk|2〉 12 , U := E
[
〈 1|D| ‖u‖
2〉 12
]
,
and,
L :=


min
{
ℓ, F
〈 1
|D|
‖∇f‖2〉
1
2
, F‖∇f‖L∞(0,T ;L∞(D))
}
if F > 0
ℓ if F = 0
.
6 YAT TIN CHOW AND ALI PAKZAD
We will refer to F as the amplitude of the deterministic force, and G2 is the total energy rate supplied by
the random force, which has a unit of
(velocity)
2
time , we only consider the case when G < ∞. With U and L
being the large scale velocity and length, the Reynolds number is,
Re = UL
ν
.
Remark 2.1. We will show in Corollary 3.2 that 〈 1|D|‖u‖2〉 exists in L1(Ω;R;A,P).
2.2. Martingale Solution. Martingale solutions to (1.1), which are probabilistically weak analogues to
the Leray-Hopf weak solutions to the deterministic Navier–Stokes equations., were introduced first in [21].
Probabilistically weak means that the noise is part of the solution, along with stochastic process u(x, t;ω)
that satisfies (1.1) in the sense of distributions. A martingale solution can be defined as follow.
Definition 2.3. (Martingale Solution) A martingale solution to (1.1) on [0, T ] consists of a stochastic
basis (Ω,A,F ,P), with a cylindrical Wiener process w over the basis, and a progressively measurable process
u : [0, T ]× Ω→ L2div(D), with P-a.e. paths,
(2.3) u(·, ·;ω) ∈ C([0, T ], D(A−α))
⋂
L∞([0, T ], L2div(D))
⋂
L2([0, T ], H1per,div(D)),
for some α < 0, such that, for all t ∈ [0, T ] and ϕ ∈ D(Aα), the following holds P-almost surely,
(u(t, ·;ω), ϕ) +
∫ t
0
(u(t, ·;ω) · ∇u(t, ·;ω), ϕ) dt+ ν
∫ t
0
(∇u(t, ·;ω),∇ϕ) dt
= (u(0, ·;ω), ϕ) + t (f, ϕ) +
∑
k
∫ t
0
gk(t) (ek, ϕ) dWk(t;ω),
(2.4)
and moreover u satisfying the following energy inequality for every t > s,
(2.5) E
[‖u(t)‖2] + 2E [∫ t
s
ν‖∇u(r)‖2dr
]
≤ E [‖u(s)‖2]+ ∫ t
s
Tr(g∗g(r))dr + 2E
[∫ t
s
(f, u(r))dr
]
.
Remark 2.2. The existence of martingale solution with Dirichlet boundary condition is shown in [21] under
very general hypotheses on the diffusion term which is independent of t, with the choice of filtration F =
{Ft; t ∈ [0, T ]} as,
(2.6) Ft = σ{u(s); s ≤ t} ,
the history of u(s) for s ≤ t. Moreover, for β > max{ 32 , α}, we have that A−β/2M(t, ·;ω) is a square integrable
martingale with respect to the above choice of filtration, where,
M(t, ·;ω) := u(t, ·;ω)− u(0, ·;ω) +
∫ t
0
u(t, ·;ω) · ∇u(t, ·;ω)dt− ν
∫ t
0
∆u(t, ·;ω)dt− tf,(2.7)
for P-almost surely pathwise in C([0, t];D(A−β/2)). The existence argument in Theorem 3.1 in [21], with the
Galerkin approximation, as well as compact embedding (Theorem 2.2 in [21]), weak convergences, Skorohod
embedding theorem and martingale representation theorem, follows identically in our case when g is t-
dependent but smooth and periodic boundary condition is employed instead of Dirichlet boundary condition
(e.g. Theorem 2.2 in [21] is valid with our choice of spaces).
Definition 2.4. We call a progressively measurable function u : [0, T ]×Ω→ L2div(D) w.r.t. F a martingale
solution to (1.1) on [0,∞) if u(·, x;ω) |[0,T ] is a martingale solution to (1.1) on [0, T ] for all T > 0.
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3. UPPER BOUNDS ON DISSIPATION RATE
In this section, we will derive the basic relationships used to establish the fundamental results, and then
prove the key theorems providing the upper bounds on E[〈ε〉] in terms of U,L,G and Re. To a great extent,
the analysis for the stochastic NSE (1.1) will be considered a refinement of the approach in [17] with careful
treatment of the white noise term.
First consider (weak) martingale solutions to (1.1) on [0,∞) given in Definition 2.4. Following [4], we
consider the process z := u − Υ, where dΥ = g(t) dw(t : ω), with w being a cylindrical Wiener process on
L2div(D). We quickly notice that z satisfies
dz = (−u · ∇u+ ν∆u −∇p+ f(x)) dt
which shows that z is now an absolute continuous process. Moreover, following Corollary 3.1 (which comes
as a direct consequence of Theorem 3.2 in [4]), we have
∂tz ∈ L2([0, T ], D(A−α)) a.e. P ,
and furthermore, the following energy inequality holds a.e. P (upon an integration by part of (3.13) in [4]
with respect to t and applying the Ito’s product formula),
‖u(T )‖2 + 2
∫ T
0
ν‖∇u(t)‖2dt ≤ ‖u0‖2 +
∫ T
0
Tr(g∗g(t))dt+ 2
∫ T
0
(f(x), u(t))dt
+ 2
∑
k
∫ T
0
gk(t)(ek, u(t))dWk(t).
(3.1)
The above integral inequality can be formally short-handed as the following stochastic differential inequation:
(3.2) d‖u(t)‖2 + 2ν‖∇u(t)‖2dt ≤ Tr(g∗g(t))dt+ 2(f(x), u(t))dt+ 2
∑
k
gk(t)(ek, u(t))dWk(t).
The above inequality makes sense with the right hand side a P-almost surely non-negative. The above
inequalities (3.1) and (3.2) are the starting points for the calculation of the upper bound. To move forward
rigorously, we first prove in Proposition 3.1 the boundedness of the kinetic energy, and then in Corollary 3.2
that U given in Definition 2.2 and E[〈ε〉] are well-defined.
Proposition 3.1. The mean value of the kinetic energy of a mean-zero martingale solution to (1.1) on [0,∞)
is uniformly bounded in time,
sup
t
E[‖u(t)‖2] ≤ C(data) <∞.
Proof. FromDefinitions 2.3 and 2.4, a martingale solution to (1.1) on [0,∞) is in L2(Ω, L2([0, t], H1per,div(D));A,P)
for all t > 0. (Notice that one may obtain this conclusion either directly from (2.5), or from the weak lower
semicontinuity of norm together with Fatou’s Lemma and the inequality before (12) on P.377 of [21], that
E
[∫ t
0
‖u(s)‖2ds
]
≤ lim inf
n→∞
E
[∫ t
0
‖u1n(s)‖2ds
]
≤ C2 <∞ .
Therefore, we have E[
∫ t
0
‖u(s)‖2ds] < ∞ for all t > 0. With the given fact that ∑
k
|gk(t)|2 < ∞ for all
t ∈ (0,∞), together with the independence of Wk, orthogornality of {ek}k in L2div(D), and Itoˆ’s Isometry
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[19] we have, for each t > 0,
E


(∑
k
∫ t
0
gk(s)(ek, u(s)) dWk(s)
)2 = E
(∑
k
∫ t
0
|gk(s)|2|(ek, u(s))|2ds
)
≤ E
(∫ t
0
sup
k
{|gk(s)|2}‖u(s)‖2ds
)
≤ sup
s∈[0,t]
{∑
k
|gk(t)|2
}
E
(∫ t
0
‖u(s)‖2ds
)
<∞.
Hence, we realize (with our simple and specific choice of g) that M(t, ·;ω) in (2.7) is square integrable
martingale (without the necessity of the application of A−β/2), and therefore with the standard property of
Itoˆ integral [19], we have,
(3.3) E
[∑
k
∫ T
0
gk(t)(ek, u(t)) dWk(t)
]
= 0.
Now taking conditional expectation of the inequality (3.1) with respect to Fs, and using Poincare´ inequalities
twice, we have,
E[‖u(t)‖2|Fs] ≤ ‖u(s)‖2 +
(
2G2 +
F 2
CDν
)
|D| (t− s)− E
[∫ t
s
ν‖∇u(r)‖2dr|Fs
]
≤ ‖u(s)‖2 +
(
2G2 +
F 2
CDν
)
|D| (t− s)− E
[
1
CD
∫ t
s
ν‖u(r)‖2dr|Fs
]
,
for large enough t and s, where CD is a constant depending onD. Now considering Y(t) = exp(C
−1
D νt)‖u(t)‖2,
and then using Itoˆ’s formula gives,
E[Y(t)|Fs] ≤ Y(s) +
[
exp(C−1D νt)− exp(C−1D νs)
] (
2ν−1G2CD + ν
−1F 2
) |D| .
for large enough t and s. We hence have by submartingale convergence theorem [19] that Y(t) converges and,
sup
0<t<T
E[Y(t)] < C exp(C−1Ω νT ) .
Therefore, we proved the proposition. 
Corollary 3.2. For a given martingale solution to (1.1) on [0,∞), we have 〈ε〉 and 〈 1|D|‖u‖2〉 both exist in
L1(Ω,R;A,P).
Proof. We first show 〈 1|D|‖u‖2〉 ∈ L1(Ω,R;A,P). We notice that
0 ≤ 1|D|
1
T
∫ T
0
ν‖u(t, ·, ω)‖2 dt ≤ 1|D| sup0≤t [‖u(t, ·, ω)‖
2],
where the latter sits in L1(Ω,R;F ,P) after applying Doob’s inequality on ‖u(t, ·, ω)‖:
E
(
1
|D| sup0≤t [‖u(t, ·, ω)‖
2]
)
≤ C
(
1
|D| sup0≤t E[‖u(t, ·, ω)‖
2]
)
<∞
in the proof of Proposition 3.1. Hence we have by dominated convergence theorem that,
〈 1|D| ‖u‖
2〉(ω) := lim sup
T→∞
1
|D|
1
T
∫ T
0
‖u(t, ·, ω)‖2 dt,
ON THE ZEROTH LAW OF TURBULENCE FOR THE STOCHASTICALLY FORCED NAVIER-STOKES EQUATIONS 9
exists in L1(Ω,R;A,P) and
U = lim sup
T→∞
E
[
1
|D|
1
T
∫ T
0
‖u(t, ·, ω)‖2 dt
]
<∞.
We next show 〈ε〉 ∈ L1(Ω,R;A,P). In fact, from (3.1) and Cauchy inequality, for large enough T , we have,
2
T
∫ T
0
ν‖∇u(t)‖2dt ≤ 10 sup
0≤t
‖u(t, ·, ω)‖2 + 2|D|G2 + F 2 + 2
T
∑
k
∫ T
0
gk(t)(ek, u(t, ·;ω))dWk(t;ω),
P-a.e., where we keep absorbing constants. For large enough T , by Itoˆ’s Isometry [19] and Jensen’s inequality,
for any indicator function χA(ω) where A is A-measurable,
E

χ2A(ω)
∣∣∣∣∣ 2T
∑
k
∫ T
0
gk(t)(ek, u(t, ·;ω))dWk(t, ω)
∣∣∣∣∣
2

 ≤ 4
T 2
E
(∑
k
∫ T
0
|gk(s)|2 χ2A(ω)|(ek, u(s, ·;ω))|2ds
)
≤ 4
T 2
E
(
χ2A(ω)
∫ T
0
sup
k
{|gk(s)|2}‖u(s, ·;ω)‖2ds
)
≤ 4
T 2
∫ T
0
sup
k
{|gk(s)|2}ds
(
E
(
χ2A(ω) sup
0≤t
‖u(t, ·, ω)‖2
))
≤ 4
T 2
∫ T
0
∑
k
|gk(s)|2ds
(
E
(
χ2A(ω) sup
0≤t
‖u(t, ·, ω)‖2
))
≤ 8
T
|D|G2
(
E
(
χ2A(ω) sup
0≤t
‖u(t, ·, ω)‖2
))
≤ E
(
χ2A(ω) sup
0≤t
‖u(t, ·, ω)‖2
)
,
therefore for large enough T > 0, we have
E

χA(ω)


∣∣∣∣∣ 2T
∑
k
∫ T
0
gk(t)(ek, u(t, ω))dWk(t, ω)
∣∣∣∣∣
2
− sup
0≤t
‖u(t, ·, ω)‖2



 < 0 .
Since A is an aubituary measurable set, we have, for large enough T , that P-a.e.,∣∣∣∣∣ 2T
∑
k
∫ T
0
gk(t)(ek, u(t, ω))dWk(t, ω)
∣∣∣∣∣ ≤ sup0≤t ‖u(t, ·, ω)‖ ≤ 2 + 2 sup0≤t ‖u(t, ·, ω)‖2 .
Therefore, we now have P-a.e. that
2
T
∫ T
0
ν‖∇u(t)‖2dt ≤ 20 sup
0≤t
‖u(t, ·, ω)‖2 + 2|D|G2 + F 2 + 1,(3.4)
where the latter again sits in L1(Ω,R;F ,P) by Doob’s inequality on ‖u(t, ·, ω)‖ from Proposition 3.1. Hence
we have by dominated convergence theorem that,
〈ε〉(ω) := lim sup
T→∞
1
|D|
1
T
∫ T
0
ν‖∇u(t, ·, ω)‖2 dt,
exists in L1(Ω,R;A,P). Hence,
E[〈ε〉] = lim sup
T→∞
E
[
1
|D|
1
T
∫ T
0
ν‖∇u(t, ·, ω)‖2
]
dt <∞.

Now we have all the preliminaries ready to derive the upper bound on E[〈ε〉]. First notice that,∣∣∣∣‖u(T, ·, ω)‖2 − ‖u0‖2T
∣∣∣∣ ≤ 2T sup0≤t [‖u(t, ·, ω)‖2],
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where again, the right hand side is in L1(Ω,F ,P) by Doob’s inequality on ‖u(t, ·, ω)‖, and therefore,
(3.5) E
[‖u(T, ·, ω)‖2 − ‖u0‖2
T
]
= O( 1
T
) .
Averaging (3.1) over [0, T ], applying Cauchy–Schwarz inequality, taking expected value and using Proposition
3.1 yields,
E
[ 1
|D|
1
T
∫ T
0
ν‖∇u(t)‖2dt] ≤ O( 1
T
) +
1
2
1
|D|
1
T
∫ T
0
Tr(g∗g(t))dt
+ (
1
T
1
|D|
∫ T
0
‖f‖2dt) 12 E[( 1
T
1
|D|
∫ T
0
‖u(t)‖2dt) 12 ] ,
(3.6)
after taking into account that
∑
k
∫ t
0
(gk(s), u(s)) dWk(s) is now itself square integrable (as show in the proof
of Proposition 3.1) and the standard property of Itoˆ integral. Take the limit superior as T →∞, which exists
by Corollary 3.2, and use the scaled defined in Definition (2.2) to obtain,
(3.7) E[〈ε〉] ≤ 1
2
G2 + FU.
Hence, we proved the following lemma,
Lemma 3.3. For a given mean-zero martingale solution to (1.1) on [0,∞), the following inequality holds,
(3.8) E[〈ε〉] ≤ 1
2
G2 + FU.
Next we find an upper bound on F to get a bound on (3.7). Taking the inner product of (1.1) with f(x)
and integrating by parts gives,
(3.9) d(u(t), f) + (u · ∇u, f)dt+ (ν∇u,∇f)dt = (f(x), f(x))dt +
∑
k
gk(t)(ek, f)dWk(t).
Averaging the above equality over [0, T ] yields,
(u(T )− u0, f(x))
T |D| +
1
|D|
1
T
∫ T
0
(u · ∇u, f)dt+ 1|D|
1
T
∫ T
0
ν(∇u,∇f)dt
=
1
|D|
1
T
∫ T
0
‖f‖2dt+ 1|D|
1
T
∑
k
∫ T
0
gk(t)(ek, f(x))dWk(t).
(3.10)
Again, notice that,
|(u(T )− u0, f(x))|
T |D| ≤
1
T
(
sup
0≤t
[‖u(t, ·, ω)‖2] + ‖f‖2
)
,
where the right hand side now sits in L2(Ω,R;F ,P) by applying Doob’s inequality on ‖u(t, ·, ω)‖, then,
E
[
(u(T )− u0, f(x))
T |D|
]
= O( 1
T
)→ 0 as T → 0.
Moreover, from F < ∞ and ∑
k
|gk(t)|2 <∞ for all t ∈ (0,∞), together with the independence of {Wk} and
orthogornality of {ek}, we have by Itoˆ’s Isometry that,
E


(∑
k
∫ t
0
gk(s)(ek, f) dWk(s)
)2 ≤ sup
s∈[0,t)
{∑
k
|gk(t)|2
}
E
(
t‖f‖2) <∞
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The standard property of Itoˆ integral again implies that,
E
[∑
k
∫ T
0
gk(t)(ek, f) dWk(t)
]
= 0 .
Therefore, considering above identity, and taking expected value in (3.10). and passing to the limit superior
as T →∞ gives,
(3.11) F 2 = lim sup
T→∞
E
[ 1
|D|
1
T
∫ T
0
(u · ∇u, f)dt+ 1|D|
1
T
∫ T
0
ν(∇u,∇f)dt].
The rest of analysis requires to approximate the two term on the right-hand-side in the above equality.
Since ∇ · u = 0 we have (u · ∇u, f) = (∇ · (u⊗ u), f) , and using integration by part we obtain,∣∣∣∣∣ 1|D| 1T
∫ T
0
(u · ∇u, f)dt
∣∣∣∣∣ ≤ 1|D| 1T
∫ T
0
|(u⊗ u,∇f)|dt ≤ ‖∇f‖L∞ 1|D|
1
T
∫ T
0
‖u‖2dt,
then using Definition (2.2), the first term in (3.11) can be estimated with dominated convergence theorem
as,
(3.12)
∣∣∣∣∣E[ 1|D| 1T
∫ T
0
(u · ∇u, f)dt
∣∣∣∣∣ ≤ FL E[ 1|D| 1T
∫ T
0
‖u‖2dt] = F
L
U + o(1), as T →∞.
To estimate the second term in (3.11), by using the Cauchy-Schwarz-Young inequality and Definition (2.2)
we have, ∣∣∣∣∣ 1|D| 1T
∫ T
0
ν(∇u,∇f)dt
∣∣∣∣∣ ≤ ( 1|D| 1T
∫ T
0
ν‖∇u‖2dt) 12 ( 1|D|
1
T
∫ T
0
ν‖∇f‖2dt) 12
≤ √ν F
L
(
1
|D|
1
T
∫ T
0
ν‖∇u‖2dt) 12 .
Hence the second, viscosity, term is estimated using Jensen’s inequality (P. 30 [19]) as follows,∣∣∣∣∣ 1|D| 1T E
[ ∫ T
0
ν(∇u,∇f)dt]
∣∣∣∣∣ ≤ √ν FL E
[
(
1
|D|
1
T
∫ T
0
ν‖∇u‖2dt) 12 ]
≤ √ν F
L
(E
[ 1
|D|
1
T
∫ T
0
ν‖∇u‖2dt]) 12
≤ √ν F
L
(E[〈ε〉]) 12 + o(1), as T →∞.
(3.13)
Inserting (3.12) and (3.13) in (3.11, after passing T to infinity, yields,
F ≤ U
2
L
+
√
ν
L
(E[〈ε〉]) 12
Insert multipliers of U
1
2 and U−
1
2 in the two terms
F ≤ U
2
L
+
√
U ν
L
(E[〈ε〉]) 12√
U
.
Finally applying the Young’s inequality on the above inequality yields to an estimate on F
(3.14) F ≤ U
2
L
+
1
2
U ν
L2
+
1
2
(E[〈ε〉])
U
.
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Using the above estimate (3.14) for F in (3.8) gives,
E[〈ε〉] ≤ 1
2
G2 +
U3
L
+
1
2
U2 ν
L2
+
1
2
(E[〈ε〉]).
Therefore we have the following bound,
E[〈ε〉] ≤ G2 + 2U
3
L
+
U2 ν
L2
≤ G2 + (2 + 1Re )
U3
L
.
We have thus estimated the upper bound which we summarize as,
Theorem 3.4. Let D = [0, ℓ]3 denote the periodic box in 3d, and u(x, t;ω) be a mean-zero martingale solution
of the Stochastic Navier-Stokes equations on [0,∞):
du = (−u · ∇u+ ν∆u −∇p+ f(x)) dt+
∑
k
gk(t)ek(x) dWk(t;ω) and ∇ · u = 0 in D,
u(x, 0) = u0(x) in D,
(3.15)
with boundary and data conditions given by (2.2) and (2.1). Then the mean value of time-averaged energy
dissipation rate per unit mass,
E[〈ε〉] :=
∫
Ω
[
lim sup
T→∞
1
|Ω|
1
T
∫ T
0
ν‖∇u(t, ·, ω)‖2 dt
]
dP,
satisfies,
E[〈ε〉] ≤ G2 + (2 + 1Re )
U3
L
,
where U is the mean value of the root-mean-square (space and time averaged), L is the longest length scale in
the applied forcing function, and G2 is the total energy rate supplied by the random force defined in Definition
2.2.
The result in Theorem 3.4 provides an upper bound for the mean of the dissipation rate. This estimate is
consistent with both phenomenology (1.2) and the rate proven the Navier-Stokes equations in [17].
4. EXACT DISSIPATION RATE UNDER A FURTHER ASSUMPTION
To obtain lower bounds on E[〈ε〉], in this section, let us make a further assumption to the martingale
solution to (1.1) on [0,∞) as follows:
Assumption (A) Energy equality on a martingale solution to (1.1) on [0,∞):
(4.1) E
[‖u(T )‖2]+ 2E
[∫ T
0
ν‖∇u(t)‖2dt
]
= E
[‖u0‖2]+
∫ T
0
Tr(g∗g(t))dt+ 2E
[∫ T
0
(f(x), u(t))dt
]
.
Remark 4.1. Whether Assumption (A) holds or not heavily depends on the regularity of the martingale
solution, and the singularity type that the solution may carry. Although the energy equality has not been
mathematically proven for turbulence models even in the deterministic case, “measurements in all flows of
real fluid in the three dimensions satisfies the energy equality , in concert with the basic conservation
laws of physics”, page 57 of [23]. There are abundant shreds of evidence that Assumption (A) may hold:
• Different versions of locally strong/weak pathwise solutions with respect to the Brownian filtration,
e.g. as defined in [6, 25], are shown to exists up to a maximal stopping time τ : Ω→ [0,∞) which is
A-measurable and P-a.e. positive [25]. Moreover, in that case, energy equality up to τ(ω) holds P-a.e.
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In particular, under such a regularity assumption of u, one will be allowed to directly application of
Itoˆ’s Lemma and the momentum equation (1.1) of u to obtain via a product rule that for all t > 0,
that P-a.e. and t < τ(ω),
d‖u(t)‖2 + 2ν‖∇u(t)‖2dt = Tr(g∗g(t))dt+ 2(f(x), u(t))dt + 2
∑
k
gk(t)(ek, u(t))dWk(t) .
Upon a further checking of the stochastic part being square integrable, standard property of Itoˆ
integral then quickly implies for all t > 0,
E
[‖u(t ∧ τ(ω))‖2]+ 2E
[∫ t∧τ(ω)
0
ν‖∇u(s)‖2ds
]
= E
[‖u0‖2]+
∫ t∧τ(ω)
0
Tr(g∗g(s))ds
+ 2E
[∫ t∧τ(ω)
0
(f(x), u(s))ds
]
.
where t ∧ τ(ω) := min{t, τ(ω)}. It is also shown that when d = 2, one can choose τ(ω) =∞ P-a.e.
• It is shown in [22] that at every time the set of singularities of a class of the martingale solutions of
(1.1) is empty with probability one. This fact means that at every time it is not possible to see the
singularities (and possibly blow-up): only a negligible set of paths may have singularities at a fixed
time.
In this subsection, we always assume that Assumption (A) holds. Now, similar to the way we obtain
(3.6), from (3.1), combining the equality (4.1) together with the estimate in (3.5) we have,
E
[ 1
|D|
1
T
∫ T
0
ν‖∇u(t)‖2dt] = O( 1
T
) +
1
2
1
|D|
1
T
∫ T
0
Tr(g∗g(t))dt+ E
[
(
1
T
1
|D|
∫ T
0
(f, u(t))dt)
]
,(4.2)
Therefore, rearranging the terms and by Cauchy–Schwarz inequality,
1
2
1
|D|
1
T
∫ T
0
Tr(g∗g(t))dt = O( 1
T
) + E
[ 1
|D|
1
T
∫ T
0
ν‖∇u(t)‖2dt] + E[( 1
T
1
|D|
∫ T
0
(−f, u(t))dt)]
≤ O( 1
T
) + E
[ 1
|D|
1
T
∫ T
0
ν‖∇u(t)‖2dt]+ ( 1
T
1
|D|
∫ T
0
‖f‖2dt) 12 E[( 1
T
1
|D|
∫ T
0
‖u(t)‖2dt) 12 ].
Therefore passing to the limit superior as T →∞, and by dominated convergence theorem again, we have,
(4.3)
1
2
G2 ≤ E[〈ε〉] + FU.
With this inequality as above, we are motivated to define the following.
Definition 4.1. The stochastically forced NSE (1.1) is stochastically dominated if G2 > 2FU.
This means the stochastic term given by the random force g(t) dw(t;ω) =
∑
k
gk(t;x) dWk(t;ω) dominates
the behaviour of the solutions, and therefore, if Assumption (A) holds,
0 <
1
2
G2 − FU ≤ E[〈ε〉].
Moreover, applying the upper bounds (4.3) on F , it is then straightforward to see that
1
3
G2 − (2
3
+
1
3
1
Re )
U3
L
≤ E[〈ε〉].
Considering Theorem 3.4 and the above lower bound, we obtain the following.
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Theorem 4.2. Consider assumptions in Theorem 3.4. In addition suppose Assumption (A) and that
G2 > 2FU,
where U , F and G are defined in Definition 2.2. Then E[〈ε〉] satisfies
(4.4)
1
2
G2 − FU ≤ E[〈ε〉] ≤ 1
2
G2 + FU ,
and moreover,
1
3
G2 − 1
3
(2 +
1
Re )
U3
L
≤ E[〈ε〉] ≤ G2 + (2 + 1Re )
U3
L
.
The result in Theorem (4.2) is remarkable, showing a stochastically dominated stochastically forced NSE
has its dissipation rate precisely behaving as a function of the Reynolds number, (1.2), as it is discussed in
introduction.
Corollary 4.3. Considering the conditions of Theorem 4.2, and in absence of deterministic force, i.e. f = 0,
we obtain the exact dissipation rate as,
E[〈ε〉] = 1
2
G2.
Proof. Let F = 0 in (4.4). 
5. Variance Estimate of Energy Dissipation
We now estimate the variance,
Var(〈ε〉) := E(〈ε〉2)− [E(〈ε〉)]2
if the right handside is well-defined. In order to have the right hand side well-defined and to establish a
bound, let us consider further assumptions,
Assumption (B) An energy bound of martingale solution to (1.1):
(5.1) E
(∫ T
0
‖u(t)‖6dt
)
< C(T ) <∞ .
for all T ∈ [0,∞).
Assumption (C) A bound on the noise term dG := g(t) dw(t;ω):
(5.2)
〈(∑
k
|gk|2
)2〉
:= K4G <∞.
With the above two assumptions, applying (3.2) and Itoˆ’s Lemma [19] to
(‖u(t)‖2)2, we obtain
d‖u(t)‖4 ≤ (3‖u(t)‖2Tr(g∗g(t)) + 4‖u(t)‖2(f(x), u(t)) − 4ν‖u(t)‖2‖∇u(t)‖2) dt
+4
∑
k
‖u(t)‖2gk(t)(ek, u(t))dWk(t).
where we used ‖[g(t)]u(t)‖2 ≤ Tr(g∗g(t))‖u(t)‖2. The above is equivalent to, for all T > 0,
‖u(T )‖4 + 4
∫ T
0
ν‖u(t)‖2‖∇u(t)‖2dt ≤‖u0‖4 + 3
∫ T
0
‖u(t)‖2Tr(g∗g(t))dt+ 4
∫ T
0
‖u(t)‖2(f(x), u(t))dt
+4
∑
k
∫ T
0
‖u(t)‖2 gk(t)(ek, u(t))dWk(t).
(5.3)
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Proposition 5.1. Suppose Assumptions (B) and (C) hold. For a given martingale solution to (1.1) on
[0,∞), we have
sup
t
E[‖u(t)‖4] ≤ C(data) <∞.
Proof. Now with E[
∫ t
0 ‖u(s)‖6ds] < C(t) < ∞ for all t > 0 and
∑
k
|gk(t)|2 < ∞ for all t ∈ (0,∞), together
with the independence of Wk and orthogornality of {ek}k, we have by Itoˆ’s Isometry [19] that for each t > 0,
E

(∑
k
∫ t
0
‖u(t)‖2gk(s)(ek, u(s)) dWk(s)
)2 = E
(∑
k
∫ t
0
‖u(s)‖4|gk(s)|2|(ek, u(s))|2ds
)
≤E
(∫ t
0
sup
k
{|gk(s)|2}‖u(s)‖4
∑
k
|(ek, u(s))|2 ds
)
≤ E
(∫ t
0
sup
k
{|gk(s)|2}‖u(s)‖6ds
)
≤ sup
s∈[0,t]
{∑
k
|gk(t)|2
}
E
(∫ t
0
‖u(s)‖6ds
)
<∞.
Therefore by the standard property of Itoˆ integral [19],
E
[∑
k
∫ T
0
‖u(t)‖2(gk(t), u(t)) dWk(t)
]
= 0 .
With this, from (5.3), and via Young’s and inequalities and Poincare inequalities twice, we have for large
enough t, s
E[‖u(t)‖4|Fs] ≤ ‖u(s)‖4 +KD,ν
(
K4G + F
4
)
(t− s)− 2
CD
E
[∫ t
s
ν‖u(r)‖4dr|Fs
]
where CD is the Poincare constant of D and KD,ν depends on D and µ. Again, via Itoˆ’s formula [19] and
submartingale convergence theorem [19], we have
sup
t
E[‖u(t)‖4] ≤ C(data) <∞.

Corollary 5.2. Suppose Assumptions (B) and (C) hold. For a given martingale solution to (1.1) on [0,∞),
we have 〈ε〉2 exists in L1(Ω;R;A,P).
Proof. From (3.4), we have(
1
|D|
1
T
∫ T
0
ν‖∇u(t, ·, ω)‖2
)2
≤ 1|D|2
(
100 sup
0≤t
‖u(t, ·, ω)‖4 + 20(|D|G2 + F 2 + 1) sup
0≤t
‖u(t, ·, ω)‖2
+ (|D|G2 + F 2 + 1)2
)
.
Now, since both sup
t≥0
‖u(t, ·, ω)‖2 and sup
t≥0
‖u(t, ·, ω)‖4 are in L1(Ω,F ,P) after applying Doob’s inequality on
‖u(t, ·, ω)‖ for l = 1, 2:
E
(
1
|D| sup0≤t [‖u(t, ·, ω)‖
2l]
)
≤ Cl
(
1
|D| sup0≤t E[‖u(t, ·, ω)‖
2l]
)
<∞,
16 YAT TIN CHOW AND ALI PAKZAD
with the last inequality coming from Propositions 3.1 and 5.1. We have, by dominated convergence theorem,
〈ε〉2(ω) := lim sup
T→∞
(
1
|D|
1
T
∫ T
0
ν‖∇u(t, ·, ω)‖2
)2
,
exists in L1(Ω;R;A,P) and,
E[〈ε〉2] = lim sup
T→∞
E


(
1
|D|
1
T
∫ T
0
ν‖∇u(t, ·, ω)‖2
)2 dt <∞.

Now, squaring (3.1), we have(
1
T
∫ T
0
εdt
)2
≤
(‖u0‖2 − ‖u(T )‖2
2T |D| +
1
|D|T
∫ T
0
Tr(g∗g(t))dt+
1
|D|T
∫ T
0
(f(x), u(t))dt
+
1
|D|T
∑
k
∫ T
0
gk(t)(ek, u(t))dWk(t)
)2
.
Therefore Cauchy-Schwarz inequality gives, for any a, b, c, d > 0,
E


(
1
T
∫ T
0
εdt
)2 ≤(a−2 + b−2 + c−2 + d−2)(a2E
[(‖u0‖2 − ‖u(T )‖2
2T |D|
)2]
+ b2
(
1
|D|T
∫ T
0
Tr(g∗g(t))dt
)2
+c2E


(
1
|D|T
∫ T
0
(f(x), u(t))dt
)2+ d2E


(
1
|D|T
∑
k
∫ T
0
gk(t)(ek, u(t))dWk(t)
)2)
:=(a−2 + b−2 + c−2 + d−2)
(
a2(I) + b2(II) + c2(III) + d2(IV )
)
.
Now,
|‖u0‖2 − ‖u(T )‖2|2
4T 2|D|2 ≤
1
2T 2|D|2 sup0≤t [‖u(t, ·, ω)‖
4],
where again the right hand side of the inequality is in L1(Ω,R;F ,P) by Doob’s inequality. Therefore we
have,
(I) ≤ O( 1
T 2
) .
Then by definition,
(II) = G4 .
Next,using Jensen’s inequality we have,
(III) ≤ F 2E


(
1
T |D|
∫ T
0
‖u(t)‖dt
)2 ≤ F 2U2 .
Lastly, by Itoˆ’s Isometry [19], together with E[
∫ t
0 ‖u(s)‖2ds] < ∞ for all t > 0 and
∑
k
|gk(t)|2 < ∞ for all
t ∈ (0,∞), independence of Wk and orthogonality of {ek}k, we get for T large enough,
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(IV ) = E
[
1
|D|2T 2
∑
k
∫ T
0
|gk(t)(ek, u(t))|2dt
]
≤ E
[
1
|D|2T 2
∫ T
0
sup
k
|gk(t)|2
∑
k
|(ek, u(t))|2 dt
]
≤ E
[
1
|D|2T 2
∫ T
0
sup
k
|gk(t)|2‖u(t)‖2dt
]
≤ E
[
1
|D|2T 2
∫ T
0
(∑
k
|gk(t)|2
)
‖u(t)‖2dt
]
≤ E
[
supt ‖u(t)‖2
|D|2T 2
∫ T
0
(∑
k
|gk(t)|2
)
dt
]
≤ 2G
2
|D|2T E
[
sup
t
‖u(t)‖2
]
≤ 4G
2
|D|2T supt E
[‖u(t)‖2] = O(1/T ),
where the last inequality comes from Doob’s inequality once again. Now combining the above four estimates,
and passing to the limit superior as T →∞, together with Corollary 5.3, we have, taking also infrimum over
a, b, c, d > 0,
E
[〈ε〉2] ≤ inf
a,b,c,d>0
(a−2 + b−2 + c−2 + d−2)(b2G4 + c2F 2U2) ≤ 2G4 + 2F 2U2.
Therefore we obtain the following estimate, combining with Theorem 3.4 and Theorem 4.2.
Lemma 5.3. Suppose Assumptions (B) and (C) hold. For a given martingale solution to (1.1) on [0,∞),
we have
E
[〈ε〉2]− (E[〈ε〉])2 ≤ 2G4 + 2F 2U2 − (max{1
2
G2 − FU, 0
})2
.
Now we combine the above with (4.3) and Theorem 3.4 to have
Var(〈ε〉) ≤ 2G4 + 2
(
U3
L
+
1
2
U2 ν
L2
+
1
2
E[〈ε〉])
)2
− (E[〈ε〉])2
≤ 2G4 + 1
2
(
(2 +
1
Re )
U3
L
+ E[〈ε〉])
)2
− (E[〈ε〉])2
≤ 2G4 + 1
2
(2 +
1
Re )
2U
6
L2
+ (2 +
1
Re )
U3
L
E[〈ε〉] − 1
2
(E[〈ε〉])2
≤ 2G4 + (2 + 1Re )G
2U
3
L
+
3
2
(2 +
1
Re )
2U
6
L2
Theorem 5.4. Consider Theorem 3.4. Suppose further that Assumptions (B) and (C) hold. For a given
martingale solution to (1.1) on [0,∞), we have the variance of the time averaged energy dissipation rate,
Var(〈ε〉) := E(〈ε〉2)− [E(〈ε〉)]2
well-defined and satisfying the following bounds:
Var(〈ε〉) ≤ 2G4 + 2F 2U2 −
(
max
{
1
2
G2 − FU, 0
})2
,
and,
Var(〈ε〉) ≤ 2G4 + (2 + 1Re )G
2U
3
L
+
3
2
(2 +
1
Re )
2U
6
L2
.
Remark 5.5. If F = 0, then we have Var(〈ε〉) ≤ 74G4.
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6. Discussion
In this paper we proved the zeroth law of turbulence for three dimensional stochastically forced Navier-
Stokes equation in the absence of the deterministic force assuming the energy balance.
With Remark (2.2) in mind, we realize the conclusion of our work can be extended to a more general
diffusion term including assumptions in [21] that allows a state dependent noise term g(t, u) dw(t, ω) satisfying
more general hypotheses. However, for the sake of simplicity, we shall postpone the investigation along this
direction to a future work.
The list of open problem might include the followings,
• Extension of the estimates of E[〈ε〉] to the channel flow case is still open and would give insight into
near wall behavior.
• Resolution is one basic factor which affect the accuracy of fluid simulation. Turbulence models are
introduced to account for sub-mesh scale effects, but there is always an error originated from modeling
while this error can be addressed to some extent by the introduction of noise. The accuracy of any
stochastic turbulence model, e.g., eddy viscosity model, can be studied by calibrating its expected
energy dissipation rate.
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