Abstract. This paper deals with various applications of two basic theorems in orderpreserving systems under a group action | monotonicity theorem and convergence theorem. Among other things we show symmetry properties of stable solutions of semilinear elliptic equations and systems. Next we apply our theory to traveling waves and pseudo-traveling waves for a certain class of quasilinear diusion equations and systems, and show that stable traveling waves and pseudo-traveling waves have monotone proles and, conversely, that monotone traveling waves and pseudotraveling waves are stable with asymptotic phase. We also discuss pseudo-traveling waves for equations of surface motion.
Introduction
Given an equation with certain symmetry such as one with respect to rotation or translation, it is important to study whether or not its solutions inherit the same type of symmetry. In a typical mathematical setting, this question is formulated as follows : Suppose that a group G acts on a space X and that a mapping F : X ! X is G-equivariant, that is, F g = g F for every g 2 G. Then can we say that solutions of the equation F (u) = 0 are G-invariant?
In an earlier paper [19] , we have discussed this question in a general framework of order-preserving dynamical systems under a group action and established a general theorem concerning symmetry or monotonicity properties of stable equilibrium points. In this paper we will refer to this theorem as`monotonicity theorem' and present various applications of this theorem.
We will also establish another useful general theorem, which we call the`convergence theorem'. This theorem roughly states that stability implies asymptotic stability. Combining the convergence theorem and monotonicity theorem, one can derive various useful results concerning the stability and monotonicity properties of traveling waves and pseudo-traveling waves for certain classes of nonlinear diusion equations with bistable nonlinearity. Some of those results are already known for specic problems (for instance, [1] , [3] , [5] , [27] , [30] , [31] , [33] ), but our aim is to treat all those results from a unied point of view. This paper is organized as follows: In Section 2 we state our general theorems in an abstract setting : the monotonicity theorem (Theorem 2.3 ([19, Theorem B]) for time-discrete systems and Theorem 2.9 ([19, Theorem B 0 ]) for time-continuous systems) and the convergence theorem (Theorem 2.4 for time-discrete systems and Theorem 2.10 for time-continuous systems). Roughly speaking, the monotonicity 1 theorem states that if u is a stable xed point, then its group orbit G u either coincides with f ug or is homeomorphic to R. The convergence theorem states that if u is a stable xed point and if G u 6 = fug, then any orbit near the set G u must converge to some point on this set. The proof of the convergence theorem will be given in Section 3.
In Sections 4{9, we apply our results to nonlinear partial dierential equations and related problems. In Section 4, by using the monotonicity theorem, we discuss the rotational symmetry of stable equilibrium solutions of an initial boundary value problem for a nonlinear parabolic equation of the form @u @t = 1u + f(u); x 2 ; t > 0; where R N is a rotationally symmetric domain that is not necessarily bounded.
This result has been given in our earlier paper [19] , but in this paper we have relaxed the assumption for the case where the domain is unbounded.
In Sections 5 and 7 we apply our results to so-called traveling waves for an equation of the form @u @t = @ 2 u @x 2 + f (u) ;
x 2 R; t > 0 or a system of equations of the cooperation type or of the competition type It follows from the monotonicity theorem that any stable traveling wave is monotone. Conversely, as we will see in Appendix 1, monotone traveling waves are stable. Using this fact and the convergence theorem, we show that monotone traveling waves are stable with asymptotic phase. In Section 6 we consider a degenerate diusion equation of the form @u @t = @ 2 u m @x 2 + f(u);
x 2 R; t > 0:
(1.1)
Existence and stability of a traveling wave for (1.1) is proved by Hosono [10] in the case where f is a bistable nonlinearity. We will show that this traveling wave is stable with asymptotic phase. In other words, solutions starting from initial data close to this traveling wave converge to the traveling wave or its shift as t ! 1.
In Section 8 we deal with so-called pseudo-traveling waves in temporally or spatially periodic media. More precisely, we consider an initial value problem for the equation @u @t = a(t) @ 2 u @x 2 + b(t; u) @u @x + f(t; u);
x 2 R; t > 0; (1.2) and one for the equation @u @t = (x) @ 2 u @x 2 + (x; u) @u @x + g(x; u);
x 2 R; t > 0; (1.3) where functions a, b, f are T -periodic with respect to t while , , g are L-periodic with respect to x. A nonconstant solution u(x; t) for (1.2) is called a pseudotraveling wave if there exists a 2 R such that u(x; t + T) = u(x 0 ; t); x 2 R; t 2 R;
and one for (1.3) is called a pseudo-traveling wave if u(x; t + ) = u(x 0 L; t); x 2 R; t 2 R for some 6 = 0. Under suitable conditions, we show that any stable pseudo-traveling wave for (1.2) is either monotone increasing in x or monotone decreasing in x and that any pseudo-traveling wave for (1.2) that is monotone in x is stable with asymptotic phase. Similarly any stable pseudo-traveling wave for (1.3) is monotone in t and any pseudo-traveling wave for (1.3) that is monotone in t is stable with asymptotic phase. The same results hold for problems in higher dimensions.
In Section 9 we discuss an evolution equation of N 0 1 dimensional surfaces fS(t)g t0 contained in a domain R N and intersecting with @ perpendicularly or at a prescribed angle. We will prove uniqueness, monotonicity and asymptotic stability in a certain sense of traveling waves and pseudo-traveling waves. Let us explain the outline of our results using some simple examples. First, let be a two-dimensional cylindrical domain of the form = f(x 1 ; x 2 ) j jx 1 j < h; x 2 2 Rg for some h > 0 and consider the equation V = 0 + A(x 1 ) on 0(t); (1.4) where V and are, respectively, the normal velocity and the curvature of the timedependent curve 0(t), and A(x 1 ) is a smooth function dened on [0h; h]. Then our results imply that any smooth traveling wave whose endpoints meet both sides of @ with a given contact angle is unique up to translation and asymptotically stable in a certain sense. To be more precise, any time-global classical solution of (1.4) approaches to this traveling wave as t ! 1. Further this traveling wave is monotone in the x 2 -direction, that is, it is expressed in the form of a graph x 2 = (x 1 ) + ct for some function dened on [0h; h]. Our results also apply to the equation V = 0 + A(x 1 ; t) on 0(t); (1.5) where A(x 1 ; t) is T-periodic in t. A solution f0(t)g t0 of (1.5) is called a pseudotraveling wave if there exists some such that 0(t + T ) = 0(t) + e 2 for t 2 R, where e 2 = t (0; 1) 2 R 2 . It follows from our general results that a smooth pseudotraveling wave of (1.5) is unique up to translation and asymptotically stable in a certain sense. Moreover it is monotone in the x 2 -direction, that is, it is expressed as a graph x 2 = (x 1 ; t), where is a function on [0h; h] 2R satisfying (x 1 ; t+ T ) = (x 1 ; t) + .
Another interesting example is the case where is a periodically undulating cylindrical domain of the form (with h > 0 some smooth L-periodic function) = f(x 1 ; x 2 ) j jx 1 j < h(x 2 ); x 2 2 Rg; and the equation is of the form (with A(x 2 ) a smooth L-periodic function)
(1.6) It follows from our general results that a smooth pseudo-traveling wave of (1.6) is unique up to translation and monotone in t.
In Appendix 1 we will prove stability of monotone traveling waves and monotone pseudo-traveling waves that are treated in Sections 5, 7, 8. Our argument is based on constructing appropriate comparison functions that are similar to what are found in [5] , though we need certain modications particularly in the case of systems and spatially inhomogeneous equations.
In Appendix 2 we will discuss the structure of subsets of an ordered metric space under a group action. Roughly speaking, our result states that if a subset satises certain conditions, then it is expressed as a group orbit of a single point. Our result will be used to show uniqueness of traveling or pseudo-traveling waves under milder conditions than those of the convergence theorem (see Section 9).
2. Monotonicity and convergence theorems Let X be an ordered metric space. In other words, X is a metric space on which a closed partial order relation is dened. We will denote by d and the metric and the order relation in X. Here, we say that a partial order relation in X is closed if u n v n (n = 1; 2; 3; 1 1 1 ) implies lim n!1 u n lim n!1 v n provided that both limits exist. We also assume that, for any u, v 2 X, the greatest lower bound of fu; vg | denoted by u^v | exists and that (u; v) 7 ! u^v is a continuous mapping from X 2 X into X. We write u v if u v and u 6 = v. For a subset Y X, the expression u Y (resp. u Y , u Y , u Y ) means u v (resp. u v, u v, u v) for all points v 2 Y .
Let F be a mapping from a subset D(F ) X into X with the following properties
(F1) F is order-preserving (i.e., u v implies F (u) F (v) for all u; v 2 D(F )) ; (F2) F is continuous ; (F3) any bounded orbit fF k (u)g k=0;1;2;111 is relatively compact.
In this paper F n will denote the identity mapping in the case n = 0 and the
in the case n 2 N, and
The set !(u) = 1 \ n=1 fF k (u) j k ng is called the omega limit set of u, where K denotes the closure of a set K. As is well-known, under condition (F3) !(u) is a nonempty compact set provided that the orbit fF k (u)g k=0;1;2;111 is bounded. Furthermore, by (F2) it is F -invariant, that is, F(!(u)) = !(u). Let G be a metrizable topological group acting on X. We say G acts on X if there exists a continuous mapping : G 2 X ! X such that g 7 ! (g; 1) is a group homomorphism of G into Hom(X), the group of homeomorphisms of X onto itself.
For brevity, we write (g; u) = gu and identify the element g 2 G with its action (g; 1). We assume that (G1) is order-preserving (that is, u v implies gu gv for any g 2 G) ; (G2) commutes with F (that is, gF(u) = F (gu) for any u 2 D(F ); g 2 G) ; (G3) G is connected.
We say that an element u 2 X is symmetric if it is G-invariant, that is, gu = u for all g 2 G. The set Gu = fgu j g 2 Gg is called a group orbit. We will denote by e the unit element of G.
An element u 2 X is called a xed point of F if F (u) = u. In what follows u will denote a xed point of F such that the group orbit Gu is locally precompact. In our previous paper [19] , which studies symmetry and monotonicity properties of xed points, we have imposed the following condition on u :
(E) for any xed point u with u u and with d(u; u) suciently small, there exists some neighborhood B(e) G of e such that u gu for any g 2 B(e).
In the present paper we will impose a slightly stronger version of this condition to prove the convergence theorem :
(E ! ) for any point u with !(u) hu (resp. !(u) hu) for some h 2 G and d(u; u) suciently small, there exists some neighborhood B(e) G of e such that !(u) ghu (resp. !(u) ghu) for any g 2 B(e). Clearly condition (E ! ) implies condition (E) since !(u) = fug if u is a xed point. In various applications which we will discuss in subsequent sections, both conditions (E) and (E ! ) can be veried by using the maximum principle. Remark 2.1. In the case where the mapping F is strongly order-preserving, (E ! ) and hence (E) are automatically fullled. Here a mapping F is called strongly orderpreserving if u v implies F(ũ) F(ṽ) for anyũ,ṽ that are suciently close to u, v, respectively ( [14] , [26] ). To derive (E ! ), note that the strongly order-preserving property and !(u) hu imply F (F k (u)) F (ghu) = ghu for suciently large k and any g 2 G suciently close to e. It follows that F k+1 (u) ghu for all large k, hence !(u) ghu. Considering that !(u) is compact and that hu 6 2 !(u), we see that !(u) ghu if g is suciently close to e. Needless to say, stability implies G-stability. It follows from (G2) that if u is a stable xed point of F then so are all points in Gu.
In our previous paper ( [19] ) we have obtained the following result : Theorem 2.3. (monotonicity theorem [19, Theorem B] ) Let u be a G-stable xed point satisfying condition (E). Then either of the following alternatives holds :
(a) Gu = fug, that is, u is symmetric. (b) Gu ' R, or, more precisely, Gu is a totally ordered set that is homeomorphic and order-isomorphic to R.
As we have seen in [19] , this result implies, among other things, that any orbitally stable traveling waves or pseudo-traveling waves are monotone in x and/or t (see Sections 5{8 of the present paper). In this paper we present another general result which is exceedingly useful in many applications : Theorem 2.4. (convergence theorem) Let u be a stable xed point satisfying condition (E ! ) and Gu 6 = fug. Then there exists some > 0 such that if u 2 X satises d(u; u) < then !(u) = fgug for some g 2 G. In other words, lim n!1 F n (u) = gu. Remark 2.5. As will be clear from the proof of Theorems 2.3 and 2.4, the group G need not act on the whole space X; it only needs to act on the set of xed points of F provided that all points in Gu are known to be stable xed points. This will allow us much exibility in the choice of group G. (For instance, G can be the group of time-shifts acting on periodic orbits for some parabolic semigroup ; see Theorems 8.11, 8.12 .) Furthermore, we do not need to assume the continuity of the group action ; we simply need to assume that u 7 ! gu is continuous in u for every g 2 G and that g 7 ! gu is continuous in g. Condition (F4) (or (84) which will be dened later) is fullled if a bounded decreasing orbit is known to converge in an appropriate weak sense. Remark 2.7. As will be easily seen from the proof, we only have to assume that (F3) or (F4) holds for points u 2 X suciently close to u. More precisely, (F3) or (F4) needs to hold for u such that fF k (u)g k=0;1;2;111 stays suciently close to u. 1) . In the rest of this section u will denote an equilibrium point such that Gu is locally precompact. We impose either of the following conditions on u :
(E 0 ) for any equilibrium point u with u u and with d(u; u) suciently small, there exists some neighborhood B(e) G of e such that u gu for any g 2 B(e).
(E ! 0 ) for any point u with !(u) hu (resp. !(u) hu) for some h 2 G and d(u; u) suciently small, there exists some neighborhood B(e) G of e such that !(u) ghu (resp. !(u) ghu) for any g 2 B(e).
Clearly (E ! 0 ) implies (E 0 ) since !(u) = fug if u is an equilibrium point. Proof. Since u is a stable xed point, so is every point in Gu. It is also easy to see that if !(u) contains a stable xed point, say x, then !(u) = fxg. The conclusion of the lemma now follows immediately. Lemma 3.2. Under the condition of Theorem 2.4 there exists some neighborhood U of u such that, if u 2 U satises !(u) g 1 u or !(u) g 1 u for some g 1 2 G, then !(u) = fg 2 ug for some g 2 2 G. Proof. Let V be a neighborhood of u such that condition (E ! ) holds for all u 2 V . Suppose that a point u 2 V satises !(u) g 1 u for some g 1 2 G and !(u) 6 = fgug for any g 2 G: Replacing g with g 01 and applying g on both sides, we get gu u; hence gu = u for all g 2 G. This, however, contradicts the assumption that Gu 6 = fug. The proof is complete.
Proof of Theorem 2.4. Let U be as in Lemma 3.2 and take a neighborhood W of u such that W U and that u^u 2 U for all u 2 W . Clearly u^u u and u^u u:
Since the latter inequality implies !(u^u) u; it follows from Lemma 3.2 that !(u^u) = fg 3 ug for some g 3 2 G: Therefore, by the former inequality of (3.3), we get g 3 u !(u). Applying Lemma 3.2 again, we see that !(u) = fgug for some g 2 G. In order that problems (4.1) and (4.2) be G-invariant, we assume that (f 1) f(gx; u; gp) = f(x; u; p) for every x 2 , u 2 R, p 2 R N , g 2 G.
For example, in the case where G = SO(N), (f 1) holds if f is written as f = g(jxj; u; jruj; x 1 ru):
We discuss the problems (4.1), (4.2) in the space X = C 0 () = fw 2 C() j w = 0 on @g:
For (4.1) to be well-posed in X, we assume the following growth condition on f.
(f 2) there exist a constant 0 < < 1 and a continuous function H(u) such that @f @u (x; u; p) < H(u)(1 + jpj 2 ); jr p f(x; u; p)j < H(u)(1 + jpj )
for all x 2 , u 2 R, p 2 R N .
Condition (f 2) guarantees that (4.1) is well-posed in X = C 0 (). This can be shown, for example, by combining the general result of [32] with the standard estimate of the semigroup e t1 in the space C 0 () (see, for example, [18] for such estimates). The stability of solutions of (4.2) will be discussed in the topology of X, namely the topology of uniform convergence on .
Let f8 t g t2[0;1) be the local semiow on X generated by (4.1). In other words, the map 8 t on X is dened by 8 t (u 0 ) = u(1; t)
for each t 2 [0; 1);
where u(x; t) is a solution of (4.1) with initial data u(1; 0) = u 0 . A function u(x) is a solution of (4.2) if and only if it is an equilibrium point of f8 t g t2[0;1) . We say that a solution u(x) of (4.2) is stable if it is a stable equilibrium point of f8 t g t2[0;1) .
The action of G on induces a group action on X by
Dene an order relation in X by u 1 u 2 if u 1 (x) u 2 (x) for x 2 : Then the greatest lower bound of u^v exists for any u; v 2 X and is given by u^v(x) = minfu(x); v(x)g; x 2 : It is also easily seen that the operation (u; v) 7 ! u^v is continuous.
It follows from the maximum principle ( [23] ) that condition (81) in Section 2 holds. The standard parabolic estimate shows that (82), (83) are fullled. Clearly (G1), (G3) are also fullled, and condition (f 1) implies (G2 0 ). Further the strong maximum principle shows that equation (4.1) forms a strongly order-preserving dynamical system (see [9] , [14] , [26] ). Hence, as we have noted in Remark 2.8, every solution u of (4.2) satises condition (E 0 ).
Since G is compact, so is the group orbit Gu. Therefore the alternative (b) in the monotonicity theorem (Theorem 2.9) does not hold. Thus we obtain : where > 0 is a positive constant. In these cases, we set X = C( We impose the boundary condition (4.2b), (4.3) or (4.4) on each of u 1 ; u 2 . Under these hypotheses, it is known that (4.5) denes a strongly order-preserving dynamical system on the space X = C 0 () 2 C 0 () (for (4.2b)) or on the space X = C() 2 C() (for (4.3) or (4.4)) ( [9] , [16] , [26] solution of a cooperation or a competition system of the form (4.5) is G-invariant.
As mentioned in an earlier paper [19] , Theorem 4.1 |or more precisely its simplied version| rst appeared in Casten{Holland [4] and in Matano [13] . Later Mierczy nski{Pol a cik [17] and Tak a c [28] treated these results in a more general framework of strongly order-preserving dynamical systems. Remark 4.3. A similar result holds for a degenerate diusion equation of the form 1u m + f(x; u) = 0. See [19] for details.
In the rest of this section we deal with problems to which the existing theory of strongly order-preserving systems ( [17] , [28] is G-invariant. The above theorem is essentially the same result as Theorem 5.7 of [19] except that condition (f 4.1) is slightly weaker than what we have assumed in [19] . However, the proof of Theorem 4.4 is identical to that of [19] if one puts = 0 in the construction of subsolution r(t). Here we set X = C unif () \ C 0 () in the case of the Dirichlet boundary condition and X = C unif () in the case of other boundary conditions, where C unif () denotes the space of bounded uniformly continuous functions on . In both cases, X is endowed with the L 1 ()-topology. Condition (D) and the growth condition (f 2) guarantee that (4.6) generates a local semiow on X (see [18] , [32] ). See [19] for details. Remark 4.5. The same conditions as (f 3.1), (f 4.1) appear in [12] which studies symmetry of positive equilibrium solutions. They use condition (f 4.1) to guarantee that the moving plane method works, while we use condition (f 4.1) to guarantee (E ! ) to hold.
An analogue of Theorem 4.4 holds for certain systems of equations. Consider, for example, an initial boundary value problem of the form : where 0 is a real number depending on u(1; 0). Clearly stability implies orbital stability and stability with asymptotic phase implies stability.
We say that a traveling wave (x 0 ct) is monotone if (z) is a non-decreasing function or a non-increasing function of z. In the previous paper we have shown the following by using the monotonicity theorem (Theorem 2.9). In this paper we will derive the following results from the convergence theorem (Theorem 2.10) : Theorem 5.3. Any stable traveling wave of (5.1) is stable with asymptotic phase.
As we will state in Proposition A1 of Appendix 1, monotone traveling waves are stable. Hence we obtain the following corollary, which shows that the converse of The same results as Corollaries 5.4, 5.5 can be found in Chen [5] . Note that our proof which is based on the convergence theorem and Appendix 2, is simpler and applicable | with little modication | to a wider class of equations than [5] . Combining these facts, we obtain the conclusion.
Lemma 5.7. Let > 0, " > 0 be such that f 0 (u) < 0 for ju 0 u 6 j < ": Let (z) be an equilibrium solution of (5.2) and R > 0 be such that j (z) 0 u 6 j < " for 6 z > R and let v(z; t) be a solution of (5.2) satisfying jv(z; t) 0 u 6 j < " for 6z > R, t > 0. jzj > R; t > 0 r 0 v (1; t) ; jzj = R; t > 0; since (z; t) < 0 for jzj > R. Note also that r(t) < 0 lim inf jzj!1 w(z; t); t > 0:
Clearly r(0) w(z; 0) for jzj R. Hence by the comparison theorem, r(t) w(z; t) for jzj R; t > 0:
The proof is complete.
Lemma 5.8. For any u 2 X whose omega limit set !(u) is suciently close to The last assertion of the lemma can be shown in the same way. In this section we will be concerned with traveling waves for (6.1) and prove monotonicity and stability with asymptotic phase of stable traveling waves.
We call u(x; t) a solution of (6.1) if (i) u is a bounded continuous and nonnegative function on R 2 (0; T ) for some T > 0 and (ii) u satises As is well-known, degenerate diusion equations such as (6.1) have nite propagation speed. In other words, the support of the solution moves at a nite speed. It is also known that, since f(u) is smooth, the support of solutions of (6.1) never shrinks. This implies that any traveling wave with c < 0 must satisfy supp = R, while this is not necessarily the case if c > 0. In fact, there exists a traveling wave To prove Theorem 6.1, the choice of the space X depends on the speed of the traveling wave (x 0 ct). More precisely, in the case c 0 we set X = C unif (R) endowed with the L 1 (R)-topology, and in the case c > 0 we set X = fu 2 C unif (R) j h(supp u; supp ) < 1g endowed with the metric (6.4). For Theorem 6.2 and Corollary 6.3 we set X = C unif (R) regardless of the sign c. See [21] for details.
Applications | traveling waves for delay-differential equations
In this section, let us consider a dierential equation with time-delay of the form @u(x; t) @t = @ 2 u(x; t) @x 2 + f (u(x; t); u(x; t 0 1)) ; x 2 R; t > 0; (7.1) where f(u; v): R 2 R ! R is a C 1 function satisfying @f @v 0:
To study traveling waves, we rewrite (7.1) in the moving coordinate z = x 0 ct : @u(z; t) @t = @ 2 u(z; t) @z 2 + c @u(z; t) @z + f (u(z; t); u(z + c; t 0 1)) ; z 2 R; t > 0:
A function (x 0 ct) is a traveling wave of (7.3) if and only if (z) is a nonconstant equilibrium solution of (7.3). Here we restrict our attention to traveling waves that satisfy lim z!61 (z) = u 6 for some constants u + and u 0 .
In what follows we assume that (f 4. Theorem 7.1. Stable traveling waves of (7.1) are monotone. Theorem 7.2. Monotone traveling waves of (7.1) are stable with asymptotic phase. Corollary 7.3. Assume u 0 u + . If there exists a monotone traveling wave (x0 ct) of (7.1) then any traveling wave (x 0ct) of (7.1) satisfying u 0 (z) u + for all z 2 R is a translation of .
To prove the above results, let f8 t g t2[0;1) be the local semiow generated by (7. 3) on the space X = C unif (R 2 [ where 0 is a real number depending on the initial data u(1; 0).
Obviously`stability-with-shift' is a weaker property than`stability' and`stability' is a weaker property than`stability with asymptotic phase'.
Given a constant 2 R, let us dene a map F : X = C unif (R) ! X by F (u 0 )(x) = u(x + ; t 0 + T); where t 0 2 R is an arbitrarily xed constant and u(x; t) denotes a solution of (8.1) for t > t 0 satisfying u(x; t 0 ) = u 0 (x) 2 X. It is easily seen that u(x; t) is a pseudotraveling wave with eective speed =T if and only if u(x; t 0 ) is a xed point of F . Further, u(x; t) is a stable (resp. stable-with-shift) pseudo-traveling wave if and only if u(x; t 0 ) is a stable (resp. G-stable) xed point of F . It is stable with asymptotic phase if and only if u(x; t 0 ) is a stable xed point and, for any u 2 X suciently close to u(1; t 0 ), there exists some g 2 G such that !(u) = fgu(1; t 0 )g. Here G = fg j 2 Rg ' R is the group of translations dened by (5.7). (8.6 ) that is monotone in x N then any pseudotraveling wave u(x; t) of (8.6) satisfying u 0 (x; t) u(x; x N ; t) u + (x; t) for all x 2 ; t 2 R is a translation of u in the x N -direction.
In the special case where a, b i , f do not depend on t, (8.6) is written as where : R ! R and , g : R2R ! R are L-periodic with respect to x. We assume that (x) > 0 for all x 2 R, so that (8.9) is strictly parabolic. We also assume some regularity conditions on , , g | for instance, (x) is H older continuous, (x; u) and g(x; u) are C 1 | so that the initial value problem for (8.9) is well-posed in X = C unif (R). A solution u(x; t) of (8.9) is called a pseudo-traveling wave if there exists a real number 6 = 0 such that u(x; t + ) = u(x 0 L; t); x 2 R; t 2 R:
The ratio L= is called the eective speed or the average speed. Here we restrict our attention to the pseudo-traveling waves that are asymptotically constant as In what follows we assume that (f 4.8) both u + and u 0 are linearly stable equilibrium solutions of (8.9).
In the special case where u 6 are constants, equation ( We say that a pseudo-traveling wave u(x; t) is stable if for any " > 0 there is > 0 such that (8.3) holds. Similarly we say that u(x; t) is orbitally stable or stable with asymptotic phase if, instead of the right-hand side of (8.4) or (8.5), we have inf Corollary 8.13. Assume u 0 (x; t) u + (x; t) for x; t 2 R. If there exists a pseudotraveling wave u(x; t) of (8.9) that is monotone in t then any pseudo-traveling wave u(x; t) of (8.9) satisfying u 0 (x; t) u(x; t) u + (x; t) for all x; t 2 R is a translation of u in the t-direction. To derive these results from our general theory, let u(x; t) be a pseudo-traveling wave with eective speed L=, and dene a mapping F by F (u 0 )(x) = u(x + L; ); where u(x; t) denotes a solution of (8.9) with initial data u(x; 0) = u 0 (x). Denote by E the set of all xed points of F , and by f9 t g t2[0;1) the local semiow on the space X generated by (8.9). Since F (9 t (u 0 ))(x) = u(x + L; t + ) = 9 t (F (u 0 ))(x);
we have F 9 t = 9 t F , hence 9 t (E) = E for any t 0: The restriction of 9 t on E forms a one-parameter group of homeomorphisms on E. We denote this group by G. With these settings, arguing as in the proof of Here the functions : ! R, i , g : 2 R ! R are also L-periodic with respect to x N . We assume that (x) > 0 for all x 2 , so that (8.11) is strictly parabolic. We also assume that ; i ; g satisfy regularity conditions similar to those for (8.9).
A solution u(x; t) = u(x 1 ; 1 1 1 ; x N ; t) of (8.11) is called a pseudo-traveling wave if there exists a 6 = 0 such that u(x 1 ; 1 1 1 ; x N01 ; x N ; t + ) = u(x 1 ; 1 1 1 ; x N01 ; x N 0 L; t); x 2 ; t 2 R:
Here, as in the one-dimensional problem (8.9), we restrict our attention to the pseudo-traveling waves that are asymptotically periodic as x N ! 61.
To be more and the same boundary conditions as (8.11) . In what follows we assume that (f 4.9) both u + and u 0 are linearly stable equilibrium solutions of (8.11).
We dene the stability, the stability with asymptotic phase and the orbital stability of pseudo-traveling waves for (8.11) in the same way as those for (8.9).
Theorem 8.14. [19, Theorem 7 .4] Any stable (or orbitally stable) pseudo-traveling wave of (8.11) is either monotone increasing in t or monotone decreasing in t.
Theorem 8.15. Pseudo-traveling waves of (8.11) that are monotone in t are stable with asymptotic phase. Corollary 8.16. Assume u 0 (x; t) u + (x; t) for x 2 , t 2 R. If there exists a pseudo-traveling wave u(x; t) of (8.11) that is monotone in t then any pseudotraveling wave u(x; t) of (8.11) satisfying u 0 (x; t) u(x; t) u + (x; t) for all x 2 ; t 2 R is a translation of u in the t-direction.
Applications | (pseudo-)traveling waves for surface motion
In this section we discuss the uniqueness, monotonicity and stability of traveling waves and pseudo-traveling waves for evolution equations of surfaces. To clarify the outline of our results, we rst summarize them for simpler examples.
Let be a two-dimensional cylindrical domain of the form = f(x 1 ; x 2 ) j jx 1 j < h; x 2 2 Rg for some constant h > 0 and let f0(t)g t0 be a family of time-dependent A smooth pseudo-traveling wave of (9.3) is unique up to translation and monotone in t. Now we state our results for equations of more general form. Let be a cylindrical domain with smooth boundary @ of the form = D 2 R = fx = (x; x N ) jx 2 D; x N 2 Rg; where D is a bounded domain in R N01 . Let fS(t)g t0 be a family of time-dependent bounded hypersurfaces in intersecting with @ perpendicularly or at a prescribed angle. Each hypersurface S(t) divides into two parts, and the one that contains fx 2 jx N < 0lg for suciently large l 2 R will be called an interior of S(t) and the other an exterior. We assume that the motion of fS(t)g t0 is governed by ( V = f(x; n; rn; t) on S(t); h(x); ni = cos on @ \ S(t); (9.4) where 0 < < is a constant, n = n(x; t) and (x) is the outward unit normal at A solution fS(t)g t0 of (9.4) is called a pseudo-traveling wave if S(t + T) = S(t) + e N ; t 2 R (9.5) for some 2 R, where e N = t (0; 1 1 1 ; 0; 1) 2 R N . The constant =T is called the eective speed of fS(t)g t0 . In this paper we will call a solution fS(t)g t0 of (9.4) smooth if it is a smooth family of smooth hypersurfaces, and compact if S(t) is compact for each t 0. In what follows we will verify condition (H3). Once this is done, one can apply Proposition B1 in Appendix 2, to obtain Y = Gu; which implies the uniqueness up to translation of smooth compact pseudo-traveling waves for (9.4). Since Gu is locally precompact, again by Proposition B1, Y is homeomorphic and order-isomorphic to R. This shows the monotonicity of u with respect to translation in the direction x N . Hence S(0) can be expressed in the form of a graph x N = 0 (x) with some function 0 on D. In the same way S(t) is expressed as a graph of some function for each t 2 R. From this and (9.5) it follows that fS(t)g t0 is expressed in the form of a graph x N = (x; t), where the function satises (x; t + T ) = (x; t) + for some constant 2 R. Now we show that (H3) holds. Let fS 1 (t)g t0 be a smooth compact pseudotraveling wave satisfying v = S 1 (0) u = S(0). We denote the eective speed of fS(t)g t0 and that of fS 1 (t)g t0 by 0 =T and 1 =T , respectively. Let r 0 (x; t) and r 1 (x; t) denote the signed distance functions with respect to S(t) and S 1 (t), respectively, namely, r 0 (x; t) = minfjx 0 yj j y 2 S(t)g if x 2 int S(t); 0 minfjx 0 yj j y 2 S(t)g if x 6 2 int S(t) and r 1 be dened similarly. As is shown in [7] , there exists some " > 0 such that each r i solves the parabolic equation Here S 0 (t) = S(t) and U i = f(x; t) 2 2(0; 1) j jr i (x; t)j < "g in the case = =2, H(x; p; Z; t) = jpjf x ;0p; 0 Q p (Z) jpj ; t with p = p=jpj (we need some modication in the construction of U i for the case 6 = =2). Applying the comparison principle, we nd that r 1 (x; t) r 0 (x; t) in U 0 \ U 1 : This implies 1 0 . In the same way, replacing fS(t)g t0 and fS 1 (t)g t0 by fS 1 (t)g t0 and fS(t)0m 0 e N g t0 for some m 2 Z satisfying g m0 u u 1 , we obtain 0 1 . Thus 0 = 1 , hence the eective speeds of fS(t)g t0 and fS 1 (t)g t0 are equal. Assume S(0) \ S 1 (0) 6 = ; and take x 0 2 S(0) \ S 1 (0). Then r 0 (x 0 ; nT ) = r 1 (x 0 ; nT) for all n 2 N. By the strong maximum principle, r 1 (x; t) < r 0 (x; t) in U 0 \ U 1 ; hence x 0 2 S(0) \ S 1 (0) \ @. It follows from the boundary lemma that @r 1 (x; t) @ > @r 0 (x; t) @ on S(t) \ S 1 (t) \ @; which contradicts (9.6). Consequently S(0) \ S 1 (0) = ; and the compactness of S(0) and S 1 (0) veries condition (H3). Now we discuss the stability of the pseudo-traveling wave x N = (x; t) that appears in Theorem 9.1. For any > 0, the surfaces x N = (x; t) + and x N = (x;t) 0 are both pseudo-traveling waves of (9.4), and these two functions form the boundary of the -neighborhood of the original pseudo-traveling wave. The comparison principle then implies the stability of this pseudo-traveling wave in the following sense : Proposition 9.3. Let x N = (x; t) be the pseudo-traveling wave mentioned in Theorem 9.1. Then any smooth solution of (9.4) that exists for all t 0 and whose initial data at t = 0 is close to the graph of x N = (x; 0) in the Hausdor metric remains close to x N = (x; t) for all t > 0 in the Hausdor metric.
By the maximum principle, we can easily check condition (E ! ) for solutions of (9.4) which can be expressed as a graph. Thus an analogue of Theorem 2.4 (convergence theorem) holds for this restricted class of solutions, hence we obtain the following result : Theorem 9.4. Let x N = (x;t) be the pseudo-traveling wave of (9.4) mentioned in Theorem 9.1. Then any smooth solution of (9.4) , that exists for all t > 0 and is expressed as a graph x N = (x; t) such that (a) (x; 0) is suciently close to (x;0), (b) k(1; t) 0 (1; t)k C 2+ (D) remains bounded as t ! 1, converges to this traveling wave or its translation, that is, lim
where 0 is some real number depending on .
Remark 9.5. Sucient conditions that guarantee condition (b) in the above theorem for some specic types of equations, such as (9.3) can be found in [29] . Next we consider a problem in a periodically undulating cylinder. More precisely, let be a domain with smooth boundary @ such that there exists a family of A solution fS(t)g t0 of (9.7) is called a pseudo-traveling wave if for some 6 = 0 S(t + ) = S(t) + Le N ; t 2 R; where the constant L= is called the eective speed of fS(t)g t0 . Theorem 9.6. A smooth compact pseudo-traveling wave fS(t)g t0 of (9.7) is unique up to time-shift and is monotone in t, that is, S(t 1 ) and S(t 2 ) do not intersect each other for any t 1 6 = t 2 .
The proof is almost the same as that of Theorem 9.1. Here we dene a group G ' R acting on Y by the group of time-shift, namely, G = fg j 2 Rg; where g S(0) = S().
Appendix 1{stability of monotone (pseudo-)traveling waves
In this appendix we discuss the stability of monotone traveling waves and monotone pseudo-traveling waves dealt with in the previous sections. In proving these results we will use the sub-and supersolutions introduced by Xinfu Chen [5] and also their extended versions. Proposition A1. Monotone traveling waves of (5.1) (the system of equations (5.10), the delay-dierential equation (7.1)) are stable.
Proof of Proposition A1. Let (x 0 ct) be a monotone traveling wave of (5.1). Without loss of generality, we may assume 0 (z) 0 for z 2 R. Then, as is shown in [5, Lemma 2.2], there exist some constants 0 , , > 0 such that the functions w + and w 0 dened by w 6 (x; t) = (x 0 ct 6 (1 0 e 0t )) 6 e 0t ; 2 (0; 0 ] are a supersolution and a subsolution of (5.1), respectively. Hence, if u(x; t) is a solution of (5.1) satisfying ku(1; 0) 0 k L 1 < , namely w 0 (x; 0) u(x; 0) w + (x; 0) for x 2 R; then the comparison theorem implies w 0 (x; t) u(x; t) w + (x; t); x 2 R; t > 0:
Since 2 (0; 0 ] is arbitrary, this shows that is stable.
The above argument remains valid for traveling waves of the system (5.10) and those of the delay-dierential equation (7.1) if we set the comparison functions w 6 as in Lemmas A2 and A3 below, respectively. The proof is complete.
The following lemmas give variations of the above-mentioned comparison functions w 6 that will be used in various dierent types of problems discussed in Sections Lemma A3. Suppose that (x0ct) is a traveling wave of (7.1) satisfying 0 (z) 0 for z 2 R. Then, there exist some constants , 0 , > 0 such that functions w + and w 0 dened by w 6 (x; t) = (x 0 ct 6 (1 0 e 0t )) 6 e 0t ; 2 (0; 0 ] are a supersolution and a subsolution of (7.1), respectively. Proposition A1 holds true for monotone pseudo-traveling waves.
To be more precise, we have the following: Proposition A4. Pseudo-traveling waves of (8.1) (or its higher dimensional version (8.6)) that are monotone in x (in x N ) are stable.
Proposition A5. Pseudo-traveling waves of (8.9) (or its higher dimensional version (8.11)) that are monotone in t are stable.
The proof of these propositions is almost the same as that of Proposition A1, once the comparison functions w 6 are dened as in Lemmas A6, A7, A8 and A9 for (8.1), (8.6), (8.9) and (8.11), respectively. Lemma A6. Suppose that u(x; t) is a monotone pseudo-traveling wave of (8.1) satisfying u x (x; t) 0 for x 2 R, t > 0. Denote by 6 (t) > 0 the rst eigenfunctions of the linearized operator of Poincar e map for (8.2) around u 6 (t). Let (x; t) be a smooth positive function such that (x; t + T ) = (x 0 ; t); (x; t) ! 6 (t); t (x; t) ! ( 6 ) 0 (t); x (x; t) ! 0; xx (x; t) ! 0 as x ! 61 locally uniformly in t. Then there exist some constants , 0 , > 0 such that functions w + and w 0 dened by w 6 (x; t) = u(x 6 (1 0 e 0t ); t) 6 (x; t)e 0t ; 2 (0; 0 )
are a supersolution and a subsolution of (8.1), respectively.
Lemma A7. Suppose that u(x; t) is a monotone pseudo-traveling wave of (8.6) satisfying u xN (x; t) 0 for x 2 , t > 0. Denote by 6 (x; t) 0 the rst eigenfunctions of the linearized operator of Poincar e map for (8.7) around u 6 (x; t). Let (x; t) be a smooth function satisfying the same boundary conditions as (8.6) such that (x; x N ; t + T ) = (x; x N 0 ; t); lim x N !61 (x; t) = 6 (x; t); lim x N !61 t (x; t) = ( 6 ) t (x; t); lim Then there exist some constants , 0 , > 0 such that functions w + and w 0 dened by w 6 (x; x N ; t) = u(x; x N 6 (1 0 e 0t ); t) 6 (x; x N ; t)e 0t ; 2 (0; 0 ) are a supersolution and a subsolution of (8.6), respectively.
Lemma A8. Suppose that u(x; t) is a pseudo-traveling wave of (8.9) satisfying u t (x; t) 0. Denote by 6 (x) > 0 the rst eigenfunctions of the linearized operator for (8.11) around u 6 (x). Let (x; t) be a smooth positive function satisfying (x; t+ ) = (x 0 L; t); (x; t) ! 6 (x); t (x; t) ! 0; x (x; t) ! ( 6 ) 0 (x); xx (x; t) ! ( 6 ) 00 (x) as x ! 61 locally uniformly in t. Then, there exist some constants , 0 , > 0 such that functions w + and w 0 dened by w 6 (x; t) = u(x; t 6 (1 0 e 0t )) 6 (x; t)e 0t ; 2 (0; 0 ] are a supersolution and a subsolution of (8.9), respectively.
Lemma A9. Suppose that u(x; t) is a pseudo-traveling wave of (8.11) satisfying In this appendix we present two propositions. Proposition B1 is concerned with the structure of a subset satisfying certain conditions. As one may immediately notice, this proposition is very similar to the monotonicity theorem (Theorems 2.3 and 2.9) stated under dierent set of conditions. We apply this proposition to obtain monotonicity result for certain equations for which our condition (E) or (E 0 ) does not hold (see Section 9) .
Proposition B2 is, in a sense, a set-valued version of the former half of Proposition B1. One may nd it interesting that this proposition, despite its similarity to Proposition B1, is closely related to the convergence theorem (Theorems 2.4 and 2.10). In fact, the proposition is used to prove asymptotic stability of traveling waves of a degenerate diusion equation for which our condition (E ! 0 ) is not easily veryed (see Section 6) .
Let X be an ordered metric space. Let Y be a subset of X and u be an element of Y such that Clearly Y is connected since G is connected. Now we show that Gu is totallyordered. Dene G 0 = fg 2 G j gu = ug; G 6 = fg 2 G j gu u or gu ug; G 3 = fg 2 G j gu 6 u and gu 6 ug:
Then, as is easily seen, the conclusion of Lemmas 2.9 and 2.10 in [19] remain true. In fact, the same proof as that of those lemmas remain valid if we replace the term xed point' by`element of Y '. Therefore one of the following holds : By (H2), the alternatives (a) and (c) never hold. Thus (b) holds and hence Gu is totally ordered. The last statement follows from Proposition Y2 in [19] that is concerned with the property of a totally-ordered, connected and locally precompact set that has neither the maximum nor the minimum.
A similar result holds for the case where the set Y consists of subsets of X. To be more precise, let Y be a set of subsets of X and fug 2 Y be such that Then Y = Gfug = ffgug j g 2 Gg.
The proof is almost identical to that of Proposition B1 and is therefore omitted.
