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Introduction Générale
1 Contexte
L’objectif de la Recherche d’Information (RI) est de retourner des informations perti-
nentes vis-à-vis des besoins utilisateur exprimés au travers de requêtes. En RI classique l’in-
formation est contenue dans des documents textuels non structurés.
La recherche d’information sur des documents semi-structurés (RIS) est un sous-
domaine de la RI dans lequel les documents sont structurés par des balises hiérarchiquement
imbriquées. Les balises, et la zone qu’elles encadrent, sont appelées éléments. L’objectif est
alors de retourner, non pas l’intégralité des documents, mais des granules documentaires
(des éléments) précis et pertinents par rapport aux requêtes.
Ces requêtes peuvent exprimer à la fois des contraintes de contenu (une suite de mots-clefs
ou d’expressions) et de structure. Cette dernière est utilisée pour spécifier la localisation de
l’information recherchée. Les problématiques de RIS portent alors sur l’évaluation conjointe
du contenu et de la structure.
C’est dans ce contexte de recherche d’information structurée que se situent nos travaux.
2 Problématique
Durant les deux dernières décennies, de nombreux modèles de recherche d’information
dans des documents semi-structurés ont été proposés dans la littérature. Ils ont en grande
majorité pris en compte la structure de manière implicite comme un support pour la norma-
lisation ou comme un indicateur du contexte. Un nombre relativement limité d’approches
a porté sur l’évaluation explicite de la structure comme un facteur de pertinence à part en-
tière. La faible utilisation de modèles mesurant explicitement la structure semble être due à
une controverse quant à son utilité dans le processus de recherche [Trotman et Lalmas, 2006]
[Wang et al., 2012] [Trotman, 2009a].
Notre problématique s’articule autour de deux axes :
1. Explorer de nouvelles approches d’évaluation explicite de la similarité structurelle entre
éléments et requêtes et évaluer l’apport de la structure dans le processus d’apparie-
ment.
Deux pistes sont étudiées : la première cherche à déterminer si, et de quelle manière,
la théorie des graphes peut être utilisée pour effectuer la mesure de similarité entre
1
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la structure d’un document et les contraintes de la requête ; la seconde a pour objec-
tif d’étudier si les modèles de langue peuvent être utilisés, non pas pour mesurer le
contenu, mais pour évaluer la pertinence de la structure.
2. Juger l’impact et la pertinence de ces approches au regard de la nature des documents
traités.
3 Contribution
Puisque la pertinence finale d’un résultat de recherche est jugée en priorité sur l’adéqua-
tion du contenu textuel avec les conditions de contenu de la requête, nous proposons dans
un premier temps une approche pour évaluer la pertinence de contenu des éléments. Notre
approche utilise la structure de l’arbre issu du document afin d’opérer une propagation de
la pertinence du texte en prenant en compte l’environnement des éléments traversés ainsi
que le contexte global du document.
Concernant les contraintes structurelles des requêtes, nous observons qu’elles peuvent
être représentées sous la forme d’un arbre et que, parallèlement, la structure du document,
de nature hiérarchique, peut elle-même utiliser le même type de représentation. La question
qui se pose alors est pourquoi ne pas comparer directement ces deux structures ? Afin de
répondre à cette question, nous avons proposé deux modèles qui cherchent à répondre au
premier point de notre problématique.
1. Étant donné que la similarité entre deux structures arborescentes a été étudiée par le
domaine de la théorie des graphes, nous avons adapté les algorithmes de ce domaine à
notre problématique.
Notre choix s’est porté sur la distance d’édition entre arbres (Tree Edit Distance : TED).
Cet algorithme permet, au travers de l’application de séquences de suppression et de
substitution, de rendre les arbres identiques. La similarité est alors mesurée comme le
coût de la transformation.
Constatant que les algorithmes de TED sont coûteux en mémoire et en calcul, nous
avons cherché à en réduire la complexité au travers de la mise en place d’un algorithme
à la complexité la plus basse. Étant donné que le temps d’exécution dépend de la car-
dinalité des arbres en entrée, nous avons cherché à réduire ce temps d’exécution au
travers de résumés d’arbres.
Puisque la TED est normalement utilisée pour des coûts d’opérations fixes peu adaptés
à notre problématique, nous en avons proposé de nouveaux basés sur la distance dans
le graphe formé par la grammaire des documents : la DTD.
2. Le second axe que nous avons exploré concerne l’adaptation des modèles de langue afin
de mesurer, non pas la probabilité de pertinence du contenu, mais celle de la structure.
Afin de former un vocabulaire document et requête à même d’être utilisé par notre
modèle de langue structurel nous avons utilisé une technique de relaxation 1 pondérée
sur les arbres issus de documents et ceux des requêtes.
1. La relaxation est le relâchement des contraintes.
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4. Organisation du mémoire
Enfin, afin de répondre au point 2 de notre problématique, nos différents modèles sont
évalués sur deux tâches de la campagne d’évaluation de référence de notre domaine INitia-
tive for the Evaluation of XML retrieval (INEX). Chacune de ces tâches est associée à un type
de collection particulier :
– La tâche SSCAS d’INEX 2005 utilise une collection d’articles scientifiques d’IEEE. Cette
collection est orientée texte dans la mesure où la structure exprimée dans les docu-
ments qu’elle contient est similaire à celle d’un livre (paragraphes, sections).
– La tâche Datacentric d’INEX 2010 utilise une collection extraite d’Internet Movie Da-
tabase (IMDB). Cette collection est orientée donnée dans la mesure où les termes des
documents sont très spécifiques et peu redondants et que la structure est porteuse de
sens.
Le choix de ces collections nous permet d’observer l’influence de la nature de la collection
sur le comportement de nos modèles.
4 Organisation du mémoire
Ce mémoire se compose de deux parties.
La première partie, Recherche d’information XML et appariement structurel présente
les concepts de base de la RI structurée.
Le chapitre 1, Recherche d’Information et documents semi-structurés, est consacré à
la description des différents processus présents dans tout système de RIS. La section 1.2
formalise les documents semi-structurés XML ; la section 1.3 traite de leur indexation ; la
section 1.4 aborde les langages de requêtes ; la section 1.5 traite des différentes approches de
RIS et de leur utilisation de la structure et la section 1.6 présente la campagne d’évaluation
INEX.
Le chapitre 2, Théorie des graphes et appariement structurel, a un double objectif. Le
premier est de présenter certains algorithmes de la théorie des graphes traitant l’apparie-
ment d’arbres (section 2.2). Le second est de présenter de quelle manière les modèles de RIS
ont utilisé la théorie des graphes pour mesurer la similarité structurelle indépendamment
du contenu (section 2.3).
Le chapitre 3, Modèles de Langue et Recherche d’Information sur Documents Semi-
Structurés, comporte deux parties. La première (section 3.2) traite des principes élémen-
taires des modèles de langue tandis que la seconde (section 3.3) est consacrée aux approches
proposées en RIS.
La seconde partie de ce mémoire, Un Système de Recherche d’Information XML pour
la mesure de la similarité structurelle, expose nos différentes contributions. Chacun des
chapitres qui la compose contient, en plus d’une présentation précise de nos approches,
les différentes expérimentations que nous avons effectuées. Ces expérimentations ont été
réalisées sur les deux tâches INEX mentionnées précédemment. Elles ont pour objectif de
valider les approches décrites ainsi que d’observer les comportements de notre modèle en
fonction de la nature de la collection.
Le chapitre 4, Un modèle de Recherche d’Information XML, présente la structure glo-
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bale de notre modèle et les différentes procédures communes à nos deux approches d’éva-
luation de la similarité structurelle.
Les premières sections 4.1 et 4.2 sont consacrées à la présentation de l’architecture globale
de notre modèle. L’évaluation du contenu est abordé en section 4.3 tandis que les approches
d’extractions de sous-arbres en entrée de nos modèles de mesure de la similarité structurelle
sont décrites en section 4.4. Enfin des expérimentations sur nos scores de base de contenu
sont présentées en section 4.5.
Le chapitre 5, Une évaluation de similarité structurelle document-requête par la dis-
tance d’édition d’arbres, présente notre premier modèle d’évaluation de la structure basé
sur la distance d’édition entre arbres. La première partie (section 5.2) est consacrée à la des-
cription de ce modèle et contient notre algorithme de TED (section 5.2.2.1), et nos proposi-
tions quant à la gestion de la complexité (section 5.2.2.2). Notre approche de calcul des coûts
depuis la DTD est présentée en section 5.2.3. Enfin, nos expérimentations pour chacune de
nos propositions sont décrites et analysées dans la section 5.3.
Le chapitre 6, Un Modèle de langue basé sur la structure du document présente notre
modèle de langue pour la structure. Il se compose de deux parties. La première présente
les différents composants de notre approche. On y distingue en particulier la construction
d’un vocabulaire à partir de la structure (section 6.2.2), l’estimation du modèle de la struc-
ture (section 6.2.3) et son lissage (section 6.2.4). La seconde présente nos expérimentations
(section 6.3).
Enfin, une conclusion générale synthétise l’ensemble de nos approches (section 7.2) et
expose notre analyse quant à la pertinence de nos approches et à l’influence de la nature des
collections sur l’utilisation explicite de la structure (section 7.3). Nous concluons ce mémoire
en dégageant quelques perspectives pour nos travaux (section 7.4).
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1 Recherche d'information et
documents semi-structurés
1.1 Introduction
La Recherche d’Information (RI) est une branche de l’informatique ayant pour objectif l’ac-
quisition, l’organisation et la sélection de l’information permettant de répondre de façon
pertinente aux besoins exprimés par un utilisateur, au travers d’une ou plusieurs requêtes.
La RI peut également être définie comme l’ensemble des méthodes, procédures et techniques
permettant, en fonction de critères de recherche propres à l’usager, de sélectionner l’informa-
tion dans un ou plusieurs fonds de documents plus ou moins structurés [Salton et McGill,
1968].
En RI, le système permettant la mise en correspondance entre les besoins utilisateur et
les collections de documents (on parle de corpus) est appelé Système de Recherche d’Infor-
mation (SRI). Les SRI comportent deux processus fondamentaux :
1. L’indexation. Ce processus permet d’identifier et de traiter les termes du document et de
la requête. On parle de l’identification de descripteurs représentatifs.
2. L’appariement document-requête qui permet de mettre en correspondance la requête avec
les documents afin d’en évaluer la pertinence.
De manière optionnelle, une dernière étape apporte des modifications aux requêtes en
fonction des résultats obtenus par rapport aux résultats attendus. On parle alors de refor-
mulation de requête.
La figure 1.1 illustre les différentes étapes du processus de recherche d’information tel
qu’il est opéré par le SRI.
Lorsque les documents sur lesquels la recherche est effectuée ne se composent que d’une
suite de termes, on parle de documents textuels plats. Dans le cas où le contenu textuel est
structuré au travers de balises, on parle de documents structurés ou semi-structurés.
La structure de ces documents peut permettre à l’utilisateur, s’il le souhaite, d’exprimer
un certain nombre de contraintes sur la localisation de l’information recherchée et sur son
environnement.
Deux types de requêtes sont donc possibles : les requêtes orientées contenu (CO - Content
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Figure 1.1 — Illustration des différentes étapes de traitement d’un système de recherche
d’information selon le processus en U [Belkin et Croft, 1992].
Only) et les requêtes orientées contenu et structure (CAS - Content And Structure) 1. Ces der-
nières permettent de spécifier quelle partie du document retourner et, de ce fait, de retourner
des granules documentaires plus fins que l’ensemble du document.
Les systèmes permettant la prise en compte de la structure du document sont appelés
systèmes de recherche d’information dans des documents semi-structurés (SRIS). Il s’agit de
notre domaine de recherche.
Dans ce mémoire nous nous intéressons tout particulièrement aux problématiques que sou-
lève la prise en compte des contraintes structurelles des requêtes CAS.
Ce chapitre a pour objectif de présenter les concepts de base de la RIS et suit le plan sui-
vant. La première partie est consacrée aux définitions et formalismes propres aux documents
semi-structurés, et à leur représentation (section 1.2). La seconde partie étudie l’impact de
la nature des documents structurés et semi-structurés sur le processus d’indexation (section
1.3). La troisième partie décrit les langages de requête permettant d’exprimer les contraintes
structurelles (section 1.4). La quatrième partie est consacrée à l’étude de la manière dont les
modèles de RIS font usage de la structure et des contraintes exprimées dans les requêtes lors
du processus d’appariement (section 1.5). Enfin, ce chapitre se conclut par la présentation
des techniques permettant d’évaluer les performances de tels systèmes (section 1.6).
1. La terminologie utilisée pour décrire les requêtes (CO et CAS) provient de la campagne d’évaluation INEX
que nous détaillerons plus loin.
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1.2 Documents semi-structurés
Cette section a pour objectif de présenter les documents semi-structurés et plus particu-
lièrement, le standard de documents eXtensible Markup Language (XML) (section 1.2.1).
Les documents formatés selon ce standard possèdent des propriétés permettant une repré-
sentation particulière, celle d’un arbre, que nous mettons en rapport avec les formalismes
de la théorie des graphes (section 1.2.2).
1.2.1 Le langage XML
Le document représente le conteneur élémentaire de l’information exploitable par le sys-
tème de recherche d’information. En ce sens, il est l’objet central du SRI et par extension du
SRIS.
Un document D est organisé au sein d’un corpus C. On définira donc corpus et docu-
ments par un relation d’inclusion Di ∈ C ou C = {D1, ..., Dk}. Les documents sont prin-
cipalement composés d’un ensemble de termes. C’est ce que l’on définit comme le contenu
textuel du document. Un terme peut quant à lui être présent dans plusieurs documents.
Les documents structurés et semi-structurés sont un type particulier de documents dans
lesquels le contenu textuel est organisé par une suite de balises hiérarchiquement imbri-
quées. La ou les balises ainsi que la zone documentaire qu’elle(s) encadre(nt) est appelée
élément. Étant donné que les balises sont hiérarchiquement imbriquées, un élément peut lui-
même contenir un ou plusieurs autres éléments. Enfin, chacun des éléments est associé à un
label l correspondant au nom de la balise. Ce label peut, lui même, être associé à plusieurs
éléments et de ce fait être présent dans plusieurs documents.
Un des standards de structuration de données le plus répandu est eXtensible Markup
Language (XML). XML est un standard d’échange de fichiers, normalisé par le World Wide
Web Consortium (W3C), qui définit un ensemble de règles d’encodage et de présentation
des contraintes structurelles. Ce standard se veut être un langage séparant la structure et la
présentation [Bray et al., 2004].
Dans la littérature on différencie les documents semi-structurés des documents structu-
rés. Cette différence tient en la restriction sur la position des termes au niveau des imbri-
cations. Les documents semi-structurés tolèrent que des termes soient présents dans une
balise qui contient elle-même une autre balise (on parle de contenu mixte) tandis que les
documents structurés ne le permettent pas. On considère donc XML comme un format de
documents semi-structurés.
La figure 1.2 est un exemple de document XML portant sur un film extrait du site
IMDB (Internet Movie Database). Dans cette figure <title> Primer </title> est un
élément e, Primer est un terme t, <title> une balise et title un label l. Enfin, l’élé-
ment dont le label est releasedates contient lui-même un autre élément imbriqué
labellisé releasedate sous la forme <releasedates> <releasedate> France 21
Frebruary 2004<releasedate></releasedates>
Les documents XML doivent être bien formés, c’est-à-dire qu’ils doivent respecter un
certain nombre de règles lexicales et syntaxiques concernant l’encodage, le pairage des ba-
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Figure 1.2 — Exemple d’un document semi-structuré au format XML.
lises de début et de fin, la déclaration des attributs, les commentaires, etc.
Les règles de passage de labels à labels peuvent être définies dans une grammaire. Le
respect de cette grammaire détermine la validité du document. Cette grammaire peut être
définie au sein du document lui-même ou dans un fichier externe associé. Un des formats de
définition le plus répandu est la Document Type Definition (DTD). Ce format est défini dans
[Bray et al., 2004].
Le schéma 1.3 est un exemple de DTD correspondant au document de la figure 1.2. On y
observe la grammaire qui définit les règles d’imbrication avec par exemple le titre <title>
qui doit être contenu dans un film <movie> et qui doit contenir du contenu textuel PCDATA.
Figure 1.3 — Exemple d’une DTD de document identifiant des films.
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1.2.2 Représentation graphique de la structure des documents XML
L’organisation hiérarchique des éléments structurels des documents XML nous permet
de représenter ces derniers sous la forme d’un graphe connexe acyclique orienté : un arbre.
Cette représentation arborescente correspond au modèle DOM normalisé par le W3C [W3C,
2005].
Dans un arbre XML, les éléments sont représentés par des nœuds. Les arcs traduisent
l’imbrication des différents éléments du document. Le contenu textuel sera quant à lui loca-
lisé dans les nœuds feuilles. D’après les formalismes de la théorie des graphes [Berge, 1966],
un arbre XML est ainsi composé des éléments suivants :
– Les éléments sont considérés comme des nœuds n de l’ensemble nœuds ou sommets
V et l’arbre T(r) est dit enraciné en r pour r la racine. La racine est le nœud unique de
départ ou de premier niveau.
– Les liens hiérarchiques entre éléments deviennent l’ensemble des arcs orientés de l’en-
semble E défini comme un sous-ensemble de V × V formé de toutes les combinaisons
possibles entre les nœuds. Les nœuds liés par ces arcs et positionnés de façon hiérar-
chiquement inférieure à un autre nœud sont appelés descendants et réciproquement,
ceux de niveaux supérieurs sont les ancêtres. L’ancêtre le plus proche (que l’on peut at-
teindre au travers d’un seul arc) est le père. Enfin, lorsque plusieurs nœuds partagent
le même père ils sont dits frères.
– Les nœuds n, lorsqu’ils sont feuilles, peuvent contenir une suite de termes t. L’arbre
document contient l’ensemble des termes du document au travers de l’ensemble des
nœuds feuilles de son arbre.
– A chaque nœud non feuille n est associé un label l (on parle de nœud interne). Ré-
ciproquement, à chaque label peut correspondre un ensemble de nœuds. Les nœuds
internes correspondent donc à la notion d’élément XML introduite à la section précé-
dente.
La figure 1.4 est un exemple de représentation graphique du document D de la figure 1.2.
Le contenu textuel est situé au niveau des feuilles et les relations ancêtres-descendants sont
représentatives de l’imbrication des balises du document. Il est à noter que lorsque l’ordre
entre les fils dans la hiérarchie est indiqué et respecté on parle d’arbre ordonné et à contrario
d’arbre non ordonné. Les arbres XML sont par définition ordonnés.
Tout comme pour son usage dans la langue courante le terme forêt désigne alors un
ensemble d’arbres, soit une union disjointe d’arbres. Si les documents XML sont des arbres, la
collection contenant l’ensemble de ces arbres est alors considérée comme une forêt.
Il est possible de représenter la DTD sous la forme d’un graphe. Ce dernier sera alors
orienté et pourra contenir des cycles.
La figure 1.5 est un exemple de représentation de la DTD correspondant au document pré-
senté précédemment dans le schéma 1.3. Il existe un cycle <movie> → <overview> →
<director>→ <movie>.
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Figure 1.4 — Représentation graphique (DOM) d’un document XML.
Figure 1.5 — Représentation graphique d’une DTD associée à des documents traitant de
films.
1.3 Techniques d’indexation des documents semi-structurés
En recherche d’information classique, on définit l’indexation comme l’identification des
descripteurs (ou termes) représentatifs des documents. La façon dont on traite et on stocke
ces descripteurs a un impact direct sur le processus d’appariement.
Lorsque l’on se place dans un contexte de recherche d’information sur des documents semi-
structurés de type XML, un schéma d’indexation doit permettre la reconstruction de l’ar-
borescence décomposée dans les structures de stockage, permettre le traitement des expres-
sions de chemin sur la structure XML, accélérer la navigation dans les documents, autoriser
le traitement de prédicats vagues et précis sur le contenu, et enfin, permettre la recherche
par mots-clés [Grabs, 2003].
Par conséquent, la plupart des schémas d’indexation proposés dans la littérature utilisent la
structure des documents XML afin de redéfinir la granularité du stockage. Deux probléma-
tiques principales doivent alors être considérées :
– Trouver un moyen d’identifier et de stocker les descripteurs structurels,
– Lier efficacement les informations de structure avec les informations de contenu.
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Même si l’indexation des informations de contenu et des informations structurelles sont
étroitement liées, nous nous proposons de les décrire séparément, afin de mieux comprendre
les différents enjeux soulevés par l’une et l’autre. La suite de cette section est organisée de
la manière suivante. Dans un premier temps nous rappelons les principes de l’indexation
de termes tels qu’ils se présentent en RI et en RIS (section 1.3.1) ; puis nous abordons les
différentes problématiques d’indexation propres à la structure (section 1.3.2).
1.3.1 Indexation des termes
En RI, on définit le processus d’indexation comme l’identification des descripteurs ou termes
représentatifs du contenu du document [Baeza-Yates et Ribeiro-Neto, 2011]. Il s’agit d’identifier
et d’extraire les mots-clefs qui permettront un appariement entre document et requête, et
ce, de la manière la plus rapide possible. Pour ce faire, quatre processus ou étapes sont
communément utilisés :
1. L’extraction. Elle consiste à identifier la suite de termes composant le document. Autre-
ment dit on cherche à convertir une suite de caractères en mots pour obtenir l’ensemble
des termes du document.
2. La radicalisation. Elle permet d’isoler la racine des termes pour faciliter leur mise en cor-
respondance ultérieure. Il s’agit, en général, d’une mise au singulier et à l’infinitif par
analyse linguistique au travers du parcours d’un graphe de décomposition du terme
[Schmid, 1994] ; ou par troncature simple ou analyse statistique [Porter, 1980]. Le ta-
bleau ci-dessous synthétise les avantages et les inconvénients de chacune des grandes
familles de radicalisation.
Approche d’extraction Avantages Inconvénients
Statistique
+ Facilité de mise en place
+ Couramment implémentée - Bruit élevé
+ Temps de traitement
Linguistique
+ Haute pertinence des résultats - Temps de traitement
+ Marquage du champ lexical
Hybride + Avantages des deux approches - Temps de traitement
3. Le filtrage. Certains termes peuvent être considérés comme vides de sens. Ils peuvent
être identifiés de plusieurs manières : statistiquement au travers de la fréquence ou de
la taille de certains termes par rapport à un intervalle critique en-dessous ou au-dessus
duquel on les rejettera ; au travers d’une analyse linguistique auquel cas on éliminera les
mots de liaison ou les pronoms ; ou au travers d’une stop-list (également appelée anti-
dictionnaire) contenant les termes dont le sens n’est pas considéré comme suffisamment
significatif pour décrire un document ( c’est le cas, par exemple, des déterminants).
4. La pondération : Il s’agit d’attribuer un poids aux termes significatifs pour l’appariement
document-requête. D’une manière générale, on exploite leur fréquence d’occurrence
dans le document. Plus un terme y est présent par rapport au reste du corpus et plus
son poids est significatif. Il existe également plusieurs autres approches pondérant le
terme sur la base de son sens (approches sémantiques principalement ou linguistiques
s’appuyant sur le contexte).
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5. Une fois tous ces processus effectués l’index obtenu est stocké et servira de référence
au document. On parle alors de fichier inverse donnant les références d’occurrence des
termes pour chaque document du corpus.
Le processus d’indexation de la RI traditionnelle reste d’actualité lorsque les documents
sont structurés. Se pose toutefois la question de savoir comment rattacher l’information du
contenu à l’information structurelle. On parle de la portée des termes d’indexation. Selon
[Lalmas, 2009], il existe deux manières de répondre à cette question. On peut choisir d’agré-
ger le contenu textuel aux nœuds internes ou, au contraire, d’indexer le contenu textuel des
nœuds feuille séparément. Ces deux solutions correspondent aux approches d’indexation
dites des sous-arbres imbriqués et des unités disjointes.
Figure 1.6 — Représentation graphique de certaines des unités d’indexation possibles en
fonction du type d’indexation par sous-arbres imbriqués.
Les approches des sous-arbres imbriqués considèrent que le texte complet de chaque
nœud est un document atomique [Abolhassani et Fuhr, 2004], [Sigurbjörnsson et al., 2004],
[Kamps et al., 2004]. Tous les sous-arbres potentiellement pertinents des documents sont
alors indexés. On trouvera une illustration de l’indexation de sous-arbres imbriqués corres-
pond à l’arbre document de la figure 1.4 dans les figures 1.7 et 1.6. Dans ces schémas le terme
"Primer" est à la fois présent au niveau du nœud movie et title puisque présent dans le
chemin /movie/title.
Du fait de la nature hiérarchique des documents, les nœuds de l’index sont imbriqués les
uns dans les autres ce qui aboutit à la production d’une grande quantité d’information re-
dondante.
Par opposition, les approches par unités disjointes décomposent le document XML
en unités distinctes liées par leurs relations hiérarchiques. Chaque sous-arbre du docu-
ment sera alors la résultante de l’union d’une ou plus de ces parties disjointes [Ogil-
vie et Callan, 2003], [Gövert et al., 2002], [Rölleke et al., 2002], [Fuhr et Grossjohann,
2001] [Sauvagnat, 2005]. De ce fait, les termes des nœuds feuilles sont considérés sépa-
rément et reliés au nœud parent qui les contient. D’après notre exemple, figure 1.7 le
terme "Primer" est seulement lié au nœud du chemin /movie/title, "Aaron" au nœud
/movie/cast/actors/actor/character et ainsi de suite. Ces techniques sont proches
de la représentation initiale de l’arbre document.
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Figure 1.7 — Représentation graphique de certaines des unités d’indexation possibles en
fonction du type d’indexation par unités disjointes.
1.3.2 Indexation de la structure
Lorsque l’on cherche à procéder à l’indexation de la structure, plusieurs approches sont
possibles. L’information structurelle peut être indexée selon des granularités variées allant
de la balise de l’élément à l’arbre complet. Il existe plusieurs manières de parcourir les arbres
(illustrées figure 1.8). Les plus utilisées sont :
– Le parcours en pré-ordre (ou préfixe) : chaque nœud est visité avant chacun de ses fils
parcourus de gauche à droite.
– Le parcours en post-ordre (ou postfixe) : chaque nœud est visité après chacun de ses fils
parcourus de la gauche vers la droite.
– Le parcours en in-ordre (ou infixe) : chaque nœud est visité depuis ses frères disponibles
de gauche à droite.
Figure 1.8 — Illustration des trois approches de parcours d’arbres les plus répandues.
Concernant l’indexation structurelle à proprement parler, nous distinguons quatre
grands ensembles de techniques, que l’on peut classer par taille d’information stockée crois-
sante [Luk et al., 2002].
Les techniques d’indexation basées sur les champs sont atomiques et représentent le ni-
veau de représentation de l’information structurelle le plus bas. Elles consistent en général
à stocker, en plus de la fréquence du terme, les balises auxquelles il est associé.
Ces techniques sont fortement limitées car elles ne permettent pas la navigation dans l’arbre
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document ni même de retrouver le chemin menant à un nœud. C’est ce que proposent les
approches d’indexation des chemins.
L’indexation des chemins revient à stocker l’imbrication des labels d’éléments de la ra-
cine jusqu’aux feuilles. Elle est comparable à la navigation dans un système de fichier. Les
solutions proposées ont pour objectif de référencer des suites d’éléments structurels. Il existe
alors deux manières d’encoder ces chaînes :
– La première [Kanne et Moerkotte, 2000] [Cooper et al., 2001] va stocker des références
aux labels. Le chemin résultant est composé des labels d’éléments parcourus de la
racine à la feuille.
– La seconde va mémoriser une suite de numéros d’ordre de chaque balise du chemin
[Goldman et Widom, 1997] [Min et al., 2005] sous la forme d’un identifiant et d’une
valeur qui peut être numérique, textuelle ou elle-même une suite de sous-objets.
Si ces approches sont faciles à mettre en place, l’information stockée y est toutefois redon-
dante et il n’est pas possible de conserver une mémoire statistique de l’apparition des struc-
tures fréquentes.
Les techniques d’indexation des séquences cherchent à séparer la structure du document
en un ensemble de sous-ensembles récurrents. L’élément y est identifié grâce à sa position
sur l’espace à deux dimensions, formé par ses valeurs post-ordre et pré-ordre [Zezula et al.,
2003]. Certaines de ces approches [Theobald et Weikum, 2002] conservent une liste d’appa-
rition des chemins avec les références aux éléments parent et enfants.
Ces approches ont l’avantage de faciliter l’identification des structures fréquentes mais com-
pliquent la reconstitution de l’arborescence du document. C’est ce que permettent les tech-
niques dites d’indexation d’arbres.
Les processus d’indexation d’arbres ont pour objectif de conserver la trace de l’ordonnan-
cement des nœuds dans l’arborescence. Dans la majorité des cas, il s’agira donc de numé-
roter les nœuds de l’arbre afin de pouvoir reconstruire sa structure [Lee et al., 1996a] [Jang
et al., 1999] [Wilkinson, 1994]. Pour ce faire, les nœuds peuvent se voir attribuer des valeurs
croissantes de pré-ordre et post-ordre [Grust, 2002] ou être stockés par couple liés par un arc
dans l’arborescence d’origine [Florescu et al., 1999].
Afin de gérer les répétitions, chaque label peut être associé à un certain nombre d’identi-
fiants [Wu et Liu, 2008] formés par le parcours des numéros de nœuds des ancêtres et de
celui du nœud courant, ce qui facilite le parcours ultérieur.
Dans inverted index for All NOdes without Replication (ANOR) [Lee et al., 1996b], la structure
du document est considérée comme un k-arbre virtuel dans lesquels k est le degré maximal
de tous les nœuds de l’arbre. Un identifiant unique (UID) est attribué à chaque nœud et
certains nœuds virtuels peuvent ne pas exister. Cette numérotation permet d’utiliser deux
formules arithmétiques simples pour retrouver les UID parents et enfants d’un nœud et de
ce fait facilite la navigation dans la hiérarchie. Ces formules sont :
pere(uidi) = buidi − 2k + 1c (1.1)
en f ant(uidj, chj) = k(uidi − 1) + chj + 1 (1.2)
Avec uidi l’identifiant virtuel du nœud pour l’arbre et chj le fils à atteindre (par exemple 2
pour le deuxième fils).
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Dans l’exemple de la figure 1.9, k = 2 car le degré maximum de l’arbre est 2.
Figure 1.9 — Création du k-arbre virtuel pour k = 2 et numérotation des nœuds pour
indexation.
Ces approches ont le désavantage d’être coûteuses, à la fois pendant le processus d’in-
dexation et sur la taille de l’index produit en sortie. Elles ne sont pas appropriées pour
l’analyse de motifs fréquents. Elles facilitent toutefois la navigation et le raisonnement sur
les relations de l’arbre.
1.3.3 Conclusion
L’indexation des documents semi-structurés doit prendre en compte à la fois le position-
nement des termes dans les documents et la structure elle-même.
Si l’indexation du contenu textuel est similaire à ce que l’on peut retrouver en RI (ex-
ception faite de la problématique de la portée des termes vue en section 1.3.1), l’indexation
de la structure, elle, peut être abordée de nombreuses manières, de la plus simple à la plus
coûteuse en terme de volume de données indexées et/ou de temps de traitement.
Les gains de temps et de taille obtenus par la suite dans le processus d’appariement sont
souvent proportionnels à la quantité d’information structurelle stockée et, de ce fait, pro-
portionnels à la taille de l’index et à la complexité du traitement en général. Le choix d’une
technique d’indexation adaptée devrait donc se faire conjointement au choix du modèle de
recherche d’information.
A titre d’exemple, un processus d’appariement document-requête dans lequel la struc-
ture est une statistique basée sur la fréquence d’occurrence de telle ou telle balise ne né-
cessitera pas un index aussi complexe que ceux proposés par l’indexation des chemins ou
des séquences. A l’inverse, si l’appariement structurel porte sur la nature des liens entre les
nœuds de l’arbre et doit permettre la navigation, alors, les approches d’indexation d’arbres
seront davantage indiquées.
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1.4 Langages de requêtes
Dans cette section nous abordons, dans un premier temps, les principes des requêtes
portant sur le contenu uniquement (section 1.4.1), puis, nous nous intéressons aux requêtes
contenu et structure (section 1.4.2) et à leur représentation graphique.
1.4.1 Spécification des contraintes de contenu
Les requêtes orientées contenu sont composées de termes. Elles peuvent être une suite de
termes simples ou des expressions booléennes. Le traitement des termes de ces requêtes est
identique à celui appliqué aux termes des documents pendant l’indexation (lemmatisation,
filtrage de mots vides comme en section 1.3).
Ces requêtes sont utilisables dans le contexte de la RIS lorsque l’utilisateur n’a pas
connaissance de la structure des documents sur lequel porte sa requête, ou dans le cas où il
n’a pas de demande particulière sur la structure à exprimer.
1.4.2 Spécification des contraintes structurelles
Les requêtes contenu et structure (CAS) adjoignent au contenu textuel des informations
sur la localisation structurelle de l’information recherchée. La formation de ces requêtes pré-
suppose de l’utilisateur une connaissance de la structure du document. Il existe deux raisons
pour lesquelles un utilisateur souhaiterait expliciter des contraintes structurelles [Trotman,
2009b] :
1. Pour contraindre la taille des résultats retournés.
2. Pour restreindre la recherche à des parties du document que l’utilisateur sait ou sup-
pose contenir l’information pertinente.
Il existe un certain nombre de langages de requête CAS dont le pouvoir d’expressivité
et donc la complexité, sont plus ou moins importants. Dans la littérature [Amer-Yahia et
Lalmas, 2006] on les classe en trois familles principales :
– Les langages basés sur les labels : Ces requêtes permettent à l’utilisateur d’exprimer des
conditions de structure rudimentaires portant sur les labels des éléments contenant les
informations de contenu. Elles sont de la forme "label : condition de contenu". A titre
d’exemple la requête "title : appariement de graphe" signifiera que l’utilisateur recherche
un titre de document portant sur l’appariement de graphes.
– Les langages basés sur les chemins : Ces requêtes sont basées sur la syntaxe des expres-
sions XPath [W3C, 2007]. Elles comprennent des conditions de contenu incluses dans
un chemin de label répondant à la syntaxe XPath. Narrowed Extended XPath (NEXI)
[Trotman et Sigurbjörnsson, 2004] ou FuzzyXPath [Campi et al., 2009] sont tout parti-
culièrement représentatifs de cette famille. Selon [Chamberlin, 2002], [W3C, 2007] on
peut établir une distinction supplémentaire entre les requêtes de chemins contenant
des expressions simples telles que "/" pour fils (descendant direct) et "//" pour des-
cendant.
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– Les langages basés sur les clauses : Ces requêtes possèdent une structure similaire à
celle des requêtes de Base de Données (BD) SQL. Elles contiennent des clauses imbri-
quées, qui permettent, une fois recomposées par jointure d’inférer le résultat du besoin
utilisateur exprimé. On pourra à ce titre citer XQuery [Chamberlin, 2002] ou encore
XQuery full-text [Buxton et al., 2008].
Étant donné que la syntaxe de ces langages demande plus ou moins d’apprentissage de
la part de l’utilisateur, de même qu’une connaissance préliminaire de la structure des do-
cuments, un certain nombre d’outils graphiques ont été proposés, cependant sans grand
succès [van Zwol et al., 2006] [Ceri et al., 1999].
Dans la suite de ce mémoire, les requêtes seront exprimées au format Narrowed Ex-
tended XPath (NEXI). Ce dernier, introduit dans le contexte de la campagne d’évaluation
INitiative for the Evaluation of XML retrieval (INEX), que nous abordons en détail en section
1.6, a été conçu comme le "langage de requête le plus simple qui puisse fonctionner" [Trot-
man et Sigurbjörnsson, 2004] [Trotman et Sigurbjörnsson, 2005]. Il a l’avantage de pouvoir
exprimer à la fois des requêtes CO, et CAS. Pour les requêtes CAS, l’élément dont le type
(ici le label) est attendu en réponse par l’utilisateur est appelé l’élément cible. Le reste des
conditions structurelles est quant à lui nommé support ou environnement.
1.4.3 Représentation graphique des requêtes contenu et structure
Lorsqu’il s’agit de représenter graphiquement des requêtes CAS, il apparait naturel
d’utiliser une représentation sous forme d’arbre dans lequel les nœuds sont des éléments
labelisés, les arcs des relations de descendance et les nœuds feuilles le contenu textuel. Dans
la requête NEXI suivante :
//article[about (.//bdy, thread implementation) and about (.//sec,
operating system)] que l’on peut traduire par "je cherche un <article> contenant
un élément <bdy> traitant de l’implémentation des threads et un élément <sec> traitant
des systèmes d’exploitation" (l’élément cible est ici article), les relations hiérarchiques
"//" sont des arcs ancêtre-descendant et l’opérateur booléen de conjonction and indique
que la deuxième condition possède le même ancêtre que la première. On peut représenter
graphiquement cette requête sous la forme de l’arbre de la figure 1.10.
Figure 1.10 — Représentation graphique sous forme d’arbre d’une requête NEXI conte-
nant un opérateur de conjonction.
Nous notons, toutefois, que pour certaines requêtes, cette représentation aboutit à la
production de plusieurs arbres. Ainsi, lors de l’utilisation de l’opérateur booléen de disjonc-
tion OR, on dupliquera l’arbre et on obtiendra autant d’arbres en sortie que d’apparition de
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cet opérateur dans la requête. Ainsi, dans la requête NEXI suivante :
//article[about(.//abs,clustering) or about(.//tig,clustering)] //
sec[about(.,evaluation measure)] qui exprime le besoin d’information "Nous
somme intéressés par les <sec> (il s’agit de l’élément cible) en lien avec les mesures
d’évaluation contenues dans un article dont l’<abs> ou le <tig> traite de clustering"
aboutira à la création de deux arbres représentés dans la figure 1.11.
Figure 1.11 — Représentation graphique sous forme d’arbres d’une requête NEXI conte-
nant un opérateur booléen de disjonction.
1.4.4 Conclusion
Avant toute utilisation au sein du processus d’appariement, les requêtes CAS demandent
un double traitement portant sur :
– Le contenu. Il est similaire à celui subi par les termes de la collection à l’indexation.
– La structure. Un choix de représentation et de prise en compte de la structure au niveau
du processus de recherche d’information.
La section suivante traite de la prise en compte de cette structure dans le processus d’ap-
pariement document-requête.
1.5 Modèles d’appariement document-requête
Parmi toutes les étapes nécessaires au fonctionnement de SRIS XML, l’appariement
document-requête est le processus pivot.
Lorsque l’on parle d’appariement, on distingue deux familles d’approches :
– L’appariement exact, historiquement associé au monde des bases de données. L’objectif
est de retrouver les termes ou la structure correspondant exactement à ceux exprimés
par la requête. Cette famille d’approches retourne sans classement l’ensemble des do-
cuments ou des granules documentaires correspondants à la requête.
– L’appariement non-exact, lié à la recherche d’information. L’objectif est de mesurer un
degré de correspondance entre les termes et/ou la structure du document et ceux de
la requête. Cette approche permet de classer les documents ou les granules documen-
taires ainsi retournés par ordre de pertinence.
Dans notre domaine, l’objectif final est de renvoyer une suite de documents ou d’élé-
ments classés par pertinence, des techniques d’appariement non-exacts sont donc utilisées
et prennent en compte à la fois le contenu et la structure.
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Concernant le contenu, la majorité des approches de RIS utilisent des adaptations de
modèles algébriques et probabilistes classiques appliqués à l’élément.
Quelle que soit le modèle choisi, il sera nécessaire d’adapter l’évaluation du contenu à l’élé-
ment [Sigurbjörnsson et al., 2004] [Kamps et al., 2004] [Lu et al., 2005]. La raison est que l’on
observe une dissymétrie entre les éléments de haut niveau hiérarchique (proches de la ra-
cine) et ceux de bas niveau (proches des feuilles).
Il existe deux manières antagonistes de considérer cette dissymétrie [Robertson et Walker,
1994]. La première considère que les éléments, quelle que soit leur taille contiennent autant
d’informations pertinentes mais utilisent plus de termes pour les exprimer. On parle alors
de verbosité. La seconde considère que les éléments les plus longs contiennent davantage
d’informations intéressantes. Il s’agit de la portée. Selon [Zhou et al., 2011] ces deux hypo-
thèses sont partiellement vraies. Un équilibre doit être trouvé lors de la mise en œuvre de
l’appariement .
Afin de résoudre ce problème, on applique en général une fonction de normalisation basée
sur la taille ou la fréquence de l’élément. Un élément de haut niveau verra son poids réduit
car il recouvre plus de termes qu’une feuille.
Dans les modèles de RIS hérités des modèles algébriques classiques tel que le modèle
vectoriel [Fuller et al., 1993] [Mass et Mandelbrod, 2005a], les termes de l’élément et de la
requête sont représentés dans un espace Euclidien de dimension élevée, engendré par tous
les termes de l’index. La pertinence d’un élément vis-à-vis d’une requête est mesurée par
la proximité de leurs vecteurs respectifs au travers d’un produit scalaire ou du cosinus de
l’angle formé par les deux vecteurs. La normalisation intervient au niveau du calcul du
produit scalaire. Par exemple, dans [Fuller et al., 1993] la pertinence d’un élément est évaluée
et calculée séparément à partir de la fréquence des termes dans l’élément pondérée par le
nombre de termes dans ce nœud puis combinée à la pertinence des nœuds ascendants.
Les modèles probabilistes de RIS utilisent une application directe du principe de pondé-
ration du score de contenu par la taille de l’élément. Un exemple est donné dans [Lu et al.,
2005]. Les auteurs considèrent l’élément comme un document atomique, et, de ce fait, mo-
difient le BM25 de [Robertson et Walker, 1994] en ce sens. On considèrera que la mesure de
pertinence de l’élément est égale à la fréquence du terme pondérée par la taille de l’élément,
par rapport à la taille moyenne des éléments dans la collection.
Les modèles de langue ([Berger et Lafferty, 1999] [Miller et al., 1999] [Ponte et Croft, 1998]
[Tsagkias et al., 2011]) ont connu un grand nombre d’adaptation en RIS [Sigurbjörnsson et al.,
2004] [Kamps et al., 2004] [Huang et al., 2007] [Ogilvie et Callan, 2005] [Mulhem et Chevallet,
2012]. Ils font l’objet d’une étude approfondie au chapitre 3.
Concernant la structure, on distingue dans la littérature deux grandes familles d’ap-
proches [Baeza-Yates et Ribeiro-Neto, 2011] [Lalmas, 2009] :
– Les approches relationnelles (on parle également d’approches orientées données). Ces ap-
proches considèrent que les balises XML sont des types homogènes qui peuvent repré-
senter des relations similaires à celles des bases de données. On peut rapprocher ces
méthodes de l’appariement exact. Elles partagent les avantages et les inconvénients de
toute approche exacte, à savoir qu’elles sont munies d’un socle théorique solide basé
sur la théories des ensembles mais qu’elles ne permettent pas la prise en compte de la
notion de pertinence.
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– Les approches recherche d’information. Ces approches considèrent les balises comme
une structure logique descriptive.
Nos travaux se situant dans le domaine de la RIS, nous ne ferons état ici que des techniques
en rapport avec la recherche d’information.
La suite de cette section a pour objectif de montrer de quelle façon est prise en compte
la structure au niveau du processus d’appariement dans le cadre d’un approche recherche
d’information. La structure est utilisée soit :
– De manière implicite pour aider au calcul du score des éléments (section 1.5.1).
– De façon explicite pour répondre à des requêtes contenu et structure (section 1.5.2).
1.5.1 Utilisation implicite de la structure dans le processus d’appariement
Historiquement, les premières approches évaluaient les éléments XML en se basant sur le
contenu textuel des nœuds feuilles. Elles ont par la suite progressivement intégré une notion
de contexte de l’élément permettant une pondération du score en fonction de la fréquence
des balises ou de son positionnement hiérarchique. Cette évolution a abouti à trois grandes
familles d’évaluation de la structure du document [Baeza-Yates et Ribeiro-Neto, 2011] :
– Par contextualisation. On associe au score de l’élément le score de son contexte (docu-
ments, éléments proches) [Sigurbjörnsson et al., 2004] [Arvola et al., 2005] [Arvola et al.,
2011].
– Au travers de la propagation. Il s’agit d’utiliser la distance entre les nœuds pour le
transfert de la pertinence de contenu [Hubert, 2005a] [Sauvagnat et al., 2006a] [Geva,
2007].
– Au travers de l’agrégation : il s’agit de combiner des représentations des éléments de
niveau hiérarchique inférieur par rapport à l’élément en fonction de la structure du
document [Larson, 2006].
Les sections suivantes décrivent chacune des trois grandes familles d’évaluation de la
structure. La section 1.5.1.1 est consacrée à la contextualisation, la section 1.5.1.2 à la propa-
gation ; et la section 1.5.1.3 à l’agrégation.
1.5.1.1 Contextualisation des éléments
La contextualisation est un concept introduit initialement par [Sigurbjörnsson et al., 2004]
et généralisé par [Arvola et al., 2005] qui se définit selon [Trotman, 2009a] comme une fa-
mille de techniques cherchant à évaluer la pertinence d’une unité de texte au moyen d’in-
formations obtenues en dehors de l’unité d’information elle-même et au travers des unités
textuelles qui l’entourent. En d’autres termes, ces approches considèrent que le score de per-
tinence d’un élément doit être considéré conjointement avec celui du contexte dans lequel il
a été produit. En général, le contexte de l’élément est le document.
Il existe deux justifications principales quant à l’utilisation de telles approches :
– Un élément pertinent est en général contenu dans un document globalement per-
tinent et réciproquement les documents non pertinents auront tendance à contenir
des éléments majoritairement non pertinents. Il devient alors nécessaire de considérer
conjointement élément et document, afin de rendre compte de ce transfert de perti-
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nence.
– Un terme de la requête peut être absent d’un élément mais présent ailleurs dans le
document. De ce fait, il peut être utile de réduire le biais introduit par le niveau de
granularité.
Quelle que soit la justification retenue, la stratégie de calcul de score consistera alors
à combiner les scores des éléments aux scores des autres éléments du document qui les
contient. Ces derniers sont définis comme le contexte. Étant donné que l’arbre document est
équivalent à l’arbre enraciné par l’élément de plus haut niveau, on considère en général que
cet élément racine est indicateur du contexte. La manière la plus simple de procéder consiste
alors à établir une combinaison linéaire entre le score du document et le score de l’élément.
Il est toutefois possible de considérer des éléments quelle que soit leur position. Entre
alors en jeu la distance entre les éléments dans l’arbre du document. Dans [Arvola et al.,
2011], l’auteur propose une classification des approches de contextualisation en se basant
précisément sur cette distance. On distinguera trois sous-ensembles.
Le premier est la contextualisation verticale. Ces techniques utilisent les nœuds de plus
haut niveau hiérarchique et le nombre de relations père fils depuis la source vers la cible.
La contextualisation verticale est sans doute la plus répandue [Sigurbjörnsson et al., 2004]
[Arvola et al., 2005] [Mass et Mandelbrod, 2005a].
Le second ensemble regroupe les techniques de contextualisation horizontale. Ces ap-
proches [Clark et Derose, 1999] considèrent les relations entre les nœuds frères. Le problème
est que, de par leur nature, les distances sont mesurées indirectement. On utilise l’ordre sé-
quentiel en lieu et place ou conjointement à une représentation arborescente du document.
Cette technique a l’avantage d’éviter les chevauchements entre le contenu textuel des élé-
ments. Elle est toutefois peu utilisée.
Enfin, le dernier ensemble concerne la contextualisation ad-hoc. Ces méthodes sont des
composites de plusieurs autres méthodes [Kamps et al., 2005] et incluent parfois des relations
entre des éléments de documents différents [Mulhem et Verbyst, 2009]. Dans [Mulhem et
Chevallet, 2012], le contexte est considéré au niveau des éléments voisins du document en
prenant en considération le label des éléments (cette approche est expliquée plus en détail
au chapitre 3 car elle concerne les modèles de langue).
1.5.1.2 Propagation des scores des éléments
Les techniques basées sur la propagation utilisent la représentation arborescente de
l’arbre document afin de transmettre les scores depuis des éléments liés par une relation
ancêtre-descendant. Il existe deux façons principales d’appliquer la propagation, représen-
tées dans la figure 1.12 :
– Par une propagation ascendante ou bottom-up. Il s’agit de transmettre le score des
nœuds feuilles jusqu’à la racine en attribuant un score à chaque élément rencontré.
– Par une propagation descendante ou top-down. Ces techniques vont chercher à retrans-
mettre une partie du score de l’environnement vers l’élément, soit, à l’inverse des
approches bottom-up, depuis la racine jusqu’aux feuilles en attribuant un score aux
éléments rencontrés. Nous considérons que ces techniques sont similaires à une hy-
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bridation entre les principes de contextualisation et la propagation elle-même.
C’est ce que nous avons proposé dans [Laitang et al., 2012b] [Laitang et al., 2011] [Lai-
tang et Pinel-Sauvagnat, 2011] [Laitang et al., 2012a] et que l’on retrouve dans [Sauva-
gnat, 2005] et que nous présenterons ultérieurement au chapitre 4.
Figure 1.12 — Illustration de deux types de propagation.
La propagation bottom-up est la plus répandue du fait de la localisation du texte dans
les nœuds feuilles. De ce fait elle est forcément utilisée lorsque seul le contenu textuel des
nœuds feuilles est indexé. Le score d’un élément (nœud interne) est mesuré sur la base du
score des éléments descendants. Reste à déterminer comment pondérer les scores transmis
de façon à ne pas trop avantager les ancêtres par rapport aux descendants.
On utilise en général une fonction de décroissance ("decay" [Baeza-Yates et Ribeiro-Neto,
2011]) qui aura pour objectif de diminuer le score transmis d’un nœud à un autre en fonc-
tion de la distance qui les sépare dans la hiérarchie, du nombre de nœuds parcourus ou du
nombre de nœuds sources de score.
Dans [Geva, 2007] le score d’un élément par rapport à une requête est calculé comme
une somme pondérée des scores de ses nœuds fils. Cette pondération est établie à partir du
nombre des fils dont le score est différent de 0. Formellement on aura :
RSV(n, Q) = D(m)×∑
nc
RSV(nc, Q) (1.3)
Avec D(m) le facteur de décroissance du score et nc les fils du nœud n. La conséquence
est que le score diminue progressivement au fur et à mesure de sa progression dans la hié-
rarchie en fonction du nombre de fils transmettant le score. Ce type de technique permet
de s’assurer que la racine n’est pas favorisée du fait de sa position d’ascendant absolu de
l’arbre (position qui en fait le conteneur de l’intégralité des nœuds feuilles).
Dans le modèle XFIRM [Sauvagnat et al., 2006a] [Sauvagnat, 2005] la propagation se base
sur la distance entre les nœuds soit le nombre d’arcs parcourus. Une mesure de propagation
est également proposée dans [Hubert, 2005a].
Nous venons de le voir, les techniques basées sur la propagation évaluent le score de
pertinence des éléments en propageant et pondérant le score des nœuds environnants. Un
autre ensemble de techniques utilise les relations structurelles afin de déterminer le score de
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l’élément courant : l’agrégation. C’est cette famille d’approches que nous nous proposons
maintenant de présenter.
1.5.1.3 Agrégation contenu et structure
La notion d’agrégation repose sur l’idée qu’un document semi-structuré peut être vu
comme l’agrégation de deux ensembles de représentation :
– Sa propre représentation de contenu générée au travers de techniques d’indexation
standard,
– Le contenu des représentations des éléments structurellement liés soit hiérarchique-
ment, soit de manière séquentielle, soit au travers de liens.
L’agrégation diffère de la propagation en cela que la combinaison n’est pas opérée sur les
scores mais sur les représentations.
L’agrégation peut être opérée au niveau de l’indexation (on parle alors d’agrégation globale)
ou au niveau du traitement de la requête (agrégation locale). Nous nous plaçons ici dans le
cadre de l’agrégation locale.
Le score d’un élément peut, par exemple, être obtenu au travers d’une fonction permet-
tant d’agréger sa représentation à celle de ses éléments fils. Ainsi dans la figure 1.13, le nœud
racine correspondant à l’élément labellisé movie sera obtenu par l’agrégation de sa repré-
sentation propre et de celle de ses quatre représentations obtenues par les arbres enracinés
par ses fils R1, R2, R3, et R4.
Figure 1.13 — Illustration du lien entre les représentations pour l’évaluation de la perti-
nence d’un élément dans une approche par agrégation.
A titre d’exemple, dans [Ogilvie et Callan, 2005] le score de l’élément est évalué au tra-
vers d’un modèle de langue centré sur l’élément. Le score final sera alors l’interpolation des
modèles de langue des fils pondérés par un paramètre de contribution de chacun d’entre
eux. On trouvera d’autres modèles d’agrégation dans [Lu et al., 2005] [Myaeng et al., 1998]
[Kazai et al., 2001] [Larson, 2006].
Ainsi, tout comme pour la propagation et la contextualisation, l’agrégation identifie les
relations entre éléments structurels. Elle en diffère toutefois en cela que les scores sont calcu-
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lés indépendamment et pour chaque élément à partir de l’ensemble de leur contenu textuel.
1.5.1.4 Conclusion
Les approches vues au cours de cette section permettent de considérer la structure du
document mais pas nécessairement la relation entre les requêtes exprimant des contraintes
structurelles et le document lui-même.
Dans la section suivante, nous nous intéresserons à la manière dont ces contraintes sont
traitées dans le cadre de l’évaluation de la pertinence des éléments.
1.5.2 Traitement des contraintes structurelles des requêtes
Puisque les requêtes CAS permettent de spécifier, en plus des mots-clefs, l’emplacement
structurel de ces derniers, ces contraintes peuvent alors être utilisées pour améliorer le pro-
cessus d’appariement. On distingue en général trois grandes familles d’approches pour le
traitement de ces contraintes [Trotman, 2009a] [Lalmas, 2009] : la classification, le "structure
boosting" et la propagation de scores. Nous nous inspirons de cette classification et l’étendons
pour proposer les trois classes suivantes :
– La classification des éléments selon des ensembles d’équivalence. Ces approches
cherchent à regrouper les éléments qui possèdent des balises sémantiquement iden-
tiques [Mass et Mandelbrod, 2005b]. La mesure est alors établie en fonction de la cor-
respondance ou de la non-correspondance avec l’élément recherché [Doan et Halevy,
2005].
– La variation des scores. Les nœuds ou les chemins des nœuds dans les documents
permettent une amélioration ou une réduction du score de contenu initial [van Zwol,
2005].
– La prise en compte des distances structurelles. Ces approches prennent en considéra-
tion la forme arborescente des documents. L’évaluation pourra se faire au travers de
méthodes dites de propagation similaires à celles abordées en section 1.5.1.2 [Sauvagnat
et al., 2006a] [Hubert, 2005a]. Les contraintes structurelles exprimées dans les requêtes
permettront en plus de pondérer le poids du contenu transmis en fonction de la cor-
respondance du label des nœuds rencontrés.
Dans la suite de cette section, nous décrirons chacune de ces familles de la plus simple à la
plus complexe à mettre en œuvre.
1.5.2.1 Classification des éléments selon des classes d’équivalence de labels
Les techniques de classification ont pour objectif de regrouper les labels ou les ensembles
de labels en classes d’équivalence afin de discriminer les documents ou d’en faciliter la re-
présentation.
Lorsqu’il s’agit d’établir des classes d’équivalence on peut choisir de se baser sur l’équi-
valence entre les labels. Un ensemble de groupes d’information est choisi à priori et tout
les labels de la DTD sont liés à ces groupes. Si <p> correspond à un paragraphe et <ip> à
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un sous-paragraphe, alors ils seront groupés dans un seul ensemble correspondant au para-
graphe.
Les approches les plus simples sont manuelles [Mass et Mandelbrod, 2005b]. Elles pré-
sentent toutefois le désavantage d’être coûteuses en temps et nécessitent la participation
d’un expert sur le corpus pour l’évaluation. De plus, elles ne permettent pas d’évaluer les
corpus hétérogènes. Afin de résoudre ce dernier point, on trouve des techniques automa-
tisées [Doan et Halevy, 2005] utilisant les DTDs pour identifier des ensembles d’éléments
similaires mais syntaxiquement différents.
Dans la figure 1.14, les éléments labélisés actors et actor peuvent par exemple être consi-
dérés comme équivalents.
Figure 1.14 — Regroupement des contraintes structurelles de la requête selon des classes
d’équivalences sémantiques.
La forme générale de la structure peut être utilisée à des fins de discrimination. L’objectif
est alors de retourner la catégorie sémantique dans laquelle se place le document puis de
filtrer les résultats en fonction de la requête. Cette catégorie peut être déterminée à la volée
lors de l’appariement ou comme dans [Ramírez, 2011] en amont lors de l’indexation. On
pourra, par exemple, considérer qu’un document portant sur un compositeur de musique
n’est pas pertinent lorsque la requête porte explicitement sur un film.
Si regrouper les contraintes structurelles permet de réduire la complexité et de ne pas
discriminer les documents dont la structure est peu informative et trop verbeuse, elle in-
fluence néanmoins le niveau de granularité de l’information retournée. De même, lorsque
ces approches sont utilisées à des fins de filtrage, elles ne permettent pas une évaluation fine
de la similarité. C’est ce dernier point que permettent de prendre en compte les techniques
présentées dans la section suivante.
1.5.2.2 Variation du score de contenu des éléments en fonction de la structure
Ces approches considèrent les contraintes structurelles à posteriori de l’évaluation du
score de contenu afin de réduire ou d’augmenter le score de l’élément. La structure de l’arbre
n’est donc pas utilisée dans l’évaluation. L’idée sous-jacente est que le contenu et la structure
représentent des unités d’information différentes. Il apparait alors intéressant de les séparer
au cours de l’évaluation.
Dans [van Zwol, 2005], l’auteur génère un ensemble de résultats en ignorant les
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contraintes structurelles. Le score est ensuite augmenté selon une échelle linéaire pour les
éléments répondant à la structure exprimée. Des pénalités sont appliquées pour les nœuds
en profondeur dont le label est très fréquent. On retrouve ces principes dans [Theobald et
Weikum, 2002] où les auteurs y associent une technique de propagation du score. Enfin,
dans [Ben Aouicha et al., 2010], les auteurs éliminent les éléments dont les nœuds fils ne
contiennent que du texte ou des labels associés à la présentation et donc sémantiquement
non significatifs.
Ces méthodes présentent le désavantage de ne pas utiliser l’arborescence des documents
XML, c’est-à-dire de ne pas considérer le contexte structurel dans lequel se place le nœud.
C’est ce que permettent les approches se basant sur les distances structurelles.
1.5.2.3 Prise en compte des distances structurelles
Les techniques dites de propagation évaluent le score des nœuds intermédiaires en fonc-
tion du score de leurs descendants pondérés par la distance. Les techniques précédemment
citées [Geva, 2007] [Sauvagnat, 2005] peuvent, lorsqu’elles se placent dans le cadre de l’uti-
lisation de requête contenu et structure (CAS), être considérées comme faisant partie de
cette famille. La prise en compte de la distance structurelle implique alors une fonction de
décroissance du score basée sur la distance entre le nœud recherché et le nœud rencontré.
Dans [Sauvagnat, 2005], lorsque les contraintes structurelles sont exprimées, elles sont
tout d’abord atomisées sous la forme de couples {contraintes structurelle - "mot
clef"}. La propagation du score est alors effectuée depuis les nœuds feuilles jusqu’aux élé-
ments dont le label est associé à celui de la requête.
Dans la figure 1.15, le nœud n f1 répond au nœud n f6 de la requête tandis que le nœud n f4
répond à n f7. Ces deux nœuds seront donc les sources de la propagation. Comme n f1 est
inclus dans le couple title - "Primer" son score est propagé jusqu’au noeud n2. De
manière similaire, puisque n f4 est inclus dans le couple character - "Aaron" son score
est propagé jusqu’au noeud n10. Enfin tous les scores sont propagés jusqu’à n1 qui corres-
pond à l’élément cible de la requête. La distance est utilisée comme facteur de pondération
au travers de la formule αdist(n,n f ) × RSV(q, n) dans laquelle le paramètre α permet de faire
varier l’importance donnée à la distance dans le score final. Ainsi les nœuds ancêtres im-
médiats des feuilles verront leur score α0 égal à 1 et obtiendront le même score que leurs
feuilles tandis que les nœuds plus éloignés verront leur score diminué.
Dans [Hubert, 2005a], les nœuds ne répondant pas aux contraintes de la requête ré-
duisent le score à la propagation. Cela permet une valorisation du score des nœuds dont
la hiérarchie suit celle de la requête.
Si la propagation nous semble la technique la plus précise, elle est également la plus
coûteuse. Le choix de la méthode dépendra en général de la nature de la collection et des
objectifs souhaités.
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Figure 1.15 — Exemple de propagation de la pertinence dans un arbre XML d’après l’ap-
proche XFIRM.
1.5.3 Conclusion
Il existe un grand nombre de modèles de recherche d’information XML considérant les
informations structurelles de manière plus ou moins stricte. Ces informations sont utilisées
à deux niveaux :
– Au niveau du document, on peut choisir de considérer l’élément comme une unité
atomique ou un agrégat, ce qui nécessitera dans tous les cas de normaliser le calcul
du score au niveau de l’élément. Le contexte de l’élément peut, quant à lui, être utilisé
pour augmenter ou diminuer son score.
– Au niveau de la requête, lorsque des contraintes structurelles sont exprimées, le ni-
veau de correspondance entre ces dernières et les labels des éléments du document
peut être utilisé pour impacter positivement ou négativement le score. De même, la
correspondance entre les liens hiérarchiques exprimés par la requête et ceux exprimés
dans le document peut être utilisée afin d’influer sur la transmission du score lors
d’une propagation.
1.6 Évaluation des résultats de la recherche d’information
L’évaluation des systèmes de recherche d’information est le processus permettant de
mesurer les performances des systèmes et leur positionnement par rapport à l’existant. Les
systèmes peuvent être évalués selon deux dimensions :
– L’efficience. Cette notion est en rapport avec la complexité du système, soit sa consom-
mation en temps et en espace. La qualité d’un système est d’autant plus élevée que
sa consommation est faible. Dans le cadre de traitement de grands corpus documen-
taires, elle est une valeur essentielle du passage à l’échelle.
– L’efficacité. Elle se définit comme la capacité à renvoyer des documents ou des granules
documentaires pertinents.
Impact de la structure dans l'appariement de documents XML 29
Recherche d'information et documents semi-structurés
Nous nous intéressons ici plus particulièrement à l’évaluation de l’efficacité et à la notion de
pertinence qui lui est associée. Cette notion est ambiguë en cela qu’elle est fondamentale-
ment subjective tandis que l’automatisation de la mesure de la pertinence est un critère qui
doit être autant que possible objectif. De nombreux travaux ont donc porté sur la création
de mesures et de processus d’évaluation à même de réduire ces difficultés et par là même
de rendre l’évaluation possible. Des campagnes d’évaluation ont été créées et fournissent le
matériel permettant l’évaluation (TREC, CLEF, INEX, etc.).
Pour évaluer les systèmes on utilise des ensembles documentaires appelés collections
ainsi que des requêtes associées à des jugements de pertinence. L’adéquation entre les juge-
ments de pertinence et les résultats retournés par les SRI (la qualité des réponses) est évaluée
au travers de mesures d’évaluation basées généralement sur :
– Le rappel. Il se définit comme "la fraction des documents pertinents de la collection
que retourne le système" [Manning et al., 2009]. Il est mesuré en fonction de la propor-
tion de documents pertinents restitués par le système relativement à l’ensemble des
documents pertinents contenus dans la base documentaire.
– La précision. Elle se définit comme "la fraction pertinente des résultats retournés par
le système" [Manning et al., 2009]. Elle est mesurée par la proportion de documents
pertinents relativement à l’ensemble ou à un seuil des documents restitués par le sys-
tème.
Les systèmes peuvent être évalués aux moyens de courbes rappel-précision mesurant le
couple à chaque document retourné.
Dans un contexte de Recherche d’Information Structurée, les collections considérées
peuvent être de deux types [Manning et al., 2009] :
– Les collections orientées texte : Le contenu textuel est exhaustif, les termes sont en géné-
ral plus nombreux et le contenu est narratif. La structure est ici purement descriptive
et similaire à ce que l’on trouverait dans un livre (< chapitre > ou < paragraphe >).
– Les collections orientées données : Le contenu textuel est très spécifique, les termes sont
peu nombreux par balise et la structure est sémantiquement significative. Elle doit
permettre de représenter des relations similaires à celles que l’on retrouverait dans
une base de données.
Du fait de la granularité des résultats retournés, les mesures utilisées vont parfois pro-
poser de prendre en compte, par exemple, le recouvrement (overlap 2) ou la position de l’élé-
ment dans le document. Une étude de différentes mesures d’évaluation de RIS est proposée
dans [Wang et Zhu, 2010] et [Kamps et al., 2007].
La campagne d’évaluation de référence dans le domaine de la RIS est la campagne
d’évaluation INEX (INitiative for the Evaluation of XML retrieval). Apparue en 2002, elle
regroupe différentes tâches permettant de couvrir un large éventail de besoins allant de la
reformulation de requête à la recherche Ad-hoc.
Dans les sections suivantes, nous présenterons deux des tâches d’évaluation de cette
campagne centrées sur l’utilisation de la structure. Ces deux tâches sont INEX 2005 (section
1.6.1) et INEX Datacentric 2010 (section 1.6.2).
2. Le fait d’autoriser ou non le système à retourner comme réponse à une requête de multiples éléments liés
par une relation-ancêtre descendant.
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1.6.1 INEX CAS 2005
1.6.1.1 Nature de la collection
Entre 2003 et 2005 la collection IEEE a été utilisée pour la totalité des tâches INEX. Cette
collection se compose de publications scientifiques des années 1995 à 2005. La collection
de 2005 compte 16819 documents pour une taille totale de 705 mega-octets. Un article est
composé en moyenne d’environ 1500 éléments pour une profondeur de 6,9. Au total, la
collection contient 8 millions de nœuds et 192 balises différentes.
On trouvera un exemple de document XML de la collection IEEE dans la figure 1.16.
Figure 1.16 — Version abrégée d’une document de la collection IEEE 2005.
La collection IEEE peut être considérée comme orientée texte en cela qu’elle possède une
structure purement descriptive et un nombre de termes important par élément.
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1.6.1.2 Requêtes et tâches d’évaluation
Les requêtes de la campagne d’évaluation INEX sont créées par les différents partici-
pants et doivent être représentatives de besoins utilisateur réels. Elle se divisent en requêtes
CO et CAS (c.f section 1.4.2). On parle de Topic pour l’ensemble d’interrogation qui com-
prend :
1. un champ d’identifiant de la requête.
2. un titre pouvant être assimilé à une version CO de la requête.
3. un castitle pouvant être assimilé à une version CAS de la requête et exprimé en langage
NEXI.
4. une description résumant en une phrase le besoin d’information.
5. un narratif exprimant sous la forme d’un petit texte les besoins de recherche.
La figure 1.17 est un exemple de requête issue d’INEX 2005.
Figure 1.17 — Exemple de requête CAS INEX 2005.
La tâche CAS d’INEX 2005 se subdivise en plusieurs sous-tâches pouvant se définir
comme représentatives du niveau de contrainte sur le positionnement des éléments spé-
cifiés dans la requête. Ces contraintes peuvent être :
– Vagues : Par vague, on entend que les contraintes structurelles peuvent ne pas être
respectées. L’élément retourné peut donc être un élément voisin ou se situer dans une
hiérarchie qui ne respecte pas celle de la requête. Les approches vagues donneront
donc l’avantage au contenu par rapport à la structure.
– Strictes : On parle d’une approche stricte lorsque l’élément retourné se doit de posséder
le même label que celui spécifié par la requête et que sa hiérarchie doit être respectée.
Les approches strictes sont donc plus orientées structure que les approches considérant cette
dernière de manière "vague". La combinaison de ces contraintes en fonction de l’environne-
ment ou de l’élément cible lui même aboutit à quatre sous-tâches :
– VVCAS : les conditions de structure doivent être considérées comme vagues sur l’élé-
ment cible et son environnement. Cette sous-tâche contient 10 requêtes.
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– SVCAS : les conditions de structure sont strictes sur l’élément cible et vagues sur son
environnement. On y trouve les 10 mêmes requêtes que pour la tâche VVCAS.
– VSCAS : les conditions de structure doivent être considérées comme vagues sur l’élé-
ment cible et strictes sur son environnement. 8 requêtes sont utilisées pour la résolu-
tion de cette tâche.
– SSCAS : les conditions doivent être considérées comme strictes sur l’élément cible tout
comme sur son environnement. Cette sous-tâche comporte les 8 requêtes déjà utilisées
dans la tâche VSCAS.
Le tableau ci-dessous donne les pourcentages de distribution de requêtes par nombre
contraintes structurelles que nous représentons par la cardinalité de l’arbre requête | Q |
ainsi que le nombre moyen de contraintes structurelles par requête :
Tâche | Q | = 1 | Q | = 2 | Q | ≥ 3 moyenne
SSCAS et VSCAS 25 % 25 % 50 % 2.25
SVCAS et VVCAS 20% 30 % 50 % 2.33
1.6.1.3 Mesures d’évaluation
Les mesures d’évaluation de référence des sous-tâches CAS d’INEX 2005 sont au nombre
de deux :
– nxCG pour gain cumulé normalisé (normalized cumulated gain). Cette mesure repré-
sente la valeur cumulée jusqu’à un certain seuil (par exemple nxCG10 pour les 10
premiers résultats) par rapport à un classement idéal. Pour i le rang, xCI le vecteur de
classement idéal et xCG(i) la somme des scores jusqu’au rang i :
nxCG(i) =
xCG(i)
xCI(i)
(1.4)
– Maep pour moyenne effort-précision (Non interpolated mean average effort-precision).
Cette mesure est utilisée pour moyenner les valeurs d’effort précision pour chaque
rang auquel un élément pertinent est renvoyé.
Il est à noter que le classement global des participants s’effectue sur la Maep. On trou-
vera plus de précisions sur les mesures d’évaluation dans [Kazai et Lalmas, 2006].
1.6.2 INEX Datacentric 2010
1.6.2.1 Nature de la collection
La collection Datacentric est basée sur les données du site internet IMDB. Il existe deux
types d’objets dans cette collection auxquels correspondent deux DTD différentes : les films
et les personnes impliquées dans les films tels que les acteurs/actrices, les réalisateurs, les
producteurs, etc. Chaque classe de documents possède sa propre DTD.
La collection contient la description de 1 594 513 films, 1 872 471 acteurs, 129 137 réa-
lisateurs et 178 117 producteurs n’ayant joué dans aucun film, et 643 843 autres types de
personnes tels que des compositeurs ayant participé au film d’une autre manière. Au total
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la collection compte donc 4 418 081 documents pour une taille totale d’environ 20 giga-
octets.
On trouvera dans la figure 1.18 un exemple de document XML extrait d’IMDB.
Figure 1.18 — Version abrégée d’un document issue de la collection IMDB d’INEX 2010 et
2011 Datacentric.
La collection IMDB peut être considérée comme orientée données pour deux raisons :
– la structure y est sémantiquement significative et non redondante avec le contenu tex-
tuel. Il est aussi informatif de connaitre la nature de la balise (par exemple <actor>)
que son contenu.
– Le nombre de termes par balise est relativement faible à l’exception des éléments por-
tant sur le scénario ou les anecdotes de tournage.
1.6.2.2 Tâches d’évaluation
La tâche Datacentric de 2010 a pour objectif de répondre à la question : "Une approche
de recherche document peut elle être plus efficace qu’une approche de recherche centrée sur
l’élément ?"
Afin de répondre à ce problème les requêtes ont pour objectif de retourner des éléments
proches ou correspondant à l’élément cible.
1.6.2.3 Requêtes
Tout comme pour la tâche d’évaluation INEX 2005, les requêtes sont de type CO
(Content) et CAS (Content And Structure) et spécifient donc à la fois des contraintes de
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contenu et des contraintes de structure. On y retrouve la même forme de topic que pré-
sentée précédemment (section 1.6.1.2). Au total cette tâche contient 28 requêtes pour une
moyenne de 2.64 contraintes par requêtes. On trouvera figure 1.19 un exemple de requête.
Figure 1.19 — Exemple de requête Datacentric INEX 2010.
Le tableau ci-dessous donne les répartitions en pourcentage de requêtes par nombre de
contraintes structurelles :
Tâche | Q | = 1 | Q | = 2 | Q | = 3 | Q | ≥ 4 Moyenne
Datacentric 2010 7.14 % 39.28 % 35.71 % 17.86 % 2.64
1.6.2.4 Mesures d’évaluation
Les mesures utilisées sont au nombre de deux mesures officielles et une mesure non-
officielle :
– MAiP (Mean Average Interpolated Precision) : est calculée sur un certain nombre de
points de rappel (eg : 0.00, 0.01, etc.). Elle est utilisée pour la mesure du degré de
pertinence dans une recherche ciblée.
– MAgP (Mean Average Generalized Precision) T2I(300) : permet de mesurer l’exhausti-
vité des résultats obtenus. La MAgP est une généralisation de la précision et du rappel.
Le T2I est une mesure de tolérance à la non pertinence parmi les passages retournés.
Ces deux mesures sont utilisées conjointement. Cette mesure est utilisée dans le cadre
d’une recherche pertinente dans le contexte.
– MAP (Mean Average Precision) : est une mesure non officielle que l’on retrouve dans
les actes de la campagne d’évaluation [Arvola et al., 2010]. Elle est calculée comme la
moyenne des précisions moyennes pour toutes les requêtes.
On trouvera de plus amples informations sur le détail de ces mesures dans [Kamps et al.,
2007].
En 2011, la tâche Datacentric fut reconduite mais seule la mesure MAP fut conservée.
A notre sens, elle ne permet pas d’évaluer de manière performante les approches orientées
élément, puisque seul le document dans son ensemble est conservé pour la mesure du score
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final. De plus, elle ne permet pas de considérer les cas où plusieurs éléments distincts d’un
même document pourraient être pertinents. En synthèse : il s’agit d’une mesure RI et non
RIS.
1.7 Conclusion
Dans ce chapitre nous avons décrit les différents processus communs à tous les systèmes
de recherche d’information structurée. Nous avons constaté que la structure était utilisée,
dans la majorité des cas, comme un support de localisation de l’information recherchée ou
comme un indice du contexte de l’élément.
Les chapitres suivants se focalisent sur deux points particuliers :
1. Puisque la mesure de la similarité structurelle peut-être considérée comme une problé-
matique de comparaison entre un arbre issu de la structure d’un document d’une part,
et un arbre construit par la requête d’autre part, le chapitre 2 est consacré aux approches
de RIS centrées sur la structure et à leur relation avec la théorie des graphes.
2. Étant donné que les modèles de langues sont parmi les modèles de RIS les plus utilisés,
le chapitre 3 traitera de leurs principes et de la façon dont ils considèrent la structure
des documents XML.
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2 Théorie des graphes et
appariement structurel
2.1 Introduction
Les documents XML et les requêtes contenu et structure (CAS) peuvent être représentés
sous la forme d’arbres dans lesquels les nœuds traduisent la structure et les feuilles sont des
conteneurs de mots-clefs.
Figure 2.1 — Représentation graphique d’un document XML D et d’une requête Q.
De ce fait, le processus d’appariement structurel document-requête de la recherche d’in-
formation XML peut être vu comme une problématique de comparaison d’arbres avec d’un
côté l’arbre document et de l’autre l’arbre requête (voir figure 2.1).
Partant de ce constat, ce chapitre a pour objectif de décrire quelques algorithmes de la
théorie des graphes et de présenter la manière dont ils ont été utilisés dans le domaine de la
RIS.
Ce chapitre se compose de deux parties. La première section (section 2.2) présente cer-
tains algorithmes de la théorie des graphes portant sur la comparaison d’arbres. La seconde
partie traite des principales approches de recherche d’information sur documents semi-
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structurés s’appuyant sur la théorie des graphes (section 2.3).
2.2 Techniques d’appariement d’arbres
En théorie des graphes, l’appariement de graphes (et par extension d’arbres) est un pro-
cessus ayant pour objectif de mesurer ou de valider l’isomorphisme entre deux graphes.
On dit que deux graphes sont isomorphes lorsqu’ils sont identiques, c’est-à-dire, qu’ils
contiennent les mêmes nœuds et que les arêtes sont semblables. En d’autres termes, les
paires de nœuds sont reliées deux à deux de manière identique dans les deux graphes.
A titre d’illustration, les graphes G1 et G2 de la figure 2.2 sont isomorphes puisqu’ils
partagent les mêmes nœuds et les mêmes relations.
Figure 2.2 — Représentation de deux graphes isomorphes G1 et G2
Les techniques d’appariement d’arbres se divisent en deux grandes familles :
– Les appariements exacts : Ces approches ont pour objectif de valider l’isomorphisme
entre deux structures graphiques ou entre des sous-parties. Par sous-partie ou sous-
graphe, nous entendons un sous-ensemble ou une partie S d’un graphe plus important
G dans lesquels les nœuds VS sont un sous-ensemble de V et les arcs E sont conservés
entre les nœuds restants selon le schéma du graphe G originel.
La réponse obtenue est donc binaire, positive ou négative, et est obtenue par la détec-
tion d’une dépendance d’inclusion.
– Les appariements approximatifs : Ces techniques cherchent à mesurer un degré d’isomor-
phisme (un score) entre deux structures graphiques. La réponse est un score qui peut
correspondre au nombre de nœuds et/ou d’arcs dissemblables d’un graphe à l’autre
ou à la différence entre les labels des nœuds.
Étant donné que notre domaine est la RIS et sachant la nature spécifique des graphes que
nous traitons (des arbres), nous ne nous intéresserons ici qu’à l’appariement approximatif
d’arbres, qui seul permet d’établir un score de correspondance.
Les algorithmes d’appariement approximatifs peuvent être divisés en deux grands en-
sembles.
Le premier est l’appariement par sous-graphe commun maximal. Rechercher le sous-graphe
commun maximal de deux graphes consiste à retrouver une sous-structure graphique com-
mune aux graphes en entrée et partageant le plus grand nombre de nœuds possibles entre
eux. Ainsi, plus la cardinalité du sous-graphe produit est élevée et plus la similarité est
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forte. Formellement, soit G un sous graphe de deux graphes G1 et G2, on dit que G est le
sous-graphe commun maximal s’il contient le nombre maximal de nœuds de G1 et G2 parmi
tous les sous-graphes possibles. Ces algorithmes sont applicables à tous les types de graphes
et donc aux arbres. Dans ce dernier cas on cherchera un sous-arbre commun maximal.
Le second regroupe les appariements de la famille de la distance d’édition. Ces algo-
rithmes ne s’appliquent qu’aux arbres. Ils effectuent une série d’opérations jusqu’à rendre
deux arbres isomorphes. Le score de similarité est alors inversement proportionnel au cu-
mul du poids de ces opérations. Ces opérations sont l’ajout, la suppression et la substitution
d’un nœud par un autre.
Cette famille se subdivise elle-même en trois branches que sont les algorithmes de distance
d’édition à proprement parlé tels que [Tai, 1979], [Zhang et Shasha, 1989], [Klein, 1998] ; les
algorithmes d’inclusion d’arbres tel que celui développé par [Chen, 1998] ; et les algorithmes
d’alignement dont le représentant principal est [Jiang et al., 1995].
Du fait de leur polyvalence et de leur large utilisation, la suite de cette section est consa-
crée à la description de chacune des sous-familles issues de la distance d’édition à la manière
de [Bille, 2005], [Dulucq et Touzet, 2003] et [Demaine et al., 2009].
La première partie (section 2.2.1) décrit les principes et algorithmes de la distance d’édition
pure, tandis que la seconde traite de l’alignement d’arbres (section 2.2.2). La troisième partie
(section 2.2.3) porte sur l’inclusion.
2.2.1 Appariement d’arbres par distance d’édition
2.2.1.1 Principes généraux
La distance d’édition d’arbres (Tree Edit Distance : TED) est une méthode inspirée par les
travaux sur les distances de chaînes de caractères de [Levenshtein, 1966] généralisée aux
arbres par [Tai, 1979].
Les algorithmes de cette famille se basent sur la combinaison de trois opérations élémen-
taires que sont :
– L’ajout d’un nœud auparavant manquant de l’arbre source et présent dans l’arbre cible.
– La suppression d’un nœud de l’arbre source non présent dans l’arbre cible.
– La substitution d’un nœud de l’arbre source par un nœud de l’arbre cible.
La similarité se mesure par le nombre minimal d’opérations permettant de rendre l’arbre
source isomorphe à l’arbre cible.
La figure 2.3 illustre les étapes de transformation d’un arbre T1 en un arbre T2. Pour ce faire,
on supprime un nœud e et raccroche ses descendants b et c à a . Puis on ajoute un nœud f
comme descendant de a et parent de c et d. L’arbre T′1 ainsi obtenu est isomorphe à l’arbre
T2, l’appariement est terminé.
Le calcul de la distance constitue le socle commun de tous les algorithmes de cette famille
et est appelé le lemme de la distance d’édition. Les trois opérations sus-citées pour deux forêts
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Figure 2.3 — Exemple de l’application de la distance d’édition entre deux arbres T1 et T2
en entrée F et G seront définies comme :
d(F,∅) = d(F− ΓF,∅) + cdel(Γ f )
d(∅, G) = d(∅, G− ΓG) + cdel(ΓG)
d(F, G) = min

d(F− ΓF, G) + cdel(ΓF)
d(F, G− ΓG) + cdel(ΓG)
d(T(ΓF)− ΓF, T(ΓG)− ΓG)
+d(F− T(ΓF), G− T(ΓG))+cmatch(ΓF, ΓG)
(2.1)
Avec cdel le coût de suppression ou d’ajout d’un nœud et cmatch le coût de substitution du
nœud ΓF, par le nœud ΓG. ΓF est le nœud le plus à droite de la forêt F tandis que ΓG est le
nœud le plus à droite de la forêt G. Enfin, T(ΓF) et T(ΓG) sont les arbres enracinés par ces
nœuds.
Il est à noter que l’opération d’insertion est équivalente à l’opération de suppression. Ceci
s’explique par le fait que pour deux arbres F et G, la suppression d’un nœud dans l’arbre
F est équivalente à l’ajout de ce nœud dans l’arbre G. On retrouve donc les trois opérations
élémentaires définies au début de cette section.
Concernant les coûts appliqués aux opérations, ils sont en général de 1 pour la suppression
d’un nœud, de 0 dans le cas où l’on substitue deux nœuds équivalents et de 1 dans le cas
contraire [Tai, 1979] [Demaine et al., 2009] [Dulucq et Touzet, 2003].
A chaque récursion, l’opération avec le coût minimal est sélectionnée. Le coût final (le cumul
des coûts minimaux) déterminera alors le degré d’isomorphisme entre les deux arbres en
entrée.
Il existe une variante aux algorithmes de distance d’édition qui se caractérise par l’ajout
d’une restriction supplémentaire dans l’application des opérations sus-citées basée sur le Lo-
west Common Ancestor (LCA) [Wang et al., 1999] 1 : la distance d’édition contrainte. Cette pro-
cédure de réduction de la complexité de l’appariement a été introduite par Zhang [Zhang,
1993] et se traduit de la manière suivante.
Soient deux arbres T1 et T2, l’ancêtre commun minimal d’un couple de nœuds feuilles de T1
doit être l’ancêtre commun minimal du couple de nœuds feuilles à apparier dans T2.
L’idée derrière cette contrainte est que pour un couple de sous-arbres de T1 il existe un
couple de sous-arbres de T2. On réduit donc la distance à un problème d’appariement de
sous-arbres.
Dans la figure 2.4 seul l’appariement (A) est contraint car les nœuds de T1 et de T2 partagent
les mêmes contraintes de LCA. Dans T1 et T2, lca(e, d) = a et ceci est valable pour tous les
couples de nœuds.
1. Le LCA est le nœud qui, pour un couple de nœuds, représente l’ascendant commun le plus proche.
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[Lu et al., 2001] relaxent la contrainte sur l’ancêtre commun minimal. On parle de distance
d’édition moins-contrainte. Au lieu de se limiter aux appariements répondant à l’ancêtre com-
mun minimum, la distance d’édition moins contrainte accepte qu’un des nœuds feuilles ne
soit pas lié par le LCA mais juste par un de ses ascendants. Autrement dit, il existe un an-
cêtre commun minimum pour un des couples mais pas obligatoirement pour tous. Une dis-
tance d’édition contrainte sera donc automatiquement moins-contrainte car son ensemble
de règles est compris dans l’ensemble de la distance d’édition moins-contrainte.
Par exemple, dans la figure 2.4, (A) est contraint et moins-contraint, (B) est non contraint car
lca(e, d) de T1 6= lca(e, d) de T2 et moins-contraint car le lca(b, c) de T1 = e correspond au
lca(b, c) de T2, et (C) est non moins-contraint (et donc non contraint) car aucun des lca de T1
ne correspond au lca de T2.
Figure 2.4 — Exemples d’appariements contraints et non contraints. Les lignes en poin-
tillés représente la mise en correspondance (l’appariement) des nœuds équivalents.
2.2.1.2 Algorithmes de distance d’édition d’arbres
Le lemme de [Tai, 1979] se traduit sous la forme de l’algorithme suivant :
Algorithme 2.1 — Distance d’édition de Tai
d(F, G) begin
if F =  then
if G =  then
return 0;
else
return d(F- ΓF, );
if G =  then
return d(, G- ΓG);
a = d(F- ΓF,G)+cd(ΓF);
b = d(F, G- ΓG) + cd(ΓG);
c = d(T(ΓF)- ΓF,T(ΓG)- ΓG) + d(F - T(ΓF),G- T(ΓG)) + cs(ΓF,ΓG);
return (a < [(b < c) ? b : c]) ? a : [(b < c) ? b : c];
end
Les opérations d’édition sont appliquées récursivement sur la racine des nœuds les plus
à droite des sous-arbres de F et G jusqu’à épuisement total des nœuds. Ces opérations sont :
– a : la suppression du nœud d’extrême droite de la forêt de F.
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– b : la suppression du nœud d’extrême droite de la forêt de G.
– c : la substitution du nœud d’extrême droite de F par celui d’extrême droite de G qui
nous retourne deux couples de forêts supplémentaires. La première est formée à partir
des sous-graphes enracinés par les nœuds d’extrême droite des forêts F et G auxquels
on retire la racine. La seconde est formée des forêts F et G auxquelles on retire les
sous-arbres enracinés par leurs nœuds d’extrême droite.
Figure 2.5 — Déroulement des opérations pour les règles a et b de l’algorithme de Tai.
Figure 2.6 — Déroulement des opérations pour la règle c de l’algorithme de Tai.
Le schéma 2.5 illustre les opérations effectuées sur les arbres pour les règles a et b de
l’algorithme 2.1.
En suivant la règle a, on retire le nœud le plus à droite de l’arbre source pour chaque itéra-
tion. On fait de même pour l’arbre cible en suivant la règle b. On relèvera qu’une opération
de a puis b est équivalente à une opération de b puis de a.
42 Cyril Laitang
2.2. Techniques d'appariement d'arbres
Le schéma 2.6 illustre les opérations effectuées sur les arbres pour la règle c de l’algo-
rithme.
On y observe l’addition de deux sous-distances. La première d(T(ΓF) − ΓF, T(ΓG) − ΓG)
retourne la distance entre les sous-arbres enracinés par les nœuds d’extrême droite de
leurs forêts F et G respectives à la suite de la suppression de leurs racines. La seconde
d(F − T(ΓF), G − T(ΓG)) retourne la distance entre les sous-arbres sources et cibles après
la suppression de leurs sous-arbres enracinés par le nœud le plus à droite.
Le principal défaut de cet algorithme est sa grande complexité mémoire puisque pour
deux arbres T1 et T2 il atteint O(|T1| · D2T1 · |T2| · D2T2) en temps et en espace pour DT1 et
DT2 les profondeurs respectives des arbres T1 et T2. Afin de résoudre ce problème Sasha et
Zhang [Zhang et Shasha, 1989] [Zhang, 1996] ont proposé de pré-calculer le coût sur les
sous-chaînes des arbres.
Leur postulat est que toutes les sous-chaînes (ici les arcs) n’ont pas forcement besoin
d’être considérées. Pour ce faire ils convertissent les arbres en graphes contenant un cycle
eulérien 2 par parcours en pré-ordre par profondeur, puis ils traduisent les séquences eulé-
riennes 3 ainsi obtenues sous la forme d’un couple d’arêtes "allers" et "retours".
Cette approche possède une complexité de O(| T1 | · | T2 | ·e1 · e2) en temps et de
O(|T1| · |T2|) en espace avec ei le nombre minimal entre la profondeur de l’arbre et le nombre
de feuilles de Ti. On constate toutefois que dans le pire des cas la complexité en temps est
équivalente.
[Klein, 1998] reprend l’idée de la décomposition des arbres en sous-chaînes et introduit
le concept de chemin lourd. Au lieu d’effectuer la récursion toujours sur les nœuds les plus à
droite de F et G on l’applique, au choix, aux racines d’extrême gauche ou droite en fonction
de la cardinalité des forêts candidates. "La direction de la récursion est déterminée par la
plus large des deux sous-forêts de F" [Demaine et al., 2009].
Le chemin lourd d’un arbre T noté P(T) peut être vu comme une chaîne s’étendant d’un
nœud racine à un nœud feuille permettant d’accéder au maximum de nœuds.
Soit un nœud racine lourd(v), et ses enfants w1, w2, etc.. wi sera le prochain nœud du chemin
lourd et T(wi) sera choisi comme arbre pour répéter l’itération si | T(wi) | possède la cardi-
nalité la plus élevée (donc le nombre de descendants le plus grand) par rapport aux autres
sous-arbres possibles. Pour un nœud n du chemin lourd et la fonction f ils() retournant les
descendants directs du nœud, un chemin lourd, lourd = [n1, n2, ..., ni, ..., nz] d’un arbre T
est :
∀(ni, ni+1) ∈ lourd
{
ni+1 ∈ f ils(ni)
∀x ∈ f ils(ni), x 6∈ ni+1, | T(ni+1) |≥| T(x) | (2.2)
On répétera l’opération jusqu’aux nœuds feuilles. Le chemin lourd r pourra donc se tra-
duire par un parcours de la forme lourd(n), lourd(lourd(n)), etc. comme cela était fait pour
les chaînes eulériennes. La figure 2.7 illustre le chemin lourd d’un arbre selon la définition
précédente.
2. Un cycle eulérien d’un graphe G noté E(G) est un cycle simple passant par toutes les arêtes d’un graphe
une et une seule fois.
3. Une séquence eulérienne est la traduction de ce cycle sous forme linéaire, soit la retranscription du chemin
composé par l’enchaînement des arêtes parcourues.
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Figure 2.7 — Extraction des chemins lourds.
Le concept de chemin lourd permet de réduire considérablement la complexité à
O(| T1 |2 · | T2 | ·log | T2 |) en temps et à O(| T1 | · | T2 |) en espace. Cette technique
est à mettre en rapport avec l’idée de la stratégie de décomposition telle que définie par
[Dulucq et Touzet, 2003]. Une stratégie de décomposition est donc le processus par lequel
on cherche à optimiser la direction de récursion. Parmi ces stratégies, la plus répandue est
appelée stratégie de couverture.
L’idée de la stratégie de couverture est que pour l’appariement d’une forêt F à une forêt
G, la meilleure stratégie est d’éliminer le maximum de nœuds de F non présents dans G afin
que les deux forêts comportent le nombre le plus élevé possible de sous-forêts communes.
Dans le cas de [Dulucq et Touzet, 2003], la stratégie de décomposition optimale consiste à tou-
jours choisir le meilleur sens de récursion entre les nœuds. En effet, que l’on choisisse une
récursion à gauche ou une récursion vers la droite aura une influence directe sur le nombre
de sous-arbres en mémoire.
A titre d’illustration, dans la figure 2.8, si l’on choisit d’éliminer en priorité les nœuds de
gauche de l’arbre, on obtiendra huit sous-arbres au bout de quatre récursions. Avec une
orientation à droite, on obtiendra 12 sous-arbres en mémoire.
Partant de ce constat, les auteurs proposent de choisir le sens de la récursion à partir
du nœud ayant la cardinalité la plus faible. Ceci assure un nombre d’arbres en mémoire
minimum et fournit à l’algorithme une complexité de O(| T1 |2 · | T2 | ·log | T2 |) en temps
dans le pire scénario et de O(| T1 |2 · | T2 |) en moyenne. Cette méthode présente toutefois
le désavantage de nécessiter le calcul des cardinalités des sous-arbres enracinés par chaque
nœud candidat.
Enfin, une dernière approche [Demaine et al., 2009] reprend directement l’approche des
chemins lourds de [Klein, 1998] à deux différences principales :
– Les coûts de distance d’édition de sous-arbres et sous-forêts déjà calculés sont stockés.
– Le choix de la section de l’arbre à parcourir peut varier pendant le parcours et est dé-
terminé à la manière de la stratégie de décomposition optimale de [Dulucq et Touzet,
2003].
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Figure 2.8 — Nombre de sous-arbres en mémoire pour deux choix d’orientation de récur-
sion.
Ainsi, à chaque étape de décomposition, le nœud choisi pour la récursion est celui dont la
cardinalité de l’arbre enraciné est la plus grande (soit l’inverse de la stratégie de [Dulucq et
Touzet, 2003]).
Par exemple, pour deux arbres T1 et T2 si | T1 |≥| T2 | la décomposition s’effectuera sur le
chemin lourd de T1, puis si le sous-arbre de T1 noté T1(a) devient inférieur au sous-arbre
de T2 noté T2(x), soit si | T2(x) |≥| T1(a) | alors la décomposition s’exécutera sur T2, au
contraire de Klein qui conservait le même arbre.
Cette algorithme a une complexité de O(| T1 | · | T2 | ·(1 + log |T1||T2| )) en temps et de
O(| T1 | · | T2 |) en espace.
D’une manière globale, les algorithmes de distance d’édition les plus performants sont
celui de la décomposition optimale [Dulucq et Touzet, 2003] et de [Demaine et al., 2009].
2.2.2 Appariement d’arbres par alignement
2.2.2.1 Principes généraux
L’alignement d’arbres est un sous-ensemble de la distance d’édition qui peut être vu
comme une restriction de la TED dans laquelle toutes les insertions doivent être effectuées
avant les suppressions, ou comme une extension de l’alignement de séquences [Jiang et al.,
1995].
Fondamentalement, l’opération d’alignement α(F, G) consiste en l’ajout d’une valeur
neutre notée λ à un arbre F permettant de rendre F isomorphe à G. La valeur de simila-
rité sera alors déterminée par la somme du coût des paires de labels de l’arbre résultant.
Formellement pour γ une fonction de coût sur un couple de labels, δ(F, G) = min(γ(Seq))
avec Seq une séquence d’opérations de transformation de F en G et γ la fonction de calcul
Impact de la structure dans l'appariement de documents XML 45
Théorie des graphes et appariement structurel
de coût.
Dans l’exemple de la figure 2.9, on procède à l’alignement de deux arbres T1 et T2 en (1) au
travers de l’arbre d’alignement en (2) pour obtenir l’arbre commun aligné en (3).
Figure 2.9 — Alignement de deux arbres T1 et T2.
Concernant les coûts des opérations d’insertion, il est commun de ne pas compter les
insertions successives de nœuds descendants de nœuds déjà insérés [Gusfield et al., 1992].
Cette heuristique se base sur l’idée que l’alignement est optimal sur des zones qui sont en
fait des sous-arbres.
2.2.2.2 Algorithmes d’alignement d’arbres
Le premier algorithme d’alignement d’arbres a été proposé par [Jiang et al., 1995]. Les
auteurs y établissent une matrice commune aux deux arbres d’entrée et itèrent progressive-
ment jusqu’à la comparaison de tous les labels de leurs sous-forêts respectives. Il repose sur
trois lemmes principaux :
– Le lemme 1 : Représente les règles à appliquer pour les cas triviaux (un ou tous les
arbres sont vides)
– Le lemme 2 : Contient les opérations possibles lors des comparaisons de nœuds. Il s’agit
de l’ajout de la valeur λ si nécessaire.
– Le lemme 3 : Vérifie la concordance et calcule la valeur d’alignement entre les sous-
forêts
Cet algorithme possède une complexité de O(|T1| · |T2| · (deg(T1) + deg(T2))2) en temps et
espace. Cela signifie que pour des arbres de faible cardinalité, cette famille d’algorithmes
est, en général, moins coûteuse que les algorithmes de distance d’édition.
Un certain nombre d’auteurs ont modifié l’algorithme de [Jiang et al., 1995] afin d’en
réduire la complexité algorithmique.
Dans [Jansson et Lingas, 2001] les auteurs ne considèrent que certaines paires de sous-
arbres et de sous-forêts. Leur extraction est alors opérée par l’algorithme Euler Tour [Tarjan
et Vishkin, 1985] qui utilise les cycles eulériens.
[Wang et Zhao, 2003] proposent un algorithme d’alignement d’arbres basé sur la distance
d’édition contrainte. L’idée est alors de modifier l’algorithme original de [Jiang et al., 1995]
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afin de libérer l’espace mémoire des valeurs calculées qui ne sont pas réutilisées par la suite.
Cet algorithme a une complexité de O(|T1| · |T2|(deg(T1) + deg(T2))2) en temps et nécessite
O(log (|T1|) · |T2| · (deg(T1) + deg(T2) · deg(T1)) en mémoire.
2.2.3 Appariement d’arbres par inclusion
2.2.3.1 Principes généraux
L’inclusion d’arbres a été introduite par [Knuth, 1968] et peut être vue comme un cas
particulier de la distance d’édition dans lequel les coûts de suppression sont nuls.
Il s’agit de mettre en correspondance les nœuds de deux arbres deux à deux. Le degré
d’isomorphisme sera alors mesuré comme le nombre de nœuds ne pouvant être pairés (fi-
gure 2.10).
Formellement, pour deux arbres T1 et T2, on peut dire que T1 est inclus dans T2 s’il existe une
séquence d’opérations de suppression effectuées sur T2 qui transforment T2 en un graphe
isomorphe à T1 ou si T1 ⊂ T2.
La dépendance d’inclusion sera une fonction injective f conservant labels et ancêtres.
Autrement dit, elle sera valide si les nœuds n1 et n2 ont les mêmes labels l(n1) et l(n2) et si
leurs ancêtres sont identiques (ont les mêmes labels).
Soit formellement :
– f (l(n1)) = f (l(n2)) si et seulement si l(n1) = l(n2).
– L’ancêtre de n1 partage la propriété précédente avec l’ancêtre de n2.
Figure 2.10 — Représentation de deux arbres T1 et T2 dont T1 inclus dans T2. Mise en
correspondance des nœuds de la dépendance d’inclusion.
Il existe un grand nombre d’algorithmes d’inclusion d’arbres que l’on peut classer en
deux branches :
– L’inclusion sur arbres non-ordonnés [Kilpelainen et Mannila, 1995]. Les relations
d’ordre ne sont pas conservées. Ce type de problème est NP complet [Kilpelainen et
Mannila, 1995].
– L’inclusion sur arbres ordonnés. Ces algorithmes doivent conserver les relations
d’ordres [Richter, 1997] [Chen, 1998] [Bille et Li Gortz, 2005].
Dans la suite de cette section nous présenterons certains de ces algorithmes les plus
représentatifs.
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2.2.3.2 Algorithmes d’inclusion d’arbres
Selon [Bille et Li Gortz, 2005], les algorithmes d’inclusion d’arbres se basent sur les prin-
cipes énoncées par [Kilpelainen et Mannila, 1995], qui furent les premiers à proposer un
algorithme à la complexité polynomiale de O(| T1 | · | T2 |) en temps et espace. Ce sont des
algorithmes qui ont pour objectif de déterminer la séquence de nœuds la plus longue entre
les enfants d’un nœud d’un arbre T1 et ceux d’un arbre T2. Si l’un des arbres est inclus dans
l’autre, alors chaque nœud de T1 verra ses enfants suivre la même énumération que ceux de
l’arbre de T2.
Le principe de ces algorithmes est décrit dans [Chen, 1998]. Les auteurs comparent les
arbres en entrée au travers de l’union des groupes de nœuds enfants de chacun des nœuds
des arbres. Ces groupes sont appelés intervalles. Les intervalles sont des couples de valeurs
d’énumération de nœuds et sont définis comme la position des nœuds de départ et de fin
d’un arbre énuméré pour chaque niveau avec +2 pour un changement de niveau. Lorsqu’un
nœud est seul, son intervalle ne contient que sa valeur d’énumération comme départ et fin.
A l’inverse, un sous-arbre composé d’un parent et de son enfant, l’intervalle sera celui du pa-
rent. Dans les deux cas, il sera noté [nœud de départ, nœud d’arrivée ]. Pour deux nœuds feuilles
frères on aura deux intervalles, soit un groupe d’intervalle noté 〈[intervalle1], ..[intervallen]〉.
On peut donc globalement voir l’intervalle sous la forme d’une chaîne de nœuds (identifiés
par leurs valeurs d’énumération) permettant de représenter les dépendances hiérarchiques.
L’algorithme repose sur deux opérateurs. Le premier est l’union ∪. Il regroupe les inter-
valles des nœuds. Par exemple 〈[4, 4]〉 ∪ 〈[5, 5]〉 est 〈[4, 4][5, 5]〉. Le second est l’opérateur
noyau ⊕. Cet opérateur regroupe les intervalles qui se chevauchent ou se recoupent. Par
exemple 〈[4, 4]〉 ⊕ 〈[5, 5]〉. Ces opérateurs sont appliqués sur des intervalles. ∆1 représente
l’intervalle du nœud lui-même et ∆2 celui de ses enfants. L’opération de fusion des inter-
valles des nœuds enfants est notée Λ.
Afin d’illustrer un scénario de cet algorithme nous nous baserons sur les arbres en entrée de
la figure 2.11. Les nœuds y sont énumérés pour l’arbre T1 et labellisés a ou b. L’algorithme
est ascendant. Il cherche à déterminer si T1 est inclus dans T2. Les premiers intervalles d’in-
clusion calculés sont ceux de A, de B et de D.
1. φ(A) = 〈[3, 3]〉 puisque c’est le seul nœud feuille de valeur b qui puisse correspondre
dans T1 et T2.
2. φ(A) et φ(D) sont tous les deux labellisés a, ils peuvent donc correspondre pour 7 et 5.
L’intervalle sera donc 〈[5, 5][7, 7]〉.
3. φ(C) = 〈[4, 4][5, 5][7, 7]〉 car C a pour nœud feuille B et donc son intervalle sera l’union
de ∆1(B) soit l’intervalle de φ(B) et de son parent sur T1 soit 〈[4, 4]〉.
4. φ(E) = 〈[4, 5][7, 7]〉 au travers de plusieurs opérations. Ses deux enfants sont C et D, on
a donc l’opération Λ = φ(C) ⊕ φ(D). On a ∆1 = 〈[4, 4]〉 et ∆2 = φ(B), donc on peut
concaténer sur 〈[4, 4]〉 ⊕ 〈[5, 5]〉.
5. φ(F) = 〈[1, 1][3, 5][7, 7]〉 pour les mêmes raisons que lors du calcul de φ(E). Λ = φ(E)⊕
φ(E), soit 〈[3, 3]〉 ⊕ 〈[4, 5][7, 7]〉 en union avec ∆1 = 〈[1, 1]〉.
L’intervalle de la racine de T2 contient l’intervalle de la racine de T1. On peut donc dire que
T1 est inclus dans T2.
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Figure 2.11 — Deux arbres labellisés T1 et T2 en entrée du processus d’inclusion.
L’algorithme original de [Chen, 1998] a une complexité de O(LT1 .n) en temps et de
O(LT1 .min(DT2 .LT1)) en espace pour L le nombre de feuilles et D la profondeur. Par la
suite, les auteurs [Chen et Chen, 2006] présentèrent un nouvel algorithme d’inclusion
d’arbre d’une complexité de O(|T1| · min{DT2 , LT2}) en temps et de O(|T1| + |T2|) en es-
pace. Toutefois, il fut prouvé que l’analyse de la complexité temporelle était erronée [Cheng
et Wang], ce qui entraina des corrections et un nouvel algorithme [Chen, 2010] amélioré
par l’élimination des redondances dans le parcours. Ce dernier possède une complexité de
O(|T| ·min{DT2 , LT2}) en temps et de O(|T1|+ |T2|) en espace.
On trouvera enfin, de nombreux autres algorithmes comme celui de [Richter, 1997] ou
celui de [Bille et Li Gortz, 2005].
2.2.4 Complexité et applications
Les algorithmes d’appariement d’arbres possèdent des niveaux de complexité différents.
Ce niveau de complexité en fait un des premiers critères de choix pour l’application à la
résolution d’un problème d’isomorphisme.
Le tableau 2.1 résume ces complexités en temps et en espace. On trouvera un tableau plus
exhaustif dans [Tahraoui et al., 2013].
Au regard de ces complexités, deux observations supplémentaires peuvent être faites :
– Les coûts en taille sont équivalents et optimaux pour les trois solutions de distance
d’édition hors [Tai, 1979].
– La solution au coût en temps la plus faible est celle de [Demaine et al., 2009]. Cela est dû
principalement à son approche de stockage du résultat des sous-problèmes pertinents.
Le second critère pour le choix d’un algorithme de cette famille concerne les applications
usuelles.
On relève que les distances d’alignement sont normalement réservées aux problèmes d’ap-
pariement des groupes de plus de deux arbres. On notera aussi que l’inclusion concerne
principalement l’extraction de sous-structures isomorphes. L’édition semble la plus géné-
rale en terme de restriction du domaine.
La section suivante aborde la façon dont la théorie des graphes a été utilisée en RI XML.
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Algorithme Complexité en temps Complexité en espace
Distance d’édition d’arbres
[Tai, 1979] O(|T1| · |T2| · D2T1 · D2T2) O(|T1| · |T2| · D2T1 · D2T2)
[Zhang et Shasha, 1989]
[Zhang, 1996]
O(|T1| · |T2| ·min{DT1 , l1} ·
min{DT2 , LT2}
O(|T1| · |T2|
[Klein, 1998] O(|T1|2 · |T2| · log(|T2|) O(|T1| · |T2|)
[Dulucq et Touzet,
2003]
O(|T1|2 · |T2| · log|T2|) O(|T1| · |T2|)
[Demaine et al., 2009] O(|T1|2 · |T2| · 1+ log |T1||T2| ) O(|T1| · |T2|)
Alignement d’arbres
[Jiang et al., 1995] O(|T1| · |T2| · (deg(T1) +
deg(T2))2)
O(|T1| · |T2| · (deg(T1) +
deg(T2))2)
[Wang et Zhao, 2003] O(|T1| · |T2|(deg(T1) +
deg(T2))2)
O(log(|T1|) · |T2| ·
(deg(T1) + deg(T2)) ·
deg(T1))
Inclusion d’arbres
[Kilpelainen et Man-
nila, 1995]
O(|T1| · |T2|) O(|T1| · |T2|)
[Chen, 1998] O(|T| · LT2) O(DT1 ·min{DT2 , LT2})
Tableau 2.1 — Tableau récapitulatif des complexités en temps et en espace des différents
algorithmes d’appariement flou.
2.3 Théorie des graphes et recherche d’information XML
La recherche d’information XML s’appuie sur les processus issus de la recherche d’infor-
mation ad-hoc. Il apparait intéressant de se pencher sur l’utilisation qui a pu être faite des
principes de la théorie des graphes dans la RI en amont, pendant et en aval du processus
d’appariement.
En amont de l’appariement la théorie des graphes s’applique à :
– La desambiguïsation de termes. Les graphes sont utilisés afin d’effectuer un marquage
de la catégorie grammaticale des termes. On parle alors d’annotation automatique (ou
de taggers). Les systèmes les plus performants sont de types probabilistes [Church,
1988] [Kempe, 1993] [Schmid, 1994]. Ces systèmes utilisent en général, un système de
comparaison de chaînes de caractères et déterminent la probabilité d’une forme gram-
maticale ou encore des arbres de décisions.
Un n-gramme est une sous-séquence de n éléments construite à partir d’une séquence
donnée. L’idée est qu’à partir d’une séquence de lettres, il est possible d’obtenir la
fonction de vraisemblance de l’apparition de la lettre suivante. Cette modélisation cor-
respond à un modèle de Markov d’ordre n où seules les n dernières observations sont
utilisées pour la prédiction de la lettre suivante.
– La radicalisation. Dans le principe, il s’agit d’éliminer les terminaisons de conjugaisons
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sur les termes. Nous avons vu au chapitre 1 que cela consistait en général en une radi-
calisation ou un marquage grammatical. Il existe toutefois des approches en lien avec
la théorie des graphes.
Dans ces approches, on dispose d’un arbre de suffixe (figure 2.12) dans lequel chaque
nœud est labelisé par une lettre. De manière procédurale, on fait correspondre cha-
cune des lettres du terme aux lettres de l’arbre de suffixe et on effectue une opération
récursive, tant qu’il y a correspondance jusqu’au parcours total du chemin. Dans le cas
où une correspondance existe, on supprime le suffixe du terme et on compare au cor-
pus de termes connus pour vérifier qu’il permet bien une augmentation d’un groupe
de termes.
Figure 2.12 — Exemple d’un arbre de suffixe pour la radicalisation.
Au niveau de l’appariement, la théorie des graphes est utilisée pour rendre compte
des liens entre les termes [Siddiqui et Tiwary, 2005] [Khoo et al., 2001] [Liddy et Myaeng,
1994] au travers de graphes conceptuels ou de graphes bipartis [Blondel et al., 2004]. A titre
d’exemple, dans [Truong et al., 2008] un graphe biparti est créé à partir de la matrice des
termes d’indexation entre document et requête. Les nœuds gauche à représentent les docu-
ments tandis que les nœuds à droite représentent les termes. Les arêtes liant gauche et droite
représentent la valeur t f × id f [Sparck Jones, 1973] entre ces termes et ces documents/re-
quête. De là, la mesure de similarité calcule la ressemblance entre deux items en fonction
des items auxquels ils sont reliés.
Ces méthodes sont toutefois peu utilisées du fait de leur fort coût de calcul.
Enfin en aval et dans des domaines connexes, la notion de graphe est utilisée dans le
cadre de la RI web lorsqu’il s’agit de propager des scores entre les documents par les hy-
perliens [Kleinberg, 1999] [Brin et Page, 1998] [Quintana et al., 1992] et par extension comme
un processus d’augmentation des documents liés à des documents pertinents [Mulhem et
Verbyst, 2009].
Concernant la recherche d’information XML, la structure arborescente des documents est
considérée au niveau du processus d’indexation et dans la pondération du score des termes
d’indexation. Notre objectif n’est pas ici de présenter de nouveau les approches de SRI que
nous avons vu au cours du chapitre précédent, mais de rendre compte des approches qui
font un usage spécifique d’une mesure de similarité entre structure et requête et ce, indé-
pendamment du contenu. Il nous semble que ces méthodes peuvent être regroupées sous
deux grands ensembles :
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– Les approches basées sur la découverte d’une dépendance d’inclusion. Les modèles
associés cherchent à mesurer la similarité par le degré d’inclusion entre tout ou une
partie de la requête vis-à-vis de chemin ou d’arbres extraits du document.
– Les approches basées sur une mesure de similarité obtenue par distance d’édition. Il
s’agit alors d’identifier la structure candidate à l’appariement et de la soumettre à un
processus d’appariement. Ces approches couvrent aussi bien les éditions sur chaînes
ou chemins que les approches de distance d’édition d’arbres.
Quelle que soit l’approche considérée les arbres en entrée peuvent être pré-traités afin
de réduire le degré de contrainte ou la taille de la structure en entrée. Pour cette raison, la
suite de cette section est organisée comme suit : dans un premier temps (section 2.3.1) nous
traitons des techniques en amont de l’appariement. Puis, dans un second temps (section
2.3.2) les techniques en lien avec l’inclusion d’arbres sont abordées. Enfin, la section 2.3.3
présente les principes et les approches en rapport avec la distance d’édition.
2.3.1 Pré-traitement des arbres en amont du processus d’appariement
Nous identifions deux processus de pré-traitement pouvant être opérés sur les arbres en
entrée de l’appariement.
Le premier (traité en section 2.3.1.1) est la relaxation qui se définit comme le "relâche-
ment" d’une contrainte. Elle peut également être vue comme un "processus d’élargisse-
ment de l’espace de recherche" [Amer-Yahia et Lalmas, 2006]. Elle peut s’appliquer soit au
contenu, soit à la structure. Nous nous intéressons ici à la structure.
Le second est la réduction de l’espace de recherche, soit la réduction de la taille des
structures à apparier. Ces méthodes sont décrites dans la section 2.3.1.2.
2.3.1.1 Relaxation et recouvrement
En RIS la pertinence du contenu textuel prime sur le contenu structurel qui est majoritai-
rement considéré comme un support. De plus, étant donné que les structures documentaires
sont en général mal connues de l’utilisateur et que contrairement à l’appariement exact, on
cherche à organiser les éléments en fonction d’un degré de pertinence, la relaxation permet
de faciliter la mesure de ce degré.
Selon [Alilaouar, 2007a], lorsque l’on se place dans un processus de RIS avec d’un coté une
arborescence document et de l’autre une arborescence requête, il existe deux modes de re-
laxation :
1. La relaxation de requête. Il s’agit d’un processus d’élargissement de l’espace de recherche.
On cherche à augmenter la quantité des résultats retournés en diminuant le degré de
contrainte. En conséquence, plus la relaxation est importante, plus l’ensemble des do-
cuments retournés sur l’ensemble total des documents est proche de 1, soit de la totalité
du corpus [Da C. Hummel et al.] [Ganguly et al., 2011].
2. La relaxation de document. Elle consiste en l’assouplissement des contraintes structurelles
du document. Si l’on considère le document comme un arbre on modifiera donc la struc-
ture du graphe en agissant sur les éléments qui le compose à savoir ses arêtes, ses labels
ou ses nœuds.
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Nous identifions trois manières d’opérer la relaxation structurelle.
La première est la relaxation d’ordre. Ce mode de relaxation a pour objectif d’assouplir ou
de purement éliminer les contraintes d’ordre entre les nœuds frères. Soit, dans le cas d’un
arbre, de le transformer d’un arbre ordonné à un arbre non-ordonné.
Un exemple de relaxation d’ordre est donné dans la figure 2.13. L’arbre T1 est l’arbre docu-
ment ordonné de départ. Les deux arbres T2 et T3 sont des représentations isomorphes dans
lesquels les relations d’ordre n’existent plus.
Figure 2.13 — Représentation de trois arbres documents. Depuis l’arbre T1 deux arbres T2
et T3 sont déclarés isomorphes car relaxés sur les conditions d’ordre.
Dans un document XML, la relation d’ordre de la structure graphique en sortie est la
conséquence d’une lecture séquentielle du document (à la façon d’un parseur SAX). Ne
pas conserver l’ordre c’est accepter le fait que l’on puisse considérer que chaque section
soit indépendante dans l’ordre de lecture du document. De ce fait, chaque élément devient
atomique et les relations sont retrouvées au travers d’approches de contextualisation ou
de propagation. La relaxation d’ordre est quasiment tout le temps appliquée en RI XML à
partir du moment où l’on ne considère pas l’ordre de lecture du document comme facteur
de pertinence. Pour ces raisons, on considérera que la majorité des approches de RIS telles
que [Sauvagnat et al., 2006a] [Hubert, 2005a] [Ben Aouicha et al., 2010] [Myaeng et al., 1998]
[Kazai et al., 2001] [Larson, 2006] appliquent ce type de relaxation.
Dans la littérature, elle est implicite et utilisée conjointement avec un autre type de re-
laxation comme par exemple la relaxation de nœuds.
La relaxation de nœuds consiste en un relâchement des contraintes sur les éléments et leurs
labels associés. Ce type de relaxation peut s’appliquer de deux manières différentes.
Elle peut porter sur le label du nœud. Il s’agit d’accepter l’équivalence entre plusieurs la-
bels de la hiérarchie ou de simplement supprimer la prise en compte du label. Dans la figure
2.14, si l’on considère que le label actors est équivalent au label actor car sémantique-
ment très proche alors les trois arbres sont isomorphes puisque dans T1 et T2 l’ordre d’im-
brication des éléments labelisés actors et actor est inversée tandis que dans T3 actors
n’est pas pris en compte.
D’un point de vue recherche d’information XML, accepter la substitution de deux nœuds
en fonction de leurs labels respectifs revient à créer des classes d’équivalence. De telles
techniques peuvent alors être rapprochées des approches par classification présentées au
chapitre 1. C’est le cas de [Ganguly et al., 2011] et [Ramírez, 2011].
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Figure 2.14 — Représentation de trois arbres documents. Depuis l’arbre T1 deux arbres T2
et T3 sont déclarés isomorphes car relaxés sur les conditions de labels de nœuds.
Alternativement, la relaxation de nœud peut porter sur la structure de l’arbre. Il s’agit
de supprimer, purement et simplement, certains nœuds de la hiérarchie. Les descendants
du nœud supprimé seront rattachés au père du nœud manquant.
Par exemple, dans l’arbre T3 le nœud labellisé actors a été supprimé et ses enfants ratta-
chés à son père cast. On considère que T1 est isomorphe à T3.
Historiquement, la notion de déplacement du sous-arbre enraciné d’un nœud et son ratta-
chement à un autre nœud est lié à la distance d’édition d’arbres avec déplacement elle-même
introduite à l’origine pour la comparaison de chaîne de caractères [Cormode et Muthukri-
shnan, 2002]. L’idée est de ne comptabiliser qu’une opération pour le déplacement de tout
un sous-arbre. Ce type d’approche semble particulièrement utile dans le cadre d’une com-
paraison entre deux structures documentaires [Garofalakis et Kumar, 2003] [Rougemont et
Vieilleribière, 2008].
Le troisième et dernier type de relaxation est la relaxation d’arcs. Les techniques en lien
avec cette dernière ajoutent des arêtes entre les nœuds en fonction des liens d’origines. Un
arc ascendant-descendant peut devenir un arc père-fils, ce qui conduit à chercher des ré-
ponses aussi bien dans les relations directes que dans les relations indirectes.
Dans la figure 2.15 , l’arbre T1 correspond à l’arbre document de référence de notre exemple.
L’arbre T2 possède des relations ancêtre-descendant différentes entre movie, director
et overview, director. La distance entre les nœuds y est modifiée. Si l’on considère
que l’arbre est non-orienté et que la distance ne compte plus, T1 et T2 sont isomorphes. De
la même façon, l’arbre T3 possède en plus des relations d’origine de T1 un certain nombre
d’arcs additionnels correspondants à des relations ancêtre-descendants de distance de plus
de 1.
Dans un document XML les arcs rendent compte des relations d’inclusion entre les ba-
lises. Relaxer ces conditions peut avoir deux objectifs selon que l’arc créé soit pondéré ou
non :
– Si l’on ne pondère aucun des arcs originels ou créés, la relaxation aura pour consé-
quence de ne plus considérer les distances entre les nœuds. Cela reviendra à consi-
dérer comme équivalents les éléments de plus haut niveau et leurs descendants. Cela
peut avoir un intérêt dans les cas où la structure contient un grand nombre d’éléments
intermédiaires non pertinents.
– Si l’on pondère, par exemple au travers de la distance dans l’arbre d’origine, on obtient
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Figure 2.15 — Représentation de trois arbres documents. Depuis l’arbre T1 deux arbres T2
et T3 sont déclarés isomorphes car relaxés sur les arcs.
une conversion de la représentation de la structure. Cette dernière deviendra un vo-
cabulaire composé d’arcs pondérés et la similarité structurelle pourra être estimée au
travers d’approches statistiques sans passer par une approche d’appariement d’arbres
classiques.
C’est ce que proposent [Ben Aouicha, 2009] [Ben Aouicha et al., 2010]. Les auteurs utilisent
la relaxation d’arbres afin de proposer une méthodologie d’indexation de la structure des
documents XML à l’instar de ce qui se fait pour le contenu en RI classique. Pour ce faire, il est
nécessaire d’exprimer l’ensemble des relations directes et indirectes présentes au sein de la
structure. C’est là que la création d’arcs virtuels (soit la relaxation d’arcs) a lieu. Elle consiste
en la création d’arcs entre toutes les relations ancêtres-descendants afin qu’ils deviennent
père-fils (comme illustré dans la figure 2.16).
Figure 2.16 — Illustration de la création d’arcs virtuels pour toutes les relations ancêtres-
descendants d’un arbre T[Ben Aouicha, 2009] [Ben Aouicha et al., 2010].
Ces arcs se voient attribuer un poids calculé selon la formule suivante :
w(ei) = exp1−d(ni ,nj) (2.3)
Avec w() le poids de la relation et ni, nj deux nœuds liés par une relation ancêtre-descendant,
et d() la mesure de distance d’édition entre deux nœuds.
Dans [Saito et Morishita, 2006], les auteurs proposent une approche de gestion des fluc-
tuations hiérarchiques au travers d’un regroupement des ensembles de tuples correspon-
dant à la requête et reliés par un ancêtre commun minimal (LCA) (décrit brièvement en
section 2.2.1.1). Par définition, les algorithmes de LCA extraient un sous-arbre enraciné par
Impact de la structure dans l'appariement de documents XML 55
Théorie des graphes et appariement structurel
l’ascendant commun de niveau hiérarchique le plus faible de deux nœuds ou plus. Ce type
d’approche peut être très utile pour évaluer la distance d’édition dans le cas de structures
hétérogènes.
Figure 2.17 — Un graphe G et son graphe de fermeture transitive G+
Une autre manière d’obtenir une représentation de tous les liens dans le document est
d’appliquer une fermeture transitive. La fermeture transitive d’une relation V d’un ensemble
E est la plus petite relation transitive sur E qui contient V. Visuellement, un graphe transitif
contiendra toutes les relations possibles au travers des chemins du graphe en arêtes directes.
A titre d’illustration, dans la figure 2.17 l’ensemble des relations transitives 1→ 2→ 3→ 4
sera traduit par l’ajout d’une relation 1→ 4.
Dans [Damiani et al., 2000] [Damiani et al., 2001] ou encore [Chan et Cheung, 1992], les
auteurs appliquent une fermeture transitive sur un graphe pondéré selon son degré d’ap-
partenance à la relation entre les deux éléments. On parle de graphe flou et par extension
de fermeture transitive floue. Les valeurs floues des nouvelles transitions seront attribuées
selon le minimum de l’ensemble des relations contenues dans le chemin.
L’avantage de la fermeture transitive est que toutes les relations sont prises en compte à l’ap-
pariement. Son inconvénient est que la notion de hiérarchie sera mal représentée puisqu’il
sera difficile de différencier une relation ancêtre-descendant d’une relation frère à partir du
poids.
D’une manière générale, les approches par relaxation d’arbres ont deux inconvénients
majeurs. Elles ne conservent pas les relations entre nœuds frères (la structure est atomisée)
et elles sont particulièrement coûteuses en espace du fait de la grande quantité d’arcs inter-
médiaires créés. Elles présentent toutefois l’avantage d’être intégrables à des modèles basés
sur la RI classique puisque la structure devient une mesure statistique de la fréquence de
certaines relations entre labels.
2.3.1.2 Réduction de la complexité en temps et en espace des algorithmes d’appariement
Le problème principal des algorithmes d’appariement d’arbre est la complexité en temps
et en espace de ces derniers. Étant donné que cette complexité est directement liée à la taille
des arbres en entrée, une solution est alors de réduire leur taille au travers d’un élagage.
Un autre problème majeur lié à la RIS est la dissymétrie entre les nœuds de l’arbre
document d’une part et les nœuds de l’arbre requête d’autre part. En effet, alors que les
contraintes exprimées, par exemple, dans la campagne d’évaluation INEX pour la tâche Da-
tacentric, contiennent en moyenne 3 à 4 nœuds, les arbres documents peuvent atteindre
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plusieurs centaines de nœuds. La taille de ces structures a un impact direct sur la qualité du
processus d’appariement.
Pour toutes ces raisons il est alors pertinent de réduire la taille des arbres en entrée. C’est
ce que permettent les approches de résumé d’arbres.
Les approches par résumé d’arbre se basent sur l’intuition selon laquelle la structure du
document peut être capturée de manière pertinente au travers une représentation de taille
réduite [Dalamagas et al., 2004] et [Dalamagas et al., 2006].
D’une manière générale résumer présente l’avantage d’éliminer les redondances mais
altère les relations hiérarchiques. Ce niveau d’altération est d’autant plus important que les
règles de résumé qui sont appliquées portent sur un nombre important de nœuds.
Dans [Dalamagas et al., 2006], les auteurs proposent deux règles de résumé illustrées sur la
figure 2.18 :
1. Supprimer les duplicatas père-fils. Lorsqu’un fils et son père partagent le même label les
descendants du fils sont rattachés au père. La représentation obtenue est la représenta-
tion R1 de l’exemple. Il est important de noter qu’il n’y a pas de suppression de nœuds
à ce niveau, uniquement une altération hiérarchique.
2. Supprimer les duplicatas frères. Lorsque deux nœuds partageant le même père ont le
même label un seul de ces nœuds est conservé et les descendants du nœud supprimé
sont rattachés au père. L’arbre obtenu suit la forme de la représentation R2 de l’exemple.
Figure 2.18 — Application des règles de résumé sur un arbre document.
2.3.2 Approches d’appariement basées sur l’inclusion d’arbres
L’inclusion d’arbres a été utilisée dans le cadre de la RIS pour identifier la présence et
donc la correspondance entre des sous-structures du document et de la requête.
Un exemple peut être trouvé dans [Schlieder, 2000]. Les auteurs y proposent un lan-
guage d’appariement de schémas : ApproXQL. Ce dernier a pour objectif de retourner des
réponses floues basées sur les requêtes exprimées par l’utilisateur. Dans le principe, l’appa-
riement entre ces requêtes et les documents XML de la collection est considéré sous l’angle
de l’inclusion entre arbres non-ordonnés. Un modèle de coût est appliqué et permet d’éta-
blir un classement en fonction de la similarité avec la requête. Les auteurs ne considèrent
toutefois pas les conditions de contenu.
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C’est ce que permet leur seconde approche [Schlieder et Meuss, 2002a]. Les auteurs y
étendent le concept de terme en "terme structuré" (un couple structure-terme).
La fréquence du terme et sa fréquence inverse dans le document sont appliquées à la struc-
ture. Cette approche est, selon les auteurs, une fusion des approches d’appariement d’arbres
et du modèle vectoriel pour la mesure de la pertinence des documents.
Enfin, on considère ici que les approches portant sur la découverte de l’arbre couvrant
minimum (ACM) sont des formes d’inclusion. Un ACM ou arbre recouvrant de poids minimum
(ARPM) (Minimal Spanning Tree en anglais) est le sous-graphe partiel acyclique connexe d’un
graphe général G noté T. Les sommets de T seront donc identiques à ceux de G et l’ensemble
de ses arêtes sera composé d’un sous-ensemble de G.
Ce sous-ensemble minimum de la taille la plus réduite possible permet de conserver la pro-
priété de connexité. Autrement dit, l’arbre de recouvrement T de G est le plus petit sous-graphe
connectant tous les sommets de G.
Figure 2.19 — Arbre de recouvrement de poids minimum d’un graphe.
Par extension, un arbre de recouvrement de poids minimum répond à l’ensemble des
propriétés précédentes tout en considérant en sus le poids des arêtes.
Ainsi, si G est pondéré, c’est-à-dire que toute arête de G possède un poids, et si T est un
arbre couvrant de G, alors T, dont la somme des pondérations des arêtes est la plus petite
valeur par rapport à celle de tous les autres arbres couvrant de G, est appelé Arbre Couvrant
de poids Minimum de G.
Dans figure 2.19 on a choisi l’arête {c, a} de poids 1 à {d, a} de poids 4 pour lier a et {c, e}
de poids 3 au lieu de {d, e} de poids 5 pour lier e.
Dans [Alilaouar et Sédes, 2005] [Alilaouar, 2007b], les auteurs proposent une approche ayant
pour objectif de retourner tous les sous-arbres de taille minimale du document qui corres-
pondent à l’arbre de requête. Ce modèle se compose de trois parties :
1. Les nœuds internes sont évalués à partir de leur label en fonction d’une distance de
[Levenshtein, 1966] tandis que les nœuds feuilles sont évalués en fonction de leurs de-
grés d’appartenance à l’ensemble des termes de la requête. Les éléments dont le degré
d’appartenance ne dépassera pas un certain seuil seront éliminés.
2. L’ensemble des nœuds renvoyés par l’étape précédente est utilisé afin de valider les
contraintes hiérarchiques de la structure du document avec celles de l’arbre de requête
au travers de jointures successives avec les sous-arbres partiels, sous-arbres construits
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à partir des nœuds de requête déjà parcourus.
Dans la figure 2.20, deux sous-arbres S1 et S2 composés des configurations possibles
pour chacun des nœuds de l’arbre sont extraits. On a conservé les nœuds du document
qui correspondent à la requête tout en incluant ceux qui interviennent dans l’imbrica-
tion hiérarchique des nœuds document.
3. Enfin les résultats sont extraits par jointure.
Le principal inconvénient de cet algorithme est son coût en mémoire, tout particulièrement
à l’étape de jointure.
Figure 2.20 — Extraction des structures significatives d’un document D par rapport à une
requête Q.
2.3.3 Approches basées sur la distance d’édition d’arbres
En RIS la distance d’édition est utilisée afin de comparer tout ou une partie des structures
document et requête. Nous identifions deux grandes familles d’approches liées à ce concept :
– La comparaison structurelle par comparaison de chemins. Ce type d’approches va tra-
duire les arbres en entrée en une suite de chemins menant à des éléments. La mesure
de similarité sera appliquée au travers d’algorithmes d’édition de chaînes de caractère
qui sont à la base des algorithmes de distance d’édition.
– La mesure de similarité par application directe de la distance d’édition d’arbres sur les
structures en entrée.
Dans la suite de cette section, nous présenterons chacune de ces grandes sous-familles.
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2.3.3.1 Comparaison structurelle par édition de chemins
La distance d’édition de chaînes se définit comme le nombre minimal d’opérations de
suppression, ajout et modification pour transformer une structure source en une struc-
ture cible. Les premiers algorithmes de cette nature ont été conçus pour la comparaison
de chaînes de caractères [Levenshtein, 1966] puis généralisés aux arbres [Tai, 1979].
Parallèlement, nous avons vu que chaque élément du document XML peut être identifié par
un chemin formé par les nœuds parcourus depuis la racine jusqu’à l’élément ciblé.
En se basant sur ces deux représentations il est alors possible de considérer que la mesure
de similarité structurelle peut être évaluée au travers de la distance entre le chemin dans le
document et le chemin dans la requête.
Ainsi, dans la figure 2.21 la requête Q et le document D sont représentés, à gauche,
sous forme d’arbre orienté. A droite les différents chemins de chaque élément sont
extraits. La mesure de similarité structurelle sera établie par couple de chemin au
travers de la distance d’édition. Par exemple entre /movie/actor/name de Q et
/movie/casts/actors/actor/name de D.
Figure 2.21 — Extraction des chemins depuis un arbre document D et une requête Q.
Une illustration typique de cette famille d’approches peut être trouvée dans [Popovici
et al., 2005]. Les auteurs intègrent l’étape de décomposition au niveau de l’indexation. Les re-
quêtes sont converties selon le même modèle et le score de chaque chaîne est calculé comme
pour le contenu et la structure au travers de l’algorithme de [Levenshtein, 1966]. Le score
final est alors la fusion de ces chaînes.
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Le principal inconvénient de ces approches est qu’il est complexe de retrouver les rela-
tions entre les nœuds frères puisque ces dernières doivent être recomposées.
2.3.3.2 Mesure de la similarité structurelle document-requête par mesure d’isomor-
phisme
Puisque les algorithmes de distance d’édition d’arbres mesurent le degré d’isomor-
phisme entre deux structures graphiques arborescentes, la question qui se pose alors est :
"Pourquoi ne pas utiliser la distance d’édition d’arbres afin de mesurer directement la si-
milarité entre les deux arborescences formé de la requête et du document ?". C’est ce que
proposent les auteurs de [Dong Lee et Pinel-Sauvagnat, 2010].
Dans leur modèle contenu et structure sont considérés et évalués séparément :
– Le contenu est évalué pour chaque nœud feuille puis propagé par une approche ascen-
dante. Ces scores sont utilisés comme un critère de discrimination ou de pré-filtrage
en amont de l’algorithme pour la sélection des nœuds candidats au calcul de similarité
sur la structure.
– La similarité entre la structure du document XML et celle de la requête est évaluée au
travers de l’algorithme de [Tai, 1979] pour des coûts de suppression et de substitution à
1. La structure du document recomposée à partir des éléments dont le score de contenu
est non-nul.
Le score final d’un nœud est obtenu par une combinaison linéaire entre contenu et structure
au travers de deux formules différentes selon que la requête contienne une ou plusieurs
contraintes structurelles.
– Dans le cas d’une requête CAS simple, le score RSV(n, Q) d’un nœud n est obtenu par
une combinaison linéaire pondérée entre le score de contenu scorec(n, Q) et le score de
structure scores(T(n), Q).
RSV(n, Q) = α× scorec(n, Q) + (1− α)× scores(T(n), Q) (2.4)
Le score de structure est lui-même obtenu par la distance | T | −d(T(n), T(Q) avec α
le paramètre de pondération entre contenu et structure.
– Dans le cas d’une requête CAS à plusieurs niveaux tel que Q ://Q1[about(.,
(t1, ..., tn)//Q2[about(., (tp+1, ..., tk) une combinaison pour autant de sous-
requêtes simples est appliquée. Par exemple dans notre cas :
RSV(n, Q) = α× scorec(n, Q2) + β× RSV(n′, Q1)
+(1− α− β)× scores(T(n), Q2) (2.5)
Avec α, β les valeurs de pondération entre contenu et structure respectivement pour
Q1 et Q2, et n′ ancêtre de n et répondant à la requête Q1.
La figure 2.22 est une illustration de l’appariement entre une requête portant sur une
section traitant de "Dali" contenue dans un article traitant de "Peinture". La requête
contient deux niveaux de contraintes hiérarchiques et se décompose donc en deux sous-
requêtes.
On s’intéresse, dans un premier temps, à l’ article en recherchant le contenu "peinture"
dans les nœuds feuilles du document. Le score de similarité entre les nœuds contenant les
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termes est ensuite utilisé pour discriminer les nœuds pertinents dans le processus d’appa-
riement structurel. Un deuxième passage est effectué de manière identique pour la requête
portant sur la "section" avec comme pondération la mesure de distance des nœuds perti-
nents par le contenu. A l’issue de cette étape on obtiendra deux éléments candidats dont la
pertinence sera mesurée de la manière suivante :
score(n2) = α× scorec(n2, ”Dali”) + β× RSV(n1, Q1)
+(1− α− β)× (| T(n2) | −d(T(n2), T(Q2)))
score(n3) = α× scorec(n3, ”Dali”) + β× RSV(n1, Q1)
+(1− α− β)× (| T(n3) | −d(T(n3), T(Q2)))
(2.6)
Figure 2.22 — Exemple d’appariement entre un document D traitant de peinture et une
requête CAS Q pouvant se traduire comme "Je cherche une section parlant de Dali dans
un article parlant de peinture."
Le principal inconvénient de ce modèle est qu’il ne prend pas en compte l’asymétrie de
cardinalité entre document et requête et que la complexité est forte puisque basée sur [Tai,
1979]. De plus, ce modèle n’a été ni implémenté, ni testé.
2.3.4 Conclusion
Les problématiques d’appariement d’arbres appliquées à la recherche d’information
XML sont relativement peu nombreuses et ont pour objectif d’obtenir une représentation
simplifiée de la structure. On trouvera toutefois certains modèles dans des domaines péri-
phériques tels que :
– La correction d’erreurs structurelles [Boobna et de Rougemont, 2004] [Rougemont et
Vieilleribière, 2008] au moyen d’une mesure de conformité entre les règles de passages
spécifiées dans une DTD et la structure du document au travers de la distance d’édi-
tion.
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– La convergence de plusieurs DTD vers un modèle commun [Su et al., 2001] [Bernstein
et al., 2004].
– Le clustering (la régionalisation) soit le regroupement de documents en classes d’équi-
valences) [Dalamagas et al., 2004] [Dalamagas et al., 2006] [Kamvar et al., 2003] [Sanz
et al., 2007] [Sanz et al., 2005] [Termier et al., 2002].
D’autres travaux sont présentés dans [Tekli et al., 2009] qui contient une étude approfondie
de l’utilisation de la distance d’édition pour le calcul de similarités de documents XML, dans
d’autres cadres que celui de la RI.
2.4 Conclusion
La théorie des graphes est un outil mathématique puissant dont les applications ont été
nombreuses dans des domaines aussi différents que la catégorisation ou encore la fouille de
réseaux sociaux.
Toutefois, et même si l’on trouve un grand nombre d’approches dans des domaines péri-
phériques, les applications ont été peu nombreuses dans notre domaine notamment lorsqu’il
s’agit d’appréhender le problème de l’appariement structurel au travers des algorithmes de
mesure d’isomorphisme d’arbres. C’est ce que nous proposons au chapitre 5.
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3 Modèles de Langue et
Recherche d'Information dans
les documents Semi-Structurés
3.1 Introduction
En Recherche d’Information et par extension en RIS XML, les systèmes basés sur les
modèles de langues (ML) connaissent un grand succès dû aux bonnes performances qu’ils
permettent d’obtenir et à la solidité du socle théorique sur lequel ils reposent et qui les
affranchit d’un certain nombre d’heuristiques liées aux autres modèles de RI [Manning et al.,
2009].
Ce chapitre a pour objectif de présenter les notions élémentaires des modèles de langue
et d’appréhender les nombreuses applications qui ont été effectuées en recherche d’infor-
mation et en RI XML.
Il se compose de deux parties. La première (section 3.2) présente les principes et les diffé-
rents composants définissant les modèles de langue pour la RI. La seconde partie (section
3.3) traite de l’application de tels modèles aux problématiques de la RIS.
3.2 Principes généraux des modèles de langue
Les modèles de langue (ML) ont été initialement introduits afin de répondre à des pro-
blématiques de reconnaissance vocale [Jelinek, 1997]. Ces modèles se basent sur les chaînes
de Markov dont le but initial était de modéliser les séquences de lettres dans l’alphabet
russe.
Dans le principe, les ML sont des modèles de distribution qui considèrent que les régulari-
tés de la langue peuvent être modélisées au travers d’une distribution de probabilités. Ces
dernières sont ensuite utilisées pour prédire la probabilité que le prochain élément d’une
séquence soit un mot donné.
En RI, on considère que lorsqu’un utilisateur formule une requête il identifie les termes
spécifiques à un document idéal qu’il imagine pouvoir répondre à son besoin d’information.
L’utilisation des modèles de langue en RI découle directement de cette idée. Un document
est pertinent vis-à-vis d’une requête s’il est probable qu’il la génère. Ceci sous-entend alors
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que ces documents contiennent plus souvent ces termes que les autres documents et qu’il
existe un lien entre cette probabilité et la pertinence.
Cette section se compose de deux parties. La première est consacrée aux principes géné-
raux des ML pour la RI et aux différentes variations de ces modèles qui ont été proposées
dans la littérature (section 3.2.1). La seconde partie (section 3.2.2) traite d’un composant
critique de tout ML de RI : le lissage. Nous en exposons la raison d’être et présentons les
modèles de lissage les plus répandus.
3.2.1 Principes des modèles de langue appliqués à la recherche d’information
En RI, les premiers modèles de langues ont été formalisés par [Ponte et Croft, 1998]
[Miller et al., 1999] et [Hiemstra et Kraaij, 1999]. Ces modèles considèrent la pertinence au
travers de la probabilité de génération des termes.
Si la pertinence est liée à la probabilité d’apparition d’un ensemble de termes, la première
question qui se pose est comment considérer ces termes les uns par rapport aux autres. On
identifie trois manières de considérer ces relations :
– Comme des uni-grammes (n = 1). Les mesures de probabilité sont basées sur les occur-
rences de termes individuels. Les termes sont indépendants entre eux.
– Comme des bi-grammes (n = 2). Les estimations de la probabilité sont basées sur la
co-occurence de paires de mots.
– Comme des n-grammes de plus haut niveau (par exemple les tri-grammes n = 3). Ces
derniers ne sont en général pas utilisés en RI.
Si les n-grammes sont d’un grand intérêt en reconnaissance vocale ou en traitement de la
langue naturelle, en RI, on considère en général que puisque l’utilisateur sélectionne à priori
un ensemble de termes non liés qui définissent le document, les termes sont indépendants
entre eux. Ce sont donc des uni-grammes.
Dans les modèles de langue utilisant des uni-grammes, l’ordre des termes n’est pas signifi-
catif. Ils sont de ce fait associés au paradigme des approches bag-of-words (sac de mots). On
se place de ce fait dans le cadre d’une distribution multinomiale.
Dans la plupart des cas, les modèles de langue appliqués à la recherche d’information
considèrent la pertinence du document vis-à-vis de la requête comme la probabilité que la
requête puisse être générée par le document. Un document D est alors un sous-langage,
pour lequel on tente de construire un modèle de langue du document MD.
Afin de trier les documents, on cherche à estimer la probabilité d’un document sachant la
requête, ce qui d’après la formule de Bayes est donné par :
P(D | Q) ∝ P(Q | D)P(D) (3.1)
où P(D) est la croyance à priori que D soit pertinent pour n’importe quelle requête ("docu-
ment prior"). P(D) est souvent considérée comme uniforme et n’affecte alors pas le tri des
documents. On ne la considère pas dans le calcul. P(D) peut toutefois être utilisée comme
une variable additionnelle permettant de tenir compte de la longueur du document ou d’in-
formations complémentaires du document [Zhai et Lafferty, 2004].
La probabilité P(Q | D) que la requête soit généré par le document est considérée comme
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P(Q | MD), c’est-à-dire la probabilité que la requête soit générée par le modèle de langue
du document MD.
La question qui se pose alors est comment construire MD. En RI, le modèle de document
est constitué à partir des termes qui le compose.
La façon la plus courante d’obtenir cette probabilité est d’utiliser le modèle de langue
par uni-gramme sur une distribution multinomiale dans laquelle les documents sont des
classes traitées comme des langages séparés lors de l’estimation à partir de la requête :
P(Q | MD) = Πt∈QP(t | MD)t ft,Q (3.2)
Avec t ft,Q la fréquence du terme t dans la requête Q.
Les modèles de langue de RI suivront donc toujours trois étapes :
1. Créer un modèle de langue pour chaque document
2. Estimer la probabilité P(Q | MDi) que chaque document de la collection génère la re-
quête
3. Classer ces documents selon ces probabilités
La définition du modèle de langue revient entre autres à estimer P(t | MD). Cette pro-
babilité peut être estimée par maximum de vraisemblance :
P(t | MD) = t f (t, D)∑ti∈D t f (ti, D)
=
t f (t, D)
LD
(3.3)
Avec t f (t, D) la fréquence du terme t dans le document D, LD la taille du document calculé
comme la somme de toutes les fréquences des termes qu’il contient.
Lorsqu’un terme de la requête n’est pas présent dans le document, le produit des pro-
babilités abouti à un score nul. Ce problème d’éparpillement des données ("data sparsness")
est corrigé grâce à l’utilisation de techniques de lissage. Ce sont ces techniques que nous
présentons dans la section suivante.
3.2.2 Principes et impact des techniques de lissage
Le rôle premier des techniques de lissage est d’assigner une probabilité non nulle à des
termes de la requête absents du document. Mais leur rôle n’est pas limité à cette seule pro-
blématique. En effet et selon [Manning et al., 2009] le lissage permet également de mettre
en place des mesures de pondération des termes. Le choix de la technique à appliquer aura
donc un impact direct sur la qualité des résultats obtenus et son choix est primordial.
Les techniques de lissages sont nombreuses. Nous pouvons citer [Jelinek et Mercer, 1980]
[MacKay et Bauman Peto, 1994] [Ney et al., 1994] [Katz, 1987]. Nous nous proposons d’en
présenter quelque unes.
Les lissages les plus simples utilisent des constantes additives. C’est-à-dire qu’ils
ajoutent ou retirent une valeur constante aux fréquences des termes lors du calcul des pro-
babilités.
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Par exemple, dans le lissage de Laplace également appelé "additive smoothing" on ajoute
une constante de fréquence à tous les n-grammes rencontrés. Ainsi chaque n-gramme ob-
tiendra une probabilité minimale. Formellement, un lissage de Laplace sera défini par la
formule suivante :
P(t | MD) = t f (t, D) + 1∑ti∈D(t f (ti, D) + 1)
(3.4)
Ce type de lissage a un inconvénient majeur : sur des corpus de grande taille, une grande
partie de la probabilité est distribuée uniformément sur des termes non vus.
A l’inverse du lissage de Laplace, les lissages par absolute discount [Ney et al., 1994] ré-
duisent la probabilité de termes rencontrés :
P(t | MD) = max(t f (t, D)− δ, 0)LD +
δLDu
LD
× P(t | C) (3.5)
Avec max() la fonction qui s’assure que la probabilité est positive en retournant le maximum
entre la fréquence moins une constante et 0 ; LD la taille du document calculée comme la
somme de la fréquence de tous les termes dans le document ; LDu le nombre de termes
uniques du document ; δ une variable permettant de contrôler l’influence du lissage et P(t |
C) la fréquence relative du terme dans la collection calculé comme :
P(t | C) = t f (t, C)
LC
(3.6)
avec LC la somme des fréquences de tous les termes de la collection.
Les approches additives ou soustractives ont le défaut de répartir la fréquence de ma-
nière homogène entre tous les termes pouvant entraîner des fréquences supérieures à la
réalité pour certains termes dans le document. Afin de résoudre ce problèmes les lissages
par backoff comme ceux de [Katz, 1987] limitent la redistribution sur des termes de faible
fréquence statistique.
Un autre ensemble de techniques de lissage est le lissage par interpolation. Par inter-
polation on entend que l’on cherche à combiner un modèle du document avec un ou des
modèles d’ordre différent comme par exemple celui de la collection.
La méthode de lissage par interpolation la plus connue est celle de Jelinek-Mercer [Jelinek
et Mercer, 1980]. Cette technique repose sur une interpolation linéaire coefficienté du modèle
de la collection, d’une part, et du document d’autre part. Il se défini par :
P(t | MD) = (1− λ)P(t | D) + λP(t | C) (3.7)
λ un paramètre inclus dans l’intervalle [0, 1] permettant de régler l’influence respective des
probabilités du terme dans le document et la collection sur la probabilité finale.
Ainsi, plus λ sera proche de 0 et plus le lissage (l’influence de la fréquence relative du terme
dans la collection) sera important.
On relève que le lissage de Jelinek-Mercer est similaire à celui par absolute discount car il
utilise également une interpolation mais diffère en cela qu’il multiplie une constante au lieu
de la retirer.
Le lissage de Dirichlet [MacKay et Bauman Peto, 1994] peut également être vu comme
un modèle par interpolation. Il est basé sur les distributions de fréquences et des longueurs
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Méthode P(Q | D) Paramètre
Laplace t f (t,D)+1∑ti∈D(t f (ti ,D)+1)
∅
Jelinek-Mercer (1− λ)P(t | D) + λP(t | C) λ
Dirichlet t f (t, D) + µP(t | C)LD + µ µ
Absolute discount max(t f (t, D)− δ, 0)LD +
δLDu
LD
× P(t | C) δ
Tableau 3.1 — Tableau récapitulatif des formules de lissage présentées issu de [Zhai et
Lafferty, 2004].
respectives des modèles (par exemple document et collection). Formellement, il se définit
comme :
P(t | MD) = t f (t, D) + µP(t | C)LD + µ (3.8)
Avec µ un paramètre compris en général entre 500 et 5000 et permettant de régler l’apport
de la collection.
Le tableau 3.1 inspiré de [Zhai et Lafferty, 2004] récapitule les formules et les paramètres
de méthodes présentées précédemment.
Concernant les performances de ces lissages en recherche d’information et selon [Zhai et
Lafferty, 2004] [Zhai, 2008], il apparait que le lissage de Dirichlet est plus performant sur des
requêtes dont le nombre de termes est faible tandis que le lissage de Jelinek-Mercer serait
plus performant dans le cas de requêtes longues.
3.2.3 Discussion
Il existe d’autres façons de concevoir les modèles de langue pour la RI.
Plutôt que de chercher la probabilité qu’un modèle de document MD génère la requête
on peut par exemple chercher la probabilité qu’un modèle de requête MQ génère le docu-
ment. Le principal problème d’une telle approche est qu’il existe beaucoup moins de termes
disponibles dans la requête et que de ce fait le modèle sera moins bien estimé. Une telle
approche sera donc plus dépendante du lissage. Elle permet toutefois d’intégrer une dimen-
sion de retour de pertinence ("relevance feedback") en étendant le modèle de la requête avec
les termes des documents jugés pertinents [Zhai et Lafferty, 2001a].
Plutôt que de considérer la probabilité d’un modèle d’en générer un autre on peut gé-
nérer les deux modèles et observer à quel point ils sont divergents [Lafferty et Zhai, 2001].
On mesurera alors la divergence de Kullback-Liebler (KL divergence) entre deux modèles
de probabilité MQ et MD. Formellement :
KL(MD || MQ) = ∑
t∈V
P(t | MQ)log P(t | MQ)P(t | MD) (3.9)
L’inconvénient de cette mesure est que la fonction de classement n’est pas comparable entre
les requêtes. Cela n’a pas d’importance pour la recherche d’information ad-hoc puisque la
liste de résultats est triée pour chaque requête mais cela pose des problèmes dans d’autres
domaines où l’on souhaitera comparer ces listes.
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L’ensemble des approches présentées au cours de cette section a permis de faire des mo-
dèles de langue un des modèles de référence de la recherche d’information. Étant donné que
la majorité des approches de RI ont été adaptées pour prendre en compte les problématiques
liées à la recherche d’information sur documents semi-structurés la question qui se pose est
alors : de quelle manière ont-ils été adaptés pour la RI XML ?
3.3 Modèles de langue et recherche d’information sur documents
semi-structurés
Comme tous les modèles classiques, les modèles de langue ont été largement adaptés à
la recherche d’information XML. Les classifications que nous avons établies au chapitre 1 et
2 quant à l’utilisation de la structure s’appliquent bien évidement à ces approches.
Pour ces raisons, nous utilisons ici une classification globale similaire à celle utilisée au cha-
pitre 1 en limitant nos exemples à des modèles basés sur les ML pour la RIS XML.
Cette section suit le plan suivant. La première section 3.3.1 traite des approches de ML
utilisant la structure des documents implicitement tandis que la section 3.3.2 est consacrée à
son utilisation explicite.
3.3.1 Utilisation implicite de la structure dans le processus d’appariement
Un modèle de langue élémentaire pour la RIS XML substituera au modèle du document
MD un modèle de l’élément Me [Baeza-Yates et Ribeiro-Neto, 2011]. On considérera alors la
pertinence de l’élément vis-à-vis de la requête comme la probabilité que cette requête soit
générée par :
P(Q | Me) = Pti∈Q(t1, t2, ..., tn | Me)
= Πni=1P(ti | Me) (3.10)
Dans les modèles de langue de RIS, la normalisation de la taille de l’élément peut être
effectuée en prenant en compte leur fréquence dans ce dernier ou au travers de techniques
de lissage.
Dans [Sigurbjörnsson et al., 2004], les auteurs évaluent la probabilité de l’élément au travers
d’un lissage de Jelinek-Mercer. La formule obtenue est une interpolation entre la probabilité
des termes dans l’élément et la probabilité des termes dans la collection.
P(t | Me) = λP(t | e) + (1− λ)P(t | C) (3.11)
La notion de taille de l’élément peut être intégrée lors de la création du modèle pour
le calcul de la probabilité à priori du document (document prior) P(e) [Lalmas, 2009]. Ainsi,
pour | e | la taille de l’élément courant et ei la taille (en nombre de termes) de l’élément i
dans la collection C, on pourra par exemple considérer que le P(e) de la formule P(e | Q) ∝
P(Q | e)P(e) peut être estimé de la façon suivante :
P(e) =
| e |
∑i∈C | ei |
(3.12)
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Cet "element prior" (heuristique de l’élément à priori) est le pendant du "document prior".
Dans [Li et van der Weide, 2010], les auteurs adoptent ce principe. Ils utilisent les scores
d’entropie croisée entre le modèle de la requête et le modèle du document normalisé sur la
taille du document. Plus précisément, les auteurs séparent les conditions de contenu et les
contraintes structurelles et les combinent pour obtenir le score final de l’élément.
Dans les modèles de langue de RIS, nous identifions ici deux grandes familles d’ap-
proches quant à l’utilisation de la structure :
– La contextualisation des éléments. Dans le cas des modèles de langue, il s’agira en
général de rajouter une interpolation sur le modèle d’un élément de niveau supérieur
pouvant couvrir le document.
– L’agrégation. L’élément est considéré comme une agrégation de ses descendants.
Dans la suite de cette section nous présenterons chacune de ces catégories.
3.3.1.1 Contextualisation des éléments
Dans le cas des modèles de langue, on peut considérer que le principe même du lissage
est une forme de contextualisation [Trotman, 2009a]. En effet, puisque la contextualisation
est "Une famille de technique cherchant à évaluer la pertinence d’une unité de texte au
moyen d’informations obtenues en dehors de l’unité d’information elle-même et au travers
des unités textuelles qui l’entourent", elle évalue la pertinence au travers de la combinaison
du score de l’élément et d’un élément distinct ou de niveau différent.
En ce sens, le fait d’appliquer un lissage par interpolation est un exemple de contex-
tualisation puisqu’un paramètre va contrôler l’influence de la probabilité du terme dans la
collection par rapport à celui de l’élément.
Dans [Ganguly et al., 2011], les auteurs étendent le concept de recherche par élément in-
troduite par [Hiemstra, 2003]. Le score d’un élément est calculé au travers de l’interpolation
de son propre modèle de langue et de celui de son parent. Cette interpolation permet de
favoriser un élément non pertinent dans un document pertinent.
L’interpolation peut intégrer plus d’un modèle. Il est par exemple envisageable de consi-
dérer une triple interpolation entre élément e inclus dans un document D lui-même membre
d’un corpus documentaire C. Dans le cas une application du lissage de Jelinek-Mercer cal-
culera la pertinence au travers de la formule :
P(ti | Me) = λ× P(ti | e) + (1− λ)× (β× P(ti | D) + (1− β)× P(ti | C)) (3.13)
Avec λ et β les paramètres permettant de régler les importances respectives des scores du
document et de la collection.
C’est précisément ce type d’interpolation à trois modèles que proposent [Sigurbjörnsson
et al., 2004].
Dans [Mulhem et Chevallet, 2010a], le lissage document collection est contextualisé par
rapport au type (qui correspond au label) de l’élément. Ainsi, on ne considérera pas les
termes du document par rapport aux termes de la collection mais les termes associés à des
élément d’un label particulier par rapport aux termes associés à ces mêmes labels dans la
collection. Cette approche permet d’uniformiser tous les modèles en fonction de leur taille.
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La probabilité d’un terme dans un élément de type (label) l sera alors obtenue par :
Pλl ,l(t | el) = (1− λl)×
t f (t, el)
| el | + λl × p(t, Cl) (3.14)
Pour | el | la taille de l’élément courant.
Cette approche nécessite de fixer autant de paramètres λl que de labels. Une autre solution
est de définir λl tel que :
λl =
µ
| el | +µ (3.15)
avec µ une constante. λl est alors fonction de la taille de l’élément et l’équation finale est
alors :
Pµ,l(t | el) = t f (t, el) + µP(t, Cl)| el | +µ (3.16)
Dans [Mulhem et Chevallet, 2012], les auteurs étendent les travaux de [Lv et Zhai, 2009]
et proposent une technique afin d’intègrer le contexte documentaire dans le calcul de la
probabilité de l’élément. Ce contexte documentaire est représenté sous la forme d’un vecteur
de coocurences.
Il peut être utilisé pour prendre en compte par exemple les éléments du même type,
appartenant ou non au document et même considérés en fonction de leur ordre de lecture
dans le document. Le contexte est ici un couple élément - poids. L’élément se voit alors
associé un vecteur de pseudo-occurrences qui contient le vecteur de termes de l’élément et
du contexte. Un lissage est finalement effectué selon les modalités décrites dans [Mulhem
et Chevallet, 2010b] qui correspond au lissage par type d’élément de [Mulhem et Chevallet,
2010a].
3.3.1.2 Agrégation des éléments
Un exemple d’agrégation peut être trouvé dans [Lalmas, 2009] et s’inspire de [Ogilvie
et Callan, 2005]. Les auteurs y modélisent chaque élément du document au travers d’un
modèle de langue. On considérera que la probabilité propre de l’élément est donnée par les
termes qu’il contient.
En effet, si l’on considère que seuls les nœuds feuilles contiennent le contenu textuel alors,
le contenu textuel des éléments internes est formé de l’agrégation de ses éléments fils.
Ainsi, si l’on considère qu’un élément e a plusieurs fils ayant chacun leurs modèles de
langue Mej, la fonction d’agrégation peut être implémentée comme une interpolation li-
néaire entre chacun des modèles de langue des descendants.
P(ti | Me) = λ0P(ti | Me) +∑
j
λjP(ti | Mej) (3.17)
avec λ un paramêtre permettant de controler l’influence de chaque modèle de langue établie
de telle façon que λ0 +∑j λj = 1.
Une approche similaire peut être trouvée dans [Ogilvie et Callan, 2006]. Le score de per-
tinence est établi au travers d’un modèle de langue permettant d’estimer les paramètres de
l’interpolation linéaire en utilisant à la fois des exemples positifs et négatifs extraits depuis
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les documents pertinents. De manière similaire [Ganguly et al., 2011] combinent les proba-
bilités de génération à partir de l’élément agrégé et des ascendants.
3.3.2 Traitement des contraintes structurelles des requêtes
Nous considérons que les contraintes structurelles exprimées par les requêtes peuvent
être traitées de trois manières (depuis une classification que nous avons adaptée de [Trot-
man, 2009b] et [Lalmas, 2009]).
La première est la classification des éléments selon des classes d’équivalence. Il s’agit
d’un regroupement des éléments en fonction de leurs labels.
Un exemple d’application à un modèle de langue basé sur [Strohman et al., 2005] peut être
trouvé dans [Ramírez, 2011]. Elle n’a pas d’incidence particulière dans la conception du
modèle de RIS.
Le calcul du score selon des conditions de structure, c’est-à-dire faire varier le score en
prenant en compte le label de l’élément vis-à-vis de celui exprimé en tant que contrainte
dans la requête, est couramment utilisé en modèle de langue. Le principe est en général
de générer une suite de probabilités pour chacun des éléments répondant à chacune des
contraintes de la requête et d’interpoler ces scores.
Enfin, concernant la notion de hiérarchie et de distance, on considérera en général qu’elle
permet soit de déterminer quels modèles éléments Me doivent être pris en compte lors de
l’interpolation (ascendant, parent ou descendant).
Par exemple, dans les approches proposées dans [Huang et al., 2007] [Huang, 2008] et
[Kamps et al., 2003], les auteurs considèrent que les éléments pertinents ont tendance à ap-
paraitre au début du document. [Huang et al., 2007] [Huang, 2008] intègrent un "élément
prior" P(e) calculé comme :
P(e) =
1
5+ | elocation | ×
1
3+ | epath | (3.18)
Avec elocation la valeur d’emplacement dans un chemin XPath et epath la longueur du chemin
menant à l’élément depuis la racine.
Par exemple, si l’on considère que l’élément est labelisé paragraph et que son chemin de-
puis la racine est //article[1]//section[2]//paragraph[1] alors elocation vaudra 1
et epath 3.
Dans [Zhao et Callan, 2008] [Zhao et Callan, 2009], les auteurs étendent le modèle de
langue implémenté dans le moteur Indri [Strohman et al., 2005]. L’intuition est que la re-
quête dans son ensemble est une procédure générative qui décrit la manière dont le docu-
ment devrait générer les termes de la requête. De ce fait, pour construire la requête, au lieu
d’utiliser la structure pour déterminer dans quels champs les termes doivent apparaitre, la
requête prendra en compte la façon dont les différents éléments structurels du document
vont générer les termes spécifiés par la requête.
Un autre type d’approches utilisant les liens structurels peut être trouvé dans [Mulhem
et Chevallet, 2010a]. Les auteurs utilisent l’imbrication entre les sous-arbres pour effectuer
une interpolation entre les éléments et leurs descendants. Le processus est hérité du fetch &
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browse et consiste à utiliser en premier les éléments les plus pertinents et de grande taille
pour affiner progressivement la recherche. Le filtrage est effectué par la distinction entre les
éléments liés hiérarchiquement et ceux non liés.
3.3.3 Utilisation explicite de la structure des documents vis-à-vis des contraintes
des requêtes
De part la nature des modèles de langue, les approches par comparaison d’arbres et par
inclusion que nous avons présentées au chapitre 1 ne sont pas naturellement intégrables. De
ce fait, les quelques approches qui existent se basent sur un processus de relaxation de la
structure qui sert alors à la création du modèle de document.
Dans [Chihebeddine, 2011], l’auteur utilise la relaxation d’arcs de [Ben Aouicha et al.,
2010] afin d’obtenir un modèle de document composé d’un ensemble de liens (réels ou vir-
tuels) entre tous les nœuds ayant une relation ancêtre-descendants deux à deux et propose
d’utiliser deux fonctions de lissage : Dirichlet [MacKay et Bauman Peto, 1994] et de Jelinek-
Mercer [Jelinek et Mercer, 1980].
Cette approche nous semble intéressante mais reste dans le cadre théorique puisqu’elle
n’a été ni implémentée, ni testée. De plus, elle est orientée document et ne permet pas de
construire un modèle élément.
3.4 Conclusion
Les modèles de langue sont devenus les approches de référence aussi bien dans le do-
maine de la RI qu’en RIS. Leur implémentation performante au sein du moteur Indri [Stroh-
man et al., 2005] et l’utilisation de ce dernier comme baseline de nombreuses approches dans
[Zhao et Callan, 2008] [Zhao et Callan, 2009] en est un exemple.
Si les modèles de langue de RI considèrent la probabilité de génération de la requête au
niveau du document, les approches de RIS substituent ce modèle document par un modèle
élément. Les problématiques soulevées sont alors les mêmes que dans les autres approches
de RIS classique (taille relative de l’élément, notion d’environnement).
Les approches de résolution choisies portent alors sur l’intégration d’une composante struc-
turelle dans le lissage ou comme heuristique lors de l’évaluation de la probabilité du terme.
Les solutions les plus avancées atomisent les requêtes afin de générer des ensembles de
modèles éléments qu’ils combinent par interpolation pour le calcul du score de pertinence
final.
Enfin, il n’existe, à notre connaissance que peu ou pas d’approches ayant utilisé la struc-
ture explicitement en temps que vocabulaire lors de la formation du modèle élément. C’est
ce que nous proposerons dans notre modèle au chapitre 6.
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4 Un modèle de Recherche
d'information sur documents
Semi-Structurés XML
4.1 Introduction
Lorsque l’on s’intéresse à la façon dont la structure des documents est utilisée en RIS,
il apparaît que cette dernière sert dans la grande majorité des cas de support de localisa-
tion de l’information. Les approches mesurant les similarités structurelles, explicitement, et
indépendamment du contenu, existent toutefois [Ben Aouicha et al., 2010] [Chihebeddine,
2011] [Alilaouar, 2007a] [Dong Lee et Pinel-Sauvagnat, 2010] mais restent minoritaires.
Cette faible utilisation de la structure s’explique par le fait que si les requêtes sont l’expres-
sion d’un besoin utilisateur, ce dernier s’exprime en priorité sur le contenu souhaité plutôt
que sur l’emplacement de ce dernier.
A titre d’exemple, si l’on cherche un élément paragraph traitant de la "comparaison de
graphe" c’est le fait que le passage retourné traite de comparaison de graphe qui déterminera
en priorité sa pertinence. De ce fait, le label de l’élément n’entrera en ligne de compte qu’à
posteriori du contenu. Par extension, si l’on retourne une section au lieu d’un paragraph
mais que le contenu informationnel est en adéquation avec les mots-clefs exprimés, alors
l’élément sera considéré comme approximativement pertinent.
Partant de ces constatations, nos travaux ont trois objectifs :
1. Proposer un modèle de recherche d’information dans les documents XML à même de
retourner des éléments pertinents. Il s’agit de la base de tout SRIS : répondre aux besoins
exprimés par les requêtes.
2. Étudier si, et de quelle manière, la structure peut être utile dans le processus de re-
cherche d’information. En ce sens il s’agit de proposer des approches permettant d’uti-
liser la structure de manière efficace et flexible .
3. Enfin, nous relevons qu’un grand nombre de travaux [Trotman et Lalmas, 2006] [Trot-
man et Wang, 2010] [Wang et al., 2012] indiquent que la structure n’apporte pas d’amé-
lioration au processus de SRIS. Tandis qu’une proportion toute aussi significative [Sau-
vagnat et al., 2006b] souligne son importance allant jusqu’à affirmer que "Ignorer la
structure du document revient à ignorer sa sémantique" [Schlieder et Meuss, 2002b].
Ces conclusions contradictoires indiquent qu’elle aiderait dans la moitié des cas [Trot-
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man, 2009a].
Qu’en est il réellement ? Cela est-il dû à une mauvaise utilisation de cette dernière ? Ou
la réponse est-elle à chercher dans le cadre de la nature des requêtes et de la collection
sur laquelle ces requêtes sont exprimées ?
Figure 4.1 — Vue globale de notre système d’information basé sur XFIRM [Sauvagnat,
2005]. Les apports de notre modèle concernent les modules d’appariement.
Afin de répondre à ces trois problématiques, nous avons développé notre SRIS sur les
bases du modèle XFIRM de [Sauvagnat, 2005]. Ces composants sont représentés dans la
figure 4.1. Les documents et les requêtes y sont traités au travers de trois étapes :
1. La structure des documents est indexée selon le modèle ANOR [Lee et al., 1996b]. Le
texte est séparé dans des unités disjointes, dans notre cas des nœuds feuille. Une phase
de propagation sera nécessaire par la suite afin de répercuter la mesure de la similarité
du contenu textuel aux nœuds internes.
2. Le noyau de notre système est l’appariement élément-requête (ou appariement nœud-
requête). Notre système se compose de deux ensembles principaux : le premier est
consacré à l’appariement du contenu ; le second à la structure. La phase d’appariement
permet d’assigner des scores de pertinence de contenu et de structure aux nœuds.
3. Enfin, ces scores sont combinés et les nœuds éléments sont retournés triés par ordre de
pertinence.
Notre apport porte principalement sur les parties en lien avec l’évaluation de la perti-
nence de contenu et de structure d’un nœud (les traitements périphériques tels que celui en
charge de l’indexation sont ceux de base du système).
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4.2 Approche générique
Notre modèle retourne une liste d’éléments pertinents vis-à-vis d’une requête Q. Ces
éléments ont un label correspondant à celui de l’élément cible de Q. La liste retournée est
triés en fonction du score de pertinence des éléments vis-à-vis de Q.
Ce score de pertinence, pour un nœud élément n, est évalué de la façon suivante :
1. Un score de contenu scorec pour n est calculé en fonction de la pertinence des nœuds
feuille qu’il contient et de la pertinence de son contexte.
2. Si le score de contenu est non nul (le contenu contient au moins un terme de la requête),
on extrait pour n un ou plusieurs sous-arbres représentatifs.
3. On apparie ce ou ces sous-arbres représentatifs avec les conditions de structure de la
requête, afin de calculer un score de similarité structurelle scores pour n.
4. Les scores de contenu et de structure de n sont combinés par combinaison linéaire pon-
dérée par un paramètre λ compris dans l’intervalle [0, 1] qui nous permet d’étudier les
apports respectifs du contenu et de la structure dans le score du nœud :
RSV(n, Q) =

0 si l(n) 6= EC(Q)
ou si scorec(n, Qc) = 0
λ× scorec(n, Qc) + (1− λ)× scores(n, Qs) sinon
(4.1)
pour EC(Q) la fonction qui retourne le label de l’élément cible de la requête Q et l(n) le
label l du nœud n.
Ces différentes étapes peuvent être effectuées selon deux modalités différentes.
La première représentée dans la figure 4.2 considère les conditions de contenu de la re-
quête en une seule fois. Le score de contenu de chaque nœud est donc évalué au travers
de toutes ces conditions de contenu. Afin d’évaluer le score de structure, plusieurs sous-
arbres représentatifs de chaque nœud sont extraits, et leurs scores de similarité par rapport
aux contraintes structurelles de la requête sont ensuite combinés pour former leur score de
structure.
Cet enchainement d’étapes d’évaluation correspond à une prise en compte vague des condi-
tions de contenu et de structure. Elle évalue la pertinence globale du contenu d’un nœud au
niveau des termes du document tandis que la structure de ce dernier est utilisée comme un
contexte structurel.
La seconde, représentée dans la figure 4.3 considère les conditions de contenu de la re-
quête de manière séparée. Chaque nœud est évalué par rapport aux conditions de contenu
prises séparément et le score de contenu global est ensuite calculé. Ainsi, si l’on considère
par exemple une requête Qc : Qc1 //Qc2 composée de deux conditions de contenu Qc1 et
Qc2 : {t2, t3}, un score normalisé est attribué séparément à l’élément pour Qc1 et pour Qc2
tandis que son score final est la somme normalisée de ces deux scores.
Afin d’évaluer le score de structure, le sous-arbre minimal représentatif de chaque nœud est
extrait et apparié aux conditions de structure de la requête.
Cette modalité nous permet de considérer les nœuds indépendamment du document. Elle
a pour objectif d’être la plus stricte possible à la fois sur le contenu et la structure.
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Figure 4.2 — Détail des étapes de notre modèle mesurant l’évaluation du contenu par
fusion des conditions de contenu et la structure par sous-arbres multiples.
Nous choisissons de regrouper les approches de contenu et de structure en fonction de
leur niveau de restriction sur les contraintes afin d’étudier l’impact de cette prise en compte
en fonction de la nature de la collection.
Ce chapitre détaille chacune de ces étapes. Il se compose de deux parties principales.
La première porte sur l’évaluation du score de contenu (section 4.3). La seconde traite des
diverses techniques d’extraction des structures représentatives des nœuds à évaluer (section
4.4).
Les algorithmes traitant en propre de la mesure de similarité structurelle sont abordés dans
la section 4.5 et traités en détail dans les chapitres 5 et 6 1.
4.3 Évaluation du contenu
Puisque les nœuds feuilles sont le conteneur élémentaire du contenu textuel des docu-
ments, la première étape de notre approche est le calcul de leur score de contenu. Ce score
1. Le chapitre 5 est consacré à notre approche basée sur la distance d’édition entre arbres, tandis que le
chapitre 6 présente notre modèle de mesure de la similarité structurelle par modèle de langue.
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Figure 4.3 — Détail des étapes de notre modèle mesurant l’évaluation du contenu par
séparation des conditions de contenu et la structure par sous-arbres minimaux.
est évalué au moyen d’un t f × id f (fréquence du terme× fréquence inverse du document) tel que
proposé par [Sparck Jones, 1973] en fonction des mots-clefs exprimés par la requête.
Nous définissons ce score initial comme étant le score p(x) = ∑ti∈Qc t f (ti, x)× id fti pour
chaque nœud feuille x du document, soient la fréquence du terme t f , et id f la fréquence
inverse de ce terme dans les documents de la collection.
Une fois les scores de pertinence de ces feuilles évalués, nous attribuons un score aux
nœuds internes au travers d’une double propagation [Laitang et Pinel-Sauvagnat, 2011]
[Laitang et al., 2011] :
– Bottom up. Le score p(x) est propagé des feuilles à la racine. Chaque nœud interne n
obtient un p(n) par le cumul des scores qui le traverse.
– Top down. Le score est propagé des ancêtres jusqu’aux feuilles. Cette technique s’appa-
rente à de la contextualisation puisqu’elle permet de prendre en compte une partie du
score de l’environnement du nœud sur le nœud lui-même. L’intuition est qu’un nœud
pertinent est en général localisé dans un document pertinent [Hiemstra, 2003] et/ou à
proche d’un autre nœud pertinent.
Formellement, à partir de chaque nœud feuille x, le score de contenu brut (non norma-
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lisé) bsc(n, Qci) du nœud n par rapport à une condition de contenu Qci est calculé au travers
de la formule de propagation suivante :
bsc(n, Qci) =

p(n)
| f euilles(n) |︸ ︷︷ ︸
1
+
p(a1)− p(n)
| f euilles(a1) |︸ ︷︷ ︸
2
+
bsc(a1, Qci)− p(a1)| f euilles(a1) |
| f ils(a1) |︸ ︷︷ ︸
3
si n 6= racine
︷ ︸︸ ︷
p(n)
| f euilles(n) | sinon
(4.2)
Cette formule est récursive et se compose de trois parties :
1. Le premier composant que nous nommons le score intermédiaire de contenu est obtenu par
la somme p(n) =
∑
x ∈ f euilles(n)
p(x)
| f euilles(n) | des scores des nœuds feuilles de l’arbre enraciné
en n divisé par le nombre de feuilles | f euilles() |.
Il se base sur l’intuition que le score d’un nœud interne est avant tout la moyenne du
score de ses descendants.
2. Le second composant est le score de voisinage obtenu au travers du nœud père a1. p(a1)
est le score intermédiaire de contenu de a1 et | f euilles(a1) | le nombre de nœuds feuilles
parmi les descendants de a1.
Il s’agit de notre premier composant de contextualisation. Il augmente le score d’un
nœud en fonction du contexte de ses frères si ces derniers sont pertinents.
3. Le troisième composant est le score des nœuds ancêtres. Il est obtenu au travers du score
de contenu brut bsc(a1) du père a1 moins le score intermédiaire.
Ce score permet de transmettre une faible partie de la pertinence générale du docu-
ment. Il s’agit de notre deuxième composant de contextualisation puisqu’il se base sur
l’heuristique selon laquelle un nœud pertinent est en général localisé dans un document
globalement pertinent.
En synthèse, notre formule de propagation assure l’équilibre des scores entre nœuds racine
et nœuds feuilles et retransmet une partie du score du contexte documentaire et des nœuds
environnants.
La figure 4.4 illustre la transmission des différents scores à un nœud n7 pour chaque
partie de l’équation 4.2.
1. La partie 1 correspond à la première partie de notre équation 4.2. Par application de
l’équation, le nœud n7 se verra attribuer la moyenne des scores des nœuds n8 et n9.
2. La partie 2 concerne la transmission du score entre frères de l’équation 4.2. On utilise
l’ancêtre pour transmettre aux autres fils une partie de ce score. Étant donné que le score
intermédiaire de contenu du père est fonction de ses descendants, retirer la partie de ce
score qui correspond au nœud que l’on évalue et lui adjoindre une partie du score de
son père permet d’augmenter son score en fonction de ses voisins. Dans notre exemple,
le nœud n7 hérite d’une partie du score de n10 par n6 puisque le score de n6 est fonction
de n7 et n10 qui sont ses fils. Puisque dans notre exemple n6 est non pertinent, l’apport
des frères est nul.
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Figure 4.4 — Exemple d’application de la formule de propagation pour le calcul du score
de contenu du nœud 7.
3. La partie 3 concerne le score des nœuds ancêtres. On transmet le score de contenu final
du père n6 de n7 auquel on retire la partie de ce score qui vient de notre nœud courant
n7.
Par application de la formule 4.2 nous obtenons :
bsc(n7, Qci) =
p(n7)
| f euilles(n7) | +
p(n6)− p(n7)
| f euilles(n6) | +
bsc(n6, Qci)−
p(n6)
| f euilles(n6) |
| f ils(n6) |
=
1.5
2
+
1.5− 1.5
4
+
0.425− 1.5
4
2
(4.3)
Dans le cas où les conditions de contenu de la requête Qc sont concaténées, le score final de
contenu scorec du nœud n est obtenu par la normalisation du score brut bsc par le maximum
max() des scores de contenu bruts des nœuds ni ∈ C obtenus en réponse à la requête :
scorec(n, Qc) =
bsc(n, Qc)
max(bsc(ni, Qc)) ∈ C (4.4)
Le choix de la normalisation du maximum nous permet de nous assurer que nos scores sont
au maximum égaux à 1 et que les écarts de score initiaux sont conservés.
Lorsque les conditions exprimées par la requête sont considérées séparément on effectue
la propagation et la normalisation pour chacune de ces contraintes Qci selon l’équation 4.4
avant de les combiner sur chaque nœud :
bsc(n, Qc) = ∑
Qci∈Qc
scorec(n, Qci) (4.5)
puis on procède à une nouvelle normalisation de ce score selon l’équation 4.4.
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Figure 4.5 — Étapes d’évaluation d’un nœud dont le label est movie présent dans deux
documents D1 et D2 pour une requête Q pour chacune des approches de prise en compte
des conditions de contenu.
Le choix de la prise en compte du contenu dans l’évaluation a une influence sur le score
qui sera attribué au nœud que nous illustrons dans la figure 4.5. Dans le cas où l’on applique
l’évaluation pour la concaténation des contraintes de contenu, les scores des nœuds de label
movie pour le document D1 et D2 vis-à-vis de la requête Q (présenté dans la partie haute
de la figure), les nœuds movie seront tous les deux égaux à 13 avant normalisation et donc
de 1 après.
Par application successive de l’évaluation du contenu selon la partie 1 de l’équation 4.4
(puisqu’il s’agit de nœuds racine) p(n)| f euilles(n) | pour chacune des sous-requêtes on obtien-
dra les scores suivants :
bsc(movieD1 , Qc1) =
0.5
3
= 0.1666 bsc(movieD2 , Qc1) =
0.75
3
= 0.25
bsc(movieD1 , Qc2) =
0.25
3
= 0.0833 bsc(movieD2 , Qc2) = 0
bsc(movieD1 , Qc3) =
0.25
3
= 0.0833 bsc(movieD2 , Qc3) =
0.25
3
= 0.0833
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Les scores normalisés sont alors les suivants :
scorec(movieD1 , Qc1) =
0.1666
0.25
= 0.666 scorec(movieD2 , Qc1) =
0.25
0.25
= 1
scorec(movieD1 , Qc2) =
0.0833
0.0833
= 1 scorec(movieD2 , Qc2) =
0
0.0833
= 0
scorec(movieD1 , Qc3) =
0.0833
0.0833
= 1 scorec(movieD2 , Qc3) =
0.0833
0.0833
= 1
Soit un score final brut de 2.66 pour le document D1 et de 2 pour le document D2. Ce qui
aboutira au score final après normalisation de 1 pour D1 et de
2
2.66
= 0.75 pour D2. Le
document D1 qui répond davantage à la forme de la requête est donc favorisé.
4.4 Sélection du graphe pour l’appariement structurel
Lorsqu’il s’agit d’évaluer la similarité structurelle avec, d’une part des contraintes de
structure de la requête, et de l’autre un nœud, la première question qui se pose est : "Quel
sous-arbre extraire pour établir un score de similarité avec les contraintes de la requête", et
par la même : "Quelle(s) structure(s) du document contenant le nœud sont potentiellement
pertinentes vis-à-vis des contraintes structurelles ?".
Cette section a pour objectif de présenter les différentes étapes d’extraction et de conver-
sion de la requête et de la structure issue du document. La première section 4.4.1 décrit
notre approche de représentation de la requête ; tandis que la seconde partie (section 4.4.2)
est consacrée aux approches en lien avec le document.
4.4.1 Représentation des contraintes structurelles des requêtes
Les requêtes CAS sont composées d’une succession de contraintes structurelles (identi-
fication sur le label du nœud recherché), pouvant contenir une liste de mots-clefs, et imbri-
quées les unes dans les autres selon plusieurs modalités. Ces modalités que nous appelons
clauses sont au nombres de trois :
– Hiérarchique. Un nœud est ancêtre d’un autre nœud. C’est le cas par exemple de la
requête article//section.
– Booléenne. Ce type de requête recouvre la disjonction et la conjonction. Des
exemples de requêtes de ce type pourront être //article[about(.//section,
"graph") and about(.//section, "theorie")] pour la conjonction, ou
encore //article[about(.//section ,"graph") or about(.//section,
"theorie")] pour la disjonction.
– Simple. Ce type de requête ne contient pas de sous-clause. Un exemple est la requête
section[about(., "theorie")].
La nature de ces clauses nous permet de construire l’arbre de la requête.
Notre algorithme de décomposition prend en entrée la requête Q et, pour chaque clause,
opère récursivement la décomposition tout en recomposant l’arbre de la requête. Il se ter-
mine lorsque toutes les clauses de la requête d’origine sont simples (atomiques).
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Dans le cas des requêtes hiérarchiques, la première clause de-
vient la parente de la seconde. Ainsi la requête section[about(.,
"graph")]//paragraph[about(.,"theorie")] de la figure 4.6 que l’on peut
traduire par "je cherche un paragraph traitant de "theorie" contenant un section traitant
de graph" aboutit à la création de deux clauses simples. Le premier nœud labellisé section
sera père du second nœud labelisé paragraph.
Dans le cas d’une triple imbrication, comme c’est le cas dans la requête
article[about(., )]//section[about(., )]//paragraph[about(., )],
la première décomposition crée la relation hiérarchique article parent de section et la
seconde crée section parent de paragraph.
Figure 4.6 — Exemple de décomposition pour une requête
Concernant les requêtes booléennes de conjonction les nœuds produits sont rattachés
au même père.
Ainsi, une requête extraite de INEX Datacentric 2011 //movie[about(.//director
,"terry gilliam") and about(.//actor//name, "benicio del toro") and
about(.//character, "dr gonzo")] que l’on peut traduire par "je cherche un film
dont le réalisateur est terry gilliam et dans lequel un acteur de nom "benicio del toro"
interprète un personnage nommé "dr gonzo" est traduite sous la forme de l’arbre représenté
dans la figure 4.7.
Enfin, la conversion des requêtes contenant des opérateurs de disjonction (une requête
contenant des OR) aboutit à la création d’autant de requêtes qu’il y a de tels opérateurs.
C’est le cas de la requête extraite de INEX Datacentric 2010
//movie[about(.//keywords, Dogme) or about (.//additional_details,
Dogme)] que l’on peut traduire par "je cherche un movie dans lequel le champs de
keywords ou de additional detail contient "dogme". On cherche un nœud movie
dont un descendant à pour label additional_details ou keywords. La figure 4.8
donne un exemple de conversion de ce type de requête.
Dans le cas ou plusieurs requêtes sont extraites, le score final est évalué comme la
moyenne des scores de similarité vis-à-vis de chacun de ces arbres.
A la fin de cette étape, on obtient un ou plusieurs arbres représentatifs de la requête. Il
s’agit alors de déterminer quelle structure extraire du document pour représenter le nœud
à l’étape d’appariement.
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Figure 4.7 — Conversion de la requête //movie[about(.//director ,"terry
gilliam") and about(.//actor//name, "benicio del toro") and
about(.//character, "dr gonzo")] en un arbre Q.
Figure 4.8 — Conversion de la requête //movie[about(.//keywords, Dogme) or
about (.//additional_details, Dogme)] en deux arbres Q1 et Q2
4.4.2 Extraction de la structure du document représentative des nœuds
La phase d’appariement structurel met en correspondance l’arbre requête avec une ou
plusieurs structures représentatives d’un nœud.
Se pose alors la question : "Quelle(s) structure(s) extraire du document pour ce nœud ?".
La solution la plus simple serait de considérer l’ensemble de la structure du document (le
sous-arbre enraciné par la racine du document) par rapport à l’ensemble de la structure de
la requête.
Deux problèmes apparaissent alors :
1. Il existe une asymétrie importante entre les requêtes, qui contiennent quelques infor-
mations structurelles, et le document, qui peut contenir jusqu’à plusieurs centaines de
nœuds.
2. Lorsque l’on considère la similarité entre la globalité du document et l’ensemble de la
structure de la requête, il devient complexe, sinon impossible d’évaluer chaque nœud
différemment puisque tous les nœuds seront compris et donc représentés par le même
arbre.
Puisque notre objectif est de proposer une approche de RI XML à même de différencier
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les nœuds entre eux, il est nécessaire d’extraire un sous-arbre, ou un ensemble de sous-
arbres à même d’être utilisés pour la mesure de similarité et suffisamment distinctifs pour
les discriminer dans leur structure d’origine.
Pour ce faire, nous avons proposé deux modèles d’extraction de ces sous-arbres repré-
sentés dans les parties structure des figures 4.2 et 4.3 :
– Le premier extrait, pour le nœud, un certain nombre de structure représentatives.
– Le second extrait la structure la plus restreinte et précise possible pour le nœud.
Notre premier modèle d’extraction est traité dans la section 4.4.2.1. Le second est présenté
dans la section 4.4.2.2.
4.4.2.1 Une approche d’extraction de multiples sous-arbres
Notre méthode d’extraction proposée dans [Laitang et al., 2012a] se base sur l’idée que la
structure à même de mesurer la similarité entre le nœud et la requête peut être représentée
par un ensemble de sous-arbres qui une fois combinés donnent une indication sur le nœud
lui-même et sur son contexte structurel au sein du document. Pour chaque nœud dont le
label correspond à celui de l’élément cible de la requête nous extrayons l’arbre enraciné par
lui-même ainsi que tous ceux enracinés par ces ascendants.
Une telle approche présente deux avantages :
– Le nœud cible (soit le nœud dont le label doit, au final, être retourné par le SRIS) n’est
pas obligatoirement localisé au début de la hiérarchie.
Par exemple dans la requête //movie[about(.//director ,"terry
gilliam") AND about(.//actor//name, "benicio del toro") AND
about(.//character, "dr gonzo")] // title le nœud cible est le title.
De ce fait, si l’on sélectionne le sous-arbre enraciné par le titre, on perd la quasi
intégralité de la structure des ascendants spécifiés dans la requête.
– Sélectionner l’ensemble des sous-arbres enracinés par les ascendants permet de
prendre en compte une dimension de contextualisation dans la structure. En ce sens,
combiner les scores de structure des sous-arbres successifs revient à prendre en compte
l’environnement structurel du nœud depuis lui-même jusqu’au document dans son
ensemble
Formellement, soit n un nœud interne dont le label est identique à celui de l’élément
cible, ∀a ∈ Anc(n) nous retournons chacun des sous-arbres T(a) enracinés.
Un exemple d’extraction est représenté dans la figure 4.9. Dans un document XML, le
nœud 7 possède à la fois un score de contenu non nul et un label correspondant à l’élément
cible. La fonction d’extraction retourne quatre sous-arbres T(n7), T(n6), T(n5), et T(n1) res-
pectivement enraciné par les nœuds 7, 6, 5, 1.
Lorsque l’on voudra attribuer un score de structure au nœud 7 on utilisera donc les arbres
T(n7), T(n6) T(n5) et T(n1).
Le score final du nœud est obtenu par la combinaison des similarités structurelles sims
entre l’arbre de la requête et chacun des sous-arbres du nœud. Comme nous le verrons
ultérieurement au chapitre 5, le score sims est normalisé sur la cardinalité de l’arbre extrait
du document.
Le score de structure non normalisé bss(n, Qs) est alors calculé comme la moyenne des scores
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Figure 4.9 — Extraction des sous-arbres du document un noeud actor dont le score de
contenu n’est pas nul et qui correspond au label de l’élément cible de la requête.
de similarité sims des arbres enracinés par les ancêtres successifs :
bss(n, Qs) =
∑
a ∈ Anc(n)
sims(T(a), Qs)
| Anc(n) | (4.6)
Avec Anc(n) l’ensemble des ancêtres de n.
Une dernière étape de normalisation calcule le score de structure final scores(n, Qs)
comme :
scores(n, Qs) =
bss(n, Qs)
max(bss(ni, Qs)) ∈ C (4.7)
Le principal inconvénient d’une telle approche est la complexité que sous-entend le cal-
cul de plusieurs similarités structurelles pour obtenir le score d’un seul nœud.
4.4.2.2 Une approche d’extraction du sous-arbre représentatif minimal
Dans notre second modèle d’extraction d’arbre proposé dans [Laitang et al., 2013a], le
sous-arbre extrait est obtenu à partir du sous-arbre enraciné par l’ancêtre du nœud dont le
label est celui de la racine de la requête. Seule les branches du sous-arbre dont le score de
contenu des feuilles n’est pas nul et qui contiennent des nœuds dont les labels sont spécifiés
dans les contraintes structurelles de la requête sont conservés.
Cette approche d’extraction comporte trois étapes illustrées figure 4.10.
1. Les nœuds du document dont le score de contenu est non nul et dont le label est ce-
lui de l’élément cible de la requête sont sélectionnés. Ici, deux nœuds répondent à ces
contraintes et le label de l’élément cible est title. Il s’agit des nœuds 6 et 14.
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Figure 4.10 — Étapes d’extraction du sous-arbre minimal représentatif de la structure du
document vis à vis d’une requête Qs.
2. Pour chacun de ces nœuds, on remonte jusqu’au nœud ancêtre dont le label est celui de
la racine de l’arbre des contraintes structurelles de la requête Qs. Dans notre exemple,
le label de la racine de la requête est movie et les nœuds sélectionnés sont 5 et 13.
3. On extrait les sous-arbres enracinés par ces nœuds en ne conservant que les branches
qui contiennent les feuilles dont le score de contenu est non nul et en limitant l’extrac-
tion aux nœuds des branches de la racine jusqu’aux derniers descendants (les plus bas
dans la hiérarchie) dont le label est exprimé dans l’arbre de la requête. Ici deux sous-
arbres sont extraits. Le premier est S1. Il est composé des nœuds 5, 6 et 8. Il sera utilisé
pour attribuer un score de similarité structurelle au nœud 6. Le second est S2. Il est
composé des nœuds 13, 14 et 16. Il sera utilisé pour attribuer un score de similarité
structurelle au nœud 14.
Cette approche permet d’extraire la structure pertinente la plus restreinte possible puis-
qu’elle limite l’extraction à un sous-arbre par nœud. Son principal inconvénient est que,
dans certains cas (lorsque le label du nœud cible de la requête est celui que l’on trouve à la
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racine du document), elle limite son extraction à un seul sous-arbre par document pour la re-
quête. De plus, elle ne permet pas, comme dans le cas de l’extraction multiple, de considérer
les dimensions de contexte structurel.
Dans le cas de notre approche par extraction de sous-arbre minimal, un seul arbre est
associé au nœud. Le score de similarité structurel scores(n, Qs) du nœud n sera donc fonction
de la similarité entre ce sous-arbre noté ici S et une requête Qs soit :
bss(n, Qs) = sims(S, Qs) (4.8)
Pour sims, une de nos approches présentés au chapitre 6 et 7.
Tout comme pour l’extraction par sous-arbres multiples, une dernière étape de normali-
sation basée sur la formule 4.7 permet d’obtenir le score de structure scores.
4.5 Évaluation des résultats des approches d’appariement du
contenu
Les expérimentations que nous avons effectuées permettent d’évaluer deux axes de nos
travaux.
Le premier porte sur la nature de la prise en compte du contenu et de la sélection des
arbres représentatifs du nœud document. Étant donné que nous avons proposé deux types
d’extractions et que chacune de ces extraction considère les conditions de contenu différem-
ment (concaténé pour l’approche par sous-arbres multiples et séparé pour l’approche par
sous-arbre minimal comme présenté dans les figures 4.2 et 4.3 de la section 4.2), il est né-
cessaire d’étudier l’influence de la prise en compte des conditions de contenu sur le score
final.
La seconde porte sur la nature de la collection. En effet, les deux collections d’INEX que
nous avons choisies sont de nature différente.
– La collection IEEE est orientée texte. Les labels associés aux nœuds correspondent à
de la mise en page.
– La collection IMDB est orientée données. La structure est similaire à ce que l’on peut
trouver dans le monde de la base de données. Les labels ont une sémantique significa-
tive.
Nous définissons le fait d’opérer une expérimentation selon une modalité particulière
au regard d’une tâche d’évaluation sous le terme run. Les runs sont au nombre de deux :
– concat. Les conditions de contenu sont évaluées conjointement.
– split. Les conditions de contenu sont évaluées séparément.
Pour nos expérimentations sur IEEE, le nombre de nœuds retournés est limité aux 1 000
premiers (seul les 1 000 premiers sont évalués par défaut) tandis que pour IMDB nous sé-
lectionnons les 1 500 premiers à raison d’un nœud par document (pas d’overlap). Les nœuds
retournés sont filtrés : seuls ceux dont le label correspond à celui du nœud cible de la requête
sont conservés.
La suite de cette section présente les résultats pour chacune de nos approches sur cha-
cune des collections pour un λ de l’équation 4.1 fixé à 1 ce qui correspond à une approche
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Runs MAeP nxCG10 nxCG25 nxCG50
split 0.167 (+21%) 0.425 (-6%) 0.4 (-6%) 0.3789 (-5%)
concat 0.1503 (+12%) 0.3 (-33%) 0.35 (-18%) 0.345 (-14%)
MaxPlanck 0.1334 (-) 0.45 (-) 0.3956 (-7%) 0.3894 (-4%)
IBMHaifa 0.1023 (-23%) 0.225 (-50%) 0.4278 (-) 0.4067 (-)
Unisys 0.1001 (-25%) 0.325 (-28%) 0.32 (-25%) 0.3489 (-13%)
Tableau 4.1 — Comparaison des scores obtenus par les différents modalités en fonction
des participants officiels de la tâche SSCAS d’INEX 2005. Les pourcentages d’augmenta-
tion ou de baisse sont calculés par rapport au meilleur participant de l’époque.
tout contenu.
4.5.1 Évaluation des résultats pour la collection IEEE
Le positionnement 2 des résultats de nos différents runs face aux meilleurs participants
de l’époque pour la tâche SSCAS sont présentés dans le tableau 5.3.
Ces participants sont :
– L’institut Max Planck avec son système TopX [Theobald et al., 2007] centré sur une
approche base de données.
– IBM Haifa Research Lab qui propose une adaptation du modèle vectoriel [Mass et
Mandelbrod, 2005a].
– l’Université de Klagenfurt qui utilise elle aussi un modèle vectoriel [Hassler et Bou-
chachia, 2005].
Nous n’utilisons pas de test de significativité car le nombre de requêtes (huit) est trop res-
treint pour étudier la corrélation entre les résultats.
Notre première observation porte sur la prise en compte des conditions de contenu. Il
apparait que l’écart est relativement faible entre notre approche par concaténation concat et
celles par prise en compte séparée split (environ 11%).
Au regard de la nature de la collection (que nous avons définie comme étant orienté texte)
il semble légitime que cet écart soit peu marqué. En effet, les termes y apparaissent de ma-
nière redondante dans plusieurs nœuds distincts et c’est le document dans son ensemble
qui se différencie des autres documents de la collection. De ce fait, prendre en considération
l’ensemble des mots-clefs dans l’évaluation du nœud n’impacte pas fortement la qualité des
résultats retournés.
Concernant les performances globales de nos approches, les résultats affichés donnent
une amélioration de +21% entre notre approche par séparation de condition de contenu split
et le meilleur participant ; et de +12% pour notre approche par concaténation concat.
Pour les mesures de gain cumulé par seuil (nxCG) nos résultats pour l’approche split se
placent proches des meilleurs participants puisque l’écart est de −6% pour le nxCG10, de
−6% pour le nxCG25 et de −5% pour le nxCG50. Notre approche concat présente quant à
elle des résultats inférieurs sur toutes les précisions.
2. Ce positionnement est relatif, car nous faisons les évaluations à postériori, en connaissance des jugements
de pertinence.
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Runs MAiP
ufam2010Run2 0.1965 (-)
split 0.193 (-2%)
UPFL15TMI 0.1809 (-8%)
UPFL15TMImo 0.1752 (-11%)
ufam2010Run1 0.1614 (-18%)
ufam2010Run5 0.1587 (-19%)
concat 0.0723 (-63%)
Runs MAgP
OTAGO-2010-DC-BM25 0.2491 (-)
UPFL15TMI 0.2458 (-1%)
UPFL15TMImov 0.2433 (-1%)
Kasetsart 0.1811 (-27%)
OTAGO-2010-DC-DIVERGENCE 0.1561 (-37%)
split 0.1173 (-53%)
concat 0.0431 (-83%)
Tableau 4.2 — Présentation de nos résultats sur les mesures MAiP et MAgP par rapport à
quelques uns des participants de la tâche Datacentric 2010. Les pourcentages d’augmen-
tation ou de baisse sont calculés par rapport au meilleur participant de l’époque.
Nos bons résultats face aux participants de l’époque sont toutefois à relativiser au vu
de l’ancienneté de la tâche et des approches proposées. Toutefois, ils démontrent que notre
modèle retourne globalement des réponses pertinentes.
4.5.2 Évaluation des résultats pour la collection IMDB
La tâche Datacentric d’INEX 2010 comporte deux mesures officielles que sont la MAiP et
la MAgP. Les positionnements de nos différents runs entre eux, et face aux participants de
l’époque ayant obtenus les meilleurs résultats sont présentés dans le tableau 4.2.
Les participants sont :
– L’université d’Otago (OTAGO-DC-BM25). Leurs résultats sont obtenus au travers
d’un BM-25 entrainé sur INEX 2009 [Jia et al., 2010] et sur un modèle de langue mesu-
rant les divergences des résultats par rapport à une distribution aléatoire.
– L’université de Kasetsart [Wichaiwong et Jaruskulchai, 2011]. Leur système est une
version améliorée du BM25F.
– L’université Pompeu Fabra [Ramírez, 2011] (symbolisé par un UPF) qui a réalisé ses
différents runs au travers d’une indexation séparée des documents (par films, par ac-
teurs, etc.) et d’une recherche partielle ou totale sur un ou plusieurs de ces indexes.
Notre première observation est que la prise en compte séparée des conditions de contenu
(split) donne de meilleurs résultats sur cette collection quelle que soit la mesure. Pour la
MAgP, l’écart entre notre version par prise en compte séparée des conditions de contenu
split et notre version par concaténation des mots-clefs concat est de 64% tandis que sur la
MAiP le score est plus que doublé. Ces différences de score portent sur les requêtes dont le
nombre de conditions de contenu est supérieur à 1 et est toujours en faveur de notre version
split. Les écarts de résultats entre ces deux versions sont significatifs selon le test t de Student
pairé bilatéral avec p < 0.05.
Nous expliquons nos scores par la nature de la collection et la forme des requêtes. Dans
IMDB, les nœuds élément sont très spécifiques puisque composés d’un nombre restreint de
termes. Il semble alors normal que le fait de rechercher un nœud qui contienne à la fois le
nom d’un acteur, d’un réalisateur et un titre retourne des résultats faibles lorsque le nœud
élément ne devait être jugé que par une de ces contraintes. Inversement, il est cohérent que le
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document suivant rigoureusement cette organisation des termes dans la structure soit plus
pertinent.
Au niveau des performances, les résultats sont variables. Ils sont globalement faibles sur
la MAgP où nos meilleurs résultats se positionnent en deçà des autres participants :−53% de
la version du BM25 de l’université d’Otago pour split et −83% pour concat. Nous interpré-
tons cet écart de performance par la mesure elle-même qui favorise les approches orientées
document. Nous relevons que les écarts les moins importants portent sur des requêtes dont
le nombre de conditions de contenu est supérieur ou égal à deux.
Les performances globales sont meilleurs sur la MAiP où notre version par prise en
compte séparée du contenu se positionne en seconde position à 2% en-dessous du premier
participant et 7% au-dessus du second. Nos tests de significativité nous apprennent tou-
tefois que nos résultats ne sont pas significativement différents du premier participant de
l’époque sur la MAiP pour notre version split. Nous observons à ce sujet que les résultats
que nous obtenons requête par requête ne correspondent pas dans leur comportement aux
autres participants. Ainsi, comme les scores de l’état de l’art varient beaucoup d’une requête
à l’autre il est difficile d’avoir des résultats significativement différents.
Les différences de scores observées entre les approches de contenu portent sur les re-
quêtes dont le nombre de contraintes est supérieur à un. Pour ces requêtes, les scores obte-
nus sont toujours supérieurs pour notre approche par sous-arbres minimaux.
Globalement, ces résultats nous semblent encourageants dans la mesure où il ne s’agit
que d’une partie de notre solution globale.
4.6 Conclusion
Notre modèle de recherche d’information XML attribue un score de pertinence aux
nœuds XML vis-à-vis d’une requête CAS au travers de deux étapes d’évaluation succes-
sives portant sur le contenu, puis la structure.
Le processus global d’appariement peut se dérouler selon deux modalité différentes :
– Les contraintes de contenu sont concaténées et plusieurs sous-arbres potentiellement
pertinents sont extraits pour permettre de mesurer la similarité entre les contraintes
de la requête et ces sous-arbres.
– Les contraintes de contenu sont prises en compte séparément et un nombre minimal
de sous-arbres est extrait pour mesurer la similarité structurelle face aux contraintes
exprimées par la requête.
Dans ce chapitre nous avons présenté ces approches de contenu et d’extraction car l’une
ou l’autre des modalités est toujours utilisée quelle que soit l’approche de mesure de la
similarité structurelle choisie.
Puisque nos conditions de contenu et de structure sont considérées de manière séquen-
tielle et que le score final est obtenu au travers d’une combinaison linéaire les expérimenta-
tions que nous avons effectuées nous permettent de mesurer l’impact de la prise en compte
des conditions de contenu par rapport à nos jeux de données.
Nos différentes expérimentations nous permettent de constater un lien entre la nature de la
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collection et la pertinence des approches d’évaluation de contenu :
– La collection IEEE est une collection orientée texte. De ce fait, le contenu textuel asso-
cié aux nœuds élément est verbeux. Il n’y a pas de différence significative entre une
approche par concaténation des mots-clefs et une prise en compte séparée de ces mots
clefs. En effet, dans le cas où l’on considère simultanément ces conditions, le score est
peu impacté puisque les termes recherchés sont présents simultanément à plusieurs
niveaux.
– A l’inverse la collection IMDB est orientée donnée. Le contenu textuel y est faible-
ment redondant et les termes sont très spécifiques. De ce fait, considérer chaque terme
indépendamment en fonction du label permet de s’assurer que tous les termes appa-
raissent dans les éléments attendus ce qui est pertinent dans les cas où l’on cherche à
retourner un champ spécifique comme un titre et non pas une description.
Dans les chapitres suivants, nous présentons nos approches de similarités structurelles
qui sont le cœur de nos travaux. Au travers de nos expérimentations, nous étudierons si la
structure répond au même type de comportement et si d’une manière générale, sa prise en
compte apporte une amélioration des résultats de pertinence dans le cadre de la recherche
d’information XML.
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5 Une évaluation de similarité
structurelle document-requête
par la distance d'édition d'arbres
5.1 Introduction
Les documents XML et les requêtes CAS peuvent être représentés sous la forme d’arbres.
De ce fait, mesurer la correspondance structurelle entre le document et la requête revient à
mesurer le degré de similarité entre le ou les sous-arbre(s) extrait(s) T du document selon
les modalités du chapitre 4, d’une part, et l’arbre requête formé des contraintes structurelles
de la requête Qs d’autre part. Cette mise en correspondance est illustrée dans figure 5.1.
Figure 5.1—Représentation des contraintes structurelles d’un document et d’une requête.
La théorie des graphes fournit des outils à même de mesurer la similarité entre deux
structures arborescentes. Ces outils ont la particularité de détecter des altérations structu-
relles telles que les relations entre nœuds frères ou les inversions hiérarchiques qui sont
difficilement identifiables par des approches de mesures statistiques basées sur la fréquence
d’occurrence des arcs ou des chemins.
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Notre objectif est alors d’utiliser de tels algorithmes pour mesurer explicitement la simi-
larité structurelle. Pour ce faire, nous utilisons la distance d’édition d’arbres (TED) (présen-
tée au chapitre 2).
Ce chapitre a pour objectif de répondre à quatre questions :
– Puisque les structures issues du document et de la requête sont des arbres, est-il pos-
sible d’utiliser la distance d’édition d’arbres (TED) afin de mesurer la similarité struc-
turelle document-requête ?
– Quelles adaptations sont nécessaires à la TED pour prendre en compte la particularité
de notre domaine ?
– Quelle approche d’extraction du ou des sous-arbre(s) présentée au chapitre 4 est la
plus pertinente pour mesurer la similarité structurelle vis-à-vis des contraintes de la
requête ?
– Quel est l’apport de la structure dans la pertinence des résultats retournés ?
Afin de répondre à ces questions ce chapitre est composé de deux parties principales. La
première expose les principes et les algorithmes que nous avons proposés concernant l’uti-
lisation de la distance d’édition d’arbres (section 5.2). La seconde partie traite des résultats
obtenus en fonction des variations possibles entre nos algorithmes pour les deux collections
présentées au chapitre 1 (section 5.3).
5.2 Utilisation de la distance d’édition d’arbres pour l’apparie-
ment structurel
5.2.1 Principes élémentaires
Notre modèle utilise la TED entre les sous-arbres extraits du document pour le nœud n
(selon les modalités décrites au chapitre 4) et les contraintes structurelles exprimées par une
requête CAS Qs.
Pour rappel, le lemme de la distance d’édition d’arbres permet d’évaluer la distance
structurelle d(F, G) de deux forêts F et G avec ΓF et ΓG leurs fils les plus à droite, T(ΓF)
l’arbre enraciné en ΓF et les fonctions de coût cdel() et cmatch() respectivement de suppression
(ou ajout) et de substitution [Tai, 1979].
Nous relevons que dans notre modèle :
– Les forêts F et G de l’algorithme seront initialisées respectivement par le sous-arbre
(ou un des sous-arbres) extrait du document et l’arbre formé par les contraintes struc-
turelles de la requête.
– Les coûts des opérations sont appliqués en fonction des labels des nœuds.
– Les nœuds texte ne sont pas considérés car ils ne sont pas des éléments à part entière
et n’ont pas de label significatif.
– La similarité est inversement proportionnelle au coût de transformation total : plus le
score sera proche de 0 et plus les arbres seront isomorphes.
Pour ne pas discriminer les structures plus verbeuses en nombre de nœuds (qui néces-
sitent plus de suppressions pour devenir isomorphes à la requête) et afin de rendre les scores
comparables nous appliquons une normalisation. Le score de similarité structurelle sims du
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nœud n par rapport à la requête Qs est obtenu au travers du score de distance d’édition
d’arbres d() entre le sous-arbre T et l’arbre formé des contraintes structurelles de la requête
Qs par :
sims(n, Qs) = 1− d(T, Qs)| T | (5.1)
avec | T | la cardinalité du sous-arbre T contenant n extrait du document. La soustraction à
1 nous permet de récupérer un score de pertinence inversement proportionnel à la distance.
Notre algorithme de TED appliqué à la RI XML a été adapté afin de répondre aux pro-
blématiques associées à notre domaine. Ces problématiques sont de deux types :
– La complexité. Les algorithmes de distance d’édition d’arbres (TED) sont coûteux en
mémoire et en temps d’exécution du fait de leur grande complexité algorithmique.
– Les coûts. Les coûts de suppression et de substitution tels que ceux utilisés de base
dans les formalismes de la TED [Tai, 1979] ne permettent pas d’évaluer un degré de
similarité fin puisqu’ils sont en général fixés à 0 ou 1.
Nous présentons dans la section suivante les solutions que nous proposons pour ces
problématiques.
5.2.2 Gestion de la complexité
Le problème principal de la distance d’édition d’arbres est sa complexité élevée qui in-
flue sur le temps d’exécution de l’appariement. Nos travaux ont porté sur deux axes :
1. Obtenir la complexité la plus faible. Pour ce faire nous avons adapté les algorithmes les
moins coûteux en nous basant sur le chemin optimal ce qui nous permet d’obtenir la
complexité la plus faible possible.
2. Réduire le temps d’exécution. Puisque la complexité de la distance d’édition est fonc-
tion de la taille des arbres en entrée, nous avons essayé de réduire la taille de ces der-
niers.
Ce sont ces travaux d’optimisation et de réduction du temps d’exécution dont les sec-
tions suivantes traitent. La première (section 5.2.2.1) porte sur la découverte du chemin opti-
mal et expose les détails de notre algorithme. La seconde porte sur notre approche de résumé
d’arbres (section 5.2.2.2).
5.2.2.1 Découverte d’un chemin optimal
Les algorithmes de TED à la complexité la plus faible sont celui de [Demaine et al., 2009]
et ceux utilisant une stratégie de décomposition optimale [Dulucq et Touzet, 2003]. Pour
rappel, cette stratégie cherche à déterminer le sens de récursion de façon à ce que le nombre
de sous-arbres contenus en mémoire soit minimal.
Dans le cas de [Dulucq et Touzet, 2003], le choix du sens de récursion est déterminé
dynamiquement à chaque étape de la récursion en fonction du sous-arbre dont la cardinalité
est la plus faible. De ce fait, l’algorithme en lui-même nécessite une couche additionnelle
de calcul répétée à chaque étape qui, comme le souligne les auteurs, se révèle coûteuse en
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elle-même. Afin d’optimiser cet algorithme nous avons utilisé le concept de chemin lourd
introduit par [Klein, 1998] qui nous permet de former un chemin de parcours à priori.
Le chemin lourd se définit comme le chemin constitué de la racine aux feuilles par tous
les nœuds dont le sous-arbre enraciné possède la cardinalité la plus forte. Notre algorithme
utilise le chemin lourd pour créer un chemin optimal que nous calculons une fois pour toute
et qui nous servira à déterminer les nœuds sur lesquels la récursion s’applique.
La figure 5.3 est une exemple de découverte de ce chemin optimal dans un arbre. Cinq
chemins lourds sont extraits. Trois contiennent un nombre de nœuds supérieur à 1.
En partant de la racine n1, trois nœuds n2, n4 et n5 peuvent être parcourus. Le nœud n4 est
celui dont le chemin est le plus faible. Il sera donc le prochain à être sélectionné. Puis, entre
n2 et n5, n2 représente le nœud dont le chemin lourd est le plus faible. Il sera donc parcouru
à la suite de n4.
L’opération est répétée jusqu’à épuisement de tous les nœuds. Lorsque deux nœuds sont
compris en dehors du chemin lourd et que la cardinalité du sous-arbre enraciné est identique
alors le nœud de droite est sélectionné.
Figure 5.2 — Extraction du chemin optimal.
Le chemin optimal est extrait pour le sous-arbre du document et la requête et injecté en
entrée de notre algorithme de distance d’édition suivant :
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Algorithme 5.1 — Distance d’édition par chemins optimaux
d(F, G, pF, pG) begin
if F =  then
if G =  then
return 0;
else
return d(, G - OG.get(pG)), pF, inc(pG)) + cdel (OG.get(pG));
if G =  then
return d(F - OF.get(pF)), , inc(pF), pG) + cdel (OF.get(pF));
a = d(F - OF.get(pF), G, inc(pF), pG) + cdel (OF.get(pF));
b = d(F, G - OF.get(pF), pF, inc(pG) + cdel (OG.get(pG));
c = d(T(OF.get(pF)) - OF.get(pF), T(OG.get(pG)) - OG.get(pG), inc(pF), inc(pG)) +
d(F - T(OF.get(pF)), G - T(OG.get(pG)), next(pF), next(pG)) + cmatch (OF.get(pF),
OG.get(pG));
return min(a, b, c);
end
La forêt F correspond au sous-arbre extrait du document tandis que la forêt G est repré-
sentative de la requête. pF et pG sont les positions courantes dans les chemins optimaux de
F et de G. Les opérations next() et pF++ correspondent à un déplacement sur le chemin
optimal utilisé par les opérations a, b et c de la distance d’édition d’arbres. Enfin, la fonction
get() permet de retourner le nœud associé à la position sur le chemin.
La figure 5.3 illustre la correspondance entre les nœuds dans le chemin optimal et les
nœuds présents dans l’arbre issu du document obtenu au travers des deux fonctions pF++
et next(pF). On constate que next(pF) correspond à un "saut" vers la racine du premier
sous-arbre formé par un nœud non présent dans le sous-arbre enraciné par le nœud courant.
Figure 5.3 — Utilisation du chemin optimal pour le calcul de la distance d’édition.
Exemple de déplacement.
Impact de la structure dans l'appariement de documents XML 101
Une évaluation de similarité structurelle document-requête par la distance d'édition d'arbres
Si ces optimisations permettent d’atteindre la complexité la plus faible des algorithmes
de cette famille, cette dernière reste toutefois de O(| F | . | G |). Puisque la rapidité d’exécu-
tion de l’algorithme et la combinatoire est d’autant plus importante que les arbres en entrée
sont de taille importante, une solution est de réduire le nombre de nœuds de ces derniers.
5.2.2.2 Réduction structurelle et résumé d’arbres
Afin de réduire le temps d’exécution de l’appariement, deux alternatives s’offrent alors :
– Réduire la taille des arbres issus du document en entrée.
– Réduire la taille de l’arbre requête.
Étant donné que l’arbre de la requête contient l’intégralité des contraintes structurelles ju-
gées pertinentes du point de vue de l’utilisateur, le résumé d’arbre ne peut s’appliquer sur
ce dernier. De plus, comme l’on constate une asymétrie entre la cardinalité du sous-arbre do-
cument face au sous arbre de la requête en faveur du document, il apparaît que, si réduction
structurelle il y a, alors, elle doit s’appliquer sur ce dernier.
Afin d’opérer cette réduction, notre choix s’est porté sur les techniques de résumé
d’arbre. Les résumés d’arbre ont pour intuition que l’information transmise par une struc-
ture graphique peut être capturée au moyen d’une représentation de taille réduite [Dalama-
gas et al., 2004]. Il est à ce propos important de noter que l’application d’un résumé n’a de
sens que si la structure de départ est verbeuse et contient beaucoup de redondance.
Par son essence même, le résumé d’arbre va altérer et réduire la structure originale. De ce
fait les gains en mémoire sont proportionnels à la quantité d’information perdue. Un bon
résume d’arbre se focalisera sur l’élimination des informations parasites (ou bruit) et tentera
de conserver les informations pertinentes.
Les règles de résumé d’arbre telles qu’énoncées dans [Dalamagas et al., 2004] [Dalamagas
et al., 2006] sont le "raccrochage" du sous arbre enraciné par le fils au père et la suppression
des duplicatas frères.
Dans le domaine de l’auteur (la classification), l’application successive de ces règles semble
présenter le meilleur compromis entre la conservation de la structure et le gain en espace
et n’impacte pas la qualité des résultats obtenus. Nous avons constaté qu’elles ne peuvent
toutefois pas être appliquées telles quelles à notre domaine [Laitang et al., 2011].
En effet, en RIS la redondance n’est pas forcément du bruit lorsque le label des nœuds est
celui spécifié par la requête. De plus, altérer la structure de l’arbre sans prendre en compte
les nœuds dont les labels sont spécifiquement recherchés peut entrainer, dans notre cas, une
altération importante de la qualité de la mesure d’isomorphisme.
Un exemple d’altération non souhaité est présenté dans la figure 5.4. Si l’on mesure le degré
d’isomorphisme de T1, T2, T3 par rapport à Qs il apparaît que T1 est plus isomorphe à Qs
que T3 qui est lui-même plus isomorphe à Qs que T2. Les résumés de ces arbres sont par
contre tous isomorphes entre eux et possèdent un degré d’isomorphisme identique avec la
requête. Il devient donc impossible de les différencier.
Pour résoudre ce problème, l’approche que nous proposons consiste à ne pas appliquer
ces règles de résumé aux nœuds associés à des labels présents dans la requête. Cette heuris-
tique nous permet de ne pas altérer de manière significative la structure sur les nœuds qui
entreront en ligne de compte dans la mesure de la similarité structurelle.
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Figure 5.4 — Altération de la mesure d’isomorphisme par application des règles de [Da-
lamagas et al., 2004]
Afin de conserver encore davantage la structure originale, nous avons proposé de conserver
la trace des nœuds supprimés sous la forme d’un poids.
Ces nouvelles règles nous permettent de définir deux versions de notre algorithme :
1. Un résumé partiel, il est similaire dans son application à [Dalamagas et al., 2004] [Da-
lamagas et al., 2006] mais ne s’applique qu’aux noeuds donc le label n’est pas un label
présent dans la requête.
Dans la figure 5.5 les nœuds sont conservés car le label qui leur est associé est présent
dans la requête.
2. Un résumé partiel coefficienté dans lequel le coefficient appliqué sur un nœud corres-
pond au nombre de nœuds frères supprimés. Le coefficient servira de facteur de multi-
plication pour le coût des opérations cdel() et cmatch() de la distance d’édition d’arbres.
A titre d’exemple, dans la figure 5.5 la fonction de suppression cdel(it) verra son coût
multiplié par 2.
Ces deux versions ont été présentées dans [Laitang et al., 2011] conjointement à deux
versions basées sur l’application stricte des règles de [Dalamagas et al., 2004].
5.2.3 Évaluation des coûts de la distance d’édition
5.2.3.1 Principes
La qualité de la mesure du degré d’isomorphisme est liée à deux facteurs principaux :
– Les arbres en entrée.
– Les coûts des opérations de distance d’édition de suppression cdel , et de substitution
cmatch.
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Figure 5.5 — Application de nos règles de résumé adapté de [Dalamagas et al., 2004].
Étant donné que notre sélection d’arbres permet d’obtenir, entre autres, la structure mini-
male à même de représenter l’environnement du document, ce sont les coûts que nous nous
proposons maintenant d’étudier, et plus particulièrement dans quelle mesure ils peuvent
être adaptés à notre problématique.
Par convention, la majorité des approches de distance d’édition d’arbres [Tai, 1979] [Du-
lucq et Touzet, 2003] [Demaine et al., 2009] [Bille, 2005] utilisent des coûts préfixés à 1 pour
la suppression et à 0 lorsque les nœuds sont identiques (leurs labels dans notre cas) et 1 dans
le cas contraire. Si de tels coûts sont pertinents lorsque les arbres en entrée sont relativement
similaires ils posent problème dans notre cas.
En effet, la taille des sous-arbres issus du document sera toujours supérieure ou au mieux
équivalente à la cardinalité des arbres formés des requêtes puisque le document contient
toutes les transitions entre labels tandis que l’utilisateur exprime sa requête en priorité sur
les labels jugés comme indispensables et pertinents pour sa recherche.
Dans la littérature, lorsque les coûts ne sont pas fixés empiriquement, leur évaluation se
fait au travers de processus d’apprentissage. Ainsi, dans la distance d’édition de chaînes,
dont la généralisation aux arbres est à la base de la TED, les auteurs [Sven Ristad et Yianilos,
1998] et [Oncina et Sebban, 2006] utilisent des transducteurs stochastiques pour l’appren-
tissage des coûts. Dans la TED même, [Neuhaus et Bunke, 2007] proposent une approche
d’apprentissage automatique des coûts basée sur l’estimation de la probabilité de distribu-
tion des mesures de distance d’édition. Dans [Bernard et al., 2006], les auteurs proposent
deux méthodes différentes. La première est basée sur la distribution des jointures entre
paires d’arbres et la seconde au travers d’une distribution conditionnelle (basée sur des
contraintes). Enfin, une dernière approche [Mehdad, 2009] propose d’appliquer un algo-
rithme d’optimisation par essaim particulaire (particul swarm optimisation) pour déterminer
les meilleurs coûts.
Ces approches d’apprentissage ne sont pas adaptées à notre domaine dans lequel nous éva-
luons la pertinence de façon ad-hoc. Nous avons donc décidé d’en proposer de nouvelles, à
même d’améliorer la qualité globale de notre système de RIS par TED.
Nous identifions plusieurs contraintes propres à la RIS quant à l’évaluation de ces coûts :
1. Puisque qu’en RIS un certain nombre de nœuds intermédiaires viendront se position-
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ner entre les nœuds potentiellement pertinents du document, les suppressions seront
fréquentes et pourront impacter négativement le score d’appariement en "cachant" les
scores des nœuds dont les labels correspondent parfaitement à ceux de la requête. Il
s’agit donc de réduire les coûts de suppression.
2. Les coûts de substitution doivent être au moins égaux et préférablement moins élevés
que les coûts de suppression. Ceci s’explique par le fait que la substitution est équiva-
lente théoriquement à une suppression suivie d’une insertion (donc, à une suppression
sur chacun des arbres en entrée). Puisque l’algorithme sélectionne toujours le coût le
plus faible, si les suppressions deviennent moins coûteuses que les substitutions alors
ces dernières ne seront plus utilisées.
3. De la même façon que l’on prend en compte la représentation d’un terme au niveau
du corpus il est nécessaire d’évaluer la structure par rapport à la collection. C’est pour-
quoi les coûts doivent être représentatifs des relations au niveau de cette dernière et
homogènes pour l’ensemble des documents.
4. Enfin, la dernière contrainte porte sur la complexité générale de l’approche. Dans un
système de RIS le temps et la charge de calcul doivent être réduits au maximum. Il
s’agit donc d’évaluer ces coûts en un minimum d’opérations possible.
Nous proposons deux approches.
La première applique une heuristique simple permettant de réduire les coûts de suppres-
sion. Nous l’avons initialement proposée dans [Laitang et Pinel-Sauvagnat, 2011] et elle est
utilisée dans [Laitang et al., 2011]. Le coût de suppression des nœuds est réduit à 0.5 lorsque
les labels associés sont présents dans la requête, et de 1 dans le cas contraire. Le choix d’un
coût à 0.5 s’explique par le respect de la règle numéro 2 de notre analyse des contraintes.
Notre seconde approche évalue les coûts en fonction de la distance entre les labels dans
la collection d’une manière générale. Elle rend homogène les coûts entre tous les documents
d’un corpus donné.
Au regard de l’analyse des contraintes exprimées, nous nous sommes orientés vers l’utilisa-
tion de la DTD (Document Type Definition) qui regroupe l’ensemble des règles d’imbrication
des labels des nœuds des documents de la collection. Elle donne donc une indication sur la
notion de hiérarchie et sur la distance minimale existant entre deux nœuds.
Cette approche comporte deux étapes successives :
1. La conversion de la DTD sous forme d’un graphe.
2. L’évaluation des distances à partir de ce graphe et la mise en place des coûts pour la
distance d’édition.
5.2.3.2 Création du graphe de DTD
La DTD des documents est traduite sous la forme d’un graphe dans lequel les nœuds
sont les labels et les arcs les règles de passage. Ce graphe est non-orienté pour deux raisons :
1. La première est que nous considérons que la distance entre ascendant et descendant est
équivalente à celle entre descendant et ascendant.
2. La seconde est que nous souhaitons qu’il soit fortement connexe ce qui n’est pas garanti
dans un graphe orienté.
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La figure 5.6 illustre la transformation d’une DTD associée à un film extrait de la collection
IMDB en un graphe. Il est à noter que la structure ainsi obtenue peut contenir des cycles.
Figure 5.6 — Exemple de représentation d’une DTD associée à des films sous la forme
d’un graphe.
Dans certains cas (comme par exemple dans celui de la collection IMDB), les DTDs asso-
ciées à la collection sont multiples et définissent des sous-ensembles de documents. Afin de
traiter ces cas particuliers nous avons fait le choix de créer un graphe de DTD pour chacune
d’entre elles et un ou plusieurs graphes fusionnés lorsque certain des labels sont communs.
Ce graphe fusionné sera utilisé lorsque les documents sont trop ambigus pour être discrimi-
nés vis-à-vis d’une des DTD spécifiques.
Dans le cas de notre exemple, à savoir la collection IMDB, deux DTDs sont disponibles.
Une pour person et une pour movie. Nous obtenons ainsi trois graphes.
Le graphe fusionné est présenté dans la figure 5.7 vis-à-vis des DTDs dont il est issu. On
observe que les labels name, character, movie et title sont communs.
5.2.3.3 Utilisation de la DTD pour l’évaluation des coûts de distance d’édition
Dans le principe, notre solution d’évaluation des coûts de TED va considérer la distance
entre deux nœuds labellisés du sous-arbre issu du document d’une part, et de la requête,
d’autre part, afin d’estimer l’importance de la relation en fonction de sa proximité dans la
grammaire. Ces opérations de calcul sont au nombre de deux (une pour les deux premières
et une pour la troisième règle de la TED) :
– La première est la substitution du label d’un nœud par un autre. Il s’agit, dans le
principe, de reporter la distance entre ces nœuds dans la DTD.
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Figure 5.7 — Représentation sous forme de graphe des relations pour les deux DTDs de
la collection INEX 2010 Datacentric. Les labels équivalents entre les deux sont liés pour
représenter un graphe global fusionné.
– La seconde est la suppression. Elle est comparable dans le principe à la substitution
à la différence qu’elle utilise non pas un mais plusieurs labels de la requête pour dé-
terminer le coût, ce qui nous permet de vérifier la propriété d’un coût de suppression
toujours au moins égal, sinon supérieur à celui de substitution.
Pour calculer le coût de substitution cmatch(n1, n2) d’un nœud n1 par un nœud n2 aux-
quels sont respectivement associés les labels l1 et l2 nous recherchons le chemin le plus court
dans le graphe de la DTD entre ces deux labels. Ce chemin est obtenu au travers d’un algo-
rithme de Floyd-Warshall [Floyd, 1962].
Le choix de la découverte des chemins les plus courts nous permet de surmonter le problème
des cycles dans le graphe. Nous divisons ce résultat par le plus long des chemins entre l1
et tous les autres labels de la DTD obtenus par l’application de cet algorithme. Le fait de
moyenner la distance du chemin ainsi obtenu par le plus long des chemins courts au départ
de ce label permet d’ajuster le coût en fonction de la longueur des chemins rencontrés.
L’intuition est que plus un nœud possédera un degré faible et plus le chemin maximal sera
grand puisqu’il sera d’autant plus difficile de l’atteindre. Nous réduisons ainsi le coût et
donc l’importance des nœuds les plus isolés.
Formellement, nous définissons notre mesure de coût de l’opération cmatch pour notre fonc-
tion de calcul du chemin le plus court noté sp() selon la formule suivante :
cmatch(n1, n2) =
sp(l1, l2)
max(sp(l1, lx))
∀x ∈ DTD (5.2)
D’après la figure 5.6, si l’on choisit de substituer cast par character, le chemin le plus
court pour aller de character vers cast est de 3 tandis que le plus grand des chemins
courts à partir de cast est cast→ releasedate de longueur 4. Notre coût sera donc de
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3
4 .
Figure 5.8 — Calcul du coût de substitution cmatch entre un nœud document labellisé
casts et un nœud requête labellisé character et calcul de son coût au travers des dis-
tances extraites de la DTD.
La fonction de calcul du coût de suppression est similaire dans le principe à la substi-
tution mais contient un certain nombre de calculs additionnels. En effet, étant donné que le
nœud supprimé l’est par rapport à lui-même, il n’existe par défaut pas de nœud à mettre en
correspondance. La différence principale tient donc en ce que nous effectuons la mesure de
distance du label de ce nœud par rapport à tous les labels de la requête. Celui que nous sé-
lectionnons finalement est celui dont le coût est le plus élevé. En procédant ainsi nous nous
assurons de respecter la contrainte de cmatch > cdel .
Notre méthode de calcul des coûts se traduit formellement selon la formule suivante :
cdel(n1) = max(
sp(l1, ly)
max(sp(l1, lx))
)∀x ∈ DTD; ∀y ∈ R (5.3)
La figure 5.9 illustre le calcul du coût de suppression d’un nœud labelisé overview en
fonction de la DTD movie.
Les distances du nœud overview jusqu’aux labels des nœuds de la requête sont les sui-
vantes :
overview→ movie = 1
overview→ director = 1
overview→ character = 5
overview→ actor = 4
overview→ name = 5
Le chemin le plus long que l’on peut parcourir de overview à une autre balise est
overview→ character = 5. Notre coût de suppression vaudra donc 1.
5.3 Expérimentations
L’objectif de nos expérimentations est triple :
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Figure 5.9 — Calcul du coût de suppression entre un nœud document et un nœud requête
et calcul de son coût au travers des distances extraites de la DTD.
1. Mesurer l’apport de notre modèle d’évaluation de la similarité structurelle par la dis-
tance d’édition en fonction de chacune de nos approches de mesure des coûts.
2. Évaluer la pertinence de notre approche de résumé.
3. Positionner les performances globales de nos résultats par rapport aux participants of-
ficiels de la campagne d’évaluation INEX.
Afin de répondre à chacun de ces objectifs nous avons utilisé huit runs dont les para-
mètres sont fixés d’après le tableau 5.3. Ils se lisent de la façon suivante :
– Sous-arbre correspond au type de sous-arbre extrait du document. Il peut être mini-
mal : mini (section 4.4.2.2) ou multiple : multi (section 4.4.2.1) du chapitre 4.
– Le coefficient dans Résumé indique si l’on conserve une trace de la fréquence des
nœuds supprimés dans l’arbre de départ comme coefficient multiplicateur des coûts
(section 5.2.2.2).
– DTD indique que les coûts sont calculés depuis la DTD (section 5.2.3.3) tandis que
l’absence de ce suffixe signifie que les coûts sont fixés de manière empirique (section
5.2.3.1).
Par exemple pour le run mini-dtd, le sous-arbre représentatif de l’élément est minimal et les
coûts sont calculés depuis la DTD.
Les runs utilisés pour répondre au point 1 de nos axes sont mini, mini-dtd, multi-dtd et
multi.
Ceux permettant de répondre au point 2 sont, multi-resu, multi-resu-coef, multi-resu-dtd et
multi-resu-coef-dtd.
Nous n’avons utilisé les résumés que pour notre mode d’extraction par sous-arbre multiple
car une étude approfondie des gains en pourcentage de nœuds supprimés, présentée dans
le tableau 5.2 pour chaque mode d’extraction d’arbres en fonction de la collection, fait ap-
paraitre que les sous-arbre minimaux sont très peu résumés. De ce fait, aucune variation de
score ne sera visible.
Ces gains nous permettent par ailleurs de faire deux observations :
– Les gains obtenus par le résumé sont plus importants sur l’approche par extraction
de sous-arbres multiples puisque la structure sélectionnée y est beaucoup plus redon-
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Résumé
Runs Sous-arbre Appliqué Coefficienté DTD
mini-dtd minimal 7 7 3
mini minimal 7 7 7
multi-dtd multiple 7 7 3
multi multiple 7 7 7
multi-resu multiple 3 7 7
multi-resu-coef multiple 3 3 7
multi-resu-dtd multiple 3 7 3
multi-resu-coef-dtd multiple 3 3 3
Tableau 5.1 — Correspondance entre les runs pour la distance d’édition d’arbre et leurs
paramètres.
Gains sur IEEE Gains sur IMDB
Type d’arbre en entée Moyenne Medianne Moyenne Medianne
Arbres multiples 43% 48.4% 26.99% 21.75%
Arbre minimal 4.35% 3.99% 1.19% 0.99%
Tableau 5.2 — Pourcentage moyen de nœuds éliminés par le résumé.
dante. Lorsque l’on retourne les nœuds cible de haut niveau (la racine par exemple)
une grande partie, si ce n’est l’ensemble du document, est pris en considération afin
de former l’arbre extrait.
– Les résumés donnent des gains plus importants sur IMDB que sur IEEE ce qui tendrait
à indiquer que la structure y est moins redondante en moyenne.
Dans la suite, nous présentons l’ensemble de nos expérimentations en fonction de la
collection. La section 5.3.1 est consacrée aux expérimentations sur la collection INEX 2005
tandis que la seconde section 5.3.2 porte sur les expérimentations réalisées sur la tache Da-
tacentric d’INEX 2010.
5.3.1 Évaluation des résultats pour la collection IEEE
5.3.1.1 Variation de score de pertinence en fonction de la structure
Le schéma 5.10 présente l’évolution de nos résultats en fonction des variations du pa-
ramètre λ de l’équation 4.1 de la section 4.2 du chapitre 4. Ce paramètre contrôle les poids
respectifs du contenu et de la structure dans le score final de l’élément. Plus il sera proche
de 0 et plus la part de structure est importante.
Notre première observation est que les approches utilisant de multiples sous-arbres
(runs multi-...) voient leurs score augmenter au travers de l’utilisation de notre algorithme
de mesure de similarité structurelle par TED, et ce, quelle que soit l’approche de coût utilisée
(les résultats retournés sont plus pertinents pour un λ = 0.5 que pour un λ = 1).
Réciproquement, les approches par sous-arbres représentatifs minimaux retournent des ré-
sultats moins pertinents lorsque l’on mesure la similarité structurelle puisque les scores
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Figure 5.10 — Évolution de la MAeP selon les variations du paramètre λ pour nos diffé-
rentes approches de mesure des coûts en fonction du type de sous-arbre(s) extrait(s) et du
résumé.
contenant une part de mesure de correspondance structurelle (λ < 1) sont globalement
plus faibles que ceux n’utilisant que le contenu (λ = 1).
Nous identifions deux causes possibles :
– La nature de la collection n’est pas appropriée à une mesure du score de similarité
restrictive.
– Le nombre de nœuds que contient le sous-arbre minimal est trop faible pour discrimi-
ner un arbre extrait du document par rapport à un autre.
Concernant les gains de pertinence, les meilleurs résultats sont obtenus pour l’approche
par sous-arbres multiples pour un λ compris entre 0.5 et 0.6. Cela semble donc indiquer que
la part de structure nécessaire est équivalente au contenu. En toute logique il apparait éga-
lement que les scores utilisant majoritairement la structure au détriment du contenu soient
plus faibles. Cela vient naturellement du fait que la structure est une information complé-
mentaire au contenu.
Pour ce qui est des résumés, notre première observation est que le fait de conserver la
trace des nœuds éliminés n’augmente pas les scores de pertinence des résultats (les runs
multi-resu-... ont un comportement équivalent aux runs multi-...).
Ceci tend à prouver que les nœuds que nous considérons comme redondants constituent
du "bruit" (des informations non pertinentes) qui impactent négativement la qualité des
résultats obtenus et que leur prise en compte n’est pas forcément utile pour le calcul du
score de pertinence.
Enfin, concernant l’utilisation de la DTD pour le calcul des coûts, les scores sont globale-
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Runs MAeP nxCG10 nxCG25 nxCG50
multi-dtd 0.21 (+57%) 0.4 (-11%) 0.354 (-17%) 0.366 (-10%)
multi-resu-dtd-coef 0.2022 (+34%) 0.425 (-6%) 0.41 (-4%) 0.365 (-10%)
multi-resu-dtd 0.2019 (+34%) 0.425 (-6%) 0.41 (-4%) 0.365 (-10%)
multi 0.185 (+28%) 0.375 (-17%) 0.39 (-9%) 0.38 (-7%)
multi-resu 0.185 (+28%) 0.375 (-17%) 0.39 (-9%) 0.38 (-7%)
multi-resu-coef 0.180 (+26%) 0.375 (-17%) 0.39 (-9%) 0.38 (-7%)
MaxPlanck 0.1334 (-) 0.45 (-) 0.3956 (-7%) 0.3894 (-4%)
mini-dtd 0.1024 (-23%) 0.425 (-6%) 0.37 (-14%) 0.34 (-16%)
IBMHaifa 0.1023 (-23%) 0.225 (-50%) 0.4278 (-) 0.4067 (-)
Unisys 0.1001 (-25%) 0.325 (-28%) 0.32 (-25%) 0.3489 (-13%)
mini 0.0797 (-40%) 0.425 (-6%) 0.36 (-17%) 0.345 (-15%)
Tableau 5.3 — Comparaison des scores obtenus par les différentes modalités pour λ = 0.6
en fonction des participants officiels de la tâche SSCAS d’INEX 2005. Les pourcen-
tages d’augmentation ou de baisse sont calculés par rapport au meilleur participant de
l’époque.
ment meilleurs pour les coûts définis empiriquement quel que soit le type d’arbre en entrée
(les résultats du mini-dtd sont globalement meilleurs que ceux du run mini et ceux de multi-
dtd que ceux de multi). Ceci indique que l’utilisation de cette grammaire comme mesure de
coût est pertinente dans le cadre de cette collection.
5.3.1.2 Performances globales
Afin d’étudier les performances globales de notre modèle d’évaluation de la similarité
structurelle nous avons fixé le paramètre λ à 0.6. Cette valeur implique une part quasiment
équivalente de contenu que de structure. Dans les faits, nos meilleurs résultats sont compris
entre 0.5 et 0.8.
Ces résultats sont présentés dans le tableau 5.3 sont comparés aux participants officiels de
l’époque :
– Le système TopX [Theobald et al., 2007] de l’institut Max Planck.
– Le modèle vectoriel [Mass et Mandelbrod, 2005a] de IBM Haifa Research Lab.
– Le modèle vectoriel [Hassler et Bouchachia, 2005] de l’Université de Klagenfurt.
Pour rappel, nous n’utiliserons pas de test de significativité car le nombre de requêtes de la
collection IEEE est trop restreint.
Comme dans la section précédente, les approches par sous-arbres multiples donnent glo-
balement de bons résultats tandis que les versions par sous-arbre minimaux sont globale-
ment les moins pertinentes. L’écart entre la meilleure version par arbres multiple (multi-dtd)
et celle par arbre minimal (mini-dtd) sur la MAeP est de l’ordre du double. Étant donné que
nous avions déjà observé que les versions par sous-arbres minimaux (mini-..) obtenaient des
scores inférieurs aux versions par sous-arbres multiples (multi-...) il est normal de constater
que les performances diminuent pour un λ < 1.
On constate également que les versions de résumés se comportent de manière analogue à
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celle de leurs versions d’origine. Par exemple, le score du résumé sans coefficient (multi-
resu) est identique à la version par arbre multiple sans DTD (multi). De même, les scores des
versions utilisant la DTD sont très proches de leur versions non résumées.
Les mesures nxCG sont en deçà des meilleurs scores des participants officiels (environ
10%).
Concernant nos performances globales par rapport aux participants sur la mesure glo-
bale MAeP, notre meilleur run utilisant la DTD (multi-dtd) pour le calcul des coûts se posi-
tionne à 57% au-dessus du meilleur participant et l’ensemble de nos résultats montrent une
amélioration.
En synthèse, nous constatons que :
– La solution d’extraction par sous-arbres multiples est adéquate pour l’évaluation de
la pertinence document-requête sur une collection orientées texte comme IEEE.
– L’apport de la structure est majoritairement fonction des arbres en entrée et de la ma-
nière dont on calcule les coûts. Ces résultats concordent avec le comportement global
de la TED.
– Les coûts obtenus au travers de la DTD améliorent les résultats.
5.3.2 Évaluation des résultats pour la collection IMDB
5.3.2.1 Variation de score de pertinence en fonction de la structure
La tâche Datacentric 2010 possède deux mesures différentes. La MAgP et la MAiP. Nous
présentons les variations du paramètre λ pour chacune de ces mesures.
Les variations des scores pour la MAiP sont présentés dans le graphique 5.11.
Notre première observation et que quelle que soit l’approche considérée, la pertinence
des résultats retournés augmente lorsque l’on utilise la mesure de similarité structurelle
puisque les meilleurs scores sont obtenus pour un λ de 0.6 soit, autant de structure que de
contenu.
Nous observons que les résultats obtenus sur la MAiP à partir du sous-arbre minimal
(mini-...) sont globalement supérieurs à ceux obtenus pour la version par sous-arbres mul-
tiples (multi-..). A son maximum (λ = 0.5) la version par sous-arbre minimal utilisant la
DTD (mini-dtd) est plus de deux fois supérieure aux deux versions par sous-arbres mul-
tiples (multi et multi-dtd) , que ces derniers utilisent la DTD ou non.
Ceci tendrait à indiquer que les versions par sous-arbres multiples contiennent une quantité
importante de nœuds non pertinents qui nuisent au processus d’appariement.
Enfin, les versions par DTD affichent de meilleures performances que leurs homo-
logues par coûts empiriques (les résultats des runs multi-dtd et mini-dtd sont respectivement
meilleurs que les versions multi et mini). Ces écarts sont d’autant plus sensibles que les scores
sont importants. Ces résultats tendent à confirmer que la DTD est, dans l’absolu, un bon in-
dicateur pour la distance entre les nœuds.
Les variations des scores sur la mesure MAgP présentés dans le tableau 5.12 corroborent
nos trois premières observations sur la MAiP :
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Figure 5.11 — Évolution de la MAiP selon les variations du paramètre λ pour nos diffé-
rentes approches de mesure des coûts en fonction du type de sous-arbre(s) extrait(s) et du
résumé.
– Les résultats obtenus à partir des sous-arbres minimaux donnent de meilleurs résultats
que ceux par sous-arbres multiples. La structure des sous-arbres multiples contient
donc trop de bruit et les versions par résumés se comportent en effet mieux que celles
qui ne le sont pas.
– Les coûts d’édition par graphe de DTD permettent d’améliorer les résultats quel que
soient les runs.
– Les résumés d’arbres tendent à améliorer les résultats.
Toutefois, même si la structure en elle-même est significative, les scores de contenu sont en
eux-mêmes trop faibles et la combinaison de ces deux valeurs aboutit à une prépondérance
de la pertinence de la structure vis-à-vis du contenu.
D’un point de vue global les versions par sous-arbres minimaux donnent de meilleurs
résultats sur cette collection que ceux par sous-arbres multiples. Cela s’explique par le fait
que la collection Datacentric 2010 est une collection orientée donnée et donc très spécifique
dans l’expression de sa structure. Choisir de représenter une telle collection en fonction du
contexte structurel du document n’a pas de sens puisque c’est spécifiquement certains labels
qui sont recherchés.
Cette conclusion est renforcée par les résultats retournés par nos approches de résumé
d’arbre. On observe une augmentation générale des scores lorsque l’on réduit le nombre de
nœuds dont les labels ne sont pas spécifiés par la requête. Cette augmentation est d’ailleurs
plus faible lorsque l’on conserve la fréquence des nœuds retirés (multi-resu-coef et multi-resu-
coef-dtd) dans l’arbre d’origine.
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Figure 5.12 — Évolution de la MAgP selon les variations du paramètre λ pour nos diffé-
rentes approches de mesure des coûts en fonction du type de sous-arbre(s) extrait(s) et du
résumé.
Concernant la DTD, son utilisation améliore la qualité des résultats quelle que soit l’ap-
proche utilisée. Ces améliorations sont d’autant plus fortes que le sous-arbre est restreint sur
les labels recherchés.
Nous observons enfin que les scores de pertinence pour une solution tout structure (λ =
0) sont aussi élevés et parfois même meilleurs que ceux pour le contenu simple (λ = 1). Si
l’on se réfère à la construction de nos sous-arbres on constate qu’ils sont formés à partir de
nœuds feuilles déjà pertinents sur le contenu. De ce fait, la structure, lorsqu’elle est aussi
significative que dans une collection comme IMDB, est déjà en elle-même un indicateur sur
la pertinence du document. Elle permet par exemple de disqualifier les documents traitant
de personnes lorsque l’on recherche des films.
5.3.2.2 Performances globales
Nous présentons ici nos résultats selon chacune de mesures d’INEX 2010 Datacentric
pour un λ = 0.6 soit à peu près autant de structure que de contenu.
Les participants sont :
– L’université d’Otago (OTAGO-DC-BM25) qui utilisent un BM-25 entrainé sur INEX
2009 [Jia et al., 2010]
– L’université de Kasetsart [Wichaiwong et Jaruskulchai, 2011] avec une version du
BM25F.
– L’université Pompeu Fabra [Ramírez, 2011] par indexation séparée.
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Runs MAiP
mini-dtd 0.225 (+15%)
ufam2010Run2 0.1965 (-)
mini 0.1939 (-1%)
UPFL15TMI 0.1809 (-8%)
UPFL15TMImov 0.1752 (-11%)
ufam2010Run1 0.1614 (-18%)
ufam2010Run5 0.1587 (-19%)
multi-resu-dtd 0.116 (-41%)
multi-resu 0.114 (-41%)
multi-resu-dtd-coef 0.1041 (-47%)
multi-resu-coef 0.0977 (-50%)
multi-dtd 0.0715 (-64%)
multi 0.0623 (-68%)
Runs MAgP
OTAGO-2010-DC-BM25 0.2491 (-)
UPFL15TMI 0.2548 (-1%)
UPFL15TMImov 0.2433 (-1%)
Kasetsart 0.1811 (-27%)
OTAGO-2010-DC-DIVERGENCE 0.1561 (-37%)
mini-dtd 0.1242 (-50%)
mini 0.1186 (-52%)
multi-resu-coef 0.0684 (-72%)
multi-resu-dtd-coef 0.0664 (-73%)
multi-resu 0.0637 (-74%)
multi-resu-dtd 0.0634 (-75%)
multi-dtd 0.052 (-79%)
multi 0.0449 (-82%)
Tableau 5.4 — Présentation de nos résultats sur les mesures MAiP et MAgP pour un
λ = 0.6 par rapport à quelques-uns des participants de la tâche Datacentric 2010. Les
pourcentages d’augmentation ou de baisse sont calculés par rapport au meilleur partici-
pant de l’époque.
Nos résultats sont présentés pour les deux mesures dans le tableau 5.4.
Pour la MAgP, nous observons que les résultats obtenus par les sous-arbres minimaux
(mini-dtd et mini) se positionnent significativement (p − value < 0.05) au-dessus des ap-
proches par sous-arbres multiples (plus de deux fois le score entre mini-dtd et multi-dtd).
Le fait que les résultats par résumé obtiennent un meilleur score que leurs homologues
sans résumé signifie qu’il est important de ne pas introduire de nœuds dont les labels
sont à priori non pertinents pour l’utilisateur (donc non spécifiés dans sa requête) lors
de la mesure d’évaluation. Ces scores de résumés sont d’ailleurs hautement significatifs
(p− value < 0.01) par rapport aux runs par sous-arbres minimaux utilisant la dtd mini-dtd.
Néanmoins, nos résultats sont en-dessous des participants de l’époque sur cette mesure. La
raison nous semble être la faiblesse générale de notre score de contenu sur cette mesure que
nous avions attribué à l’incompatibilité entre notre approche et la mesure elle-même.
Concernant la MAiP, là encore, les approches par sous-arbres se positionnent largement
au dessus de celles par sous-arbres multiples. Le score est par exemple trois fois plus élevé
entre les versions DTD de chacune de nos approches d’extraction. Toutefois, contrairement
à la MAgP, notre meilleure approche (mini-dtd) se place en tête des résultats et dépassent
même le meilleur participant de l’époque de 15% et le second de 16%. La p − value n’est
toutefois pas suffisamment faible pour que nous puissions conclure de la significativité de
ces écarts.
Enfin, on observe qu’en global l’utilisation de la DTD tend à améliorer les scores quelle
que soit l’approche. Les écarts sont significatifs pour la MAgP entre les versions avec et
sans DTD (et fortement significatifs pour les versions par sous-arbre minimal), mais la p−
value < 0.01 n’est pas suffisamment faible pour nous permettre de conclure sur la MAiP.
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5.3.3 Évaluation comparée
Nos résultats nous permettent de conclure que, quelle que soit la collection utilisée :
– La distance d’édition d’arbre, et donc la mesure de la similarité structurelle, peut ap-
porter une augmentation de la qualité des résultats retournés par le processus de re-
cherche.
– L’utilisation de la DTD pour mesurer les coûts dans la distance d’édition permet en
général d’améliorer les résultats.
– Le résumé d’arbre permet de réduire le temps d’exécution de l’appariement (en le
divisant par deux ou quatre en fonction du nombre de nœuds supprimés) et améliore
(ou du moins ne diminue pas) les scores obtenus à partir du moment où l’on conserve
les nœuds dont les labels sont pertinents au regard de la requête.
Nous observons que le type de structure à même d’améliorer la pertinence globale est
différente en fonction de ces collections :
– Les sous-arbres minimaux donnent de bons résultats sur IMDB et les résumés amé-
liorent les résultats.
– Les sous-arbres multiples donnent de bons résultats sur IEEE et les résumés n’amé-
liorent ni ne font baisser la qualité des résultats.
Étant donné que parallèlement les résumés d’arbre éliminent environ deux fois plus de
nœuds en moyenne sur IEEE, cela semble indiquer que la spécificité de la collection (son
absence de redondance) a un impact sur la taille du sous-arbre qui doit être considéré lors
de la mesure de la similarité structurelle.
5.4 Conclusion
Ce chapitre a présenté nos différents modèles de mesure de la similarité structurelle
basée sur la distance d’édition d’arbres.
Nous avons proposé de nouveaux coûts basés sur la grammaire des relations structu-
relles exprimées dans la DTD ainsi que différentes approches à même de réduire la com-
plexité globale et le temps d’exécution de cet algorithme.
Par définition, la qualité des résultats d’appariement de la TED est fonction des arbres
en entrée et des coûts appliqués. Nous avons pu observer que le comportement de cette
mesure dans notre domaine était similaire. Le fait d’utiliser la grammaire des documents est
pertinent puisqu’elle contient les règles de passage entre labels dans une collection et que ce
sont ces labels que nous considérons. De même, la nature de la collection a un impact sur la
taille des arbres à considérer. Le contexte du document et donc des arbres plus larges sont
favorables à des collections dont les documents possèdent une structure redondante qui ne
porte pas de sémantique. Inversement, dans une collection orientée-donnée nous notons
qu’il faut considérer le sous-arbre le plus proche possible de la requête et que le contexte du
document n’est pas pertinent.
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6 Un Modèle de Langue basé sur
la structure du document
6.1 Introduction
Les Modèles de Langue (ML) ont été initialement introduits dans la recherche d’infor-
mation par [Ponte et Croft, 1998] [Miller et al., 1999] [Hiemstra et Kraaij, 1999] et font partie
de la famille des modèles de RI probabilistes. Ils ont montré leur intérêt dans le cadre de
l’évaluation document-requête. Ces succès ont amené à la généralisation de leur utilisation
dans les modèles de RIS [Ogilvie et Callan, 2005] [Ogilvie et Callan, 2006] [Zhao et Callan,
2009].
Lorsque l’on s’intéresse de plus près à la manière dont les modèles de langue ont été
adaptés pour évaluer la similarité structurelle document-requête, on réalise que ces adap-
tations se sont limitées à une utilisation implicite au travers de la contextualisation ou de
l’agrégation.
Le modèle d’un nœud élément, et par la même la probabilité que ce dernier génère la
requête, est obtenu au travers du contenu tandis que la structure est un support, ou un
paramètre caché, utilisé pendant la génération de cette probabilité.
Ce chapitre a pour objectif de présenter un modèle de langue basé non pas sur le contenu
textuel mais sur la structure des documents.
Ce chapitre s’articule autour de deux sections principales. La première (section 6.2) pré-
sente les différentes étapes de notre modèle présenté dans [Laitang et al., 2013b]. La seconde
section 6.3 est consacrée à nos différentes expérimentations qui nous permettent de juger de
la pertinence d’une telle approche.
6.2 Évaluation de la pertinence de la structure document-requête
6.2.1 Modèle général
Les Modèles de Langue de recherche d’information ont pour objectif de classer des do-
cuments selon la probabilité que leur modèle de document MD génère la requête.
Notre approche considère que le modèle de langue du document MD est formé des liens de
relations structurelles entre labels. La probabilité est alors exprimée en fonction des arcs de
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l’arbre T à apparier par rapport aux arcs de l’arbre formé des contraintes structurelles de la
requête Qs.
La suite de cette section traite des différents processus permettant la mesure de la per-
tinence. La section 6.2.2) traite de la construction du vocabulaire des arbres document et
requête. La section 6.2.3 décrit de quelle manière la mesure de probabilité de génération est
obtenue. Enfin, la section 6.2.4 aborde la problématique du lissage.
6.2.2 Vocabulaire des modèles d’arbre
Nous considérons que le vocabulaire d’un arbre T est formé des relations hiérarchiques
entre ses nœuds. L’extraction de ce vocabulaire depuis la hiérarchie de l’arbre peut être
assimilée à un processus de relaxation et s’inspire des travaux de [Ben Aouicha et al., 2010]
et de [Chihebeddine, 2011].
Il est important de noter que la relaxation est ici appliquée :
– Aux arcs e, contrairement aux modèles traditionnels, ce sont les relations structurelles
entre les nœuds (les liens hiérarchiques) et non les nœuds eux même qui seront utili-
sées comme indice sur la composition du vocabulaire des arbres.
– Conjointement aux sous-arbres document T et aux arbres requêtes Qs.
Nous consacrons la section 6.2.2.1 à la description de la construction du vocabulaire du
modèle associé à l’arbre XML du document et la section 6.2.2.2 à l’extraction du vocabulaire
de la requête.
6.2.2.1 Construction du vocabulaire de l’arbre issu du document
La première étape de notre approche construit le vocabulaire du modèle de langue pour
le sous-arbre issu du document à partir des relations hiérarchiques qui le composent.
Formellement, nous considérons qu’un arbre XML T = {ei,j} est composé d’un ensemble
d’arcs ei,j représentatifs de toutes les relations ancêtre-descendants, dans lesquels i et j sont
des labels de l’arbre associés aux chemins.
Ces chemins sont de la forme u//v avec u et v deux nœuds dans NT l’ensemble des nœuds
de l’arbre T et pour lesquels label(u) = i et label(v) = j avec label(nx) la fonction retournant
le label du nœud nx.
Le nombre de chemins produits depuis l’arbre T est égal à :
nbe(T) =
k
∑
i=1
| n |∈i ×i (6.1)
pour i le numéro du niveau obtenu à partir de la distance hiérarchique depuis la racine,
| n |∈i le nombre de nœuds de ce niveau et k le nombre de niveaux total dans l’arbre.
Soit par exemple dans notre figure 6.1 :
nbe(T1) =
k
∑
i=1
| n |∈i ×i
= 0× 1+ 1× 3+ 2× 2+ 3× 2+ 4× 4
= 29
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Figure 6.1 — Représentation des valeurs servant au calcul du nombre total de toutes les
relations ancêtre-descendants.
Chacun de ces chemins peut être vu comme une occurrence de ei,j et est caractérisé par
eu→vi,j .
Nous relevons à ce propos que puisque ces labels peuvent être associés à plusieurs nœuds
de l’arbre, plusieurs chemins peuvent être alors être représentés par les mêmes arcs ei,j.
Nous procédons donc à la relaxation de toutes les relations ancêtre-descendant de l’arbre
T.
La figure 6.2 est un exemple d’arbre XML T. Ce dernier se compose de huit relations di-
rectes père-fils auxquels s’ajoutent dix arcs additionnels représentatifs des relations ancêtre-
descendant.
Nous observons que l’arc emovie,actor possède deux occurrences auxquelles correspondent les
chemins suivants :
– /movie//actor[1]
– /movie//actor[2]
Les relations extraites depuis T1 sont :
T1 = {emovie,title, emovie,overview, emovie,director, emovie,cast, emovie,actors,
emovie,actor, emovie,name, emovie,character, eoverview,director, ecast,actors, ecast,actor,
ecast,name, ecast,character, eactors,actor, eactors,name, eactors,character,
eactor,name, eactor,character}
(6.2)
Afin de conserver la trace des relations initiales nous attribuons un poids aux relations
extraites. Ce poids correspond à la somme des poids des occurrences de la relation dans T
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Figure 6.2 — Extraction et pondération de toutes les relations ancêtres-descendants de
l’arbre T1.
obtenu au travers de l’équation :
w(ei,j, T) = ∑
u,v∈NT/label(u)=i
∧label(v)=j
w(eu→vi,j ) (6.3)
Pour w(eu→vi,j ) le poids calculé selon la distance d(u, v) séparant u de v :
w(eu→vi,j ) = exp
1−d(u,v) (6.4)
Cette formule a pour objectif de donner plus d’importance aux arcs formés par des
nœuds plus proches dans la hiérarchie de départ. Nous considérons donc que plus la dis-
tance entre ces nœuds est importante, et plus la relation doit être faiblement considérée.
A titre d’illustration, dans la figure 6.2, le poids w() de la relation emovie,actor dans l’arbre
T1 est de :
w(emovie,actor, T1) = 2exp−2
Pour illustrer cette pondération, le tableau 6.1 contient l’ensemble des arcs pondérés
extraits depuis l’arbre T1 de la figure 6.2.
La dernière étape de la création de notre modèle d’arbre est la phase de calcul du poids
total de ce dernier.
Ce poids total w() de la structure de l’arbre T est obtenu par la somme du poids des arcs
ei,j ∈ T :
w(T) = ∑
ei,j∈T
w(ei,j, T) (6.5)
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Labels title overview director cast actors actor name character
movie exp0 exp0 exp−1 exp0 exp−1 2× exp−2 2× exp−3 2× exp−3
overview 0 0 exp0 0 0 0 0 0
cast 0 0 0 0 exp0 2× exp−1 2× exp−2 2× exp−2
actors 0 0 0 0 0 2× exp0 2× exp−1 2× exp−1
actor 0 0 0 0 0 0 2× exp0 2× exp0
Tableau 6.1 — Ensemble arcs créés depuis des relations ancêtre-descendants de l’arbre T1
Figure 6.3 — Extraction du vocabulaire de la requête
Toujours d’après notre exemple de la figure 6.2, et en se basant sur les arcs présentés
dans le tableau 6.1, le poids total du modèle de sous-arbre T1 par application de l’équation
6.5 est :
w(T1) = ∑
ei,j∈T
w(ei,j, T)
= exp0 + exp0 + exp−1 + exp0 + exp−1 + 2× exp−2
+2× exp−3 + 2× exp−3 + exp0 + exp0 + 2× exp−1
+2× exp−2 + 2× exp−2 + 2× exp−1 + 2× exp−1
+2× exp−1 + 2× exp0 + 2× exp0
= 13.74448
6.2.2.2 Construction du vocabulaire de l’arbre requête
Tout comme pour le document, on considère qu’une requête Qs est composée d’un en-
semble d’arcs représentatifs des contraintes structurelles exprimées par cette dernière tel
que Qs = {ei,j}.
Le poids de ces relations sera calculé selon la formule 6.10.
Le tableau 6.2 contient l’ensemble des relations extraites et pondérées pour l’arbre re-
quête Qs présenté de la figure 6.3 et sera utilisé dans la suite de ce chapitre pour illustrer les
étapes de calcul de notre approche. Ces relations sont :
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Labels director character actor name
movie exp0 exp0 exp0 exp−1
actor 0 0 0 exp0
Tableau 6.2 — Ensemble arcs créés depuis des relations ancêtre-descendants de l’arbre
requête Qs.
Qs = {emovie,director, emovie,actor, emovie,character,
emovie,name, eactor,name}
(6.6)
6.2.3 Estimation de la probabilité de génération de la structure de la requête
Par analogie avec les modèles de langue basée sur la présence des mots-clefs parmi les
termes des documents, nous considérons que les arbres XML sont générés par un modèle
de langue MT.
Les arbres candidats Ti pour i chacun des candidats, sont classés selon leur probabilité de
génération de la requête à partir de leur modèle MTi .
Formellement, afin d’évaluer la proximité structurelle sims(T, Qs) entre une requête Qs
et un arbre T, nous calculons la probabilité P(Qs | MT) que le modèle de l’arbre issu du
document génère la requête soit :
sims(T, Qs) = P(Qs | MT) (6.7)
L’idée sous-jacente est que la probabilité de chaque arc peut être calculée indépendamment
(sous la forme d’un uni-gramme). Nous avons de ce fait :
P(Qs | MT) = ∏
ei,j∈Qs
P(ei,j | MT)w(ei,j,Qs) (6.8)
Étant donné que notre modèle de langue classe les arbres XML à partir de la probabilité
d’occurrence des arcs de la requête ei,j ∈ T et que les arcs absents se verront assigner une
probabilité de 0, un arc manquant peut disqualifier le sous-arbre dans son ensemble en lui
assignant une probabilité globale nulle. Afin de contourner ce problème, la pratique est
d’utiliser les techniques de lissage [Zhai et Lafferty, 2004].
6.2.4 Lissages du modèle de langue basé sur la structure
Les techniques de lissage utilisent un modèle de langue de référence, en général basé sur
l’ensemble de la collection, afin d’assigner une probabilité aux événements non observés
dans le document [Hiemstra et A. Baeza-Yates, 2009]. On parle alors d’interpolation. Nous
utilisons dans notre cas une interpolation mixte.
Nous en avons proposé deux types :
1. Une interpolation du sous-arbre T par la collection C. Cette approche est similaire à
celle communément utilisée dans le domaine de la RI et de la RIS et consiste en la trans-
mission d’une partie de la probabilité en fonction de l’occurrence dans la collection.
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2. Une double interpolation du sous-arbre T avec le document D et la collection C lorsque
T ∈ D et T 6= D. Elle peut être rapprochée des techniques de contextualisation par do-
cument et se base sur l’intuition selon laquelle un sous-arbre pertinent structurellement
aura davantage de probabilité d’être localisé dans une structure documentaire globale-
ment pertinente.
Elle a pour pré-requis que le sous-arbre ne couvre pas l’intégralité de l’arbre document.
Pour chacune de ces interpolations, nous avons expérimenté deux techniques de lissage
différentes. La première est le lissage de Jelinek-Mercer [Jelinek et Mercer, 1980] et est décrite
en section 6.2.4.1. La seconde est celle de Dirichlet [MacKay et Bauman Peto, 1994]. Elle est
traitée en section 6.2.4.2.
6.2.4.1 Lissage de Jelinek-Mercer
Pour notre premier modèle d’interpolation, notre modèle d’arbre MT est lissé à partir de
tous les arcs compris dans la collection C.
P(eij | MT) = α× P(ei,j | MT) + (1− α)× P(ei,j | MC) (6.9)
avec p(ei,j | T) la fonction de probabilité de pertinence d’un arc dans l’arbre document. Cette
dernière est calculée au travers de la formule :
p(ei,j | MT) =
w(ei,j, T)
w(T)
(6.10)
Le poids de la relation dans l’arbre w(ei,j, T) est évalué selon l’équation 6.3 tandis que le
poids total de l’arbre w(T) obtenue par application de l’équation 6.5.
Puisque l’on interpole pour la collection, on a alors besoin de calculer la probabilité
P(ei,j | MC) d’un arc ei,j dans la collection C. Cette probabilité est obtenue par l’équation
suivante :
p(ei,j | C) =
w(ei,j, C)
w(C)
(6.11)
avec w(ei,j, C) = ∑u,v∈NC/label(u)=i,label(v)=j .w(e
u→v
i,j ) est le poids des arcs de ei,j de la collection
C calculé comme somme des poids de toutes les occurrences eu→vi,j dans la collection évalué
selon l’équation 6.12. w(C) est le poids de la collection obtenu par la somme du poids de
toutes les relations dans la collection C soit :
w(C) = ∑
ei,j∈C
w(ei,j, C) (6.12)
Afin d’illustrer l’application de notre fonction de lissage basée sur Jelinek-Mercer, nous
développons l’équation 6.9 pour l’arbre XML T1 et l’arbre requête Qs, des figures 6.2 et 6.3.
Les poids des arcs de la collection sont indiqués dans le tableau 6.3 qui correspond aux
arbres d’une collection composée de T1, T2 et T3 des figures 6.2 et 6.4.
Par application de l’équation 6.12, le poids total de cette collection est de 34.94.
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Figure 6.4 — Extraction et pondération de toutes les relations ancêtre-descendant d’une
collection composée de deux arbres document T2, T3.
En fixant α à 0.5 et par application de la formule 6.9, nous obtenons :
P(Qs | MT1) = (α× P(e(movie,director) | T) + (1− α) + P(e(movie,director) | C))w(emovie,director ,Qs) ×
(α× P(e(movie,character) | T) + (1− α) + P(e(movie,character) | C))w(emovie,character ,Qs) ×
(α× P(e(movie,actor) | T) + (1− α) + P(e(movie,actor) | C))w(emovie,actor ,Qs) ×
(α× P(e(movie,name) | T) + (1− α) + P(e(movie,name) | C))w(emovie,name,Qs) ×
(α× P(e(actor,name) | T) + (1− α) + P(e(actor,name) | C))w(eactor,name,Qs)
= (0.5× exp
−1
13.74
) + (0.5× exp
−1
34.94
)) +
(0.5× 2× exp
−3
13.74
) + 0.5× 3× exp
−3
34.94
)×
(0.5× 2× exp
−2
13.74
) + 0.5× 3× exp
−2
34.94
)×
(0.5× (2× exp
−3)
13.74
) + 0.5× 3× (exp
−3)
34.94
)exp
−1 ×
(0.5× 2× exp
0
13.74
) + 0.5× 3× exp
0
34.94
)
Il est à noter que seule la relation movie → name est indirecte dans la requête. De ce
fait, seule cette relation possède un poids 6= 1.
Quand T est un arbre représentant une partie de document (i.e. quand T n’est pas un
arbre document), nous pouvons utiliser notre modèle de lissage par double interpolation en
nous basant sur le modèle de document D contenant T
Associée au lissage de Jelinek-Mercer, cette double interpolation se traduit sous la forme
suivante :
p(eij | MT) = β× P(ei,j | MT) +
(1− β)× (α× P(ei,j | MD) + (1− α)× P(ei,j | MC)) (6.13)
Avec la probabilité d’un arc ei,j dans l’arbre document, obtenu par l’équation 6.10 qui devient
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Labels movie overview cast actors
title 4× exp0 0 0 0
overview 2× exp0 0 0 0
release exp−1 0 exp0 0
plot exp−1 exp0 0 0
cast 2× exp0 0 0 0
actors 2× exp−1 0 2× exp0 0
actor 3× exp−2 0 3× exp−1 3× exp0
character 3× exp−3 0 3× exp−2 3× exp−1
name 3× exp−3 0 3× exp−2 3× exp−1
director exp−1 0 0 0
Labels actor person filmography act
title 0 2× exp−3 2× exp−2 2× exp−1
character 3× exp0 exp0 0 0
name 3× exp0 exp0 0 0
filmography 0 exp0 0 0
act 0 exp−1 exp0 0
movie 0 2× exp−2 2× exp−1 2× exp0
Tableau 6.3 — Ensemble pondéré d’une collection C composée des trois arbres T1, T2 et
T3
alors :
p(ei,j | D) =
w(ei,j, D)
w(D)
(6.14)
et w(D) le poids est obtenu de la même manière que pour le sous-arbre T par la formule :
w(D) = ∑
ei,j∈D
w(ei,j, D) (6.15)
6.2.4.2 Lissage de Dirichlet
Le lissage de Dirichlet est une interpolation linéaire basée sur la longueur du document.
La probabilité que la structure de la requête soit générée par l’arbre document sera calculée
comme le produit des probabilités de e dans Qs dans l’arbre T lissé par le poids de ces
arcs dans la collection. Un paramètre de lissage µ est utilisé pour contrôler l’influence de la
collection sur le score final.
p(ei,j | MT) =
w(ei,j, T) + µP(ei,j | C)
w(T) + µ
=
w(ei,j, T) + µP(ei,j | C)
w(T) + µ
(6.16)
avec w(ei,j, T) de la relation de l’arbre de l’équation 6.10 ; P(ei,j | C) de l’équation 6.11 et
w(T) de l’équation 6.5. de manière similaire à l’équation 6.13.
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Tout comme pour le lissage de Jelinek-Mercer, quand T est un sous-arbre qui ne couvre
pas l’intégralité du document on peut, alternativement, évaluer la probabilité au travers de
notre technique de lissage par double interpolation document collection. Cette interpolation
se traduit dans le lissage par :
p(ei,j | MT) =
w(ei,j, T) + µ
(w(ei,j, MD) + λP(ei,j | MC)
w(D) + λ
w(T) + µ
=
w(ei,j, T) + µ
(w(ei,j, D) + λP(ei,j | C)
w(D) + λ
w(T) + µ
(6.17)
Pour ei,j dans l’arbre document de l’équation 6.14.
6.3 Expérimentations
Les expérimentations que nous avons effectuées poursuivent quatre objectifs :
1. Mesurer l’apport de notre approche de calcul de la similarité structurelle.
2. Étudier les techniques de lissages et les types d’interpolation les plus appropriés.
3. Positionner les performances globales de nos résultats par rapport aux participants of-
ficiels de la campagne d’évaluation INEX.
4. Observer les comportements de nos résultats (au niveau score des résultats retournés)
en fonction de la nature des collections.
Puisque nous utilisons deux types d’interpolation et deux techniques de lissage nous
utilisons quatre runs :
– JelT. Le lissage de Jelinek-Mercer est utilisé au travers d’une interpolation entre le sous-
arbre et la collection.
– JelTD. Le lissage de Jelinek-Mercer est utilisé pour une double interpolation sous-
arbres, document et collection.
– DirT. Le lissage de Dirichlet est utilisé au travers un interpolation entre le sous-arbre
et la collection.
– DirTD. Le lissage de Dirichlet est utilisé pour une double interpolation sous-arbres,
document et collection.
Pour ces expérimentations, les différents paramètres de lissage ont été fixés empirique-
ment sur la base d’expérimentations antérieures. Ces paramètres ainsi que leurs valeurs sont
présentées dans le tableau 6.3.
Enfin nous n’utiliserons en entrée que la technique par sous-arbres minimal puisque
l’intérêt principal de la technique par sous-arbres multiples était de prendre en compte le
contexte structurel du document ce que permet notre double interpolation.
Nous présentons l’ensemble de nos expérimentations pour chacun de nos runs en fonc-
tion de la collection. La section 6.3.1 est consacrée aux expérimentations sur la INEX 2005
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Run Équation Paramètres de lissage
Jelinek T 6.9 α = 0.4
Dirichlet T 6.16 µ = 2000
Jelinek TD 6.13 α = 0.3, β = 0.3
Dirichlet TD 6.17 µ = 2000, λ = 2000
Tableau 6.4 — Valeurs des paramètres de lissage utilisés pour nos expérimentations.
tandis que la seconde section 6.3.2 porte sur les expérimentations réalisées sur Datacentric
d’INEX 2010.
6.3.1 Évaluation des résultats sur INEX 2005
6.3.1.1 Variation des scores de pertinence en fonction de la structure
Afin de mesurer l’apport de la structure au score global, nous présentons dans le dia-
gramme 6.5 l’évolution de nos résultats en fonction des variations du paramètre λ. Ce der-
nier permet de contrôler les poids respectifs du contenu et de la structure dans le score final
du nœud.
Figure 6.5 — Évolution de la MAeP selon les variations du paramètre λ pour nos diffé-
rentes approches de lissage.
Tout comme pour le chapitre 5, nous observons que lorsque le sous-arbre minimal est
appliqué sur IEEE, notre mesure de similarité structurelle ne permet pas d’améliorer la per-
tinence des résultats retournés (résultats meilleurs pour λ = 1 que pour les autres valeurs
de λ).
Dans le cas du lissage, la généricité des relations hiérarchiques se traduit par des scores
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de structures uniquement déterminés par la quantité d’arcs de la requête présents dans le
document. D’une manière générale, il faut se représenter le fait que les documents pos-
sèdent globalement tous une structure analogue et que les relations seront en général toutes
présentes.
On constate toutefois une différence notable entre les résultats obtenus par un lissage de
Dirichlet (DirT et DirTD) et ceux utilisant le lissage de Jelinek-Mercer (JelT et JelTD) : les ré-
sultats par Dirichlet voient leur score augmenté pour des valeurs de λ beaucoup plus faibles
que pour les résultats obtenus pour chaque version de Jelinek (λ = 0.5 au lieu de λ = 0.8).
De même, le lissage utilisant la double interpolation (DirTD) est le seul permettant d’amé-
liorer faiblement le score global de 7% pour λ = 0.5.
Le fait que le lissage de Dirichlet se comporte mieux sur cette collection tient en sa ca-
pacité de normalisation sur la taille. En effet, comme le souligne [Zhai et Lafferty, 2001b], il
considère la fréquence du terme (ici la fréquence des transitions entre labels) dans le lissage.
Cela permet d’intégrer, dans notre cas, une normalisation sur la fréquence des arcs, et donc
sur la taille et la redondance de l’arbre. Sachant que dans une collection comme IEEE les re-
lations sont génériques, les sous-arbres formés contiendront plus souvent des arcs de même
type. Prendre en compte la fréquence permet alors de ne pas surévaluer les sous-arbres de
grande taille par rapport à ceux de petite taille. Cette prise en compte est particulièrement
pertinente dans notre cas puisque les arbres n’étant pas discriminés sur l’absence d’une re-
lation, les arbres de grande taille (redondants) sont autrement valorisés.
Enfin, concernant le lissage, la double interpolation qui permet de prendre en compte
la pertinence du document compense le caractère restreint de nos sous-arbres et permet
l’augmentation des résultats.
6.3.1.2 Performances globales
Pour mesurer les performances globales de notre approche nous avons fixé le paramètre
λ à 0.7. Nous avons choisi cette valeur pour deux raisons :
– Elle est la valeur d’apparition moyenne de l’influence du contenu et conserve une part
de structure.
– Il s’agit d’une valeur où notre lissage de Dirichlet par double interpolation (DirTD)
obtient encore des scores supérieurs à la base par contenu simple.
Nos résultats sont présentés dans le tableau 6.5 par rapport aux participants officiels de
l’époque que sont :
– L’institut Max Planck [Theobald et al., 2007].
– Le laboratoire de recherche de IBM Haifa Research Lab [Mass et Mandelbrod, 2005a].
– L’université de Klagenfurt [Hassler et Bouchachia, 2005].
De plus amples détails sur les systèmes utilisés sont donnés au chapitre 4. Tout comme pour
les chapitres 4 et 5 nous n’utiliserons pas de tests de significativité car le nombre de requêtes
est trop faible.
D’un point de vue global nos performances sont proches pour les résultats obtenus par
Jelinek-Mercer (JelT et JelTD) et supérieurs pour celles par Dirichlet (DirT et DirTD). Notre
meilleur run DirTD se place en effet à 33% au-dessus du premier participant tandis que le
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Runs MAeP nxCG10 nxCG25 nxCG50
DirTD 0.1775 (+33%) 0.425 (-6%) 0.43 (+) 0.3939 (-3%)
DirT 0.1597 (+20%) 0.425 (-6%) 0.39 (-9%) 0.3789 (-7%)
MaxPlanck 0.1334 (-) 0.45 (-) 0.3956 (-7%) 0.3894 (-4%)
JelT 0.1217 (-9%) 0.425 (-6%) 0.35 (-18%) 0.3239 (-20%)
JelTD 0.1142 (-14%) 0.425 (-6%) 0.39 (-9%) 0.34 (-16%)
IBMHaifa 0.1023 (-23%) 0.225 (-50%) 0.4278 (-) 0.4067 (-)
Unisys 0.1001 (-25%) 0.325 (-28%) 0.32 (-25%) 0.3489 (-13%)
Tableau 6.5 — Comparaison des scores obtenus par les différents modalités pour λ = 0.7
en fonction des participants officiels de la tâche SSCAS d’INEX 2005. Les pourcentages
d’augmentation ou de baisse sont donnés en fonction du meilleur participant.
second DirT est à 20% de ce même participant.
Concernant les mesures de rappel-précision elles sont similaires ou supérieures à celles
des participants de l’époque pour les résultats obtenus par un lissage de Dirichlet. Nous
nous plaçons en effet premier pour la nxCG à 25 et nos écarts sur les autres mesures sont
de l’ordre de 5% en moyenne. Les résultats obtenus par le lissage de Jelinek se montrent à
l’inverse moins performants sur ces mesures.
Ces performances sont toutefois à relativiser puisque nos résultats pour ce λ sont globa-
lement inférieurs au score tout contenu et que la structure impacte négativement nos résul-
tats.
6.3.2 Évaluation des résultats pour la collection IMDB
6.3.2.1 Variation des scores de pertinence en fonction de la structure
Tout comme pour la collection IEEE, nous avons fait varier notre paramètre λ afin d’ob-
server l’apport de la structure au contenu. La tâche Datacentric 2010 possédant deux me-
sures : MAgP et MAiP ; nous présentons ces variations de score séparément
Les variations de la mesure MAgP, sont présentées dans le graphique 6.6.
Notre première constatation est qu’à l’exception de notre version par double interpola-
tion pour le lissage de Dirichlet (DirTD), notre mesure de similarité structurelle retourne
de bons résultats de pertinence. Ceci tend à prouver que la structure apporte au processus
d’appariement.
Cette observation est confirmée lorsque l’on observe les premières combinaisons avec une
faible part de contenu (λ compris entre 0.1 et 0.5) ; la pertinence des résultats retournés est
améliorée. Les scores commencent à diminuer lorsque le contenu devient prépondérant.
D’un point de vue global, la similarité entre les scores de structure purs (λ = 0) et ceux de
contenu pur (λ = 1) semble indiquer que la structure donne des indications comparables
au contenu sur les nœuds déjà hautement pertinents. La distinction s’opère alors sur des
nœuds jugés comme en partie pertinent par la structure mais faiblement par le contenu.
Concernant le lissage, les meilleurs résultats sont obtenus au travers du lissage de
Impact de la structure dans l'appariement de documents XML 131
Un Modèle de Langue basé sur la structure du document
Figure 6.6 — Évolution de la MAgP selon les variations du paramètre λ pour nos diffé-
rentes approches de lissage.
Jelinek-Mercer pour une interpolation simple sous-arbre/collection (JelT).
D’une manière globale, les versions par double interpolation (DirTD et JelTD) four-
nissent des résultats inférieurs à ceux par interpolation simple. Il apparait que le contexte
du document n’est pas utile pour cette collection.
Les variations des résultats concernant la MAiP sont présentées dans le diagramme 6.7.
Notre première observation est que la combinaison du contenu et de la structure amé-
liorent tous les résultats par rapport à une approche tout contenu.
Les lissages par interpolation simple sous-arbres/collection donnent de meilleurs résul-
tats lorsque l’on donne plus de poids à la structure qu’au contenu (λ < 0.5) tandis que ceux
par double interpolation donnent de meilleurs résultats dans le cas contraire.
D’une manière globale, les courbes de lissage par double interpolation présentent des
scores inférieurs pour la majorité des combinaisons possibles (JelTD < JelT et DirTD <
DirT). La meilleure solution semble être une interpolation simple pour un lissage de Jelinek-
Mercer.
Sur les deux mesures, nos approches d’évaluation de la structure par modèle de langue
apportent une amélioration importante de la pertinence des résultats retournés.
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Figure 6.7 — Évolution de la MAiP selon les variations du paramètre λ pour nos diffé-
rentes approches de lissage.
6.3.2.2 Performances globales
Nous avons fixé notre paramètre λ à 0.5 (soit une part égale de contenu et de structure),
et comparé nos résultats par rapport aux meilleurs participants de l’époque qui sont :
– L’université d’Otago (OTAGO-DC-BM25) [Jia et al., 2010]
– L’université de Kasetsart [Wichaiwong et Jaruskulchai, 2011].
– L’université Pompeu Fabra [Ramírez, 2011].
Leurs systèmes sont décrits de façon plus exhaustive dans les chapitres 4 et 5.
Nos résultats sont présentés dans le tableau 6.6.
Sans surprise, étant donné la faiblesse de notre score de contenu initial sur la MAgP,
les performances de nos runs sur cette mesure sont relativement faibles au regard des per-
formances affichées par les participants de l’époque. Notre meilleur run JelT se situe à 8%
en-dessous du cinquième participant et à 42% en-dessous du premier.
A l’inverse, nos scores sur la MAiP se situent tous au-dessus des meilleurs participants de
l’époque. Ainsi, notre meilleur run JelT possède un score supérieur à 29% du meilleur par-
ticipant tandis que nos résultats les plus faibles (DirTD) se situent malgré tout à 10% au
dessus de ce même participant. Toutefois, les p − values que nous obtenons ne nous per-
mettent pas de valider la significativité de ces écarts.
Pour la MAgP, ces augmentations sont significatives (p − value < 0.05) pour les résultats
par lissage de Dirichlet (DirT et DirTD) vis-à-vis de ufam2010Run2. Toutefois, la p − value
de nos résultats pour Jelinek-Mercer vis-à-vis de ce même participant (p− value < 0.1 mais
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Runs MAiP
JelT 0.2541 (+29%)
DirT 0.2353 (+20%)
JelTD 0.2281 (+16%)
DirTD 0.2171 (+10%)
ufam2010Run2 0.1965 (-)
UPFL15TMI 0.1809 (-8%)
UPFL15TMImov 0.1752 (-11%)
ufam2010Run1 0.1614 (-18%)
ufam2010Run5 0.1587 (-19%)
Runs MAgP
OTAGO-2010-DC-BM25 0.2491 (-)
UPFL15TMI 0.2458 (-1%)
UPFL15TMImov 0.2433 (-1%)
Kasetsart 0.1811 (-27%)
OTAGO-2010-DC-DIVERGENCE 0.1561 (-37%)
JelT 0.1445 (-42%)
DirT 0.1274 (-49%)
JelTD 0.1265 (-49%)
DirTD 0.1041 (-58%)
Tableau 6.6 — Présentation de nos résultats sur les mesures MAiP et MAgP pour un
λ = 0.5 par rapport à quelques uns des participants de la tâche Datacentric 2010. Les
pourcentages d’augmentation ou de baisse sont donnés en fonction du meilleur partici-
pant.
> 0.05) ne nous permet pas de conclure.
Quelle que soit la mesure considérée, nous observons que les approches par inter-
polation simple sous-arbre/collection (JelT et DirT) donnent de meilleurs scores de per-
tinence sur les résultats retournés que leurs homologues par double interpolation sous-
arbre/document/collection (JelTD et DirTD).
Sur la MAgP, ces écarts sont de 22% pour le lissage de Dirichlet et de 14% pour le lissage
de Jelinek-Mercer et ces écarts de résultats sont significatifs pour nos résultats par Dirichlet
(DirT et DirTD (p− value < 0.05), mais pas pour Jelinek-Mercer.
Concernant la MAiP, les écarts sont de 8% pour Dirichlet et de 11% pour Jelinek-Mercer.
Mais la p− value que nous obtenons ne nous permet pas de statuer sur leur significativité.
Les résultats globaux que nous obtenons confortent cependant notre analyse selon la-
quelle, du fait de la grande spécificité des relations dans IMDB, c’est l’absence ou la présence
d’une contrainte spécifiée par la requête qui est un indicateur de la pertinence du document.
6.4 Conclusion
Dans ce chapitre, nous avons présenté notre modèle de mesure de la similarité struc-
turelle basé sur la probabilité de génération des contraintes structurelle d’une requête par
rapport à la structure extraite d’un sous-arbre document. Nous avons expérimenté deux
techniques de lissage et deux modes d’interpolations.
Nos expérimentations nous ont permis de constater que :
– Notre approche de mesure de la similarité structurelle se montrait pertinente dans les
collections orientées-données. Soit, quand la structure est porteuse de sens.
– Inversement, que dans les collections orientées-texte, la mesure de cette similarité
n’apportait pas de gain de pertinence aux résultats retournés.
Ces conclusions s’appuient sur le fait que dans notre modèle la mesure de la similarité struc-
turelle aide à partir du moment où elle est elle-même pertinente dans les résultats retournés.
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En d’autres termes, sur un ensemble de résultats pré-filtré par le contenu, la structure est un
bon indicateur de pertinence.
Nous avons également constaté que la double interpolation (soit la prise en compte du
contexte documentaire de l’arbre) n’apportait pas de réelle amélioration à la mesure de la
similarité structurelle dans le cadre d’une collection orientée donnée mais qu’elle permettait
de réduire l’impact négatif de la prise en compte de la structure dans une collection orientée
texte.
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7 Conclusion
7.1 Problématique
Nos travaux présentés dans ce mémoire portent sur la recherche d’information sur do-
cument semi-structurés (RIS) de type XML.
Un système de RIS XML a pour objectif de retourner un document ou un granule docu-
mentaire précis en réponse à un besoin exprimé par l’utilisateur au travers d’une requête.
La structure des documents XML permet de spécifier, en plus des conditions de contenu
définies par des mots-clefs, des conditions de structure qui sont alors un indicateur sur la
localisation de l’information recherchée.
Lorsque nous analysons les approches proposées, il apparaît alors que la majorité de ces
dernières utilisent la structure de manière implicite comme un support pour la mesure du
contenu et rarement de manière explicite au travers d’une mesure séparée.
Cette façon de considérer la structure peut s’expliquer par la controverse qui existe dans
la littérature sur l’utilité de cette dernière [Trotman et Lalmas, 2006] [Wang et al., 2012] [Trot-
man, 2009a] [Laitang et al., 2013a]. En effet, si de nombreuses approches insistent sur son
utilité et indiquent que sa prise en compte permet d’augmenter la pertinence des résultats
retournés, une autre partie, non moins importante, indique qu’elle n’apporte pas de gain
réel. Certains articles de synthèse [Trotman, 2009b] montrent qu’elle est utile dans environ
la moitié des cas.
Dans ce mémoire, nos contributions ont été de :
1. Proposer de nouvelles approches à même de mesurer la similarité entre les contraintes
exprimées par les requêtes d’une part, et la structure du document d’autre part.
2. Évaluer dans quelles situations et de quelle manière une mesure explicite de la structure
peut permettre d’améliorer le processus de recherche d’information.
7.2 Synthèse des propositions
Ce mémoire contient deux propositions principales portant sur l’évaluation de la simi-
larité entre les contraintes structurelles de la requête d’une part et la structure du document
d’autre part.
Notre première proposition est une adaptation des algorithmes d’appariement d’arbres
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de la théorie des graphes à la RIS. Nous utilisons la distance d’édition d’arbres (Tree Edit
Distance : TED) afin de mesurer la pertinence structurelle comme le degré d’isomorphisme
entre les structures extraites du document et l’arbre formé des contraintes structurelles de
la requête. Dans la TED, le degré d’isomorphisme est le coût minimal d’opérations de sup-
pression et de substitution pour transformer un arbre en un autre. La qualité de la mesure
dépend alors des arbres en entrée et des coûts appliqués.
Afin de déterminer quelle partie de la structure potentiellement pertinente du document
peut être extraite afin de mesurer un degré de pertinence vis-à-vis des contraintes structu-
relles de la requête et, de ce fait, d’attribuer un score aux nœuds qui puissent les différencier
au sein du même document, nous avons proposé deux approches d’extraction :
– Une extraction par sous-arbres multiples. L’intuition est que l’élément doit être consi-
déré au travers de lui-même (son sous-arbre enraciné) et de son environnement (l’en-
semble des arbres enracinés par ses ascendants). Ce type de représentation permet de
prendre en compte le contexte documentaire de l’élément.
– Une extraction par sous-arbre minimal. Nous avons cherché à extraire la structure la
plus restreinte possible à même de représenter l’élément dans le document. Elle est
construite à partir de l’ancêtre du nœud dont le label est celui de l’élément cible de
la requête pour chaque branche formée depuis cet ancêtre jusqu’aux derniers descen-
dants dont le score de contenu est non nul et dont le label est spécifié par la requête.
Les coûts de TED sont de manière générale calculés soit par des heuristiques héritées de
la définition initiale de ces algorithmes, soit au travers d’approches d’apprentissage. Puisque
notre but est de mesurer une pertinence à priori, sans le retour des utilisateurs, l’apprentis-
sage n’était pas applicable à notre problématique. De même, les heuristiques de la définition
initiale ne sont pas appropriées à notre domaine pour deux raisons :
1. Puisque les requêtes expriment les éléments jugés comme indispensables par l’utilisa-
teur, l’arbre qui en est issu possèdera toujours une cardinalité inférieure ou au mieux
égale à celle de la structure issue du document qui contient l’intégralité de la structure
de transition entre éléments. De ce fait, on utilisera un plus grand nombre d’opérations
de suppression pour rendre ces structures isomorphes et les structures documentaires
de grande taille seront fortement discriminées.
2. Dans notre domaine, on cherche à mesurer des distances entre des labels pour des struc-
tures issues des documents, dans des collections. Il s’agit alors de mesures les coûts en
fonction de ces mêmes collections.
Nous avons proposé deux façons de calculer ces coûts. La première est basée sur une heu-
ristique empirique de réduction du coût de suppression. Elle permet de répondre au point
1 mais reste empirique. La seconde est basée sur la distance entre les labels dans un graphe
formé par les règles de passage de la DTD. Elle prend donc en compte la structure générale
de la collection et répond à nos deux problématiques.
L’inconvénient principal de la distance d’édition d’arbres est sa forte complexité qui en-
traine des coûts importants en mémoire et en temps de calcul. Afin de résoudre ces pro-
blèmes nous avons travaillé autour de deux axes :
– Nous avons adapté les algorithmes de stratégie de décomposition optimale pour ob-
tenir la complexité en mémoire la plus faible possible.
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– Nous avons proposé et appliqué des règles de résumé afin de réduire la taille des
arbres en entrée et, de ce fait, réduire le temps d’exécution en conservant ou non la
fréquence des labels dans les arbres d’origine.
Notre seconde proposition utilise les modèles de langue afin de mesurer la probabilité de
génération de la structure de la requête par la structure d’un sous-arbre issu du document.
Le vocabulaire de notre modèle de langue est formé des arcs de relations label à label que
nous extrayons au travers d’une relaxation pondérée par la distance dans l’arbre d’origine.
Nous avons expérimenté deux techniques de lissage (Jelinek-Mercer [Jelinek et Mercer, 1980]
et Dirichlet [MacKay et Bauman Peto, 1994]), ainsi que deux approches d’interpolation :
– Une interpolation simple sous-arbre collection.
– Une double interpolation sous-arbre, document et collection afin de considérer le
contexte structurel du document.
Enfin, puisque l’appariement seul des structures est insuffisant dans une problématique
de recherche d’information, nous avons proposé une approche de mesure de la pertinence
de ce contenu basée sur des techniques de propagation. Ce contenu est utilisé en amont de
nos approches d’extraction d’arbres afin d’identifier les nœuds à évaluer et de former les
arbres à extraire.
7.3 Analyse des résultats expérimentaux
Nos différentes propositions ont été évaluées sur deux tâches de la campagne d’évalua-
tion INEX : la tâche SSCAS d’INEX 2005 qui utilise une collection orientée texte et la tâche
Datacentric d’INEX 2010 dont la collection est orientée donnée.
Nous avons mis en évidence que la nature des collections impacte fortement la pertinence
des résultats retournés par nos approches [Laitang et al., 2013a] aussi bien d’un point de vue
contenu que structure.
Dans une collection orientée texte, puisque les documents sont verbeux, la prise en
compte stricte de la localisation de l’information textuelle par rapport à l’emplacement des
conditions de contenu spécifiées dans la requête n’a que peu d’incidence sur les résultats.
Concernant la structure, c’est la prise en compte du contexte structurel du document et des
nœuds voisins qui permet d’améliorer les résultats retournés. Dans notre approche par TED,
ce sont les sous-arbres multiples qui donnent les meilleurs résultats. De plus, si l’on étudie
les résultats obtenus par modèle de langue, on observe une légère amélioration de nos scores
à partir du moment où l’on utilise la double interpolation pour le lissage de Dirichlet. Ce der-
nier, qui permet de prendre en compte la fréquence et donc la taille du document de départ,
se comporte d’ailleurs globalement mieux que celui de Jelinek ce qui tendrait à prouver que
la structure y est redondante et peut de ce fait être évaluée au travers de sa fréquence.
A l’inverse, la collection orientée donnée nécessite de prendre en compte de manière
stricte la contrainte de localisation des conditions de contenu et ne bénéficie pas du contexte
documentaire.
Concernant la structure, on observe que tout nœud dont le label n’est pas explicité par la
requête peut être considéré comme du bruit puisque les résultats retournés sont plus perti-
nents lorsque l’arbre issu du document est minimal.
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Cette constatation est renforcée par les résultats de nos expérimentations sur les résumés
d’arbres. Lorsque nous appliquons ces derniers, nous constatons que la suppression des
nœuds dont les labels ne sont pas présents dans la requête améliore la mesure de perti-
nence. Les fréquences des labels dans les arbres d’origine n’apportent aucune amélioration
à la mesure de la similarité et tend à impacter négativement les résultats.
Enfin, quelle que soit la nature de la collection considérée nous observons que :
– La distance d’édition d’arbre se montre particulièrement pertinente lorsque les coûts
sont calculés depuis la DTD. La grammaire semble être un bon indicateur de la mesure
des coûts de la TED et cette dernière peut être utilisée en RIS.
– Les Modèles de Langue peuvent être utilisés pour mesurer la pertinence de la structure
document-requête.
Puisque ces deux approches semblent pertinentes, avec toutefois une légère supériorité du
Modèle de Langue par rapport à la distance d’édition d’arbre, cela signifie que la prise en
compte des nœuds frères (qui sont le propre de la TED) n’est pas forcément nécessaire pour
l’appariement de structures.
Étant donné la forte complexité de la distance d’édition d’arbre, il apparait que les modèles
de langues sont potentiellement plus prometteurs pour l’évaluation de la structure.
Enfin, nous relevons que les résultats retournés dépendent davantage du type de sous-
arbre extrait pour représenter la structure de l’élément que de l’approche de mesure de la
similarité structurelle choisie : les sous-arbres doivent être représentatifs du contexte de l’élé-
ment pour les collections orientées texte (approche par sous-arbres multiples) et restreints
aux labels spécifiés par les requêtes lorsque les collections sont orientées donnée (approche
par sous-arbres minimaux).
7.4 Perspectives
Les perspectives à court et moyen termes que nous envisageons à la suite de nos travaux
sont au nombre de trois.
La première concerne la mesure du score de contenu. Même si le cœur de nos travaux
consistait à explorer de nouvelles façons de mesurer la pertinence structurelle et pas d’éva-
luer le contenu, ce dernier reste toutefois à la base de tout système de recherche d’infor-
mation. De ce fait, il serait intéressant de poursuivre l’analyse de nos approches conjointe-
ment à des approches de mesures plus performantes de la littérature comme les Modèles de
Langue.
La seconde porte sur les collections utilisées. Si la collection Datacentric 2010 est relative-
ment récente et permet une analyse par rapport à l’existant, INEX 2005 est plutôt ancienne et
les approches qu’elle contient sont perfectibles au regard des avancées récentes dans notre
domaine. De ce fait, nous souhaiterions utiliser la collection Wikipedia d’INEX qui est elle
aussi orientée texte.
La troisième porte sur notre approche par Modèle de Langue pour la structure et s’arti-
cule autour de quatre points :
– Concernant les techniques de lissages nous souhaiterions experimenter des valeures
142 Cyril Laitang
7.4. Perspectives
paramètres de lissages différentes (plus faibles pour le lissage par Dirichlet) et expéri-
menter d’autres techniques de lissages.
– Nous projetons d’utiliser d’autres mesures de pondération sur les arcs relaxés des mo-
dèles de langue d’arbres.
– Nous souhaiterions considérer les relations des arbres sous la forme de n-grammes
auquel cas il serait alors nécessaire d’étendre l’arbre de la requête grâce à la DTD.
– Enfin, si la combinaison linéaire entre score de contenu et de structure est utile pour
mesurer les apports respectifs de ces derniers, il serait intéressant, maintenant que
nous savons quand considérer la structure comme pertinente, d’intégrer ces deux di-
mensions au sein d’une seule.
A plus long terme, nous souhaiterions prendre en compte dans notre modèle de re-
cherche les liens entre éléments issus de documents différents (liens hypertextes, liens entre
entités nommées). On peut considérer que l’apport de ces liens est une problématique de
théorie des graphes ou qu’ils peuvent être utilisés dans la construction du modèle de langue
de l’élément.
A titre d’illustration, si l’on considère une collection comme Wikipedia, les entités nommées
à l’intérieur d’un document font références à d’autres documents traitant de cette dernière.
Enfin, il nous semble que la nature des collections peut être identifiée automatiquement
en fonction de la correspondance entre la sémantique des labels et le sujet général traité
par le contenu. Par exemple dans une collection orientée donnée qui porte sur le cinéma, le
contenu textuel traite de films, tandis que les labels sont également relatifs à des propriété ci-
nématographiques. Il devrait donc être possible de paramétrer automatiquement la mesure
de la similarité structurelle à partir de ce degrés d’appartenance.
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