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ABSTRACT 
Maize and sorghum are important cereal crops in the world. To increase the maize grain yield, 
two approaches are used: exploring hybrid maize in plant breeding and improving the crop 
management system. Plant population is a parameter for calculating germination rate, which is an 
important phenotypic trait of seeds. An automated way to obtain the plant population at early growth 
stages can help breeders to save measuring time in the field and increase the efficiency of their 
breeding programs. Similar to what has been taking place in production agriculture, plant scientists 
and plant breeders have been looking for and adopting precision technologies into their research 
programs; and analyzing plant performance plot-by-plot and even plant-by-plant is becoming the 
norm and vitally important plant phenomics research and seed industry. Accurate plant location 
information is needed for determining plant distribution and generating plant stand maps. Two 
automated plant population detection and location estimation systems using different sensors were 
developed in this research. 
A 2D machine vision technique was applied to develop a real-time automatic plant population 
estimation and plant stand map generation system for maize and sorghum in early growth stages. 
Laser sensors were chosen as they are not affected by outdoor lighting conditions. Plant detection 
algorithms were developed based on the unique plant stem structure. Since maize and sorghum look 
similar at early growth stages, the system was tested over both plants in greenhouse condition. The 
detection rate of over 93.1% and 83.0% were achieved for maize and sorghum plants from V2 to V6 
growth stage, respectively. The mean absolute error and root-mean-error of plant location were 3.1 
cm and 3.2 cm m for maize and 2.8 cm and 2.9 cm for grain sorghum plants, respectively. 
Apart from using laser sensors, a 3D Time-of-Flight camera-based automatic system was also 
developed for maize and sorghum plant detection at their early growth stages. The images were 
captured by using a Swift camera from a side-view of the crop row without any shade during daytime 
in a greenhouse. A serious of image processing algorithms including point cloud filtering, plant 
x 
candidate extraction, invalid plant removal, and plant registration were developed for this system. 
By comparing with the manual measurement, for the maize plant, the average true positive detection 
rate was 89% with 0.06 standard deviation. For grain sorghum plants, the average true positive 
detection rate was 85% with 0.08 standard deviation. 
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 CHAPTER 1. OVERVIEW 
 1.1 Introduction 
Even with a relatively lower growth rate than before, the estimated human population will grow 
to more than 9 billion people by 2050. To ensure that crop production can meet the demand for food 
and fiber of the growing population, it is urgent for plant scientists to discover and cultivate more 
productive crops. This goal is a tremendous challenge because crop production has plateaued for 
years. Maize production has a steady growth rate with an annual increase of 1% but still cannot keep 
pace with the population growth. Biomass sorghum has been identified as one of the most productive 
biorenewable energy crops. Currently, two approaches are used for increasing maize and sorghum 
yield: breeding and cultivating. 
Although genotyping technologies for plant breeding are well developed, manual measurement 
of the structural parameter of maize and sorghum is still the common practice; this is labor- and cost-
intensive work. Furthermore, it is difficult to generate substantial data sets based on manual 
measurement, which limits our ability to find the desired phenotypes as the results of interactions 
between genotypes and environment related to growth, yield, and adaption to stresses. Seed mass, 
germination times and relative growth rate are the key parameters affecting plant biomass amount 
during the entire development stage. For plant production, germination rates and seedling 
establishment are also crucial (Fiorani and Schurr, 2013). An automated way to obtain plant 
germination rate can help breeders to save measuring time and increase the testing efficiency by 
rejecting cultivars with low emergence at early plant growth stages. Germination rate is the number 
of germinated seeds within a particular time interval over the number of seeds sowed. In other words, 
knowing the population of plants at early growth stages is important to plant breeding programs. 
In addition to finding high-yield hybrid maize and sorghum, researchers also try to prevent yield 
loss by improving crop management practices. Currently, maize fertilizers are applied uniformly 
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throughout the whole field. However, the plant density is not uniform which leads to uneven nutrition 
needs for a different area in the field. To overcome the drawbacks of this type of broadcasting 
application, the concept of precision agriculture employs variable application rates by dividing the 
field into management zones or even directly working at individual plant level (Mulla, 2013). In this 
connection, accurate plant population maps are needed as the baseline for making management 
decisions. 
1.1.1 2D sensing applications 
In previous work, color cameras and laser distance sensors were used for major 2D sensing 
applications. With 2D machine vision, a two-dimensional map which is a projected plane of the 3D 
real world is captured. Based on the data acquisition platform, systems using color cameras can be 
classified as ground-vehicle based and aerial-based. Ground-based systems with a camera captured 
from top view were used earlier in plant population detection. Computer vision technologies which 
utilized color differences between leaves and soil and average plant size were used for plant 
identification (Shrestha and Steward, 2003; Shrestha et al., 2004; Shrestha and Steward, 2005). Image 
mosaicking technologies were used for extracting plant location information (Tang and Tian, 2008a). 
Real-time performance can be achieved with the improved mosaicking algorithm (Tang and Tian, 
2008b). Two major shortcomings were identified in these studies. First, the color of plants and soil 
were affected by multiple reasons such as time of the day, sun angle, shadow, and cloud. The manual 
adjustment was needed for plant detection. Second, when plants grew bigger, canopies started to 
overlap, making it challenging to separated plants from top-viewed images. 
Aerial based remote sensing system based on Unmanned Aerial Vehicle (UAV) platform has 
drawn attention to many researchers in the past decade. The area covered by each frame and the 
time spent for each acre rose substantially. Color differences were still an important feature for plant 
identification (Gn¨adinger and Schmidhalter, 2017). Accuracy of obtaining plant population was 
increased as supervised learning techniques were incorporated (Varela et al., 2018). However, 
similar problems in color fidelity and overlapped canopies remained the same as the ground-based 
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systems. Moreover, the payload and flight duration imposed some limitations to the UAV based 
systems. 
Different from color cameras, LiDAR sensors are not affected by sunlight intensity. By taking side-
view readings, a distance to sensor map can be generated. This approach was investigated for maize 
plant population sensing using a customized clustering algorithm (Shi et al., 2013). Their system 
performance was improved by a delayed decision-making strategy, while some laid-over leaves still 
led to miscounting. The travel speed of the sensing platform was still greatly constrained by the 
sensors scanning frequency. 
1.1.2 3D sensing applications 
With the development of sensing technologies, 3D sensors provide researchers with new 
possibilities in analyzing plants in field conditions. A 3D sensor captures not only a projected plane 
but also the depth information. With the availability of the depth data, morphological traits of plants 
such as size, shape, and angle of different parts of plants can be more accurately detected and 
analyzed. In maize plant detection at early growth stages, the 3D shape of plant whorls can be a key 
structural feature when they are observed from a top-view. This approach of searching for the convex 
patterns in the depth image for plant whorls was developed by using 3D stereo images and led to 
superior performance in separating plants with overlapped canopies (Jin and Tang, 2009). In more 
recent years, many field-based phenotyping systems adapted top-view approaches to sensing canopy 
height, temperature distribution, and producing NDVI images (Andrade-Sanchez et al., 2014; Bai et 
al., 2016; Jiang et al., 2018; Underwood et al., 2017). 
For studies focusing on detecting and phenotyping individual plants, side-view imaging 
approaches have been more commonly employed. When taking side-views, plant stems and leaves 
are typically well-exposed to sensors, making plant stand detection much more feasible and reliable 
when compared with top-view based sensing approaches. As for both maize and sorghum plants, 
their stems have a salient linear structure that is mostly with an upward direction. Some indoor 
experiments captured images from multiple angles using a stereo camera or Time-of-Flight (ToF) 
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camera for a full plant 3D reconstruction. Plant stems were found by searching vertical lines within 
±5°from the vertical direction in side-view images (Li and Tang, 2017) or the area with the highest 
density points in the horizontal projection plane of the 3D point cloud (Lu et al., 2017). These systems 
can only work for one plant at a time using a customized sensing station. 
Due to the high plant density under field conditions, occlusions often happened between plants 
and the sensing angle and distance are also limited. For the plant in an early growth stage, some 
studies used depth image to remove background rows and soil surfaces, and then applied 
skeletonization or 2D Hough Transforms to extract plant stems from the resultant binary images; and 
subsequently plant location and inter-row spacing were calculated from mosaicked images (Nakarmi 
and Tang, 2012, 2014). Plant location and inter-row spacing were calculated from mosaicked images. 
For plants close to flowering and maturate stages, stems were also used as the key feature for plant 
identification (Bao et al., 2019). The ToF cameras were chosen in these systems. However, since the 
performance of these 3D ToF sensor were constrained by sunlight, the field of view needed to be 
covered with shades or shroud when plants were young or operated under direct sunlight with an 
alternative solution of taking images after sunset. 
 1.2 Research Objectives 
The overall objective of this study was to develop and evaluate sensing solutions of using 1D laser 
proximity sensors and a more advanced 3D ToF sensor that can operate directly under outdoor 
lighting conditions without using shade for maize and sorghum plants detection at their early growth 
stages. The specific objectives of this work were to 1) develop a data acquisition system using 
multiple laser sensors and a 3D ToF camera, 2) develop data processing algorithms to detect 
individual maize and sorghum plant seedlings, and 3) evaluate the performance of these plant 
detection algorithms. 
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 1.3 Thesis Overview 
This thesis contains four chapters. Chapter 1 is a general introduction. Chapter 2 and 3 introduce 
two automated sensing systems for maize and sorghum plant detection using 1D laser proximity 
sensors and a 3D ToF camera, respectively. Chapter 4 reports the overall conclusions and discussions. 
In chapter 2, a stack of 16 1D laser proximity sensor was coupled with a distance sensor to form 
a low-resolution sparse 3D side-view image for maize and sorghum plant seedling detection. The 
system setup, data filtering, and processing algorithms, and performance evaluation are reported in 
detail. 
In chapter 3, a 3D plant detection system using a ToF camera is reported. The system setup and 
camera evaluation are first provided. Then, the 3D image processing algorithms of pre-processing, 
plant detection, skeletonization, and plant registration are presented. 
In chapter 4, Some general conclusions are presented along with the recommendations for future 
work. 
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CHAPTER 2. MAIZE AND SORGHUM PLANT SEEDLING DETECTION AT EARLY 
GROWTH STAGES USING LASER PROXIMITY SENSORS 
 2.1 Abstract 
Maize and sorghum are both widely grown and productive cereal crops. To further improve their 
productivity and their resistance to biotic and abiotic stresses to meet the ever-increasing demand of 
food, fiber, and energy from the fast-growing world population, plant scientists and breeders are 
exploiting the potential in plant genetics. To achieve this goal, large scale field experiments are 
conducted every year under different growing conditions. Plant population at early growth stages 
provide an important data layer that is essential to the evaluation of the yield potential of different 
cultivars. In this study, an automated real-time sensing system based on laser proximity sensors was 
developed for maize and sorghum plant detection at their early growth stages. When registered by a 
high-resolution travel distance wheel encoder, a sensor bank consisting of 16 vertically lined up laser 
sensors was used to construct a sparse side-view 3D image of a crop row. A plant stand detection 
algorithm capable of identifying the linear structure of plant stalks in a moving window was 
developed for real-time plant detection. The system was tested multiple times over two rows of maize 
plants and two rows of sorghum plants grown in a greenhouse between 20 and 47 days after sowing. 
The average plant detection rate for maize was 0.93 with a standard deviation of 0.03. The MAE and 
RMSE for plant location estimation were 3.1 cm and 3.2 cm, respectively. For grain sorghum, the 
average plant detection rate was 0.83 with a standard deviation of 0.10. The MAE and RMSE for plant 
location estimation were 2.8 cm and 2.9 cm, respectively. The results showed that the developed 
sensing system is capable of detecting and mapping maize plants at early growth stages, but with a 
degraded performance over sorghum plants. 
 2.2 Introduction 
Maize is one of the most widely grown and productive cereal crops throughout the Americas and 
mainly used for food, biofuels and animal feed. Grain yield increased on an average 115kg ha−1 year−1 
starting on the late 1930s and reached 11.9 tha−1 by the end of 2018 (USDA-NASS, 2019). Plant 
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breeding and improved cultivated practices make a contribution to this gain. After the maize hybrids 
were produced in the early 1930s, plant breeders were committed to manipulating plants in order to 
promote greater efficiency in grain production and increase the tolerance to biotic and abiotic stress 
(Duvick, 2005). However, for all hybrids, yield potential per plant remains stable under low plant 
density of 10,000 plants (provides nearly stress-free environment) ha−1 over 70 years (Duvick et al., 
2004). Continual increases in plant density is a non-negligible reason for the gain in yield per unit 
area. To achieve the higher plant density, not only adapted hybrids are explored, but also crop 
management practices are improved. Instead of applying uniform applications for the whole large 
farm field, the idea, precision agriculture, divide the field into management zones or even individual 
plant to apply customized inputs (Mulla, 2013). The actual plant population and an accurate plant 
stand map are needed as the baseline for making management plans. 
Recent research on detecting biomass feedstock properties can be classified into three parts: 
satellite, aerial and ground-vehicle based (Ahamed et al., 2011). Satellite imagery can cover large 
areas in a single image and additional crop conditions information can be extracted. Whereas, the 
satellite-based remote sensing affected by cloud cover and limited spatial resolution makes it not 
suitable for site-specific management (Ahamed et al., 2011). In agricultural, aerial-based remote 
sensing system based on Unmanned Aerial Vehicle (UAV) platform has drawn attention to many 
researchers in the past 10 years. Previous researches used UAV on obtaining plant height, biomass 
(Li et al., 2016; Xiong et al., 2017), leaf area index (McNeil et al., 2016) (Potgieter et al., 2017), lodging 
(Chapman et al., 2014), tiller densities (Du and Noguchi, 2017) and plant stand count (Gn¨adinger 
and Schmidhalter, 2017; Varela et al., 2018). Gnasinger and Schmidhalter Gn¨adinger and 
Schmidhalter (2017) utilized the color difference between old and young leaves to determine the 
growth stage of plants which results in a correlation up to R2 = 0.89. However, the plant number 
cannot be accurately detected due to false detection on weeds and overlapping of leaves. On the other 
hand, Varela et al. (2018) used supervised learning techniques for processing images and the 
accuracy of obtaining plant population was 93%. While this system is limited to specific plant age 
10 
(two to three leaves) and relatively lower flying altitude (10 m). In general, plant sensing using UAV 
has several drawbacks: 1) weather condition affects UAV operation and imaging quality 2) payload 
and engine operation time limits the UAV flying time (Ahamed et al., 2011), and 3) the obtained 
information is performed by specialized services and needs time (Dworak et al., 2011). 
Current methods for obtaining detailed crop and soil information are more popular in using the 
ground-based system. Previous researchers took the advantage of existing agricultural machinery by 
mounting mechanical or photoelectric sensors in front of the combine head and collecting data during 
harvesting (Birrell and Sudduth, 1995; Plattner and Hummel, 1996). For the purpose of precision 
agriculture, the in-season map is needed for determining the optimal inputs. 
To avoid including the background rows into the field-of-view, top-view imaging was explored. 
Previous studies utilized computer vision technologies to distinguish between plants and soil using 
the color difference (Shrestha and Steward, 2003; Shrestha et al., 2004; Shrestha and Steward, 2005). 
Plant spacing information was extracted by mosaicking video frames together. The system 
performance of plant estimation was reported in the range of 5%-6% root mean square errors 
(RMSEs). Tang and Tian (2008a, b) developed a new video frame mosaicking algorithm for their real-
time maize plant spacing measurement system. Compared with manual measurement, the overall 
spacing error (RMSE) was 1.7 cm and R2 was 0.96. However, the accuracy of those systems was 
affected by plant growth stage. Due to the high planting density, the overlap between plant canopies 
was not avoided and made it a challenge for identifying the individual plant. To overcome this 
difficulty, a new idea was proposed by (Jin and Tang, 2009). They used a stereo camera and searched 
the generated depth images with convex patterns which fitted the plant morphological trait, plant 
whorl, for maize plant detection. For field test of maize plants in V2-V3 growth stages, the accuracy 
of the plant population was 96.7% and 74.6% plant center positions had distance error less than 5 
cm. Even though the system was operated under various lighting conditions, it had issues under 
direct sunlight due to strong reflections from soil surfaces. Another mobile robot equipped with 3D 
Light Detection and Ranging (LiDAR) sensors was developed for outdoor plant detection and 
mapping that was immune to outdoor lighting condition variations (Weiss and Biber, 2011). The 
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plant detection rate was 99% in the simulation environment and 60%-70% in the laboratory and 
field experiments. 
In other approaches, side-view imaging has been used and the algorithms for capturing the 
upward linear structural feature of plant stems were exploited for maize plant seedling detection 
(Nakarmi and Tang, 2010, 2014). Depth images captured by a Time-of-Flight (ToF) camera were used 
to remove the background. The plant stems were then identified in filtered binary images with 
skeletonization or 2D Hough line methods. Plant location and inter-row spacing were calculated from 
the mosaicked images. To ensure image quality, the camera was covered by a tunnel-like structure 
and active lighting was provided by the LED array of the ToF camera. In addition to ToF cameras, 
other range sensing technologies were also considered. A 2D infrared light-based distance sensor 
was mounted on a tractor to generate a distance to sensor map when the tractor was moving along a 
crop row (Luck et al., 2008). By combining the distance and average stalk size information, the 
number of maize plants was obtained using a script developed in MATLAB. The majority of the errors 
was caused by additional leaves which led to extra counts or wider stalk size. The laser line-scan was 
another sensing technique used for maize plant population estimation (Shi et al., 2013) In their work, 
a LiDAR scanner was mounted horizontally on a cart so that each maize stalk was scanned multiple 
times from different view angles. The merged scanning results were used for plant identification 
using a clustering algorithm. A delayed decision-making strategy was adopted to reduce the effects 
by leaves and improve the system accuracy, though some plant stalks were stilled missed due to laid-
over leaves (Shi et al., 2015). 
The overall goal of this study was to develop a real-time system for automated maize and sorghum 
plant detection at early growth stages. The specific objectives of this work were to 1) develop a data 
acquisition system using multiple laser sensors to obtain plant location information, 2) develop a 
data processing algorithms to detect plant stands in-real time and generate stand maps off-line, and 
3) evaluate the system in terms of plant detection and localization accuracy. 
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 2.3 Materials 
2.3.1 Plants 
The greenhouse experiment was carried out from December of 2018 in a greenhouse on Iowa 
State University campus. Two rows of maize and two rows of sorghum were planted in the same 
room. Each row was formed by six customized four-feet-long woody planters. The rows were placed 
30 inches apart (Figure 2.1). To create variations of inter-plant spacing, doubles and triples were 
introduced into the planting pattern, which is detailed in Table 2.1 below. 
 
 (a) Empty planters (b) Planters with soil 
Figure 2.1: Greenhouse setup 
Ground truth was manually measured 36 days after sowing. The number of plants of each row 
and location of each plant in its row was recorded. The origin, 0 m, was defined at the end edge of the 
first planter in each row. The locations were recorded in feet and then converted to Meter. Distances 
between plants were calculated later. 
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Table 2.1: Greenhouse planting pattern 
Row # Row 1 Row 2 Row 3 Row 4 
Plant Species maize Sorghum 
Plant Spacing 3-4 in/plant 2-3 in/plant 
Planter # Length (ft)  
1 4 
follow the 
pattern below 
follow the 
pattern below 
follow the 
pattern below 
grass sorghum, 
single 2 4 
3 4 
follow the pattern 
below 
4 4 
5 4 
6 4 
pattern **1,2,1,1,2,1,1,1,2,1,1,3 
**1 represent single plant, 2 represent double plants, 3 represent triple plants 
 
2.3.2 Data Acquisition Subsystem 
 
Figure 2.2: Image acquisition platform 
A three-wheeled cart was designed to serve as a small field data acquisition platform (Figure 
2.2). A sensor bank with a total of 16 laser proximity sensors (BGS-ZL30CP, OPTEX FA, Kyoto, 
Japan) was mounted in the middle of the cart vertically. All 16 sensors were fixed inside of a cuboid 
metal frame side-by-side and the bottom sensor was 0.01 m above the edge of the frame so that 
sensors can see the lower portion of plant stalk close to the soil surface. The sensing range of this 
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sensor was 0.05 - 0.3 m. The distance from sensors to plant stalks were maintained at 0.05 to 0.1 m 
for best quality. Due to the sensing range, only the closest row of maize plants was in the field-of-view 
of the sensors. 
A high-resolution encoder (model 25T-34SJ-4096NV1QP5-SMJ-S3, ENCODER PRODUCTS CO., 
Sandpoint, Idaho) was mounted on the axle of the rear wheels. The diameter of the rear wheel is 
0.483 m and the encoder produces 4096 pulses per revolution (PPR) which is equivalent to 0.37 mm 
travel distance per encoder pulse. With 250 s (4000 Hz) sensor response time and the 0.37 mm/pulse 
encoder resolution, the maximum moving speed of the cart can be about 1.5 m/s without missing any 
plant data. For each pulse, the encoder generated, the digital I/O device (USB-DIO32HS, Measurement 
Computing, Norton, MA) was triggered to acquire data from all 16 sensors. The maximum digital I/O 
transfer rate of this device was 8 MHz which would not limit the cart moving seed. The number of 
sensors to be used in later data processing step can be adjusted from 6 to 16 (from bottom to top) 
based on current plant height. 
 2.4 Methods 
2.4.1 Pre-processing 
Even though, the data size for each scan was small (2 bytes), the high data acquisition speed drives 
the total number of scans to a large quantity (13 KHz at 10 mph). A circular buffer was used as a static 
data storage method to maintain the buffer size at a low level (4K bytes). Since this system was 
designed to perform in real-time, only the most recent data were needed for processing. 
A pre-processing method was designed to remove noisy sensor readings. Errors happened when 
small particles such as dust in front of the laser emitter or objects appeared in specific angles. To 
remove those errors, a filter with different thresholds were applied to each sensor. For particles 
smaller than 0.002 m (0.001 m laser dot size + 0.001 m particle size) and gaps smaller than 0.003 m 
(0.001 m laser dot size + 0.002 m gap size) were removed or bridged through from data buffer 
respectively (Figure 2.3). The laser dot size was included because based on lab tests, the sensor was 
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triggered if the edge of the laser dot was hit the object which means the detected object size was 
0.001 m (one laser dot size) bigger than the real object size. 
(a) Image before filtering where the red-circled 
laser data segments are noise  
  
(b) Image after filtering 
Figure 2.3: Images before and after pre-processing. The short blue vertical lines represent 
scanline pivoting points. 
2.4.2 Plant Candidate Extraction 
       For a mobile real-time crop plant detection system, it is necessary to track the occurrence of 
plants spatially along the travel direction of the platform. A sliding search window of a minimum 
width of 0.1 m was defined, and within this window, among a group of preselected sensors, the sensor 
that produced a falling-edge (On to Off transition) of laser signal first was selected as the scanline 
pivoting sensor and the corresponding starting point of the gap was used as the starting point of the 
pivoting point the scanline with a slight shift to the left. The bottom sensor and the top quarter of the 
sensors in the sensor bank were excluded from the selection of the scanline pivoting point, since their 
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unreliability caused by uneven soil surface and plant canopies. Based on the concept of searching for 
the linear structure of plant stalks, a collinear points detection algorithm was developed. 
 
(a) All qualified scanlines within 
±10°pivoting range 
 
(b) The line in the middle was chosen to represent the 
plant stalk. 
Figure 2.4: Plant candidate extraction strategy 
Once the pivoting point was selected, a vertical scanline passing through the pivoting point was 
used for plant detection. Since most of the plants tend to grow perpendicular to the earth, in this 
study the scanline was allowed to pivot ±10° around the perpendicular line with a step size of 1°. The 
range of this pivoting angle could be adjusted based on the inclination situation of the plants. By 
taking advantage of discrete data, the problem was simplified to finding the line with collinear points 
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greater or equal to three-quarters of the total number of used sensors. To exhaust all possible 
opportunities of finding a stalk, the pivoting point was also shifted step by step to the left with a step 
size of the distance defined by one encoder pulse; and at each pivoting location, the same stalk line 
scanning procedure took place. This pivoting point shifting process stopped at the rising-edge (Off to 
On transition) of the laser signal. If more than one stalk lines were found, the one in the middle was 
selected and treated as a plant candidate (Figure 2.4). If a stalk line was found, all the laser signal 
segments intersected with the identified stalk line would be excluded from being used for pivoting 
point selection. If no qualified stalk line was found, a new pivoting point next to the currently used 
one was selected, and the same stalk line scanning procedure would be repeated. When running this 
algorithm in real-time during the data acquisition process, the searching window followed the 
incoming data stream and generated plant detection output within 10 cm after the plant stalk was 
scanned by the laser sensor bank.  
After a plant stand was detected, its stem size and position were extracted. Since leaves and leaf 
collars may lead overestimation of the stem size, the smallest cross-section width among all widths 
at all sensor levels of each plant candidate was taken as the plant stem size (stalk diameter). To match 
with the way how manual measurements were taken, the middle point of the bottom sensor signal 
segment was recorded as plant position. 
2.4.3 Removal of Invalid Plants 
To help validate if a plant candidate is a real plant, several criteria were made. Stem size was one 
effective feature to distinguish plants and false positive detections. In this experiment, between 0.2 
cm and 5 cm was set to be a valid stem size threshold. 
Other than stem size, stalk line orientations between adjacent plants were also a way to detect 
overcounted cases. For example, if a plant line was crossed with the previous one within 0.01 m of 
the top sensor and over one-third of the sensor readings were shared by both plant lines, then the 
inclined one was removed and treated as an overcounted plant. If all the shared sensor readings were 
at the bottom, the two plants were marked as double plants and count as two. 
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In addition, the distance between plants was also an essential criterion to distinguish double 
plants and tiller. If the plant was not back intercepting the previous plant, but the distance between 
the top sensors was greater than two times of the distance between the bottom sensors and the 
distance between the bottom sensors was smaller than 0.02 m, the more inclined plant was marked 
as a tiller and the count was not incremented. 
 
Figure 2.5: Map of the detected plants in the experiment (45th Day after sowing) 
A map showing plant stand distribution along the crop row was generated while the detection 
was taking place. In Figure 2.5, each green dot represents one plant. 
 
 2.5 Results and Discussion 
In this section, since the growth rate, plant morphological characters, and inter-plant spacing for 
maize and sorghum plants are different, the results are presented separately for these two species. 
2.5.1 Maize Plants 
The data were collected nine times for maize from 20 to 47 days after sowing (V2 - V6). Both sides 
of the plants were sensed, and multiple trials were taken for each row. Total of 132 trials was taken 
for both rows of maize plants. The system’s performance was evaluated using the plant detection rate 
and plant location accuracy. The plant detection rate was defined as 
Estimated plant population (true positive) 
 Plant Detection Rate = × 100% (2.1) 
Ground truth of the plant population 
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If no actual plant appeared within ±0.01 m of estimated plant, one over-counted plant was 
defined. If no estimated plant appeared within ±0.01 m of the actual plant, one under-counted plant 
was defined. If the estimated plant appeared within ±0.01 m of the actual plant, the estimated one 
was defined as true plant and used for analyzing location accuracy. The experimental results for 
maize are shown in Table 2.2, where NT is the ground truth value of total plant population, NE is the 
estimated plant population (true positive), NO is the number of over-counted plants (false positive), 
NU is the number of under-counted plants (false negative), RD is the plant detection rate, SDD is the 
standard deviation of the estimated plant population, MAEL is the mean absolute error of the 
estimated plant location, RMSEL is the root mean square error of the estimated plant location. 
Table 2.2: Estimated maize population and location compared to ground truth 
Row # NT NE NO NU RD (%) SDD(%) MAEL (cm) RMSEL (cm) 
1 94 83.3 1.7 9.8 91.4 3.0 3.3 3.4 
2 80 72.5 2.6 6.7 94.8 3.0 2.6 3.0 
 Overall   93.1 3.0 3.1 3.2 
 
 
 
 
 (a) Maize detection rate results (b) Mean absolute errors of maize plant location 
Figure 2.6: Maize plant detection and localization results 
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Figure 2.7: ANOVA table for Maize plant detection rate 
In Figure 2.6a and Figure 2.7, based on the low R2 values (less than 0.05) and low p-value (less 
than 0.03), the maize detection rate is significantly affected by time, but the relationship is not strong. 
The system performance was stable when plant heights were uniform, and the growth stage was 
greater than V2. More details will be analyzed in the following section. 
The average maize plant detection rate was 0.91 for row 1 and 0.95 for row 2. Row 1 has higher 
misdetection rate than row 2. The number of under-counted plants was over two times of 
overcounted plants. By comparing the estimated data with the ground truth data, row 1 has more 
’double plants’ than row 2. 13 pairs of plants in row 1 had less than 2 cm of distance in between, and 
8 of them had a distance less than 1 cm. In row 2, 8 pairs of plants had a distance less than 2 cm in 
between, and 1 pair had a distance less than 1 cm. An example of detected ‘double plants’ shows in 
Figure 2.8. Two pairs of ‘double plants’ were detected successfully. However, misdetection also 
occurred in the experiments. As shown in Figure 2.9a and Figure 2.9b, same four plants were 
captured twice from different angles. The gap between two plants on the left was sensed, but the one 
on the right was not observed from the sensor point-of-view. Only three plants were detected by the 
system as shown in Figure 2.9c. The standard deviation of plant detection rate for both rows were 
around 0.03 which demonstrated the repeatability of this system in plant counting. 
For maize plant location, the MAE of row 1 and row 2 were 3.3 cm and 2.6 cm and the RMSE were 
3.4 cm and 3.0 cm, respectively (Figure 2.9b). No significant difference was found between two rows. 
The centimeter level MAE results and low RMSE values indicated the system accuracy and 
repeatability in plant location estimation. 
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Figure 2.8: Maize ‘double plants’ detection situations 
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(a) Image captured for double plants in Row 1 (b) Image captured for double plants from 
a different angle in Row 1 
 
(c) Sensing results for corresponded plants in Row 1 
Figure 2.9: Maize plants misdetection situations 
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2.5.2 Sorghum Plants 
The data for sorghum were taken six times between 33 and 47 days after sowing. To test the 
system repeatability, multiple trials were taken and both sides of plants were sensed. Total of 87 data 
sets was collected for sorghum plants. 
Table 2.3: Estimated sorghum population and location compared to ground truth 
Row # NT NE NO NU RD (%) SDD(%) MAEL (cm) RMSEL (cm) 
3 103 86.5 0.1 15.9 85.7 8.0 3.1 3.2 
4 (grain) 72 58.1 0.1 13.5 80.0 11.0 2.5 2.6 
Overall for grain sorghum 83.0 10.0 2.8 2.9 
4 (grass) 77 34.4 0.0 43.3 46.0 20.0 1.9 2.0 
 
For row 3, the average detection rate was 0.86 and the standard deviation was 0.08. For row 
4, the average detection rate was 0.80 and the standard deviation was 0.11 as shown in Table 2.3. In 
the table, NT is the ground truth value of total plant population, NE is the true estimated plant 
population (true positive), NO is the number of over-counted plants (false positive), NU is the number 
of under-counted plants (false negative), SDD is the standard deviation of the estimated plant 
population, MAEL is the mean absolute error of estimated plant location, RMSEL is the root mean 
square error of estimated plant location. 
 
 (a) Grain sorghum detection rate results (b) Grass sorghum detection rate results 
Figure 2.10: Plant detection rate for grain sorghum and grass sorghum 
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(a) ANOVA table for Grain sorghum detection rate 
 
(b) ANOVA table for grass sorghum detection rate  
Figure 2.11: ANOVA tables for grain sorghum and grass sorghum plants detection rate 
Different from maize plants, the detection rate of sorghum was highly correlated to time for both 
grain sorghum plants (P-value <<0.05) and grass sorghum plants (P-value <<0.05) (Figure 2.11). The 
low detection rate was primarily due to the variation of sorghum growth stages. During the 
experiment, the germinating time and growth rate for sorghum were uneven. An extreme situation 
happened in row 4. The germination rate for the first two planters (grass sorghum) in row 4 was 
lower than 10%. Resowing was done on the 15th day after first planting. Due to the different sowed 
time, grass sorghum was separated from the grain sorghum (Figure 2.10b). Figure 2.12c was taken 
for grass sorghum at 28th days after first sowed and Figure 2.12d was reprocessed using the data 
from the same day and same row. Small plants around two tall sorghum were not sensed by the 
system. Sorghum in the early growth stage (before V3) were too short and slim to be detected. 
Comparing the predicted lines of grain sorghum and grass sorghum (Figure 2.10), the detection rate 
rose sharply when the late germinated plants were young. As young plants grow, the changes in 
detection rate tend to slow down. It can be concluded that plant detection rate was actually affected 
uneven plant heights or uneven germination time. 
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(a) Uneven plant heights in Row 3 
 
(b) Uneven plant heights in Row 4 
 
(c) Sensing results of the plants in (a) 
 
(d) Sensing results of the plants in (c) 
Figure 2.12: Sorghum plants misdetection situations 
 
 2.6 Conclusions 
In this study, an automated real-time sensing system using a stack of laser proximity sensors was 
developed for detecting and localizing maize and sorghum plants at their early growth stages in a 
greenhouse setting. The average detection rate for maize plants was 0.93 with a standard deviation 
of 0.03. The MAE and RMSE for plant location estimation were 3.1 cm and 3.2 cm, respectively. For 
sorghum plants, the average detection rate was 0.83 with a standard deviation of 0.10. The MAE and 
RMSE for plant location estimation were 2.8 cm and 2.9 cm, respectively. The results show that the 
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developed system is capable of detecting maize plant seedlings but showed a substantially degraded 
performance over sorghum plants, especially at very early growth stages like V2-V3. 
The unique setup of this system provides two major advantages: real-time performance and 
suitability for in-field application. First, the high-frequency proximity sensor can respond fast enough 
for high moving speed. Compared with previous 2D and 3D imaging systems, the data size is rather 
small (200 Kb for every 10m) which reduces the time on data transfer and processing. The circular 
buffer used in data processing algorithms keeps the memory usage at a very low level too, making 
the algorithm very applicable for embedded solutions. Second, color dependent systems using RGB 
or stereo cameras are sensitive to variable outdoor lighting conditions and plant growth conditions. 
Other ToF camera-based systems cannot work directly under sunlight. In this study, the data 
processing algorithms were designed based on plant morphological structures from the side-view 
crop row profiles, which is also color independent. In addition, the selected proximity laser sensor 
can be used under outdoor lighting conditions without using any shade. 
Plant detection errors were mainly caused by two reasons. The first reason was the narrow 
spacing between the double plants. When two plants were too close to each other, the gap between 
plants could be too narrow to be observed by the sensors. The second reason was the uneven plant 
height. Plants younger than the V3 growth stage were mostly too short to be detected. A row with 
more young seedlings would directly result in more missed plants. 
In this study under a greenhouse setting, the sensing system performance for maize plants is 
considerably better than that over sorghum plants. However, this difference will likely be reduced in 
real field conditions because sorghum seedlings require a warmer condition to establish. In future 
work, the data processing algorithms will be tested further over field-grown sorghum plant 
seedlings. 
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CHAPTER 3. MAIZE AND SORGHUM PLANT SEEDLING DETECTION AT EARLY 
GROWTH STAGES USING A TIME-OF-FLIGHT CAMERA 
 3.1 Abstract 
Seed germination rate is an important trait of maize and sorghum plants and affects crop yield 
and plant biomass amount. An automated way to obtain plant germination rate can help save plant 
scientists and breeders time spent in data collection in the field and increase the efficiency of their 
research programs. In this study, a Time-of-Flight (ToF) camera-based 3D automated sensing system 
for maize and sorghum plant detection at their early growth stages was developed. With the use of a 
high-resolution travel distance wheel encoder, images were spatially registered. The side-view 
images were collected multiple times for two rows of maize plants and two rows of sorghum plants 
between 28 and 47 days after sowing. A series of filtering methods including a customized bilateral 
filter was used over the raw data. Plant stems were detected using a Euclidean clustering method and 
a customized iteratively Hough transform method. The developed 3D plant stem skeletonization 
algorithm together with a post-decision-making strategy were applied for plant verification and 
removal of invalid plants. For maize plants, the system achieved an average detection rate of 0.84 
with a standard deviation of 0.06. For grain sorghum, the average detection rate was 0.85 with a 
standard deviation was 0.08. The results show that the system is capable of detecting maize and grain 
sorghum plants at their early growth stages and can potentially be used for grass sorghum at growth 
stages later than V4. 
 3.2 Introduction 
Maize (Zea mays) and sorghum are both regarded as major cereal crops in the world. They are 
widely used for food, biofuels, and livestock feeds. With the rapid growth of human population, the 
problem of how to keep up food, fiber, and energy supplies to meet the needs of human consumption 
has become more urgent than before, making it imperative for plant scientists and breeders to 
develop maize and sorghum varieties that are of high-yield potential and highly resilient to stresses 
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and climate changes. The study of maize has been over decades and maize has been an excellent 
model for gene expression studies (Huang et al., 2017). However, in plant phenomics research, when 
compared with the shoot and root phenotyping, traits of seeds have received less attention. Seed 
mass, germination timing, and relative growth rate are the key parameters affecting plant biomass 
amount during the whole development stages. For plant production, germination rates and seedling 
establishment are also crucial (Fiorani and Schurr, 2013). Currently, most of the traits are still 
measured by human which is labor- and cost- intensive. An automated way to obtain the plant 
germination rate can potentially help breeders saving measuring time and increasing the testing 
efficiency by rejecting cultivars with low seed emergence at plant early growth stages. 
Seed germination rate is the total number of germinated seeds within a particular time interval 
over the total number of seeds sowed. Most of the previous works in this area were focused on 
determining the plant population at early growth stages. Computer vision technologies with the 
ground-based platform have been developed to count plant population and measure plant inter-row 
spacing (Shrestha and Steward, 2003; Shrestha et al., 2004; Shrestha and Steward, 2005; Tang and 
Tian, 2008b, a). RGB images were taken from top-view of plants in early growth stages, generally V2 
to V3 growth stage. These studies using the color differences between plants and soil together with 
plant size and shape information to identify individual plants. Recent studies used color images from 
the same top-view angle, but with the cameras mounted on aerial-based platforms. Similar to the 
ground-based sensing system, color histograms and threshold were used for counting plants 
(Gn¨adinger and Schmidhalter, 2017). Machine learning techniques were also employed in this type 
of applications. For example, a supervised learning model was applied to filter images for plant stand 
count (Varela et al., 2018). However, problems in plant detection remained when plants grew bigger 
because the overlapped leaves made it difficult to separate plants. In addition, the quality of RGB 
images of plants can be affected by sunlight, shadows, and soil surface properties, etc. Other 2D 
sensors like laser line-scan were also used in this area (Shi et al., 2013, 2015). In their work, instead 
of sensing from a top-view, a LiDAR sensor was placed horizontal to the ground and faced towards 
the side of the plants. As the sensor was moving, each plant was scanned multiple times and a 
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clustering method was applied to detect plants, and the dropping leaves were found to cause 
miscounts. 
With the advancement of 3D sensing technologies, 3D imaging was widely used in many areas 
including plant phenotyping. Sensing methods can be divided into two categories: plant-to-sensor 
and sensor-to-plant. For indoor experiments, the plant-to-sensor approach was mostly used. Time-
of-Flight (ToF) camera, stereo camera or multiple color cameras were fixed at a screening station. 
Plants were transported manually or automatically to the station for imaging (Li and Tang, 2017; Lu 
et al., 2017; Xiong et al., 2017; Cabrera-Bosquet et al., 2016). In their work, a 3D reconstruction model 
was first made and plant morphological traits such as plant height, internode length, leaf numbers, 
leaf angle, and leaf area were then extracted. Additional traits can also be extracted if desired sensors 
were added (Bellasio et al., 2012). The sensor-to-plant approach was usually adopted in field studies. 
Several robotic systems were built for tall plants such as maize close to flowing and maturate stages 
and sorghum (Mueller-Sim et al., 2017; Fernandez et al., 2017; Vijayarangan et al., 2018). Side-view 
imaging approach was taken due to the fact that most morphological traits can only be extracted by 
using side-view images. Due to the short inter-plant spacing, leaves were overlapping each other. The 
outstanding linear structural feature of plant stems was used for individual plant identification (Bao 
et al., 2019). A skeletonization method was applied for plant architectural traits extraction. For plants 
in early growth stages, plant stem was also an important feature for plant detection (Nakarmi and 
Tang, 2012, 2014). The back rows were filtered out using depth information captured by a ToF 
camera. Skeletonization or 2D Hough transform methods were then applied to the filtered images for 
stem detection, and subsequently, plant location and inter-plant spacing were calculated from 
mosaicking images. The main shortcoming of these setups was that the ToF camera cannot operate 
directly under sunlight. A tunnel-like wood structure was used to cover the imaging station. A robot 
with 3D Light Detection and Ranging (LiDAR) sensor was developed for outdoor plant detection and 
mapping (Weiss and Biber, 2011). The plant was detected by a 3D clustering method and the median 
point of the cluster was marked as plant position. The average detection rate in the simulation was 
about 99%. However, in the field, the accuracy was only about 60%. 
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The overall goal of this study was to develop a system for automated maize and sorghum plant 
detection at their early growth stages. This study was carried out with specific objectives to 1) 
develop a data acquisition system using a 3D ToF camera; 2) develop data processing algorithms to 
detect individual maize and sorghum plant seedlings, and 3) evaluate the performance of these plant 
detection algorithms. 
3.2.1 Materials 
 3.2.1.1 Sensor 
A 3D Time-of-Flight camera, StarForm Swift (Figure 3.1) (Odos Imaging, Edinburh, Scotland), was 
used in this study. The specification of Swift camera provided by the factory is listed in Table 3.1. The 
StarForm Swift can capture 3D spatial data, raw range data, and active infrared image simultaneously. 
The camera was equipped with seven infrared LEDs which allowed it to work under sunlight. With 
the fixed focus lens (4.5 mm focal length) and factory calibration, the operating range was adjusted 
by changing the illumination power. In this study, 500 lx was used for the camera. The sensor has a 
field of view of 43°(H) × 33°(V). The image sensor has a resolution of 640×480 pixels and 16-bit depth 
of range image and 12-bit depth of active IR image. The streaming frame rate was up to 44 fps through 
Ethernet. The frame rate varied for different computers. 
 
 (a) Swift camera appearance (b) Swift camera components 
Figure 3.1: Odos camera appearance and components 
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Table 3.1: StarForm swift camera specifications 
Parameter Specification 
Resolution 640 × 480 pixels 
Lens Internal fixed focus, 4.5 mm focal length 
Frame Rate up to 44 fps 
Field-of-View 43°(H) × 33°(V) 
Operating Range 0 - 6 m 
Illumination 7× LED @ 850 mm 
Output Data Options xyz point cloud, range, active infrared 
Power Requirement 12 VDC 
Power Consumption 20 W (typical) 
Mass 950 g 
Since the camera was used while moving, motion blur was a major effect for image quality. An 
experiment was set to measure the effect of motion blur for this camera with different speed of 
moving objects. Four wooded sticks with same material and diameter were fixed 0.24 m away from 
the spinning center of a smart motor. The gap between every two sticks was 0.013 m uniformly. The 
camera was placed 40-degree angle down and 0.4 m away from sticks which were similar to the data 
acquisition system setup (Figure 3.2). By controlling the rotational speed of the motor, the sticks 
rotated with desire speed. The average size of all four sticks was used for analysis. The result 
Figure 3.3 shows that when the speed reaches 1.5 m/s, the stick size doubled. 
 
Figure 3.2: Camera motion blur test stand setup 
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 3.2.1.2 Data Acquisition System 
A three-wheel cart was designed as a small image acquisition platform (Figure 3.4). The front 
wheel can be lifted easily, and the two rear wheels can rotate separately to help with the cart turning. 
A high-resolution encoder (model 25T-34SJ-4096NV1QP5-SMJ-S3, ENCODER PRODUCTS CO., 
Sandpoint, Idaho) with a resolution of 4096 pulses per revolution (PPR) was mounted on the axle of 
the rear wheels. The diameter of rear wheels was 0.483 m and the diameter of the front wheel was 
0.1 m. Images were saved no shorter than every 0.02 m. With an average pushing speed of the cart 
about 0.75 m/s, the time interval between two images was about 40 Ms. A counter device (USB-
DIO32HS, Measurement Computing, Norton, MA) was used to receive and transfer encoder pulse to 
a laptop computer through a USB cable. 
 
Figure 3.3: Sensor performance test results for motion blur 
The height and facing angle of the camera was adjustable. In this study, the camera was fixed 0.3 
m above the ground with a view angle of 40° down from horizontal direction. The camera was about 
Commented [LT1]: What do you mean? Do you mean 
about 40 ms time interval between the images? 
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0.5 m away from the scene. The visible area was 0.4 m × 0.3 m (H×W) which covered multiple plants 
at a time. 
 3.2.1.3 Plant Materials and Cultivation 
Maize and sorghum were cultivated in one of the greenhouses on Iowa State University campus 
from December of 2018 to January of 2019. Maize and sorghum seeds were planted on December 13, 
2018 in 4 rows. Each row was formed by six customized four-feet-long wooden planters (Figure 3.5). 
To simulate field condition, the distance between two rows was set to be 0.73 m (30 inches) apart. 
 
Figure 3.4: Image acquisition platform 
In this study, planting densities were higher than those used in the field. This was to make sure 
the average inter-plant spacing was not increased by non-germinated plants and to produce more 
challenging testing conditions for the algorithm validation. Detailed sowing pattern is depicted in 
Table 3.2. Due to the high reflection rate of the wooden planters, the top surface of them was covered 
by black plastic bags, which was tested to be the most suitable light absorbing material for this 
experiment.  
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Figure 3.5: Top-view of greenhouse planters  
Table 3.2: Greenhouse planting pattern 
Ground truth was manually measured 36 days after sowing. Plant population of each row and 
location of each plant in its row were recorded. The origin, 0 m, was defined at the end edge of the 
first planter in each row. The locations were recorded in feet and then converted to meters. Distances 
between plants were calculated later. 
Row # Row 1 Row 2 Row 3 Row 4 
Plant Species maize Sorghum 
Plant Spacing 3-4 in/plant 2-3 in/plant 
Planter # Length (ft)  
1 4 
follow the 
pattern below 
follow the 
pattern below 
follow the 
pattern below 
grass sorghum, 
single 2 4 
3 4 
follow the 
pattern below 
4 4 
5 4 
6 4 
pattern **1,2,1,1,2,1,1,1,2,1,1,3 
**1 represent single plant, 2 represent double plants, 3 represent triple plants 
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3.2.2 Methods 
 3.2.2.1 Pre-processing 
The depth images captured by the camera cannot be used directly for generating 3D point cloud 
due to sensor inaccuracy. One of the major factors was flying pixel, which was an error measurement 
of depth value between foreground and background. This error measurement occurred because the 
infrared light emitted by the Time-of-Flight camera was reflected partially by the foreground and 
partially by the background and it usually appeared at the edges of the objects. The camera provided 
a filtering method for depth image before the file was transferred to the laptop computer. However, 
the filter method caused not only delaying on time but also the displacement of couple pixels between 
intensity image and depth image. The displacement distance was affected by the moving speed of the 
camera, which was not uniform and difficult to be determined. So, two series of pre-processing 
methods were needed for raw images and generated 3D point clouds. 
To adjust and remove the flying pixels, median blur filter and bilateral filter from OpenCV were 
applied on depth images. Median blur filter went through each pixel of the depth images and covered 
it with a square mask. The central evaluated pixel was replaced with the median of all the neighboring 
pixels. The side of the square mask was set to be 7 pixels in this study. Different from median blur 
method, bilateral filter prevented the edge to be smoothed. Instead of directly using the median value 
of all the neighboring pixels, the bilateral filter used a weighted average from nearby pixels. The 
weight had two components, one was the same weight used by the Gaussian filter and the other one 
depending on the depth differences between the neighboring pixels and the evaluated one. Then, a 
customized bilateral filter, which took both depth image and intensity image as input, was used for 
better performance. In addition to the OpenCV common bilateral filter, the customized one took 
intensity value as the third part of the weight (Equation 3.1). The additional term helped with 
separating the edges and smoothing the plant surface. By trial and error, the diameter of each pixel 
neighborhood d = 9, filer sigma in the color space σcolor = 20, and filter sigma in the coordinate space 
σspace = 15 were selected for both bilateral filters. 
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2
2σ𝑠𝑝𝑎𝑐𝑒
2 )                                     (3.1) 
The camera was set to be 40° down from horizontal direction which made the captured crop 
plants 50° away from vertical. To match the image coordinate with the world coordinate, the point 
cloud was rotated 40° around the horizontal axis. After rotating, the ground was turned to be 
horizontal and can be removed by setting a threshold of -0.4-10 m in the vertical direction (z-axis). 
In order to remove the noises caused by the camera inaccuracy and the high reflecting soil materials, 
the bottom threshold was set 0.02 m higher than the ground surface. Distance threshold of 0.3-0.6 m 
in depth direction (i.e., about 0.1 m in front of the crop row and 0.2 m behind the crop row) was 
applied on the point cloud to remove the extra drooping leaves and background. 
Statistical outlier removal filter and radius outlier removal filter were used to remove sparse 
outliers from the noisy point cloud. The filtered result is shown in Figure 3.6. 
 
(a) Front-view of Point cloud before (left) and after (right) filtering 
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(b) Side-view of Point cloud before (left) and after (right) filtering 
Figure 3.6: 3D point cloud before and after filtering 
 
3.2.3 Point Cloud Down-sampling 
 
 (a) Slicing result (b) Down-sampled result 
Figure 3.7: 3D point cloud slicing and down-sampled results 
In order to reduce the point cloud size and speed up the following calculations, a rough 3D 
skeleton was extracted by slicing the point cloud horizontally (Figure 3.7a). Euclidean cluster method 
was used for each layer to separate plant segments. This clustering method divided an unorganized 
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point cloud into smaller clusters where point neighbors of any point in the clusters were within a 
sphere with radius r. r was selected to be 0.01 m which equaled to the slicing height as the clustering 
parameters. The cluster centroids of all the slices were stored into a new downsampled point cloud 
(Figure 3.7b). Because the slicing direction was perpendicular to the plant stems, leaf junctions 
affected the shape of clusters and drag the centroids towards the leaf direction which had an influence 
of stem skeleton. 
3.2.4 Plant Candidate Extraction 
Two different methods were used together to extract plant candidate locations from the filtered 
point cloud. Since the ground truth measurement of plant location was taken at the soil surface, the 
plant candidate locations were extracted around the same level. 
 
Figure 3.8: Euclidean cluster extracted from the bottom part of plant stem 
The first method was focusing on the lower part of the plant stem where leaf influence was 
minimal. The region of interest was defined from the bottom surface of the filtered point cloud to 
0.04 m above it. Normally, the region of interest contained several plant stems and each stem ideally 
was about 0.09 m apart. Due to this feature, plants can be separated by a Euclidean Cluster Extraction 
method. As shown in Figure 3.8, five clusters were found and marked in different colors. In this setup, 
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the number of points for each cluster was limited between 200 and 5000. For each extracted cluster, 
the centroid was calculated and recorded as the plant candidate location point. Since plants were 
growing on the ground, the vertical parameter of each location point was substituted to the bottom 
level of the point cloud. However, not all the plants can be found through the bottom portion of the 
stem. In some case, double plants occurred, which makes the stems too close to be separated. Also, 
the bottom part of the stems may be hidden by other stems or dropping leaves. So, an additional 
method was developed to accomplish these special cases. 
The second method was focusing on the whole plant structure. Li and Tang (2017) projected one 
3D maize plant point cloud into six binary images from six different degrees. Because of plant 
 
The white lines represent the detected Hough lines. Figure 
3.9: An example of 3D Hough transform result 
stems were approximately vertical to the ground; their system would search for an over 50 pixels 
straight line with an inclination angle between -5° and +5° and treated as the plant stem. Instead of 
using the projected images, a customized iterative Hough transform was implemented for 3D line 
detection in this experiment (Dalitz et al., 2017). The Hough transform is a voting procedure to find 
out the desire geometric objects from images or point clouds. In this situation, 3D lines were selected 
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from the point cloud with the most votes iteratively (Figure 3.9). For each point cloud, 7 was set to 
be the maximum number of lines can be detected since the camera Field-of-View was narrow. To 
reduce the processing time, the down-sampled point cloud was used as input instead of the whole 
point cloud. Also, the searching angle of each line was narrowed to 10 ° around the vertical direction. 
The plant candidate locations were the intersection points of each line with the bottom surface of the 
point cloud. If all other existing candidates were at least 0.02 m away from the new one, the new point 
was treated as a valid point and would be used later. 
3.2.5 Plant Skeleton Extraction 
With the defined plant location, the rest skeleton points were assigned to each plant based on the 
plant structure. Every plant was represented by a vector started with plant location point and 
followed with stem skeleton points in the higher vertical layers. For each skeleton point, the program 
searched all the plants' vectors in the current point cloud and added the skeleton point to the most 
suitable plant vector. The most suitable one was selected under the following conditions. In this 
experiment, the horizontal direction in the 3D point cloud was defined as the x-axis. The vertical 
direction was defined as the y-axis. The depth direction was defined as the z-axis. An instance 
variable, min, was defined for storing the local minimum value in the x-axis. Because the value in y-
axis was varied by height and the value in z-axis might be affected by sensor uncertainty, the value in 
x-axis was more reliable. If the distance between the potential point and the location point was 
smaller than min (assigned to be 0.02 m initially) in the x-axis, 0.05 m in the z-axis and the distance 
between the potential point and the last point in the vector was smaller than 0.05 m in y-axis, 
substituted min with the distance in x-axis. After iterating all the plant vectors, the skeleton point was 
pushed back to the plant vector with the smallest distance in the x-axis. 
In order to make sure only the skeleton of the stem was included, a further filter was made based 
on angles. Every point in one plant vector except the first point was checked and stored into a new 
singly linked list if the condition met. The condition was to check the angle between vertical direction 
and the line which passed the potential point and the determined point. In order to reduce the effects 
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of the leaf junctions mentioned before, the last two determined skeleton points of the same plant 
were used for condition checking. The smaller angle with cosine value greater than 0.9 (-25° to 25°) 
was considered valid and stored into the list. An example of a skeleton result shows in Figure 3.10. 
3.2.6 Removal of Invalid Plants 
In plant Candidate extraction process, errors occurred when noise clusters appeared. Not all the 
plant candidates were real plants. A decision-making strategy was adopted to adjust plant 
 
The pink lines are the lines connected between adjacent points. 
Figure 3.10: An example of 3D skeletonization result 
location and remove invalid plant candidates. The first step was to calculate statistical results for each 
plant skeleton. The results include six parts: number of points in each skeleton, the minimum value 
the skeleton reached in x-axis (xMin), the maximum value the skeleton reached in x-axis (xMax), the 
average value of all the points in x-axis (xMean), the standard deviation of all the points in x-axis 
(stdv), and the average distance between two adjacent skeleton points in y-axis (heightMean). Recall 
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that value in x-axis was more reliable because of fewer errors occurred in this direction. The second 
step was to analyze the results and make the decision. 
Scenario 1: When two plants were too close (distance between xMean of two plants < 2.5 cm) and 
the overlapped distance in x-axis was greater than 1/3 of either plant area, the two plants were 
treated as mis-detected and combined to be one plant instead. If one of the plants has less than 16 
skeleton points or the skeleton points were too dispersing in the y-axis (heightMean > 1.5 cm), the 
plant was treated as mis-detected and removed. While the number of skeleton points for both plants 
was less than 11, the two plant candidates were combined, and the new location point was defined 
between the old two points which were close to the one with more skeleton points. 
Scenario 2: When two plants had overlapped distance in x-axis greater than 1/3 of either plant 
area and the standard deviation of both plants were large (stdv > 0.03), the two candidates were 
combined, and the new location was moved towards the direction of the plant with smaller standard 
deviation. 
Scenario 3: For the single plant, if the number of skeleton points was less than 6 and the points 
were a dispersion in the y-direction (heightMean > 2 cm), the plant candidate was invalid and 
removed. While if the points were a dispersion in the x-direction in which the plant had large 
standard deviation (stdv > 0.03), the plant location was moved to the average value in the x-axis 
(xMean). To avoid entering the infinity loop, the adjustment was skipped if the average value was too 
close (0.5 cm) to the current location. 
When the candidate location changed, the algorithm went back and reprocessed plant skeleton 
extraction and invalid plant removal methods until no location changed anymore. 
3.2.7 Plant Registration 
Two coordinate systems, a camera coordinate system, and a ground coordinate system were 
involved in the data processing. Due to the movement of the cart, the camera coordinate of each frame 
was unique while the camera was always located at the origin. The camera coordinate was converted 
to ground coordinate using specific encoder reading assigned for each frame. Since the plants were 
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sowed in a row and the cart was moved in the parallel line, the changes in y and z-axis were ignored 
which made the coordinate conversion only focusing on the x-axis. Due to the moving speed of the 
cart, plants may be obtained multiple times from different angles in a series of frames. Converting 
plant location from camera coordinate to ground coordinate helped to identify the same plant from 
different frames. 
The plant registration method was to find out the new appeared plants in each frame and stored 
their location into a vector. The way to identify if the plant is a new one was to search if its estimated 
ground location had already in the vector within a small search window. However, the window size 
was increased as the plant went further away from the origin in the camera coordinate. While the 
camera emitting the infrared light, the lights spared out with the camera in the center. The flying 
pixels appeared in front of or behind the object along with infrared light directly emitted by Time-of-
Flight camera. Even though the camera calibrated the data before they were transferred, the effects 
of flying pixels were still obvious, especially when the plants were getting further to the camera in 
the x-axis. By trial and error, when the plant was within ±0.1 m of the camera in the x-axis, the window 
size was 2.5 cm. While, if the plant was out of that range, for every 10 cm increased in the distance 
between the plant and camera in the x-axis, the window size increased 1 cm. 
For double or triple plants, if and only if two or three plants were found together in the same 
frame, they were treated as doubles or triples. Otherwise, if the distance between any two of them 
can fit in the searching window, they were treated as an identical plant instead. 
 3.3 Results and Conclusions 
In this study, data were collected seven times for maize plants and six times for sorghum plants 
between 28 and 47 days after sowing. Both sides of the plants were sensed and processed separately. 
Total 106 traits were taken for maize plants and 87 traits were taken for sorghum plants. In this 
section, analyses were presented between the experiment results and manual measurements. 
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The system’s performance was evaluated using the plant detection rate and plant location 
accuracy. The plant detection rate was defined as 
Estimated plant population 
 Plant Detection Rate = × 100% (3.2) 
Ground truth of the plant population 
The estimated plant was defined as over-counted when no actual plant appeared within ±0.01 m 
of the estimated one. Similarly, when no estimated plant appeared within ±0.01 m of the actual plant, 
one under-counted plant was defined. If the estimated plant appeared within ±0.01 m of the actual 
plant, the estimated one was defined as a true plant. The experimental results are shown in 
Table 3.3, where NT is the ground truth value of total plant population, NE is the true estimated 
Table 3.3: Estimated plant population compared to ground truth 
 
Row # NT NE NO NU RD SDD 
1 94 83.2 10.0 9.9 0.86 0.06 
2 80 71.7 11.2 7.4 0.90 0.06 
Overall for Maize 0.89 0.06 
3 103 86.9 6.6 15.4 0.84 0.06 
4 (grain) 72 61.0 4.5 10.4 0.85 0.10 
Overall for Grain Sorghum 0.85 0.08 
4 (grass) 77 33.5 0.4 43.4 0.41 0.19 
 
plant population (true positive), NO is the number of over-counted plants (false positive), NU is the 
number of under-counted plants (false negative), RD is the detection rate of the true plants, SDD is the 
standard deviation of estimated plant population rate. 
The system achieved the average detection rate of 89% and a standard deviation of 0.06 for maize 
plants and no significant difference between rows. The average detection rate for sorghum was 85% 
and the standard deviation was 0.08. 
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Figure 3.11: Maize and grain sorghum plant detection rate 
 
Figure 3.12: An Example of missing count for ’double plants’ in three continuous point cloud images 
 
Figure 3.13: Four continuous intensity images affected by dropping leaves 
Plant under-counted errors were mainly caused by ’double plants’, in which two plants are too 
close to each other. By checking the ground truth measurements, 13 pairs of plants in row 1, 8 pair 
of plants in row 2, 17 pairs of plants in row 3, and 11 pairs of grain sorghum plants in row 4 had a 
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distance less than 0.02 m in between. If two plants were too close at the bottom, the system might 
misidentify them as one plant as shown in Figure 3.12. Even if the plants appeared in multiple frames, 
none of them can be used to clearly separate the ’double plants’. Moreover, not all the frames can be 
used due to the dropping leaves as shown in Figure 3.13. The camera lens was blocked by three 
dropping leaves and four continuous images were not able to be used. 
 
Figure 3.14: Grass sorghum plant detection rate 
 
Figure 3.15: ANOVA table for grass sorghum plant detection rate 
For unexpected reasons, the germination rate of grass sorghum in the first two planters of row 4 
was lower than 10%. Replanting was done on the 15th day after the first sowing. The density of the 
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re-sowed sorghum was much higher than the original plants, which led to the higher total plant 
population and higher pairs of ’double plants’ within single planter compared with grain sorghum. 
As shown in Figure 3.14, the detection rate of row 4 was increasing sharply as the resowed sorghum 
growing. The low p-value (less than 0.05) (Figure 3.15) indicates that the plant detection rate is 
significantly related to time.  
The system limitations are contributing from two factors: sensor and materials. Since the data 
was collected by Swift ToF camera, the motion blur can affect the image quality. Also, the quality of 
the depth image was limited. Secondly, as the experiments were set in the greenhouse, the soil, the 
planters, and the plant growth conditions were all different from those in the field. The soil used in 
the greenhouse has perlite rocks mixed in which has a high reflection rate and brighter than norm 
soil. The bottom 0.02 − 0.03 m of the plant stem were not able to be used due to the noise. Even if the 
planters were covered by the light absorbing materials, the effects cannot be removed completely. 
Random noise appeared behind the bottom plant stems which affects the Euclidean clustering 
method in the plant candidate extraction algorithm. In addition, the experiment was carried out 
during the wintertime, the light source in the greenhouse was not strong enough to support the 
normal plant growth. Both maize and sorghum were too slim than what they should be in the field 
which makes it challenge for stem identification. 
 3.4 Conclusions 
In this study, an automated sensing system using a state-of-the-art Time-of-Flight camera was 
developed for estimating maize and sorghum plant population at their early growth stages under a 
greenhouse condition. For maize plants, the system achieved the average detection rate of 0.89 and 
a standard deviation of 0.06. For grain sorghum plants, the average detection rate was 0.85 and the 
standard deviation was 0.08. The detection rate and standard deviation for grass sorghum were 0.41 
and 0.19, respectively. The results show that this system is capable of estimating maize and grain 
sorghum population and potential to be used for grass sorghum at growth stage later than V4. 
51 
Because this Swift ToF camera was advertised to be operable under direct sunlight, the data 
collection process was completed without any shade. But the coating of the greenhouse glass should 
have blocked NIR wavelengths, making this setting not truthfully representing the natural outdoor 
lighting conditions. However, the limitations of this ToF camera in signal quality and resolution were 
examined in this targeted application.  
In the future, the system performance should be evaluated further over maize and grain sorghum 
plants in field experiments. The robustness of the system should be enhanced for processing both 
maize and sorghum plants in various growth stages. In addition, with the success of many deep 
learning neural networks based sensing system, continued investigation in applying the cutting-edge 
machine learning techniques for plant detection should be conducted. It was also observed that the 
intensity images produced under the active NIR lighting of the camera were of favorable consistency 
and clarity, which may lead to improved plant detection accuracy if they were used in conjunction 
with the machine learning algorithms.  
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 CHAPTER 4. CONCLUSION AND RECOMMENDATIONS 
 4.1 Conclusions 
This thesis was focusing on developing and evaluating sensing solutions that can operate directly 
under outdoor lighting conditions without using shade for maize and sorghum plants detection at 
their early growth stages. 1D laser proximity sensors and a more advanced 3D Time-of-Flight (TOF) 
camera were studied and evaluated in two systems. 
In Chapter 2, an automated real-time sensing system using a stack of laser proximity sensors was 
developed for detecting and localizing maize and sorghum plants at their early growth stages in a 
greenhouse setting. A three-wheel cart was designed as the platform to fit into the 30 inches intra-
row spacing. 16 laser sensors were mounted vertically to sense plants from side-view. The chosen 
sensors reduce the data size and time required for data processing to meet the real-time criteria. 
Circular buffer was used to store data and maintain memory usage at a low level. A customized 2D 
Hough transform algorithm was developed and implemented to detect plant stem. The system 
achieved the average detection rate of 93% for maize and mean absolute error of the plant location 
of 0.03 m for both maize and sorghum. Multiple plants who are germinated at the same location and 
uneven plant germination time (uneven plant height) are the two major error sources contributed to 
misdetection error. 
In Chapter 3, an automated sensing system using a state-of-the-art Time-of-Flight camera was 
developed for estimating maize and sorghum plant population at their early growth stages under a 
greenhouse condition. This Swift ToF camera with strong illumination power is advertised to be 
operable under sunlight without any shade. The camera was mounted on the side of a three-wheel 
cart with a view angle of 40° down from horizontal direction. A 3D skeletonization algorithm and 
customized 3D Hough transform algorithm were implemented together for plant detection. A post-
decision-making strategy was developed to remove invalid plants. The plant detection rate for maize 
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was 89% and the standard deviation was 0.06. For sorghum plants, the average detection rate was 
74% and the standard deviation was 0.14. 
 4.2 Recommendations 
For the study in chapter 2, the sensing system performance for maize plants is considerably better 
than that over sorghum plants under a greenhouse setting. However, this difference will likely be 
reduced in real field conditions because sorghum seedlings require a warmer condition to establish. 
In future work, the data processing algorithms will be tested further over field-grown sorghum plant 
seedlings 
For chapter 3, the system performance should be evaluated further over field-grown maize and 
grain sorghum plants under outdoor condition. The robustness of the system should be enhanced for 
processing both maize and sorghum in various growth stages. In addition, the machine learning 
algorithm tends to be a suitable method for plant detection and can be tried for this project by 
utilizing the intensity images. 
By comparing these two systems, the laser proximity sensors system is more stable than the ToF 
camera system for detecting maize and sorghum in early growth stages. The ToF camera system 
performance was still limited by the quality of the camera signal. 
