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Set constraints are inclusions between expressions denoting sets of trees. The efficiency of their
satisfiability test is a central issue in set-based program analysis, their main application domain. We
introduce the class of set constraints with intersection (the only operators forming the expressions
are constructors and intersection) and show that its satisfiability problem is DEXPTIME-complete.
The complexity characterization continues to hold for negative set constraints with intersection (which
have positive and negated inclusions). We reduce the satisfiability problem for these constraints to
one over the interpretation domain of nonempty sets of trees. Set constraints with intersection over
the domain of nonempty sets of trees enjoy the fundamental property of independence of negated
conjuncts. This allows us to handle each negated inclusion separately by the entailment algorithm that
we devise. We furthermore prove that set constraints with intersection are equivalent to the class of
definite set constraints and thereby settle the complexity question of the historically first class for which
the decidability question was solved. C© 2002 Elsevier Science (USA)
1. INTRODUCTION
Set Constraints. Set constraints denote relations between sets of trees. Syntactically, they are con-
junctions of inclusions between expressions built over variables, constructors (constants and function
symbols from a given alphabet), and a choice of set operators that defines the specific class of set
constraints. The main application domain is set-based program analysis and type inference for func-
tional, imperative, and logic programming languages [4, 6, 33, 37, 48, 54, 61], but they are also used in
order-sorted languages [60] and in constraint logic programming [40].
The satisfiability problems for the various classes of set constraints have been widely studied, in part
for their significance for applications, in part for their own sake. Four different decidability proofs [2,
5, 9, 28] were given for the class of positive set constraints, three [3, 12, 29] for the class of negative
set constraints, and one [13] for the class of set constraints with projection (which includes all above-
mentioned classes). Set constraints were studied from the logical and topological point of view [19, 39,
41] and also in domains different from the Herbrand universe [10, 14, 31, 46, 47, 49]. See [1, 35, 51]
for overviews on set constraints.
Definite Set Constraints. This was the first class of set constraints for which decidability was
shown [32, 34]. It was introduced by Heintze and Jaffar and is used for the type analysis of Prolog
programs [30, 33, 35]. The satisfiable constraints in this class have a least solution (this fact is at the
origin of the attribute “definite”). Bachmair et al. [9] showed that the satisfiability problem for this class
is in NEXPTIME. The relation of the class to other classes of set constraints has not been investigated
before. Due to the apparent difference in syntax, the two classes of definite and of positive set constraints
were often (e.g., in [35]) considered incomparable.
Our Results. We show that definite set constraints can be seen as a proper subclass of positive set
constraints, namely positive constraints without complement and union symbols. We call them set con-
straints with intersection (the only operators forming the expressions are constructors and intersection).
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We give an algorithm, in a concise presentation, which (1) performs the satisfiability test in exponen-
tial time, (2) computes which variables denote the empty set in the least solution, and (3) represents
the least solution as a tree automaton. Points (2) and (3) are important for the application to program
analysis. Our algorithm is the fixpoint iteration under the operator that adds immediate consequences
under nine logical axioms. Each consequence is an inclusion between two terms from a set of bounded
size; this is used to show the termination and to derive the upper bound. Using a reduction from a tree
automata problem (as in [26]), we give an exponential lower bound and thus obtain that the satisfiability
problem is DEXPTIME-complete. This is the first time that a class of set constraints (over a general
constructor alphabet) falls into this complexity class. Since the classes of definite set constraints and
of set constraints with intersection are not only equivalent in expressive power but, as we show, also
linearly inter-reducible, we hereby settle also the complexity question for definite set constraints.
We also give an exponential satisfiability algorithm for the class of negative set constraints with
intersection which is obtained from (positive) set constraints with intersection by allowing inclusions to
be negated. One idea that underlies the algorithm is based on the following observation: Every variable
appearing in the left-hand term of a negated inclusion is nonempty (i.e., must have a nonempty value in
every solution). We use this observation to reduce the satisfiability problem for a negative set constraint
with intersection (over the domain of possibly empty sets of trees) to one over the interpretation domain
of nonempty sets. We establish that set constraints with intersection over the domain of nonempty sets
of trees enjoy the property of independence of negated conjuncts.1 This theorem allows us to handle
each negated inclusion separately by the entailment algorithm that we devise (as the fixpoint iteration
wrt. a third set of axioms). The correctness of the theorem depends crucially on the assumption that
the constructor alphabet is infinite. The interpretation of this assumption might be that the constructor
alphabet is never fully known or is always extensible (this is the case if the program analysis is applied
in a modular fashion).
The independence property is a fundamental property for constraint systems that is of further-reaching
interest. Colmerauer has introduced it for the manipulation of inequations in the context of constraint
logic programming (CLP) [20]. The property also characterizes (and is characterized by) the semantics
of bottom-up and top-down computations [44]. A general study of the property shows its importance
in various symbolic computation areas [43]. In constraint databases, the property allows the efficient
containment test between constraint relations [38]. The property is necessary for the inference of
constrained functional dependencies in polynomial time [45]. Examples of constraint systems with
the independence property are universal closures of the definite Horn clauses of a logic programming
language [43], term equations over finite or infinite trees [20] or in shallow theories [22], linear equations
over the real numbers [42], various constraint classes over feature trees [7, 8, 56], infinite Boolean
algebras with positive constraints [36], and various simple subclasses of constraints (e.g., inequations
over numbers where each variable always appears on the same side of the inequation) which may be
useful for the application considered in [45].
2. PRELIMINARIES
We define that set constraints with intersection are conjunctions of inclusions between terms built up
with variables, constructors, and intersection. The terms can be of arbitrary depth. By depth of a term
we mean the length of the longest path connecting the root with a leaf in the tree representation of the
term; thus, the depth of a constant symbol or a variable is 0. For the sake of simplicity of presentation,
we restrict ourselves to flat terms, that is terms of depth ≤1. In Section 4, we show that this restriction
does not affect the generality and the complexity measure.
We assume given a ranked alphabet  fixing the arity n ≥ 0 of its function symbols f, g, a, b, . . .
and infinite set V of variables x, y, z, u, v, w, . . . . We use V(E) for the set of variables contained in
the expression E and (E) for the set of function symbols in E . We use t, s, . . . as meta-variables for
finite trees (i.e., ground terms), τ, τ1, τ2, . . . for terms of depth ≤1, θ, θ1, θ2 for intersections of terms
1 For comparison, any class of set constraints over the domain of possibly empty sets of trees does not have the independence
property. As an example take the constraint γ = f (x, y) ⊆ 0 ∧ x ⊆ 0 ∧ y ⊆ 0. Then the conjuncts x ⊆ 0 and y ⊆ 0 are not
independent from each other: γ is not satisfiable although both f (x, y) ⊆ 0 ∧ x ⊆ 0 and f (x, y) ⊆ 0 ∧ y ⊆ 0 are.
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of depth ≤1, and ϕ for positive constraints and γ for negative constraints (conjunctions of positive and
negated inclusions).
τ ::= x | f (u¯)
θ ::= τ | τ1 ∩ · · · ∩ τn
ϕ ::= θ1 ⊆ θ2 | ϕ1 ∧ ϕ2
γ ::= ϕ | θ1 ⊆ θ2 | γ1 ∧ γ2
We write u¯ for the tuple (u1, . . . , un) of variables and ¯t for the tuple (t1, . . . , tn) of trees, where n ≥ 0
is given implicitly (e.g., in x ⊆ f (u¯) by the arity of the function symbol f ). We write u¯ ⊆ v¯
for {u1 ⊆ v1, . . . , un ⊆ vn}. As is usual, we identify a conjunction of constraints with the set of all
conjuncts.
We denote by terms(ϕ) the set of all terms τ (i.e., flat terms built from variables and function symbols
but without intersection) occurring in ϕ.
Intersection Variables. We introduce a fresh variable xS for each set S ⊆ terms(ϕ). We call such a
variable an intersection variable. It is syntactically convenient to replace constraints with the intersection
operator by constraints over intersection variables (without the intersection operator).
DEFINITION 2.1 (ϕR, the representation of ϕ). The representation of a constraint ϕ with intersection
variables is the set ϕR of all inclusions of the form xS ⊆ xS′ that we obtain by replacing each inclusion
between intersections of terms by an inclusion between the corresponding intersection variables,
τ1 ∩ · · · ∩ τn ⊆ τ ′1 ∩ · · · ∩ τ ′m → x{τ1,...,τn} ⊆ x{τ ′1,...,τ ′m }.
The algorithm that we define in the next section takes as input the representation ϕR of a con-
straint ϕ. Such a representation contains only intersection variables; the algorithm introduces also terms
f (x1, . . . , xn) where x1, . . . , xn can be intersection variables xS1 , . . . , xSn .
EXAMPLE 2.1. The representation of the constraint x ⊆ y is x{x} ⊆ x{y}. The representation of the
constraint with intersection
ϕ = { u ⊆ a, f (u, v) ∩ v ⊆ w, u ∩ w ⊆ f (u, v)}
is the constraint over intersection variables
ϕR = { x{u} ⊆ x{a}, x{ f (u,v),v} ⊆ x{w}, x{u,w} ⊆ x{ f (u,v)}}.
The closed form ofϕ (defined below) will then contain constraints such a ⊆ x{a} and x{u,w} ⊆ f (x{u}, x{v}).
Our interpretation domain is 2T , the set of all sets of finite trees over the ranked alphabet . Finite
trees t ∈ T are defined as usual (e.g., as ground terms over the signature ). A path p in a tree is a string
over the natural numbers. We write t |p for the subtree of t that is accessed via the path p. A valuation
is a mapping α : V → 2T assigning sets of finite trees to variables. Each valuation α can be extended
in a canonical way to a mapping α from terms τ and intersection terms θ to sets of finite trees.
α( f (τ1, . . . , τn)) = { f (t1, . . . , tn) | t1 ∈ α(τ1), . . . , tn ∈ α(τn)}
α(τ1 ∩ · · · ∩ τn) = α(τ1) ∩ · · · ∩ α(τn)
DEFINITION 2.2 (∩-compatibility). We say that a valuation α is ∩-compatible if
α(xS) =
⋂
τ∈S
α(x{τ })
for all intersection variables xS .
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A valuation α satisfies the constraint ϕ, in symbols α |= ϕ, if for all conjuncts θ1 ⊆ θ2 in ϕ we have
α(θ1) ⊆ α(θ2). If ϕ is a constraint over intersection variables then α must also be ∩-compatible to satisfy
ϕ. We say that ϕ is satisfiable if it has a solution (i.e., a valuation satisfying ϕ).
3. SATISFIABILITY
In this section, we will present an algorithm that implements the test of satisfiability of constraints.
We define the algorithm by the fixpoint iteration under the operator that adds immediate consequences
under the axioms in Table 1.
Each axiom translates to a basic fact. Axioms 2, 3, and 4 deal with the syntactic convention of inter-
section variables. Note that we will be interested only in ∩-compatible interpretations of the constraints.
In Axiom 2, each set contains its intersection with other sets. In Axioms 3 and 4, the two represen-
tations of the set f (u¯) that are possible in ϕR are equivalent (wrt. ∩-compatible interpretations). The
meta-variables u1, . . . , un here stand for variables occurring in the original constraint (and not for
intersection variables). The special case of Axiom 3 for n = 0 yields that, for all constant symbols
a ∈ ,
a ⊆ x{a}.
In Axiom 5, given two inclusions, the intersection of the two sets on their left-hand sides is subset of
the intersection of the two sets on their right-hand sides.
Axioms 6 and 7 are used to infer the nonemptiness of terms, in a bottom-up way. The express-
ion nonempty(x¯) in the hypothesis of Axiom 6 stands for the conjunction nonempty(x1) ∧ · · · ∧
nonempty(xk) where k is the arity of the function symbol f in the conclusion. Here, x1, . . . , xn are
meta-variables for intersection variables (and not the original variables). The special case of Axiom 6
for n = 0 yields that, for all constant symbols a ∈ ,
nonempty(a).
In Axiom 8, the functions f over sets are injective in each of its arguments if each of its arguments
is a nonempty set. That is, we have a decomposition rule as in unification (i.e., equalities interpreted
over the domain of trees). Note that if one of the variables in x¯ is empty, then f (x¯) is the empty set
regardless of the other variables’ values; then f (x¯) ⊆ f (y¯) is satisfied, while x¯ ⊆ y¯ may not be
satisfied.
In Axiom 9, a nonempty set of trees of the form f (t1, . . . , tn) is not a subset of a set whose trees are
all of the form g(t1, . . . , tm).
PROPOSITION 3.1. The axioms in Table 1 are valid under all ∩-compatible interpretations over the
domain of sets of trees.
Proof. The proof is done by inspection of each axiom. 
TABLE 1
Axioms for Positive Constraints ϕ over Intersection Variables
1. The relation ⊆ is reflexive and transitive
2. xS ⊆ x{τ } for τ ∈ S
3. f (x{u1}, . . . , x{un }) ⊆ x{ f (u1,..., un )}
4. x{ f (u1,..., un )} ⊆ f (x{u1}, . . . , x{un })
5.
f (xS1 , . . . , xSn ) ⊆ xS
f (xS′1 , . . . , xS′n ) ⊆ xS′
}
→ f (xS1∪S′1 , . . . , xSn∪S′n ) ⊆ xS∪S′
6. nonempty(x¯) → nonempty( f (x¯))
7. nonempty(τ ), τ ⊆ τ ′ → nonempty(τ ′)
8. nonempty( f (x¯)), f (x¯) ⊆ f (y¯) → x¯ ⊆ y¯
9. nonempty( f (x¯)), f (x¯) ⊆ g(y¯) → false
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We next define two notions of normal form for constraints ϕ. The first one, ϕC , is the outcome
of the algorithm (applied on the representation ϕR of ϕ), from which the second one, ϕS , extracts a
representation of the least solution (if a solution exists).
DEFINITION 3.3 (Closed form ϕC). The closed form ϕC of a constraint ϕ is the smallest set of
constraints which contains ϕR and is closed under consequences of axioms in Table 1.
DEFINITION 3.4 (Solved form ϕS ). The solved form ϕS of a constraint ϕ is the subset of ϕC of all its
inclusions between a nonempty term and a variable, i.e.,
ϕS = { f (u¯) ⊆ x ∈ ϕC | nonempty( f (u¯)) ∈ ϕC}.
The solved form ϕS has a canonical solution, namely its least one. In this solution, the value of the
variables that do not occur in ϕS is the empty set. The values of all other variables can be defined by
the least fixed point solution of the corresponding regular system of equations over sets of finite trees.
x =
⋃
f (u¯)⊆x∈ϕS
f (u¯) (x occurs in ϕS )
The solved form ϕS is essentially a representation of a (bottom-up) tree automaton [21, 27, 59]. More
precisely, the value of an intersection variable z under the canonical solution can be defined as the set
of trees that is recognized by the tree automaton Az whose states are the intersection variables, the
transition relation contains the tuple 〈y¯, f, z〉 if f (y¯) ⊆ z ∈ ϕS , and the only final state is the variable z.
We can extract a bottom-up deterministic tree automatonAz from the solved form ϕS in the following
way. The transition relation contains the tuple 〈y¯, f, xS〉 if
S = {u ∣∣ f (y¯) ⊆ x{u} ∈ ϕS};
that is, we remove all transitions 〈y¯, f, xS′ 〉 where S′ ⊆/ S. A state xS is a final state ofAz if xS ⊆ z ∈ ϕS .
(If z is of the form x{u}, then xS is a final state of Az simply if u ∈ S.) By eliminating all states that are
not reachable we obtain a reduced automaton. If the two sets recognized by two reduced deterministic
tree automata Ay and Az are equal, then Ay and Az are equal. This uniqueness of the representation
of the values in the least solution of a constraint ϕ is important in a type analysis based on set-based
analysis with set constraints with intersection. A “type” (e.g., the set of all lists) may occur several times
in the same program; i.e., the same set of trees may be assigned to several program variables by the
analysis. It may then be useful to have a unique representation of that type.
THEOREM 3.1 (Satisfiability, emptiness, least solution). A constraint ϕ is satisfiable if and only if its
closed form ϕC does not contain false. The value of a variable u in the least solution of ϕ is the empty
set if and only if x{u} does not occur in ϕS . The least solution αˆ of ϕ is given by the least solution α
of ϕS through αˆ(u) = α(x{u}).
Proof. The “only if” direction is clear from Proposition 3.1. For the other direction, let ϕS be the
solved form of ϕ and α its least solution. We now prove that α defines a solution of ϕC (Claim 1), that
the denotation of the intersection variables is the expected one (Claim 2), and, finally, that we obtain a
solution αˆ of the constraint ϕ by setting αˆ(u) = α(x{u}) for all variables u that occur in ϕ (Claim 3). In
the following we will say that a term τ is nonempty if nonempty(τ ) ∈ ϕC ; otherwise we say that τ is
empty.
CLAIM 1. The valuation α satisfies all constraints in ϕC .
Proof. There are three possible forms of constraints in ϕC − ϕS : x ⊆ τ with empty variable x ,
f (u¯) ⊆ τ with empty f (u¯), and x ⊆ τ with nonempty x . In the first case, by Axiom 7, the variable x
does not occur in ϕS , so α(x) = ∅ and the constraint is trivially satisfied. In the second case, by Axiom 6,
there is an empty variable ui in u¯. From the previous case we know that α(ui ) = ∅, so α( f (u¯)) = ∅ and
the constraint is satisfied. Below we show that α satisfies all constraints of the third form, that is x ⊆ τ
with nonempty variable x . Again there are three possibilities:
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• τ is a variable, say τ = y. Since x ⊆ y ∈ ϕC , we have that for any constraint τ ′ ⊆ x ∈ ϕS , by
transitivity (Axiom 1) τ ′ ⊆ y ∈ ϕS . Since α is the least solution of ϕS , the value α(y) contains α(x)
and thus α satisfies x ⊆ y.
• τ is a constant symbol, say τ = a. Since x ⊆ a ∈ ϕC and false ∈ ϕC , there are no constraints
of the form f (u¯) ⊆ x in ϕC with nonempty f (u¯) and f being a symbol different from a (otherwise, by
Axioms 1 and 9, false ∈ ϕC). Hence, no term with leading symbol different from a belongs to α(x),
and the valuation α satisfies x ⊆ a.
• τ is a composed term, say τ = f (x1, . . . , xn) for some n > 0. Take any tree t ∈ α(x). If t is
of the form g(t1, . . . , tm), then there must be a constraint g(u1, . . . , um) ⊆ x ∈ ϕS such that g(u¯) is
nonempty and ti ∈ α(ui ) for all i . Now, if g = f , then again false ∈ ϕC . Hence t = f (t1, . . . , tn) and
f (u1, . . . , un) ⊆ x ∈ ϕS . Axiom 8 yields ui ⊆ xi ∈ ϕC , and case τ = y above implies ti ∈ α(xi ). It
follows that t ∈ α( f (x1 . . . , xn)) holds. Thus, the valuation α satisfies x ⊆ f (x1, . . . , xn). 
CLAIM 2. The valuation α is ∩-compatible.
Proof. The inclusion α(x{τ1,...,τn}) ⊆ α(x{τ1}) ∩ . . . ∩ α(x{τn}) follows directly from Axiom 2 and
Claim 1.
For the other inclusion, we will prove that for any tree t and any two sets S, S′ ⊆ terms(ϕ), if
t ∈ α(xS) and t ∈ α(xS′ ) then t ∈ α(xS∪S′ ). Then the claim follows directly.
The proof goes by induction on the structure of t . If t is a constant symbol, say t = a, then by the
definition of α, a ⊆ xS ∈ ϕS and a ⊆ xS′ ∈ ϕS . By Axiom 5, a ⊆ xS∪S′ ∈ ϕS and we are done.
Now let t = f (t1, . . . , tn). By the definition of α, there exist constraints f (xS1 , . . . , xSn ) ⊆ xS and
f (xS′1 , . . . , xS′n ) ⊆ xS′ such that ti ∈ α(xSi ) and ti ∈ α(xS′i ) for i = 1, . . . , n. The induction hypothesis
yields ti ∈ α(xSi ∪S′i ) for i = 1, . . . , n. Axiom 5 yields f (xS1∪S′1 . . . , xSn∪S′n ) ⊆ xS∪S′ ∈ ϕC . Since
ti ∈ α(xSi ∪S′i ) for i = 1, . . . , n, we know that α(xSi ∪S′i ) = ∅. Hence, by definition of α, ϕC must contain
a constraint f (u¯) ⊆ xSi ∪S′i where nonempty( f (u¯)) ∈ ϕC . By Axiom 7, ϕC contains nonempty(xSi ∪S′i ).
Thus, Axiom 6 yields nonempty( f (xS1∪S′1 , . . . , xSn∪S′n )) ∈ ϕC , and, therefore, f (xS1∪S′1 , . . . , xSn∪S′n ) ⊆
xS∪S′ ∈ ϕS . Hence, by the definition of α, t = f (t1, . . . , tn) ∈ α(xS∪S′ ). This completes the induction
step. 
CLAIM 3. Let αˆ be a valuation such that αˆ(u) = α(x{u}) for all variables u occurring in ϕ. Then αˆ
is a solution of ϕ.
Proof. By Axioms 3 and 4 we have αˆ( f (u1, . . . , un)) = α(x{ f (u1,...,un )}). By Claim 1, αˆ satisfies
all constraints τ1 ⊆ τ2 ∈ ϕ. By Claim 3, αˆ satisfies all constraints of the form τ ⊆ τ1 ∩ . . . ∩ τn and
τ1 ∩ . . . ∩ τn ⊆ τ in ϕ. This proves Claim 3 and completes the proof of Theorem 3.1. 
Possible Optimization. We note that the algorithm given by the axioms in Table 1 can be modified
such that (1) all intersection variables occurring in a constraint computed during the fixpoint iteration
are reachable states in the automataAz defined by the resulting solved form ϕS , and (2) these automata
are deterministic. Property (1) is achieved by a simple restriction on the applicability of Axioms 1–5 to
constraints with terms whose nonemptiness has been derived (nonemptiness amounts to reachability).
In order to achieve property (2), we represent an inclusion f (y¯) ⊆ x{u1,...,un} by the conjunction of the
inclusions f (y¯) ⊆ u1, . . . , f (y¯) ⊆ un . Now, we call an intersection variable xS nonempty if and only
if there exists a term f (y¯) such that S is the set of all variables u such that f (y¯) ⊆ u is contained in
the constraint computed so far. As an invariant, all intersection variables occurring in the constraint are
reachable and, thus, nonempty; this implies in particular that f (y¯) is nonempty if f (y¯) ⊆ u occurs in
the constraint.
4. COMPLEXITY
If the input constraint of size n contains nested expressions, we flatten it (in the standard way). We
may hereby introduce new variables, but the total number of variables and the size of terms(ϕ) remain
linear in n.
We define the algorithm by fixed point iteration. We start with the representation ϕR of ϕ, as defined
in Definition 2.1. At each iteration step, we add the direct consequences under the axioms in Table 1 of
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the set of constraints derived so far (we add x ⊆ x only if x occurs). When the fixed point is reached, the
obtained set ϕC is the closed form of ϕ, as defined in Definition 3.3. Hence, by Theorem 3.1, satisfiability
is tested by checking if ϕC contains false. The solved form ϕS of ϕ, as defined in Definition 3.4, gives
the explicit representation of the least solution of ϕ.
Upper Bound. How many iterations are possible before the fixed point is reached? For an input
ϕ of size n, the size of terms(ϕ) is bounded by cn for some constant c. Thus, we have to introduce
2cn intersection variables. The terms that occur in ϕC are either any of these variables or flat terms
built up from these variables and function symbols from . The number of such terms is bounded by
|(ϕ)| · (2cn)k where k is the maximal arity of a function symbol that occurs in ϕ. The constraints in the
closed form of ϕ are either inclusions between pairs of terms, or nonemptiness constraints for terms.
Hence there are at most (|(ϕ)|2 + 1) · (2cn)2k constraints. The number of iterations is bounded by the
number of constraints in ϕC .
How much time do we need in each iteration? The most costly operation is adding consequences of
Axiom 5. This axiom involves 2k + 2 variables. Therefore, checking whether there are consequences
under this axiom requires O((2cn)2k+2) time. Since both |(ϕ)| and k are bounded by n, the whole
algorithm can be done in time O(2nO(1) ).
Lower Bound. We prove the DEXPTIME-hardness of the satisfiability problem for set constraints
with intersection by the reduction of the problem of the emptiness of the intersection of a sequence of
tree automata, a known DEXPTIME-complete problem (see [26, 55]).
Given a sequence of n bottom-up tree automata A1, . . . , An , we introduce a fresh set variable q for
each state q of each automaton. We assume wlog that each tree automaton Ai has only one final state,
which we note qAi . We simulate each transition rule of the form f (q1, . . . , qn) → q by a set constraint
f (q1, . . . , qn) ⊆ q . It is easy to see that the intersection of the languages recognized by the automata
is empty if and only if the conjunction of these constraints together with qA1 ∩ · · · ∩ qAn ⊆ a ∩ b is
satisfiable, where a and b are two different constant symbols.
The following complexity characterization is an immediate consequence of the analysis above.
THEOREM 4.1. The satisfiability problem for (positive) set constraints with intersection is DEXP-
TIME-complete.
5. ENTAILMENT, INDEPENDENCE, AND NEGATION
The three notions that we consider in this section are closely connected with each other. A constraint
system has the independence property if the constraints cannot express (i.e., entail) disjunctions. For-
mally, given the constraints ϕ and ϕ1, . . . , ϕn , the implication ϕ → ϕ1 ∨ · · · ∨ ϕn is valid if and only
if one of the n implications ϕ → ϕ1, . . . , ϕ → ϕn is valid. An equivalent formulation of the prop-
erty states that the satisfiability problem of a conjunction with any number of negated constraints can
be reduced to independent subproblems with exactly one negated constraint. Namely, the conjunction
ϕ ∧ ¬ϕ1 ∧ · · · ∧ ¬ϕn is satisfiable if and only if the n conjunctions ϕ∧¬ϕ1, . . . , ϕ∧¬ϕn are satisfiable.
As a direct algorithmic consequence, the satisfiability problem of the conjunction of ϕ with n negated
constraints can be reduced to n entailment problems (i.e., the dual of the validity of the n implications
ϕ → ϕ1, . . . , ϕ → ϕn).
As defined in Section 2, a negative constraint γ is a conjunction of a positive constraint ϕ and negated
inclusions. Our algorithm will test satisfiability of a negative constraint γ in three steps. First, using
the axioms in Table 1, we check whether the positive part is satisfiable. Second, using the axioms in
Tables 1 and 2, we compute which variables must be nonempty, i.e., are nonempty in every solution
(Axioms 7′ and 10), and whether the inferred nonemptiness of a variable is inconsistent with other
conjuncts (that imply its emptiness). Third, using the axioms in Table 3 together with the previous
ones, we infer all inclusions x ⊆ y that must be satisfied by every solution of the positive part. Then, a
negative constraint x ⊆ y is satisfiable in conjunction with the positive part if and only if the inclusion
x ⊆ y was not inferred. We are able to show (see Lemma 5.1) that all such negative constraints (in
conjunction with the positive part) can be satisfied simultaneously by one valuation. This yields directly
a satisfiability test for the negative constraint γ .
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TABLE 2
Additional Axioms for C2-Closure of Negative Constraints
γ over Intersection Variables xS where S ⊆ terms(γ )
2′. x ⊆ xS, x ⊆ xS′ → x ⊆ xS∪S′
5′. xS ⊆ f (xS1 , . . . , xSn )
xS ⊆ f (xS′1 , . . . , xS′n )
}
→ xS ⊆ f (xS1∪S′1 , . . . , xSn∪S′n )
7′. nonempty( f (x¯)) → nonempty(x¯)
10. τ ⊆ τ ′ → nonempty(τ )
11. nonempty(x), x ⊆ f (y¯), x ⊆ g(z¯) → false
12. nonempty(x), ϕ, y ⊆ x → false if x ϕ❀ y
Intuitively, in the first part we check if a constraint implies inconsistencies of the form f (x¯) ⊆ g(y¯)
for a nonempty term f (x¯). In the second part, we detect inconsistencies saying that some variable must
be both empty and nonempty. In the third part, inconsistencies of the form x ⊆ y, x ⊆ y are found.
Lemma 5.1 says that if a constraint is free of all three kinds of inconsistencies, then it is satisfiable.
There may be two reasons for a variable x to be empty in every solution. One of them is having two
different upper bounds such as x ⊆ f (y¯) and x ⊆ g(z¯) (Axiom 11). The other reason is an “occur check”
(Axiom 12; see also Definition 5.7). For example, the constraint {nonempty(x), x ⊆ f (y), y ⊆ x} is
unsatisfiable (here, for the application of Axiom 12, ϕ is chosen x ⊆ f (y) and thus x ϕ❀ y).
Axioms 11 and 12 are not needed for positive set constraints. Intuitively, in the case of positive set
constraints either we can assign the empty set to x , or, if x is nonempty, an explicit lower bound can be
used to derive a clash.
The formulation of the next results requires a series of technical definitions. From now on we assume
that the constructor alphabet is infinite.2
DEFINITION 5.5 (Proper upper bound). Given a positive constraint ϕ, we call f (u¯) a proper upper
bound of x if x ⊆ f (u¯) ∈ ϕ.
Note that a term of the form x (i.e., a variable) cannot be a proper upper bound.
If a satisfiable constraint is closed under Axiom 5′ in Table 2, then every nonempty variable that has
a proper upper bound has a unique proper upper bound that we define next.
DEFINITION 5.6 (Least upper bound). We say that f (u¯) is the least upper bound of x in ϕ if it is
a proper upper bound of x and for each proper upper bound f (v¯) of x the following holds. For all
components ui and vi of the tuples u¯ and v¯, if ui = xS and vi = xS′ then S′ ⊆ S.
EXAMPLE 5.1. Let ϕ be the closure under consequences of all axioms in Tables 1 and 2 of the
constraint below.
{
x{x} ⊆ f
(
x{u}
)
, x{x} ⊆ f
(
x{v}
)
, x{u} ⊆ x{v}, x{v} ⊆ x{u}
}
Then each of f (x{u}), f (x{v}), and f (x{u,v}) is a proper upper bound of x{x} in ϕ (with the same value
under each solution of ϕ), and f (x{u,v}) is the least one.
DEFINITION 5.7 (Reachability ϕ❀). Reachability ϕ❀p of one variable from another variable via some
path p in a given constraint ϕ is the smallest relation satisfying the two following conditions:
• x ϕ❀ε x
• if x ϕ❀p y and f (u¯) is the least upper bound of y in ϕ then x ϕ❀p.i ui .
We write x ϕ❀ y if there exists a path p = ε such that x ϕ❀p y.
Thus, if α is a solution of ϕ and t ∈ α(x), then x ϕ❀p y implies that t |p ∈ α(y). Note that for a given
variable x and a path p there is at most one variable y such that x ϕ❀p y (provided that ϕ is closed
under Axioms 5′ and 11, and it is satisfiable).
2 The results in [12] might suggest that the problem becomes trivial under this assumption. This is not the case: The constraint
x ⊆ a, y1 ⊆ f (x), y2 ⊆ f (x), y1 ⊆ ∅, y2 ⊆ y1 is not satisfiable, while the corresponding monadic formula has a model.
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TABLE 3
Additional Axioms for C3-Closure of Posi-
tive Constraints ϕ over Nonempty Intersection
Variables xS where S ⊆ terms(ϕ)
13. f (u¯) ⊆ f (v¯) ↔ u¯ ⊆ v¯
f (u¯) ⊆ f (¯t) ↔ u¯ ⊆ ¯t
f (¯t) ⊆ f (v¯) ↔ ¯t ⊆ v¯ if f (¯t) occurs in ϕ
14. x ⊆ t → t ⊆ x
The axioms in Table 3 introduce a new type of constraint, namely inclusions between finite trees t
of arbitrary depth and terms τ . The restriction in the formulation of the last rule of 13 is needed
for algorithmic reasons. Without it, the closure of, for example, the constraint a ⊆ x ∧ f (x) ⊆ x un-
der the consequences of the axiom would contain the infinite set of conjuncts f (a) ⊆ x , f ( f (a)) ⊆
x , f ( f ( f (a))) ⊆ x , etc. No such problem arises in the second rule of Axiom 13: a variable can have
only one ground proper upper bound in a consistent constraint. In order to understand Axiom 14, note
that if α satisfies x ⊆ t and α(x) is nonempty then α(x) = {t}.
We next define three notions of closed forms of constraints, referring to axioms in Tables 1, 2, and 3.
DEFINITION 5.8 (Closed forms γ C2 , γ C2ne , γ C3 ). The C2-closed form γ C2 of a constraint γ is the smallest
set of constraints that contains γ R and is closed under consequences of axioms in Tables 1 and 2. The
ne-C2-closed form γ C2ne of a constraint γ is the (positive) constraint
γ C2ne = {τ1 ⊆ τ2 ∈ γ C2 | nonempty(τ1) ∈ γ C2}.
The C3-closed form γ C3 of a constraint γ is the smallest set of constraints which contains γ C2ne and is
closed under consequences of Axioms 1–5 in Table 1, Axioms 2′ and 5′ in Table 2, and Axioms 13
and 14 in Table 3.
The next lemma, which employs all three notions of closed forms defined above, expresses that a
necessary condition for the entailment of a constraint x ⊆ y by ϕ is that x ⊆ y ∈ ϕC3 . The intuition
behind the lemma is that the C3-closure of ϕ contains all inclusions of the form x ⊆ y entailed by ϕR.
LEMMA 5.1. Let ϕ be a positive constraint. If false ∈ ϕC2 then there exists a ∩-compatible valuation
α mapping variables in V(ϕC2ne) to nonempty sets of trees that satisfy ϕC2ne and the negation of every
inclusion that is not already contained in ϕC3, that is
α |= ϕC2ne ∧
∧
x ⊆ y ∈ϕC3
x ⊆ y.
Proof. For every nonempty variable x and every path p in the set {p | ∃y x ϕC2❀p y} we define a
tree t px . Note that since ϕC2 is closed under Axiom 12 in Table 2, this set is finite. If x
ϕC2
❀p y and
y ⊆ t ∈ ϕC3 for some tree t then we set t px = t . Otherwise we define t px by induction on the length of p,
starting from the longest and then proceeding to shorter paths.
Let p be a maximal path such that x ϕ
C2
❀p y and y ⊆ t ∈ ϕC3 for any tree t . Let a px be a fresh constant
symbol (here we use the assumption that  is infinite). We put t px = a px .
Now suppose t px is defined for all paths p of length k, and we define it for paths of length k − 1. Let
x
ϕC2
❀p y, where p is a path of length k − 1 and let f (u¯) be the least upper bound of y. Note that by
Axioms 5′ and 11 both y and f (u¯) are uniquely defined. Then, for i = 1, . . . , n where n = arity( f ),
we have x ϕ
C2
❀p.i ui and t p.ix is already defined. We put t px = f (t p.1x , . . . , t p.nx ).
We define a lower bound completion ϕlbc of ϕ as
ϕlbc = ϕC3 ∪ {t px ⊆ y | x ϕC2❀p y}.
By construction ϕlbc is closed under all axioms relevant for C3-completion, except transitivity.
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We define α as the least solution of the system of equations
x =
⋃
f (u¯) ⊆ x∈ϕC3
f (u¯) ∪
⋃
t ⊆ y,y ⊆ x∈ϕlbc
t.
We note the following facts:
1. If there exists a tree t such that x ⊆ t ∈ ϕC3 , then α(x) = {t}; otherwise, tx does not occur
in ϕC3 .
Axiom 14 implies that if x ⊆ t ∈ ϕC3 then t ⊆ x ∈ ϕlbc, so t ∈ α(x); any other tree in α(x) would lead
to a clash via Axiom 9 or 11. If there is no tree t such that x ⊆ t ∈ ϕC3 then tεx contains on occurrence
of fresh constant symbols and thus does not occur in ϕC3 .
2. If t px does not occur in ϕC3 , then it occurs only once in ϕlbc.
This is because t px = t p
′
x ′ for (p, x) = (p′, x ′).
3. The valuation α satisfies ϕC2ne .
The proof is analogous to the proof of Theorem 3.1 (Claim 1). There is only one case more to be
checked: if t ⊆ y, y ⊆ x ∈ ϕlbc, and x ⊆ f (x1, . . . , xn) ∈ ϕC2 then t ∈ α( f (x1, . . . , xn)), but this follows
directly from the construction of ϕlbc.
4. t px ∈ α(z) if and only if y ⊆ z ∈ ϕC3 where x ϕ
C2
❀p y (that is, t px ⊆ y ∈ ϕlbc).
The “if” direction is trivial by transitivity. The proof of the “only” if direction goes by induction on
the structure of t px .
If t px is a constant symbol occurring in ϕ then by the definition of t px , y ⊆ t px ∈ ϕC3 ; by the definition
of α, t px ⊆ z ∈ ϕC3 , and by transitivity y ⊆ z ∈ ϕC3 .
If t px is a constant symbol not occurring in ϕ then it occurs only once in ϕlbc, namely in the constraint
t px ⊆ y. By the definition of α, y ⊆ z ∈ ϕC3 .
Suppose t px is a composed term. If t px ∈ α(z) because of the fact that t px ⊆ y, y ⊆ z ∈ ϕlbc then we are
done. Suppose the reason that t px ∈ α(z) is that f (u¯) ⊆ z ∈ ϕC3 , t px = f (t1, . . . , tn) and ti ∈ α(ui ) for i =
1, . . . , n. Then, by construction of t px we have ti = t p.ix . Let vi be the variable such that x ϕ
C2
❀p.i vi .
Now t p.ix ⊆ vi ∈ ϕlbc and t p.ix ∈ α(ui ). From the induction hypothesis we have vi ⊆ ui ∈ ϕC3 . By the
construction of t px we know that f (v¯) is the least upper bound of y, so y ⊆ f (v¯) ∈ ϕC3 . By Axiom 13,
f (v¯) ⊆ f (u¯) ∈ ϕC3 , and by transitivity y ⊆ z ∈ ϕC3 .
5. The valuation α satisfies ∧
x ⊆ y ∈ϕC3
x ⊆ y.
This follows from the fact that tεx ∈ α(y) if and only if x ⊆ y ∈ ϕC3 .
6. The valuation α is ∩-compatible.
The proof is similar to that of Claim 2 in Theorem 3.1. The first inclusion, namely
α(x{τ1,...,τn}) ⊆ α(x{τ1}) ∩ · · · ∩ α(x{τn}), is trivial by Axiom 2.
The other inclusion is proven as in Claim 2 by showing that if t ∈ α(xS) and t ∈ α(xS′ ) then
t ∈ α(xS∪S′ ). Several cases follow easily by Axiom 2′. The only more complicated case is the fol-
lowing: t = f (t p.1x , . . . , t p.nx ), t p.ix ∈ α(ui ), f (u¯) ⊆ xS ∈ ϕC3 , t ⊆ y, y ⊆ xS′ ∈ ϕlbc. By fact 4 above we
know that there exist variables vi for i = 1, . . . , n such that t p.ix ⊆ vi , vi ⊆ ui ∈ ϕlbc. By construction of
ϕlbc we have y ⊆ f (v¯) ∈ ϕC3 . By Axiom 13, f (v¯) ⊆ f (u¯) ∈ ϕC3 . By transitivity y ⊆ xS ∈ ϕC3 . Finally,
by Axiom 2′, y ⊆ xS∪S′ ∈ ϕC3 and by the definition of α, t ∈ α(xS∪S′ ).
This ends the proof of Lemma 5.1. 
EXAMPLE 5.2. Consider the constraint
ϕ = {x ⊆ g(u, v), u ⊆ f (z), v ⊆ f (z), g(u, u) ⊆ y}.
In this example, we identify ϕ with ϕR (intersection does not occur in ϕ); i.e., we do not distinguish
between the variables such as u in ϕ and x{u} in ϕR.
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Several variables are reachable from x in the closed form ϕC2 :
x
ϕC2
❀1 u, x
ϕC2
❀2 v, x
ϕC2
❀1.1 z, x
ϕC2
❀2.1 z.
The terms constructed for this variable are
t1.1x = a1.1x , t2.1x = a2.1x , t1x = f
(
a1.1x
)
, t2x = f
(
a2.1x
)
, tx = g
( f (a1.1x ), f (a2.1x )).
The lower bound completion ϕlbc contains (among others) the constraints
a1.1x ⊆z, a2.1x ⊆z, f
(
a1.1x
)⊆u, f (a2.1x ) ⊆ v, g( f (a1.1x ), f (a2.1x )) ⊆ x .
Moreover, we have that
α(x) = {g( f (a1.1x ), f (a2.1x ))},
α(y) ⊃ {g( f (a1.1x ), f (a1.1x ))}.
We here write “⊃” because there are other lower bounds for the variable y. Note that we have to use
two different constants a1.1x and a2.1x to obtain tεx ∈ α(y).
We will need the notions of entailment and independence for constraints over the domain of nonempty
sets in order to design the satisfiability test on negative constraints over the domain of possibly empty
sets.
DEFINITION 5.9 (Entailment |=+ over P+(T)). Given two positive constraints ϕ and ϕ′, we write
ϕ |=+ ϕ′ if every valuation over the domain P+(T) of nonempty sets of trees that satisfies ϕ also
satisfies ϕ′.
From now on, we use the metavariables S and S′ referring to sets of terms of the given constraint.
Thus,
⋂
S is another notation for a term θ : e.g., if S = {x, y, z} then ⋂S = x ∩ y ∩ z.
The next result yields an algorithm for testing entailment.
THEOREM 5.1 (Entailment). If the positive constraint ϕ is satisfiable over the domain P+(T), and
if we set
ϕ′ = ϕR ∪ {nonempty(x{v}) ∣∣ v ∈ V(ϕ)} ,
then
ϕ |=+
⋂
S1 ⊆
⋂
S2 if and only if xS1 ⊆ xS2 ∈ (ϕ′)C3 .
Proof. For the “if” direction, take any solution β of ϕ, over the domain of nonempty sets. For
all variables xS define α(xS) =
⋂
τ∈S β(τ ). Then α is a solution of ϕ′. Since xS1 ⊆ xS2 ∈ (ϕ′)C3 , by
the validity of our axioms we have α(xS1 ) ⊆ α(xS2 ). Hence,
⋂
τ∈S1 β(τ ) ⊆
⋂
τ∈S2 β(τ ) and β satisfies⋂
S1 ⊆
⋂
S2.
For the “only if” direction suppose that xS1 ⊆ xS2 ∈ (ϕ′)C3 . Since ϕ′ is satisfiable, false ∈ (ϕ′)C2 . By
Lemma 5.1, there exists a valuation α such that α |= (ϕ′)C2 ∧ xS1 ⊆ xS2 . Following the lines of the proof
of Claim 3 of Theorem 3.1 we obtain a valuation β such that
β |= ϕ ∧ β |= ⋂S1 ⊆ ⋂S2,
and thus
ϕ |=+
⋂
S1 ⊆
⋂
S2. 
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As stated at the beginning of this section, the independence property can be expressed as the inde-
pendence of negated conjuncts in a constraint γ . We use this formulation in the next theorem.
THEOREM 5.2 (Independence). If the positive constraint ϕ is satisfiable over P+(T), then the
constraint
ϕ ∪
⋃
i
{⋂Si ⊆ ⋂S′i }
is satisfiable over P+(T) if and only if each constraint
ϕ ∪ {⋂Si ⊆ ⋂S′i }
is satisfiable over P+(T) for every i .
Proof. If ϕ ∪ {⋂Si ⊆ ⋂S′i } is satisfiable for all i , then, by Theorem 5.1, xSi ⊆ xS′i ∈ (ϕ′)C3 . As in
the proof above, using Lemma 5.1 and following the lines of the proof of Claim 3 of Theorem 3.1, we
obtain a valuation β that satisfies ϕ ∪ ⋃i {⋂ Si ⊆ ⋂S′i }. 
The following characterization of the satisfiability of negative constraints γ is based on a decompo-
sition of γ and the independence property. Together with Theorem 5.1 this yields a satisfiability test
for γ .
THEOREM 5.3 (Negation). Given the constraint
γ = ϕ ∪
⋃
i
{⋂Si ⊆ ⋂S′i },
we set N (γ ) = {v ∈ V(γ ) | nonempty(x{v}) ∈ γ C2} and
ϕne = {θ1 ⊆ θ2 ∈ ϕ | V(θ1 ⊆ θ2) ⊆ N (γ )}.
Then γ is satisfiable if and only if
ϕne |=+
⋂
Si ⊆
⋂
S′i
for all i such that xS′i is nonempty in γ C2 .
Proof. The “only if” direction of the proof is obvious. For the “if” direction, suppose that
ϕne |=+
⋂
Si ⊆
⋂
S′i for all i . By the independence theorem,
γne = ϕne ∪
⋃
i
{⋂Si ⊆ ⋂S′i }
is satisfiable over the domain of nonempty sets. If β is a solution of this constraint, we update it
to a solution of γ (over the original interpretation domain) by putting β(v) = ∅ for all variables
v ∈V(γ ) −N (γ ). 
THEOREM 5.4. The satisfiability problem for negative set constraints with intersection is DEXPTIME-
complete.
Proof. We apply the complexity analysis of Section 4 to the new sets of axioms. Note that all ground
terms introduced by Axiom 13 occur as proper upper bounds and that a nonempty term τ may have at
most one ground proper upper bound. 
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6. DEFINITE SET CONSTRAINTS
In this section we show that set constraints with intersection are equivalent in expressive power with
definite set constraints and that both classes are linearly inter-reducible.
We need to introduce the set operation of projection. The projection f −1(i) (S) of a set S on the i th
position with respect to the constructor symbol f is the set of all subtrees rooted at the i th position of
trees in S with root symbol f .
f −1(i) (S) = {ti | f (t1, . . . , ti , . . . , tn) ∈ S}
Definite set constraints are conjunctions of inclusions of the form exp1 ⊆ exp2, where the left-hand
side exp1 is built up using set variables, constants, function applications, projections, set union, and
intersection, while the right-hand side exp2 is built up using set variables, constants, and function
applications only.3
To Definite Constraints. Constraints that are in the language of set constraints with intersection and
not in the language of definite set constraints contain an inclusion with intersection on its right-hand
side. Nested occurrences of intersection may be replaced by the introduction of new variables. Unnested
occurrences of intersection on the right-hand side of an inclusion may be removed according to the rule
exp ⊆ exp1 ∩ exp2 if and only if exp ⊆ exp1 and exp ⊆ exp2.
From Definite Constraints. We have to remove all occurrences of unions and projections on the left-
hand sides of inclusions. Removing unions on the left-hand side is analogous to removing intersections
on the right-hand side. The remaining problem is to remove projections. Again, nested occurrences of
projection may be replaced by the introduction of new variables. We remove unnested occurrences of
projection using the equivalence
f −1(i) (X ) ⊆ Y iff X ∩ f (, . . . ) ⊆ f (, . . . Y, . . . ),
where Y occurs on the i th position of the term f (, . . . , Y, . . . , ). Here,  denotes the set of all
terms. The symbol  is not in the signature, but it is sufficient to add the conjunction of the inclusions
f (, . . . ,) ⊆  and x ⊆  for each function symbol f ∈  and each variable x that occurs in the
constraint.
The following characterization follows from the above reductions and Theorem 3.1. It continues to hold
for negative definite set constraints.
THEOREM 6.1. The satisfiability problem for definite set constraints is DEXPTIME-complete.
7. RELATED WORK
It is not clear whether one should compare the algorithm given by Heintze and Jaffar [32, 34] with
ours (the first one, for positive set constraints with intersection) since it takes a different input than ours,
i.e., a class of set constraints with different (in fact, more) set operators. Also, their main motivation
then was to solve the decidability question of the satisfiability problem. The main difficulty with their
algorithm was, in fact, to prove the termination; they do not give its complexity. Their algorithm works by
stepwise transformations of tree grammars followed by a separate satisfiability test. Their syntax shares
with ours the use of intersection variables which, roughly, stand for intersection terms and thus make
the syntax homogeneous. They have not considered negative definite set constraints. Some techniques
for manipulating intersection variables are similar to the techniques used in [33] for a different class of
set constraints.
Fru¨hwirth et al. [26] characterize the membership problem in the least model of a logic program in
a subclass of so-called proper unary-predicate programs by the same complexity. Their lower bound
proof is similar to ours (and, in fact, our proof was inspired by theirs); their algorithm is based on
3 In [32, 33] the relation ⊇ is used instead of ⊆ and left-hand and right-hand sides are interchanged.
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2-way automata transformations. Both definite set constraints and proper programs are used as ap-
proximations of logic programs. Definite set constraints can express the empty set of solutions (i.e.,
they can be inconsistent), whereas proper programs cannot. Every definite set constraint in solved form
can be transformed directly into an equivalent proper program. We do not see, however, how a direct
transformation for the case of general (satisfiable) positive definite set constraints would be possible.
Also a transformation in the other direction (from proper programs to definite set constraints) is not
known. In the framework of Heintze and Jaffar [35], the analysis that applied on proper programs yields
an accurate approximation involving so-called quantified set expressions. The analysis with definite set
constraints given in [35] is less accurate. There, for example, the proper program given by the two rules
p(f(xp, a))
q(f(xq, b)) ← p(f(xq, b))
is nonaccurately approximated by the definite set constraint x p ⊇  ∧ xq ⊇ , where  denotes the
set of all trees. Recently, Talbot et al. presented an extension of the class of definite set constraints [58]
that allows accurate analysis of proper programs.
In [14], we investigated the independence property for inclusion constraints over nonempty sets of
trees (the constraints use no other set operators than the constructors; i.e., they consist of inclusions
between Herbrand terms). The main theorem there states the independence property for this class of set
constraints and is subsumed by Theorem 5.2. The algorithm for testing entailment presented in [14] is
not complete. Mu¨ller et al. [50] present a complete algorithm and show the PSPACE-completeness of
the problem.
The only class of set constraints (over the standard interpretation domain of possibly empty sets)
that has been considered previously for the incorporation of negation is the one where all Boolean
set operators (intersection, union, and complement) may be used. The techniques used for solving the
corresponding satisfiability problem in the three approaches [3, 12, 20] (based on reductions to problems
over tree automata, hypergraphs, and the monadic class, respectively) are different from each other and
are all incomparable with the technique presented in this paper.
Co-definite set constraints are dual to definite set constraints in that they have a greatest solution
(if satisfiable). In [16], we show that their satisfiability problem is DEXPTIME-complete. They can be
used to approximate the greatest model of logic programs [52], just as definite set constraints are used
to approximate the least one. One interest of computing approximations of least and greatest models
of logic programs stems from the connection with the verification of CTL properties of infinite-state
transition systems that we exhibit in [17]. Set constraints with solutions defined by alternating fixpoints
are considered in [11].
Following our work presented in the preliminary version [15] of this article, there have been several
works (e.g., [23–25, 58]) on other, related classes of set constraints that also fall into the complexity
class of DEXPTIME-complete problems. There, our algorithmic setup (bottom-up fixpoint iteration) and
the memorizing technique for nonemptiness of variables have been picked up and further refined by
using bit-vector presentations for intersection variables.
In [18] we proved that the satisfiability problem for set constraints with intersection over unary trees
is also DEXPTIME-hard. That result is perhaps surprising since unary trees are words and problems
over word automata often fall into PSPACE. Definite and unary set constraints are obtained by two
restrictions (in expressivity) of positive set constraints that decrease the complexity of the satisfiability
problem (from NEXPTIME to DEXPTIME); combining the two restrictions, however, does not decrease
the complexity any further.
In the special case of set constraints with intersection over the alphabet of one unary function symbol
and one constant (i.e., words over one-letter alphabet), the satisfiability problem is NP-complete [53].
8. CONCLUSION
We have singled out a class of set constraints by a simple condition on the syntax. We have given an
algorithm, in a concise representation, which performs the satisfiability test in single-exponential time.
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The algorithm computes which variables denote the empty set in the least solution and presents the
least solution as a tree automaton, which is important for its use in program analysis. We have proved
the DEXPTIME-completeness of the satisfiability problem and thus given the first such complexity
characterization for a general class of set constraints (i.e., over a general ranked alphabet). We have
shown the equivalence between this class and the class of definite set constraints regarding expressiveness
and complexity. We could thus settle the complexity question of that class. We have then incorporated
negation into our class and have shown that the complexity of the satisfiability problem remains the
same. We have built on previous work of ours to prove the independence property for our class of set
constraints if the empty set is excluded as a value. We have given an entailment algorithm which works
under the same condition. Starting from a simple observation, we have shown how one can reduce the
original satisfiability problem for negative constraints to one where we can exploit the independence
property and the entailment algorithm.
This work fits into a more general line of research. The satisfiability problem for several classes
of set constraints is NEXPTIME-complete [9, 12, 13, 57]. The question arises for which natural and
useful subclasses faster algorithms testing satisfiability exist. Aiken et al. [2] give a detailed analysis
of the complexity of subclasses of positive set constraints which are obtained by restricting the ranked
alphabet of constructor symbols; for example, positive set constraints over unary trees have a DEXPTIME-
complete satisfiability problem. Atomic set constraints are positive set constraints without any set
operator. It is folklore that their satisfiability problem can be solved in cubic time.
The problem for set constraints with union (the only operators forming the expressions are
constructors and the union operator) is not dual to the one for set constraints with intersection. For
example, f (x1, x2) ⊆ f (y1, y2) ∪ f (z1, z2) (over the domain of nonempty sets of trees) implies, but is
not implied by x1 ⊆ y2 ∪ z2 ∧ x2 ⊆ y2 ∪ z2. That is, this implication (which would be the analogous to
Axiom 8, the “decomposition rule”) is too weak to infer that, for example, f (a, b) ⊆ f (a, a) ∪ f (b, b)
is unsatisfiable. The problem is DEXPTIME-hard and lies in NEXPTIME.
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