Objective. Separating neural signals from noise can help to improve brain-computer interface 2 performance and stability. However, "spike-sorting" suffers from a lack of a ground truth for classifying 3 waveforms, and most algorithms for separating neural action potentials from noise are not suitable for use 4 in real time and have shown mixed effects on decoding performance. Our goals were to automate the 5 intuition of human spike-sorters to operate in real time with an easily tunable parameter governing the 6 stringency with which spike waveforms are classified. Approach. We trained an artificial neural network 7 with one hidden layer on neural waveforms that were hand-labeled as either spikes or noise. The network 8 output was a likelihood metric for each waveform it classified, and we tuned the network's stringency by 9 varying the minimum likelihood value for a waveform to be considered a spike. Using the network's 10 labels to exclude noise waveforms, we decoded remembered target location from electrode arrays 11 implanted in prefrontal cortex (PFC) during a memory-guided saccade task in two rhesus macaque 12 monkeys. We assessed our network's performance by measuring how it influenced decoding accuracy.
Introduction

23
Brain computer interfaces (BCIs) have been used as both research tools to understand neural 24 phenomena (1-4) and devices to improve patient control of prosthetics (5-7). BCIs interpret neural signals 25 arising from electrodes implanted in the cortex using real-time decoding algorithms; however, their 26 performance is limited by the difficulty of segregating individual neurons from extracellular voltage 27 signals ("spike-sorting"), the characteristics of the information present in individual neurons and multi-28 unit activity (their "tuning"), as well as the nuances of interactions among neurons (8). Refining the raw 29 data is necessary to improve BCI performance, but identifying waveforms that contain relevant 30 information is challenging.
31
One common noise removal method is to use all waveforms crossing a minimum voltage 32 threshold for decoding, where all waveforms on a particular channel are considered to be from a single waveform classifier demonstrates promise for long-term BCI applications and our findings highlight the 71 value of spike-sorted data as a training set to inform waveform classification.
73
Materials and Methods
74
We trained a neural network, using a database of spike-sorted waveforms, to assign waveforms to 75 a spike or noise class. We then tested the network's classifications with another data set that was 76 independent from the training set. To evaluate the network's classifications, we decoded task location 77 using only waveforms labeled as signal by the network and compared the accuracy to decoding accuracy 78 using all recorded waveforms. All experimental procedures were approved by the Institutional Animal 
81
Neural recordings 82 We analyzed neural recordings from six adult male rhesus macaques (Macaca mulatta) which 83 had previously been spike-sorted for ongoing experiments in the laboratory. Data from four subjects were 84 used to train our spike-classifying neural network, and data from the remaining two subjects (Monkey Pe 85 and Monkey Wa) were used to assess decoding accuracy using the network's classifications. Raw 86 recordings from both 96-electrode 'Utah' arrays (Blackrock Microsystems, Salt Lake City, UT) and 16-87 channel linear microelectrode arrays (U-Probe, Plexon, Dallas, TX) were band-pass filtered from 0.3 to 88 7,500 Hz, digitized at 30 kHz, and amplified by a Grapevine system (Ripple, Salt Lake City, UT). For 89 each recording session, a threshold was defined for each channel independently based on the root-mean-90 squared voltage of the waveforms (VRMS) recorded on that channel at the beginning of the session (i.e. 91 VRMS*X, where X was a multiplier set by the experimenter). Each time the signal crossed that threshold, a 92 52-sample waveform segment was captured (i.e. a threshold crossing), with 15 samples prior to and 36 93 samples following the sample in which the threshold excursion occurred.
94
Offline spike-sorting 
154
With the aforementioned training waveforms, the network was trained to maximize accuracy 155 based on binary labels (0 for noise, 1 for spikes) using an Adam optimization algorithm (36) and a binary 156 cross-entropy loss function in batch sizes of 100.
157
For a single waveform input run through the trained network, the output was a value between 0 158 (likely not a spike) and 1 (likely a spike), which represented the network's assessment of the likelihood 159 that the input waveform was a spike. While this output value was not a conventional probability, we refer 160 to it as the probability of being a spike or P(spike) because it was a likelihood metric scaled between 0 161 and 1. Supplementary Figure 1 provides more intuition regarding the hidden layer units and how the 8 network assessed waveforms. In order to classify the waveforms using the network's output probability,
163
we set a minimum P(spike) for a waveform to be classified as a spike. We referred to this minimum 164 probability as the γ threshold. A γ threshold of 0 classified all of the waveforms that were captured for the 165 session as spikes; this is often referred to as 'threshold crossings' in the literature. Increasing γ resulted in 166 fewer waveforms classified as spikes because the P(spike) cutoff was higher. 
229
Decoding accuracy was calculated as the ratio of the number of correct prediction labels to the 230 total number of predictions. We used 5-fold cross validation and computed the average decoding accuracy 231 across folds.
233
Results
234
We trained a one-layer neural network called Not a Sorter (NAS) to evaluate the likelihood that a 235 neural waveform was a spike. We used a diverse set of waveforms in the training set from different brain 236 regions, subjects, and array implant ages (time since array implant) in order to expose the network to a 237 variety of waveform types. Each waveform in the training set was assigned a binary label of noise (0) or 238 spike (1) via offline spike-sorting with manual refinement by researchers. The network was also exposed 239 to variability in spike classification due to manual sorting because different researchers sorted different 240 sets of waveforms in the training data. The network learned to assess how spike-like a waveform was 241 based on binary labels, but itself output a continuous value between 0 and 1 for each waveform allowing 242 for tunable classification. We referred to this output as the probability of being a spike or P(spike). The 243 network classified 1000 waveforms in less than one millisecond on average (computed on a 2011 iMac 244 with a 2.8 GHz Intel Core processor). In a 10 ms bin, 1000 waveforms would be the expected output of
Qualitative assessment of NAS classifications 248
To assign each NAS-classified waveform a binary spike or noise label, we set a parameter called 249 the γ threshold, which was the minimum P(spike) a waveform needed to be considered a spike waveform.
250
We found that even a low γ threshold, such as γ=0.20 (Fig 3a) , assigned most waveforms to classes that a 251 human spike-sorter would deem appropriate. Most spike-sorters and spike-sorting algorithms search for 252 waveforms with a canonical action potential shape -an initial voltage decrease followed by a sharp 253 increase, a narrow peak, and a return to baseline. Increasing the γ threshold to 0.70 (i.e. only waveforms 254 assigned a P(spike) > 0.70 were considered spikes) mimicked the effect of a more selective spike-sorter 255 (Fig 3b) , where the percentage of spike waveforms on the channel decreased since more waveforms were 256 placed in the noise class and the remaining spike waveforms had a clearer single-unit shape. Considering 257 all of the waveforms from this same channel, the range of P(spike) values coincided well with our 258 subjective impression of the match of individual waves with a canonical action potential shape (Fig 3c) , 259 and this was also true across all channels from this array (Fig 3d) . Thus, tuning the γ threshold from low 260 values (near 0) to high values (near 1) resulted in a shift from a more permissive to a more restrictive 261 regime. we set the γ threshold and discarded any waveforms with a P(spike) below the threshold. Next, we split 282 the data into training and testing sets. We trained the decoder using the training set to decode the task 283 condition (the remembered location, out of 8 possibilities) during the delay period of a memory-guided 284 saccade task on each trial (see Methods). Then, we used the trained decoder to assess decoding accuracy 285 in the test set(s). We repeated this process for the same data set using multiple γ thresholds between 0 286 (i.e., all threshold crossings were considered spikes) and 0.95 (i.e., only waveforms assigned a 0.95 or 287 greater probability by the network were considered spikes). Since only waveforms classified as spikes 288 were used for decoding, as the γ threshold increased, fewer waveforms remained for decoding.
289
Initially, we used 80% of trials to train the decoder and the remaining to test it. We analyzed decoding (by setting a high γ threshold) did not have a large impact on decoding accuracy, which 297 appeared to plateau after the peak. We found that increments of the γ threshold did not remove the same 298 number of waveforms. A substantial proportion of waveforms were removed at the lowest γ threshold 299 tested (especially in Monkey Pe), and small increments of the γ threshold as it approached a value of 1 300 could also result in large increases in the proportion of removed waveforms (especially notable in Figure   301 4b).
302
Ideally, for the sake of simplicity during online BCI experiments, we could select a single γ 303 threshold and use it for all recording sessions. We wanted to find the lowest γ threshold that improved 304 decoding accuracy for the majority of recording sessions. We focused on lower γ thresholds because it 305 was a conservative approach, and because our intuition from single channels and results in example sessions ( Figure 4 ) showed it could have the greatest benefit for decoding. In order to ensure the γ 307 threshold we selected was cross-validated, for the remaining analyses we created two test sets for 308 decoding (training set: 60% of trials, test set 1: 20% of trials, test set 2: 20% of trials). The first test set 309 was used to determine the optimal value of the γ threshold and the second to determine its impact on 310 decoding. For each session, using the first test set, we found the maximum cross-validated decoding 311 accuracy at any γ threshold, and then searched for the lowest γ threshold that resulted in a decoding 312 accuracy within 99% of that maximum (Fig. 4c, d ).
313
Since the optimal γ threshold varied between sessions, we computed the median across sessions 314 of these γ thresholds chosen with our cross-validation approach and rounded it to the nearest tested value 315 (Monkey Pe: γ = 0.2, Monkey Wa: γ = 0.08). We then used that median value as the γ threshold for all 316 sessions in the second test set and analyzed the change in decoding accuracy from decoding using 317 threshold crossings in that same test set, which we termed ∆ % decoding accuracy (Fig. 4e, f) . Combining 318 sessions from both animals, the average improvement in decoding accuracy was 3.9% (2-tailed, Wilcoxon 319 signed rank test; across subjects: p < 0.0001, Monkey Pe: p < 0.0001, Monkey Wa: p = 0.057). Thus, our 320 network's classifications tuned to the previously described γ thresholds resulted in a net benefit for 321 decoding performance across sessions compared to using threshold crossings. Although we could tune the 322 γ threshold for each session to maximize the decoding, our choice of a fixed γ threshold was more 323 consistent with the use of our network in an online decoding context, where it would be desirable to set a 324 constant γ threshold at the start of each session rather than tuning it as a free parameter. However, an 325 alternative strategy would be to collect a small data set at the start of each day to find the optimal gamma 326 value, and then continue experiments for the remainder of that day using the chosen value.
327
Given the ability of our network to improve decoding accuracy beyond that observed with 328 threshold crossings, we took advantage of our longitudinal recordings in a fixed paradigm to understand and Monkey Wa (γearly = 0.06, γlate = 0.08). Decoding accuracy compared to threshold crossings (∆ % decoding accuracy) was significantly increased in Monkey Pe (Figure 5d , 2-tailed, Wilcoxon signed rank 372 test, p < 0.0001) and was not significantly helped or hurt in Monkey Wa (p = 0.09). In line with the trends 373 in signal and noise over time, the decoding accuracies from later sessions (> 50 days post implant) were 374 helped more by the network classifications in both subjects than those from earlier sessions (Figure 5d ,
375
Wilcoxon rank sum, Monkey Pe: p = 0.01; Monkey Wa: p = 0.01). When we normalized the decoding 376 accuracy at each γ threshold by the decoding accuracy using threshold crossings for each session and 377 separately averaged across early and late sessions, the increased benefit of using the network in the later 378 sessions compared to the earlier sessions was clear (Figure 5e ).
379
Altogether, these results provide additional evidence that factors such as time since the array was 380 implanted and signal to noise ratio influence decoding accuracy and affect how noise removal impacts 381 decoding performance. Despite decreasing signal quality and increasing noise waveforms, the effect of 382 using our network classifications for noise removal prior to decoding was consistent in that it was most 383 often beneficial for decoding and at worst minimally detrimental. We also confirmed that these results 384 were not affected by poor γ threshold selection by using the maximum decoding accuracy regardless of γ 385 threshold to calculate ∆ % decoding accuracy ( Supplementary Figure 3a) , nor were the results 386 substantially influenced by variability in the number of trials across sessions ( Supplementary Figure 3b ).
387
Lastly, we assessed whether the benefits of our network also held in another brain region (V4) recorded 388 from different Utah arrays but in the same sessions from the same animals in the test data set, and found 389 similar results ( Supplementary Figure 4) . contain the activity of many individual neurons, it likely also impacted the magnitude of the noise 508 correlation between channels. Our decoder assumed that the noise on each unit was independent, a choice 509 common to BCI, which permitted training the decoder with a smaller quantity of trials than is necessary to 510 learn the covariance structure in the population. The effect of our network on decoding surely depends on 511 not only the structure of the network and the choice of γ threshold, but also the structure of noise present 512 in the population and the sensitivity of the decoder to that noise.
513
In addition to understanding how the type of noise present in the data impacts decoding, it may 514 also be useful to evaluate the types of neural waveforms that contribute to decoding. Different levels of 515 single and multi-unit activity are captured during a neural recording depending on the threshold set by the 516 researcher (i.e. the minimum voltage level at which the neural activity is marked as a spike). By adjusting 517 this threshold, we change the candidate waveforms available for decoding. Oby et al. (26) found that the 518 optimal threshold depended on the type of information being extracted from neural activity. Another 519 study found that higher thresholds, which captured less multi-unit activity, resulted in worse decoding of 520 direction from M1 (10). These studies in the context of our own findings highlight the need to identify 521 specific types of waveforms that contribute to the decodable information in different brain regions and 522 task contexts.
523
Other variables that impact decoding accuracy 
539
Extensions for NAS 540 Our neural network-based spike sorter is a promising tool for both offline spike-sorting and 541 improving online decoding performance. However, in designing our network we only scratched the 542 surface of many potential avenues to address these challenges. We found that using networks with 543 different numbers of hidden units and layers did not substantially alter decoding accuracy even though 544 there were some differences in how these different sized networks classified waveforms. Given that our 545 network was relatively simple, it would be possible to implement similar operations with alternative 546 algorithms such as logistic regression. We chose a neural network because it was easily trainable from 547 existing data and there are many ways to modularly build upon its complexity. Although we opted to use 548 50 hidden units and one hidden layer, it is possible that a more complex network with additional filtering 549 operations and more categories of waveform classification may result in improved decoding performance and could help to create a more robust spike-sorter or a pre-processing step for offline analyses. 630 Supplementary Figure 1 . Weights for three sample hidden units (n1, n2, n3) of the neural network hidden layer and their outputs. To demonstrate how the network classified waveforms, we used 1000 example input waveforms from each of three different categories (bottom three panels: mean and standard deviation of the waveforms in each category). The first category included very spike-like waveforms (i.e. those that were assigned a P(spike) value between 0.95 and 1 by the network, green), the second included moderately spike-like waveforms (0.50 < P(spike) < 0.55, blue), and the third included noise (0<P(spike)<0.05, grey).
To visualize the hidden layer, we selected three out of the 50 hidden units and plotted their weights (left panels, Whidden layer). Each waveform was linearly scaled by the weight vector of units n1, n2, and n3 and summed (middle panels: mean and standard deviation of the scalar outputs of Whidden layer x waveform; waveform category indicated by bar color and column, and unit # indicated by row). The output of the hidden layer was passed through a ReLU non-linearity before being multiplied by an output weight (right, Woutput layer). The resultant values were summed and passed through a sigmoid non-linearity to produce a P(spike) value (not shown).
Overall, the network's hidden units were difficult to characterize; however, we observed that certain hidden units tended to have a larger, positive response to very spike-like waveforms (e.g. n1 green bar) while others had a larger, positive response to noise waveforms (e.g. n3 grey bar). The positive Woutput layer for n1 would then weigh the final summed output towards a P(spike) of 1 and the negative Woutput layer for n3 would weigh the output towards a P(spike) of 0. Unlike n1 and n3, n2 had variable responses to different types of waveforms, indicating that not every unit had a well-defined spike or noise preference. Overall, we found that different units in the hidden layer focused on features that were associated with different types of spikes in the training data. Note that in the network, the contribution of bias values was not shown in this visualization.
