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Thesis Advisor: Leonid Kalachev
We wish to consider the possibilities of dispersal driven instabilities arising in a 
continuous-time, spatially dependent, host-parasite interaction formulated as a system o f 
integro-differential equations. Integro-differential equations have two components: 
differential equations specifying the growth and interaction dynamics, and redistribution 
kernels specifying how the individuals disperse. This formulation assumes that the 
species are growing and dispersing continuously which limits its utility to tropical plant 
interactions where there are no seasonal variations.
We motivate such a model exhibiting Holling Type I predation by an obligate parasite 
and determine conditions for which a spatially structured solution may be obtained. We 
perform a nonlinear analysis on a truncated Galerkin approximation. We analyze the 
truncated system on the center manifold, and as a check, perform an asymptotic analysis 
and obtain qualitatively similar results.
Our analysis predicts a solution consisting of two modes: one representing spatial 
uniformity, the other representing a periodic spatial structure. Both oscillate in time, the 
spatially uniform mode at twice the frequency as the spatially structured mode.
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CHAPTER 1 
Introduction
Spatial models comprise a substantial portion of the bio-m athem atical litera­
ture. Since Fisher’s paper of 1937 and Turing’s seminal paper of 1952, these models 
have mostly been concerned w ith spatial structures such as patterns and m igration 
fronts observed in nature. The goal is in trying to ascertain how these structures 
come into existence and how they behave. It is clear th a t any underlying environ­
m ental heterogeneity will facilitate pattern  formation and th a t any concentration 
gradient will motivate migration fronts. But many questions arise depending on 
the particular definition of heterogeneity and the source of the concentration gra­
dients. For example, if the heterogeneity is independent of the system dynamics, 
it is clear th a t the organisms will simply congregate according to  the sta tic  het­
erogeneity or migrate according to  the established gradient. This will result in 
a spatial structuring th a t coincides with the physical environmental conditions. 
W hat is not so obvious is what happens when the environmental heterogeneity or 
the gradient is part of the system dynamics. T hat is, what sorts of behavior can 
be expected when the hab itat suitability depends locally on the existent species? 
For example, if we allow the species to move, we may expect th a t hab ita t may 
improve or degenerate locally depending on whether individuals have m igrated 
there. There may be interspecific or intraspecific interactions th a t locally affect
the fitness of an individual effectively making habitat suitability a function of both
1
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function of both  location and time.
M athem atical models describing spatial systems have a rich history. Fisher 
(1937) first acknowledged the idea of a  diffusion wave front in a biological context, 
and proposed a model for the propagation of an advantageous gene throughout 
a spatially distributed population. Kolraogrov et. al. (1937) determined condi­
tions for which the solution is valid and calculated the minimum stable propaga­
tion velocity for certain initial population distributions. The problem of pa ttern  
formation was first considered by Turing (1952) who proposed a model for a dif­
fusive chemical system which resulted in a spatial concentration pattern . Later, 
researchers extended this idea of diffusion-driven pattern  formation to explain skin 
and coat patters observed on animals (Murray (1989), Shaw and M urray (1990), 
Lara Ochoa and Murray (1983)). In these models, it is assumed th a t the patterns 
arise from chemicals diffusing to and reacting in very specific spatial regions. This 
is essentially a chemical kinetics model and has been considered successfully by 
chemists to model the celebrated BZ reaction. Kawczyhski et. al. (1992) proposed 
a model for the Belousov-Zhaboutinsky reaction th a t displays a time dependence 
on the observed concentration pattern. They find an interesting combination of 
a generated pattern  and a travelling wave. O ther models (Guslander and Field 
(1991)) predict stable pattern  formation for similar models.
Because of the mathem atical similarity between biological and chemical sys­
tems, biologists adapted this formulation to  model biological systems. The most 
striking similarity between chemical and biological systems lies between predator-
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prey interactions and chemical reactions. Thus, many models considering such 
predator-prey interactions appeared in the literature th a t predicted spatial pa ttern  
formation. Most of the systems considered involve insect populations, phytoplank- 
ton/zooplankton interactions or bacterial cultures in a chemostat. These types of 
systems respond to concentration gradients and as such, may be modelled by a 
system of reaction-diffusion equations. Initially the models were relatively simple 
in th a t the diffirsivities were assumed to be constant in tim e (Segel and Jackson 
(1972), Mimura and Murray (1978)). However, as the idea gained familiarity, re­
searchers considered more realistic formulations which involved both  spatially and 
tem porally varying diffusivities. These models predicted many new types of behav­
ior, including chaos (Timm and Okubo (1992), Sherratt (1995), Pascual (1993)).
Fundamentally these models assume a random walk process for the m igration 
of individual organisms. W ith this formulation, the organisms respond to density 
gradients and move from high densities to low densities. The assumption is th a t 
they will move in a direction chosen at random with some probability distribution 
and will continue to move in th a t direction until they come in contact w ith another 
individual. Once this occius, they recoil in another random direction. T hat is, the 
dispersal mechanism is dependent only on a concentration gradient. This standard 
derivation gives rise to a Gaussian distribution which drops to  zero extremely 
rapidly. There is a  limit, however, to the utility of such a formulation. There 
are species and species interactions tha t simply do not behave accorchng to these 
assumptions. Many plant species migrate by seed dispersal which is not driven by
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concentration gradients. These types of migrations are driven by the particular 
seed dispersal pattern; for example, ballistics (Neubert et. al. (1995)), advection 
w ith a certain probabihty of settling (Neubert et. al. (1995)), or seed predation 
(Janzen (1970)). Further, experimental evidence suggests th a t certain species do 
not redistribute according to a Gaussian distribution. In an attem pt to extend 
this reaction-diffusion formulation to such systems, B ritton (1990) reformulated 
the dispersal dynamics with attention paid to populations displaying longer range 
dispersal.
O thers have cast the problem in terms of integro difference and integro dif­
ferential equations (Lewis (1994), Anderson (1991), Atkinson and Reuther (1976), 
Brown and Carr (1977), Mollison (1977), Kot et. al. (1995), Neubert et. al. 
(1995)). Here the dispersal dynamics are assumed to follow a predeterm ined prob­
ability distribution. T hat is, the organisms are assumed to  m igrate a given dis­
tance with a known probability distribution. This formulation is appropriate for 
the many perennial plant species in which the mother plant disperses seeds to 
other locations while remaining stationary. It is attractive to  the biologist because 
empirical data can be used to determine the redistribution kernels. Here, the as­
sum ption is th a t each species grows according to  the specified dynamics including 
any interspecific or intraspecific interactions such as mutualism, com petition, or 
predator-prey interactions and disperses according to its own redistribution ker­
nel. The position of the mother plant remains fixed, and the progeny become 
established some distance away. In this way, the population as a whole spreads.
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Here, a high population density does not motivate a m igration of individuals as 
it would w ith a reaction-diffusion formulation, rather it only serves to  m aintain a 
high number of seeds with the potential for dispersing. Also assiuned is the fact 
th a t plant population density does not affect seed dispersal. The redistribution 
kernels are independent of the fitness of the population. This is justified in light 
of the many plants th a t rely on external factors such as wind, water, and small 
animals for seed dispersal.
Neubert et. al. (1995) considered a discrete-time predator-prey model in 
which each population disperses according to a ‘typical’ probability distribution 
at each tim e step. ‘Typical’ in th a t one species has characteristically long range 
dispersal and the other, characteristically short. They find evidence of dispersal 
driven instability and determine the types of possible bifurcations. This thesis 
work is a continuous-time analogue to papers by Neubert et. al. (1995) and 
Neubert (in press). We will m otivate and develop a continuous-time, two species, 
spatial population model with similar dispersal dynamics. We will establish the 
existence of dispersal driven instability through a standard linear analysis. To 
determine the qualitative character of the spatially structured solution we convert 
the original system of integro-differential equations into an infinite dimensional 
system of ordinary differential equations via a Galerkin expansion. We truncate 
this to a four dimensional system and analyze its projection onto a center manifold. 
As verification, we apply the Poincare-Lindstedt m ethod of matched asym ptotic 
expansions and show th a t the same qualitative behavior is obtained. Finally, we
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include a numerical solution of both the tnm cated  system of ordinary differential 
equations and the asymptotic approximation.
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CHAPTER 2
Model
2.1 Growth Dynamics
Focusing on a plant population dynamics formulation, we consider a system 
of two interacting species existing in a homogeneous, spatially one dimensional 
ecosystem. We hope to capture some ecologically realistic aspects of host-parasite 
interactions and show how dispersal can lead to heterogeneous population distribu­
tions. In the following model, one species acts as a host, the other acts as parasite. 
We tacitly  assume th a t both the host and parasite are plant species rather than  a 
plant host and insect parasite. If the parasite were animal, the individuals would 
be mobile and subject to diffusion. We also assume the parasite is obligate on its 
host and th a t we have no seasonal variation. This should pose little restriction on 
account of the numerous tropical and sub-tropical epiphytic species such as the 
many bromeliads th a t live exclusively on their hosts. The dominant features of 
such an interaction are th a t the parasite fitness is enhanced by its host and the 
host fitness is decreased by the parasite. In general, the host will be subject to 
stresses of parasitism  and consequently will have a  reduced seed viability. In the 
absence of the parasite or if the parasite density is much less than  th a t of the host, 
the host will grow to a healthy carrying capacity. T h at is, there is a saturation  in 
the damage to the host due to parasitism. These assumptions are indicative of a 
generic host-parasite interaction, and should provide accurate qualitative results
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for quantitative behavior of a particular host-parasite interaction. Finally, since 
we consider only the cases in which there is little or no seasonal variation, we may 
formulate these dynamics as a  system of ordinary differential equations. We arrive 
at;
dP
N \  k P
N  + D
(2 .1 a)
(2 .1 b)
dt
System 2 . 1  represents the growth dynamics for this generic host-parasite in­
teraction. The right hand side of each equation gives the instantaneous growth 
rate for each species, N  and P. Here, N  represents the density of the host species 
and P  represents the density of the parasite species. W ith this formulation, in 
the absence of parasitism , the host grows logistically to a constant carrying ca­
pacity K  w ith intrinsic growth rate r. The term  N r  ( l  — reflects this. This is 
a standard formulation because of its ease in m athem atical analysis, and its bio­
logical relevancy. We introduce the parasitism interaction with the term  — .
This term  is proportional to N P  indicating a mass action parasitism  in which the 
host is harmed when it occurs with the parasite. However, this term  is modified 
by H- D  in the denominator. This effectively saturates the parasitism . For N  
sufficiently large, the parasitism  term  becomes negligibly small. This captures the 
fact th a t a healthy host population can handle some parasitism  with little notice; 
this type of interaction is called Holling Type I predation/parasitism . Looking at 
the parasite dynamics, we note the derivative is proportional to Ps.  This indicates
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that, the  parasite grows exponentially in an abundant environment. However, it 
has a host dependent carrying capacity included in the term  — . This indicates
th a t we again have some sort of mass action mortality, bu t this time, the  parasite 
is harm ed by itself. Furthermore, for low host densities, the parasite m ortality  is 
enhanced. This suggests we have an obligate parasite. For a complete description 
of each individual param eter, see Appendix A in which we illustrate a  dimensional 
analysis of system (2.1). After non-dimensionalizing system (2.1), we arrive at:
^  =  u { l - u ) ~ =  f { u , v ) ,  (2 .2 a)
at u + a
di>
( l  -  ^ )  =  9 (“ .«) ■ (2 .2 b)
2.2 Redistribution
Next, we need to consider how to let these populations redistribute through 
space. Our primary assumption is th a t these populations may disperse seeds in 
a leptokurtic fashion. T hat is, their redistribution kernels have heavy tails and 
do not necessarily follow a Gaussian distribution. To accomplish this, we assign 
a probability distribution to  each species giving the probability a t each location 
th a t seeds disperse a given distance. Essentially, this kernel gives the probability 
th a t organisms located at x  disperse to and enhance its growth rate in the interval 
(y, y  +  dy), \x — y\ units away. One can envision this dispersal as a limiting pro­
cess of a  spatially discrete formulation. Assume the populations are distributed 
discretely through space as isolated patches. We assign a probability distribution 
function to each species in each patch giving the probabilities of each species re-
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distributing from one patch to all the others. T hat is, organisms in each patch 
disperse to every other patch according to tliis predetermined kernel, and sym m et­
rically, each patch has individuals th a t come from all other patches. The growth 
ra te  in any particular patch is simply the right hand side of (2 .2 ) for th a t loca­
tion. So to  determine the growth rate of each population distribution in each 
patch after the seeds have dispersed, we simply add up the contribution of /  {u, v) 
and g (u, v) originating from all other patches in the patch of interest. For exam­
ple, consider n patches Xi, i = 1 ,2 , . . .  , n  distributed spatially, population growth 
rates ft  {u, v ) , gi (tt, v) for the n  patches, and two probability distribution fimc- 
tions ki (d{xi ,Xj))  and k 2  {d{xi ,Xj ) ) , where d{xi ,Xj )  is simply some m easm e of 
distance between the patches. For each species, the growth ra te  of u  a t location 
Xj would be Z)r=i {d{xi ,Xj)) f i  {u,v)  and the growth rate for v a t location Xj 
would be k<2 (d (x^, Xj)) Çi (u, v) . If we assume the environment has one spa­
tial dimension and each species disperses isotropically, we can express the local 
growth rates as (k* -  (u, v) and k^ (jx, — Xj|) (a, v) for u and
V respectively. We can take the limit as the distance between these patches goes to 
zero and interpret the sums as integrals and formulate the full model w ith dispersal 
as;
d i j j  ( or f  Z/
— d f ~  ( k  -  ^1) /  (tt (1/, ( ) , (^, ^)) (2.3a)
f)'}) ( 'T f\
— ^  ^ 2  ( k  -  1/1) g (u (%/, f ) , 1, (;/, ()) (2.3b)
This model can be analyzed as a system of Fredholm integrals. We would expect 
the solution to  have a Fourier series expansion of eigenfunctions and a countably
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infinite discrete spectrum  of eigenvalues. If we assume L  is very large, we can, 
assume it is infinite. Thus system (2.3) becomes:
=  f _ ^ k i { \ x - y \ )  f  {u{y, t )  , v { y , t ) ) dy ,  (2.4a)
=  f _ ^ k 2 { \ x - y \ ) g { u { y , t )  , v { y , t ) ) d y .  (2.4b)
The reason (2.4) is a more attractive formulation than  (2.3) is th a t it is given in
term s of a convolution and we may appeal to the convolution integral formula to
facilitate the analysis. This theorem states for two functions /  and g,
[I-oo ^ (%/) = f  (^) 9 (() •
Essentially, for ‘nice’ functions /  and g, the Fourier transform  of a convolution 
is equal to  the  product of the transforms of each function. W ith the Fredholm 
formulation, one ends up having to analyze an infinite series instead of a continuous 
function. W ithout introducing too much error, we may adopt (2.4). It would be 
interesting to compare the differences in these formulations, but here, we will 
focus on (2.4). In comparison to system (2.3) we would expect the solution of 
system (2.4) to  have an eigenfunction expansion and have a continuous spectrum  
of eigenvalues.
We need to consider the particular form of these kernels we are to adopt. The­
oretically, we may insert any distribution we wish, whether from experimental d a ta  
or derived mechanism. However, the ease of m athem atical analysis is very sensi­
tive to the particular form for these distributions. If we are judicious in our choice 
for these kernels, we may retain the qualitative behavior and still end up w ith a
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system  of equations we can analyze. First, from a biological viewpoint, we want 
to make biologically relevant assumptions and come to  some dispersal scheme th a t 
is plausible, then try  to find a qualitatively similar scheme th a t may be easier to 
analyze. Details are given in Appendix B, but we briefly describe the motivation 
here. Mechanistically, we assume the seeds disperse w ith a constant velocity and 
have some probability of settling in the time interval {t, t  + dt). This is essentially 
the application of a hazard function to determine the probability distribution of 
a failed component (or a settled seed). Assuming different forms for this hazard 
function, we arrive at different redistribution kernels. For example, assuming a 
constant hazard function, we obtain a double exponential redistribution, and for 
a particular increasing hazard function, we arrive a t a  Double-Gamma redistribu­
tion. Empirically, certain plant distributions display this exponential decay from 
the source (USDA Res. Note (1971)). In other species, seed predators tend to 
aggregate near the seed source and deplete the seed bank there. This mechanism 
gives the classic Janzen recruitm ent curve (Janzen (1970)) which is bimodal when 
taken in a one dimensional environment. This curve is qualitatively equivalent to 
the Double-Gamma distribution th a t we will use.
We consider a double exponential kernel for the parasite since it is unlikely to 
bear attractive seeds and a Double-Gamma kernel for the host which is more likely 
to bear seeds th a t will succumb to predation. Their forms are:
f c i ( k l ) =  y  | x | e - » l “ l ,
for the host, and:
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k2 (M ) =
for the parasite.
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Figure 2.1: Redistribution for Host: ki (x)
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Figure 2.2: Redistribution for Parasite: ^ 2  (x)
W hat we have not addressed in this system is any comment on the tim e of 
dispersal. Biologically, organisms take time to disperse. There is a delay between 
when a seed first leaves the mother plant and when it becomes established as an
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individual. It must travel to the new site and then wait for germination. How­
ever, system (2.4) says th a t individuals a t x  influence location y instantaneously. 
There is no natural delay built into the model. This is an inherent flaw w ith this 
continuous time formulation, but the introduced error can be m itigated by making 
two observations. If we are assuming a homogeneous environment, then w ithout 
loss of generality, we may assume it is suitable habitat. We can argue th a t any 
location w ithin the environment is as good as any other, and there should be no 
spatial variation in the germination time. Further, if all hab itat is suitable, then 
the germination tim e will be short relative to the growth dynamics. Essentially, we 
have two distinct characteristic time scales, one for the growth dynamics and one 
for the germination time. W ith this difference in scale, the delay in germination 
is negligible considering the life time scale for the population. A similar argument 
can be made for the delay in dispersal. Again, the dispersal mechanism operates 
on a different time scale as the growth dynamics and can be taken to be instanta­
neous. Of course there are examples th a t violate these assumptions and will not 
respond well to  this type of formulation. But we consider the many species th a t 
do operate on these distinct time scales.
W ith these assumptions on the dynamics of the interaction, we wish to obtain 
some predictions for the possible behavior of the system. We will address the 
question of stability and whether dispersal driven instability can be observed for 
this particular formulation. Here, we hope to establish th a t with this type of 
dispersal, patterns can be formed in a homogeneous environment. We hope th a t
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further studies in this area may lead to some biological explanation of pa ttern  
formation.
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CHAPTER 3 
Linear Analysis
3.1 Spatially Uniform Stability
We ask whether system (2.4) can be destabilized in such a way as to give a 
spatially structured solution. To show the existence or non-existence of such a 
solution, a linear analysis will suffice. Recall, we consider the following system of 
equations:
du{x, t) 
dt  
dv{x, t) 
dt
/ OO ( k  -  y\) f{u{y , t ) ,v {y , t ) )dy ,  (3.1.a)
-O O
/ OO ^ 2  ( k  -  Ï/I) g{u{y, t) ,v{y,  t))dy, (3.1.b)
-OO
where
f { u ,v )  =  u ( l - u ) - - ^ ^ ,  (3 .2 a)
g{u, v) = fw (3.2b)
ki{x) =  (3.2c)
^^(a:) =  (3.2d)
and look for any instances of dispersal driven instability.
First, we locate the equilibria in the absence of dispersal and characterize their 
stability. Next, we choose param eter values such th a t the interior equilibriiun is 
stable. We then reintroduce dispersal and search for instabilities.
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The spatially uniform system of equations is determined by setting ki — S(x),
in (3.1) which is equivalent to system (2.2);
—  =  u( l  — u)
du
dt
dv
dt
auv 
u-\- d
= hv
(3.3.a)
(3.3.b)
Equilibria are found by setting the right hand side equal to  zero. The equilibria
are:
(iZ,t;)
(n ,r )
(n,i))
=  (0 , 0), 
=  (1 , 0 ),
(n*,u*), with
(3.4a)
(3.4b)
(3.4c)
u  =  - (1 — a — d) +  ^ (1  — fl — d) +  4d
Graphically, the equilibria occur at the intersections of the nullclines in n, v phase
space.
Substituting ü = u — u v = v — v 1 into (3.2), one obtains, in m atrix
form:
_d
dt
u
V
= J  (Ü, v)
u
V
+  O (3.5)
where, for a general equilibrium point, J  (u, c), the Jacobian m atrix for this system
is:
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Figure 3.1: Nullclines in the u ,v  Phase Plane
J(u, v) =
f u f v 1 -- 2 u  —
9u 9 v (Û,C)
adv
(u+d)^ u+ d (3.6)
(u,v)
6__26%
The eigenvalues of this Jacobi an will indicate the stability of each equilibrium 
point.
3.1.1 Extinction steady state (0, 0)Substituting the point (0 , 0 ) into (3.6) gives 
two indeterm inate expressions. To resolve this, we linearize system (3.3) about the 
origin:
du _ , ,
S  = 6«(l-^)+0(e).
Hence, in the (u, v) phase plane, trajectories will be defined as solutions to;
(3.7a)
(3.7b)
dv
du = 6 - f l - - )u \  u / (3 .8)
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We may solve this differential equation by making the substitution ^ and
using partia l fractions. This yields the relationship:
u6—1 (3.9)
6(1  —  —  1
Since we are interested in the case where u  0, we may split 3.9 into two cases: 
6  >  1 and 6  <  1. If 6  >  1 , then as n —> 0, ^ » 0 and
J(0,0) =
1 0
0 6
(3.10)
The eigenvalues for this m atrix are both  positive indicating an unstable node. For 
6 < 1 , a s u ^ O ,  and
J(0,0) =
0
^  1 - 6
(3.11)
This too has both  eigenvalues positive, so we may conclude th a t for all 6 , this 
equilibrium point is an unstable node.
3.1.2 Dominance steady sta te  (1,0)
J ( 1 , 0 )
0
l+d
6
(3.1 2 )
with characteristic equation:
+  (1 -  6) -  6 =  0 , (3 .13)
and eigenvalues:
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(3. 14)
This indicates th a t (1,0) is a saddle for all 6  >  0.
3.1.3 Interior steady sta te (u*,u*)
1 -  2u*   adu* —au*(u*+d)'^ u*+ d
b —b
Using the fact th a t ( 1 — it) =  at equilibrium, this becomes
(3.15)
It"
(3.16)Xu*+dY ■‘J 11*+d
b —b
For stability, Re  ̂ <  0. This necessitates th a t Tr{J)  < 0  and det( J )  >  0. Setting 
det ( J )  >  0  leads to:
—bu*
au
Au* + dy
1 + h
-abu*^ abu* {u* +  d)
(u* +  dŸ
abdu*
{u* 4- dy
& > 0 ,u* + d
'1 + > 0 ,
-2 4- bu* > 0 , (3.17)
{u* +  dy
which is always true since all param eters and u* are positive. The condition 
T r{J )  < 0 yields a region in a, 6 , d space. We can express this region as 6  >  6 (a, d) 
where:
6 (ti, d) — —— a — ^ (1 — o — ^  4" 4d 1 4~ ci 4" d — (1 — a — d) 4~ 4d (3.18)
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Bifurcation Set in a, b, d Parameter Space
Figure 3.2: Bifurcation Set h =  b{a,d)
See Appendix C for details of the derivation. We note here th a t since det {J) > 
0 always, the above surface defining T r { J )  =  0 will be a bifurcation surface in 
which the (complex) eigenvalues pass from negative real part to positive real part 
as param eter values drop down through the surface. Also, observing this surface, 
there are minimal restrictions on the param eter values we may choose to  guarantee 
stability. However, we want the values we choose to lie close to  this surface. This 
means th a t we do not want to choose a too small, d too big, or b too big.
Fixing the param eters at:
a 3,
d* — .2 ,
b* =  +  0.1 =  .290158,
(3.19a)
(3.19b)
(3.19c)
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we are above the surface, and obtain numerically:
u* =  .0874342, (3.20a)
Ai 2 =  - .0 5  ±-455096Z, (3.20b)
indicating a stable spiral.
Thus, we have three equilibria. Two are saddle points and one is stable. This 
suggests the basin of attraction  for the interior steady sta te  is the entire plane 
and is independent of initial conditions. The system will come to equilibrium a t 
(ü ,û) =  (u*,u*).
3.2 Dispersal Driven Instability
To investigate the possibility of this interior equilibrium point destabilizing 
to  a spatially structured solution, we introduce spatial dependence via the given 
redistribution kernels and re-derive the stability conditions. Since system (3.1) is 
formulated in terms of a  convolution integral, the analysis will be greatly simplified 
by performing a Fourier transform. The Fourier transform pair is given by:
/ oo e’̂ ^ /(x )d x , (3.21a)
-O O
f ( x )  = ^  r  « --" /(w )d w . (3 .2 1 b)
ATT J — OO
Under this transform, ki{x)  and &2 (z) become:
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ki{iü) =
Â:2 (w) =
a
2 ’ (3.22a)
(3.22b)^ 2  _|_ ^ 2  •
Applying this transform pair in conjunction w ith the convolution integral formula 
to the linearization of system (3.1), we obtain;
Wt
dv{co, t) 
dt
In m atrix  form this is equivalent to:
h  (w) ifuû  +  fyV) ,
h  (a/) {Qu'à +  g^v) .
(3.23a)
(2.23b)
Û'
i}' (w,t)
fu fv Û (w, t)
9u 9v (u,v)
(3.24)
ki (w) 0
0  fC2 (w)
where û  and v are interpreted as small perturbations off equilibrium and all partial 
derivatives are evaluated at equilibrium. This system is completely analogous to 
system (3.5) with J  replaced by:
K J  =
ki (w) 0 fu fv
0  k2 (w) 9u 9v
(3.25)
For a stability analysis, we investigate the eigenvalues oi K J  instead of J.
3 .2 . 1  Extinction Steady S tate (0,0)Appealing to the analysis from the previous 
section, we may, again, break this into cases. If 6  >  1,
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/T J(0 ,0) = (3.26)
kl (w) 0
0  ^ 2  (w) b
which has eigenvalues k\ (eu) and k2  (w) h. By comparison with (3-22), we see th a t 
k 2  (w) 6  >  0 and A:i (w) >  0 whenever Hence we have an unstable node
for and a saddle for If 6  <  1,
K J(0 ,0 )  =
ki (w) 0
i  ( 6  -  l)^fci (eu) &2 (w) (1 -  6)
(3.27)
which has eigenvalues k\ (w) and Âg (w) (1 — 6 ) . Since 6  <  1, we have exactly the 
same situation as for 6  > 1 in th a t this equilibrium is an unstable node for 
and a saddle for > a^.
3.2.2 Dominance Steady S tate (1,0)
K J ( 1 , 0 ) =
which gives a characteristic equation:
■ki (w) fci(u/)g l-j-rf
0  (w) b
(3.28)
— k i j  X — k\k2b — 0. (3.29)
For stability, we want T r { K J )  < 0 and de t{K J)  > 0. The condition T r { K J )  < 0 
yields:
k2b — k\ <  0 ,
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0 ^ —  uj^) <  0,
b0^ {o0 +  U0Ÿ ~  (CK̂ — w^) {0^ + w^)
( /? 2  +  Ŵ ) {o0 +  Uj'^Ÿ
< 0 ,
(3.30)
which will certainly never be true for We may place a stronger condition
on w, bu t we don’t  have to. Setting det(ATJ) > 0, we obtain:
—k\k2b > 0 , 
0^0^ {a^ — w^)
> 0 ,
> a^. (3.31)
Hence, the dominance steady sta te  will not be stable for any frequencies and we 
need only concern ourselves with (u*,u* ).
3.2.3 Interior Steady S tate (u*,u*)
K J { u \ u * )  = (3.32)
ki (w) /„  ki (w) 
k2 (w) Qu &2 (w)
Since we are interested in the frequency range when this equilibrium point
becomes unstable, let us look for instabilities rather than  stabilities. “P ine” in­
stabilities (real part of both  eigenvalues positive) occur when T r { K J )  > 0 and 
de t(K  J )  > 0. Setting det(% J) > 0, we have:
k\k.2 {fuQv fvQu} ^  0 ,
CK̂/3 (a^ — 0^) 
(o;2 4- w^)^ {0^ 4- uj^) { f u 9 v  f v 9 u )  ^  0 ,
(3 .33)
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since ( /„ 5 „ — fvÇu) =  det J  > 0. And setting T r { K J )  > 0, we arrive at;
a  ̂(û;  ̂ -  w^) {0^ +  fu +  +  uj'^f 9v
>  0 ,(a 2 + w 2 X (/):Z4-w2)
(̂ 0̂  ̂+ uj~) fu + l3̂  (o^ + uj'^y 9u > 0 ,
0^ 9u (n^  +  uj'^Y +  fuOp' -  u0^ >  -fuOi^u0 (a^ -  .(3.34)
It is difficult to say anything definitive about the sign of the bracketed term , but
the bounding surface of the region will be given by the corresponding equality:
S „ (a 2 + a .2 )“ +  / „ a 2 ( a ^ - w 2 ) ’ ’
and we can simply check numerically which side has w hat sign. It turns out th a t 
the region
/? <
\
(gZ -  w^)
2 ,  ̂ o / o o\ (3.36)9u  ( g ; 2  - j -  w 2 )  +  / ^ » 2  ( o ; 2  _  ^ 2 )
gives rise to an unstable region bounded by a two-humped siuface.
T he significance of this surface is tha t all points above the surface will not give 
rise to  spatially structured solutions. All points below the surface will form such 
solutions. Any fixed a  and /? will form a line in this space. Any values of u> on 
this line lying below the surface will become unstable. The shape of the surface 
indicates th a t there will be a bifurcation in (3 for fixed a  (or a  bifurcation in a  for 
fixed 0). We will search for bifurcations in 0.
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Bifurcation Set With Dispersal
om ega
Figure 3.3: Bifurcation Set f3 ~  (3 (a, w)
In figures 3-4, 3-5, and 3-6, we have fixed o; =  1 , and the bifurcation
value, and plotted the eigenvalues of A"J as a function of w for each equilibrium 
point. In figure 3-6 we have plotted the real and imaginary parts of the eigenval­
ues. The imaginary part exists only between 0 and 1 and ranges on the interval 
~ (—.43, .43) while the real part is netative on (0 ,1 ) and forks for w >  1 . Note th a t 
for the extinction and interior equilibria, all high frequency perturbations become 
saddle points and the dominance equilibrium becomes an unstable node. This says 
th a t no equilibrium point is stable to perturbations a t sufficiently high frequency. 
This poses a problem mathematically since our Fourier coefficients no longer nec­
essarily form a convergent series. However, we are saved by the assumption th a t in 
a natural system there is an intrinsic frequency above which no perturbation  will
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develop. T hat is to say, there is intrinsic grain to  an ecosystem and sufficiently 
small scale patterns simply cannot be observed. At the bifurcation point indi­
cated by the interior equilibrium eigenvalues, we have a single unstable frequency 
developing. It is this point th a t we wish to focus on.
lam
(0,0) Equilibrium
1. 7h
l A
1 A s
/<75
^  O . b
0.25
w
-1  - 0 . 5 0.5
Figure 3.4: Extinction Equilibrium (0,0)
We can fix a  =  ao, and reduce this surface to a curve. Selecting as our 
bifurcation param eter, we can determine the bifurcation frequency by finding the 
coordinates (w*, /?*) of the local maximum of this cross sectional curve. Since this 
results in a seventh order polynomial in w we find this point numerically w ith 
« 0  =  1 and the original param eter values for a, 6 , and d. Bifurcation occius at 
uj = uj* =  .476363 and =  /?* =  .339292. We note here th a t both  u* and /?* are 
less than  ckq so tha t a t this frequency, we have extinction and dominance instability, 
and a bifiucation to interior instability. Since our eigenvalues are complex, and 
Re (A) becomes positive as (3 drops through (3*, we are at a  Hopf Bifurcation.
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lam
(1,0) Equilibrium
-1
- 0 . 2
-0.4
w
Figure 3.5: Dominance Equilibrium (1,0)
This explains where the trajectories go if there are no stable equilibria. If we can 
establish this as a supercritical Hopf Bifurcation, the trajectories simply converge 
to a lim it cycle. This must be the case since for a subcritical Hopf Bifiucation, a t 
least one equilibrium point must be stable. However, we must show this is indeed 
a supercritical bifurcation. For this analysis, we need to retain higher order terms. 
As formulated, this is problematic since we cannot transform  nonlinear terms. We, 
therefore, must be industrious in how we proceed.
Some comments are in order for an interpretation of this high frequency ex­
tinction phenomenon. The above analysis suggests th a t the maximum stable fre­
quency is proportional to a. T hat is, as a  increases, the system is able to support 
higher frequency patterns. We note th a t increasing a  decreases the host dispersal 
distance. Thus, there seems to be a positive correlation between host dispersal 
distance and the scale of the possible landscape pattern . For a fixed host dispersal
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lam
(u*,u*) Equilibrium
- 0 . 2
Figure 3.6: Interior Equilibrium {u*^u*)
distance, the model simply cannot support high frequency patterns. This is justi­
fied by w hat is observed in natural ecosystems. The scale of the pattern  observed 
is on the order of the scale of dispersal. Long range dispersal cannot give rise to 
short scale patterns.
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CHAPTER 4 
Galerkin Approximation
Now th a t we have established the existence of a bifurcation to  a spatially 
structured  solution and identified the relevant bifurcations param eters and values, 
we retiurn to  the full system of integro-differential equations and perform a local 
nonlinear analysis of the expected Hopf Bifurcation. We determine the behavior 
of the system near bifurcation.
The system of equations:
3'li TOO
'dt ^  -  y\) f  {u{y , t ) ,v{y , t ) )dy ,  (4.1a)
dv f‘°°
~dt ^  -  y \ )g {u {y , t ) ,v {y , t ) )d y ,  (4.1b)
is greatly simplified by use of the convolution theorem. However, this simplification 
is only usable for a linear analysis since the Fourier transform  does not commute 
with an arbitrary functional operator. In general, it is difficult to  express even the 
transform  of the square of a function. However, it is possible to use a Galerkin 
expansion in conjunction with the convolution theorem and transform this integro- 
differential system to a system of OD E’s. The procedure is to expand /  and g 
about (u*yU*) as truncated Taylor series and assume u  and can be expressed as 
a series of tim e dependent eigenvalues multiplying orthogonal eigenfunctions. By 
a judicious choice of these eigenfunctions, headway toward characterizing the Hopf
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Bifurcation may be made. This is a reversion back to the FYedholm formulation 
of (2.3) in th a t we assume the domain can support only a countable spectrum  of 
eigenvalues. Essentially, we assume a finite but large domain size.
We can expand /  and g in Taylor Series expansions about the equilibrium 
point (u*,u*) and introduce the operator:
Dropping the tilde we get to the third order:
f ( u , v )  = +  (4.3a)
g(u,v)  =  ( E + ^ E '  +  ^ a = )  9  ( « ' . , / ) ,  (4.3b)
where =  indicates the fact th a t we have dropped all fourth order terms and higher.
Here, these operators applied to /  and g are evaluated at equifibrium and, 
again, u and v are perturbations off equilibrium. Let us approximate u  and v as sl 
truncated  series of orthogonal eigenfunctions with time dependent coefficients:
M
u{x,t)  =  (4.4a)
M
v{x,t)  =  J ] 6j(i)(/)j(x). (4.4b)
3 = 0
At this point, we are making the further assumption th a t the domain can only 
support a finite spectrum  of eigenvalues. If the eigenfunctions can be expanded 
as a Fourier Series, as they can with the Fredholm formulation, we may disregard
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the tail end of the series. This is because the eigenvalues for the higher harmonics 
tend to zero and we may omit them  without introducing too much error. W ith 
this substitution, /  and g become:
{
/  M o M a  \
I E j /+
d ^  d \ ^
i / a /  A A/ A \   ̂ 1
g; +  /j. (4.5a)
{ /a/ q  M  q \I j 9+
i / a /  o A f  b \ ^
2 ! (^ Z = X « )* (:r)—  g +
1 / A/ q A/ a \ ̂
gi +  (4-5b)
Let us introduce the notation:
Lj  =  (4.6a)
Qjfc =  (4.6b)
Cjki = ajttkaidl^^ + Zttjakbidl^^ +  Zajbthdl^^ +  bjbkbid^^^, (4.6c)
where subscripts u  and v indicate partial differentiation with respect to u  and v 
respectively. Now, (4.5) becomes:
f { u ,v )  = <
M
Y . L i f ( u \ v ‘ )^ i+  (4.7a)
3 = 0
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1 M
j,k=0
1 ^
{ M (4.7b)
j = 0
2 Af
^  QjkOiu* ,V*)(pj(pk + 
j,k=o
l  M 1
).k.,=0 j
Oiir original formulation is in terms of a (convolution integral and we would like to 
use the Convolution Integral Theorem to simplify the analysis. Since this involves 
a transform  to  frequency space, we should choose an expansion for u and to  
exploit this fact. This indicates th a t we should express (pj as a  sequence of com­
plex exponential functions. Since we have isolated a single spatial frequency th a t 
becomes unstable as we pass through bifurcation, we can analyze the two mode 
system - the zeroth mode corresponding to spatial uniformity and the first mode 
corresponding to the spatial frequency, w*. It will suffice to  stop here since it can 
be shown th a t all higher modes decay in am plitude as j, and are not significant. 
For generality and reference, we derive the equations as if we take an arb itrary  
number of modes. Here, M  represents the highest mode considered. Replacing 
<pj(x) by 4- with coj = ^  and L  being the wavelength of the nonlinear
bifurcation perturbation - either or oo in our case - we get:
at
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X I E  L i f i u - ,  „ ')  {e^>« +
( j = 0
+
1 ^
E  «")
j,k.O
gz(w ^+ w *.)ÿ  _j_ g -i(u > j+ u ;fc )ÿ _ f_
+
gi(ojj +tiJfc+Ci'i)i/ _|_ g —%(wj +wt +W| )ÿ_|_ 
g i ( u i j + u J f c  — w j  ) y  _ | _  g  — H - i i ’f c — u » i ) j / _ | _  
gz(wj-wt+w;)!, _|_ g-*(w_; -wt+wf 
gi(ojj —wfc—UJ|)t/ _|_ ^—i{u)j—ujk—uii)y
' dy,
d
dt E * 'i(< ) =  / %  ( k  -  ÿ|)
M
X ] 5 3  L^g(«', „•) (e” -!-+  e - “ '») +
7 = 0
1 M
^  Q j k 9 { u * , v * )
J.fc= 0
g*(‘̂ j+̂ *-)y _|_ g-î(‘̂ j+‘̂ fc)y  ̂
ç i ( u i j —ij jk)y _|_ g —* (w j—Wfc)y
+
M
3!
E  C j u g { u \v ' )
j ,k , l= 0
^ i (u j j+u>k+ui i )y  _j_ g —i(W )4 -w t4-W| 
çi{ujj+ufk—uit)y g—̂(wj4-Wk—
g î ( u ) j —u Jfc+ u J()y  g — —uJ f c+u; ( ) y_ | _
^ i { u J j — u J k ~ u i i ) y  _ j_  g — i ( u J j  —o)fc —u J ; ) y
(4.8b)
' dy.
Using the identity;
/ OO . .*„ do: -  ÿl) «■“' ” dy = fc„ (Wj)
-O O
(4 .9)
(4.8) can be w ritten as:
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d
dt
M
^  aj(<) ( e - '"  +  e - - '" )  =  { E  K ,  (^ j) +  G""""') +  (4.10a)
v=o /  b=o
k l  { U j  +  W&) +  g -% (w j+ w t)= ;\  _,_
k l  { U j  -  u J k )
k i { ( j ü j  +  U J k  +  L O i )  ^e :(" ')+ W k4-W ()i _|_ g -i(w j4 -W k-t-W f)z\ _|_ 
k l  (W j 4 - Wk -  U ) i )  ^  g - i ( w j + w t - w , ) T \  ^
k l  (W j — OJfc +  W f) ^ e ^ M - ^ k + w z ) a :  _j_ g - i (w j- w & 4 - w t)z j  +  
fci (W j -  Wjk -  w , )  ^ e * ( w j - w t - w , ) i  _p g - i ( w j - w & - w , ) z \
1 ^ .5Î E  Q i k f { u \ v - )
j,k=0
+
3! j,k,l=0
dy,
Ë-
dt
M M
1 M
£  Qjkg(u*,v*)
2 ! j,fe=0
+
E  bjit) ( e - . '  +  e - “ **) =  •{ E  4 @ («“. «") (Wj) ( e - ) '  +  +  (4.10b)
j=0 /  (j=0
Â)2 ( W j  4 - W * )  +  g - % ( w j+ W k ) = :^  ^
&2 (wj -  w&)
^ 2  ( W j  +  OJfc +  UJi) ^ g * ( W ;4 - w & + w ,) z  ^  g - T ( w j 4 - W k 4 - w ,} z \  _,_
Â)2 (Wj 4- Wk — W() 4-
& 2 ( W j  ~Cük+ OJi) ^ e * ( w j - w & 4 - W |) z  g - : ( ü , _ , - w & + W | ) i \  _|_
Â=2 ( W j  - L ü k  -  W , )  _|_ g - i ( w j - W k - w , ) i \
Using the orthogonality conditions with ^  :
1 M
^  'Ï2 Cjkig{u* ,v*)
j,t,Z= 0
dy.
i :
i
L  J Q
g^(j+k)z
27ri (j 4 - &)
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^27ri(j+k) _  2
27ri {j + k)
0  if j  + kÿéO
1 if j  4- & =  0 ,
(4.11)
we can get a system of two equations for each mode.
dao{t)
dt
dbp{t)
dt
1 1 1 ^
L q +  gQo,o +  g Co,0,0 +  2  2  ̂ +
1 M
Is
M - j  M  j
+  X j ^3,k,k-j +  Cj^kJ-k 
k —0 k = j  f c = 0
I 1 1 MLo +  2 ^ 0,0 +  g Co,0.0 +  2  S
M
E
j = 0
M - j  M  j
E] ^3>k,j+k 4- EZ ^3,k,k-j +  EZ ^3,k,j-k
k = 0  k = j  k —0
(4.12a) 
' /(w * ,C ),
(4.12b)
9{u*,v*),
since wo =  0  and fcj(O) =  1 .
danjt)
dt
1
6
n. M —n  M
= ki{uJn) < Ln + -  EZ Qj,n-j +  E  QjJ+n E  QjJ-n +
j = 0  j = 0  k = n
n  n —j  M —n M —n —j
EZ EZ ^ 3 , k , n - j - k  +  EZ EZ C j , f c j - ( - f e + n  +
j—0 k—0 j = 0  fc= 0
n  M  M  M + n —j
E  E  4" E  E  C j , f c j 4 . f c _ n  +
j = 0 k = n —j  j = n + l  k=Q
M —n  M  T). M + j —n
EZ EZ ^ j , k , k - j - n  +  EZ EZ Cj,k,m-j4-k +
j = 0  k = j + n  j = 0  fc= 0
M  A / A f —n j + n
EZ E ]  ^ 3 , k , n - j + k  +  EZ EZ ^ j , k j - k + n  4“
j = n + l  k = j ~ n  j=Q k = 0
M  M  M  j —n
EZ EZ ^ 3 , k J - k + n  EZ EZ ̂ j , k , j - k - n
j = M - n ~ \ - \ k ~ j + n  — M  j = n  k = 0
f ( u " , v ' ) ( 4 .n n )
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d h n j t )
d t
n  M —n M
L n  +  — ^  '] Q j , n - j  +  Q j , j + n  ^
'i=Ct i —n  k = n
1
6
n  n —j  ivj—n  j f i —n —j
^j,k,n-j-k  +  5 Z
j = 0  f c = 0  j = 0  k = 0
n  M  M  M + n —j
E  2 Z  ^ h k , j + k - n  +  ^  C ' j , f c , i + A - n
j = O f c = n —J  j = n + l  f c = 0
M —n  M  n  M + j —n
5 Z  ^ j , k , k - j - n  +  ^ Z  ^ Z  ^ j , k , n - j + k  +  
j = 0  f c = j + n  j = 0  k = 0
M  M  M —n j + n
5 Z  2 Z  ^ j , k , n - j + k  4 -  ^ 2  ^ Z  ^ j , k , j —k + n  +
j = n + l  k = j —n  j = 0  f c = 0
M M  M  j —n
^j,k,j — k+n 5 Z  5 Z  ^j<k,j-k-n
j = M —n + l  k = j + n —M  -i—n  n
i = 0 j = 0
M n  M
4-
j = k = 0
3(u',w')(4.13b)
For a more complete derivation of these equations, see Appendix D. Taking M  =  1 , 
LÜO =  0, and = u j*,  the bifurcation frequency determined in section 3, system 
(4.13) reduces to a system of four ordinary, first order differential equations; two 
for the amplitudes of the zeroth mode and two for the amplitudes of the first mode. 
Substituting in for the relevant param eter values we arrive at;
dao
dt
0.190158 ao(^) 4- 2.41822 og(f) -  30.7425 4- 1.20911 -
46.1137oo(i)a?(f) -  0.912566 6o(t) -  14.5246 oo(t) 6o(f)4- 
101.064ag(t) 6 o ( f )  +  50.5319a 2 ( i )  bo(t) -  7.2Q23ai{t)h{t) +
101.064ao{t) ai{t) bi{t)
,
(4.14a)
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dbp
dt
0.290158 ao(i) -6 .63717  a^(«) 4- 151.821 ag(t) -3 .3 1 8 5 9  a2(t)+
227.731 ao(^)«?(^) -  0.290158 6o(() +  13.2743 ao(t) 6o (i)- 
303.642a^(i)6o(i) -  151.821 -  6.63717&§(()+
151.821 ao(t) bl{t) +  6.63717ai(() hy{t) -  303.642 ao(t) ai{t) bi{t) +
151.821 a i(t)  bo{t) blit) -  3.318596f(i) +  75.9105«oW bl{t)
39
(4.14b)
dai
dt —
0.0976572 a i(t)  +  2.48379 ao(i) a i(i) -  47.3642 og(() a i ( t ) -  
11.841 a^(t) -  7.45923ai(t)6o(i) +  103.804 ao(i) ai{t) bo[t)- 
0.468656 6i(i) -  7.45923oo(^) 6i(() +  51.9022og(t) 6 i(t)+
38.9266 a;(()6 i(()
(4.14c)
dt ~  0.226922 +  /32
0.290158 a%(t) — 13.2743 ag(t) a%(^)+
455.463 ttQ(i) a i(i) +  113.866 a^(()+
13.2743 ai(()6o(() -  607.284 oo(() ai(()6o(()+
151.821 ai(i)6g(t) -  0.2901586i(i) +
13.2743oo(() blit) -  303.642og(^) 6 i( i ) -
227.731 dlit) blit) -  13.27436o(t) 6 i(i)+
y 303.642 ao(0 ^o(^) ^i(^) +  113,866ai(t) 6f(^)
(4.14d)
To proceed with any kind of nonlinear analysis, the term  q 22G922+/3  ̂ in (4.14d) 
m ust be linearized so we have a linear dependence on the bifurcation param eter.
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Expanding this in its Taylor series expansion about /5*, we obtain;
0.226922 4-
ti* +  1.31621 {(3 -  /?*) +  O [{13 -  ^ * f ]  , (4.15)
with fjL* =  0.336565. Letting £ =  1.31621 (/3 — (3*) , we rewrite this coefficient as 
//* +  £ and take £ as our new bifurcation param eter with bifurcation value 0 .
The munbers in these expressions have been generated numerically by Mathe- 
m atica and are subject to round-off errors at the sixth significant figure. Therefore, 
they must be taken as constants th a t are roughly correct. At this point, we can 
proceed in two ways. We can reduce this system to a normal form and analyze 
this new formulation, or we can apply the Poincaré-Lindstedt m ethod directly to 
this system and determine an asymptotically valid solution. The la tter m ethod is 
unnecessarily cumbersome as we would need to retain  three orders of m agnitude 
of the param eter £ for two coupled systems. We will perform the former analysis 
via a projection onto a center manifold, which will greatly simplify the deriva­
tion of a normal form. To this reduced system of equations, we may apply the 
results of the Hopf Bifurcation Theorem directly. As a check, we will apply the 
Poincaré-Lindstedt m ethod to this reduced system and show th a t it gives the same 
qualitative behavior.
We can rewrite system (4.14) in the more compact form:
/  \  /  \
d 
dt
aQ{t)
\  bo{t) J
=  B
ao {t) 
bo (t)
+ g (ao {t) , bo (t) , ai {t) , 6 i (()) , (4.16a)
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É.
dt
(
\
ai {t) 
bi {t)
=  A
^ a-i (i) ^
6i (()
+  /  ( « 0  {t) , bo (t) , ai ( t ) , bi (t) , c ) , (4.16b)
for matrices A  =
Oil 0̂ 12 Pii 012
and B  =
O2I <̂ 22 P2 1 022
, and vector valued functions,
ff
{ \ 
9\
V 92 y
. /
\ h  J
(4.17a)
/?23«i (t) +  (t) bi (t) +  /?25^i (i) 4- other terms,  (4.17b)
/   ̂ \  
ô i3<ïo (i) (() +  Q14O1 (^) 4 - 0 1 5 0 .1  (t) bo (t) +  oieOo (t) b\ {t) 4-
91 =  PizO-i (t) +  /?i4«i (t) bi (t) +  other terms,
92 =
f i  =
\
{
§2 =  (m* 4- £■)
o irof (t) 61 (t) +  other terms
( 147c) 
/
\
\
(4.17d)
/
O23O0 (t) ai (t) 4- O24O1 (t) 4 - O25O1 (t) bo (t) +
O26Û0 (i) bi (t) + O27O1 (t) 61 {t) + 028^0 (t) bi (t) +
0 2 9 Û1 (t) h\ {t) +  other terms  
The ‘other term s’ are not specified because in the analysis tha t follows, they will 
dropped. This is because they will include term s of order higher than three which 
will not enter into our analysis of the Hopf Bifurcation. W hat is im portant to note 
here is th a t these symbolic coefficients correspond to the numerical coefficients of 
(4.14).
We note th a t the linearization of this system corresponds to the system from 
section 3 in which we identified the bifurcation. Thus, we know th a t the m atrix B  
has eigenvalues with negative real part, and th a t the m atrix A  has eigenvalues w ith
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zero real part. Seen as a fonr-dimensional eigenspace in the variables ao, 6q, o i, and 
6 1 , system  (4.16) can be split into two fundamentally distinct manifolds. We have a 
stable eigenspace corresponding to (4.16a) with a linear subspace with Re (A) < 0 
and we have a center eigenspace at bifurcation corresponding to (4.16b) w ith linear 
subspace with Re (A) =  0. Since we know th a t the behavior on the stable linear 
subspace is invariant, we can extend this and define a center manifold to make the 
stable eigenspace invariant. The Hopf Bifurcation happens on this center manifold, 
so the local behavior of the entire system will be specified by the behavior on this 
manifold. Further, by necessity, the center eigenspace is smaller in dimension than 
the full eigenspace, so such a formulation is bound to facilitate the analysis.
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CHAPTER 5 
Center Manifold
Let us first review some basic properties of the center manifold and how one 
determines its form. The center manifold is a  manifold tangent to the center 
eigenspace of the system in question. The center eigenspace is the subspace whose 
linear part is spanned by all eigenvectors with either zero eigenvalues or eigenval­
ues w ith zero real part. Hence, the center manifold is an approximation to  the 
center eigenspace. The significance of the center manifold lies in the fact th a t 
solutions near it approximate the solution of the system undergoing a bifurcation. 
As such, it can serve to determine locally how the system evolves as param eters 
pass through their bifurcation values. The utility of this formulation lies in the 
fact th a t the dimension of the center manifold is necessarily less than  or equal to 
the dimension of the full system. Hence, there is much potential gain in a center 
manifold formulation. Once we determine the center manifold and analyze the 
system of differential equations restricted to it, no other analysis is required for 
understanding the qualitative behavior of the solution. For the analysis of a Hopf 
Bifurcation, we require the center manifold to have a t least second order tangency 
to the center eigenspace. We illustrate the construction of this center manifold by 
an application to the problem at hand.
We write system (4.16) with e =  0 as:
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du
dt
dv
dt
=  Au + f  ( u , v , 0 ) , 
= B v  +  g (u, v) ,
(5.1a)
(5.1b)
where:
/  \
0,1 (t)
u =
V =
V
6i (i) 
Oo (()
bo {t)
(5.2a)
/
(5.2b)
and A, B ,  f ,  and g are given above. To reiterate, the eigenvalues of m atrix A  have 
zero real part, those of m atrix B  are negative, and /  and g are infinitely differen­
tiable vector valued functions. As such, they will have Taylor series expansions. 
Further, we assume th a t v = h (u) on the center manifold, and this vector valued 
fimction, h, is a t least three times continuously differentiable and has a Taylor 
series expansion to second order. We determine h in such a way as to make the 
sub-system for v in (5.1) satisfied automatically. After substituting, system (5.1) 
becomes:
du 
dt 
dh (u)
Au  4- f  {u,h  ( u ) , 0)
dh du \
(5.3a)
(5.3b)
We expand h in its Taylor series expansion and substitu te into (5.3b). We want 
to determ ine h so th a t (5.3b) will become an identity when the solution lies in the
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center manifold. Note th a t we must also substitute (5.3a) into (5.3b) and expand 
/  and g in their Taylor series expansions. We assume h has the expansion:
h\ (u i,6 i) =  {v4% +  B\ai  (t) +  Cib\ (t, 0) +  (5.4a)
D\a\  (t) 4- Bitti (t) bi (t, 0) +  Bibf (t, 0) +  • ■ - j  , 
b.2 (#1,6% ) =  {-^2 +  B20,i (t) +  C*2̂ i {t, 0) +  (5.4b)
(() +  ^20-1 if) b\ (t, 0) +  ^2^1 (f, 0) 4- " ' j  ,
and all functions are evaluated a t the bifurcation point, c =  0. We can substi­
tu te  this into (5.3b) and match like term s of and 6%. This will determine the
coefficients Ai^ Bi^ Z),, Ei, and F{ in /ii and /i2 and give us the center manifold.
5.1 Constant Terms
0 — Pi\Ai  +  P1 2 A 2 ,
0 =  f'^2\A\ +  /?22-^2î
or, equivalently,
B 0. (5.5)
Since B,  given above, is a non-singular matrix, and this is a homogeneous system, 
the only solution is trivial. Hence, there are no constant terms in the center 
manifold expansion.
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5.2 Linear Terms
(a il — /3ii) — (3 1 2 B 2  +  a2i/r*C7i =  0,
-02iB\ + (a il — 022) B 2  +  a2i)U*C'2 =  0,
C K l2 ^ 1  +  (Ck22/^* — /5i i )  C l  — P 1 2 C 2  =  0 ,
( X 1 2 B 2  — i 2̂ \C\  +  (CK2 2 /U* — Æ 2 ) C 2  =  0,
or, equivalently,
0^11 — Pll —012 «21/i* 0 Bi
—021 All — 022 0 B 2
0£i2 0 A22M* — 011 — 012 Cl
0 Ai2 — 021 <̂ 220* — 022 C2
=  0 . (5.6)
Since the determ inant of this coefficient m atrix is 0.0303054 0 and we have a
homogeneous system, the only solution is trivial. As such, there are no linear terms 
in the center manifold expansion.
5.3 Quadratic Terms
Matching like quadratic terms, we arrive at:
All Ai2 
A21 A22
X  =  g , (5.7)
where:
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All  —
2aii — Pii —(3\12
2a 12 0 «11 — /?ii +  0:22/2*
0 0 Oi2
L12
0 0
—/?12 202i /2*
0
0
^21 =
0 2022/^* — Pll —pl2
— P2 I 20ii — 022 0
0
0
2o 12
0
-021
0
A 2 2  =
«21/^ 0 0
O 'l i  — 0 2 2  4 - 0 2 2 /f*  0  2 0 2 i / 2 *
0 1 2 —021 2 O22/2* — 022
Z?2 Bi E/2 Fi F2
0 1 3  0 1 4  0  0 2 3  0 2 4  0 2 5
Inverting the m atrix of (5.7), we arrive at the unique solution:
Di D 2  El E 2  Fi F2
30.0432 7.85257 -62.0849 16.1147 -28.7597 -44.0823
and the center manifold to  quadratic order is:
4 7
(5.8a)
(5.8b)
(5.8c)
(5.8d)
(5.9)
( 5 . 1 0 )
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ai
/il (ai, 6 1 ) =  Z/iai +  JE/iaièi +  i î/>i +  O ^ai, 6 1  ̂, (5.11a)
/12 (flij&i) =  ^ 2<̂ i 4- ^ 2 ^ 1 6 1  4- i^2 ^i 4" O ^a i, 6 1  ̂. (5.11b)
Substituting this back into (5.1a), we arrive at;
|o !iia i +  O1261 +  0=13 ^jDia^ +  £"10,161 +  £ 1 6 1  j  +  ai4Ai4-
( £ 2®! 4 - £ 2 ^ 1 6 1  +  £ 2 6 1  ̂ 4- 
o;i6 6 i (^Dial 4- £ 10,161 4 - £ 1 6 1  ̂ 4- « 1 7 0 1 6 1 1 , (5.12a)
fi* | « 2 i^ i 4- « 22^1 4- «23 (£i<3i 4- £ iO i6 i 4- £ 1 6 1  ̂ 4- « 24 (̂ 14-
«25 ^ £ 2 ^ 1  4- £ 2 0 1 6 1  4- £ 2 6 1  ̂Oi 4- « 2 6  ^ £ io f 4" £iOi6i 4- £i6j^ 61 (^. 12b)
« 27O161 4- « 2 8  ( £ 2 0 1  4- £ 2 0 1 6 1  4- £ 261  ̂ 4- « 29O161 j  .
Here, we have om itted all the higher order terms th a t will not influence the local
behavior of the system near bifurcation. Collecting terms, this can be simplified 
to:
0i =  « 11O1 +  « 1 2 6 1  4” C?io  ̂4“ H\o^b\ +  TiOi6^ +  <̂1 6 1 , (5.13a)
61 — /Li* ^«2 iOi 4" « 2 2 6 1  4" C%2 0 i 4" £ 2 0 1 6 1  4“ / 2O162 4~ .72̂ 1̂  • (5.13b)
The explicit form for the coefficients £ ,  , /*, and Ji can be seen by comparison
with (5.12). We can rewrite this as:
Ô 1 «11 «12 Oi
4"
/i (oi,6i)
h /i*«2i /U*«22 h A  (oi,6i)
(5.14)
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with:
f i  ( til,6 1 ) =  GiCbi +  HiCbfbi +  (5.15a)
A =  (->-* +  H2<^b\ +  l2Ci\b\ +  c/2^1  ̂ - (5.15b)
We note here th a t the restriction of the system to the center manifold autom ati­
cally reduced it to the normal form. This, in turn, allows for an extremely straight 
forward application of the Hopf Bifurcation Theorem. Using this theorem, we 
calculate the Lyapounov coefficient which determines the type of bifurcation (su­
percritical or subcritical) observed. System (5.14) is not in a standard form yet to 
apply the Hopf Bifurcation Theorem. We still need to  transform the linear part 
to Jordan canonical form. This is achieved by letting;
-0.249918 -0.249918
V 0.256443 -0.743557
ai -2.97521 1
bi -1.02611 - 1 V
ai
hi
an  1 
U21 —1 1
Oil O12 .0976572 -.468656
021 O22 .0976572 -.0976572
(5.16a)
(5.16b)
where our m atrix to  be transformed is: 
from section 4. This transform ation was determined to  give the ‘standard’ form:
0 -.19034
+
/ i  ((,%)
.19034 0 Â (^U /)
(5.17)
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to  which the Hopf Bifurcation Theorem can be directly applied. We note th a t the 
nonzero term s in this transformed m atrix are the imaginary parts of the eigenval­
ues of A. We now only need to calculate the coefficients in f i  and / 2  which is a 
straightforward substitution. Writing the transform ation as:
ai = a n ^  + rj,
6] =  «21^ -  rj,
we obtain:
=  { G i i a u ^  + r j f  + (5.18a)
h  (aiî  +  V) («21^ - v f  +  Ji («2i( - n f }  ,
/ 2  (C ^G 2  {o,n^ + + H 2  {o,n^ + T))̂  {a2 i^  — rj)-i- (5.18b)
I 2  ((̂ 11^ +  1 ) (<̂ 21̂  — l Ÿ  +  J 2  (0'2i^ — î/)^} ■
This is still in normal form, so we just need to collect term s by like powers of ^
and T} and determine the coefficients. The coefficients multiplying each combination 
of degree three in each of / i  and ^  are given below;
a2 1 )
I 2  ■  ̂—G2<2'11 — -ff2' îi®21 — ~  ‘̂ 2<̂ 2i) '
A
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f i  : S G i o f i  — H i d ^ i  +  2 J H [ i a i i a 2i  +  I \ o ^ i  — 2 / i a n a 2i  —
I 2  • /̂ * ^3C?20n ~  4- 2^2^ii<^2i 4- /2t*2i ~  2/20na2i — 3J2®2i) 5
i f
/ i  : —3G iaii — Hia,2i 4- 2H iau  — I ia n  4- 2I\a2\ — 3Jia2i?
Î 2  • 1̂ * [~ ^G 2 0 '1 1  — H 2 0 ‘2 \ 4 - 2 H 2 O.li — / 2<̂ ll 4” 2/2<321 ~  3c^<22l) ,
f
/ i  • Gi — H\ — Il — J i,
/2 • f J - *  { G \  —  H i  —  I l  —  J i ) .
Appealing to the Hopf Bifurcation Theorem stated in Giickenheimer and Holmes 
(1983) and formula 3.4.11 of the same source, we find th a t we have attracting  limit 
cycles as s becomes negative. Substituting the numerical values for these coeffi­
cients into formula 3.4.11, we find th a t c % —241.67 <  0. Because this param eter 
is negative and 6 =  % —0.19 < 0, we have an attracting  limit cycle for
£ < 0. This value for 6 was approximated as a finite difference at bifurcation with
a A e  = 0.01. The amplitude of oscillation grows as r (e) =  y —̂  % \ / —0 00086. 
Thus, £ must be negative for the am plitude of oscillation to be real. Further we 
expect the am plitude of oscillation to grow very slowly as we vary £ and th a t 
£ =  O (0.0001) to be significant. We also know th a t the frequency of oscillation is 
w =  0.19034.
Thus, we have a generic supercritical Hopf Bifurcation as £ decreases through 
0. This means th a t the solution of system (5.1a) has the form:
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/  \  
ai (t,e)
6i (t,€)
r(g)
(  \  
1
+  r (c)
{ \  
1
X2 y
-iû}t (5.19)
for 6 <  0, |e| <C 1. Looking at, oiir center manifold expression, we find that:
(
\
ao (£)
bo (t) \ h2 (a i,6 i) / V
Dio,"  ̂+  Eio,ibi +  ■F'lb̂  
Dga^ +  Egai^i 4- /
(5.20)
W hat tliis suggests is th a t ao (t) and bg (t) have solutions of the form:
/  \  
«0 (t)
\ bo{t)
( \ 
ai
y b2 y
g—2iQt _j_
/  \  
Cl
y
(5.21)
for some coefficients a i, a^, b i, b^, Ci, and cg. Thus, (5.21) indicates th a t the zeroth 
mode will be excited at twice the frequency of the first mode. This frequency 
doubling in expression (5.21) for ag and bo is observed in a numerical solution of 
system (4.14) and illustrated in figure 5-1.
These results suggest th a t as the system passes through the Hopf Bifurcation 
a t the critical spatial wavelength, a superposition of modes will be observed. The 
numerical analysis of system (4.14) confirms this type of behavior. We have the first 
mode oscillating in tim e with some frequency Q (which resembles a standing wave). 
Superposed on this, we have the zeroth mode oscillating temporally at frequency 2Ü. 
(which resembles a global oscillation). Next, we will apply the Poincaré-Lindstedt 
m ethod to the reduced system (5.17) and dem onstrate th a t this analysis predicts 
this same qualitative behavior.
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Figure 5.1: Trajectory in the ao, Oi Phase Plane
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CHAPTER 6 
Asymptotic Solution
We work with the reduced system of perturbed equations;
— w
0 - 1
+
9 1 0 9
(6 .1)
where:
9 — (Q;21CIi1 +  û̂ 22<̂ 2l) +  ^ (ûï21®ll +  û;22<̂ 22)] +
{ f i * + e )  (^ 2̂  ̂+  +  C 2̂ r f  + E 2r f ^  ,
(6.2a)
(6.2b)
w =  0,19034, and the coefficients are taken from the last section. We re-scale time 
hy t — and denote ^  by dot. The system (6.1) becomes:
0 —  1 
1 0 V
/(«.>))
(6.3)
We will assume without loss of generality th a t we have initial conditions of (0) =  0 
and 27T-periodicity for the linear part. Here we reintroduce the bifurcation param ­
eter £ since we wish to  investigate the behavior of the solution as we vary lerj -C 1. 
We are interested in how the amplitude and frequency depend on e. To accomplish 
this, we apply the Poincaré-Lindstedt m ethod for a weakly nonlinear analysis, and
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construct an asymptotic solution which will determine these two dependencies. 
The m ethod consists of expanding all functions in power series of e°‘, substituting 
these into (6.3), and matching like terms by powers of e. According to the standard 
algorithm  (see e.g. Drazin (1992)), we choose a  =  | .  We consider the  system:
0 - 1
1 0 T]
+ w
and expand everything in powers of y/e.
^  +  O  ,
1 )  =  +  e r ] i  +  +  O  ,
U) =  ÜÜQ 4" +  6UJ\
Substituting (6.5) into (6.4), and matching like powers of e, we obtain:
6.1
<̂ 0̂ 1/2 0 - 1 6 /2
^0^1/2 1 0 m/2
with solution:
6 /2
=  ri
1 1
m/2 —i i
— 1U)0T
(6.4)
(6.5a)
(6.5b)
(6.5c)
(6 .6 )
(6.7)
Our periodicity conditions requires th a t wo =  1. Our initial condition requires th a t 
r\ = T2  = r, so we may express our solution as:
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=  r e*̂  +  r
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(6 .8)
6  +  <^1/26/2 0 — 1 Cl
i l  +  ct^i/26/2 1 0 m
6  0 - 1  
i l  \  [ 1 0
0  - 1  
1 0
Assuming a  particular solution of the form;
6 ^ 1/ 26 /2
m ^ 1/2 6 /2
i  (e*  ̂ -  e - " )
— rui /2
m (e" +  e - ' 3
(6.9)
SO th at,
6 ai b i Cl d i
—— e*"" + re'^ + 4-
m as bs C2 ds
re
6 a i b i b i
e'" -  (6.11)= te'"" -1- ire"^ +
as bs bs
L L j *-
Cl d i d i
f r e “ *^ + e
Cs ds ds
(6 . 10)
we substitu te (6.10) and (6.11) into (6.9) and determine the unknown coefficients.
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6.2.1 Matching re^
b i —bg
i  —
b2 b i
ba =  —b i l (6 ,12)
6.2.2 Matching eIT
ai2 +  b i — —&2 +
AgZ +  bg =  H“ TUJ\j2‘
(6.13a)
(6.13b)
Here we have a system of two equations with four variables. However, we have a 
relationship between b i and ba, and can take a% =  0. This is permissible because 
the solution to the homogeneous system is proportional to As such, we can
let a i from this particular solution be absorbed by the solution to the homogeneous 
system. This will also be true for Ci. Essentially, in the particular solution we have 
a translation in one coordinate of the eigenvectors but not the other. W ithout loss 
of generality, we may take the fixed components to be a% and Ci. Using these facts, 
we may express (6.13) as;
or equivalently,
1 1 b i truJii2
—i i &2 'ruii!2
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Solving this, we see,
b i —i i - 1 zrwi/2
a2
T
i 1 ruJi/2
(6.14)
Since, according to  the algorithm, we must have no secular terms, we obtain;
b i =  irwi/2 =  0, (6.15)
and we see th a t =  0. This indicates th a t Wi/g =  0 since r ^  0, and there is no 
correction to  the amplitude to O ( e ) . By symmetry, we argue tha t we will obtain 
similar results by matching and terms. Thus, to  O (e) , we have no
change in behavior.
6.3 O
6 / 2 _ 0 - 1 6 / 2 +
6 / 2 1 0 % / 2
-  ^i& /2
(6.16)
See Appendix E for the forcing functions /  and g. Assuming a solution of the form:
6 /2
%/2
ai
â2
bi
b2
Cl
02
d i
d2
re (6.17)
so tha t.
6/2
6 /2
ai
â2
b i
6 2
4-
bi
b2
— (6.18)
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.
Cl d i d i
ie —
C2 d2 da
we substitu te  (6.17) and (6.18) into (6.16) and obtain the unknown coefficients by 
a standard  procedure.
6.3.1 Matching re^
bi% —b2
b2% bi
1)2 =  —b ii. (6.19)
6.3.2 Matching re
—d i i —d2
—d2* di
d 2 =  di«. (6.20)
6.3.3 Matching é
â i i  +  b i —sl2 +  r^af — ru^ii
SL2'i +  G2 âi r [ffg — uJi) + f'^^g
Using the facts th a t â i =  0 and 6 2  =  —b ii, we can rewrite this as:
(6 .21)
b i +  â.2
â2« — h i i
r fTf — rujit 
r {(7g — Wi) 4- {r^&g)
1 1 &2 r^af  — ruJii
i —i b i r ((Tp -  wi) 4- r^Og
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(6 .22)
Solving this system, we find,
r^(7f — ru^ii 
r{(Tg-uji)  + r^9g
As  above, since the algorithm assumes th a t no secular term s appear in the solution, 
we can write:
â a i - i  - 1
^  2
b i - i  1
{a-f +  i6g) =
r =
i  ^r^cTf — ruJii + ri {(Tg — uJi) + r^i9^
{2uJii — i(Tg) ,
2uj\i — 
rj/ +  i9g
0 ,
(6.23)
1
2
r^af — rujii — ri {(Tg — cui) — r^i9^
= 0.388759 -  0.134228%
6.3.4 Matching e
—C\i +  d i —C2 +  +  aüü\i
—Cgz +  dg Cl +  a — wi^ 4- 0^9*
Again using the fact th a t Ci =  0 and dg =  d ji, we may write this as:
(6.24)
(6.25)
C2 +  dj r^a*f +  rojyi
— C2% +  di? r (rr* -  Wi) +  r^9*
1 1 C2 4- rujyi
—i i d i r (rr* -  Wi) 4- r̂ 9*g
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Solving this we see,
C2 i z — 1 r̂ CTy + rojii
di
^  ~ 2
i 1 r[a*g-uj i )  + r̂ O*g
Since we have no secular terms, we can write:
61
(6.26)
(cr;
di
is;)
r  =
i 2o»i +
(6.27)
C2
1
2
4- ru i i  +  ri 4-
=  -0.388759 -  0.134228% (6.28)
Equating the two expressions, (6.23) and (6.27), for r^, we may determine Wi, and 
subsequently r^.
4- i(T* 2iu\ — i(jq
This has the form:
4  -  iOl (7 f  4- iOg
A jOi 4” B  A.*uJi 4" B"
C
A C * u j i  +  B C *
UJi —
c*
A * C u J i  +  B * C ,  
-  BC* (6.29)
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T he critical thing to remember is tha t these symbols are just numbers. If we recall 
w hat the original numbers were from section 4, and w hat substitutions we made, 
we may determine the numerical values for wi, ag, and C2 - The numerical values 
of ag and cg are given by (6.24) and (6.28) respectively, and wi =  —11.4401. Now 
th a t we know cJi, we may determine r^. This substitution yields =  —.000814835.
Remark: W ith a value so close to zero, we must consider the possibility th a t this 
is an error due to the fact th a t we do not have exact values for these constants th a t 
have been generated from the Galerkin expansion. However, we may rest assured 
th a t this is not the source of any possible discrepancy since the niunerical values of 
param eters obtained were accm ate to the sixth decimal place, much smaller than  
our r^.
This result confirms the conclusions from the Hopf Bifincation Theorem to 
a surprisingly high degree of precision. We also get additional information: the 
result says th a t as e drops through zero and becomes negative, we observe a limit 
cycle solution in the first mode th a t grows as y/e. Fixing the bifurcation param eter 
away from bifurcation specifies the amplitude. We also have O (e) information on 
the frequency of oscillation. It is perturbed by —11.4401s. T hat is, the frequency 
will increase as e becomes negative. Pu tting  all these results together, we can 
write:
(  ( T ,  s) =  V-.000814835s +  O (s^) , (6.30a)
r] (r, e) =  -zV -.000814835s +  (6.30b)
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(0.388759 -  0.134228%) +
(-0.388759 -  0.134228%) +  O ,
u>{£) =  1 -  11.4401s +  O  (s^/2) . (6.30c)
The above quantities are real valued and can be expressed in terms of sin and cos 
as well. At this point we may scale time back to t, and write:
^ (r, e) = y/— .00163s cos CoLot +  O , (6.31a)
77 (r, e) =  \ / — .00163s sin tout +  \ / —s^O.268 cos {C b u jt)  — (6.31b)
y ^ 0 .7 7 8 s i n  (wwt) +  O  (s^) , 
w (s) =  1 -  11.4401s +  0  . (6.31c)
Figure 6-2 gives a numerical solution to system (4.14) with the transform ation
0,015 
.JMTI '
0.005 :
ÿ f o T  ■ -Ô.ff05 -Do 6dos w
-0.005 '
-0 01
--   -0015
Figure 6.1: ^ (t) vs. 77 (t) from Asymptotics; s  =  —0.1
(5.16b) taken into account. Hence, it is a trajectory in rj phase space. Figure 
6-1 is a plot of (6.31), the asymptotic approximation of the solution to  the system
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eta
0 .  06
0 .0 4
0 .06
X I
0.1 0.15
Figure 6 .2 : ^ vs. i] from Galerkin Approximation; £ — —0.1
reduced to  the center manifold. We note the striking preservation of qualitative 
behavior in analyzing the system on the center manifold.
It is clear from expression (6.31) tha t to O we have distortion of the cir­
cular limit cycle trajectory; ^ (t) oscillates with am plitude perturbation to  O {^/£) 
while 77 (t) has an am plitude perturbation to O  . To O (s) we have per- 
tm bation  in the frequency of oscillation. In principle, we can continue with the 
asymptotic approximation, but we have described the qualitative behavior which 
is observed to  O . Any further calculations will merely refine the qualitative
behavior. Since qualitative behavior was all we were after, we are done. Further, 
since this analysis gives the same results as the center manifold analysis, we may 
use the same argument for why we see an excitation of the zeroth mode. Because 
of the relationship between the zeroth and first mode through the center manifold, 
we have this frequency doubling excitation.
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CHAPTER 7 
Conclusion
The m athem atical formulation of the biological model involved a system of 
integro-differential equations which, it was argued, was applicable for a  host- 
parasite plant interaction existing in a spatially homogeneous and climatically 
uniform environment. We interpreted the dynamics and formulated a m athem at­
ical model tha t, we argued, described the same qualitative dynamics as the bio­
logical system. We then proceeded to analyze th a t system using many established 
m athem atical tools. However, to facilitate tha t analysis, we took certain liberties 
in approximating these equations. For example, our use of the Galerkin approx­
im ation introduced several errors. In order to even apply this tool, we expanded 
the functions /  and g in Taylor series and truncated past O (n^, . The error in­
volved in this truncation remained under control since we studied a solution local 
to equilibrium. However, in applying this approximation, we needed to assume 
th a t the continuous spectrum  of the Fourier transform could be described w ith 
just two frequencies. W hat we assumed by this approximation is th a t the popu­
lation distribution is not only bandwidth limited past the bifurcation frequency, 
bu t consists of exactly two frequencies. We did not explicitly calculate the magni­
tude of the error terms. The argument justifying this error was not rigorous. By 
stating interest in a solution local to bifurcation, we argued th a t this error would 
be controlled. Therefore, our results are only valid for this local neighborhood
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of equilibrium and bifurcation. Our results suggest th a t a lim it cycle grows as 
y/e locally, there is no comment on global behavior. W hat happens as we stray 
from bifurcation can only realistically be considered by numerical analysis of the 
full integro-differential system of (2.4). Because of the computing tim e involved 
in calculating an integral for each time step, we propose to use the convolution 
integral theorem to speed the calculations. We propose the following algorithm: 
Given initial population distributions (random perturbations off equilibrium), 
we evaluate /  and g and apply a Fast Fourier Transform to both  this d a ta  and 
the kernel data. Taking the product and inverting the FFT , we should have the 
initial tim e derivatives. We can use a standard Runge-K utta ODE solver to  step 
through tim e for each of the spatial da ta  points. Currently, we have not gotten 
oiu C source code debugged, and hence, numerical results are pending.
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CHAPTER 8
Dimensional Analysis
The full dimensional system of equations is:
67
d N
dt
dP
dt
N
F
N '
K ,
h P '
N
kP
N  + D
(A. la) 
(A. lb )
Each param eter has dimensions associated with it. We wish to reduce the number 
of param eters through the process of non-dimensionalization. In this procedure, 
we re-scale the sta te  variables, u  and and the independent variable, t and com­
bine the param eters in such a way as to define new, non-dimensional param eters. 
Letting N  = K u , P  = t ~  a = b = d = ^ ,  we can rewrite system 
(A .l) as;
du
dr
dv
dr
u { l  — u)
am) 
u + d^
V
b v { l -  -
u.
(A.2 a)
(A.2b)
As a check, we note th a t the original param eters have the following dimensions:
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param eter dimension
N number' density  = #area
P number density  = area
t tim e
K number density — Æ -area
r 1tim e
s 1tim e
k 1tim e
h dimensionless
D number density  = #area
(A.3)
We note th a t the new param eters w, r , a, 6 , and d are all dimensionless. Fur­
thermore, they have different interpretations. The new sta te variable u  gives the 
proportional density of host relative to its carrying capacity, K .  Similarly, the new 
sta te  variable v gives the proportional density of parasite relative to its carrying 
capacity, Time is scaled with respect to the host intrinsic growth rate. The 
new param eter a indicates the ratio between how much harm  the parasite does to 
its host if it exists in high density and how much harm the host can do to the par­
asite if it exists in low density, all scaled by the growth rate of the host. If a > 1, 
then this indicates the host may be the more robust, while if a < 1 , the parasite 
may dominate. The new param eter 6  is simply the relative growth rates of the 
parasite and host. If 6  >  1 , the parasite grows faster, and if 6  <  1 , the host grows 
faster. The param eter d gives a measure of the saturation host density relative to
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its carrying capacity. As snch the function of d is not significantly different from 
D , b u t is simply a  non-dimensional alternative.
Looking a t our comments from section 3, we may interpret them. We must 
choose a to be sufficiently large which means th a t we must not have a host th a t is 
to weak. It must be able to  w ithstand some degree of parasitism  and the parasite 
must be fairly strongly obligate on this host. We must be careful not to choose d 
too big. This indicates th a t the satination parasitism  in the limit of large parasite 
relative to host must be fairly large. T hat is, in times of severe parasitism , the host 
must be damaged greatly. Finally, the requirement th a t b not be too big means 
the host must not grow too much faster than  the parasite.
There are many possible param eter values th a t will probably give rise to  dis­
persal driven instability, but looking at the particular param eter values we fix for 
this analysis, a =  3, d =  0.2, b = .290158, we can make some statem ent of the 
interaction. Since a > 1 , we may infer tha t the host is fairly robust as compared 
to the parasite. The parasite is highly obligate on this particular host and can 
tolerate a substantial level of parasitism. The fact th a t 6  < 1 indicates th a t the 
host grows faster than  the parasite. Our choice th a t d = .2 when we may not 
exceed 1 , means th a t for parasite outbreaks, the host is rather severely damaged. 
Thus, there is some degree of give and take here. We have a strong host and a 
highly obligate parasite, but if there is an outbreak in the parasite population, it 
will severely damage the host. Since the host is strongly obligate, this will create 
a sharp decline in the parasite and subsequent recovery of the host. This heiuristic
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argum ent indicates th a t we should expect oscillatory solutions. This is confirmed 
by the  linear analysis.
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CHAPTER 9 
Redistribution Kernels
We proceed to explain our redistribution kernels in two manners. F irst, we 
describe a dispersal mechanism and model the system with a system of differential 
equations. These will be theoretical results which we will justify with observed bi­
ological phenomena. We will settle on a formulation th a t is quaUtatively similar to 
some of the distributions observed in nature and th a t is mathem atically tractable. 
Much of what follows in this appendix can be found in the paper by N eubert et. 
al. (1995).
For the theoretical dispersal dynamics, we assume the seeds disperse via ad- 
vection w ith constant velocity ±c. Further, we assume they have some probability 
of settling and germinating in some time interval. This formulation is analogous 
to using a hazard function to determine the distribution of a failed component. 
If we let u (x, t) denote the propagule’s density as a function of space and time, 
v{x^t) denote the density of settled propagules, and h{t)  denote the probability 
th a t the seeds settle in the tim e interval {t,t + dt) we can model the dynamics 
w ith following system of equations:
—  =  - c - s g n { x ) ^ ^  — h { t)u ,  (B .la)
~  = h { t)u .  (B .lb)
In (B .la), we see th a t the time rate of change in u is proportional to the gradient
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in w. If a; >  0 and the density is sharply decreasing, then the propagules will 
increase in time; th a t is, they will spread. The propagule density growth ra te  is 
decreased by the expected number of propagules to settle in each differential time 
step. As indicated by the term  h { t ) u  in equation (B .lb) for the distribution of 
settled probagules, we simply have a single source term. This says th a t propagules 
come only from settling. We may assume the initial conditions:
n(%,0) =  6 (a ) ,  (B.2a)
0) =  0, (B.2b)
and solve the system. We may solve system (B .l) by the m ethod of characteristics 
as follows. The solution to (B .la) must satisfy the system of differential equations:
ét =  (B.3)
c • sgn{x) h { t ) u
We solve the equation:
dt = ---------------------------------------------------- (B.4)c • sgnyx)
and obtain the characteristic line:
|x| — ct = ki. (B.5)
We solve the equation:
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dt =
du
(B.6)
and obtain
u = k 2  exp J  ^  (a) ds (B.7)
The initial conditions require th a t k 2  — ô ( x ) . However, we require th a t it remains 
a constant, so we evaluate it on the characteristic line (B.5). Thus (B.7) becomes:
u = 6 (|x| — ct) exp J  ^ (-5 ) (B.8)
The redistribution kernel k {x) is simply u (x) . Substituting (B.8) into (B .lb) and 
integrating from 0 to  0 0 , we obtain:
k (x )  — j  h (t) 6 {\x\ — ct) exp J  h { s )d s dt
Ixl
exp
Jo
ds . (B.9)
The factor of ^  multiplies this integral since we are integrating only from 0 to  0 0 , 
and the fact th a t 6 {x — ct) = ^6 {x — t ) .
If we assume the propagules have a constant probability of settling up to some 
maximum dispersal time and they disperse with unit velocity, we have:
1 rk {x) = - a  exp — j  a • ds
(B.IO)
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This is simply a double exponential, or Laplace, distribution. Here, we assume tha t 
nothing is obstructing the dispersal mechanism such as seed predation (Janzen 
(1970)) or self-inhibition (Connell, Tracey, and Webb (1984)). We expect tha t 
seed predation only occurs when the seeds are attractive to herbivores. This is not 
likely to be the case with parasitic plants, so will adopt tliis redistribution for the 
parasite.
We may, in general substitu te any hazard function and obtain a wide variety 
of redistribution kernels. In particular, we may impose a hazard function th a t 
accounts for seed predation. Since seed predators aggregate close to seed sources, 
there is a  low probability th a t a seed will germinate close to  its mother plant. As 
time passes, the seed will disperse to locations with low seed predator density, and 
the probability of settling and germination is greater. As the seed disperses long 
distances, the probability of settling is essentially a constant since there are very 
few predators there. Thus, the associated hazard function should be an increasing, 
concave down function, asymptotically approaching some constant value. We have 
several choices for this function, bu t if we choose carefully, we may obtain a kernel 
w ith nice m athem atical properties. Neubert et. al. (1995) argue th a t taking a 
hazard function of the form:
^  (^) = ----- :------------- , (B .ii)
( l  +  l )
will yield the Double-Gamma distribution given by:
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fcW = | ( ^ )  T (6T
If we take 6 =  2, and c, the velocity of advection, to be 1, we have an increasing, 
concave hazard function and a kernel th a t takes the form:
A: (x) =  Y  l-̂ l e (B.13)
We take this kernel as the redistribution for the host.
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CHAPTER 10
Linear Stability Analysis
For stability, we need T r{J )  < 0. This yields a region in a ,b ,d  space and we 
can express it as 6 >  b{a, d) with:
b{a, d) u
= u
=  u
au
(u* +  d)
1 -  u* _  
u* + d 
1 — 2w* — d 
u* + d (Cl)
If we let:
u = - [ { l - a - d )  + D] (C.2)
with:
D  — y^(l — a — +  4d, (C.3)
we can write (C .l) as:
h{a,d) =  [{1 — a — d) + D]
I — [(1 — o, — d) +  D\ — d 
[(1 — a — d) +  D] +  2d 
(a — Z7) [( 1 — a — d) +  D\
(1 — Û +  d) +  Z?
(a — jD) [(1 — a. — d) +  D\ [{1 — a +  d) — Z)]
(1 -  a +  d)^ -  D2 ’
(a — D) [(1 — a — d ) ( l  — a +  d) +  Z?(1 — a +  d) — Z? (1 — a — d) — D^\
—4ad
(a — D) (̂1 — a. — d) {1 — a +  d) +  2,Dd — (1 — a — d) — 4d
—4ad
(a -  D) [(1 -  a .f  -  d  ̂ +  2Dd  -  (1 -  a f  +  2d (1 -  a) -  d^ -  4d
-4ad
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(a — Z?) [1 +  a +  c? — D\
2a
After substituting in for the value of D, and recalling the original inequality, we 
arrive a t
a — \J{1 ~  a — dŸ  +  4<Z 1 +  a +  d — \J(1 — a — -f 4d (C.4)
for stability. We can get a feel for this surface by letting expressing (C.4) as
6 >  —  2a
a (1 +  a 4“ d) — (1 4- 2a 4- d) \J — a — d) + 4 d  4~ (1 — a — d)^ 4~ 4d
(C.5)
setting d — 0 and solving for the bounding curve b{a) then setting 6 =  0 and 
solving for the bounding curve d(a). This will give an analytic feel for whether the 
surface is bounded. W ith d =  0, (C.5) reduces to:
a (1 4“ a) (1 4" 2a) (1 — a) 4~ (1 — a) 
—a 4“ 2a^ ^  ^1 4~ a — 2a^^ 4~ 1 ,
2a — 1
(C.6)
1
a
If we look a t the graph of these two curves, we note th a t they intersect at a =  6 =  1. 
Thus, the appropriate restrictions on a are:
6|(/=o > (C.7)
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Hence the surface is bounded by 1 in the b direction. W ith 6 =  0, (C.5) becomes:
a — Y^(l — CL — +  4<i 1 +  <2 +  d — 1 — a, — d) +  4d (C.8)
We claim th a t the second bracketed term  in (A.8) is positive. If it were not, then:
y ( 1 — (I — d) -j- 4d > 1 +  (I +  d.
Since all param eters are positive, this implies:
(1 — o, — d) +  4d >  (1 -f- o +  d) ,
1 +  <2  ̂+  d^ — 2(2 — 2d +  2(2d +  4d >  1 +  <2  ̂ -(- d^ +  2n +  2d -|- 2nd,
—2(2 -|- 2d > 2n 4- 2d,
- 4 ( 2  >  0,
which is never true when a > 0. Hence, we may divide through by:
I +  a +  d — \J{1 ~  a — dŸ  +  4d 
2a
and express the relation as:
a — y/(l — (2 — dŸ  +  4d < 0,,
a < \ / ( l - (2 — d) +  4d,
< (1 — a — d) +  4d,
0 < 1 +d% — 2(2 2d +  2nd,
0 < é  ^ 2 (1 4" n) d 4“ 1 — 2n.
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This is simply a polynomial in d  w ith roots:
d — — (1 +  a) ±  \ / ( l  4- aŸ  — I T  2a, 
=  — (1 +  a) ±  \/4o  +  a.2.
Since the polynomial is concave up, and the lower root is negative, we want to 
choose d such that:
0 < d <  — (l +  a) +  V4a  +  a^. (C.9)
Further, the upper root is positive only when:
x/io  +  a^ > (l +  a ) ,
4(2 T  a^ > 1 T  2(2 +  (2̂ ,
1a >  —.
2
Finther, there is no upper limit on a and it can be readily seen th a t as a gets large, 
d is bounded by 1. So the domain of b {a, d) is a subset of a half infinite strip.
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CHAPTER 11 
Orthogonality Conditions
We wish to  illustrate how one would determine the differential equations of 
(4.13) and (4.14) from the orthogonality conditions (4.12). Rather than  derive 
each term , we will illustrate the method for selected terms. The general idea is 
to multiply (4.11) through by and integrate from 0 to  L. We use (4.12) to 
determine which term s remain.
For the zeroth mode, we multiply through by =  1 and integrate. It is 
easy to scan through (4.11) and simply keep all term s whose frequency index adds 
to zero. Thus, we get the Lq, Qo,o, C*o,o,o terms straight off. It is not too difficult 
to see where the remaining terms in (4.13) come from. We get one term  involving 
Qj^j, and three terms involving a double sum in which the index I is expressed in 
terms of j  and k so th a t the sum of the indices in the appropriate term  is zero. For 
example, the term  I2kLo'  ̂C’j,kj+k comes from the term  involving 
If we set j  + k — I =  0 ,  we find th a t I =  J +  k. The index j  can go all the way up 
to M , but the index k can only go up to M  — j  or the index I would exceed M. 
So if j  =  M, and k = M  — j  (their maximum values), l  = M - \ - M  — M  — M . A 
similar argument follows for the other two double sums.
The mode is a  bit more complicated, but similar. Here, we multiply through 
by and integrate. Now we eliminate term s in which the sum of the indices
plus n  equals zero. Further, we must watch th a t none of the indices exceeds M.
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Again, it is clear th a t L n  should appear since th a t comes from the term  involving 
Further, it is not difficult to verify the existence of the single summations 
involving Q. The ten double sums involving C  need some clarification.
The term  serves as a good example to examine. Since we multiply
through by we set — j  — +  / +  n =  0. This means th a t I = j  + k — n, and
we want to srnn over term s like Cijj+k-n- We observe th a t values for j  and k 
satisfying, M  + n > j  + k > n  divide the j ,  k plane into two quadrilaterals w ith a 
line at j  — n. We sum j  from 0 up to n, and we sum k  from n — j  up to M. This 
takes care of one parallelogram. For the other, we smn j  from n + 1 up to M, and 
sum k from 0 up to M  +  n — jr. Thus, the sum becomes:
n M
E E  c,
j= Q k = n —j
This is illustrated in figure D-1.
IÜ
6 ,
k
4
Figure 11.1; j , k Index Plane
If we take M  =  10, n  =  4, the x-axis the k index, and the y-axis the j  index, 
we see th a t smnming j  from 0 up to 4 and summing k from 4 -  j  up to 10 takes
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care of the lower quadrilateral. Summing j  from 5 up to 10 and k from 0 up to 
14 —J takes care of the upper quadrilateral. Although tedious, the remaining eight 
term s follow in an analogous manner.
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CHAPTER 12
Asymptotic Expansion Functions
Functions referred to in Section 6 are:
83
6 /2  =  f  (e*’’ +  e
^1/2 =  - r i  ( e "  -
(i/2 =  r ' + 2)
(E .l)
(E1.2)
(E.3)
(E.4)
( l / 2
^1/2^1/2
6/2771/2
7̂1/2
r3 +  3e*  ̂+  3e-*^)
- t r ^  -  e'*^)
_ ^ 3  ^  g - 3 % T  _  g * r  _
-z r^  -  Se*"" +  S e -" )
(E.5)
(E.6)
(E.7)
(E%8)
r (e * ’̂  +  e  ( 0 2 1 ^ 1 1  +  CK22^ 2 i )  — 
i — e~*^) (ck2i?'ii +  0 :22^2 2)
+
/  \  
A g r ^  (g 3 * r g - 3 iT  _j_ 3 g i r  3 g - i r  J _
t l
G)
3 S „?>nH g z r '  ( e - Z t T  i „ ir
Cgr^ (g3iT g-3iT  _  giT _  g-iT^
^ -  e-3^T _  3giT ^  3g-iT^ ^
(^l%/2,
(E.9)
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9
(Ag -  Bgt -  Cg -  Egi)
g-3îr^3^* -j- B2I — C 2 +  E2I) 3  +
(0̂ 21̂ 11 4- 0=22)̂ 21) — ^  {où2 \f'n +  ^̂ 22̂ 22) — ^ 1^+  
(3v42 -  Bgz +  C2 +  3E^z)
^  ( 0 2̂ 1 ^ 1  +  C t2 2 ^ 2 l) +  ^  {OL2\fXI 4 - a 2 2 r '2 2 )  ~  i ^ i r +  
( 3 ^ 2  4" J52% 4" C*2 — 3 jE /2 î)
4-
w w
4-
( E . I O )
/
/  =
Axr^  (g S ir  g -3 iT  ^  3 g i r  _
Bxir^  4 - -  e~^^) -
C l7  ̂ ( e 3 * r  g - 3 i r  _  g i r  _  g - i r ^  _
Eizr^ -  3e'^ +  3 e -" )
g3 r̂^3 - C l  -  E li) |4 -
g-3ir^3 +  Bxi - C l  4- E li)  1 +
gir^s 3̂ j4 i — E li  4“ Cl 4“ 3E ii)  ^ — e^^rwii4- 
g-îTy.3 ^3^^ ^  E li 4- Cl — 3E ii)  4  4- e“*' r̂o;ii
g3iT^3^ 4- e —4 _|_ (^C— — rujii) 4- e 4- rw ii^ E .ll)
w \  w /  \  w /w
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