Abstract. The Fuglede conjecture states that a set is spectral if and only if it tiles by translation. The conjecture was disproved by T. Tao for dimensions 5 and higher [4] by giving a counterexample in Z In this paper we build upon the results of the work in [1] to allow a computer to carry out the lengthy computations.
Introduction
Fuglede's conjecture was first stated by B. Fuglede in 1974 ( [2] ). It proposes that for every subset E of R d with positive Lebesque measure, L 2 (E) has an orthogonal basis of exponentials (called E is spectral ) if and only if E tiles R d by translation. In subsequent years the conjecture was proven for various different domains. However, in 2004 T. Tao disproved the conjecture for d ≥ 5 in [4] . Furthermore Tao's proof relied on constructing a counterexample, namely a spectral set in Z Also, in [1] the authors proved that the Fuglede conjecture holds in the d = 3, p = 3 case. In their paper the authors developed the tools to be able to tackle the problem directly. Unfortunately, they have to point out that their methods are no longer feasible for p = 5 since the number of spectral sets that need to be tested become too big (even for a computer).
The aim of this paper is to overcome these problems by approaching it from a different perspective, while still relying heavily on the theory developed in [1] : Instead of generating all possible matrices and testing their rank, we start with just three linearly independent vectors, satisfying certain conditions and see if we can find enough vectors within the span of those three vectors that also fulfill the conditions to then construct a square matrix using those vectors as the rows. This will guarantee that the rank of the resulting matrix is three, as needed for a counterexample. Using this approach we can reduce the search space drastically. The remainder of the paper will give the proof of this result with the aid of a computer. is called special dephased log-Hadamard if M is a logHadamard matrix and the first row and column are all 0 and the second row and column are (0, 1, . . . , p − 1, 0, . . . , p − 1, . . . , 0, 1, . . . , p − 1). Theorem 2.2 (Proposition 9.1 in [1] ). Let p be a prime. The following are equivalent:
Theoretical results
• A subset of Z 3 p tiles if and only if it is spectral. • There does not exist an mp × mp special dephased log-Hadamard matrix with entries in Z p of rank 3 where 1 < m < p.
We immediately get the following lemma: p×p with X i,j = #{k : v k = i, w k = j, k = 1, . . . , mp} is a Davey matrix. We say X is raised by the pair (v, w). 
3.2.
Outer loop. For a given prime p and 1 < n < p, we start with b 1 as in Lemma 2.3 and a loop ranging over all Davey matrices of weight n. By Lemma 2.3 we can first restrict our search to all balanced vectors whose first entry is 0, so we are only interested in Davey matrices D with D 0,0 > 0. We will call the set of these matrices D n . Furthermore we can restrict b 2 to those with a second entry of 0 and therefore any Davey matrix D that is raised by the pair (b 1 ,b 2 ) has to fulfill D 0,1 > 0. Algorithm 4.2 now returns one possible b 2 such that D is raised by (b 1 , b 2 ). All possible solutions are the same, modulo permutations of those entries in b 2 where b 1 has the same value on corresponding entries. We can arbitrarily choose one of those solutions, as having M as in Lemma 2.3 we immediately see that column operations that do not change b 1 result in another matrix M ′ that also fulfills the properties of the Lemma. 
Then possible b 2 are (0, 0, 1, 1, 2, 2), (0, 0, 2, 1, 2, 1) (since we insist that the first and second entry in b 2 is 0). The vectors only differ by transpositions of the third and sixth entry. (2) and (7) we know that we are only interested in the linear combinations that result in balanced vectors. This results in a set of valid combinations V as a subset of Z 3 p , i.e.
p } Now to solve the problem we need a set Λ ⊂ V that fulfills the conditions in Lemma 2.6 which can be written as
So Λ can be seen as a clique in a graph on V with nodes (v 1 , v 2 , v 3 ) and (w 1 , w 2 , w 3 ) being connected by an edge if (v 1 − w 1 , v 2 − w 2 , v 3 − w 3 ) ∈ V . Since the cardinality of Λ has to be np − 1 we need to find a clique of at least that cardinality that contains (1, 0, 0), (0, 1, 0) and (0, 0, 1). This example shows that we can disregard this choice of D 1 . Furthermore, here we only followed the 'path' of every 1. We can do the same steps for every number in Z p and will get different restrictions most of the time. Algorithm 4.4 (get davey matrices). This algorithm generates all possible Davey matrices of a fixed weight n. From the note after Definition 5.3. in [1] we know that a Davey matrix can be written as a sum of permutation matrices. Therefore we need to generate all possible permutation matrices first. Now any permutation matrix has sum of rows and sum of columns equal to 1. However the sums along the diagonals might not be constant. For each permutation matrix we calculate these sums, a p-tuple we will call key and store matrices with the same key together.
Next we run a loop over all possible combinations of n (where n is the desired weight of the Davey matrices) of those keys. Taking one combination, if (and only if) adding all these keys (as vectors in Z p ) results in (n, . . . , n) then any sum of the respective matrices to the involved keys will give raise to a Davey matrix! Algorithm 4.6 (calc cache). This implements part of the calculation outlined in Subsection 4.1. Namely the one we can do preemptively, before starting the actual program to generate a cache for quick lookup. Considering Example 4.1 we see that after choosing 1 as the pivot element what actually mattered were the numbers above: a = (0, 2) (in b 1 ) and below (in a potential b 3 ): b = (1, 2) and our conditions for the Davey matrix turned out to be that either the entries at {(0, 1), (2, 2)} or the entries at {(0, 2), (2, 1)} were non-zero. These are all possible sets of pairings of numbers in a and b, we will call them the keys. Finding these sets of pairings is the first step of this algorithm, done iteratively over the length of the tuples a and b. The second step is for each of these entries to take all pairings and find those Davey matrices that match at least one key, then the set of those matrices will be stored as a result for (a, b). 
