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The rapidly expanding class of quantum materials known as topological semimetals (TSM) dis-
play unique transport properties, including a striking dependence of resistivity on applied magnetic
field, that are of great interest for both scientific and technological reasons. So far many possible
sources of extraordinarily large non-saturating magnetoresistance have been proposed. However,
experimental signatures that can identify or discern the dominant mechanism and connect to avail-
able theories are scarce. Here we present the magnetic susceptibility (χ), the tangent of the Hall
angle (tan θH) along with magnetoresistance in four different non-magnetic semimetals with high
mobilities, NbP, TaP, NbSb2 and TaSb2, all of which exhibit non-saturating large MR. We find that
the distinctly different temperature dependences, χ(T ) and the values of tan θH in phosphides and
antimonates serve as empirical criteria to sort the MR from different origins: NbP and TaP being
uncompensated semimetals with linear dispersion, in which the non-saturating magnetoresistance
arises due to guiding center motion, while NbSb2 and TaSb2 being compensated semimetals, with a
magnetoresistance emerging from nearly perfect charge compensation of two quadratic bands. Our
results illustrate how a combination of magnetotransport and susceptibility measurements may be
used to categorize the increasingly ubiquitous non-saturating large magnetoresistance in TSMs.
PACS numbers:
Introduction Magnetoresistance (MR) and the Hall
effect are versatile experimental probes in exploring elec-
tronic properties of materials, such as carrier density, mo-
bility and the nature of scattering and disorder. In typi-
cal non-magnetic and semiconducting materials, the MR
increases quadratically with applied transverse magnetic
field and saturates to a constant value when the product
of the applied field and the mobility (ν) approaches unity.
Non-saturating MR is commonly attributed to the semi-
classical two-band model, where electron-like and hole-
like carriers are nearly compensated [1], resulting in rich
magnetotransport characteristics that are strongly tem-
perature (T ) and applied transverse magnetic field (H)
dependent in non-magnetic compounds. A flurry of in-
terest in non-saturating, H-linear MR [2–5] in narrow
gap semiconductors led to two main theoretical accounts:
(i) a two-dimensional simple 4-terminal resistor network
model, where strong disorder or inhomogeneity of the
sample manifest as charge and mobility fluctuations [6, 7]
and (ii) the so-called ‘quantum linear MR’ which emerges
in systems with linear band crossings when the lowest
Landau level is occupied [8]. The former approach has
provided a basis to engineer large magnetotransport re-
sponses via macroscopic inhomogeneities or disorder [9–
11]. Meanwhile, the latter has remained rather elusive
until recently.
Interest in non-saturating very large MR has exploded
following the discovery of topological semimetals. These
materials are regularly reported to exhibit record high
non-saturating MR, known as extreme magnetoresis-
tance (XMR) with unusually high mobilities for bulk
systems [12–18] and relatively low residual resistivity
ρ0. The proximity of the chemical potential to the
charge neutrality point in semimetals allows the generic
quadratic two band model to describe the MR and the
Hall effect in reasonable levels [19–23]. However, a two
band model of this form generically predicts a magne-
toresistance that is quadratic in applied fields, whereas
the materials frequently exhibit a magnetoresistance lin-
ear in applied field. While various theoretical propos-
als for H linear magnetoresistance have been advanced
(see e.g. [8, 24–26]) the origins of extreme magnetore-
sistance in topological semimetals remain unclear. As
non-saturating, large MR becomes more ubiquitous, it
becomes particularly urgent to identify a set of distinct
attributes that enable the delineation of their origins.
In this article, we systematically examine the low field
diamagnetic susceptibility (χ), the transverse MR, and
the Hall effect as a function of T and H in 4 different
semimetals with high mobility (ν ≥ 104 cm2/Vs) and
very large non-saturating MR – NbP, TaP (phosphides),
NbSb2, and TaSb2(antimonates). Characteristic param-
eters related to magnetic transport are summarized in
Table I.
We present two different types of non-saturating large
MR identified by the temperature (T ) dependence of dia-
magnetic susceptibility, χ(T ) and the H dependence of
the Hall angle, tan θH =
ρxy
ρxx
=
σxy
σxx
, where ρxx and ρxy
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2FIG. 1: Schematically depicted non-saturating MR phe-
nomena and representative energy dispersions for phosphides
[TaP] (left) and antimonates [TaSb2] (right). Phosphides’ MR
is characterized by quasi-linear to linear transition as H in-
creases, while antimonates’ by persistent quadratic H depen-
dence, arising from semiclassical charge compensation. Each
bar indicates ∆ρ/ρ0 = 5 × 105 % up to µ0H = ±31 T at
T = 0.3 K.
are longitudinal and Hall resistivity respectively and σxx
and σxy are corresponding conductivities.
One type of MR originates from the presence of smooth
disorder that governs guiding center motion of charge car-
riers. The linear H-dependence of this type arises from
the squeezed trajectories of carriers in semi-classically
large magnetic fields νB ≥ 1 (easily achieved in linearly
dispersing topological semimetals, see e.g., Table I), and
does not require the involvement of multiple bands for
the charge compensation. The other type of MR comes
from charge compensation in the two band model and it
accompanies other transport and magnetic characteris-
tics within the conventional frame work.
Using a combination of magnetic susceptibility and
magnetotransport measurements to interrogate the dif-
ferent facets of magneto-response, we are able to catego-
rize the phosphides into the former and the antimonates
the latter. Our results can be summarized as follows and
depicted in Fig. 1. (1) In the phosphides, the magni-
tude of tan θH saturates to a H-independent constant at
tan2 θH ν (T
−1) ρ0 (µΩ cm) ∆ρ/ρ0
NbP 7.6 99 0.5 561
TaP 5.8 3.5× 103 0.2 20200
NbSb2 ≤ 10−4 1.9-2.5 0.1 27800
TaSb2 ≤ 10−4 2.2-4.3 0.1 5560
TABLE I: Summary of magnetotransport data. Residual
resistivity ρ0 at zero field is reported at T = 2 K and
∆ρ/ρ0 = (ρ(H)− ρ0)/ρ0 and tan2 θH at 0.3 K and µ0H = 15
T.
low temperatures when H > HS ' 8 T, while ρxx(T )
has a peculiar H dependent non-monotonic form. The
measured MR defined as ∆ρ/ρ0 ∝ Hα at low T exhibits
a crossover from quasi-linear [α ∼ 1.5 ± 0.1] to linear [
α ∼ 1.0 ± 0.1], where the crossover field, HS is set by
the scale at which tan θH(H) saturates. In H > HS ,
MR remains linear in H up to µ0H = 31 T, the high-
est applied field in this study. Finally, χ(T )’s for the
phosphides exhibit a pronounced minimum at Tmin. All
of these features can be explained if we assume that the
phosphides are semimetals with linear dispersion, even
without invoking compensation, and that the magnetore-
sistance arises due to guiding center motion [see e.g. [25]
for a recent discussion]. Moreover, χ(T ) allows to ex-
tract doping levels relative to the charge neutrality point
as fit parameters. (2) Meanwhile, in the antimonates, the
Hall angle remains close to zero (< 10−2) at all accessi-
ble fields in this study. The magnetoresistance is nearly
quadratic in H from room temperature down to T = 0.3
K, obeying Kohler’s rule. The field dependence of the
Hall resistivity strongly deviates from linearity in the an-
timonates. The diamagnetic susceptibility for the anti-
monates is mostly T -independent. These features of the
antimonates are archetypical for compensated semimet-
als with usual quadratic bands.
Our finding is well-consistent with existing electronic
structure calculations : NbP and TaP have been studied
thoroughly via first principle calculations and photoemis-
sion studies [17, 27, 28], where multiple Weyl nodes were
identified in vicinity of Fermi energy. The calculations for
NbSb2 and TaSb2 are also consistent with our picture
of nearly compensated semimetals [29], yet the photoe-
mission studies are not yet avaialble for the antimonates.
Methods Single crystals of NbP, TaP, NbSb2, and
TaSb2 were grown using the chemical vapor transport
method following known synthesis procedure [17, 30–32].
Standard electrical contacts were made directly on sin-
gle crystals using Ag paint (Dupont 4966) with contact
resistance ranges in ≤ 1 − 2 Ω. The magnetotransport
measurements were performed with applied field perpen-
dicular to the direction of current on the plane up to
31T down to 0.3 K. Magnetic susceptibilities of the sam-
ples were measured by the Magnetic Properties Measure-
ments System by Quantum Design.
Results
Magneto-transport Fig. 2 (a) and (b) display tan θH
as a function of H at T = 0.3 K. In the high field limit,
the phosphides and the antimonates show sharply con-
trasting behavior: tan θH for NbP and TaP reaches large
values saturating to around 2.5 when H > HS ' 8 T,
while it remains two orders of magnitude smaller for the
antimonates (except near zero field). Strong Schubnikov-
de-Haas oscillations are apparent in both ρxx and ρxy,
that generate spike-like features in the phosphides. In
the antimonates, quantum oscillations emerge as well,
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FIG. 2: (a) The Hall angle tan θH for NbP (red) and
NbSb2 (green) as a function of H and (b) for TaP (magenta)
and TaSb2 (black), measured at T = 0.3 K Strong quantum
oscillations in phosphides results in spike-like features. (c)
tan2 θH measured at µ0H = 7 T as a function of T (Inset)
tan2 θH vs T plotted in log-log scale, NbSb2 and TaSb2 data
are clearly resolved.
but only in higher fields and the magnitudes are much
smaller due to the smaller Fermi surfaces of the anti-
monates [29, 33, 34].
The phosphides and antimonates also display contrast-
ing T -dependence in Hall angle. Fig. 2(c) shows the tem-
perature dependence of tan2 θH measured at µ0H = 7
T. Strikingly, tan2 θH rises rapidly above unity with de-
creasing T around 100 K and 60 K, for NbP and TaP
respectively. In contrast, the antimonates behave in the
opposite fashion: upon decreasing temperature, tan θH
rapidly decreases, giving values two orders of magnitude
smaller than the phosphides [Inset of Fig.2(c)]. We note
that small Hall angles are frequently found in conven-
tional metals and semimetals [35], as well as in a wide
range of XMR materials with high mobilities for both
holes and electrons [19, 22].
The field dependence of tan θH plays a deciding role
in determining magnetoresistance. For example, a field-
independent tan θH indicates the field dependence of ρxx
and ρxy should have the same functional form. In uncom-
pensated systems, ρxy has an H-linear Hall contribution
(i.e. ρxy = µ0RHH where RH is the normal Hall coeffi-
cient), allowing a field independent tan θH and therefore
a non-saturating H-linear ρxx. This is exactly what we
observe in the phosphides which exhibit H-linear ρxy as
well as H-linear ρxx, see below.
Furthermore, large tan θH can act to suppress resistiv-
ity and morph its T -dependence. To demonstrate this,
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FIG. 3: ρxx(T ) at different H’s are shown in (a) NbP, (b) TaP,
(c) NbSb2 and (d) TaSb2. ρ
′
xx(T ) at µ0H = 7 T, defined in
Eq.(1), is plotted in each inset.
we express ρxx in terms of tan θH and σxx,
ρxx =
σxx
σ2xx + σ
2
xy
= ρ′xx
( 1
1 + tan2 θH
)
, (1)
where ρ′xx ≡ 1σxx . As evident in Eq. 1, when tan θH ≥ 1
the inverse relation between σxx and ρxx no longer holds.
The effect of large tan θH magnitude on ρxx(T ) is par-
ticularly pronounced for NbP and TaP in Fig. 3(a-b)
where the T dependence of ρxx is plotted. Monotonic
metallic T dependence switches to non-monotonic behav-
ior as field increases, with a peak at a temperature that
coincides with the onset of rapid increase of tan θH [Fig.
1(c)]. Crucially, ρ′xx [as defined in Eq. (1)] plotted as
broken lines in the inset, deviates significantly from the
measured ρxx, reflecting the large values of tan θH and
the dominant role tan θH has in ρxx(T ).
NbSb2 and TaSb2, however, display contrasting be-
havior plotted in lower two panels Fig. 3(c,d). We first
note that ρxx(T ) initially exhibits a slight decrease in
ρxx as T is lowered until the sudden rise, mimicking a
metal-insulator-like transition. This behavior is com-
monly observed in many XMR materials and ρxx con-
tinues increasing as T is lowered further. In contrast to
phosphides of Fig. 3(a,b), NbSb2 and TaSb2, however,
display ρxx ≈ 1/σxx as reflected by the near overlay of
the broken-lines and solid lines in the inset. This is con-
sistent with a small tan θH  1. For all samples, the
rapid rise in ρ′xx at low temperatures corresponds to a
plummeting σxx.
We now turn to the field dependence of MR. We
show Kohler’s plots in Fig. 4, and find that ∆ρ/ρ0 ∝
Hα,where ρ0 = ρxx(T,H = 0) – collapses into a single
curve over large T range. In the antimonates, we observe
α ≈ 2 in the entire temperature range up to 31 T. In con-
trast, in the phosphides the exponent α deviates from 2
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FIG. 4: Kohler’s plots of phosphides in upper panels (a) NbP,
(b) TaP and of antimonates in lower panels (c) NbSb2 and
(d) TaSb2. Arrows in upper panels indicate the locations of
HS , where tan θH saturates and the MR switches to H-linear.
even at low H [α ≈ 1.4 ± 0.1] and switches over to the
linear-H dependence [α ≈ 1] in the µ0H ≥ 8 T, where
the tan θH approaches a constant value.
Finally, ρxy(H)’s of NbP and NbSb2 are compared in
Fig. 5(a) and (b). The field dependence of NbSb2, shown
in the right panel of Fig. 5, is far from linear and a
higher power of H becomes more visible with increasing
H. ρxy in TaP and TaSb2showed the similar behavior as
presented in SI Appendix [36] [Fig. S2].
Magnetic susceptibility In Fig. 6, we plot the T de-
pendence of the magnetic susceptibility in the low field
limit. All four samples show negative susceptibilities,
corresponding to diamagnetism. Fig. 6 displays χ as a
function of T for (a) NbP and NbSb2 and (b) TaP and
TaSb2. Both NbP and TaP have broad yet pronounced
minima emerging at Tmin = 203 K and Tmin = 68 K,
respectively. For TaP the minimum susceptibility [Fig.6]
and the resistivity peak under field [Fig. 3(b)] both occur
at similar temperatures, which are also close to the tem-
perature where tan2 θH first becomes appreciable [Fig.
2(c)]. For NbP, these temperatures are within a factor of
two, although the agreement is not as close as for TaP.
On the other hand, χ(T ) for the antimonates remain
featureless and mostly constant.
Discussion We begin by discussing the magnetic sus-
ceptibility plots shown in Fig. 6. The absence of Pauli
paramagnetism in all samples indicates that we do not
have spin degenerate bands, and is strong evidence for
spin-momentum locking, such that the magnetic suscep-
tibility is dominated by orbital diamagnetism [37]. As we
now discuss, the additional features can be well explained
if we postulate that the phosphides are uncompensated
semimetals with a linear dispersion, whereas the anti-
monates are compensated semimetals.
We discuss first the phosphides. In particular, we fit
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FIG. 5: ρxy(H) as a function of H in (a) NbP and (b)NbSb2,
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(blue), measured at µ0H = 1 T. Solid line is fit to Eq. (2),
which gives µ = −40 meV for one linear node for NbP and
µ1 = 51 meV and µ2 = −11 meV for two linear nodes for
TaP. Arrows indicate the locations of Tmin (See the text).
the χ(T )’s of phosphides to the result of orbital mag-
netism in a linear dispersion, which is obtained from en-
ergy minimization for the case of a simple linear band
crossing (See SI Appendix [36])
χ(T ) = C
∫ 0
0
η(µi/kBT )− η(−µi/kBT )

d, (2)
where η is the standard Fermi-Dirac distribution func-
tion, 0 is a cut-off energy, µ the chemical potential mea-
sured from EF to the charge neutrality points and C is
a constant in the order of unity. The data for NbP and
TaP is well fit [Fig.6] by Eq. (2). For NbP, we find
5one linear crossing point with µ = −40 meV, which is
consistent with one of the reported locations of a Weyl
points in NbP (−57 meV and +5 meV) [34]. For TaP, we
find two crossing points, µ1 = −51 meV and µ2 = +11
meV. This is again remarkably consistent with the loca-
tion of a pair of Weyl nodes reported in photoemission
data at −40 and +20 meV [28]. The magnetic suscep-
tibility data thus strongly suggests that the phosphides
should be understood as uncompensated semimetals with
linear dispersion.
This basic conjecture is also consistent with all our ob-
served transport data on the phosphides. In particular,
we note that in the presence of smooth disorder, guiding
centers can diffuse in an unusual way to naturally lead
to a H-linear ρxx [24, 25]. This arises when cyclotron
radius is smaller than the disorder correlation length (at
large enough fields) enabling the guiding center trajec-
tories to become squeezed along the field direction, and
exhibit a σxx that has a dominant 1/H dependence [25].
We note that this scenario (which is only operative for
uncompensated semimetals with smooth disorder) also
gives an H-linear ρxy. Indeed, writing ρxy in terms of
σxx and σxy [25], we obtain
ρxy =
σxy
σ2xy + σ
2
xx
=
ne/H
(ne/H)2 + (b0/H + b˜/H2)2
, (3)
where b0 and b˜ are system specific parameters [25]. In the
large field limit, this yields H-linear ρxy, while in the low
field limit a cubic H-dependence arises. The solid line
in Fig. 5(a) is a fit to Eq.(3), and finds good agreement
between data and this analytic form, with ne = 1.9×106
c/m3, b0 = 5.6×105 C/m3 and b˜ = 1.5×106 C·T/m3. Ad-
ditionally, these parameters confirm that 1/H-like depen-
dence dominates σxx for fields larger than several Tesla,
as we find clearly in our our data.
Central to linear MR is a field independent tan θH ,
consistent with observations on the phosphides at fields
above HS ' 8 T [Fig.2]. Specifically, when the cyclotron
radius is smaller than the disorder correlation length,
Ref. [25] estimates a tan θH as
tan θH ≈ 2√
27pi
(
µ
eV0
)3/2
(4)
where µ is the chemical potential and V0 is the disorder
strength (typical fluctuation in local chemical potential).
Taking the values for µ from the magnetic susceptibility
fit (for TaP taking the larger of the µ values, since the
valley with larger Fermi surface will provide most of the
carriers), we obtain V0 ≈ 7 mV for NbP and V0 ≈ 10 mV
for TaP.
We note that linear MR is expected to disappear for
kBT  V0 [25] when inelastic scattering degrades the
squeezed trajectories of guiding centers. These are ex-
pected to occur above a temperature scale or order of
V0
kB
≈ 90 K and 120 K for NbP and TaP respectively.
In NbP the estimated T scales are consistent with the T
scale on which non-monotonicity is observed in Fig. 3
(a) and with the temperature dependence of the Kohler
plots in Fig. 4(a). In fact, these two T scales also cor-
responds to where tan θH(T ) measured at HS begins to
rise rapidly, [Fig. 1(c)]. In TaP, the observed tempera-
ture scale is around 60 K (instead of the expected 120K),
however, we remind the reader that it is hard to cleanly
separate out V0 scale from MR, because other thermally
activated scatterings become important at elevated tem-
perature.
We can also extract the disorder correlation length (ξ)
from the condition that the cyclotron radius (rC) is of
the same order as disorder correlation length at HS ≈ 8
T, above which tan θH becomes field independent. At
H = HS , the ξ is in the order of rC =
mvF
eB and they
are estimated to be 26 and 14 nm for NbP and TaP,
respectively, using for Fermi velocities (vF ’s) from the
reported values [17, 27, 33]. It is interesting to note that
the values of ξ are consistent with the length scales for
defects and stacking faults that were revealed in TaP [38].
Meanwhile, a field independent tan θH and an H-linear
ρxy automatically imply an H-linear magnetoresistance
at high fields, consistent with Fig. 4. Finally, the temper-
ature dependence of ρxx [Fig.3] can also be understood
within this framework. The key point to note is that
these systems have linear dispersion with small doping,
such that the density of states at the Fermi level is small,
∼ µ2. Increasing the temperature T allows the system to
access states within kBT of the chemical potential, and
(since the density of states grows rapidly with energy),
greatly enhances the number of states that can partici-
pate in transport. We thus conclude that increasing tem-
perature can increase σxx through this density of states
effect, consistent with the observed monotonic decline in
ρ′xx with increasing temperature [Fig.3 insets].
These, together, establish that all salient observed fea-
tures of the phosphides can be explained by an uncom-
pensated spin orbit locked semimetal with linear disper-
sion; this is corroborated by our linear MR-type magne-
totransport expected from guiding center diffusion that
is particularly pronounced in semimetals with linear dis-
persion [25]. Moreover, a systematic combination of ther-
modynamic and magnetotransport measurements can al-
low us to extract parameters such as chemical poten-
tial (or doping level) and typical disorder strength and
correlation length. These enable to make a direct cor-
respondence with a microscopic guiding center descrip-
tion, e.g., identification of fields above which linear MR
dominates and identification of temperature scales below
which tan θH becomes large and H-independent.
The antimonates also exhibit diamagnetism, indicating
that these materials are also spin-orbit coupled, but their
magnetic susceptibility is not well fit by an expression of
the type Eq. (2). Instead, the susceptibility is mostly
6temperature-independent, closer to the expectation for
Landau diamagnetism for quadratic bands [37]. These
materials also exhibit a magnetoresistance that is ∼ H2.
These facts, as well as the smallness of tan θH in the anti-
monates, are all well explained if we postulate that these
systems are compensated semimetals described by a two
band model (See SI appendix Sec. 1 [36]). In compen-
sated semimetals, tan θH is small, as long as mobilities
of carriers remains in the similar range, and the magne-
toresistance is ∼ H2, consistent with observation. The
magnetoresistance is non-saturating for perfect compen-
sation, but will eventually saturate at a value ∼ 1/δn2,
where δn is the difference between electron and hole den-
sities. We ascribe the lack of saturation of MR up to 31T
to the systems being close enough to compensation that
we do not hit the saturation value at experimentally ac-
cessible fields. Here we note that, despite high mobilities
of both carriers in antimonates (See SI appendix Table
S1 [36]), that satisfy the condition of νB  1, tan θH is
found much less than unity. This implies that the system
effectively remains the limit of ωcτ  1 and the MRs of
the antimonates should not be saturated within experi-
mentally accessible field range of this work.
The field dependence of ρxy is also informative. With
small deviation from perfect compensation, one expects
(See SI appendix Sec 3 [36]) that ρxy ∼ H for sys-
tems with linear dispersion, but for quadratic dispersion
one expects ρxy ∼ H at low fields, with a crossover to
ρxy ∼ H3 at higher fields. The data in Fig.5 is more con-
sistent with the latter behavior, suggesting that the anti-
monates should be thought of as compensated semimet-
als with effectively quadratic dispersion (i.e. appreciable
band curvature on the scale of the doping level). This
conclusion is also consistent with the magnetic suscepti-
bility data, which is reminiscent of the Landau diamag-
netism of quadratic bands.
Summary We have investigated magneto-transport
and magnetic susceptibility of four different semimetals.
We find that the combination of susceptibility and mag-
netotransport measurements allows us to cleanly charac-
terize the non-saturating behavior of MR. The two phos-
phide materials that we study (NbP and TaP) are well
described by a model of uncompensated semimetals with
linear dispersion, wherein the magnetoresistance is well
described by guiding center diffusion with tan θH  1
and field-independent. The combination of measure-
ments that we have made also allows us to extract the
disorder strength and disorder correlation length in these
materials, as well as the doping level. Meanwhile, the an-
timonates (NbSb2 and TaSb2) are well described as com-
pensated semimetals governed by a two band model with
effectively quadratic bands and tan θH  1. The criteria
reported here highlight a distinct set of traits for non-
saturating MR and will serve as a primary touchstone
to classify MR phenomena in materials, which in turn,
will provide design principles for material platforms and
devices for technological application.
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S1. TWO BAND MODEL FITTING
We use the two band model to describe the Hall resistivity of NbSb2 and TaSb2:
σxx(H) =
∑
i
σi
[
1 +
(∑
c σcµc∑
c σc
)2
H2
]
; RH(H) =
∑
i σiµc
(
∑
c σc) · σxx(H)
(S1)
and σi =
Nieµi
1 + µ2iH
2
, (S2)
where Ni is the carrier density for holes or electrons and µi is the corresponding mobility. The fit results can be seen
in Fig. S1, the parameters are given in Table I. From the fit parameters, it is clear that NbSb2 and TaSb2 are nearly
compensated semimetals: their hole and electron carrier densities differ by fractions of a percent. It is not possible to
fit the Hall resistivity for TaP and NbP to a two band model form (see Fig. S2(a)). This is apparent from the low and
high field limits of the two band model Hall resistivity. In the low field limit, the two band model exhibits H-linear
leading order dependence. In the high field limit, it remains H-linear. The low field dependence of the phosphides is
cubic, not linear, making it impossible to fit with the two band model.
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FIG. S1: ρxy as a function of H for (a)NbSb2 and (b)TaSb2, measured at T = 0.3 K. The black dashed lines are two band
model fits. The green dashed line in (a) is a guiding center diffusion model fit. The low field dependence is not captured.
2Ne (m
−3) νe (T−1) Nh (m−3) νh (T−1)
NbSb2 8.3(1)× 1025 2.52 8.3(0)× 1025 1.91
TaSb2 2.5(5)× 1026 4.27 2.5(5)× 1026 2.22
TABLE S1: Two band model fit parameters for NbSb2 and TaSb2.
S2. GUIDING CENTER DIFFUSION MODEL FITTING
We describe the Hall resistivity of NbP and TaP using the theory of guiding center diffusion in the presence of
disorder from Song et. al. [S1]:
ρxy =
σxy
σ2xy + σ
2
xx
=
ne/H
(ne/H)2 + (b0/|H|+ b˜/|H|2)2
, (S3)
where b0 and b˜ are system specific parameters. The fit results to this form are pictured in Fig. S2 and the fit
parameters are listed in Table S2. This form of the Hall resistivity readily reproduces the low field H3 behavior and
high field H-linear behavior.
S3. MODEL HAMILTONIAN
In this section, we present the electron models with quadratic and linear dispersions. These models serve as the
main objects in our later investigations of magnetoresistance and magnetic susceptibility.
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FIG. S2: ρxy as a function of H for (a) NbP and (b) TaP, measured at T = 0.3 K. Black dashed lines are fits to Eq. (S3). The
green dashed line in (a) is a fit to the two band model. The low field dependence is not captured.
3n · e (C/m3) b0 (C/m3) b˜ (C·T/m3)
NbP −1.94× 106 5.61× 105 1.47× 106
TaP −1.62× 105 1.72× 104 3.36× 105
TABLE S2: Fit parameters for the guiding center diffusion model given in Eq. (S3)
As the simplest and the most common model for the descriptions of electronic behavior in materials, the Fermi gas
is characterized by the dispersion energy
εk =
k2
2m
. (S4)
Here k is the momentum with magnitude k = |k|, and m is the mass of the electrons. Notice that ~ = 1 is assumed.
The effective velocity takes the form
vk = ∇kεk = k
m
. (S5)
Most of the magnetic properties of Fermi gas have been uncovered. Therefore, the Fermi gas serves as a good
benchmark of our calculations before the investigations of Weyl and Luttinger semimetals.
A natural generalization of quadratic dispersion to the two band model framework is provided by the Luttinger
semimetal
H = εNP +
~d(k) · ~Γ
2m
, (S6)
where εNP is the energy at the nodal point, and m is the effective mass nearby. The five components of ~d(k) are the
l = 2 spherical harmonics
d1(k) =
√
3kykz, d2(k) =
√
3kzkx, d3(k) =
√
3kxky, d4(k) =
√
3
2
(
k2x − k2y
)
, d5(k) =
1
2
(
2k2z − k2x − k2y
)
,
(S7)
and the vector of gamma matrices ~Γ characterizes the 4× 4 irreducible representations
Γ1 =
(
0 iσx
−iσx 0
)
, Γ2 =
(
0 iσy
−iσy 0
)
, Γ3 =
(
0 iσz
−iσz 0
)
, Γ4 =
(
0 1
1 0
)
, Γ5 =
(
−1 0
0 1
)
(S8)
satisfying the Euclidean Clifford algebra {Γa,Γb} = 2δab. The dispersion energies exhibits two quadratic bands
εk = εNP ± k
2
2m
, (S9)
with 2-fold degeneracy on each band. The two energy bands are separated by a nodal point ε = εNP at k = 0 in the
Brillouin zone. The effective velocities on the two bands take opposite sign
vk = ∇kεk = ± k
m
. (S10)
The nodal points with linearly dispersing bands play important roles in recent developments of condensed matter
physics. A material containing such nodal points with nondegenerate linear bands are called Weyl semimetals. The
simplest minimal model for a Weyl point is
H = εNP + vσ · k, (S11)
where εNP is the energy at Weyl point, v is the effective velocity, and σ is a vector of the Pauli matrices. The model
exhibits two linear bands
εk = εNP ± vk. (S12)
The effective velocities of the electrons on the two bands are given by
vk = ∇kεk = ±vkˆ, (S13)
where kˆ = k/k.
4S4. MAGNETORESISTANCE
In this section, we present the calculations of Boltzmann transport theory for the magnetoresistance. The re-
sults are exploited in the explanation of quadratic magnetoresistance in nearly compensated systems. The linear
magnetoresistance, on the other hand, is described by the guiding center diffusion theory in Ref. [S1].
S4.1 Boltzmann Transport Theory
In order to determine the DC magnetoresistance of the models, we calculate the response of electrons to the static
electric and magnetic fields in the Boltzmann transport theory [S2]. Consider the probability distribution gk(r, t),
which represents the probability density of an electron carrying momentum k in position r and time t. Assume that
the electric and magnetic fields are infinitesimal, and the disorder in the system is weak. The transport properties of
electrons can be described by the semiclassical Boltzmann equation
∂tgk + r˙ · ∇gk + k˙ · ∇kgk = Icoll[gk], (S14)
where Icoll[gk] is the collision integral. The classical equations of motion are provided as
r˙ = vk, k˙ = −eE− er˙×B. (S15)
Imposing the steady state ∂tgk = 0 and uniform ∇gk = 0 conditions, the Boltzmann equation becomes
(−eE− evk ×B) · ∇kgk = Icoll[gk]. (S16)
We adopt the relaxation time approximation
Icoll[gk] = − δgk
τ(εk)
, (S17)
where τ(ε) is the energy-dependent relaxation time, and δgk = gk − geq is the displacement from equilibrium dis-
tribution dgeq/dt = 0. In the weak-field limit, the equilibrium distribution geq is identified with the Fermi-Dirac
distribution
geq = nF (ε;µ) =
1
eβ(ε−µ) + 1
, (S18)
where β = 1/kBT is the inverse temperature and kB = 1 is assumed.
With infinitesimal electric field E, the equation Eq. (S16) can be linearized with respect to E
(−eE− evk ×B) · (∇kεk)n′F (εk;µ)− e (vk ×B) · ∇kδgk = −
δgk
τ(εk)
. (S19)
Since ∇kεk = vk, the equation reduces to a differential equation of δgk
eτ(εk)vk · (B×∇kδgk)− δgk = −eτ(εk) (E · vk)n′F (εk;µ). (S20)
We derive an equation for the current density
j =
∫
k
gk (−evk) =
∫
k
δgk (−evk) , (S21)
where the equilibrium contribution is zero, by multiplying the linearized Boltzmann equation Eq. (S20) with evk and
integrate over the momentum space
e2
∫
k
τ(εk)vkvk · (B×∇kδgk) + j = −e2
∫
k
τ(εk)n
′
F (εk;µ)vkvk ·E. (S22)
We are interested in the systems with the energy bands isotropic about k = 0. The effective velocity can therefore be
defined as vk = vkkˆ. For any vector V = V kˆn, an angular integral in momentum space can be simplified∫
dΩkˆkˆ ·V = 2piV kˆn
∫ pi
0
dθ sin θ cos2 θ =
4pi
3
V, (S23)
5which implies ∫
dΩkˆkˆ =
4pi
3
. (S24)
The right hand side of Eq. (S22) is therefore simplified
−e2
∫
k
τ(εk)n
′
F (εk;µ)vkvk ·E =
[
− 1
(2pi)3
4pi
3
e2
∫ ∞
0
dkk2τ(εk)n
′
F (εk;µ)v
2
k
]
E (S25)
=
[
− 1
(2pi)3
4pi
3
e2
∫ ∞
0
dεk2(ε)τ(ε)vk(ε)n
′
F (ε;µ)
]
E, (S26)
and the proportionality to the electric field E can be observed. The integral on the left hand side of Eq. (S22) becomes
e2
∫
k
τ(εk)vkvk · (B×∇kδgk) = e2
∫
k
τ(εk)
(vk
k
k
)(vk
k
k
)
· (B×∇kδgk) (S27)
= aˆe2
∫
k
τ(εk)
(vk
k
)2
kaεbcdkbBc∂kdδgk (S28)
= −aˆεbcdBce2
∫
k
∂kd
[
τ(εk)
(vk
k
)2
kakb
]
δgk (S29)
= −aˆεbcdBce2
∫
k
{
kd
k
∂k
[
τ(εk)
(vk
k
)2]
kakb + τ(εk)
(vk
k
)2
(δdakb + δdbka)
}
δgk
(S30)
= −aˆεbcaBce2
∫
k
τ(εk)
(vk
k
)2
kbδgk (S31)
= B× e2
∫
k
τ(εk)
vk
k
vkδgk. (S32)
With the above calculations, the equation for current density Eq. (S22) reduces to
B× e2
∫
k
τ(εk)
vk
k
vkδgk + j =
[
− 1
(2pi)3
4pi
3
e2
∫ ∞
0
dεk2(ε)τ(ε)vk(ε)n
′
F (ε;µ)
]
E. (S33)
The remaining task is to deal with the integrals containing the distributions nF (ε;µ) and δgk.
For simplicity, we deal with the zero temperature limit T = 0. The deviation of probability distribution δgk from
equilibrium is localized near the chemical potential ε = µ, and n′F (ε;µ) = −δ(ε − µ) reduces to a delta function.
Assume that the magnetic field lies in the z direction B = Bzˆ. The equation for current density Eq. (S33) becomes[
−eBτ(µ)vkµ
kµ
(zˆ×) + 1
]
j =
[
1
(2pi)3
4pi
3
k2(µ)e2τ(µ)vk(µ)
]
E, (S34)
where the outer product operator with respect to z direction is defined as
(zˆ×) =
 0 −1 01 0 0
0 0 0
 . (S35)
The right hand side can be further simplified[
1
(2pi)3
4pi
3
k3(µ)e2τ(µ)
vk(µ)
k(µ)
]
E =
[
nee
2τ(µ)
vk(µ)
k(µ)
]
E, (S36)
where
ne =
1
(2pi)3
4pi
3
k3(µ) (S37)
6is the electron density. We arrive at the DC current equation[
−eBτ(µ)vkµ
kµ
(zˆ×) + 1
]
j =
[
nee
2τ(µ)
vk(µ)
k(µ)
]
E. (S38)
With the relation E = ρj, the resistivity tensor can be identified as
ρ =
[
nee
2τ(µ)
vk(µ)
k(µ)
]−1
1 eBτ(µ)
vkµ
kµ
0
−eBτ(µ) vkµkµ 1 0
0 0 1
 . (S39)
The exact form of the resistivity tensor ρ depends on the dispersion law and the relaxation time in each model.
S4.2 Fermi Gas
For the Fermi gas, the effective velocity Eq. (S5) implies vk/k = 1/m. The electron density ne is doubled since each
momentum mode can contain two electrons. With the assumption of consant relaxation time τ(ε) = τ , the resistivity
tensor takes the form
ρe =
(
nee
2τ
m
)−1 1 ωcτ 0−ωcτ 1 0
0 0 1
 , (S40)
where ωc = eB/m is the cyclotron frequency. The result is consistent with that of the Drude model [S3], where the
longitudinal and Hall resistivities are
ρxx =
m
nee2τ
, ρxy =
B
nee
. (S41)
S4.3 Luttinger Semimetal
S4.3a Single Nodal Point
In the zero temperature limit, the magnetoresistance only acquires contributions from the Fermi surface. When the
chemical potential is higher than the nodal point energy µ > εNP, the resistivity tensor of the electron pocket is the
same as that of the Fermi gas Eq. (S40). On the other hand, if the chemical potential is lower than the nodal point
energy µ < εNP, the hole carriers dominates the magnetoresistance. Denote the hole density by nh. With eh = e and
mh = m, the resistivity tensor of hole pocket takes the form
ρh =
(
nee
2τ
m
)−1 1 −ωcτ 0ωcτ 1 0
0 0 1
 . (S42)
S4.3b Two Nodal Points
When the system is composed of two Luttinger points at different energies εNP1 and εNP2, more interesting char-
acteristics of magnetoresistance can show up. Different locations of chemical potential can lead to different kinds
of magnetoresistance. The simplest case happens when the chemical potential is above or below both nodal points.
Since the charge carriers in the two pockets are of the same kind, the result is qualitatively similar to the Fermi gas.
Amazing things happen when the chemical potential lies between the two nodal points εNP1 < µ < εNP2 [S3]. An
electron pocket and a hole pocket show up in the system, which contribute to the electron and hole densities ne and
nh. The effective electron density is defined as neff = ne−nh. Assume that the effective mass near the two Luttinger
points are the same. We calculate the magnetoresistance of the model in this setup.
7The conductivity tensors for both pockets are derived by inversing the resistivity tensors Eq. (S40) and Eq. (S42)
σe =
nee
2τ
m

1
1+ω2cτ
2 − ωcτ1+ω2cτ2 0
ωcτ
1+ω2cτ
2
1
1+ω2cτ
2 0
0 0 1
 , σh = nhe2τm

1
1+ω2cτ
2
ωcτ
1+ω2cτ
2 0
− ωcτ1+ω2cτ2
1
1+ω2cτ
2 0
0 0 1
 . (S43)
To determine the total conductivity tensor of the system, we add the two conductivity tensors σe and σh
σ =
e2τ
m

(ne + nh)
1
1+ω2cτ
2 −neff ωcτ1+ω2cτ2 0
neff
ωcτ
1+ω2cτ
2 (ne + nh)
1
1+ω2cτ
2 0
0 0 ne + nh
 , (S44)
and the total resistivity tensor is then derived
ρ =
m
e2τ
 C(ne + nh) Cneffωcτ 0−Cneffωcτ C(ne + nh) 0
0 0 1ne+nh
 . (S45)
The coefficient C is given by
C =
(
1 + ω2cτ
2
) [
(ne + nh)
2
+ (neffωcτ)
2
]−1
. (S46)
With the resistivity tensor, the longitudinal and Hall resistivities can be identified as
ρxx =
m
e2τ
(
1 + ω2cτ
2
) ne + nh
(ne + nh)
2
+ (neffωcτ)
2 , ρxy =
m
e2τ
(
1 + ω2cτ
2
)
ωcτ
neff
(ne + nh)
2
+ (neffωcτ)
2 . (S47)
Assume that the system is not compensated neff 6= 0. The resistivities are dominated by different scaling forms
when the system experiences different strengths of magnetic field. When the magnetic field is small, the resistivities
acquires the approximate forms
ρxx ≈ m
e2τ
1
ne + nh
{
1 +
[
1−
(
neff
ne + nh
)2]
ω2cτ
2
}
, ρxy ≈ B
e
neff
(ne + nh)2
. (S48)
The longitudinal resistivity has a quadratic scaling in the magnetic field B, and the Hall resistivity is linear in B.
As the magnetic field increases, the scaling form of resistivity changes. The quartic and cubic scaling dominate the
longitudinal and Hall resistivities in the moderate magnetic field regime, respectively. In the high magnetic field
regime, the resistivies becomes
ρxx ≈ m
e2τ
ne + nh
n2eff
, ρxy ≈ B
neffe
. (S49)
The longitudinal resistivity saturates in the limit of high magnetic field, and the Hall resistivity becomes linear in B.
In the nearly compensated case neff  ne, nh, the low magnetic field scalings Eq. (S48) survive larger magnetic
field due to the suppression of high order terms. More impressive phenomena happen when the system is perfectly
compensated ne = nh = n, neff = 0. In this case, the longitudinal and Hall resistivities are
ρxx =
m
2ne2τ
(
1 + ω2cτ
2
)
, ρxy = 0. (S50)
While the longitudinal resistivity increases unboundedly with increasing magnetic field in a quadratic form, the Hall
resistivity vanishes exactly.
8S4.4 Weyl Semimetal
S4.4a Single Nodal Point
In the case of Weyl semimetal, the magnetoresistance is different from the Fermi gas due to the difference in
dispersion law. Assume that the chemical potential µ is above the Weyl point energy µ > εNP. For a short-
range impurity scattering potential, the energy-dependent relaxation time τ(ε) is determined from the first Born
approximation [S4]
1
τ(ε)
= 2piγν(ε), (S51)
where γ is a parameter depending on the impurities, and ν(ε) is the density of states
ν(ε) =
1
(2pi)3
4pik2
dk
dε
=
(ε− εNP)2
2pi2v3
. (S52)
With
τ(µ)
vk(µ)
k(µ)
=
piv3
γ(µ− εNP)2
v
k(µ)
=
piv2
γk3(µ)
=
piv2[1/(2pi)3](4pi/3)
γ[1/(2pi)3](4pi/3)k3(µ)
=
v2
6piγne
=
κ
ne
, (S53)
where κ = v2/6piγ is defined, the resistivity tensor at zero temperature is calculated from Eq. (S39)
ρe =
(
κe2
)−1 1
eBκ
ne
0
− eBκne 1 0
0 0 1
 . (S54)
The longitudinal and Hall resistivities can be read from the tensor ρ
ρxx =
1
κe2
, ρxy =
B
nee
. (S55)
When the chemical potential is lower than the Weyl point energy µ < εNP, the hole pocket dominates the mag-
netoresistance. For the hole carriers, the charge eh = e is opposite to the electron charge −e. Hence, the resistivity
tensor takes the form
ρh =
(
κe2
)−1 1 −
eBκ
nh
0
eBκ
nh
1 0
0 0 1
 . (S56)
S4.4b Two Nodal Points
As in the case of Luttinger semimetal, we consider a system which consists of two Weyl points at different energies
εNP1 and εNP2. When the chemical potential is above or below both Weyl points µ > εNP1, εNP2, the charge carriers
in the two pockets are of the same kind, and the results are similar to those of the single Weyl point. As the chemical
potential lies between the two nodal points εNP1 < µ < εNP2, there exist an electron pocket and a hole pocket in the
system, which provides nontrivial features of magnetoresistance. The electron and hole densities are denoted by ne
and nh, and the effective electron density is defined as neff = ne−nh. We assume the same impurity parameter γ for
the two Weyl points.
The conductivity tensors for the two pockets are obtained by inversing the corresponding resistivity tensors Eq. (S54)
and Eq. (S56)
σe =
(
κe2
)
1
1+(eBκ/ne)2
− eBκ/ne1+(eBκ/ne)2 0
eBκ/ne
1+(eBκ/ne)2
1
1+(eBκ/ne)2
0
0 0 1
 , σh = (κe2)

1
1+(eBκ/nh)2
eBκ/nh
1+(eBκ/nh)2
0
− eBκ/nh1+(eBκ/nh)2 11+(eBκ/nh)2 0
0 0 1
 . (S57)
9We derive the total conductivity tensor by adding these two tensors
σ = κe2

1
1+(eBκ/ne)2
+ 11+(eBκ/nh)2 −
eBκ/ne
1+(eBκ/ne)2
+ eBκ/nh1+(eBκ/nh)2 0
eBκ/ne
1+(eBκ/ne)2
− eBκ/nh1+(eBκ/nh)2 11+(eBκ/ne)2 + 11+(eBκ/nh)2 0
0 0 2
 (S58)
= κe2

2+(eBκ)2(1/n2e+1/n
2
h)
[1+(eBκ/ne)2][1+(eBκ/nh)2]
− (eBκ)(1/ne−1/nh)[1−(eBκ)2/nenh][1+(eBκ/ne)2][1+(eBκ/nh)2] 0
(eBκ)(1/ne−1/nh)[1−(eBκ)2/nenh]
[1+(eBκ/ne)2][1+(eBκ/nh)2]
2+(eBκ)2(1/n2e+1/n
2
h)
[1+(eBκ/ne)2][1+(eBκ/nh)2]
0
0 0 2
 (S59)
= κe2

2+(eBκ)2(1/n2e+1/n
2
h)
[1+(eBκ/ne)2][1+(eBκ/nh)2]
(eBκ)(neff/nenh)[1−(eBκ)2/nenh]
[1+(eBκ/ne)2][1+(eBκ/nh)2]
0
− (eBκ)(neff/nenh)[1−(eBκ)2/nenh][1+(eBκ/ne)2][1+(eBκ/nh)2]
2+(eBκ)2(1/n2e+1/n
2
h)
[1+(eBκ/ne)2][1+(eBκ/nh)2]
0
0 0 2
 . (S60)
The resistivity tensor is the inverse of conductivity tensor σ
ρ ≈ 1
κe2

C
{
2 + (eBκ)2
(
1
n2e
+ 1
n2h
)}
−CeBκ neffnenh
[
1− (eBκ)2nenh
]
0
CeBκ neffnenh
[
1− (eBκ)2nenh
]
C
{
2 + (eBκ)2
(
1
n2e
+ 1
n2h
)}
0
0 0 12
 , (S61)
where the coefficient C is
C =
[
1 +
(
eBκ
ne
)2][
1 +
(
eBκ
nh
)2]{[
2 + (eBκ)2
(
1
n2e
+
1
n2h
)]2
+ (eBκ)2
(
neff
nenh
)2 [
1− (eBκ)
2
nenh
]2}−1
. (S62)
The longitudinal and Hall resistivities are given by
ρxx =
1
κe2
[
1 +
(
eBκ
ne
)2][
1 +
(
eBκ
nh
)2]
2 + (eBκ)2(1/n2e + 1/n
2
h)
[2 + (eBκ)2(1/n2e + 1/n
2
h)]
2 + (eBκ)2(neff/nenh)2[1− (eBκ)2/nenh]2 ,
(S63)
ρxy = − 1
κe2
[
1 +
(
eBκ
ne
)2][
1 +
(
eBκ
nh
)2]
eBκ(neff/nenh)[1− (eBκ)2/nenh]
[2 + (eBκ)2(1/n2e + 1/n
2
h)]
2 + (eBκ)2(neff/nenh)2[1− (eBκ)2/nenh]2 .
(S64)
Assume that the system is not compensated neff 6= 0. The resistivities are dominated by different scaling forms
when the system lies in different magnetic field regimes. When the magnetic field is small, the longitudinal resistivity
acquires the approximate form
ρxx ≈ 1
2κe2
[
1 +
(
eBκ
ne
)2][
1 +
(
eBκ
nh
)2] [
1 +
1
2
(eBκ)2
(
1
n2e
+
1
n2h
)]{
1− (eBκ)2
[
1
n2e
+
1
n2h
+
1
4
(
neff
nenh
)2]}
(S65)
≈ 1
2κe2
{
1 +
1
2
(eBκ)2
[
1
n2e
+
1
n2h
− 1
2
(
neff
nenh
)2]}
, (S66)
which has a quadratic scaling in the magnetic field B. The Hall resistivvity is linear in B
ρxy ≈ −B
4e
neff
nenh
. (S67)
In the moderate magnetic field regime, the higher order scalings dominate the resistivities. In particular, the cubic
scaling shows up and reverses the sign of the Hall resistivity when the magnetic field is large enough. In the high
magnetic field regime, the longitudinal resistivity saturates
ρxx ≈ 1
κe2
1/n2e + 1/n
2
h
(neff/nenh)2
, (S68)
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and the Hall resistivity is linear in the magnetic field B with a reversed sign
ρxy ≈ B
neffe
. (S69)
In the nearly compensated situation |neff |  ne, nh, the small field scaling survives larger magnetic field due to
the suppression of high order terms. More impressive phenomena happen when the system is perfectly compensated
ne = nh = n, neff = 0. In this case, the longitudinal and Hall resistivities are
ρxx =
1
2κe2
[
1 +
(
eBκ
n
)2]
, ρxy = 0. (S70)
The longitudinal resistivity increases quadratically and is unbounded, while the Hall resistivity vanishes.
S5. MAGNETIC SUSCEPTIBILITY
In this section, we calculate the magnetic susceptibilities of the models that have been encountered [S5]. When
a magnetic field B = Bzˆ is introduced to these models, the energy spectra exhibit discrete energy levels, known
as the Landau levels. These quantized energies are denoted by εnkz , where n is the Landau level index and kz is
the z component of momentum. Notice that we only deal with the orbital contribution to the susceptibility, which
usually provides diamagnetic feature. The paramagnetic behavior resulting from Zeeman splitting of spin degeneracy
is neglected in our investigations. Such treatment is valid especially for the Weyl semimetal, since there is no spin
degeneracy to be split.
With the free energy
f = − 1
β
1
2pil2B
∫
kz
∑
n
∑
s
ln
[
1 + e−β(εnkz−µ)
]
, (S71)
where lB = 1/
√
eB is the magnetic length and s is the spin index, the susceptibility can be identified as the second
order derivative
χ = − ∂
2f
∂B2
(S72)
=
e
2piβ
∫
kz
∑
n
∑
s
∂2
∂B2
{
B ln
[
1 + e−β(εnkz−µ)
]}
(S73)
=
e
2piβ
∫
kz
∑
n
∑
s
{
2
∂
∂B
ln
[
1 + e−β(εnkz−µ)
]
+B
∂2
∂B2
ln
[
1 + e−β(εnkz−µ)
]}
(S74)
= − e
2pi
∫
kz
∑
n
∑
s
[
2
∂εnkz
∂B
nF (εnkz ;µ) +B
∂2εnkz
∂B2
nF (εnkz ;µ) +B
(
∂εnkz
∂B
)2
n′F (εnkz ;µ)
]
. (S75)
For simplicity, we restrict the studies to the zero field limit B = 0 at finite temperature T > 0. The factor B provides
potential elimination of the last two terms in the square bracket. However, there may exist divergence when kz = 0
and B = 0, which can lead to nonvanishing contributions. We will show that this issue does not happen for the
models we consider.
S5.1 Fermi Gas
We first calculate the susceptibility of Fermi gas. The Landau level energy is
εnkz = ωc
(
n+
1
2
)
+
k2z
2m
, n = 0, 1, 2, . . . . (S76)
Notice that each orbital mode carries two electron states. Since the last two terms in the square bracket in Eq. (S75)
always vanish as B → 0, the zero field susceptibility only acquires a contribution from the first term
χ = − e
2
pim
∫
kz
[ ∞∑
n=0
(2n+ 1)
]
nF (k
2
z/2m;µ). (S77)
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The value of the infinite series can be determined from the Ramanujon summation 1 + 2 + 3 + · · · = −1/12. With the
identity
∑∞
n=0(2n+ 1) =
∑∞
n=0 n−
∑∞
n=0 2n = 1/12, the zero field susceptibility becomes
χ = − e
2
12pim
∫
kz
nF (k
2
z/2m;µ), (S78)
and can be written in terms of energy integral
χ = − e
2
12pi2
∫ ∞
0
dε
1
(2mε)1/2
nF (ε;µ). (S79)
This result is identical to the one in Ref. S6 except for the factor 2 of the degeneracy in each orbital mode.
The susceptibility exhibits a turning over behavior as the temperature increases [Fig. S3(a)]. To inspect this
phenomenon, a change of variable x = ε/T is applied to the integral
χ = − e
2µ1/2
12pi2[2m(µ/T )]1/2
∫ ∞
0
dx
1
x1/2
1
ex−µ/T + 1
. (S80)
The zero field susceptibility can be regarded as a function of µ/T when the chemical potential µ is fixed. When the
temperature is low µ/T  1, an increasing quadratic scaling can be determined from the Sommerfeld expansion. In
the high temperature limit µ/T  1, a square root scaling χ ∼ −T 1/2 scaling appears. The turning point is located at
a fixed µ/TT . Therefore, the turning point temperature TT is proportional to the chemical potential µ. This feature
provides a potential way of determining the Fermi level in the materials.
S 5.2 Luttinger Semimetal
For the Luttinger semimetal, the Landau level extends to the negative energy regime
ε±nkz = εNP ±
[
ωc
(
n+
1
2
)
+
k2z
2m
]
. (S81)
The derivative ∂ε/∂B in Eq. (S75) acquires a negative sign in the negative energy Landau levels. Therefore, the zero
field susceptibility for Luttinger semimetal takes the form
χ = − e
2
12pi2
∫ ∞
0
dε
1
(2mε)1/2
[nF (ε;µ− εNP)− nF (−ε;µ− εNP)] . (S82)
The integral for the negative energy part is divergent. To extract the relevant characteristics near the Fermi level and
the nodal point energy, a cutoff ε0  |µ− εNP| of the energy scale is introduced to the integral
χ = − e
2
12pi2
∫ ε0
0
dε
1
(2mε)1/2
[nF (ε;µ− εNP)− nF (−ε;µ− εNP)] . (S83)
(a) (b) (c)
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FIG. S3: Zero field susceptibility of (a) Fermi gas (b) Luttinger semimetal (c) Weyl semimetal. The energy cutoff is set as
ε0 = 20 for the Luttinger and Weyl semimetals. The other parameters are set as 1.
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The square bracket can be reduced to a more explicit form
nF (ε;µ− εNP)− nF (−ε;µ− εNP) = − sinhβε
coshβ(µ− εNP) + coshβε . (S84)
Notice that the negative energy part renders the integral positive, indicating a paramagnetic feature of susceptibility
in the Luttinger semimetal. However, this effect might be an artifact of the chosen energy cutoff ε0. Whether the
paramagnetic feature is realistic requires further investigations.
Similar to the Fermi gas, the susceptibility manifests quadratic increase in the low temperature regime |µ−εNP|/T 
1 [Fig. S3(b)]. When the temperature is high |µ− εNP|/T  1, the approximation coshβ(µ− εNP) ≈ 1 implies
χ ≈ e
2µ1/2
12pi2[2m(µ/T )]1/2
∫ βε0
0
dx
1
x1/2
sinhx
1 + coshx
. (S85)
The integral is dominated by the upper bound βε0 of the integral, indicating a scaling χ ∼ T−1 in the high temperature
regime. A turning point shows up at certain temperature TT . Since the upper bound βε0 is effectively infinite at
moderate temperature, the zero field susceptibility can be regarded as a function of (µ − εNP)/T as in the case of
Fermi gas. Therefore, the turning point temperature TT is proportional to the deviation of chemical potential from
the nodal point energy µ− εNP.
S5.3 Weyl Semimetal
We first calculate the Landau level energy spectrum of the Weyl semimetal [S5]. With the definition of gauge field
B = ∇×A, the Hamiltonian Eq. (S11) becomes
H = εNP + vσ · pi. (S86)
The kinetic momentum pi = k+ eA satisfies the commutation relation [pix, piy] = −ieB. To diagonalize the Hamilto-
nian, we consider the annihilation and creation operators
a =
1√
2eB
(pix − ipiy) , a† = 1√
2eB
(pix + ipiy) (S87)
with the commutation relation [a, a†] = 1. The Hamiltonian Eq. (S86) can be expressed in terms of a and a†
H = εNP + v
√
2eB
(
σ+a+ σ−a†
)
+ vσzkz. (S88)
For |n| ≥ 1, the eigenstates at ±n-th level can be expressed with the basis {φn−1| ↑〉, φn| ↓〉}, where φn’s are the
Landau level wavefunctions of 2D free electrons
aφn =
√
nφn−1, a†φn =
√
n+ 1φn+1. (S89)
The matrix representation of Hamiltonian in this basis
H = εNP +
(
vkz v
√
2neB
v
√
2neB −vkz
)
(S90)
indicates that the energy spectrum is
ε±nkz = εNP ± v
√
2neB + k2z , n ≥ 1. (S91)
When n = 0, the zero-th Landau level is φ0| ↓〉. The energy is given by
ε0kz = εNP − vkz. (S92)
Since the energy of zero-th Landau level ε0kz is independent of magnetic field B, only the Landau levels with |n| ≥ 1
contributes. Each term in the square bracket in Eq. (S75) has to be checked. The first term does not vanish when
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B → 0
− e
pi
∑
a=±
∫
kz
∞∑
n=1
(
av
ne√
2neB + k2z
)
nF (εankz ;µ)
∣∣∣∣∣
B=0
(S93)
= −e
2v2
pi
∫
kz
∑
a=±
( ∞∑
n=1
n
)
1
av|kz|nF (av|kz|;µ− εNP) (S94)
=
e2v2
12pi
∫
kz
∑
a=±
1
av|kz|nF (av|kz|;µ− εNP) (S95)
=
e2v
12pi2
∫ ∞
0
dε
1
ε
[nF (ε;µ− εNP)− nF (−ε;µ− εNP)] . (S96)
To check the second integral, we consider the calculation∫ ∞
−∞
dkzB
∂2εankz
∂B2
=
∫ ∞
−∞
dkzB
(
−av n
2e2
(2neB + k2z)
3/2
)
(S97)
= − avn
2e2B
(2neB)3/2
∫ ∞
−∞
dkz
1
[1 + (kz/
√
2neB)2]3/2
(S98)
= −avn
2e2B
2neB
∫ pi/2
−pi/2
dθ sec2 θ
1
sec3 θ
, tan θ = kz/
√
2neB (S99)
= −avne
2
∫ pi/2
−pi/2
dθ cos θ (S100)
= −avne. (S101)
In the B = 0 limit, the integrand vanishes as kz 6= 0 and diverges at kz = 0. The structure implies a delta function
form in the limit B → 0
lim
B→0
B
∂2εankz
∂B2
= −avneδ(kz). (S102)
Hence, the second integral vanishes
− e
2pi
∑
a=±
∫
kz
∞∑
n=1
B
∂2εankz
∂B2
nF (εankz ;µ)
∣∣∣∣∣
B=0
= − e
2pi
∑
a=±
∫
kz
∞∑
n=1
[−avneδ(kz)]nF (εNP + av|kz|;µ) (S103)
=
e2v
4pi2
∑
a=±
a
( ∞∑
n=1
n
)
nF (εNP;µ) (S104)
= 0. (S105)
The third term
B
(
∂εankz
∂B
)2
= B
(
v2
n2e2
2neB + k2z
)
(S106)
vanishes for kz 6= 0 and acquires a finite value v2ne/2 at kz = 0 in the B = 0 limit. This functional form implies that
the integral vanishes when B = 0. We conclude that the zero field susceptibility of Weyl semimetal takes the form
[S7]
χ =
e2v
12pi2
∫ ε0
0
dε
1
ε
[nF (ε;µ− εNP)− nF (−ε;µ− εNP)] . (S107)
The energy cutoff ε0  |µ− εNP| excludes the contribution provided by states away from the Weyl point.
We discuss the dependence of zero field susceptibility on temperature [Fig. S3(c)]. In the low temperature regime
|µ− εNP|/T  1, a decreasing quadratic scaling can be verified with Sommerfled expansion. When the temperature
is high |µ− εNP|/T  1, the approximation coshβ(µ− εNP) ≈ 1 in Eq. (S84) implies
χ ≈ − e
2v
12pi2
∫ βε0
0
dx
1
x
sinhx
1 + coshx
. (S108)
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The integral is dominated by the upper bound βε0 of integral, indicating a logarithmic scaling χ ∼ lnT in the high
temperature regime. There is a turning point temperature TT where the zero field susceptibility turns over. Similar
to the case of Luttinger semimetal, the zero field susceptibility can be regarded as a function of (µ−εNP)/T when the
chemical potential µ is fixed. Since the zero field susceptibility turns over at a fixed (µ − εNP)/TT , we can conclude
that the turning point TT is proportional to the difference between chemical potential and Weyl point energy µ−εNP.
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