In this paper we clarify the algebraic structure of ω-stable nilpotent groups and rings of characteristic zero. We will also provide a precise description of such groups and rings with finite Morley rank.
Introduction
In this paper we give a description of the algebraic structure of ω-stable torsionfree nilpotent groups and rings (not necessary associative or unitary) of characteristic zero. This is a necessary condition. However, in the case of finite Morley rank we provide a precise pure algebraic description (a necessary and sufficient condition) of such groups and rings.
Our results are based on several classical works from 1970's. Macintyre in [8, 9] showed that torsion-free ω-stable abelian groups are precisely the divisible ones, while infinite ω-stable integral domains with unit are algebraically closed fields. In [5] Cherlin and Reineke described algebraic structure of ω-stable, as well as of finite Morley rank, commutative associative rings with unit. These are the results we use through out the paper. In [25] Zilber gave a precise description of ℵ 1 -categorical torsion-free nilpotent groups and rings of characteristic zero. Our description of groups and rings in question may be seen as a natural development of the Zilber's one, only taken further to the finite Morley rank and ω-stable cases. However, our techniques are quite different, for example, we do not use Zilber's indecomposability theorem in our theorems on the Morely rank of rings and nilpotent groups. Instead, we rely on first-order interpretability of the largest rings of scalars and their actions in bilinear maps from [10, 11, 13] . This gives a powerful general method in model-theoretical algebra that works for various groups and rings, which are not necessary even ω-stable. Indeed, the technique of bilinear maps was essential in proving the following results: description of the algebraic structure of models of complete theories of finite dimensional algebras (see Theorem 4.8 below for the exact statement in the directly indecomposable case) and unipotent groups, as well as in giving a decidability criterion of such theories [12] ; a precise description of arbitrary groups elementarily equivalent to a given free nilpotent group of finite rank [14] ; Belegradek's characterization of groups elementarily equivalent to a given unitriangular group U T (n, Z); elementary coordinatization of finitely generated nilpotent groups [15] . Recently, some interest to torsion-free nilpotent groups of finite Morley rank reappeared, though from a different angle. In [1] Altinel and Wilson studied algebraic structure of such groups proving, in particular that they have faithful linear representations over algebraically closed fields of characteristic zero. Their techniques are inspired by those of B. Zilber [24] . Some other remarkable results have been obtained by O. Frécon [6, 7] where the main objective is to find and study a suitable analogue of unipotence in the context of groups of finitely Morely rank. We encourage the reader to compare Fact 3.13 in [7] , which offers a structure theorem for nilpotent groups of finite Morely rank with our Theorem 1.8 below. It seems that our result clarifies the precise structure of the components in the mentioned structure theorem.
We now describe the main results and structure of this paper. Section 2 collects some of the classical structure theorems for ω-stable commutative rings and groups. We discuss bilinear maps in Section 3. Most results are taken from [11] and [13] . However since the constructions are heavily used in later sections we provide some details of the proofs. In Section 4 we analyze ω-stable algebras (of finite Morley rank). Here are the main results we prove in that section. Theorem 1.1. Let R be an ω-stable ring of characteristic zero. Then R can be decomposed into a finite direct sum
where each R i is an indecomposable k i -algebra, k i is a characteristic zero algebraically closed field, and R 0 is a Q-algebra with zero multiplication. Theorem 1.2. Let R be a ring of characteristic zero. Then R is of finite Morley rank if and only if R can be decomposed into a finite direct sum
where each R i is a finite dimensional indecomposable k i -algebra and k i is a characteristic zero algebraically closed field and R 0 is a Q-algebra with zero multiplication.
We also provide a criterion for uncountable categoricity of rings in Section 4. In Section 5 we give a quick overview of the so-called Mal'cev correspondence between rational Lie algebras and torsion-free divisible nilpotent groups. The reader may also refer to [1] for further details. Finally in Section 6 we look at ω-stable nilpotent groups, as well as at nilpotent groups of finite Morley rank. The structure theorems in the torsion-free case will almost immediately follow from the algebras case and the Mal'cev correspondence mentioned above. Here are the main results in this case.
where each G i is an indecomposable k i -group where k i is a characteristic zero algebraically closed field and G 0 is torsion-free divisible abelian group.
Theorem 1.4.
A torsion free nilpotent group G has finite Morely rank if and only if G is a finite direct product
where each G i is a unipotent algebraic group over k i , k i is a characteristic zero algebraically closed field, and G 0 is a torsion-free divisible abelian group.
Then applying the following theorems of A. Nesin and our results we get our structure theorems for arbitrary ω-stable nilpotent groups (of finite Morley rank).
We will state A. Nesin's theorems below right after the following definition. A group G is said to be a central product of some of its subgroups
Theorem 1.5 (A. Nesin [16] ). Let G be an ω-stable nilpotent group. Then G is a central product D * C where D and C are definable characteristic subgroups of G, D is divisible, and C has bounded exponent. Theorem 1.6 (A. Nesin [16] ). Let G be a divisible ω-stable nilpotent group. Then G ′ is torsion-free. Moreover if T denotes the torsion part of G, then T is central in G and G = T × N for some torsion-free divisible nilpotent subgroup N .
Finally here are our structure theorems for ω-stable nilpotent groups (of finite Morely rank). Theorem 1.7. Let G be a ω-stable nilpotent group. Then G is a central product D * C where D and C are definable characteristic subgroups of G, D is divisible, and C has bounded exponent. Moreover D has a direct decomposition
where each D i is a directly indecomposable k i -group over an algebraically closed field k i and D 0 is a torsion-free divisible abelian group. Theorem 1.8. Let G be a nilpotent group of finite Morley rank. Then G is a central product D * C where D and C are definable characteristic subgroups of G, D is divisible, and C has bounded exponent. Moreover D has a direct decomposition
where each D i is a directly indecomposable unipotent algebraic group over an algebraically closed field k i and D 0 is a torsion-free divisible abelian group.
From our results we can also provide a positive solution to Conjecture 6.10 of A. Borovik and A. Nesin [3] . Theorem 1.9. The subgroup N in Theorem 1.6 has finite Morley rank, provided the group G has finite Morley rank.
2 Some classical results on ω-stable algebraic structures.
Here we collect a few classical results which will be frequently used in the sequel.
Theorem 2.1 (A. Macintyre [8] ). An ω-stable torsion free abelian group is a Q vector space.
Theorem 2.2 (A. Macintyre [9] ). An infinite ω-stable integral domain with unit is an algebraically closed field.
Theorem 2.3 (G. I. Cherlin and J. Reineke [5] ). Let R be a commutative associative ω-stable unital ring of characteristic zero. Then R is decomposed into a finite direct sum R = R 1 ⊕ · · · ⊕ R n of local rings R i , where the maximal idea of R i is nilpotent and the field of residues is a characteristic zero algebraically closed field.
Theorem 2.4 (G. I. Cherlin and J. Reineke [5] ). Let R be a commutative associative ω-stable unital ring of finite Morley rank of characteristic zero. Then, 1. R is decomposed into a finite direct sum R = R 1 ⊕ · · · ⊕ R n of local rings R i , where the maximal ideal of R i is nilpotent and the field of residues is a characteristic zero algebraically closed field, 2. if R is local with an algebraically closed field of residues, then R is Noetherian.
Bilinear maps
In the following subsection we discuss certain results from [11, 13] . We repeat those proofs whose content is crucial in understanding the arguments in the algebra and/or group case. Here, we also restrict ourselves to those bilinear maps f : M 1 × M 2 → N where M 1 = M 2 which is enough to study algebras in most cases. We start with introducing our model-theoretical notation and language.
Regular Vs. absolute interpretability
Let U and B be structures of languages L and L ′ respectively. We denote an interpretation of U in B with the help of constantsb ∈ |B| n by U(b). Let Φ(x 1 , . . . , x n ) be a first order formula of L ′ andb ∈ Φ(B n ). If the tuple of constantsb satisfy the formula Φ, i.e. B |= Φ(b) then U is said to be regularly interpretable in B with the help of formula Φ. If the tupleb is empty we say that U is absolutely interpretable in B.
Let us discuss briefly the condition(s) under which regular interpretability implies absolute interpretability. 
Enrichments of bilinear maps
In this section all the modules are considered to be exact and scalar rings are always commutative associative with a unit. Let M be an R-module and let µ : R → P be an inclusion of rings. Then the P -module M is an P -enrichment of the R-module M with respect to µ if for every r ∈ R and m ∈ M , rm = µ(r)m. Let us denote the set of all R endomorphisms of the R-module M by End R (M ). Suppose the R-module M admits a P -enrichment with respect to the inclusion of rings µ : R → P . Then every α ∈ P induces an R-endomorphism, φ α : M → M of modules defined by φ α (m) = αm for m ∈ M . This in turn induces an injection φ P : P → End R (M ) of rings. Thus we associate a subring of the ring End R (M ) to every ring P with respect to which there is an enrichment of the
Definition 3.3. Let f : M × M → N be a full R-bilinear mapping and µ : R → P be an inclusion of rings. The mapping f admits P -enrichment with respect to µ if the R-modules M and N admit P enrichments with respect to µ and f remains bilinear with respect to P . We denote such an enrichment by E(f, P ).
We define an ordering ≤ on the set of enrichments of f by letting E(f, P 1 ) ≤ E(f, P 2 ) if and only if f as an P 1 bilinear mapping admits a P 2 enrichment with respect to inclusion of rings P 1 → P 2 . The largest enrichment E H (f, P (f )) is defined in the obvious way. We shall prove existence of such an enrichment for a large class of bilinear mappings. We say that a bilinear map f : Proof. An R-endomorphism A of the R-module M is called symmetric if
for every x, y ∈ M . Let us denote the set of all such endomorphisms by Sym f (M ), i.e.
Then Z is non-empty since the unit 1 belongs to Z and it is actually an Rsubalgebra of End R (M ). For each n, let Z n be the set of all endomorphisms A in Z that satisfy the formula
Each Z n is also an R-subalgebra of Z. Now set
The identity mapping is in every Z n so P (f ) is not empty. Since the mapping f is full, for every x ∈ N there are x i and
The action is clearly well-defined since A satisfies all the S n (A) and makes N into an P (f )-module. Moreover for any x, y ∈ M and A ∈ P (f ) we have
In order to prove that the ring P (f ) is the largest ring of scalars, we prove that for any ring P with respect to which f is bilinear, φ P (P ) ⊆ P (f ). Since f is P bilinear φ P (P ) ⊆ Sym f (M ). Let α ∈ P then for A ∈ Sym f (M ) and
It is clear that φ α belongs to every Z n by bilinearity of f with respect to P .
Decomposing bilinear maps
Definition 3.5. Given f : M × M → N we say that f is decomposed to a direct sum of R-bilinear mappings f 1 and f 2 and write f = f 1 ⊕ f 2 if there are R-submodules M 1 , M 2 , M 3 and M 4 of M and N 1 and N 2 of N such that
Lemma 3.6 ([11], Proposition 3.1). Given a non-degenerate full bilinear mapping f : M × M → N , f admits a direct decomposition into directly indecomposable mappings f = f 1 ⊕ · · · ⊕ f n if and only if P (f ) = P 1 ⊕ · · · ⊕ P n , where each P i is a directly indecomposable subring of P (f ) and P i = P (f i ).
We will need the following lemma for further results. Its proof is basic and is left to the reader.
is the identically degenerate bilinear mapping induced by f . Definition 3.9. We call a bilinear map f : M × M → N torsion-free if the abelian groups M and N are torsion-free.
Bilinear maps as multi-sorted structures
Given an R-bilinear map f : M × M → N , we associate two multi-sorted structures to it. One
where the predicate δ describes f and s M and s N describe the actions of R on the modules M and N respectively. The other one,
contains only a predicate δ describing the mapping f .
3.5 Interpretability of the P (f ) structure 2. The mapping f F possesses a finite complete system.
3. The two sorted module P (f F ), M/C f , δ , where δ is the predicate describing the action of the ring
We will provide some details of the proof of this proposition. Firstly we state three lemmas, the proof of the third one will be provided here. Our presentation slightly differs from the one in [13] .
Lemma 3.11 ([11] , Lemma 4.1). Let M be an R-module and M R = R, M, δ where δ is the predicate describing the action of R on M . Assume that M R is regularly interpretable in an algebraic structure B with language L with the help of a first-order formula Φ of L such that the abelian group M is absolutely interpretable in B. Then M R is absolutely interpretable in B. Lemma 3.13. Let f be an ω-stable non-degenerate bilinear map with a finite complete system. Then P (f ) and its action on M are interpretable in f .
Proof. By Lemmas 3.12 the abelian group Sym f (M ) and its action on M are absolutely interpretable in U f . The algebra Z is definable in Sym f (M ) without parameters, hence is regularly interpretable in U f (see proof of the Proposition 3.4). Therefore Z is ω-stable. For each n, Z n is definable in Z which guaranties the regular interpretability of each Z n in U f . Recall that P (f ) = ∩ ∞ n=1 Z n so by the descending condition
for some t ≥ 1. This proves that P (f ) is regularly interpretable in U f . The regular interpretability of the action of P (f ) = Z t on M also follows now.
We have proved that the structure M P (f ) = P (f ), M, δ M where δ M describes the action of P (f ) on M and is regularly interpretable in U(f ). The abelian group M is absolutely interpretable in U(f ) obviously. Lemma 3.11 implies that M P (f ) is absolutely interpretable in U(f ).
Proof of Proposition
To prove statement (2) let us define for an element b ∈ M , the subgroup
of M . Note that x ∈ C(f ) if and only if x ∈ ∩ e∈M C(e). Since each C(e) is definable in M and M is ω-stable by the descending chain condition, there is a natural number n ≥ 1 and elements e 1 , . . ., e n of M such that
C(e i ).
Clearly E = {e 1 , . . . , e n } forms a finite complete system for f F . Let us now prove Statement (3). Note that f F is a non-degenerate bilinear map which by (2) above has a finite complete system. Consider the nondegenerate bilinear map
′ is absolutely interpretable in f since C(f ) is absolutely definable in M and the later is absolutely definable in f . This implies that f ′ is a nondegenerate ω-stable bilinear map with a finite complete system. Moreover note that P (f F ) = P (f ′ ). The statement follows from Lemma 3.13.
3.6 A structure theorem for torsion-free ω-stable bilinear maps Proof. By Proposition 3.10 we can reduce the discussion to full non-degenerate bilinear mapping. So assume f : M × M → N is such a mapping. Since P (f ) is interpretable in f , P (f ) is a ω-stable commutative associative untial ring (in this case a Q-algebra) and by Theorem 2.3, P (f ) contains a unique maximal definable system of orthogonal idempotents, {e 1 , . . . , e n }, and correspondingly a unique decomposition P (f ) = P 1 ⊕ · · · ⊕ P n into indecomposable ideals P i = e i P (f ). Note each P i is definable in P as the principal ideal e i P using the constant e i . Each P i is a local ring with the maximal ideal J i which is nilpotent again by 2.3. The unique maximal ideal J i of P i is definable in P i as the union of the set of all non-invertible elements of P i and e i . So the algebraically closed field k i = P i /J i is interpretable in f , moreover by a theorem of Cohen (See [23] for example) P i contains copies of k i and so k i acts on M and N via these fields of representatives. Let us denote the restriction of f to P i M × P i M by f i . Obviously the target of this bilinear map is P i N and f i :
The theorem is proved.
Torsion-free bilinear maps of finite Morley rank
Here we discuss torsion free bilinear maps of finite Morely rank. We have the following structure theorem for these groups. Theorem 3.15 (A. G. Myasnikov [13] ). Let f be a torsion free bilinear mapping. Then f is of finite Morley rank if and only if
where each f i is a directly indecomposable bilinear mapping of finite dimension over an algebraically closed field k i of characteristic zero, and f 0 is an identically zero Q-bilinear mapping.
We shall not give all the details of the proof of the theorem. We only discuss those details which are useful for the study of algebras. Though the information provided should suffice for the reader to complete the proof. For more details the reader may refer to [13] . 
For example if I is an ideal of a ring R, then I 2 the verbal ideal defined by the term v(x, y) = x · y. A verbal ideal v(A) defined by v(x) is said to have finite width if there is a number n ∈ N so that every element α of v(A) can be written as a sum of no more than n elements of the form v(a i ), i = 1, . . . , n, a i1 ∈ A, . . . , a im ∈ A.
Lemma 3.18 ([13], Lemma 5.1).
Let A be a local algebra, finite-dimensional over its field of residues k of characteristic zero, whose unique maximal ideal J is nilpotent, and M be a finitely generated A-module. Consider the two-sorted structure M A = M, A, δ , where δ is the predicate describing the action of A on M . Then dim k (M ) ≤ r(M ), where r(M ) is the Morley rank of M , M inheriting all the definable structure it possibly could from M A , and dim k (M ) denoted the dimension of M as a k-vector space.
Proof. The unique maximal ideal J is definable in A as noted previously. Since A is finite-dimensional over k so is J. This shows that the J m are verbal ideals of finite width and therefore definable in A. Though k might have different actions on M via different fields of representatives, its action on each quotient
is uniquely defined. Note that each term is definable in M A , so is the action of k on each quotient J i M/J i+1 M . Consequently ifū = {u 1 , . . . , u t } is a linearly independent subset of J i M/J i+1 M , then the k-subspace spanned bȳ u is definable in M A . This implies the result by additivity of Morley rank. 
Proof. The first statement is already proven in the ω-stable case. To prove (2) note that the bilinear map f ′ : M/C f × M/C f → N is interpretable in f . So to avoid complicating our notation let us assume that f is a non-degenerate map, i.e. C f = 0. By Lemma 3.10, M P (f ) and P (f ) are interpretable in f . So both structures are of finite Morley rank. So P (f ) satisfies the hypothesis of Theorem 2.4. This means that
where each P i is a directly indecomposable local ring with a maximal nilpotent ideal J i , finite-dimensional as an algebra over its field of residues k i , and definable in P by an argument similar to the one in the proof of Theorem 3.14. Therefore the module (P i M ) Pi is definable in M P (f ) and therefore has finite Morley rank. Consequently by Lemma 3.18 the P i -module P i M is a finite dimensional vector space over k i . In particular the restriction f i of f to P i M ×P i M is a k i -bilinear map of finite width. Hence the image f i (P i M, P i M ) of f i is definable in f . This proves that f i is definable in f with the constant e i which is the idempotent (unit) corresponding to P i .
The following corollary will be useful in our analysis of algebras of finite Morley rank. 4 ω-stable algebras
Some preliminary facts on algebras
Here rings are NOT assumed to be commutative, associative, and/or unital. We use the term "algebra" interchangeably with "ring" for these arbitrary rings. However the scalar rings are always assumed to be associative commutative and unital.
Consider an arbitrary k-algebra R over a field k. Let
Ann(R) = {x ∈ R : xy = yx = 0, ∀y ∈ R} denote the two-sided annihilator ideal (center) of R and R 2 be the ideal of R generated by all products x · y (or xy for short) of elements of R.
Foundations and additions
An algebra R is called regular if Ann(R) ≤ R 2 . A maximal proper sub-algebra R f of R containing R 2 is called a foundation of R and an addition R 0 of R is a direct complement of the submodule R 2 ∩ Ann(R) in Ann(R).
Proposition 4.1 ([12], Proposition 6).
For a k-algebra R the following hold 1. One can always construct a foundation R f for R.
2.
A proper subalgebra R f and a submodule R 0 ≤ Ann(R) are a foundation and an addition of R respectively if and only if R = R f ⊕ R 0 .
3. Different foundations of R are pairwise isomorphic, and so are different additions of R.
Largest ring of scalars
Let R be an A-algebra where A is a commutative associative unital ring. Here we only consider those algebras which are exact with respect to their rings of scalars. Let µ : A → A 1 is an inclusion of rings. We say that an A-algebra R has an A 1 -enrichment with respect to µ if R is an A 1 -algebra and αr = µ(α)r, r ∈ R, α ∈ A.
The ring A(R)
Assume R is an A-algebra, where A is an associative commutative unital ring. Denote by A(R) the largest, in the sense defined just above, commutative subring of End A (R/Ann(R)) that satisfies the following conditions:
1. R/Ann(R) and R 2 are faithful A(R)-modules.
2. The full non-degenerate bilinear mapping f F : R/Ann(R) × R/Ann(R) → R 2 induced by the product in R is A(R)-bilinear.
The canonical homomorphism R
2 → R/Ann(R) is A(R)-linear.
Proposition 4.2 ([12], Proposition 8).
For any algebra R the ring A(R) exists, it is unique, and does not depend on the choice of the initial ring of scalars.
Proposition 4.3 ([12], Proposition 9)
. Let k be a field and R a regular k-
Proposition 4.4 ([12], Proposition 10).
Let R be a k-algebra for a field k and let L be a subring of A(R) including k. Then every foundation of R has an L-Enrichment. In particular R is an A(R)-algebra.
Interpretability of the A(R)
-structure of an ω-stable ring R of characteristic zero.
An arbitrary ring R is termed of characteristic zero if its additive group R + is torsion-free.
Lemma 4.5. Let R be an ω-stable ring of characteristic zero. Then: 1) R is a Q-algebra.
2) The two sorted structure A(R), R, δ where δ describes the action of A(R) on R is absolutely interpretable in the pure ring R.
Proof. Firstly note that R is a Q-algebra by 2.1. Therefore the product in R induces a Q-bilinear mapping
Let f ′ : R/Ann(R) × R/Ann(R) → R, be the non-degenerate bilinear map induced by f . f is absolutely interpretable in A, hence is f ′ . Let also
be the canonical projection. Recall the construction of Z n associated to f ′ from Equation (3.1). Note that Z n is absolutely interpretable in R since f ′ is nondegenerate and has a finite complete system by Theorem 3.10. By definition each element α ∈ Z n has a well defined action on any element z =
Now, for each n consider the sub-algebra L n of Z n consisting of those α in Z n where
For each n, L n is definable Z n , hence L n is definable in Z. Note that
As Z is ω-stable as a group interpretable in R and the L n are definable in Z, by the descending chain condition
for some finite t. This proves that A(R) which is commutative associative unital ring is interpretable in A.
Proof of Theorem 1.1. By Lemma 4.5 the commutative associate unital ring A(R) is interpretable in R. Therefore A(R) is an ω-stable commutative associative unital ring of characteristic zero and therefore by Theorem 2.3 it admits a decomposition
where each A i is a local ring whose maximal ideal J i is nilpotent and the field of residues k i = A i /J i is a characteristic zero algebraically closed field. By Proposition 4.3, any foundation R f of R admits a decomposition
where R 0 is an addition of R which is a Q-algebra with zero multiplication.
As noted before A i contains copies of, k i = A i /J i , called fields of representatives of k i and so by Proposition 4.4 each R i is a k i -algebra.
Algebras of finite Morley rank
Lemma 4.6. Let R be a characteristic zero algebra of finite Morley rank. Then all the ideals R m , m ≥ 2, are definable in R.
Proof. The proof in the case m = 2 is a consequence of Corollary 3.20 as follows. The natural bilinear map f : R × R → R associated to R is interpretable in R so it is a torsion-free ω-stable bilinear map of finite Morley rank. Note that R 2 = f (R, R) where the later is definable in f and therefore in R by Corollary 3.20. For m > 2 the statement follows by an obvious induction.
Proof of Theorem 1.2. Most of the proof of the only if direction is already included in the proof of Theorem 1.1. However in this case A(R) satisfies the hypothesis of Theorem 2.4. Therefore A(R) is decomposed into a finite direct sum
of Noetherian local rings A i , where the maximal ideal of A i is nilpotent and the field of residues is a characteristic zero algebraically closed field. Similar to proof of Theorem 1.1 we find that R can be decomposed into a finite direct sum
where each R i is an indecomposable k i -algebra, k i is a characteristic zero algebraically closed field, and R 0 is a central (and in particular with zero multiplication) Q-subalgebra of R.
The only part left in this direction is to prove that R i is a finite dimensional k i -algebra, i = 1, . . . , n. Firstly A i is a Noetherian k i -algebra and therefore a finite-dimensional k i -algebra. Since R i = e i R f , where e i is the unit of A i , is a central extension of e i (Ann(R) ∩ R 2 ) by e i (R/Ann(R)) it is enough to prove that each of these k i -vector spaces are finite dimensional over k i . Note thatR A = def R/Ann(R), A(R), δ A , where δ A is the predicate describing the action of A(R) on R/Ann(R), is interpretable in R so it has finite Morley rank. Furthermore e i (R/Ann(R)), A i , δ Ai is definable inR A using the constant e i , so the former is also of finite Morley rank. So by Lemma 3.18, e i (R/Ann(R)) is a finite-dimensional vector space over k i . For e i (R 2 ∩ Ann(R)) the argument is similar but we need to use Lemma 4.6 to show that R 2 ∩ Ann(R) is definable in R.
Let's prove the sufficiency of the conditions above. It is enough to show that each direct summand has finite Morley rank. Each of the algebras R i is interpretable in the corresponding algebraically closed field k i using some fixed structural constants. So each R i has finite Morley rank. The Q-algebra R 0 is assumed to have zero multiplication so its definable structure is no richer than that of a vector space over the field of rationals Q, so it is of finite Morley rank. This finishes the proof.
Remark 4.7. Note that in Theorem 1.2 we did not claim that any of the components R i or R 0 are definable in R, and in general there is no reason that they are. However the statement implies that each of the components R i and R 0 has finite Morley rank.
uncountably categorical algebras
We can now prove a criterion for uncountable categoricity of an arbitrary algebra. We begin by discussing some known facts and fixing some notation. So assume that R is a directly indecomposable finite-dimensional k-algebras without zero multiplication. Now the ring A(R) is a finite dimensional k-algebra and we are in the set up of Lemma 3.18 and its proof. Let's call the series R > JR > . . . > J m R = 0, a J-series for R and a k-basisū = (u 1 , . . . , u d ) adapted to this series a special k-basis for R, and set k(R) = def A/J. Pick a field of representatives L of k(R) in A(R) and consider the subfield k 0 of L generated by the structure constants associated toū. Set U 0 to be the k 0 hull ofū in R. Then: Theorem 4.9. Assume R is a characteristic zero ring without zero multiplication. Then R is ℵ 1 -categorical if and only if it is a directly indecomposable k-algebra without zero multiplication, where k is an uncountable characteristic zero algebraically closed field.
Proof. The proof is standard but we provide some detail here. For the only if direction note that uncountable categoricity implies finite Morely rank. So R admits a decomposition as in Theorem 1.2. Assume R has uncountable cardinality say λ. So at least one component R i for some 1 ≤ i ≤ n or R 0 has to have cardinality λ. If there is more than one component other than the one we already picked one can replace it by a model of cardinality µ < λ contradicting the categoricity assumption. Since the algebra is assumed to be without zero multiplication R is equal to R i .
For the if direction by Theorem 4.8, R ∼ = U 0 ⊗ k0 k(R). The field k(R) is a finite extension of the algebraically closed field k so indeed k = k(R). Now Assume R has uncountable cardinality λ. If S ≡ R and they have the same cardinality λ then k(S) ≡ k(R) ≡ k and they have to have cardinality λ since k 0 is a countable field by construction. The result follows from uncountable categoricity of algebraically closed fields. Remark 4.10. As mentioned in the introduction this theorem is due to B. Zilber [25] in the nilpotent Lie algebra case. Our result seems to be new in this generality to the best of our knowledge.
5 Bi-interpretability of k-groups and nilpotent Lie k-algebras
k-groups
Here we briefly discuss the notion of a nilpotent group admitting exponents in a characteristic zero field k or a k-group for short. The details may be found in either of [4, 21] .
Definition 5.1. A group G admitting exponents in a characteristic zero field k or a k-group for short is a nilpotent group G together with a function:
satisfying the following axioms:
1.
, for all x ∈ G and a, b ∈ R.
2. (y −1 xy) a = y −1 x a y for all x, y ∈ G and a ∈ R.
3.
) , for all x 1 , . . . , x n in G, a ∈ R, where τ i come from Hall-Petresco formula and c is the nilpotency class of G.
Now we can define a homomorphism of k-groups. Definition 5.2. Let G and H be two k-groups. A map φ : G → H is a homomorphism of k-groups if
• φ is a homomorphism of groups,
• φ(x a ) = (φ(x)) a for all x ∈ G and a ∈ k.
Mal'cev correspondence between k-groups and nilpotent Lie k-algebras
The following theorem was proved first in the case where k = Q, R by A.I. Mal'cev in the finite dimensional case. Later it was noticed by M. Lazard (in an unpublished paper) that finite-dimensionality condition can be removed. D. Quillen [18] extended these results to the pro-nilpotent case using the theory of complete Hopf-algebras. Finally R. B. Warfield [21] sketched, using Quillen's approach, a generalization to the case of arbitrary k-groups, where k is a field of characteristic zero. . exp(log(x)) = x for any x ∈ ρ(L) and log(exp(x)) = x for any x ∈ L, 2. if (x, y) denotes the Lie bracket in L then exp satisfies the Campbell-BakerHausdorf formula:
where · · · is a linear combination of Lie brackets of weight greater than 2 with rational coefficients,
where g i = exp(l i ) and · · · is a finite linear combination of Lie brackets of weight greater than n with rational coefficients, and
We collected a few more or less direct consequences of the theorem in the following lemma. All the statements are well known. Statement (1) is due to an observation by A. I. Stewart [19] (For instance, see Lemma 2.3 and preceding remarks in [1] ).
Lemma 5.4. Assume G is a k-group and L = log(G) is the corresponding Lie algebra. Then the following hold.
1. L is interpretable in G as a pure group and G is interpretable in L as a pure (Lie) ring. Moreover
6 ω-stable nilpotent groups
In this section we prove Theorems 1.3 and 1.7. The proofs are really just easy applications of the results obtained in the previous sections. By Theorem 2.1 a torsion-free ω-stable abelian group is a Q-vector space. One could use this result to prove the following lemma (which is a well-known statement) using an induction on the nilpotency class of G. Lemma 6.1. A torsion-free ω-stable nilpotent group is a Q-group. Definition 6.2. Let G be a k-group. Then any direct complement G 0 of G ′ ∩ Z(G) in Z(G) is called an addition of G. Since G is a k-group then one can actually write G = G f × G 0 for some k-subgroup G f ∼ = G/G 0 of G, called a foundation of G.
Proof of Theroem 1.3. By Lemma 6.1, G is a Q-group. By Lemma 5.4, The Q-Lie algebra L = log(G) is interpretable in G. Hence L is ω-stable. By Theorem 1.1, L can be decomposed into a finite direct sum
where each L i is an indecomposable k i -algebra, k i is a characteristic zero algebraically closed field, and L 0 is an addition of L, which is a Q-algebra with zero multiplication. By parts (2) , (3) and (4) of Lemma 5.4, G can be decomposed into a finite direct product:
where G i = exp(L i ), i = 1, . . . , n, and G 0 = exp(L 0 ). Since L i carries a k i structure, G i is a k i -group and G 0 is an addition of G and a Q-vector space.
Proof of Theorem 1.7. The statement is a direct corollary of Theorems 1.3, 1.5 and 1.6. We would just like to remark that now the addition D 0 is a direct product of an abelian Q-group and a divisible torsion abelian group (which is a direct product of Prüfer p-groups, Z(p ∞ )).
Nilpotent groups of finite Morley rank
Here we provides proofs of Theorems 1.4, 1.8 and 1.9. Again the hard work is already done. Theorem 6.4 (B. Zilber [25] ). A torsion-free non-abelian nilpotent group is ℵ 1 -categorical if and only if it is an indecomposable finite dimensional k-group, where k is a characteristic zero algebraically closed field.
