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Magnus Ögren
Abstract This work deals with the one-dimensional Stefan problem with a general
time-dependent boundary condition at the fixed boundary. Stochastic solutions are
obtained using discrete random walks, and the results are compared with analytic
formulae when they exist, otherwise with numerical solutions from a finite differ-
ence method. The innovative part is to model the moving boundary with a random
walk method. The results show statistical convergence for many random walkers
when ∆x → 0. Stochastic methods are very competitive in large domains in higher
dimensions and has the advantages of generality and ease of implementation. The
stochastic method suffers from that longer execution times are required for increased
accuracy. Since the code is easily adapted for parallel computing, it is possible to
speed up the calculations. Regarding applications for Stefan problems, they have
historically been used to model the dynamics of melting ice, and we give such an
example here where the fixed boundary condition follows data from observed day
temperatures at Örebro airport. Nowadays, there are a large range of examples of
applications, such as climate models, the diffusion of lithium-ions in lithium-ion
batteries and modelling steam chambers for petroleum extraction.
1 Introduction
The Stefan Problem has its name from Josef Stefan (1835-1893) who was first to
investigate problems including a moving boundary in detail. This was described in
his report on ice formation in polar seas [1], where he also presented the analytical
solution, see Eq. (23), to the problem where the fixed boundary has constant temper-
ature. However, for the general case where f (t) is an arbitrary function, no explicit
solution has been obtained, though there are power series formulations described
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2 Magnus Ögren
in the literature, see e.g. [2]. In addition to the ice formation problem originally
examined by Stefan, moving boundary problems now have many other applications,
see e.g. [3, 4, 5].
The aim here is to show how to solve Stefan problems for arbitrary boundary con-
ditions using stochastic methods. We will present a discrete Random Walk Method
(RWM) that solves the Stefan problem, which is a PDE consisting of the heat equa-
tion defined in a phase changing medium. There are different types of formulations
of this problem, but one of the characteristics is that it has a free ormoving boundary
governed by a so-called Stefan condition, which describes the position of the inter-
face between the phases. Beyond the moving boundary, the general formulation of
the problem usually also includes a fixed boundary with a boundary condition differ-
ent from the moving one. For physical reasons the boundary condition at the moving
boundary is here set to be the transition temperature, i.e. the melting point TM of ice.
At the fixed boundary, the condition for the temperature may be set to an arbitrary
function f (t) of time. For the case where we have a constant temperature at the
fixed boundary f (t) = T0 and for one other special form of f (t), there are analytical
solutions to the Stefan problem. In addition a specific time dependent incoming heat
flux is illustrated to be equivalent with the constant temperature condition. However,
in most cases we need numerical calculations to evaluate a solution. As a practical
example of such a case, we model the melting of ice where the surface temperature
is defined according to the variations in the air temperature.
1.1 Random walk and the heat equation
In this Sect. we will study the heat equation
∂T
∂t
= α
∂2T
∂x2
, (1)
and describe how to translate it into an RWM [6, 7]. In our one-dimensional model,
we want to let one walker represent the temperature difference of 1◦C on the volume
element ∆x · 1 · 1 m3. To make a simple illustration for the heat equation, denote
the number of walkers in the volume element i with width ∆x at time t as Ni(t). If
we let the probability for a walker to go either to the left or to the right to be equal
during a time step ∆t we have equal probabilities P = 1/2. Then we expect to have
PNi walkers going to volume element i + 1 and the same amount going to volume
element i − 1. At the same time walkers from volume elements i − 1 and i + 1 will
walk into the volume element i, giving the following balancing equation for Ni
Ni(t + ∆t) = Ni(t) − (walkers to i − 1) − (walkers to i + 1)
+(walkers from i − 1) + (walkers from i + 1)
⇒ Ni(t + ∆t) − Ni(t) = P(Ni+1 − 2Ni + Ni−1) .
(2)
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Fig. 1 Analytical vs. random walk solutions for the introductory problem of Eqs. (5)-(6) for t = 1.
The red dashed curves are from Eq. (7). The blue bins have the width 2∆x. (Left) N=5 time
steps, i.e. ∆t = 1/5 and ∆x = √2/5 ' 0.63. (Right) N=100 time steps, i.e. ∆t = 1/100 and
∆x =
√
2/10 ' 0.14.
We divide Eq. (2) by ∆t and introduce the constant
α = (P/∆t)(∆x)2, (3)
such that
Ni(t + ∆t) − Ni(t)
∆t
= α
Ni+1(t) − 2Ni(t) + Ni−1(t)
(∆x)2 , (4)
which is a discretized partial differential equation for N(x, t). We then see that Eq. (4)
has the same appearance as the heat equation (1).
In general, the same arguments can be made to derive the corresponding equation
in D dimensions, since a symmetric Cartesian grid has 2D directions for a walker to
go with equal probability P = 1/(2D), hence α = (∆x)2/(2D∆t).
We now first present an introductory example without boundary conditions. Con-
sider the heat conduction problem for an infinite rod, with a heat impulse at t = 0
∂T
∂t
= α
∂2T
∂x2
, x ∈ R , t > 0 , (5)
T(x, 0) = δ(x) . (6)
The well known solution to this problem is
T(x, t) = 1√
4piαt
e−x
2/(4αt) . (7)
This problem is straightforward to model with the RWM since it is defined for
all real values and thus has no boundary conditions to consider. In Fig. 1 we can
see a comparison between the analytic solution and the discrete probability density
function for random walks with n = 105 initial walkers at x0 = 0.
4 Magnus Ögren
1.2 A random walk model with boundary conditions
As the next problem, a heat equation with fixed boundaries and homogeneous Dirich-
let conditions is considered.
∂T
∂t
= α
∂2T
∂x2
, 0 < x < L , t > 0 , (8)
T(0, t) = T(L, t) = 0 , t > 0 , (9)
T(x, 0) = g(x) . (10)
Using separation of variables on Eq. (8), the general solution to this problem can be
written
T(x, t) =
∞∑
n=1
cne−α(
npi
L )2t sin
(npix
L
)
. (11)
We write the initial condition as
g(x) =
∞∑
n=1
cn sin
(npix
L
)
. (12)
By recognizing this as the Fourier series expansion of g(x) on 0 < x < L, cn can be
determined according to
cn =
2
L
L∫
0
g(x) sin
(npix
L
)
dx . (13)
Here we set g(x) = 1 as an example, which gives the solution from Eq. (11) on the
form
T(x, t) = 4
pi
∞∑
k=0
exp
(
−αpi2
L2
(2k + 1)2t
)
2k + 1
sin
( (2k + 1)pix
L
)
. (14)
In the previous problem of Eqs. (5)-(6) we adapted a RWM to a problem defined
on the whole x-axis, if we instead want to solve the problem of Eqs. (8)-(10), it is
necessary to implement boundary conditions. This is done by discretizing the space
and time on the finite domain according to Eq. (3). In this example we choose the
following discretization, where we for simplicity set α = 1
∆x = xi+1 − xi = 10−2 , i = 0, 1, . . . , N − 1 , x0 = 0 , xN = 1 ,
∆t = tj+1 − tj = 5 · 10−5 , j = 0, 1, . . . ,M − 1 , t0 = 0 , tM = 1 . (15)
The initial condition of Eq. (10) with T(x, 0) = 1 will here be represented by one
walker starting at T(xi, t0) for all i. By the next timestep t1, all walkers will have
moved one step either to the right or to the left. For homogenous Dirichlet conditions,
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Fig. 2 Solutions for the heat conduction problem for t ∈ [0, 0.4] with initial condition g(x) = 1.
(Left) Analytic solution from Eq. (14) with 100 terms in the Fourier series. (Right) RWM solution
with n = 104 and ∆x = 0.01.
the walkers that reach the boundaries will be absorbed and disappear, such that
T(x0, tj) = T(xN, tj) = 0. In the case of inhomogenous Dirichlet conditions, i.e.
T(x0, tj) , 0, as in the upcoming Stefan problem, see Eq. (17), we also have walkers
starting from the boundary. The number of walkers starting at T(x0, tj) will here be
set according to f (t), where f (t) = 1 will be represented by one walker starting
at T(x0, tj) for all j. We then iterate over time until all walkers have reached the
boundaries or the maximum time tM is attained. A statistical problem so far is
that the result of our model with one walker, representing a temperature difference
of 1◦C per volume unit, might differ a lot depending on how each random walk
turns out. Real moving particles causing thermal diffusion representing that raise of
temperature are large in numbers. Therefore, to get an accurate result we multiply
the number of walkers starting at all points defined by initial- or boundary conditions
with a large number n, and at the end we divide the temperature at all points with n.
In Eq. (14) we presented an analytic solution for the heat conduction problem
Eqs. (8)-(10) for the initial temperature g(x) = 1◦C. Fig. 2 shows the temperature
distributions T(x, t) for the analytical result and the RWM solution with α = 1.
In Fig. 3 we see a comparison between the analytical result and the RWM in the
cross-section x = 0.5.
2 The Stefan problem
In our model for the one-dimensional Stefan problem we consider an initial block
of ice, i.e. a solid (S), with semi-infinite extent (x → ∞) and one surface to air at
x = 0. At t = 0 there is no water phase and the temperature for the ice phase is
at Tice = Tm = 0◦C. For t > 0 the ice can start to melt and thus we can have a
water phase, i.e. a liquid (L), on top of the ice. We presently treat only the so-called
one-phase Stefan problem, which means that the temperature in the ice phase do not
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Fig. 3 Comparison between
the analytic solution, Eq. (14)
(green) for x = 0.5 and
t ∈ [0, 0.4], and the RWM
(red) with n = 104 and
∆x = 0.01.
change in time. The temperature at the x = 0 boundary, i.e. the interface between
air and water for t > 0, is allowed to change over time according to f (t), and to
simulate a melting process, we initially assume f (t) > 0. This yields the following
equations [8]
∂T
∂t
= αL
∂2T
∂x2
, 0 < x < s(t) , t > 0 , (16)
T(0, t) = f (t) , t > 0 , (17)
T(x, 0) = 0 , (18)
ρl
ds
dt
= −kL ∂T
∂x

x=s(t)
, t > 0 , (19)
s(0) = 0 , (20)
T(s(t), t) = TM = 0◦C , t > 0 . (21)
Here the thermal diffusivity in the liquid part, αL [m2/s] in (16), is defined as
αL =
kL
ρLcL
, (22)
where kL [W/(mK)] is the heat conductivity, ρL [kg/m3] the density and cL [J/(kgK)]
the specific heat capacity in the liquid phase. Note that these physical properties differ
between the solid and liquid part, e.g. αL , αS . But since T = 0◦C in the solid phase
and the temperature distribution only is evaluated in the liquid phase, αS is not taken
into consideration in this one-phase Stefan problem. In equation (19) l is the specific
latent heat and ρ is the density. Here it is assumed that ρ = ρL = ρS for simplicity.
The analytic solution to the problem when f (t) = T0 is constant is [1]
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T(x, t) = T0
(
1 − erf(x/(2
√
αL t))
erf(λ)
)
,
s(t) = 2λ√αLt ,
β
√
piλeλ
2erf(λ) = T0 ,
(23)
where β = l/cL and erf(x) is the error function defined as 2√pi
∫ x
0 e
−y2 dy.
A different special case when an analytic solution also exist is when f (t) = et −1.
Provided β = 1, the solution is then [1, 9]
T(x, t) = et−x − 1
s(t) = t . (24)
We will use also this case for a numerical comparison with the RWM in Sect. 3.
2.1 The Stefan condition
The position of the free boundary, i.e. the interface between the two phases, is time-
dependent and denoted as x = s(t). At time t0 the entire domain x > 0 is divided into
two subdomains consisting of, the water phase x < s(t0), and the ice phase x > s(t0).
Here we consider a one-phase problem which means that the temperature in one of
the phases (here the ice phase) is constant at the melting temperature TM = 0◦C.
We here briefly derive the Stefan condition stated in Eq. (19), which will later be
used in the formulation of the stochastic model for the interface s(t). More details on
the derivation of the Stefan condition can be found e.g. in [8]. In the case of melting
ice, the water phase at time t1 > t0 will be increased, resulting in s(t1) > s(t0). If we
imagine a block of ice with cross sectional area S, the volume of the melted ice in
the time interval t ∈ [t0, t1] is S (s(t1) − s(t0)), see Fig. 4. The heat Q [J] required for
the melting of this block is determined according to
Q = V ρl = S (s(t1) − s(t0)) ρl , (25)
where l [J/kg] is the specific latent heat for the phase transition. As we here assume
that the heat is only spread by diffusion, the heat transport obey Fourier’s law
q = −ki dTdx , (26)
where q is the local heat flux density [W/m2]. By energy conservation and the
expressions for the heat fluxes from the liquid and solid phases, Q can be written
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Fig. 4 Volume of melted ice
between time t0 and t1.
S
s(t0) s(t1)
ex
−→
water ice
Q =
t1∫
t0
∫ (
−kL ∂T(s(τ), τ)
∂x
· ex − kS ∂T(s(τ), τ)
∂x
· (−ex)
)
dS dτ
= S
t1∫
t0
(
−kL ∂T(s(τ), τ)
∂x
+ kS
∂T(s(τ), τ)
∂x
)
dτ . (27)
Combining Eqs. (25) and (27), dividing by t1 − t0, and letting t1 → t0, will yield
Eq. (19) for the Stefan condition
ρlS lim
t1→t0
s(t1) − s(t0)
t1 − t0 = S limt1→t0
1
t1 − t0
t1∫
t0
(
−kL ∂T(s(τ), τ)
∂x
+ kS
∂T(s(τ), τ)
∂x
)
dτ
⇒ ρl ds
dt
= −kL ∂T(s(t), t)
∂x
+ kS
∂T(s(t), t)
∂x
. (28)
Here t0 have been replaced by t since t0 can be chosen arbitrarily. In the present case
where we assume T = 0◦C for x > s(t), diffusion only occur in the liquid phase and
Eq. (28) reduces to
ρl
ds
dt
= −kL ∂T(s(t), t)
∂x
. (29)
2.2 Modelling the moving boundary
To be able to solve the Stefan problem with the RWM, the critical part is how to
handle themoving boundary s(t). To set up amodel for themovement of the boundary
s(t) we start from Sect. 2.1. In Eq. (25) we established that the heat required to move
the boundary a small step ∆s is
Q = S∆sρl , (30)
and thus
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Fig. 5 One walker raises
the temperature of the gray
volume with 1◦C.
S
∆x
∆s =
Q
Sρl
. (31)
We want to compare this with the heat represented by one walker as it raises the
temperature 1◦C of the volume S∆x [m3], see Fig. 5. This can be expressed as
Qwalker = cρV∆T = cρS∆x · 1◦C . (32)
By combining Eqs. (31) and (32), we have
∆s =
cρS∆x
lρS
=
c
l
∆x . (33)
So for every walker absorbed by the moving boundary at s(t) the boundary will
move the increment ∆s [10]. To adjust for the multiplication with the factor n at the
starting points, as discussed in Sect. 1.2, we also need to correct the step length ∆s
by dividing with n. Hence, the moving boundary will have the position i in the x-grid
when
i ≤ sk
∆x
< i + 1 , sk = sk−1 +
∆s
n
. (34)
It is of interest to see how the ratio between ∆s and ∆x turns out as we insert realistic
physical parameter values for c and l. For water at 0◦C we have c = 4.22 kJ/(kg·K)
and l = 334 kJ/kg [11], which gives c/l ≈ 0.0126, and we see from Eq. (33) that
∆s  ∆x. Note that in the opposite case, if ∆s  ∆x, the boundary will move
several ∆x-steps as it is reached by one walker and this will lead to poor results when
modelling the movement of the boundary. Thus, in the case that we have c/l > 1 we
have to compensate by increasing the number n and thereby decreasing the step size
∆s/n in Eq. (34). So a rule of thumb to yield a good approximation of the boundary
is to choose n such that ∆s/n  ∆x.
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2.3 Stefan problem with an incoming heat flux
In the Stefan problem Eqs. (16)-(21) the temperature at the fixed boundary (x = 0)
is described by the Dirichlet condition of Eq. (17). Changing instead to a Neumann
condition
∂T
∂x
(0, t) = h(t) , (35)
allow us to model a prescribed heat flux. In fact there is a specific form of heat flux
that is equivalent to the constant Dirichlet condition f (t) = T0 in Eq. (17), that is [12]
∂T
∂x
(0, t) = − q0
kL
√
t
. (36)
Hence, given a relation between q0 andT0, the analytic solution Eq. (23) is applicable
also in this case, as we illustrate numerically in the upcoming Sect.
The implementation of Dirichlet boundary conditions were described in Sect. 1.2,
here we sketch an implementation of the Neumann boundary condition (35).
At the first time step, we seed the temperature for the right neighbour of the
fixed boundary with the order of n, i.e. T(x1, t0) = n. Using a forward differentiation
approximation
∂T
∂x
(0, t) ≈ T(x1, tj) − T(x0, tj)
∆x
, (37)
we in the consecutive time steps ( j > 0) update the temperature at the fixed boundary
according to
T(x0, tj) = round
(−n∆xh(tj) + T(x1, tj)) , (38)
where round rounds a number to the nearest integer.
3 Numerical results for Stefan problems
3.1 Stefan problem with constant boundary condition f (t) = T0
In Eq. (23) we presented the analytic solution for the Stefan problem Eqs. (16)-(21)
when f (t) = T0. Fig. 6 shows the temperature distributions T(x, t) for the analytic
result and the RWM solution with T0 = 1◦C, for α = 1 and β = 1. The green
respectively the red curves denotes the solid-liquid interface. In Fig. 7 we compare
different values of n for the RWM in the cross-section t = 0.5. In the Fig. 8 we
compare different sizes of the step length ∆t in a plot of the moving boundary s(t).
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Fig. 6 Solutions for Stefan problem for t ∈ [0, 0.6] with boundary condition f (t) = 1. (Left)
Analytic solution from Eq. (23). (Right) RWM solution with n = 104 and ∆x = 0.01.
Fig. 7 Analytic solution
T (x, 0.5), x ∈ [0, 0.4], of
Eq. (23) (green). RWM so-
lutions with ∆x = 0.01 and
different values of n, see
inset legend. Numerical re-
sults from a finite difference
method (FDM) [13] (blue).
Fig. 8 Analytic solution s(t)
of Eq. (23) (green). Numerical
solution of s(t) from RWM
for t ∈ [0, 0.5] and n = 104,
with different step lengths ∆t ,
see inset legend.
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Fig. 9 Solutions for the Stefan problem with the boundary condition f (t) = et − 1 for t ∈ [0, 1].
(Left) Analytic solution Eq. (24). (Right) RWM solution with n = 104 and ∆x = 0.01.
Fig. 10 Analytic solution
T (x, 0.5), x ∈ [0, 0.4], of
Eq. (24) (green). RWM so-
lutions with n = 104 and
∆x = 0.01 (red). Numerical
results from a finite difference
method (FDM) [13] (blue).
3.2 Stefan problem with a special boundary condition f (t) = et − 1
In Eq. (24) we presented the analytical solution for the Stefan problem Eqs. (16)-(21)
in the special case when f (t) = et − 1. Fig. 9 shows the temperature distributions
T(x, t) for the analytical result and the RWM solution for α = 1 and β = 1. The
green respective the red curves shows the solid-liquid interface. In Fig. 10 we see
a comparison between the analytic result, the RWM and FDM in the cross-section
t = 0.5.
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0 0.2 0.4 0.6
t
0
0.5
1
T
(x
=
0,
t)
Fig. 11 Solutions of the Stefan problem with the special heat flux boundary condition h(t) =
−q0/
√
t for t ∈ [0, 0.6]. (Left) RWM solution for q0 = 0.9108 with n = 104 and ∆x = 0.01, to be
compared with Fig. 6. (Right) Cross section x = 0 of the RWM solution.
3.3 Stefan problem with a special heat flux boundary condition
h(t) = −q0/
√
t
We now estimate what value of q0 that is required in order for the temperature to be
T(0, t) = T0. The total heat entering during the time t is
Q = S
q0
kL
∫ t
0
dτ√
τ
=
2Sq0
kL
√
t . (39)
From Fig. 7 we obtain the approximationT(x, t = 0.5) ≈ 1−1.25x for the constant
temperature case. Hence, during the time interval t ∈ [0, 0.5], the solid phase have
received the heat QS = ρVl ≈ ρS(s(0.5) − s(0))l = 0.8ρl, and the liquid phase have
received the heat QL = ρVc∆T ≈ ρS(s(0.5) − s(0))c(T(0, 0.5) + T(0.4, 0.5))/2 =
0.6ρc. With ρ = S = l = c = kL = 1 (α = β = 1), we have the total heat
Q = QS + QL = 1.4. Solving for q0 from Eq. (39), we obtain the estimation
q0 ≈ 0.99. If one instead calculate ∂T(0, t)/∂x from the analytic solution Eq. (23),
one obtain q0 = 1/(√pierf(λ)) = 0.9108. Numerically we find that q0 ≈ 0.9108 gives
a constant temperature T(x = 0, t) ≈ 1 for α = 1 and β = 1, see Fig. 11, which is in
agreement with [12].
3.4 Stefan problem with oscillating boundary condition
In the introduction we proposed to model a general time dependent fixed boundary
condition T(0, t) = f (t) with the RWM. Due to limitations in the existing code
for the finite difference method (FDM) [13], we are presently restricted to consider
f (t) = sin(t) at the boundarywhen comparing the two numericalmethods. TheRWM
solution for the Stefan problem Eqs. (16)-(21) yields the temperature distribution
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Fig. 12 (Left) RWM solution for f (t) = sin (t) with n = 104 and ∆x = 0.01 on the interval
t ∈ [0, 1]. (Right) Comparison between RWM and FDM for f (t) = sin(t) at t = 1 on the interval
x ∈ [0, 0.4].
T(x, t) as seen in the left part of Fig. 12. The RWM is compared to the FDM for the
cross-section t = 1 in the right part of Fig. 12. Here we have set α = 1 and β = 2.
Fig. 13 RWM model where
f (t) is set to the observed day
temperatures at Örebro airport
1-3 March 2019, x is in mm
and t ∈ [0, 62 h].
3.5 Stefan problem with boundary condition according to daytime
temperature variations
To finally apply our RWM model with an arbitrary time dependent temperature at
the fixed boundary in a simulation of melting ice, we set the physical constants for
water to α ≈ 0.1429 mm2/s and β ≈ 79.9 K [11]. We model the melting of ice
according to the daytime temperature variations and therefore we set f (t) at the fixed
boundary to the observed air temperatures fromÖrebro airport 1-3March 2019 [14].
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Assuming the observed air temperature at the fixed surface is a simplification that
does not take the temperature gradient between air and ice/water, or heat transport
by convection or radiation, into account. Nevertheless, Fig. 13 gives a qualitative
view of the dynamics of the melting ice, and we see for example that it is freezing
again during the first night.
4 Discussion
From the numerical results of the previous Sect., we can see qualitatively from
Figs. 6-11 that the RWM solution to Stefan problems converges to the analytical as
∆x → 0. An oscillatory boundary condition was successfully evaluated against a
finite difference method in Fig. 12. Finally, an arbitrary time dependent function for
the fixed boundary was used to model the melting of ice with realistic temperature
data in Fig. 13.
There are a few simplifications in our model for the Stefan problem that can be
improved in a more detailed study. Among the physical simplifications, we have
mentioned our assumption that we use the same density for water and ice, ρL = ρS
which is not the real case. We may also want to consider a temperature distribution
in the solid phase, Tice(x, t) , 0, which leads to a two-phase Stefan problem with a
system of PDE:s. Some cases of two-phase problems also have analytic solutions,
see e.g. [15].
There are several applications for the Stefan problems in different fields of engi-
neering. By looking at the original purpose of Stefan’s article in 1891, which was to
model the arctic ices, this is highly relevant today due to the demand of better climate
models. According to Hunke et al. [3], Stefan’s one dimensional thermodynamical
model is still in use for global climate models, although the complete thermodynam-
ical sea-ice models are of course more complex. Hence thermodynamical ice-sea
models may be a subject for future work with the RWM approach.
Other areas where a solid-liquid interface is moving is in 3D-printing, freezing of
food, solidifying of building components. Also in lithium-ion batteries, the diffusion
of lithium ions in the battery is separated into two phases, one where lithium ions
are evenly distributed and one where they are not present. To be able to better
compute the properties of batteries, such as life-time and capacity, one can estimate
the movement of the interface between these two phases as a Stefan problem [4].
5 Conclusions
In accordance with our opening objective, we have successfully used a stochas-
tic method to calculate numerical solutions with arbitrary accuracy to the Stefan
problem with general time-dependent boundary condition at the fixed boundary. In
comparison with the finite difference method, our experience is that the RWM is eas-
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ier to implement and more flexible in terms of switching between different boundary
conditions. This further motivates the use of stochastic methods in more complex
applied problems in higher dimensions [16].
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Appendix
Example of aMatlab code that can reproduce Figs. 6-12
% RWM_Stefan.m (can be downloaded from the arXiv Ancillary files)
clear all; close all
% PARAMETERS:
alpha=1 % K/(rho*c); % Thermal diffusivity.
beta=1 % l/c; % Parameter with unit [K].
L=1 % Length of domain
t_max=0.5 % Maximum time
T_0=1; % [degree C] Temperature for constant temperature BC.
% Parameter for the constant heat flux BC.
q_0 = 0.9108 % = 1/(sqrt(pi)*erf(lambda)).
n=1e2; % Number of walkers.
dx=0.01; dt=dx^2/(2*alpha); % Steplengths in x and t
ds=dx/(n*beta); % Increment for s(t) when absorbing a walker.
% Number of points in the space and time.
N_x=ceil(L/dx); N_t=ceil(t_max/dt);
% Matrix representing T(x,t), initially set to 0 degree C.
T=zeros(N_x,N_t);
s_vector=zeros(1,N_t); % Vector representing s(t).
j_t=1; j_s=1; % Indices for time and the position of s(t).
s=dx; % initial value for s(t) /approx 0.
% Loop for all time steps as long as s(t) < L.
while j_t < N_t && j_s < N_x
% Examples of boundary conditions (BC) for the fixed boundary.
T(1,j_t)=n*T_0; % Constant BC.
% T(1,j_t)=n*(exp(j_t*dt)-1); % Exponential BC.
% T(1,j_t)=n*sin(2*pi*j_t*dt); % Oscillating BC.
% % Constant heat flux
% if j_t==1 % First timestep.
% T(2,1)=n*1;
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% else % Consecutive timesteps.
% T(1,j_t)=round( (n*dx*q_0/(j_t*dt)^(0.5)+T(2,j_t)) );
% end % if
s_vector(j_t)=s;
for j_x = 1:N_x
if T(j_x,j_t) < 0 % If T is below 0 degree C.
sign=-1;
else
sign=1;
end
for k=1:sign*T(j_x,j_t) % Move all walkers at (j_x,j_t).
p=(-1)^round(rand); % =+-1, with P(+1)=P(-1)=1/2.
% A walker move if it has not reached the boundaries.
if j_x+p > 1 && j_x+p <= j_s && j_x <= N_x
T(j_x+p,j_t+1) = T(j_x+p,j_t+1) + 1*sign;
elseif j_x+p == j_s+1 % Otherwise s(t) moves ds.
s=s+ds*sign; % Update s(t).
j_s=floor(s/dx); % New index for s(t).
end
end % k
end % j_x
% For calculating the heat flux.
q_0_vector(j_t)=(T(1,j_t)-T(2,j_t))/dx;
j_t=j_t+1; % Update the time index.
end % while
T=T/n; % Dividing by the number of walkers.
% Plot the temperature distribution and s(t).
figure; hold on
[x_matrix,t_matrix]=meshgrid(0:dx:(N_x-1)*dx,0:dt:(N_t-1)*dt);
mesh(x_matrix’,t_matrix’,T)
t_vector=0:dt:(j_t-2)*dt;
plot3(s_vector(1:j_t-1),t_vector, 0*t_vector,’ro’)
xlabel(’x’); ylabel(’t’); zlabel(’T’)
view([20 40]); set(gca,’FontSize’,20)
% Plot s(t) from the RWM and the analytical solution.
figure; hold on
% For constant T or special heat flux BC, the analytical
% solution requires solution of the transcendental equation.
lambda=trans_eq(beta,T_0);
s_ana_vector = dx+2*lambda*sqrt(alpha*t_vector);
plot(t_vector, s_vector(1:j_t-1),’r.’)
% The solution for constant BC.
plot(t_vector, s_ana_vector,’g--’,’Linewidth’,2)
% The solution for exponential BC (beta=1).
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%plot(t_vector, t_vector,’g--’,’Linewidth’,2)
xlabel(’t’); ylabel(’s(t)’); set(gca,’FontSize’,20)
% Solving for lambda from the transcendental equation
% with Newton-Raphson method:
function [x0] = trans_eq(beta,T_0)
f=@(x) sqrt(pi)*beta*x*exp(x^2)*erf(x)-T_0;
fprim=@(x) beta*(sqrt(pi)*exp(x^2)*erf(x)*(2*x^2+1)+2*x^2);
tol=1e-6; % Tolerance.
x0=1; % initial guess.
while abs(f(x0)) > tol
x0 = x0-f(x0)/fprim(x0);
end
end
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