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 Ambient exposure to fine particulate matter (PM2.5) and ground-level ozone (O3) is 
identified as a leading risk factor for global disease burden. A major limitation to advancing our 
understanding of the cause and impacts of air pollution is the lack of observations with the spatial 
and temporal resolution needed to observe variability in emission, chemistry and population 
exposure. Satellite remote sensing, which fills a spatial gap in ground-based networks, is playing 
an increasingly important role in atmospheric chemistry. This thesis exploits satellite remote 
sensing observations to: (1) estimate human exposure to PM2.5 from remotely sensed aerosol 
optical properties; (2) identify the chemical regimes of surface O3 formation using satellite 
observations of O3 precursors.  
In the first part, we use a forward geophysical approach to derive PM2.5 distributions from 
satellite AOD at 1 km2 resolution over the northeastern US by applying relationships between 
PM2.5 and AOD simulated from a regional air quality model (CMAQ). We use multi-platform 
ground, airborne and radiosonde measurements to quantify multiple sources of uncertainties in the 
satellite-derived PM2.5. We find that uncertainties in satellite-derived PM2.5 are largely attributed 
to the varying relationship between PM2.5 and AOD that depends on the aerosol vertical 
distribution, speciation, aerosol optical properties and ambient relative humidity. To assess the 
value of remote sensing to improve PM2.5 exposure estimate, we compile multiple PM2.5 products 
that include information from remote sensing, ground-based observations and models. Evaluating 
these products using independent observations, we find the inclusion of satellite remote sensing 
improves the representativeness of surface PM2.5 mostly in the remote areas with sparse monitors. 
Due to the success of emission control, PM2.5-related mortality burden over NYS decreased by 
67% from 8410 (95% confidence interval (CI): 4, 570 – 12, 400) deaths in 2002 to 2750 (95% CI: 
700 – 5790) deaths in 2012. We estimate a 28% uncertainty in the state-level PM2.5 mortality 
burden due to the choice of PM2.5 products, but such uncertainty is much smaller than the 
uncertainty (130%) associated with the exposure-response function.  
 
 
The second part of the thesis focuses on ground-level O3. O3 production over urban areas is 
non-linearly dependent on the availability of its precursors: nitrogen oxides (NOx) and volatile 
organic compounds (VOCs). A major challenge in lowering ground-level O3 in urban areas is to 
determine the limiting species for O3 production (NOx-limited or VOC-limited). We use satellite 
observations of NO2 and HCHO to infer the relative abundance of NOx versus VOCs, thus to 
identify the O3 chemical regime. We first use a global chemical transport model (GEOS-Chem) to 
evaluate the uncertainties of using satellite-based HCHO/NO2 to infer O3 sensitivity to precursor 
emissions. Next, we directly connect this space-based indicator, retrieved consistently from three 
satellite instruments, to spatiotemporal variations in O3 recorded by on-the-ground monitors from 
1996 to 2016. The nationwide emission reduction has led the O3 formation over U.S. urban areas 
to shift from VOC-limited to NOx-limited regime. Urban O3 monitors reveal trends consistent with 
this regime transition. Nonetheless, it is a major challenge for these retrievals to accurately depict 
day-to-day variability within urban cores. TROPOspheric Monitoring Instrument (TROPOMI) 
which launched in 2017, offers an unprecedented view to infer O3 chemistry at fine spatial and 
temporal scales. As an example, we use TROPOMI HCHO/NO2 to identify short-term changes in 
O3 sensitivity during the California Camp Fire. We find that the emissions from wildfires lead to 
NOx-saturated ozone formation near the fire source but NOx -limited conditions downwind. 
This thesis bridges basic research in atmospheric chemistry, which advances the state-of-
science related to O3 and PM2.5 pollution from urban to global scales, and applied research in air 
quality management and public health, by quantifying the health benefits of emission control, and 
informs policymakers on which emission reductions to focus so as to maximize the cost-
effectiveness of pollution controls. We show how space-based measurements can complement in 
situ networks and model simulations by providing information on the spatial heterogeneity and 
temporal evolution of PM2.5 exposure and O3 chemical regimes, which will lay the scientific 
foundation for interpreting future products retrieved from upcoming geostationary platforms. 
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Chapter 1: Introduction 
1.1 Air pollution and health impacts 
Air pollution is the fifth leading risk factor for mortality worldwide, which is responsible 
for more deaths than many known risk factors such as malnutrition or alcohol use (James et al. 
2018). Assessment of the burden of disease caused by outdoor air pollution has focused on PM2.5 
(fine aerosol particles with less than 2.5 micrometer in aerodynamic diameter) and ground-level 
ozone (O3). It has been recognized that human exposure to PM2.5 increases the risks of developing 
respiratory disease (Peng et al. 2009), cardiovascular disease (Gauderman, Avol, and Gilliland 
2004; Pope et al. 2014), lung infections and cancer (Pope et al. 2002). The most recent Global 
Burden of Disease (GBD) Study estimates 2.9 (95% confidence interval (CI): 2.5 to 3.4) million 
premature deaths  attributable to ambient PM2.5 pollution in 2017 (GBD 2017 Risk Factors 
Collaborators, 2018). Human exposure to O3 is associated with increased risk of cardiovascular 
and respiratory diseases (Jerrett et al. 2009). The 2017 GBD study estimates 471,800 (95% CI: 
177,000 to 768,000) O3-related premature deaths in 2017 globally (GBD 2017 Risk Factors 
Collaborators, 2018). The calculation of health impacts of air pollutants in GBD study is based on 
disease-specific hazard ratio models collected from cohort studies, which are subject to 
uncertainties in not only the exposure estimates, but also the exposure-response functions (Burnett 
et al. 2014). Additionally, O3 adversely affects photosynthesis and plant transpiration (Yue and 
Unger 2014), reducing crop yields (Wang et al. 2005).  
1.2 Formation of PM2.5 and O3  
PM2.5 are mainly composed of ammonium sulfate, ammonium nitrate, particulate organic 
carbon, light-absorbing carbon, soil and sea salt. While some PM2.5 are emitted directly from 





of PM2.5 are formed through the secondary formation from precursor emissions such as sulfur 
dioxide (SO2), nitrogen oxides (NOx), volatile organic compounds (VOCs) and ammonia (NH3). 
Because of the large variations in emission sources, transport, chemical reactions, and the 
relatively short lifetime of aerosols (about a week), PM2.5 show large spatial and temporal 
heterogeneity, not only in terms of magnitude, but also composition. Globally, sulfate and organic 
matter are the dominant contributors to PM2.5 (Zhang et al. 2007). Over the United States, sulfate 
is the dominant contributor to PM2.5 over the east (~ 50%), while organic carbon is dominant (> 
50%) over the west (Hand et al. 2012). Sulfate is largely associated with emissions of SO2 and 
NOx, especially those from power generation. Organic carbon can be either emitted directly 
through combustion or biological sources, or formed secondarily from the oxidation of volatile 
organic compounds (e.g., Heald et al., 2010). Over the U.S., PM2.5 pollution over the U.S. is largely 
associated with anthropogenic emissions, especially those from power generation and road 
transportation (Caiazzo et al. 2013). Over central U.S., aerosols are emitted from agriculture 
activities such as planting and harvesting (Hand et al. 2019).  Over the western U.S. wildfires 
contribute significant amount of PM2.5, responsible for increasing PM2.5 in recent years (McClure 
and Jaffe, 2018).    
O3 is produced from photochemical reactions involving its precursors: nitrogen oxides 
(NOx) and volatile organic compounds (VOCs). NOx is mainly formed from fossil fuel combustion. 
In the United States, about 58% of anthropogenic NOx emissions are from vehicles, whereas much 
of the rest are from power plants (27%) and industry (13%, US EPA 2018). In addition, NOx can 
be emitted naturally from lightning, soils and biomass burning. Organic compounds enter the 





metabolic waste products (Goldstein and Galbally 2007). VOCs are also emitted through 
anthropogenic sources, such as metals processing, petroleum industries, solvent utilization and 
vehicles. On the global scale, nonmethane biogenic VOC emissions from terrestrial ecosystems 
and the ocean contribute about 1150 Tg C/year, which is 8 times larger than anthropogenic VOC 
emissions (~142 Tg C/year) (Goldstein and Galbally 2007). In the cities, AVOCs and BVOCs are 
of comparable amount (Klinger 2002; Stavrakou, Müller, and Smedt 2009). Once reactive VOCs 
enter the atmosphere (RH), they react with hydroxyl radical (OH) to yield alkyl radicals, which 
combine with O2 to produce alkyl peroxy radicals (RO2): 
                                                             𝑅𝐻 + 𝑂𝐻
%&'(𝑅𝑂) + 𝐻)𝑂                                      R 1 
RO2 reacts with NO to produce NO2 and an organic oxy radical RO:  
                                                                   𝑅𝑂) + 𝑁𝑂 →𝑅𝑂 +𝑁𝑂)                                           R 2 
NO2 then goes on to photolyze and produce O3. The subsequent chemistry of RO is complicated, 
but typically carbonyl compounds and HO2 radicals are produced, which then react with OH to 
continue the chain propagation. The chain is terminated by loss of HOx radicals, which takes place 
in two ways. At low NOx, peroxides represent the dominant sink, which is referred to as the NOx-
limited regime. As NOx continues to increase, the reaction of OH with NO2 becomes the dominant 
sink of HOx, which is referred to as NOx-saturated or VOC-limited regime. In the NOx-limited 
regime, O3 production is approximately linearly correlated with NOx but is independent of VOCs. 
In the NOx-saturated regime, O3 production increases linearly with VOCs, but varies inversely 





1.3 Air pollution trends  
In the past several decades, efforts have been made to reduce the emissions from stationary 
and mobile sources in the United States (US) under federal and state regulations (US EPA 2018a). 
Between 2000 and 2017, the total anthropogenic emissions have declined by 83%, 52%, 47%, 
27%, and 7% for SO2, NOx, CO, primary PM2.5 and non-methane volatile organic compounds 
(NMVOC) respectively (US EPA 2018), which led to a 42% decrease in the national annual 
average PM2.5 (Murphy et al. 2011). Regionally, the reduction in PM2.5 is larger in the east, but 
insignificant and even slightly increased over the west (Murphy et al. 2011), which is largely due 
to increasing wildfire activity over the western US (O’Dell et al. 2019). The overall reduction in 
PM2.5 has been shown to be associated with longer life expectancy (Correia et al. 2013; Fann et al. 
2017), and decrease in mortality burden in the last decades (Zhang et al. 2018; Butt et al. 2017). 
However, quantifying the health benefits of emission reduction is not only subject to uncertainties 
of exposure assessment, but also uncertainties of the exposure-response functions (Ford and Heald 
2016; Jin et al. 2019a).  
In contrast to the widespread decrease of PM2.5, the trends of O3 over the U.S. are more 
complicated: decreasing in summer over less urbanized areas, and increasing in winter, night and 
urban areas (Simon et al. 2015; Chang et al. 2017; Yan, Lin, and He 2018). While O3-related 
premature mortality is much smaller than that of PM2.5 as O3 is generally considered to be less 
toxic than PM2.5, O3-related premature mortality calculated from annual mean values kept 
increasing in the past decades over the U.S. (Health Effects Institute, 2019), despite general 
improvement in reducing the highest O3 levels used to assess compliance with the U.S. National 





underestimated (Malley et al. 2017). Since O3 chemistry is non-linearly dependent on the relative 
availability of O3 precursors, reductions in O3 precursors can lead O3 to increase, decrease or 
remain unchanged depending on the status of O3 production regimes (Kleinman et al. 1997). VOC-
limited regimes are found over U.S. metropolitan areas (Jing et al. 2014; Pusede, Steiner, and 
Cohen 2015), where NOx reduction leads to increasing surface O3 (Simon et al. 2015). O3 
formation regimes also vary seasonally, transitioning from VOC-limited in winter to NOx-limited 
in summer (Jacob et al. 1995). More than half of the VOCs in the air come from biogenic sources, 
and some biogenic VOCs such as isoprene are highly reactive (Goldstein and Galbally 2007), 
which poses challenges on designing effective emission control strategies. Furthermore, wildfires 
generate large amounts of O3 precursors (Akagi et al. 2011; Andreae 2019). Unlike stationary 
anthropogenic sources, the sporadic and transient nature of wildfires makes it difficult to estimate 
emissions observationally over wide spatial and temporal scales (Ichoku and Ellison 2014). 
Furthermore, the degree to which wildfires lead to O3 production within and downwind of the 
plumes is uncertain, varies with fire conditions, meteorology (Jaffe and Wigder 2012; Alvarado et 
al. 2010), and can be further complicated by mixing with urban emissions (Singh et al. 2010; Bein 
et al. 2008). In addition, O3 formation is strongly dependent on temperature. The warmer 
temperatures, and changes in heat waves under climate change are expected to increase O3 
production (Pusede, Steiner, and Cohen 2015), and will likely impact the effectiveness of emission 






Figure 1.1 Mortality burden attributable (number of deaths per year) to ambient exposure of PM2.5 and O3 
over the United States from 1990 to 2015. Data are accessed from the State of Global Air 2019 
(https://www.stateofglobalair.org/data/). The calculation is based on the Global Burden Disease Study 
2017 (James et al. 2018).   
1.4 Inferring ground-level air pollution from remotely sensed observations 
Remote sensing, by definition, is the acquisition of information about an object without 
physical contact with the object, which contrasts with in-situ observation. Each atmospheric 
constituent (e.g. O3, nitrogen dioxide etc.) has its own spectral properties for scattering and 
absorbing radiation. Satellite instruments measure the scattering, emission and absorption from 
these constituents. Satellite remote sensing of trace gases began in 1978, when Total Ozone 
Mapping Spectrometer (TOMS) was launched on board the Nimbus 7 satellite. The launch of 
GOME-1 in 1995 set a milestone in remote sensing of lower troposphere that contains most air 
pollutants. GOME-1 has a broad spectral coverage from 230 nm to 790 nm and a moderate spectral 
resolution with 0.2 to 0.4 mm. The spatial resolution of GOME-1 is about 40 × 320 km2 at nadir. 





and SO2 (Eisinger and Burrows, 1998). The record of GOME observations was extended with the 
Scanning Imaging Absorption Spectrometer for Atmospheric Cartography (SCIAMACHY) 
aboard ENVISAT. Ozone Monitoring Instrument (OMI) onboard Aura satellite has finer spatial 
resolution with 13 ×24 km2 at nadir, which can be applied to not only large-scale process analysis 
but also regional processes in urban areas crucial for air quality management. The Moderate 
Resolution Imaging Spectroradiometer (MODIS) on board Terra and Aqua has provided twice-
daily global AOD data for nearly two decades at 500m resolution (Kaufman et al. 1997; King et 
al. 1999). In October 2017, the TROPOspheric Monitoring Instrument (TROPOMI) launched to 
space, which offers an unprecedented view to detect NOx at fine spatial resolution (Veefkind et al. 
2012). These satellites belong to sun-synchronous satellites, which operate in geocentric orbits, 
passing over any given latitudes at a specific local time. The newly launched and upcoming 
geostationary satellites such as GEMS and TEMPO, which observe the same surface region 
constantly, are promising in that they will provide hourly and even finer observations of 
atmospheric composition. 
Satellite remote sensing provides near-daily global observations of atmospheric 
composition for decades, and is playing an increasingly important role in exposure assessment 
(Jerrett et al. 2017; Cohen et al. 2017). For PM2.5, the most relevant quantity that can be retrieved 
from space is aerosol optical depth (AOD), a measure of the sum of light extinction by aerosols 
within the atmospheric column. Given size distributions for each aerosol species, aerosol light 
extinction (EXTl) is linked with aerosol mass based on Mie theory (Equation 1.1, e.g. Curci 2012): 










where i refers to the species, N is the number of aerosol species, 𝑄F,G>H,I999999999 is the Mie extinction 
efficiency of species i averaged over the dry size distribution, 𝑓KL,A  is the hygroscopic growth 
factor of species i at given RH, 𝜌A is aerosol density of species i, Mi,l is the aerosol mass of species 
i, and 𝑟F,G>H,A is the dry effective radius. AOD is the vertical integral of extinction from surface to 
the top of atmosphere: 
    𝐴𝑂𝐷 = ∫ 𝐸𝑋𝑇R%STU>:VWF 𝑑𝑧                   (1.2) 
Satellite-derived AOD is generally incorporated into estimates of PM2.5 in surface air in two ways: 
(1) geophysical approaches that rely on CTMs to simulate the relationship between PM2.5 and 
AOD  (van Donkelaar, Martin, and Park 2006; van Donkelaar et al. 2014; van Donkelaar et al. 
2016); (2) statistical approaches that either directly build a relationship between AOD and PM2.5 
(Al-Hamdan et al. 2012), or add AOD as a predictor along with other land use, meteorological 
variables in regression models (Ma et al. 2014; Kloog et al. 2014). Satellite-derived PM2.5 is 
valuable for filling the spatial gaps over regions with sparse monitors (van Donkelaar et al. 2014), 
providing observational constraints to models (Anenberg et al. 2017; Lacey et al. 2017), and 
improving the predictive power of statistical models (Beckerman et al. 2013). However, using 
satellite AOD to predict PM2.5, especially at shorter time scales, is challenging due to retrieval 
uncertainties (Martin 2008; van Donkelaar et al. 2012), missing data due to the inability to retrieve 
over clouds and snow (Gupta and Christopher 2008; Levy et al. 2009), and the non-linear and 
spatiotemporally varying relationship between PM2.5 and AOD that depends on aerosol chemical 
composition, vertical profiles, and aerosol optical properties (Chin et al. 2002; Jin et al. 2019b).  
While satellite instruments can retrieve total column O3, current satellite-based 





level O3 is too small to be separated from stratospheric O3. Exposure estimates of O3 generally rely 
on ground-based observations (Lefohn et al. 2018), or combination with chemical transport models 
(Chang et al. 2019). Satellite instruments, however, provide near-daily global observations for two 
species indicative of O3 precursors: nitrogen dioxide (NO2) and formaldehyde (HCHO). NO2 is 
often used as indicator of nitrogen oxides (NOx), because most NOx in the boundary layer is in the 
form of NO2. Satellite observations of NO2 tropospheric columns have been used to constrain NOx 
emissions (Martin et al. 2003; Liu et al. 2016), and the trends of satellite-based NO2 columns are 
shown to be consistent with the trends observed from ground-based monitors (Lamsal et al. 2015; 
Lamsal et al. 2014). HCHO is a common intermediate product of the oxidation of most VOCs in 
the troposphere, with a typical lifetime of a few hours in daytime (Sanderf et al. 1997). In the 
background troposphere, HCHO is usually produced through the chemical reaction with methane 
by hydroxyl radicals (OH). In the boundary layer, the main source of HCHO is the secondary 
production from oxidation with non-methane volatile organic compounds (NMVOCs), such as 
alkanes, alkenes, aromatic hydrocarbons and isoprene. Satellite-based HCHO has been used to 
constrain VOC emissions from anthropogenic (Zhu et al. 2014; Shen et al. 2019; Cao et al. 2018; 
Fu et al. 2007), biogenic (Palmer et al. 2003; Millet et al. 2008; Marais et al. 2012) and pyrogenic 
sources (Stavrakou, Müller, and Smedt 2009; Shen et al. 2019; Gonzi et al. 2011).  
The ratio of HCHO to NO2 (HCHO/NO2, or FNR) reflects the relative availability of NOx 
and total organic reactivity to hydroxyl radicals (Sillman 1995; Tonnesen and Dennis 2000). 
Martin et al. (2004) first applied HCHO/NO2 to GOME observations to separate NOx-limited and 
VOC-limited regimes. The spatial resolution of GOME is 40 ×  320 km2 at nadir. Ozone 





which can be applied to regional processes in urban areas crucial for air quality management. With 
the improved regime definition, longer observational records, and finer spatial resolution, OMI 
derived FNR has been applied to study trends in O3 sensitivity over source regions (Duncan et al. 
2010; Jin and Holloway 2015). 
Nevertheless, linking satellite observation with near surface air quality has several 
challenges. First, satellite retrieval of trace gases and AOD is affected by surface albedo, 
cloudiness, satellite zenith angle (Chance et al. 2000; Boersma, Eskes, and Brinksma 2004; King 
et al. 1999). Also, it is challenging to use current satellite retrievals to accurately capture the day-
to-day variability due to retrieval noise and complications from cloud conditions, which limit the 
ability of using satellite retrievals for episodic studies such as big wildfires. In addition, satellite 
retrieval of trace gases from wildfire plumes is further complicated by the interference of aerosols 
(Bousserez 2014). The sun-synchronous satellites pass over the study area once a day, which is 
insufficient to characterize the diurnal variation of air pollution, but the upcoming geostationary 
satellites will overcome such limitations (Zoogman et al. 2017). Second, satellite instruments 
typically retrieve the vertically integrated column within the troposphere, but air quality only 
considers the thin layer near the surface that human beings breathe in. The column-to-surface 
relationship is largely dependent on the vertical profiles of the pollutants, which vary significantly. 
Third, even if column measurements are indicative of near surface environment, satellite 
instruments do not directly retrieve PM2.5 nor surface O3. For PM2.5, AOD is a measure of optical 
properties of aerosols, but the optical property of each aerosol particle is unique, which depends 
on chemical composition, size, hygroscopicity, and ambient environment (Equation 1.1). For O3, 





meteorological conditions and dry deposition rates (Sillman and He 2002; Vogel et al. 2007). 
Chemical transport models, which simulate atmospheric composition by solving the mass 
continuity equations for multiple species, are needed to link PM2.5 with AOD, and HCHO/NO2 
with O3 chemistry. These simulations provide theory-based quantitative relationships between the 
column quantities retrieved from satellite instruments and near-surface concentrations.  
1.5 Research objectives and approach 
The main objective of my research is to integrate space-based observations with 
atmospheric chemistry models and in situ observations to understand the processes governing the 
distributions of O3 and PM2.5, and the implications for human health and policy-making. 
Specifically, I will address the following questions:  
1. How did the distribution and chemistry of PM2.5 and O3 change over the past decades 
in response to emission controls in the United States? 
2. What value is added, and what key uncertainties remain in using satellite observations 
of aerosol optical depth to estimate human exposure to PM2.5?  
3. What are the key uncertainties of using satellite observations of O3 precursors to 
diagnose the chemistry of surface O3? 
4. How do wildfires influence O3 precursors and its chemistry?  
My research uses satellite observations of AOD from MODIS onboard Terra and Aqua 
satellites, tropospheric columns of HCHO and NO2 from four different instruments (i.e. GOME, 
OMI, SCIAMACHY and TROPOMI), which together provide an unprecedented two-decade, 
global view of atmospheric composition. I use atmospheric chemical transport models, including 





near surface air quality, and to understand the processes driving the spatial and temporal 
distributions of PM2.5 and O3. In addition, multi-platform surface, aircraft, and radiosonde 
measurements are used to evaluate models and satellite observations, and thereby understand 
different sources of uncertainties.  
1.6 Dissertation Overview 
The first part of my dissertation focuses on linking satellite observed AOD with PM2.5 
exposure. In Chapter 2, we estimate the PM2.5-related health benefits of emission reductions over 
New York State (NYS) from 2002 to 2012 using seven different publicly available PM2.5 products 
that include information from ground-based observations, remote sensing and chemical transport 
models. While these PM2.5 products differ in spatial patterns, they show consistent decreases in 
PM2.5 from 2002 to 2012, leading to 67% reduction in PM2.5-related mortality burden over NYS. 
We use two sets of independent ground-based observations to evaluate these products over both 
urban and remote areas. We find that inclusion of satellite remote sensing improves the 
representativeness of PM2.5 in a remote area. Of the satellite-based products, the statistical land 
use regression approach better captures the spatial variability of PM2.5 over urban areas with dense 
monitors, but the geophysical approach shows better agreement with observations over remote 
area with sparse monitors.   
This geophysical approach has the advantage of broad spatial coverage that is not limited 
by the availability of in-situ measurements (van Donkelaar, Martin, and Park 2006), but current 
PM2.5 products are only available at longer averaging time scales (usually annual mean), because 
the geophysical approach on short-time scales is subject to large uncertainties (van Donkelaar et 





PM2.5 distributions from satellite AOD at 1 km2 resolution for 2011 over the northeastern US using 
a regional air quality model (CMAQ). We evaluate the major sources of uncertainties of the 
satellite-derived PM2.5 using multi-platform ground, airborne and radiosonde measurements. We 
find that satellite-derived PM2.5 is not only subject to measurement uncertainties from satellite 
instruments, but more importantly, to uncertainties in the relationship between surface PM2.5 and 
column AOD. We use airborne observations from DISCOVER-AQ 2011 Maryland Campaign to 
further disentangle the key factors leading to the uncertainties in modeled PM2.5-AOD 
relationships. We show that uncertainties of modeled PM2.5/AOD are mainly driven by model 
uncertainties in aerosol column mass and speciation, while model representation of relative 
humidity and aerosol vertical profile shape contribute some systematic biases.  
The second part of my dissertation focuses on surface O3 chemistry. In Chapter 4, we use 
the GEOS-Chem global chemical transport model to evaluate major uncertainties of using space-
based tropospheric column ratio of HCHO to NO2 as an indicator of O3 sensitivity. We confirm 
that HCHO/NO2 in the model surface layer is a robust predictor of the simulated near-surface O3 
production regime. Extending this surface-based predictor to a column-based HCHO/NO2 requires 
accounting for differences in the HCHO and NO2 vertical profiles. Using the decadal record from 
OMI on the Aura satellite, we assess the changes in O3 sensitivity over mid-latitude regions 
(Europe, US and East Asia). OMI HCHO/NO2 indicates that the spring transition to NOx-limited 
regimes has shifted at least a month earlier over major cities (e.g. New York, London, Seoul) 
between 2005 and 2015. This increase in NOx sensitivity implies that the same level of NOx 





Chapter 4 uses GEOS-Chem to link column-based HCHO/NO2 with surface O3 sensitivity, 
but models contain biases (Brown-Steiner, Hess, and Lin 2015). Also, modeled and satellite 
retrieved HCHO and NO2 often disagree (Silvern et al. 2019), and Chapter 4 suggests the 
difference varies by satellite retrievals. To overcome these limitations, in Chapter 5, we directly 
connect this space-based indicator, retrieved consistently from three satellite instruments, to 
spatiotemporal variations in O3 recorded by on-the-ground monitors from 1996 to 2016. We 
develop a new approach to harmonizing multi-satellite observations that accounts for differences 
in spatial resolution and overpass time. Consistent with Chapter 4, we find multi-satellite 
HCHO/NO2 captures the timing and locations of the transition from VOC-limited to NOx-limited 
O3 production regime in major U.S. cities, which aligns with the observed long-term changes in 
urban-rural gradient of O3 and the reversal of O3 weekend effect.  
While the long-term trends in O3 sensitivity are mainly driven by anthropogenic emission 
changes, wildfires emit substantial amounts of nitrogen oxides (NOx) and volatile organic 
compounds (VOCs) within days. In Chapter 6, we combine aerosol and gas-phase products to 
explore transport pathways and chemical evolution of the wildfire plumes from the California 
Camp Fire. TROPOMI observations show large plumes in the free troposphere and secondary 
formation of HCHO as the plume is transported, neither of which is captured in GEOS-Chem 
simulations. We highlight the importance of the fire injection height on interpreting satellite 
retrievals of HCHO and NO2. This study shows the large potential of using satellite products to 
complement model simulations by providing information on the spatial heterogeneity and temporal 





Overall, my thesis research bridges basic research in atmospheric chemistry, which 
advances the state-of-science related to O3 and PM2.5 pollution from urban to global scales, and 
applied research in air quality management, by quantifying the health benefits of emission control, 
and providing guidance to air managers on which emission reductions to focus so as to maximize 
the cost-effectiveness of pollution controls. I show how space-based measurements can 
complement in situ networks and model simulations by providing information on the spatial 
heterogeneity and temporal evolution of PM2.5 exposure and O3 chemical regimes, which will lay 
the scientific foundation for interpreting upcoming mearuements from instruments on 
geostationary platforms. 
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Chapter 2: Comparison of multiple PM2.5 exposure products for 
estimating health benefits of emission controls over New York State, 
USA 
[This chapter is published as Jin, X., Fiore, A. M., Civerolo, K., Bi, J., Liu, Y., van Donkelaar, A., 
et al. (2019). Comparison of multiple PM2.5 exposure products for estimating health benefits of 
emission controls over New York State, USA. Environmental Research Letters, 14(8), 084023–14. 
http://doi.org/10.1088/1748-9326/ab2dcb]  
2.1 Introduction 
Ambient exposure to fine particulate matter (defined as particles less than 2.5 µm in 
aerodynamic diameter) is associated with mortality (Dockery et al. 1993; Di et al. 2017), 
cardiovascular (Gauderman, Avol, and Gilliland 2004; Pope et al. 2004; Pope et al. 2014), 
respiratory (Peng et al. 2009), and other diseases (Pope and Dockery 2012). In the past several 
decades, efforts have been made to reduce the emissions from stationary and mobile sources in the 
United States (US) under federal and state regulations (US EPA 2018a). Between 2000 and 2017, 
the total anthropogenic emissions over the US have declined by 83%, 52%, 47%, 27%, and 7% for 
SO2, NOx, CO, primary PM2.5 and non-methane volatile organic compounds (NMVOC) 
respectively (US EPA 2018a), which led to a 42% decrease in the national annual average PM2.5 
(US EPA 2018b). The reduction in PM2.5 is associated with longer life expectancy (Correia et al. 
2013), and decrease in mortality burden over recent decades (Zhang et al. 2018).  
To quantify the health benefits of emission reduction, an important step is to determine the 





information from at least one of the following three categories: ground-based observations, 
atmospheric chemical transport model (CTM) simulations, and remote sensing observations. Early 
studies (e.g. (Pope et al. 2004; Jerrett et al. 2005) relied on ground-based monitors to estimate 
PM2.5 exposure. For regions without monitors, PM2.5 distributions can be filled spatially using 
geostatistical interpolation techniques such as kriging (Jerrett et al. 2005; Fann et al. 2017) and 
inverse distance weighting (IDW, Jerrett 2017). Another approach is to build relationships between 
in situ observed PM2.5 and land use, meteorological, and geospatial information using statistical 
methods (Henderson et al. 2007; Wang et al. 2014; Yanosky, Paciorek, and Suh 2008; Paciorek 
and Liu 2009; Beckerman et al. 2013), which can resolve the fine-scale PM2.5 spatial gradient, but 
their skill depends on the availability of ground-based monitors (S.-J. Lee et al. 2012). CTMs 
simulate PM2.5 concentrations by solving the mass continuity equations for each PM component 
given emissions, meteorology, and topography. CTMs have been used to estimate PM2.5 exposure 
and its historical or future trends nationwide (Zhang et al. 2018) and globally (Anenberg et al. 
2010; Silva et al. 2013), and are especially valuable for regions where long-term ground-based 
measurements are sparse. However, CTMs generally have coarse spatial resolution (> 12 km), 
limiting their ability to characterize air pollution at local scales (Wang et al. 2016), and are subject 
to uncertain emissions, meteorology and chemical processes.  
Space-based remote sensing products offer global coverage and more than two decades of 
continuous observations (Kaufman et al. 1997; King et al. 1999; Kaufman, Tanré, and Boucher 
2002). Satellite retrieved aerosol optical depth (AOD), which is a measure of total light extinction 
by aerosol, is correlated with the column mass of aerosols (Koelemeijer, Homan, and Matthijsen 





two ways: (1) forward geophysical approaches that rely on CTMs to simulate the relationship 
between PM2.5 and AOD (van Donkelaar, Martin, and Park 2006; van Donkelaar et al. 2014; van 
Donkelaar et al. 2016); (2) statistical approaches that either directly build a relationship between 
AOD and PM2.5 (M. Z. Al-Hamdan et al. 2012), or add AOD as a predictor along with other land 
use, meteorological variables in regression models (Ma et al. 2014; Kloog et al. 2014; Just et al. 
2015). Satellite-derived PM2.5 is valuable for filling the spatial gaps over regions with sparse 
monitors (van Donkelaar et al. 2014; van Donkelaar et al. 2016), providing observational 
constraints to models (Anenberg et al. 2017; Lacey et al. 2017), and improving the predictive 
power of statistical models (Beckerman et al. 2013). However, using satellite AOD to predict PM2.5, 
especially at shorter time scales, is challenging due to retrieval uncertainties (Martin 2008; van 
Donkelaar et al. 2012; Jin et al. 2019), missing data due to the inability to retrieve over cloud and 
snow (Gupta and Christopher 2008; Levy et al. 2009), and the dependence of PM2.5-AOD 
relationship on aerosol speciation, vertical distributions, and aerosol optical properties (Chin et al. 
2002, Gupta et al. 2006, Jin et al. 2019). 
Over the US, several PM2.5 products have become publicly available, owing to the 
increasing availability of observations, both in situ and space-based, and ever-growing computing 
capacity. However, most epidemiological studies, for practical purposes, rely on a single exposure 
estimate (A. Z. Al-Hamdan et al. 2018; Girguis et al. 2017; Zhang et al. 2018; Correia et al. 2013). 
Jerrett et al (2017) find a robust association of PM2.5 with cardiovascular diseases using multiple 
PM2.5 products, but the derived relative risk factor varies. A comparative study by McGuinn et al 
(2017) over North Carolina finds the urban-rural difference in the relative risk varies with exposure 





models has long been challenging, mostly due to the lack of externally valid observations (Jerrett 
et al. 2017). To address this gap, we use independent ground-based observations to evaluate seven 
publicly accessible PM2.5 products for both urban and rural environments over New York State 
(NYS). These products include information from ground-based observations, atmospheric models 
and satellite remote sensing, which cover the most commonly used and up-to-date exposure 
assessment methods. We then estimate decadal changes in the NYS mortality burden attributable 
to PM2.5 exposure using these PM2.5 products, and assess the extent to which health impact analyses 
are sensitive to the choice of exposure datasets for NYS.     
2.2 Data and methods 
2.2.1 PM2.5 products 
We collected seven publicly accessible PM2.5 exposure products for NYS. These products 
cover the commonly used approaches to estimate PM2.5 exposure, and most of them have been 
applied to health studies (Table 2.1). Table 2.1 provides short names for each PM2.5 product, along 
with their spatial coverage, resolution, and the data sources used to derive PM2.5. All products span 
multiple years from 2002 to 2012, except the CDC WONDER product, which is only available 
between 2003 and 2011. We compare differences in PM2.5 by calculating spatial, temporal and 
population weighted spatial root mean squared differences (RMSD, Equations A.2.1 to A.2.3), and 
the spatial and temporal correlation coefficient (Rs and RT, Equations A.2.4 and A.2.5). We define 
two metrics to characterize the variations in PM2.5 across multiple products: the normalized range 
(NR, Equation A.2.6) and the uncertainty (dPM, calculated from the 95% confidence interval (CI) 






Satellite retrieved AOD products are used in four datasets, including the two Dalhousie 
products (global; V4.GL.02 and North America; V4.NA.03), Emory and CDC WONDER, but the 
methods used to build the PM2.5-AOD relationship differ. The Dalhousie products use a global 
chemical transport model (GEOS-Chem) to explicitly simulate the PM2.5-AOD relationship (van 
Donkelaar et al. 2016). Although the Dalhousie products are designed for regional domains or 
larger, we evaluate their performance at the smaller spatial scale of a single state. The Emory 
product incorporates satellite AOD as a predictor along with other land use and meteorological 
variables to a machine learning model (random forest) (Bi et al. 2018). The CDC WONDER 
product builds a linear regression model between satellite AOD and ground-based PM2.5, and then 
merges satellite-derived PM2.5 with spatially interpolated ground-based PM2.5 (M. Z. Al-Hamdan 
et al. 2014). Each of these approaches uses different AOD products (Table 2.1). Four products 
include simulated PM2.5 from global or regional atmospheric chemistry models. The Dalhousie 
products use GEOS-Chem (v9-01-03) to simulate global distributions of PM2.5 and AOD (van 
Donkelaar et al. 2012; Philip et al. 2014; Boys et al. 2014). The CMAQ simulation of PM2.5 was 
accessed from the U.S. EPA Remote Sensing Information Gateway (RSIG) (US EPA RSIG, 2016). 
The FAQSD product fuses this CMAQ PM2.5 with AQS observations using a space-time 
downscaling model (Berrocal, Gelfand, and Holland 2010; Berrocal, Gelfand, and Holland 2011). 
All products except the CMAQ simulation have been calibrated or merged with ground-based 
observations of 24-hour average PM2.5 from the EPA Air Quality System (AQS). To assess the 
added value of satellite remote sensing and model, we construct another dataset that spatially 





2.2.2 Independent ground-based PM2.5 observations 
We use ground-based observations from the NYC Community Air Quality Survey 
(NYCCAS) Program to evaluate these PM2.5 products over urban NYC. NYCCAS collected 
integrated samples for every 2-week period in each season from 2009 to 2016 at 150 distributed 
sites (Figure A.2.1) over NYC, which are chosen to represent a range of land use, traffic intensity 
and other characteristics (Matte et al. 2013). While NYCCAS and filter-based AQS data are 
sampled with different instruments, (Matte et al. 2013) found that the two-week integrated 
PM2.5_CAS mirrors PM2.5_AQS (R2 = 0.96, slope = 1.0). 
Over a remote area of upstate NY, we use ground-based measurements collected by the 
Saint Regis Mohawk Tribe (SRMT) Air Quality Program (Benedict 2011). SRMT is located in 
northern NYS, situated in the northwest corner of Franklin County, bordered by St. Lawrence 
County (Figure A.2.1). There are two SRMT sites that collect hourly PM2.5 samples continuously 
with a Tapered Element Oscillating Microbalance (TEOM) monitor during our study period of 
2002 to 2012: one located in Saint Lawrence County (hereafter St. Lawrence Site, Latitude: 44.93 
˚N Longitude: 74.85 ˚W, AQS code: 360897001), providing data before August 2004; the other 
located in Franklin County (hereafter Franklin Site, Latitude: 44.98 ˚N Longitude: 74.69 ˚W, AQS 
code: 360337003), providing data since March 2009. Observations from these two sites are not 
included in the 24-hour PM2.5 AQS data. The St. Lawrence Site is 37 km away from the nearest 
24-hour AQS monitor (code: 360893001), but this AQS monitor was discontinued in 2009. Thus, 
there is no operational AQS site near Franklin Site after 2010, and the evaluation at the Franklin 





Table 2.1 Summary of PM2.5 products and ground-based observations used in this study. The spatial 
and temporal coverage is based on the coverage of the original dataset. 
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a. The short names are mostly given as the institution of the data developers. 
b. The annual ground-based PM2.5 from the Global Burden Disease (GBD) database is used 
for the development of global PM2.5. Over the US, the GBD ground-based PM2.5 data are 
from the US EPA AQS network.   
c. MODIS: MODerate resolution Imaging Spectroradiometer  
d. MISR: Multi-angle Imaging SpectroRadiometer  
e. SeaWiFS: Sea-viewing Wide Field-of-view Sensor  
f. MAIAC: MODIS Multi-Angle Implementation of Atmospheric Correction 
g. The official dataset included in the Center for Disease Control and Prevention Wide-





2.2.3 Calculation of the mortality burden due to PM2.5 exposure 
We estimate the mortality burden for PM2.5 products by resampling them to a common grid 
of 0.01˚ ´ 0.01˚. We acquire the administrative boundary shapefiles from the Database of Global 
Administrative Areas (GADM), extract the shapefiles for NYS, and rasterize them to the 0.01˚ 
grid, so that each grid cell belongs to one county. The excess mortality attributable to ambient 
exposure to PM2.5 (∆Mort) is estimated using the health impact function (Zhang et al. 2018): 
     ∆𝑀𝑜𝑟𝑡 = 𝑦^ × 𝐴𝐹 × 𝑃𝑜𝑝                                                                   (2.1) 
where y0 is the baseline mortality rate for specific diseases; Pop is exposed population age 25 years 
and older; AF is the attributable fraction, which is a function of the relative risk (RR):  
                                                               	𝐴𝐹 = 1 − 1/𝑅𝑅                                                                         (2.2) 
We use the RR factors from the Global Burden Disease (GBD) Study 2010, based on an integrated 
exposure-response model of (Burnett et al. 2014) developed from a meta-analysis: 
                                  For C > C0: 𝑅𝑅(𝐶) = 1 + 𝛼(1 − exp( − 𝛾(𝐶 − 𝐶^)o))                                        (2.3) 
                                                           For C < C0: 𝑅𝑅(𝐶) = 1                                                                 (2.4) 
where C is the annual average ambient concentration of PM2.5; C0 is the counter-factual level below 
which no additional risk is assumed; a, g, and d are fitting parameters. We acquired the RRs along 
with their 95% CIs for four causes of diseases, including chronic obstructive pulmonary diseases 
(COPD), ischemic heart disease (IHD), lung cancer (LC), and cerebrovascular and ischemic stroke 
(STROKE) from the Global Burden of Disease Collaborative Network (2013). We use the county-
level baseline mortality rate from the National Center for Health Statistics (CDC 2017) from 2002 
to 2012 for each specific disease, following the definition of the GBD study (Lim et al. 2012; 





county. County-level population data for age ≧ 25 years are acquired from the CDC WONDER 
database. Since the population density varies spatially within a county, we distribute the county-
level population data for each county by applying the spatial patterns acquired from the Gridded 
Population of the World (GPW, version 4) data from the Socioeconomic Data and Applications 
Center (SEDAC, A.2.1). We acquire GPW data for 2000, 2005, and 2010, and linearly interpolate 
them for each year from 2002 to 2012.  
2.3 Results 
2.3.1 Comparison across PM2.5 products at multiple scales 
Figure 2.1 compares the spatial distribution of annual average PM2.5 from multiple products 
in 2002 and 2012 (2003 and 2011 for PM2.5_CDC). The state average PM2.5 ranges from 9.2 µg/m3 
(PM2.5_Dal_NA) to 12.1 µg/m3 (PM2.5_Dal_GL) in 2002, and 5.9 µg/m3 (PM2.5_Emory) to 7.9 µg/m3 
(PM2.5_FAQSD) in 2012 (Figure 2.2a). All products show similar overall patterns with spatial 
correlation coefficient (RS) ranging from 0.65 to 0.90 (Table 2.2). The Emory product shows sharp 
gradients of PM2.5 along the highways, while other products show more spatially homogeneous 
patterns. PM2.5_CMAQ shows the largest spread in PM2.5 across NYS, overestimating PM2.5 over 
populous urban NYC and underestimating over upstate NY (compared to AQS observations, 
circles on Figure 2.1), leading to a positive bias of population weighted average (PWA) PM2.5 
(Figure 2.2b), and larger population weighted RMSD with other products (Figure A.2.2b). 
PM2.5_IDW, which only relies on the ground-based monitors, tends to smear urban-rural gradients, 
thus PWA PM2.5_IDW is lower than other products (Figure 2.2b). Excluding the IDW and CMAQ 





While the burden-of-disease studies are typically based on annual average PM2.5, building 
exposure-response functions for acute effects require the PM2.5 data to accurately capture the 
temporal variability on shorter time scales. At the monthly scale, the temporal variabilities of 
statewide average PM2.5_Emory, PM2.5_IDW, and PM2.5_FAQSD are almost identical (RT > 0.9, Table 
2.2), all closely matching the variability of PM2.5_AQS (RT > 0.97). PM2.5_Dal_NA and PM2.5_CDC show 
weaker correlations with PM2.5_Emory, PM2.5_IDW, and PM2.5_FAQSD. PM2.5_CMAQ, however, shows 
weak to no correlation with all of the other products (RT < 0.55). We attribute this difference to the 
seasonal cycle of PM2.5_CMAQ, which differs from other products (Figure 2.2c). At daily scales, 
PM2.5_Emory, PM2.5_IDW, PM2.5_FAQSD and PM2.5_CDC closely match (RT > 0.8, Figure 2.2d). Over 
NYC, where ground-based monitors are densely distributed, we find consistency across all 
products except for PM2.5_CMAQ at all scales, with dPM = 10% for annual average PM2.5 after 






Figure 2.1 Annual average PM2.5 estimated from seven PM2.5 products in 2002 and 2012 (2003 and 2011 
for CDC WONDER) over New York State, with zoom-in maps for the New York City and surrounding 
area (upper-left of each panel). PM2.5 products labelled in red (left half) include information from satellite 
remote sensing, and those without remote sensing (right half) are labelled in blue. Annual average PM2.5 
from the AQS and SRMT sites are shown as circles and triangles respectively. The boxplot shows the range 
of variation of annual average PM2.5 in 2002 and 2012 (2003 and 2011 for CDC WONDER) over New 
York State. The box shows the quantile range (IQR), and the whiskers extend to show the rest of the 
distribution. Outliers (defined as values either 1.5×IQR or more above the third quantile or below the first 






Figure 2.2 Time series of  PM2.5 in surface air over NYS from multiple PM2.5 products: (a) annual spatial 
average, (b) annual population weighted average, (c) monthly spatial average in 2011, (d) daily spatial 
average in June to August 2011 (green area in b). The numbers in (d) are RT during this period. 
2.3.2 Evaluation with independent ground-based observations  
The intensive NYCCAS measurements are ideal for evaluating whether the PM2.5 products 
capture the spatial patterns of PM2.5 at the intra-urban scale. Only six pixels cover NYC with the 
~10 km resolution of PM2.5_CMAQ, PM2.5_FAQSD, PM2.5_IDW and PM2.5_CDC data, but they show 
moderate spatial correlation with NYCCAS data with RS ranging from 0.31 to 0.58 (Table 2.2). 
The Emory product has a finer spatial resolution at 1 km, but it only shows slightly better spatial 
correlation with PM2.5_CAS (RS = 0.62). The Dalhousie products show weak (PM2.5_Dal_NA: RS = 
0.33) to no spatial correlation (PM2.5_Dal_GL: RS = 0.1) with PM2.5_CAS, suggesting limited capability 





to those datasets. Averaging across all monitors, all products except PM2.5_CMAQ show strong 
monthly temporal correlation with PM2.5_CAS (RT > 0.8, Table 2.2). PM2.5_CMAQ is overall biased 
high, and shows an opposite seasonal cycle to PM2.5_CAS (Figure A.2.4).   
Table 2.2 Spatial/temporal correlation coefficients (RS/RT) for different pairs of PM2.5 data. RS is calculated 
from the multi-year average PM2.5 gridded to a common grid of 0.1˚× 0.1˚ resolution (Equation A.2.4). RT 
is calculated from monthly PM2.5 averaged across NYS (Equation A.2.5). The dataset best correlated with 
independent ground-based observations is highlighted in bold. All products are sampled at each site for 
comparison with ground-based observations (i.e. AQS, NYCCAS, SRMT). 
Dataset Name Dalhousie_GLa Dalhousie_NA Emory CMAQ FAQSD IDW CDC 
WONDER 
Dalhousie_NA 0.90 
      
Emory 0.79 0.86/0.82 
     
CMAQ 0.82 0.86/0.55 0.85/0.32 
    
Fused 0.80 0.82/0.88 0.81/0.96 0.88/0.50 
   
AQS_IDW 0.78 0.83/0.91 0.79/0.92 0.66/0.53 0.65/0.95 
  
CDC 0.76 0.87/0.77 0.82/0.96 0.69/0.32 0.65/0.93 0.87/0.89 
 
AQS 0.72 0.88/0.97 0.91/0.99 0.76/0.40 0.87/0.98 0.94/1.0 0.81/0.98 
Evaluation with independent ground-based observations 
NYCCAS 0.1 0.33/0.83 0.62/0.94 0.41/0.42 0.53/0.93 0.58/0.92 0.31/0.82 
SRMTb St. 
Lawrence 
N/A 0.81 0.89 0.22 0.74 0.87 0.86 
Franklin N/A 0.79 0.77 0.16 0.58 0.60 0.75 
a. The Dalhousie_GL product is not available at the monthly scale and thus RT is not reported. 
b.  We only report RT for the SRMT data. 
 
To evaluate the performance of these PM2.5 products over upstate NY, where the ground-
based monitors are sparse, we use the PM2.5 measurements from two SRMT sites (hereafter 
PM2.5_SRMT). All products correlate more strongly with PM2.5_SRMT at the St. Lawrence site than the 
Franklin site. At the St. Lawrence site, PM2.5_Emory correlates best with the observed PM2.5_SRMT 
(RT = 0.89, Table 2.2), while PM2.5_CDC has the smallest RMSDT (1.52 µg/m3, Figure A.2.2c). At 
the monthly scale, PM2.5_IDW and PM2.5_Emory are more consistent with PM2.5_SRMT in the cold season 





to September, but overestimates PM2.5 in winter by 33%. PM2.5_Dal_NA overestimates PM2.5 in 
winter, and underestimates in the warm season (Figure A.2.4), though it captures the seasonal cycle 
and the temporal variability (RT = 0.81). At the Franklin site, which is far from the AQS monitors, 
we find PM2.5_Dal_NA best captures the observed temporal variability (RT = 0.72), though it is overall 
biased high by 40%. PM2.5_Emory agrees well with PM2.5_SRMT in summer, but is biased high in 
winter. PM2.5_CMAQ shows an opposite seasonal cycle that peaks in January, leading to the lowest 
RT value and highest RMSDT with PM2.5_SRMT among all products.   
2.3.3 Decadal changes in PM2.5 and the associated mortality burden  
Despite the differences in spatial resolution and PM2.5 derivation methods, all products 
(excluding the PM2.5_CDC) show significant decreases in statewide average PM2.5 by 28 % 
(PM2.5_FAQSD) to 37 % (PM2.5_CMAQ) from 2002 to 2012 (Figure 2.1).  The ensemble average PM2.5 
over NYS decreased by 33% from 10.5 µg/m3 in 7.0 µg/m3 in 2012. The decreasing trend is 
widespread across all counties with 28% to 40% decreases in the ensemble mean of county-level 
PM2.5 (Figure A.2.5). The decrease in PM2.5 is largely driven by the decrease in the secondary 
inorganic aerosols (Boys et al. 2014) attributed to anthropogenic emission reductions (US EPA, 
2018a,b). The annual average PM2.5 shows larger decreases before 2009, and then levels off 
(Figure 2.2a). The stabilization is partly due to the inter-annual variability in meteorology: the 
near-surface air temperature, which correlates with PM2.5 over NYS (Porter et al. 2015), is overall 
warmer in 2010 to 2012 than other years over NYS. Squizzato et al (2018) suggest PM2.5 started 
to decline again over NYS since 2013.  
The consistent decreasing trend provides evidence that PM2.5-related air quality has 





apply the integrated exposure-response function of Burnett et al (2014) to seven long-term PM2.5 
products. We estimate a 67% decline in the ensemble mean PM2.5-related mortality burden (all 
causes combined) from 8410 (rounded to three significant figures; 95% CI due to uncertainty in 
relative risk factor, 4570 – 12400) deaths in 2002 to 2753 (CI: 700 – 5790) deaths in 2012. 
Depending on the choice of PM2.5 products, the estimated annual mortality burden varies from 
6860 (PM2.5_IDW, CI: 3630 – 10200) to 9990 (PM2.5_CMAQ, CI: 5780 – 14300) deaths in 2002, and 
1740 (PM2.5_IDW, CI: 162 – 4520) to 4270 (PM2.5_CMAQ, CI: 2080 – 7010) deaths in 2012. All 
products show consistent decreases in the mortality burden (Figure 2.3). Using PM2.5_Emory yields 
the largest absolute decrease in mortality burden, by 5990 (CI: 4050 – 6860) deaths from 2002 to 
2012, while using PM2.5_IDW yields the smallest decrease, by 5130 (CI: 3460 – 5685) deaths. In 
terms of relative change, using PM2.5_Emory, PM2.5_IDW, or PM2.5_Dal_NA yields the largest decrease 
in mortality burden (all three at 74%), while using PM2.5_CMAQ gives the smallest decrease (57%). 
The decrease in mortality burden combines decreases in PM2.5 with decreases in baseline mortality 
rates: the ensemble mean PM2.5-related mortality burden decreases by 46% if the baseline mortality 
rate is kept constant at 2002 levels, and by 36% if PM2.5 concentration is kept constant (Figure 
A.2.6). Among all causes, IHD is the leading cause of PM2.5-related mortality in NYS, which 
contributes 87% of the total mortality (Figure A.2.7). The IHD related ensemble mean mortality 
decreases from 6230 (CI: 3680 – 8830) deaths in 2002 to 2030 (CI: 564 – 4080) deaths in 2012. 
NYC, the most populated and polluted region in NYS, contributes about half of the total PM2.5-
related mortality, where the ensemble mean PM2.5-related mortality burden decreases by 62% from 






Figure 2.3 (a) Excess mortality burden attributable to ambient exposure of PM2.5 over NYS from 2002 to 
2012 using multiple PM2.5 products (different colors). The error bars represent uncertainty in the integrated 
exposure-response function (estimated from the 95% confidence intervals of the relative risk factors). (b) 
The 95% confidence interval on the 11-year ensemble mean mortality burden due to uncertainty in PM2.5 
estimates (Equation A.2.7) versus uncertainty in the relative risk factor. 
2.4 Discussion 
2.4.1 Which is the ‘best’ PM2.5 product? 
Determining which PM2.5 product is the ‘best’ should take into account at least three criteria 
– resolution, availability and accuracy (Table A.2.2). The statistical satellite-based PM2.5 product 
(PM2.5_Emory) has the finest spatial and temporal resolution, which captures some of the fine-scale 
patterns of PM2.5 by incorporating land use and traffic-related information. Our evaluation with 
independent observations shows PM2.5_Emory best agrees with ground-based observations for the 
urban area (PM2.5_CAS) and the rural external SRMT site that is closer to an AQS monitor. (Jerrett 
et al. 2017) compare the PM2.5 mortality risk estimated using multiple exposure assessment 
methods, and they also find the best fit with statistical land use regression model. However, 
PM2.5_Emory is a localized product designed for a small region (e.g. NYS in this study). The 





and consistent ancillary data. PM2.5_FAQSD and PM2.5_CDC are available for the entire US with daily 
resolution but at coarser spatial resolution (~ 10 km); we find PM2.5_FAQSD performs better over 
urban areas, while PM2.5_CDC performs better over remote areas (Figure 2.2). The global Dalhousie 
product (PM2.5_Dal_GL), while limited in temporal resolution, has the widest coverage, which is 
valuable for assessing the PM2.5-related global burden of disease (DSc et al. 2017). The regional 
Dalhousie product (PM2.5_Dal_NA) is available monthly for North America, and it best correlates 
with the rural SRMT site farther from any AQS monitor (Figure 2.2).  (S.-J. Lee et al. 2012) 
compare the predictive capabilities of the Dalhousie product versus spatially interpolated PM2.5, 
and they similarly find the Dalhousie product is more accurate than spatially interpolated data for 
areas 100 km or further away from monitors. In summary, there is no single product that stands 
out in all three criteria. Depending on the study design, the choice of PM2.5 product for 
epidemiological studies should reflect a trade-off among these criteria.  
2.4.2  How do PM2.5 exposure estimates depend on ground-based measurements? 
All of the PM2.5 products in Table 2.1 (except PM2.5_CMAQ) either merge AQS observations 
or use AQS observations to train the model, and their temporal variability is thus almost identical 
to PM2.5_AQS at AQS sites (R > 0.97, Table 2.2), indicating the important role of AQS in driving 
the temporal variability of these products. Areas surrounding AQS monitors typically have smaller 
exposure uncertainties than areas where monitors are sparse (Figure 2.4a). The largest uncertainty 
is found over northern NYS, where only one monitor is available. We find all products show better 
correlation and smaller RMSDT with PM2.5_SRMT at the St. Lawrence site than the Franklin site, 
also suggesting higher confidence of these products over areas closer to AQS monitors. Figure 





for areas close to AQS monitors (< 20 km) to 31% for areas far from monitors (> 80 km). The 
global geophysical satellite PM2.5 product (PM2.5_Dal_GL) is regarded to have the least reliance on 
ground-based monitors (van Donkelaar et al. 2016). The regional geophysical satellite-based 
product (PM2.5_Dal_NA), mainly differs from PM2.5_Dal_GL in how biases are adjusted with ground-
based observations. We find a large difference in spatial patterns between PM2.5_Dal_NA and 
PM2.5_Dal_GL, especially in 2002 (Figure 2.1), suggesting calibration with ground-based monitors 
is important even in the product with the least reliance on ground-based monitors. Much of NYS 
has sufficient monitors: more than 90% of the state area contains at least one monitor within 100 
km. PM2.5 products derived with similar approaches are likely to have larger discrepancies over 
regions where ground-based monitors are sparse. 
 
Figure 2.4 (a) Map of multi-product uncertainty in annual average PM2.5 (dPM) overlaid with locations of 
AQS monitors in 2012. (b) dPM as a function of distance to the nearest AQS monitor with all products 
included (blue) and the outlier product PM2.5_CMAQ excluded (orange). The calculation is performed on the 
re-gridded PM2.5 products with 0.1˚× 0.1˚ resolution. 
2.4.3 What is the value of satellite remote sensing and model simulations? 
Our evaluation with independent observations from SRMT suggests the inclusion of 





the four satellite-based products, only the statistical approach (PM2.5_Emory) captures some of the 
urban spatial variability measured by NYCCAS. For the geophysical approach (PM2.5_Dal_NA and 
PM2.5_Dal_GL), satellite AOD provides observational constraints over the globe with fine spatial 
resolution, which outperforms unconstrained model simulations (i.e. PM2.5_CMAQ), though the 
model simulated relationship between AOD-PM2.5 often introduces large uncertainties (Jin et al. 
2019). For the AQS-Remote Sensing merged approach (PM2.5_CDC), incorporating satellite-AOD 
better resolves urban-rural gradients of PM2.5 than the product spatially interpolated from AQS 
observations (i.e. PM2.5_IDW). For the statistical approach, the contribution from satellite AOD is 
small, less important than land use and meteorological variables (Bi et al. 2018). Bi et al (2019) 
suggest larger enhancement of PM2.5 over roads after incorporating satellite AOD, but the 
difference is generally small (< 0.2 µg/m3) (Bi et al. 2018). Other studies that use statistical models 
to predict PM2.5 find that models with satellite-based AOD better predict PM2.5 than without 
(Beckerman et al. 2013; Ma et al. 2014) .  
Among all products, PM2.5_CMAQ has the least accuracy, whose monthly temporal 
variability is almost uncorrelated with the others, suggesting that the direct use of this CTM 
without observational constraints in epidemiological studies will introduce larger uncertainties in 
exposure estimate, consistent with Jerrett et al (2017). PM2.5_FAQSD, which fuses CMAQ with AQS 
data, shows a stronger correlation with other products. It should be noted that we only evaluate 
one single model version (CMAQ v4.7) in this study. A newer version of CMAQ (v5.2) improves 
the organic carbon scheme (Appel et al. 2017), which is expected to improve the simulation of the 
seasonal cycle of PM2.5. Despite the uncertainties, CTMs have the unique advantage of providing 





attribution (Hu et al. 2017; Lelieveld et al. 2015; Anenberg et al.  2017b), and historical and future 
trends beyond the period of observations (Silva et al. 2013; Anenberg et al. 2010).   
2.4.4 Does the choice of PM2.5 products matter for health impact analysis? 
Depending on the choice of PM2.5 products, we show the estimated mortality burden varies 
by 43%. On average, uncertainty in exposure-response function causes 130% uncertainty 
(Equation A.2.10) in the estimated mortality burden, which is more than a factor of 4 larger than 
the uncertainty due to the choice of PM2.5 products (dPM = 28%). Previous studies similarly suggest 
uncertainties in exposure-response functions have larger impacts than uncertainty in exposure 
estimates (Silva et al. 2013; Ford and Heald 2016). The increasing availability of observations 
(both in situ and space-based) is expected to better constrain the exposure estimate, thus to further 
reduce uncertainty in PM2.5 estimates. All products show consistent decreasing trends in PM2.5, 
and thus decrease in the PM2.5-related mortality burden that varies by 26% across the different 
products. At low PM2.5 levels, the relationship between PM2.5 and relative risk is approximately 
linear (Burnett et al. 2014; Di et al. 2017), and thus the uncertainty in the exposure-response 
function should not strongly influence on the long-term trend in the mortality burden. However, it 
should be noted that the integrated model of Burnett et al. (2014) relies on pooling exposure-
response functions from studies using different exposure assessment methods, and uncertainty in 
exposure could cause errors in building the exposure-response functions (Zeger et al. 2000). In 
addition, we only consider the uncertainties in the ambient concentration of PM2.5, but the 
measured ambient concentration differs from the true personal exposure, and such difference is 





2.5  Conclusions 
We examined seven long-term (2002 to 2012) publicly available PM2.5 products over NYS, 
which cover the most common exposure assessment methods used in health studies. We use 
independent ground-based observations to evaluate these products over both urban and rural 
environments. Among the seven products, the localized statistical satellite-based PM2.5 data have 
the finest spatial and temporal resolution, and best accuracy over areas with dense monitors, while 
the geophysical satellite-based product correlates best with ground-based PM2.5 at the remote site. 
Inclusion of satellite remote sensing improves the representativeness of PM2.5 estimates in a remote 
area. All products, however, have limited capability to resolve the spatial patterns of PM2.5 at the 
intra-urban scale captured by NYCCAS. While the uncertainty in the state-level population 
weighted average PM2.5 is small (dPM <5% after excluding outlier products), we find larger 
uncertainties over upstate NY where ground-based monitors are sparse. We highlight the 
importance of ground-based observations to reduce the uncertainties in PM2.5 exposure estimate, 
as well as the independent (i.e. not used to develop the product) observations for objective 
assessment.  
Despite these uncertainties summarized above, all products show a significant decrease of 
PM2.5 by 28% to 37% from 2002 to 2012, which we attribute to the implementation of emission 
controls. We conclude that emission controls have improved public health across NYS: the multi-
product ensemble mean PM2.5-related mortality burden decreased by 5660 deaths (67%) from 8410 
(CI: 4570 – 12400) deaths in 2002 to 2750 (CI: 700 – 5790) deaths in 2012. We estimate a 28% 
uncertainty in the state total mortality burden due to the choice of exposure assessment method, 





conclude that exposure estimates for PM2.5 using combinations of ground-based measurements, 
remotely sensed and modeled data hold substantial promise, and are rapidly becoming the state of 
the art for exposure assessment in epidemiological and health impact studies. 
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2.7 Appendix 
2.7.1 Methods for data comparison 
2.7.1.1 Multi-product comparison 
We collected seven gridded PM2.5 products, which give 21 pairs of products for comparison. 
For each data pair, we first calculate the spatial correlation coefficient (RS) and root mean squared 
difference (RMSDS) on the 11-year average and annual average PM2.5 from 2002 to 2012. For 
comparisons between two products with different spatial resolutions, we linearly interpolated the 
product at finer resolution to the coarser resolution. Next, we calculate the temporal correlation 
coefficient (RT) and RMSDT at monthly scales for both the state average and each grid cell at 0.1˚ 
resolution. 
2.7.1.2 Comparison with ground-based observations (AQS, SRMT, NYCCAS) 
For the products that are available daily, we sample these products by matching the spatial 
coordinates and the date of each daily ground-based observation. The daily average ground-based 
observation of SRMT is calculated from hourly data. For comparison with NYCCAS data that are 
available as two-week averages, we sample daily PM2.5 products for each NYCCAS period, and 
calculate the two-week average. We then construct monthly, annual and 11-year average from the 
sampled PM2.5 data for comparison with ground-based observations to avoid the discrepancies 





PM2.5_Dal_GL), which are only available at monthly (or annual) resolution, we calculate monthly (or 
annual) averages of the ground-based observations, and then sample PM2.5_Dal_NA consistently.  




∑ (𝐶𝑜𝑛𝑐tA − 𝐶𝑜𝑛𝑐HA))@ABC                                    (A.2.1) 
where Concxi and Concyi are annual average (or multi-year average) PM2.5 (µg/m3) estimated from 
product x and product y for grid cell (or site) i; N is the total number of grid cells (or sites).  




∑ (𝐶𝑜𝑛𝑐tv − 𝐶𝑜𝑛𝑐Hv))uvBC                                    (A.2.2) 
where Concxt and Concyt are monthly average PM2.5 (µg/m3) estimated from product x and product 
y for time t; M is the total number of months for the comparison period (132 months at most).  








                                   (A.2.3) 
where Concxi and Concyi are annual average (or multi-year average) PM2.5 (µg/m3) estimated from 
product x and product y at grid cell (or site) i (the overbar indicates multi-site average); N is the 
total number of grid cells (or sites).  
Temporal Pearson Correlation Coefficient (RT):  
𝑅R =
∑ (wxyWz{wxyWz999999999)(wxyW8{wxyW8999999999)}~
q∑ (wxyWz{wxyWz999999999)& ∑ (wxyW8{wxyW8999999999)&}~

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                                   (A.2.4) 
where Concxt and Concyt are monthly average PM2.5 (µg/m3) estimated from product x and product 
y for time t (the overbar indicates temporal average); M is the total number of months for the 





2.7.2 Characterizing uncertainty 
Uncertainty in PM2.5 estimate: 
We define two metrics to characterize the variations in PM2.5 across multiple products: the 









uvBC                                               (A.2.5) 
where C is the quantity to be evaluated (e.g. NYS average PM2.5, PWA PM2.5, annual mortality 
burden); k is the product number; K is the total number of products; the ensemble maximum, 
minimum and mean are evaluated by comparing across different products at time t; M is the total 
number of time periods. 
For a small sample size (K = 7), we assume the variations in PM2.5 across multiple products 
follows the t statistical distribution with the mean being the ensemble average, the confidence 
interval (CI) for the ensemble mean at given time t is calculated as: 
𝐶𝐼v = 		 ?̅? 	± 𝑡∗
T
√
                                                           (A.2.6) 
where 𝐶̅ is the ensemble average of the quantity to be evaluated at time t; t* is the upper (1-CI)/2 
critical value for the t distribution with K-1 degrees of freedom. For K = 7, t* for the 95% double 
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Uncertainty in exposure response function: 
We use the 95% CI of the relative risk factors provided by the Global Burden of Disease 
Collaborative Network as a measure of the uncertainty in exposure-response function. The 
integrated exposure-response function relies on pulling information on pooling relative risk factors 
from available literature, and the uncertainty bounds are estimated through 1000 realizations of 
the relative risk factors assuming normal distribution (Burnett et al 2014). We define an overall 







uvBC                                      (A.2.9) 
where ∆Mortt ∆Mortupper,t and ∆Mortlower,t are the excess mortality burden at year t calculated using 







Figure A.2.2.5 Locations of AQS (circles), SRMT (red stars), and NYCCAS monitors (green stars) over 
NYS (left) and NYC (right).  
 
 
Figure A.2.2 Spatial, population weighed spatial and temporal RMSD (Equation A.2.1 to A.2.3) for 







Figure A.2.3 a) Minimum (to the left of the dash in each square) and maximum (to the right of the dash in 
each square) spatial correlation coefficients (Rs) of annual average PM2.5 from 2002 to 2012. b) Minimum 
and maximum temporal correlation coefficients (RT) for each grid cell at 0.1˚ resolution (for AQS and 







Figure A.2.4 Comparison of (a) 2-week average, (b) monthly average PM2.5 from multiple PM2.5 products 
versus PM2.5_CAS averaged across all sites; monthly average PM2.5 from multiple PM2.5 products versus 







Figure A.2.5 Change in ensemble mean PM2.5 in 2012 relative to 2002 in each county over NYS.   
 
Figure A.2.6 Trends in the ensemble mean annual NYS PM2.5-related mortality burden (black), the 
mortality burden with PM2.5 concentration kept constant at the 2002 level (blue), the mortality burden with 
baseline mortality kept constant at the 2002 level (green), and the mortality burden with both PM2.5 









Figure A.2.7 Annual PM2.5-related mortality burden by causes (COPD, IHD, LC, STROKE) from 2002 to 
2012 using multiple PM2.5 products over NYS.  
 
Figure A.2.8 Same as Figure 2.3(a) but for New York City (including New York, Bronx, Kings, Queens 








Table A.2.1 Summary of normalized uncertainties (i.e. NR and dPM) over NYS and NYC at different 
temporal scales. The numbers in parenthesis are estimated uncertainties that remove outlier product (in 
which one or two products lead to >10% increase in NR or dPM).   
 
Quantity to be evaluated  
NYS NYCe 
NR dPM NR dPM 
Uncertainty of Daily Average 55% (38% a) 42%  61% (21% a) 50% (18% a) 
Uncertainty of Monthly 
Average PM2.5 
43% (33% a) 32%  50% (17% a) 36% (12% a) 
Uncertainty of Annual 
Average PM2.5 
30% 22% 50% (14% a) 32% (10%a) 
Uncertainty of Annual 
Population Weighed Average 
(PWA) PM2.5 
44% (10% ab) 26% (8% ab) 77% (34% a) 44% (22%a) 
Uncertainty of Relative 
Change in Annual Average 
between 2002 and 2012 
28% (12% cd) 24% 46% (28% a) 34% (20%a) 
Uncertainty of Relative 
Change in PWA PM2.5 
between 2002 and 2012 
31% (18% a) 20%  53% (33% a) 38% (24%a) 
Uncertainty of Premature 
Mortality Burden due to 
choice of PM2.5 products 
43% (27% b) 28% 66% (39% ab) 38% (14% ab) 
Uncertainty of Changes in 
Premature Mortality Burden 
due to choice of PM2.5 
products 
26% 20% 36% (22% a) 26% (16% a) 
a. PM2.5_CMAQ removed  
b. PM2.5_IDW removed 
c. PM2.5_FAQSD removed 
d. PM2.5_Dal_NA removed 






Table A.2.2 Qualitative summary of the strengths and limitations of each PM2.5 product in terms of the 
accuracy (for both urban and remote environments), availability (i.e. spatial and temporal coverage) and 
resolution. The product is qualitatively assessed on a scale of 1 to 5 stars, with a 5-star being the best among 
all the products. Evaluation of accuracy is based on comparison with independent observations (Section 
3.2). The evaluation of the availability and resolution is based on the original spatial and temporal coverage 
or resolution of the product (Table 2.1). The products with the highest resolution/availability among these 
products are rated with 5 stars.    
 
a. The IDW data is given 1-star for spatial resolution because in effect the level of spatial detail is determined 











Chapter 3: Assessing uncertainties of a geophysical approach to 
estimate surface fine particulate matter distributions from satellite-
observed aerosol optical depth 
[This chapter is published as Jin, X., A. M. Fiore, G. Curci, A. Lyapustin, K. Civerolo, M. Ku, A. 
van Donkelaar, and R. V. Martin (2019), Assessing uncertainties of a geophysical approach to 
estimate surface fine particulate matter distributions from satellite-observed aerosol optical depth, 
Atmospheric Chemistry and Physics, 19(1), 295–313, doi:10.5194/acp-19-295-2019]  
3.1 Introduction 
Exposure to ambient fine particulate matter (PM2.5) is estimated to cause more than 8 
million attributable deaths worldwide in 2015 (Burnett et al. 2018), and is associated with an 
increase in the risk of cardiovascular and respiratory disease (Peng et al. 2009; Dominici et al. 
2006). Evidence is emerging that exposure to PM2.5 has adverse health effects even at low 
concentrations (Crouse et al. 2012; Shi et al. 2015). Early studies relied on the nearest ground-
based monitors to estimate PM2.5 exposure (Laden et al. 2006), but lack of resolution of spatial 
and temporal gradients in population exposure may lead to substantial errors in health impact 
analyses.  
Satellite remote sensing, which fills a spatial gap in ground-based networks, is playing an 
increasingly important role in PM2.5 exposure assessment (Jerrett et al. 2017). Aerosol optical 
depth (AOD), a measure of the sum of light extinction by aerosols within the atmospheric column, 
is retrieved from a number of satellite instruments. The Moderate Resolution Imaging 





for nearly two decades, and the Multi-Angle Implementation of Atmospheric Correction (MAIAC) 
product has refined the spatial resolution retrieved from MODIS to 1 km (Lyapustin et al. 2012; 
Lyapustin, Martonchik, et al. 2011), offering the potential to reveal aerosol spatial variability 
within urban cores (Hu et al. 2014). A big challenge to inferring near-surface PM2.5 from column 
AOD retrieved from satellite instruments is to describe accurately the non-linear and 
spatiotemporally varying relationship between PM2.5 and AOD, which depends on aerosol 
chemical composition, vertical profiles, aerosol optical properties and the ambient environment 
(Griffin et al. 2012). Approaches to link satellite AOD with PM2.5 exposures are often classified 
into two categories: statistical (e.g. Kloog et al. 2014; Hu et al. 2014; Di et al. 2016) and 
geophysical (e.g. van Donkelaar et al. 2008; van Donkelaar et al. 2010). A two-stage process is 
also used with a geophysical approach followed by a statistical approach (van Donkelaar et al. 
2015; de Hoogh et al. 2016; Shaddick et al. 2017). 
Statistical approaches fit an optimized relationship between ground-based PM2.5 and 
satellite AOD along with other predictors (e.g. land use, meteorology, traffic density etc.) using 
methods such as multiple linear regression (e.g. Gupta and Christopher 2009; Lee, Chatfield, and 
Strawa 2016), geographic regression (Hu et al. 2014), generalized additive models (e.g. (Kloog et 
al. 2014), or machine learning (Di et al. 2016). In regions with high monitor density, the statistical 
methods generally agree better with ground-based observations than PM2.5 derived with 
geophysical approach, but statistical methods rely on the availability of ground-based monitors to 
train the statistical model, and are thus limited to regions with dense monitoring networks.  
The geophysical approach that has been applied to AOD is a process-based forward 





varying relationship between column AOD and PM2.5 (van Donkelaar et al. 2006). The satellite-
derived PM2.5 is calculated by taking the product of satellite AOD with the modeled ratio of PM2.5 
to AOD (van Donkelaar et al. 2006): 
                                           	𝑃𝑀)._Vv = 𝐴𝑂𝐷Vv ×
u&. _¡64
S%¡64
             (3.1) 
This geophysical approach has the advantage of broad spatial coverage that is not limited by the 
availability of in-situ measurements (van Donkelaar et al. 2006), and thus has been integral for 
studying the global burden of disease attributable to ambient air pollution (Cohen et al. 2017). Van 
Donkelaar et al. 2010 estimate global annual average PM2.5 using AOD observed from both 
MODIS and MISR (Multiangle Imaging Spectroradiometer) by PM2.5-AOD relationships from a 
global chemical transport model (GEOS-Chem). They estimate an overall uncertainty of around 
25% for annual average satellite-derived PM2.5, but the uncertainty of the geophysical approach 
on short-time scales is expected to be larger (van Donkelaar et al. 2012). 
The overall uncertainty in deriving surface PM2.5 with the geophysical approach consists 
of uncertainty in the satellite AOD as well as the modeled PM2.5/AOD. First, satellite observations 
of AOD are subject to uncertainties due to the viewing geometry, the presence of clouds and snow, 
and choices involved in modeling optical aerosol and surface properties (Toth et al. 2014; 
Superczynski, Kondragunta, and Lyapustin 2017). Second, since the relationship between PM2.5 
and AOD is non-linear and multivariate, modeled PM2.5/AOD is subject to model uncertainties in 
aerosol vertical distributions, aerosol speciation and the ambient environment. Third, even if a 
model simulates accurately the aerosol mass distribution, calculating AOD in models generally 
requires assumptions regarding the aerosol size distribution, aerosol species density, refractive 





The ability of a particle to scatter and absorb light largely depends on its size, which varies 
significantly in nature (Stanier et al. 2004). As resolving the size distribution is computationally 
expensive (Adams 2002), aerosols are typically assumed to follow a certain distribution (e.g. log-
normal), which can introduce error. Moreover, aerosol water uptake (hygroscopicity) affects the 
aerosol size and optical properties, but the representation of hygroscopic factors in models varies 
considerably (Ming et al. 2005; Chin et al. 2002; Drury et al. 2010; Curci et al. 2015). The 
hygroscopic growth factor for organic carbon (OC) is especially uncertain, varying by organic 
species, and is poorly represented in models (Jimenez et al. 2009). The impacts of these 
uncertainties on aerosol radiative forcing have been studied extensively, but their impacts on 
deriving surface PM2.5 from satellite-based column AOD have not yet been quantified. 
Here, we estimate PM2.5 distributions over the Northeast USA for 2011 using a geophysical 
approach that combines MAIAC AOD data with modeled PM2.5/AOD relationships simulated with 
a regional air quality model, the Community Multiscale Air Quality (CMAQ) Modeling System. 
Compared to the global GEOS-Chem model used by (van Donkelaar et al. 2016), CMAQ has finer 
spatial resolution (12 × 12 km2) and a locally refined emission inventory (see Sect. 2.2). We use 
an ensemble of surface, aircraft and radiosonde measurements to evaluate different sources of 
uncertainties in satellite-derived PM2.5, especially at the daily scale. To evaluate the sensitivities 
of satellite-derived PM2.5 to the parameterization of aerosol optical properties, we conduct a series 
of sensitivity tests in an offline AOD calculation package (FlexAOD). The overarching goal of the 
comprehensive uncertainty analysis is to assess the relative importance of each uncertain factor, 
thereby advancing the process-level understanding of the relationship between satellite AOD and 





3.2 Data and methods 
3.2.1 Satellite AOD products 
We use the high-resolution (1 km) daily AOD products retrieved from the MODIS 
instruments onboard the Terra and Aqua satellites with the MAIAC algorithm, which applies time 
series analysis and image processing techniques (Lyapustin et al. 2011). The spatial resolution of 
MAIAC (1 km) is finer than the conventional MODIS Dark Target and Deep Blue AOD products 
(10 km). The MAIAC algorithm improved upon the earlier Dark Target retrieval algorithm 
(MOD04) by explicitly including bi-directional reflectance (rather than the parameterized Dark 
Target approach, which improves accuracy over brighter surfaces, with similar accuracy over dark 
and vegetated surfaces (Lyapustin et al. 2011).  
Using the quality flags provided, we filtered out pixels with or adjacent to cloud, snow or 
ice. We follow the approach of Hu et al. (2014) to combine daily MAIAC AOD from Terra 
(overpasses around 10:30 AM local time) and Aqua (overpasses around 1:30 PM local time). For 
the pixels where both Terra and Aqua have valid data, we take the average to reflect the mean 
daytime AOD. For pixels where only one instrument has valid data, AOD may be biased 
accordingly towards morning or afternoon conditions. We find, on average, Terra-MAIAC AOD 
is higher than Aqua-MAIAC AOD by 0.005 (about 5% of the annual average AOD) over the 
Northeast USA in 2011, reflecting diurnal variations of AOD (Green et al. 2012) and potential 
calibration differences (Levy et al. 2018). To account for these differences, we fit two linear 
equations (R = 0.87) between Terra-MAIAC (AODT) and Aqua-MAIAC AOD (AODA):  
                                            𝐴𝑂𝐷¢R = 0.84𝐴𝑂𝐷S + 0.019                                                              (3.2) 
  





We use Equation 3.2 and 3.3 to predict the AOD from the other instrument when one of them is 
missing, and then take the average. We find little seasonal variation in the linear relationship.  
3.2.2 CMAQ model 
The CMAQ is a regional multipollutant air quality model developed and maintained by the 
U.S. Environmental Protection Agency (EPA). We use the CMAQ (v5.0.2) model simulations for 
2011 conducted at New York State Department of Environmental Conservation (NYSDEC) for air 
quality planning purposes. The simulations are conducted for the eastern USA with 12 km 
horizontal resolution and 35 vertical layers extending up to 50 hPa.  The meteorological fields to 
drive CMAQ are provided by annual Weather Research and Forecast (WRF) v3.4 model 
simulations over continental United States. Chemical boundary conditions are from the GEOS-
Chem (2° × 2.5°) global chemical transport model (Bey et al. 2001) version 8 generated by EPA. 
The emission inventory is based on the 2011 National Emission Inventory (NEI) and processed 
through the Sparse Matrix Operator Kernel Emissions (SMOKE; Houyoux et al. 2000). Biogenic 
emissions are generated with the Biogenic Emissions Inventory System (BEIS) v3.61 (Pierce et al. 
2002). Prescribed burning and wildfire emissions are computed using the SmartFire 2 (Raffuse et 
al. 2009). Mobile emissions are produced from the EPA’s MOtor Vehicle Emission Simulator 
(MOVES) 2014a (US EPA 2014a). The gas-phase chemical mechanism is CB05, and the aerosol 
module is AERO6. Appel et al. (2013) provide details on the calculation of total PM2.5 mass and 
speciated aerosol mass, as well as model evaluation. 
3.2.3 Offline AOD calculation 
We calculate hourly AOD from the CMAQ model (AODCMAQ) offline from the archived 





carbon, sea salt, soil dust) distribution and meteorological fields (i.e. relative humidity, hereafter 
RH) using the Flexible Aerosol Optical Depth (FlexAOD) post-processing tool. FlexAOD was 
originally developed to calculate aerosol optical properties for the GEOS-Chem model. It is based 
on the NASA Codes for Computation of Bidirectional Reflectance of Flat Particulate Layers and 
Rough Surfaces (Mishchenko et al. 1999). We adapt FlexAOD to CMAQ by matching the aerosol 
speciation with GEOS-Chem based on (Appel et al. 2013). Under the assumption of spherical 
particles, aerosol optical properties are calculated based on Mie theory. Given size distributions 
for each aerosol species, aerosol light extinction (EXTl) at a given model layer is calculated as 
follows (Curci 2012): 





ABC 𝑀A,¨       (3.4) 
where i refers to the species, N is the number of aerosol species (N = 5: sulfate-nitrate-ammonium 
(SNA), OC, black carbon (BC), dust, sea salt), 𝑄F,G>H,I999999999 is the Mie extinction efficiency of species 
i averaged over the dry size distribution, 𝑓KL,A is the hygroscopic growth factor of species i at 
given RHl, 𝜌A is aerosol density of species i, Mi,l is the aerosol mass of species i at layer l, and 
𝑟F,G>H,A is the dry effective radius. AODCMAQ is then calculated as the vertical integral of EXTl across 
all model layers: 
    𝐴𝑂𝐷wuS3 = ∫ 𝐸𝑋𝑇
ª
¨BC 𝑑𝑧                   (3.5) 
We use the recommended values of Drury et al. (2010) for aerosol density. The refractive index 
(m) in the default run is adapted from the Optical Properties of Aerosols and Clouds (OPAC) 
database (Hess et al. 1998). As the default CMAQ does not explicitly simulate the size distribution 





it is not used in this study as it is too computationally expensive), we assume log-normal 
distributions for all species except for dust (assumed to be a gamma distribution). The effective 
radius (re), or the area-weighted mean radius of log-normal size distribution can be derived as: 
        𝑟F,G>H,A = 𝑟 𝑒
( &¨y
&¬­)                    (3.6) 
where r0 is the specific modal radius, 𝜎g is the geometric standard deviation. For the aerosol size 
distribution and density, we follow the recommended values of Drury et al. (2010) in the default 
run. We apply the single parameter κ to represent the hygroscopic growth of SNA and organic 
carbon, as developed by (Petters and Kreidenweis 2007) based on the κ-Kohler theory, which is 
the most commonly used function in the literature (Brock et al. 2016; Snider et al. 2016). The 
hygroscopic growth factor can be simplified as a function of parameter κ and RH (Snider et al. 
2016):  
                                                     𝑓(𝑅𝐻) = (1 + 𝜅 KL
C^^{KL
)C/1       (3.7) 
(Koehler et al. 2006) suggest κ for SNA (κSNA) ranges from 0.33 to 0.72, with a mean of 0.53. The 
hygroscopic growth factor of organic carbon (κoc) varies with species and is correlated with the 
age of organics (Duplissy et al. 2011). Duplissy et al. (2011) and Jimenez et al. (2009) suggest κ 
for organic carbon typically ranges from 0 to 0.2. We apply κSNA = 0.53, and κoc = 0.1. For black 
carbon and sea salt, we apply the hygroscopic growth factors reported in Chin et al. 2002. In 
addition to the default values, we test the sensitivities of the derived PM2.5 to uncertainties in 
aerosol optical property parameterization by varying each parameter across a range of values 







Table 3.1 Optical properties used to calculate AODCMAQ in FlexAOD. Values in square brackets represent 
the range of uncertainties for each parameter, which we used for in FlexAOD sensitivity tests to quantify 
their impacts on the satellite-derived PM2.5 
 Sulfate OC BC Sea Salt Dust 
Modal radius a 
(r0, µm) 
0.11b [0.05 c ~ 
0.15] 
0.09b [0.02 d ~ 
0.12c] 




1.6b  1.6b  1.6b  1.5b  
Aerosol density (⍴, 
g/cm3) 
1.7 b [1.65, 1.83]e 1.3b [1.2, 1.78]f 1.0b 2.2b  
Refractive Index 
(m) at 550 nm 
1.53g [1.43d, 
1.6c] – i0.006 g 
1.53g [1.37, 
1.65]h – i0.008 




(f) at RH = 90% 
1.77 [1.58, 1.96]i 1.24j [1.0k, 
1.41j] 
1.4d 2.4d 1.0d 
1.8d 1.6d 1.4d 2.4d 1.0d 
5.1k 1.0k 1.4d 2.4d 1.0d 
a. Assuming log-normal distributions for all aerosol species except for dust. The effective radius is calculated 
as: r± = r^e
( &²
&³´).   
b. Drury et al. (2010). 
c. Highwood et al. (2009).   
d. Chin, et al. (2002) 
e. Sarangi et al. (2016) 
f. Park et al. (2006) 
g. OPAC (Hess et al. 1998) 
h. Moise et al. (2015)  
i. κ parameter (Petters and Kreidenweis 2007). The hygroscopic factor (f) is calculated as: f(RH) =
(1 + κ ¹º
C^^{¹º
)C/1 following (Snider et al. 2016), where κ = 0.53 in the default run, κ = 0.33 for the low 
end, κ = 0.72 for the high end.  
j. Calculated from κ parameter equation, where κ = 0.1 in the default run, κ = 0.2 for the high end (Jimenez et 
al., 2009; Duplissy et al., 2011). 
k. Empirical hygroscopic growth factors used by the revised IMPROVE algorithm (Hand and Malm, 2006) to 
calculate light extinction (http://vista.cira.colostate.edu/Improve/the-improve-algorithm/). The revised 
IMPROVE algorithm assumes no hygroscopic growth for OC.  
 
3.2.4 Ground-based observations 
AErosol RObotic NETwork (AERONET) is a federated instrument network that provides 
ground-based information about aerosols including AOD, derived from sun photometer 
measurements of direct solar radiation (Holben et al. 1998). We use Level-2 (cloud screened and 
quality assured) daily average data from 13 sites over the Northeast USA. We also include 





(DRAGON)-USA 2011 field campaign, co-located with the DISCOVER-AQ aircraft campaign. 
The DRAGON campaign provides extensive sun photometer measurements of AOD at 38 sites 
along the flight path of DISCOVER-AQ from July 1 to August 15, 2011, which were incorporated 
into the AERONET database. To allow direct comparison with AODMAIAC and AODCMAQ, 
AERONET AOD measurements at 0.44 µm and 0.675 µm were interpolated to 0.55 µm using the 
Angstrom exponent (the first derivative of AOD with wavelength, on a logarithmic scale) provided. 
We use ground-based measurements of daily 24-hour average PM2.5 from 152 EPA Air 
Quality System (AQS) sites over the Northeast USA. Of the 152 sites, 13 sites have AERONET 
sites within 10 km (about the resolution of CMAQ). We consider these 13 sites as “co-located” 
and use them to evaluate uncertainties in modeled PM2.5/AOD relationships. We also use AQS 
aerosol speciation data at 54 sites which include the Chemical Speciation Network (CSN) and the 
Interagency Monitoring of Protected Visual Environments (IMPROVE) visibility monitoring 
network.   
To evaluate the modeled vertical profile of ambient RH, we use ground-based soundings 
from 6 radiosonde sites over the Northeast USA. Aggregated daily data at 0:00 and 12:00 UTC are 
acquired from the NOAA Integrated Global Radiosonde Archive (IGRA), and modeled vertical 
profiles are sampled concurrently with radiosonde observations. We use the RH data calculated 
from vapor pressure, saturation vapor pressure and ambient air pressure (Durre and Yin 2008).  
3.2.5 NASA DISCOVER-AQ 2011 Field Campaign  
The NASA DISCOVER-AQ (Deriving Information on Surface conditions from Column 
and Vertically Resolved Observations Relevant for Air Quality) aircraft campaign over Baltimore-





aerosol chemical, optical, and microphysical properties. The NASA P-3B aircraft performed 14 
flights which include 247 profiles (typically extending from 0.4 to 3.2 km above the surface) over 
six DRAGON sites (Crumeyrolle et al. 2014). We use the simultaneous measurements of aerosol 
composition (SNA, OC, BC), scattering, absorption, and extinction coefficients at dry (RH<40%), 
ambient and wet (RH>80%) environments. To reduce the random uncertainties of individual 
observations and to allow direct comparison with CMAQ and ground-based observations, we 
aggregate the daily aircraft profiles horizontally to six locations corresponding to the six sites, and 
vertically to CMAQ model layers, and then sample CMAQ modeled values consistently with 
observations.  
3.3 Results and Discussion 
3.3.1 Deriving surface PM2.5 from satellite observations 
We derive satellite-based PM2.5 (hereafter PM2.5_MAIAC) over the Northeast USA for 2011 
by taking the product of daily average CMAQ modeled PM2.5/AOD relationships 
(PM2.5_CMAQ/AODCMAQ) with MAIAC AOD (AODMAIAC, Equation 3.1). These unconstrained 
PM2.5 estimates (Figure 3.1) are independent of surface observations. As PM2.5_MAIAC is determined 
as the product of observed AODMAIAC and modeled PM2.5_CMAQ/AODCMAQ, the spatial patterns of 
PM2.5_MAIAC will be affected by the spatial variations of both AODMAIAC and 
PM2.5_CMAQ/AODCMAQ. Figure 3.1a) shows the summertime average (JJA) AODMAIAC at 1km 
resolution overlaid with AERONET observed AOD. While we find high AOD over some 
populated urban areas such as New York City (NYC), high AODMAIAC is also found over central 
New York State (NYS), away from major anthropogenic sources. In CMAQ, PM2.5 (PM2.5_CMAQ) 





latitudinal dependence, with higher AOD at lower latitudes, which reflects 1) relatively high 
emissions of aerosol and its precursors from anthropogenic and biogenic sources over MD, PA and 
NYC; and 2) latitudinal variations of RH that affect aerosol hygroscopic growth. The modeled 
PM2.5_CMAQ/AODCMAQ varies spatially (one standard deviation (SD) is 45 µg/m3 per unit of AOD), 
mainly driven by the spatial variations of PM2.5_CMAQ (R = 0.86).  We find the overall spatial pattern 
of satellite-derived PM2.5 correlates more strongly with modeled PM2.5_CMAQ/AODCMAQ (R = 0.97) 
than observed AODMAIAC (R = 0.8), suggesting that the large-scale spatial variability reflects 
modeled rather than satellite-based distributions, at least under our framework for the Northeast 
USA in summer. The temporal variability in PM2.5_MAIAC is also mainly driven by variability in 
PM2.5_CMAQ/AODCMAQ (R = 0.61), with little temporal correlation between regional average 
AODMAIAC and PM2.5_MAIAC (R = 0.05, Figure 3.2). At short time scales, the daily variability in 
regional average PM2.5_MAIAC shows stronger correlation with PM2.5_CMAQ/AODCMAQ in all 
seasons except for JJA, when PM2.5_MAIAC are driven by variability in both AODMAIAC (R = 0.5) 
and PM2.5_CMAQ/AODCMAQ (R = 0.4, Figure 3.2). Summertime AODMAIAC is higher than wintertime 
AOD by 50%, while summertime PM2.5_MAIAC is lower than in winter by 46%. Previous studies 
also found inconsistent seasonal cycles in AOD and PM2.5 (Ford et al., 2013; Kim et al., 2015). We 
attribute the opposite seasonal cycle in PM2.5_MAIAC and AODMAIAC to three factors: 1) weak 
boundary layer ventilation in winter that leads to sharp vertical gradients of aerosol distribution 
(Kim et al., 2015); 2) higher RH in summer that leads to larger hygroscopic growth; 3) model 
overestimates of PM2.5 (especially OC) in wintertime and underestimates of PM2.5 in summertime, 






While at larger spatial scales, PM2.5_CMAQ/AODCMAQ contributes more to the spatial and 
temporal variability in PM2.5_MAIAC than AODMAIAC, at smaller scales, over which we assume the 
spatial variability of PM2.5/AOD is homogenous, incorporating fine-resolution satellite data 
reveals stronger spatial gradients (e.g., enhancements along industrial corridors) than PM2.5_CMAQ 
(Figure 3.1b). In addition to refining spatial resolution, satellite-derived PM2.5 can correct model 
summertime biases in PM2.5. Observed AOD from AERONET and PM2.5 from AQS indicate an 
overall underestimate in both AODCMAQ (Figure 3.1c; normalized mean bias (NMB) = -44%) and 
PM2.5_CMAQ (Figure 3.1d; NMB= -17%) in summer. We find PM2.5_CMAQ/AODCMAQ is overall 
consistent with the observed PM2.5/AOD sampled at co-located AQS-AERONET sites (NMB = 
0.9%) as the ratio largely cancels out the model underestimates in both PM2.5 and AOD. AOD 
distributions retrieved from MODIS (AODMAIAC) agree better with AERONET AOD than 
AODCMAQ (NMB = 5%, Figure 3.1f), though we find small low biases at two sites in New York 
City and at most DRAGON sites over Maryland. Our derived distribution of PM2.5_MAIAC is thus 
closer to PM2.5 observed at AQS sites than PM2.5_CMAQ (NMB = 4.7% vs. 44% for PM2.5_CMAQ, 
Figure 3.1g). However, the PM2.5_MAIAC distribution is wider than observed at AQS: the lowest 5% 
is 5 versus 7 µg/m3 for PM2.5_MAIAC vs. AQS PM2.5, and the highest 5% is 16 versus 13 µg/m3. We 
find that PM2.5_MAIAC is biased high over New York City, coastal regions of Massachusetts, on the 
borders of upstate New York, and northern Vermont. Evaluation of PM2.5_MAIAC in other seasons 
show larger biases and uncertainties (Figure A.3.1). In the following sections, we examine sources 
of uncertainties and biases in satellite-derived PM2.5. We quantify the uncertainties in terms of bias 





the random uncertainty reflects random fluctuations in the measurements or the imprecision of the 
model resulting from imperfect modeling assumptions and simplifications. 
 
Figure 3.1 Summertime (JJA) average: (a) MAIAC AOD (AODMAIAC); (b) satellite-derived PM2.5 
(PM2.5_MAIAC); (c) CMAQ model AOD (AODCMAQ); (d) CMAQ model PM2.5 (PM2.5_CMAQ); (e) CMAQ 
modeled PM2.5/AOD (PM2.5_CMAQ/AODCMAQ) ratio overlaid with ground-based observations (AERONET, 
AQS, co-located AERONET and AQS sites) over the Northeast USA with zoom-in maps over the New 
York City region in the upper left corner. (f) Density plot of AOD showing the distribution of MAIAC, 
CMAQ and AERONET observed AOD sampled at AERONET sites. (g) Density plot of PM2.5 showing the 







Figure 3.2 Regional 10-day running average of (a) MAIAC AOD (AODMAIAC, blue); (b) CMAQ modeled 
PM2.5/AOD relationship (PM2.5_CMAQ/AODCMAQ, red); and (c) satellite derived PM2.5 (PM2.5_MAIAC, green). 
The numbers on the upper left corner show the Pearson correlation coefficients (R) of PM2.5_MAIAC with 
PM2.5_CMAQ/AODCMAQ (red) and AODMAIAC (blue). 
3.3.2 Evaluation of satellite observed AOD products 
AODMAIAC in general agrees well with AERONET observations (spatial R= 0.83, temporal 
R = 0.85, MB = -0.01, and RMSE =0.07). The performance of AODMAIAC evaluated at Northeast 
US AERONET sites is consistent with the evaluation of (Superczynski et al. 2017) over North 
America (R = 0.82, MB = -0.008). We find, however, that AODMAIAC in winter (December-
January-February, DJF) is biased high by 49% (MB = +0.02) on average. The wintertime 
overestimate is likely due to residual snow contamination which is below the detection limit, even 
though we applied a stringent data quality filter to remove pixels flagged as snow. We find the 
wintertime overestimate is most evident over northern latitudes (e.g. AERONET sites in 
Massachusetts, NMB ranges from 80% to 180%), where snow occurs more often. The NMB of 





of the error is large, suggesting that single observations have large random uncertainties (Figure 
3.3). Taking the 1σ standard deviation of the normalized biases as a metric of random uncertainty, 
we estimate the uncertainties of daily satellite observations to be around 80% in DJF, 60% in MAM 
and SON, and 50% in JJA. Spatial and/or temporal averaging can reduce these random errors of 
satellite observations, which is evidenced as the smaller spread of errors than for monthly averages 
at the same spatial resolution, or daily data at coarser (10km) resolution, but it does not reduce the 
overall MB between AODMAIAC and AODAERONET (Figure 3.3). We find that spatially averaging 
AODMAIAC to 10 km leads to an overall increase of AODMAIAC. Temporal averaging, on the other 
hand, leads to an overall decrease in AODMAIAC except for DJF, leading to smaller positive MB in 
SON (7%) and MAM (7%), but larger negative MB in JJA (-8%) and positive MB (67%) in DJF. 
 
Figure 3.3 Distribution of normalized biases of AODMAIAC evaluated at 52 AERONET (including 
DRAGON, only available for JJA) sites in four seasons of 2011 over the Northeast USA using daily 
MAIAC AOD at 1 km resolution, 10 km resolution, and monthly average MAIAC AOD composite (only 
including days when both satellite and AERONET measurements are available) at 1 km resolution. The 





outliers (points that are either 1.5×IQR or more above the third quantile or below the first quantile) removed. 
The red triangles show the seasonal mean normalized biases. Note that the normalized bias is an asymmetric 
metric, where model overestimates are unbounded whereas model underestimates are bounded by -100%, 
therefore the mean of normalized biases is typically higher than the median of the normalized biases. 
3.3.3 Evaluation of modeled PM2.5/AOD relationships  
Three factors contribute to the overall uncertainty in the modeled PM2.5/AOD relationship: 
1) PM2.5_CMAQ; 2) AODCMAQ; 3) the relation between 1) and 2). We evaluate uncertainties of the 
three factors at 13 paired AQS-AERONET sites (within 10 km of each other; about the resolution 
of CMAQ). Figure 3.4 shows the distribution of the biases of modeled daily PM2.5_CMAQ, AODCMAQ 
and PM2.5_CMAQ/AODCMAQ compared with observations. Generally, PM2.5_CMAQ biases vary 
seasonally: from +42% in DJF to -39% in JJA on average. In contrast, AODCMAQ biases show 
weaker seasonality. The normalized MBs of AODCMAQ are 3% in DJF, -16% in MAM, -7% in JJA 
and -20% in SON. On the daily scale, biases of AODCMAQ are weakly correlated with the biases of 
PM2.5_CMAQ (R = 0.14), suggesting model biases in AOD do not necessarily reflect biases in 
modeled PM2.5. This is in contrast with prior analysis of annual means where emission biases drive 
similar biases in AOD and PM2.5 (van Donkelaar et al. 2013). The better accuracy of emissions in 
the Northeast USA than elsewhere in the world allows processes other than emissions to be more 
important for the Northeast USA. We find the seasonal biases in modeled PM2.5 are retained in the 
PM2.5_CMAQ/AODCMAQ ratio, which exceeds the biases of PM2.5_CMAQ in DJF, MAM and SON. As 
both PM2.5_CMAQ and AODCMAQ are biased low in JJA, the modeled PM2.5/AOD bias (-20%) is 
smaller than that of PM2.5_CMAQ (-39%). Biases in PM2.5_CMAQ and AODCMAQ are oppositely signed 
in fall, leading to the largest mean biases of modeled PM2.5/AOD (+74%). The spread of the biases 
of PM2.5_CMAQ/AODCMAQ is larger than that of PM2.5_CMAQ and AODCMAQ, with the standard 






Figure 3.4 As in Figure 3.3 but for daily PM2.5_CMAQ, AODCMAQ, and PM2.5_CMAQ/ AODCMAQ in each season 
of 2011 evaluated at 11 co-located AQS-AERONET sites over the Northeast USA. 
3.3.4 Relative importance of satellite AOD versus modeled PM2.5/AOD to uncertainties in 
satellite-derived PM2.5  
We have shown that both satellite AOD and modeled PM2.5/AOD are subject to large 
uncertainties at the daily time-scale. To directly compare the relative importance of the biases of 
satellite AOD vs. model PM2.5/AOD on the satellite-derived PM2.5, we scale the biases of modeled 
PM2.5/AOD with daily AODMAIAC, so that the biases are expressed in units of PM2.5 (µg/m3): 
            ∆𝑃𝑀)._S% = (𝐴𝑂𝐷uS»Sw − 𝐴𝑂𝐷SK%@R) ×
u&. _¼½¾
S%¼½¾
                               (3.8) 
We then scale the biases of AODMAIAC with the daily modeled PM2.5/AOD relationship: 





 × 𝐴𝑂𝐷uS»Sw                                (3.9) 
We can also interpret ∆PM2.5_AOD and ∆PM2.5_Rel as the changes in derived PM2.5 if we use ‘true’ 
observed AOD or PM2.5/AOD instead of AODMAIAC or modeled PM2.5/AOD. As shown in Figure 





3.3 µg/m3 in JJA, and +7.7 µg/m3 in SON respectively, which introduces larger biases to the 
derived PM2.5 than the MAIAC satellite product in all seasons (7.6 µg/m3 in DJF, +1.3 µg/m3 in 
MAM, -0.7 µg/m3 in JJA, and 0.9 µg/m3 in SON). Using the root mean squared ∆PM2.5_AOD to 
quantify the random uncertainty, satellite AOD contributes an overall random error of 8.3 µg/m3 
to daily satellite PM2.5_MAIAC with the smallest error in JJA (5.1 µg/m3) and largest error in DJF 
(13.2 µg/m3), while modeled PM2.5/AOD contributes an error of 10.8 µg/m3 (root mean squared 
∆PM2.5_Rel) with smallest error in JJA (6.5 µg/m3) and largest error in SON (15.2 µg/m3). The 
spread of the biases is larger for modeled PM2.5/AOD than that for MAIAC AOD except for DJF. 
Our findings are consistent with (Ford and Heald 2016), who use a higher-resolution (nested) 
version of the GEOS-Chem model and MODIS Dark Target AOD (Collection 6) to estimate two 
times larger uncertainties in surface PM2.5 resulting from modeled PM2.5/AOD relationships than 
in satellite AOD. 
At the daily time scale, both ∆PM2.5_AOD and ∆PM2.5_Rel show large day-to-day variability: 
the 1𝜎 standard deviation is 10.5 µg/m3 for daily ∆PM2.5_AOD and 8.3 µg/m3 or daily ∆PM2.5_Rel. 
Next, we evaluate the dependence of the biases of satellite-derived PM2.5 (denoted as ∆PM2.5_MAIAC, 
evaluated with AQS observed PM2.5) on ∆PM2.5_Rel versus ∆PM2.5_AOD by evaluating the Pearson 
correlation coefficients (R). Overall, ∆PM2.5_MAIAC is more strongly correlated with ∆PM2.5_Rel (R 
= 0.85) than that with ∆PM2.5_AOD (R = 0.53), indicating the uncertainties of modeled PM2.5/AOD 
are a more important driving factor to the uncertainties of daily satellite-derived PM2.5, which 
could explain 72% variance (R2) in ∆PM2.5_MAIAC. In JJA, however, ∆PM2.5_MAIAC is moderately 
correlated with both ∆PM2.5_AOD (R = 0.48) and ∆PM2.5_Rel (R = 0.49), suggesting uncertainties of 





PM2.5. We note that there is no statistically significant correlation between ∆PM2.5_Rel and 
∆PM2.5_AOD, with R ranging from -0.4 in SON to 0.23 in JJA, which suggests that the errors caused 
by modeled PM2.5/AOD and by satellite AOD are independent of each other.   
 
Figure 3.5 Box plots comparing the distribution of biases in daily PM2.5_MAIAC due to observational 
uncertainties in AODMAIAC (green, ∆PM2.5_AOD) versus model uncertainties in PM2.5_CMAQ/AODCMAQ (blue, 
∆PM2.5_Rel), evaluated consistently at 11 co-located AQS-AERONET sites over the Northeast USA. (b) 
Pearson correlation coefficient between the biases in daily satellite-derived PM2.5 (∆PM2.5_MAIAC, evaluated 
with AQS observations) and the biases in PM2.5_AOD attributed to observational uncertainties in AODMAIAC 
(∆PM2.5_AOD) versus model uncertainties in PM2.5_CMAQ/AODCMAQ (∆PM2.5_Rel). ∆PM2.5_AOD is calculated by 
multiplying the biases of AODMAIAC with daily modeled PM2.5/AOD relationships (Equation 3.8). 
∆PM2.5_Rel is calculated by multiplying the modeled PM2.5/AOD biases with daily AODMAIAC (Equation 3.9). 
The red triangles show the seasonal mean biases. 
3.3.5 Factors leading to uncertainties in modeled PM2.5/AOD relationship  
Uncertainties in the modeled PM2.5/AOD relationship mainly reflect uncertain aerosol 
speciation, aerosol vertical profiles, ambient RH, and parameterizations for aerosol optical 
properties including aerosol density, size distribution, refractive index and hygroscopic growth. 





3.3.5.1 Aerosol speciation 
Aerosol optical properties vary with chemical composition. Model biases in the aerosol 
composition also affect the overall representation of particle hygroscopicity. For the same PM2.5 
abundance, variations in the aerosol composition may alter the particle optical properties especially 
hygroscopicity, and consequently the PM2.5/AOD relationship. Figure 3.6a compares the modeled 
aerosol composition with ground-based observations averaged for each season. High biases in 
PM2.5_CMAQ in winter are largely due to model overestimates of OC by a factor of three, and low 
biases in summer are due to a combination of underestimated SNA and OC. As a result, CMAQ 
overestimates the fraction of OC by about 20% in DJF, 15% in MAM, and less than 10% in other 
seasons, while underestimates the fraction of SNA by 5% to 20% in all seasons.  
 
Figure 3.6 (a) Seasonal average PM2.5 speciation from CMAQ vs. AQS observations in 2011 evaluated at 
54 CSN and IMPROVE sites. (b) Box plots showing the distribution of estimated biases of daily satellite-
derived PM2.5 due to model biases in PM2.5 speciation (∆PM2.5_spe) by season for 2011. Red triangles show 
the seasonal mean biases. (c) Pearson correlation coefficient between the biases in PM2.5_MAIAC 





To estimate the impacts of model biases in aerosol speciation on AODCMAQ and 
PM2.5_MAIAC, we keep the total aerosol mass the same, and redistribute AOD (AODCMAQ_ir) of each 
species i based on observed fraction of each species (i.e. SNA, OC, EC, soil dust; sea salt was 
excluded due to the limited ground-based measurements and its negligible contribution): 





× 𝐴𝑂𝐷wuS3_A          (3.10) 
where PMTOT_obs and PMTOT_CMAQ are the total aerosol mass from observations and CMAQ 
respectively, which are reconstructed by summing up SNA, OC, EC and soil dust. Next, we 
estimate the uncertainty due to speciation as the differences in derived PM2.5_MAIAC (∆PM2.5_spe) 
using the redistributed AODCMAQ_ir instead of the original AODCMAQ, shown in Figure 3.6b. As 
SNA generally has the largest mass extinction efficiency, a low bias in SNA leads to an overall 
underestimate of AODCMAQ, and therefore an overestimate of PM2.5_MAIAC, which is largest in 
winter (MB = 2.2 µg/m3, SD = 2.6 µg/m3) and smallest in summer (MB = 0.7 µg/m3, SD = 3.0 
µg/m3). The estimated biases due to speciation show similar seasonal cycles as the modeled 
PM2.5/AOD biases (Figure 3.4), suggesting that aerosol speciation errors contribute to the 
seasonality in modeled PM2.5/AOD biases. Overall, model-observation discrepancy in speciation 
causes an error (root mean squared ∆PM2.5_spe) of 4.0 µg/m3. On a daily basis, the correlation (R) 
between ∆PM2.5_spe and ∆PM2.5_MAIAC is over 0.5 for all seasons except JJA, which means model 
biases in speciation alone can explain more than 25% variance (R2) in ∆PM2.5_MAIAC. Biases in 
speciation in JJA have relatively smaller impacts on the derived PM2.5, which contribute less than 





3.3.5.2 Aerosol vertical profile 
A caveat on the results in the Sect. 3.5.1 is that we assume the model errors in speciation 
are constant across all vertical layers, as AQS sites only provide observations near the surface. The 
DISCOVER-AQ aircraft campaign measured vertical variations in aerosol composition, although 
spatial and temporal coverage is limited. Figure 3.7a compares the modeled and observed vertical 
distributions of SNA, OC and BC averaged over the DISCOVER-AQ campaign. We do not discuss 
sea salt and dust here since they contribute a negligible portion of the total aerosol mass in this 
region. Both model and observations show SNA contributes more than half of the total aerosol 
across all vertical layers (Figure 3.7). Aircraft observations show SNA decreases gradually with 
altitude with a nearly constant vertical gradient, while SNACMAQ is well mixed below 1.5 km, and 
starts to decline at the same rate as SNAaircraft above 1.5 km (Figure 3.7). CMAQ underestimates 
SNA below 1.5 km, but overestimates SNA at higher altitudes. The positive model bias of SNA at 
higher altitudes may be due to excessive vertical transport, or overestimation of RH (Sect. 3.4.3) 
and consequently overestimation of SO2 oxidation rate and aerosol water uptake. OC, on the other 
hand, is biased low at all altitudes, which is likely due to inaccurate treatment of the production of 
secondary organic aerosol (Zhang et al. 2009). The newer version of CMAQv5.1 shows higher 
SOA concentration in summer with the introduction of new SOA species (Appel et al. 2017). BC 
is generally low during the campaign (typically lower than 0.3 µg/m3). BCCMAQ generally agrees 
well with BCaircraft, though BCCMAQ tends to overestimate BC between 1 km and 3 km. Figure 3.7b 
compares CMAQ modeled and observed total aerosol mass (SNA + OC + BC) averaged during 
the campaign. CMAQ modeled aerosol mass is on average biased low below 2 km, and biased 





Next, we evaluate how the vertical distribution of aerosols relates to extinction. Figure 3.7c 
compares the modeled and observed average vertical extinction profiles. We find, consistent with 
the biases in mass, a low bias in the modeled extinction profile below 2 km, and high bias above 
(Figure 3.7c). The biases in extinction and the biases in mass have the same signs for more than 
80% of data pairs, are strongly correlated (R = 0.85). This suggests that the aerosol vertical profile 
of extinction is mainly indicative of mass distribution. However, column AOD measures the 
vertical integral of light extinction by aerosols, which means the modeled AOD biases would be 
proportional to modeled surface PM2.5 biases only if the biases in extinction are constant across all 
vertical layers. Since the biases of extinction change sign at higher altitude, the AOD biases reflect 
the competing effects of negative biases near the surface and positive biases at high altitudes, 
which lead to an overall negative bias of PM2.5/AOD relationship, consistent with the negative 
NMB of PM2.5/AOD in July shown in Figure 3.4.  
 
Figure 3.7 Campaign-mean vertical profiles of: (a) aerosol composition, (b) total mass (SNA+OC+BC), 
and (c) extinction from CMAQ vs. observations from the DISCOVER-AQ 2011 Baltimore-Washington 
D.C. campaign. (d) Campaign-mean vertical profile of the model-to-observation ratio of extinction 
(RatioEXT), total aerosol mass (RatioMass) and RatioEXT/RatioMass. Aircraft observations are first aggregated 
to match model layers, and corresponding model values are sampled concurrently with the time of 
observations. CMAQ modeled extinction is estimated with FlexAOD using the default parameters in Table 





To explore the causes of the model-observation discrepancy in extinction and the resulting 
impacts on the satellite-derived surface PM2.5, we calculate the vertical extinction profile in 
CMAQ by replacing the modeled aerosol mass distribution (SNA, OC, BC), or total mass 
extinction efficiency (MEE, total aerosol mass/extinction), or RH respectively with those of the 
aircraft observations, as shown in Figure 3.8a. Replacing the modeled aerosol mass with 
observations, we find a decrease in extinction at high altitudes (above 2.5 km) and increase at low 
altitudes (below 2.5 km), but replacing the aerosol mass alone does not explain all of the model-
observation differences. At high altitudes, only replacing the modeled total mass extinction 
efficiency without changing the mass captures the observed extinction. We attribute the model 
overestimate of extinction to model overestimation of extinction efficiency at high altitudes. A 
major contributor to the model overestimate of total MEE is its excessive RH at high altitudes, 
which leads to an overestimate of the hygroscopic growth. Replacing RH with observations largely 
corrects the high biases aloft, but does not correct the low biases below 2 km remain (Figure 3.8a). 
At lower altitudes, the model low biases are due to model underestimates of both aerosol mass and 
total MEE. Model underestimates of MEE are likely due to: 1) uncertain optical properties; 2) 
other aerosols or gases (e.g. NO2, O3) or liquid clouds that can scatter or absorb light.  
Figure 3.8b shows the biases of PM2.5_MAIAC due to model uncertainties in vertical profiles 
of aerosol mass or MEE or RH, estimated by calculating the changes in PM2.5 when we replace 
the model vertical profiles with observations. Since the aircraft altitude ranges from 0.3 to 3.4 km, 
we use modeled values for the layers below 0.3 km and above 3.4 km while attempting to minimize 
the discontinuity at both boundaries through vertical interpolation.  As SNA and OC contribute 





find that replacing modeled aerosol mass with observed mass leads to small positive biases in 
PM2.5_MAIAC (MB = 0.05 µg/m3, SD = 4.3 µg/m3), due to the combined effects of negative biases 
from SNA (MB = -2.5 µg/m3, SD = 4.7 µg/m3) and positive biases from OC (MB = +1.9 µg/m3, 
SD = 4.3 µg/m3).  
We further separate the model-observation discrepancy in the vertical profiles as 
differences in total column mass versus in vertical profile shape by 1) keeping the modeled vertical 
distribution but adjusting the mass of each species uniformly so that the total column mass is equal 
to observation; 2) keeping the total column mass the same as in the model but redistributing the 
aerosol based on the observed vertical profiles. We find that redistributing the aerosol vertical 
profile leads to a positive mean bias in PM2.5_MAIAC (MB = 1.1 µg/m3, SD = 4.9 µg/m3), while the 
model-observation discrepancy in column mass leads to a negative mean bias (MB = -0.6 µg/m3, 
SD = 3.6 µg/m3) (Figure 3.8b). The positive biases in the profile shape are mainly attributed to 
model biases of the vertical profile of SNA (MB = 1.2 µg/m3, SD = 5.0 µg/m3), which shows a 
larger fraction of SNA at higher altitude where aerosol is less effective at scattering light due to 
lower RH. The negative MB of column mass reflects a combination of negative biases of SNA 
(MB = -4.1 µg/m3, SD = 5.6 µg/m3) due to model overestimates of SNA column mass, and positive 
bias of OC (MB = 6.7 µg/m3, SD = 4.4 µg/m3) due to model underestimate of column mass of OC.  
Model biases in mass extinction efficiency lead to a small positive MB of 0.6 µg/m3.  
Using the observed PM2.5/AOD acquired from paired AQS-AERONET sites, we estimate 
that model biases in modeled PM2.5/AOD lead to a negative MB of -0.9 µg/m3 with large day-to-
day variability (SD = 9.8 µg/m3) during the DISCOVER-AQ campaign, reflecting the model biases 





variability in the modeled PM2.5/AOD biases the most by evaluating R value between the estimated 
biases in modeled PM2.5/AOD versus that attributed to individual factors. We find model bias in 
aerosol mass is the most deterministic factor for the biases in modeled PM2.5/AOD (R = 0.82, 
Figure 3.8c). Model biases in aerosol mass can be due to either biases in column mass or vertical 
profile shape. We find model biases in modeled PM2.5/AOD are more dependent on the biases in 
aerosol column mass (R = 0.79), instead of vertical profile shape. Model biases in mass extinction 
efficiency show moderate correlation with model biases of PM2.5/AOD (R = 0.56). While model 
uncertainties in RH lead to an overall negative bias (MB = -1.7 µg/m3, SD = 7.4 µg/m3) to 
PM2.5_MAIAC, they are negatively correlated with model biases of PM2.5/AOD (R = -0.25). 
 
Figure 3.8 (a) Campaign-mean vertical profiles of extinction calculated from CMAQ speciated aerosol 
fields using FlexAOD, and that calculated by replacing modeled speciated aerosol mass (Mass), total 
column mass (Column), vertical profile shape (Profile), total mass extinction efficiency (MEE), relative 
humidity (RH) with that observed during DISCOVER-AQ 2011 Baltimore-Washington D.C. campaign. 
EXTamb is the aircraft observed vertical extinction profile. (b) Box plots of the distribution of biases of 
PM2.5_MAIAC attributed to each factor shown in (a), and the biases of PM2.5_MAIAC attributed to modeled 





biases in modeled PM2.5/AOD relationships and the biases in modeled PM2.5/AOD attributed to individual 
factors shown in (b).  
3.3.5.3 RH 
Figure 3.8 suggests model biases in RH contribute a negative bias to the derived 
PM2.5_MAIAC during the DISCOVER-AQ aircraft campaign. Here we evaluate the impacts of 
modeled RH (RHCMAQ) biases on derived PM2.5 throughout the year using six atmospheric 
soundings over the Northeast USA. We only assess the impacts of RH on the optical properties 
(i.e. hygroscopic growth) of aerosols. Comparing RHCMAQ with observed RH (RHobs), RHCMAQ is 
overall biased high with the largest biases in winter. To evaluate the resulting impacts on AODCMAQ, 
we re-calculate the extinction using observed ambient RH from the soundings instead of RHCMAQ 
in Equation 3.4. Replacing RHCMAQ with RHobs decreases extinction by ~50% on average from the 
surface to 5km in both JJA and DJF (black lines in Figure 3.9a and b). As AOD is the vertical 
integral of extinction, the total area between EXTsonde and EXTCMAQ (gray shading in Figure 3.9a 
and b) indicates the differences in AOD due to differences in RH. The differences in RH below 
3km in DJF, MAM and SON contribute more than 80% to the total differences in AOD. In JJA, 
the contribution from higher versus lower altitudes is similar, despite small model RH biases below 
2 km.   
We evaluate how the model-observation discrepancy in RH affects the derived PM2.5 by 
calculating the changes in PM2.5_MAIAC (∆PM2.5_RH) if EXTsonde is used instead of EXTCMAQ. As 
expected, model errors in RH lead to a negative bias in derived PM2.5_MAIAC of 3 µg/m3 on average 
(Figure 3.9c). The negative biases in PM2.5_MAIAC due to RH are largest in spring (-3.5 µg/m3), and 
smallest in summer (-1.6 µg/m3). The hygroscopic growth factor is nonlinearly correlated with RH, 





Compared with median RH conditions, model RH errors lead to more than double ∆PM2.5_RH (-
6.4 µg/m3 versus 3 µg/m3) when observed near-surface RH > 80% (Figure 3.9d).  At RH > 95%, 
we find that the ∆PM2.5_RH can be as large as -20 µg/m3 (Figure 3.9d). Despite the large impacts 
of model errors of RH at humid conditions, there is no significant correlation between ∆PM2.5_RH 
and ∆PM2.5_MAIAC (R = 0.18, evaluated at nearby sites within 10 km), suggesting that uncertainty 
in RH is not a main contributor to the random uncertainties in satellite-derived PM2.5. 
 
Figure 3.9 (a) DJF and (b) JJA average vertical profiles of the CMAQ modeled versus observed RH at 6 
atmospheric soundings over the Northeast USA, and the modeled extinction versus that calculated by 





with the total area being the difference in AOD. (c) Box plots showing the impacts of model bias of RH on 
the derived PM2.5_MAIAC (∆PM2.5_RH) in four seasons of 2011, which are calculated by comparing the 
PM2.5_MAIAC minus the one calculated using observed RH. (d) Box plots show the influence of model RH 
biases on the derived PM2.5_MAIAC (∆PM2.5_RH) as a function of observed near-surface RH.   
3.3.5.4 Uncertainties in the parameterization of aerosol optical properties 
In previous sections, we demonstrated that the satellite-derived PM2.5 depends on the 
accuracy of the model simulation. Even with a perfect simulation, satellite-derived PM2.5 will be 
sensitive to the parameterization of aerosol optical properties, which would affect the mass-
extinction efficiency. We evaluate the uncertainties associated with the parameterization of aerosol 
optical properties by varying each parameter (Table 3.1), and calculate the corresponding changes 
in the derived PM2.5_MAIAC. Figure 3.10 shows the range of uncertainty in annual average 
PM2.5_MAIAC due to uncertain aerosol size distributions, hygroscopicity, refractive index and 
aerosol species density. 
 
Figure 3.10 Uncertainties in annual average satellite-derived PM2.5_MAIAC due to uncertainties of size 





(SNA; blue) and organic carbon (OC; green) sampled over AQS sites. The circle shows the annual average 
satellite-derived PM2.5_MAIAC using the default parameters to calculate AODCMAQ in FlexAOD (Table 3.1). 
The error bars represent the range of PM2.5_MAIAC using different values for each parameter. The labels 
indicate the corresponding minimum or maximum parameter values that produce the range shown in 
PM2.5_MAIAC. The horizontal line at 15 µg/m3 indicates the annual average PM2.5_MAIAC calculated using 
default values for each aerosol optical property in the base FlexAOD.  
The size of a particle is a defining characteristic of aerosol light extinction (Mishchenko et 
al. 1999). To evaluate model sensitivities to the uncertainties in size distribution, we vary the r0 of 
SNA from 0.05 to 0.15 with a 0.02 increase each time, to cover the range of values reported in the 
literature. For OC, we calculate AODCMAQ with r0 = 0.02, 0.06, 0.09 and 0.12 µm, all values used 
in previous studies (Drury et al. 2010; Hess et al. 1998; Chin et al. 2002). Annual average 
PM2.5_MAIAC could vary by up to 5 µg/m3 (32%) with the choice of modal radius of either rSNA or 
rOC, which is the largest source of uncertainty among the four parameters (Figure 3.10). We find 
that AODCMAQ reaches a maximum with rSNA = 0.07 µm (reff  = 0.12 µm), and minimum with rSNA 
= 0.05 (reff  = 0.15 µm), while PM2.5_MAIAC reaches a maximum with rSNA = 0.05 (reff  = 0.09 µm), 
and minimum with rSNA = 0.11 (reff  = 0.19 µm), suggesting the impacts of size distribution are 
nonlinear and non-uniform (Figure A.3.3). Mie scattering of a particle tends to be most effective 
when the particle’s diameter is near the wavelength of interest (0.55 µm). As hygroscopic particle 
growth also affects the size distribution, depending on ambient RH and the hygroscopic growth 
factor, reducing (or increasing) the dry effective radius could either move the bulk aerosol size 
closer to or further from 0.55 µm, and thus either increase or decrease the extinction. For OC, as 
the effective radius and the hygroscopic growth factor are smaller than for SNA, increasing the 
modal radius leads to more effective scattering, thus larger AODCMAQ and smaller PM2.5_MAIAC. 
Relative to the default rOC = 0.09 µm assumed by (Drury et al. 2010a), using the rOC (0.02 µm) 





worsening the positive biases of PM2.5_MAIAC. Increasing rOC to 0.12 µm as recommended by 
(Highwood 2009) has little effect, decreasing PM2.5_MAIAC by 2% on average. 
The uncertainty of hygroscopicity lies in two aspects: (1) the function shape and (2) the 
parameters. Figure A.3.2 compares the κ function shape with the hygroscopic growth factors used 
by the IMPROVE network (Hand and Malm 2006), the default algorithm used to calculate AOD 
online in CMAQ, with that proposed by (Chin et al. 2002) (Table 3.1). Using the DISCOVER-AQ 
aircraft data to evaluate the parameterization of hygroscopic growth, we find that the κ parameter 
best characterizes the observed hygroscopic growth factor (Figure A.3.2c). Latimer and Martin 
(2019) similarly found that implementing a κ formulation instead of hygroscopic growth based on 
OPAC improved the GEOS-Chem representation of mass scattering efficiency. Thus, we choose 
the κ parameter to represent the hygroscopic growth factor, and the uncertainty estimate here only 
reflects uncertainties in the κ parameter. In practice changes in aerosol composition could have 
even larger effects on hygroscopicity than uncertainties in κ as discussed in Sect. 3.5.1.   
To test the sensitivity of satellite derived PM2.5 to uncertainties in the  κ parameter , we 
compute AODCMAQ using the low (0.33) and high end of κ (0.72) for SNA as suggested by (Koehler 
et al. 2006). As the hygroscopic properties of inorganic salts are relatively well-known, the range 
of uncertainty for f(RH) of SNA is 30% at most (Figure A.3.2b). OC, on the other hand, is 
composed of thousands of species with distinct hygroscopicities. Assuming κOC ranges from 0 
(non-hygroscopic) to 0.2 (Jimenez et al. 2009; Duplissy et al. 2011), the range of f(RH) of OC can 
be as large as a factor of 2 at high RH>96% (Figure A.3.2a). Despite the larger uncertainty of κoc, 
we find the overall impacts of the uncertainties of κoc on the derived PM2.5 (0.3 µg/m3, 2% of 





PM2.5_MAIAC). The small impacts of κoc reflect the relatively small portion and the less hygroscopic 
nature of OC. For single observations, varying κSNA leads to a maximum increase in PM2.5_ MAIAC 
by 20% and a maximum decrease by 28%. Varying κoc increases PM2.5_ MAIAC by 10% or decrease 
PM2.5_ MAIAC by 18% at most. The overall impact of the uncertainties of κSNA ranks second among 
the four parameters for SNA, while κOC has the smallest impacts on the derived PM2.5 (Figure 
3.10).  
The refractive index (m) determines the Mie extinction efficiency, which is subject to 
uncertainties mostly due to the lack of measurements (Kanakidou et al. 2005). mSNA in OPAC 
(default value) is slightly different from that recommended in (Chin et al. 2002) and Highwood 
(2009). (Moise et al. 2015) suggest mOC varies by species, with its real part ranging from 1.37 to 
1.65. We calculated another version of AODCMAQ by varying the real part of mSNA and mOC using 
the lowest and highest values reported in the literature. We find the annual average PM2.5_MAIAC 
decreased by 0.8 µg/m3 (6%) using the high end of mR_SNA, while increased by 1.3 µg/m3 (9%) on 
average using the low end. Though mR_OC has a wider range of uncertainty, its impacts on 
PM2.5_MAIAC (-4% to +6%) are smaller than that of mR_SNA. While the overall impacts on 
PM2.5_MAIAC due to uncertainties of mR_SNA are generally within 10% for single observations, 
PM2.5_MAIAC can change by more than 20% under SNA dominated and high RH environments. The 
overall uncertainty due to mR_OC is generally within 5% for single observations, with a few cases 
(<10% of the total data) where the relative change in PM2.5_MAIAC can exceed 10%. 
As aerosol density (𝜌) is assumed to be constant for each species, varying 𝜌 has the same 
effect on the extinction of given species. We vary the aerosol density of SNA from 1.65 to 1.83 





translates to an uncertainty of -3% to 7% for AODSNA, and the aerosol density of OC from 1.2 to 
1.78 g/cm3 following (Park et al. 2006), which translates to an uncertainty in AODOC  ranging from 
-8% to 37%. We find aerosol species density, in general, contributes least to the overall uncertainty 
in satellite-derived PM2.5. Varying 𝜌oc across the range in Table 3.1 increases annual average 
PM2.5_MAIAC by 0.9 µg/m3 (6%) or decreases it by 0.6 µg/m3 (3%) at most. As the aerosol density 
of inorganic salt is less uncertain, varying 𝜌sulf leads to negligible changes in annual average 
PM2.5_MAIAC at both high (0.7 µg/m3, 5%) and low (-0.5 µg/m3, -2%) ends. 
3.4 Conclusions 
We derive surface PM2.5 distributions from satellite observations of AOD (MAIAC 
products) at 1 km resolution for 2011 over the Northeast USA using a geophysical approach that 
simulates the relationship between surface PM2.5 and AOD with a regional air quality model 
(CMAQ) and offline AOD calculation package (FlexAOD). We find that the fine spatial resolution 
of MAIAC AOD reveals more spatial detail (“hot spots”) including over populated urban areas or 
along major roadways. While the geophysical approach has shown promise for mapping the PM2.5 
exposure at seasonal to annual scales (van Donkelaar et al. 2016; van Donkelaar et al. 2010) (van 
Donkelaar et al., 2010; 2016), we show that estimating PM2.5 from satellite AOD at the daily scale 
is not only subject to large measurement uncertainty in satellite AOD products, but more 
importantly, to uncertainty in daily variations of the relationship between surface PM2.5 and column 
AOD. We take advantage of multi-platform in situ observations available over the Northeast USA 
to quantify different sources of uncertainties in the satellite-derived PM2.5, with a particular focus 
on the daily scale. We use observed AOD from AERONET sun photometers to quantify 





evaluate modeled PM2.5/AOD relationships; IMPROVE and CSN aerosol speciation data to 
evaluate model uncertainties of aerosol composition; atmospheric soundings to evaluate modeled 
RH, as well as their impacts on PM2.5 derivation. To assess the uncertainties associated with aerosol 
vertical profiles, we use the extensive concurrent measurements of extinction and aerosol 
composition available from the NASA DISCOVER-AQ 2011 campaign over Baltimore-
Washington, D.C. Finally, we estimate intrinsic uncertainties associated with the model 
parameterization of optical properties, by testing sensitivities of satellite-derived PM2.5 to 
variations in each individual parameter across ranges reported in the literature using FlexAOD. 
As the relationship between surface PM2.5 and column AOD is non-linear and 
spatiotemporally heterogeneous, satellite AOD alone is unable to fully resolve the spatial and 
temporal variability of ground-level PM2.5. We find that large-scale spatial and temporal variability 
of satellite-derived PM2.5 correlates more strongly with the variability in modeled PM2.5/AOD than 
with satellite derived AOD. At the daily scale over the Northeast USA, modeled PM2.5/AOD 
introduce larger mean biases to satellite-derived PM2.5 than the satellite retrievals. Uncertainties in 
modeled PM2.5/AOD explain more than 70% variance in the uncertainties of satellite-derived 
PM2.5, suggesting that the precision of daily satellite-derived PM2.5 depends on the capability of 
models to simulate the day-to-day variability of the relationship between PM2.5 and AOD. 
Uncertainties in modeled PM2.5/AOD relationships can be attributed to several factors, 
including uncertain model aerosol speciation, vertical profiles, RH, and the parameterization of 
aerosol optical properties. We find that seasonally varying biases in modeled PM2.5/AOD reflect 
biases in aerosol speciation, particularly OC, which is overestimated in the cold season, and 





hygroscopicity. The CMAQ model generally overestimates RH, especially above 2 km, 
contributing to an overall negative bias to satellite-derived PM2.5, particularly for more humid 
conditions. Using concurrent measurements of vertical profiles of aerosol extinction and 
composition available from the DISCOVER-AQ 2011 aircraft campaign, we show that the aerosol 
extinction is indicative of mass distributions. Biases in modeled extinction, however, vary with 
altitude, such that model biases in vertically integrated column AOD do not necessarily reflect 
model biases in surface PM2.5. We find that model uncertainties in column mass and in the mass-
extinction efficiency drive the variability in overall uncertainty in modeled PM2.5/AOD, while RH 
and aerosol vertical profile shape contribute some systematic bias. 
Even with a model that perfectly simulates the distribution of aerosols, calculating AOD is 
subject to additional uncertainties in aerosol size distributions, hygroscopic growth factors 
refractive indices and aerosol density. Our uncertainty analysis involving a series of sensitivity 
tests in FlexAOD indicates that for SNA, the uncertainties in size distributions contribute most to 
uncertainty in the derived PM2.5 (32%), followed by the hygroscopicity parameter κ (11%), 
refractive index (9%), and aerosol density (5%). For OC, size distribution is also the largest source 
of uncertainty in the derived PM2.5 (32%). Despite the large uncertainty of the hygroscopicity of 
OC, its impact on the satellite-derived PM2.5 is negligible (2%), even smaller than uncertainties 
associated with the refractive index and aerosol density (6% each).  
Based on this uncertainty analysis, we identify opportunities and directions to develop the 
applications of satellite-derived PM2.5 using the geophysical approach, especially at finer spatial 
and temporal scales. (van Donkelaar et al. 2016) found that calibration with ground-based PM2.5 





such calibration is more challenging at short time scales (van Donkelaar et al. 2012). As the 
uncertainties in satellite-derived PM2.5 reflect multiple factors, calibration targeting specific 
sources of uncertainty would help further refine the geophysical approach. Additional collocated 
measurements of both PM2.5 and AOD would be valuable to further evaluate the relationship 
between surface PM2.5 and satellite AOD (Snider et al. 2015). Routine measurements of aerosol 
vertical profiles would aid uncertainty attribution and likely lead to improved models and thereby 
reduce the overall uncertainty in satellite-derived PM2.5. Quantifying source-specific uncertainties 
would not only facilitate future model improvement, but more importantly, benefit applications of 
the satellite-derived PM2.5 products to health studies. 
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3.6  Appendix 







Figure A.3.1 Seasonal average satellite-derived PM2.5 (PM2.5_MAIAC) overlaid with ground-based AQS 
observations over the Northeast USA with zoom-in maps over the New York City region in the upper left 
corner. The satellite-derived PM2.5 are calculated as the product of MAIAC AOD and CMAQ modeled 
PM2/5/AOD relationship without any further constraints.  
3.6.2 Choice of hygroscopic growth functions 
Figure A.3.2a and b compare the hygroscopic growth factor f(RH) of OC and SNA with 
RH using the κ parameter (Petters and Kreidenweis, 2007), the IMPROVE algorithm (Malm et al., 
1994), and the Chin et al. (2002) approach based largely on the OPAC. Using κ to parameterize 
hygroscopic growth factor generally gives low f(RH) at low to median RH < 60%, and rapid 
growth with RH at high RH>80%. In comparison, the IMPROVE algorithm, which is used for on-
line calculation of AOD in the CMAQ (Roy et al., 2007), assumes no hygroscopic growth for OC, 
but a rapid growth for SNA, which increases by more than a factor of 5 at RH>90%. Chin et al. 
(2002), on the other hand, suggest a slow growth rate with RH, but high f(RH) at low to median 
RH (RH<80%) for both OC and SNA. Using the IMPROVE instead of κ parameter leads to an 
overall smaller PM2.5_MAIAC (mean difference = -9.5 µg/m3), but underestimate of PM2.5 compared 
with AQS observations. Using the f(RH) from Chin et al. (2002) also leads to an overall decrease 
of PM2.5 (-2.5 µg/m3), with largest decrease in DJF (-4.1 µg/m3), reflecting the large discrepancy 
between the Chin et al. (2002) approach and the κ parameter for dry environments.  
During the DISCOVER-AQ Baltimore-Washington D.C. field campaign, light extinction 
was measured at dry, ambient, and wet conditions, providing an opportunity to evaluate the 
parameterization of hygroscopic growth. The gamma (γ) factor, which is used to represent the 
hygroscopic growth factor for light scattering of all aerosols, is defined as: 
   𝛾 = ²	(TwÅ¡Ã Tw678
⁄ )
²	((C^^{KL678) (C^^{KLÅ¡Ã)⁄ )





where SCamb is the scattering coefficient for the ambient environment, and SCdry is the scattering 
coefficient measured in a slightly heated airstream with a lower RH than ambient RH. We calculate 
the γ from both DISCOVER-AQ observations and CMAQ simulations with different 
parameterizations for f(RH). For CMAQ simulation, we use a constant RH = 20% to represent the 
dry condition. We find that the γ factor calculated from the κ parameter agrees best with 
observations in terms of the distribution (Figure A.3.1c), suggesting that the κ parameter best 
characterize the growth factor function, at least for the conditions sampled by DISCOVER-AQ. 
Both IMPROVE and Chin et al. (2002) overestimate γ by factors of 3 and 5 respectively.  
 
Figure A.3.2 Hygroscopic growth factor of: a) OC and b) SNA as a function of relative humidity using 
different functions including the κ parameter with different values, IMPROVE algorithm (Hand and Malm, 
2006), and the Chin et al. (2002) approach. c) Comparison of the gamma factor from CMAQ derived by 
using different functions for hygroscopicity (KAPM: κ used in default run of FlexAOD; KAPOH: high κ 
for OC; KAPOL: low κ for OC; KAPSH: high κ for SNA; KAPSL: low κ for SNA) vs. that observed from 





3.6.3 Impacts of different assumptions for the size distribution  
 
Figure A.3.3 Seasonal average (left) AODCMAQ and (right) PM2.5_MAIAC using different modal radii for SNA 
(top) and OC (bottom).  
3.7 References for Appendix 
Chin, M., Ginoux, P., Kinne, S., Torres, O., Holben, B. N., Duncan, B. N., Martin, R. V., Logan, 
J. A., Higurashi, A. and Nakajima, T.: Tropospheric aerosol optical thickness from the 
GOCART model and comparisons with satellite and Sun photometer measurements, 
Journal of the Atmospheric Sciences, 59(3), 461–483, doi:10.1175/1520-
0469(2002)059<0461:TAOTFT>2.0.CO;2, 2002. 
Malm, W. C., Sisler, J. F., Huffman, D., Eldred, R. A. and Cahill, T. A.: Spatial and seasonal 
trends in particle concentration and optical extinction in the United States, J. Geophys. 
Res., 99(D1), 1347–1370, doi:10.1029/93JD02916, 1994. 
Petters, M. D. and Kreidenweis, S. M.: A single parameter representation of hygroscopic growth 






Roy, B., Mathur, R., Gilliland, A. B. and Howard, S. C.: A comparison of CMAQ-based aerosol 
properties with IMPROVE, MODIS, and AERONET data, J. Geophys. Res., 112(D14), 






Chapter 4: Evaluating a Space-Based Indicator of Surface Ozone-
NOx-VOC Sensitivity Over Midlatitude Source Regions and 
Application to Decadal Trends 
[This chapter is published as Jin, X., Fiore, A. M., Murray, L. T., Valin, L. C., Lamsal, L. N., 
Duncan, B., et al. (2017). Evaluating a Space-Based Indicator of Surface Ozone-NOx-VOC 
Sensitivity Over Midlatitude Source Regions and Application to Decadal Trends. Journal of 
Geophysical Research: Atmospheres, 110(9), D11303–23. http://doi.org/10.1002/2017JD026720]  
4.1 Introduction 
Surface ozone (O3), the main component of photochemical smog, has adverse effects on 
public health (Kampa and Castanas, 2008), agriculture (Van Dingenen et al. 2009) and ecosystems 
(Yue and Unger, 2014). The global premature mortality rate due to O3 pollution is estimated at 0.8 
million/year (Lelieveld et al. 2013). Surface O3 formation in urban areas is non-linearly dependent 
on the availability of two classes of O3 precursors: oxides of nitrogen (NOx) and volatile organic 
compounds (VOCs). That is, depending on local relative abundances of NOx to VOCs, O3 
formation can be mitigated by reducing NOx emissions (NOx-limited regime), or by reducing VOC 
emissions (NOx-saturated or VOC-limited or radical-limited regime). At regional and global scales, 
O3 production is largely NOx-limited, though urban areas with high NOx emissions are frequently 
NOx-saturated.  
The non-linear dependence of surface O3 on precursor emissions poses challenges to 
effective mitigation of surface O3. Simon et al. (2015) find that U.S. summertime O3 decreases 





titration declines. Urban areas with NOx-saturated O3 production chemistry should be transitioning 
to NOx-limited chemistry following the substantial nationwide NOx emission reductions 
implemented since the late 1990s (Pusede et al. 2015). NOx emissions decreased by 27% over 
Europe in the past decade, and the overall O3 distribution narrowed (Guerreiro et al. 2014; Lefohn 
et al. 2017). In China, controls on anthropogenic NOx emissions are being implemented (Gu et al. 
2013; Liu et al. 2016; Souri et al. 2017), but surface O3 may increase due to the dominance of 
VOC-limited ozone formation regimes (Liu et al. 2013; Jin and Holloway, 2015; Lefohn et al. 
2017).  
O3 sensitivity to precursor emissions has been derived from models using various 
approaches including emission perturbation simulations (Jacob et al. 1995; Wu et al. 2009; 
Tonnesen and Dennis, 2000), O3 source apportionment (Dunker et al. 2002; Cohan et al. 2005; Li 
et al. 2012), and adjoint modeling (Schmidt et al. 2003; Hakami et al. 2006; Zhang et al. 2009). 
Model uncertainties, including the possibility of compensating errors, could lead to erroneous 
estimates of O3 sensitivity despite accurate simulation of O3 concentrations (Sillman, 1995; 
Tonnesen and Dennis, 2000). Furthermore, the sensitivity is non-linearly dependent on the 
magnitude of the emission perturbation (Wu et al. 2009; Fu et al. 2012). 
Sillman (1995) showed that the relationships of NOy to O3, H2O2 to HNO3, and HCHO to 
NOy reflect the processes that determine the non-linear sensitivity of O3 to VOC and NOx precursor 
emissions, which has been further examined in models and measurements (Jacob et al. 1995; 
Tonnesen and Dennis, 2000; Hammer, 2002; Stein et al. 2005). The relative ambient concentrations 
of HCHO and NOy or NO2 reflect the reactivity-weighted concentrations of VOC and NOx, 





(Sillman, 1995; Valin et al. 2016). Tonnesen and Dennis (2000) suggest HCHO/NO2 is more useful 
than HCHO/NOy because both HCHO and NO2 have short lifetimes (~ hours), and their ratio better 
represents the competition between OH reaction with VOC versus NO2.  Martin et al. (2004a) 
first applied the indicator ratio to Global Ozone Monitoring Experiment (GOME) retrievals of 
tropospheric columns of HCHO and NO2 with a spatial resolution of 80 × 40 km2, and proposed 
that the transition from NOx-saturated to NOx-limited occurs when HCHO/NO2 equals 1, thereby 
diagnosing the O3-NOx-VOC sensitivity across the globe from space. This work has been refined 
and extended to Ozone Monitoring Instrument (OMI) products to characterize O3 sensitivity over 
the U.S.A. (Choi et al. 2012; Duncan et al. 2010; Chang et al. 2016) and East Asia (Jin and 
Holloway, 2015; Souri et al. 2017).  The finer spatial resolution of OMI (up to 13×24 km2) better 
captures the urban-rural gradient of O3 sensitivity. In addition, the OMI overpass time (~1:45 PM) 
is better suited to detect the sensitivity of ozone production during the afternoon, when O3 
photochemical production peaks, and when the boundary layer is deepest and the solar zenith angle 
is small, maximizing instrument sensitivity to HCHO and NO2 in the lower troposphere. 
Table 4.1 summarizes previous studies that use HCHO/NOy or HCHO/NO2 as indicators 
for O3-NOx-VOC sensitivity. While previous studies have demonstrated the potential of the space-
based indicator ratio to identify the O3 sensitivity to NOx vs. VOC emission controls, the 
quantitative application of space-based HCHO/NO2 is subject to three major uncertainties. First, 
different mechanisms and meteorological conditions, such as humidity, temperature and dry 
deposition rates can affect the relationship of O3 production to HCHO/NO2 (Sillman, 2002; Vogel 
et al. 2007; Liu et al. 2010). Second, satellite observations measure the vertically integrated column 





management. Variations in the vertical distribution of HCHO relative to that of NO2 also alter the 
relationship between the column and surface ratios (Martin et al. 2004b). Third, even if column-
based HCHO/NO2 is a useful indicator of surface O3 sensitivity, satellite retrievals are subject to 
large uncertainties from measurement errors, surface reflectivity, cloud effects, profile shape and 
aerosol effects (Boersma et al. 2004; Lin et al. 2014). Duncan et al. (2010) and Martin et al. (2004b) 
derive the ozone production regime thresholds (i.e., the range of values over which the transition 
occurs from NOx-saturated to NOx-limited) from modeled column densities, assuming that 
modeled column densities match what is retrieved from space. Inter-model comparison of indicator 
ratios, however, shows large disagreements between satellite products and models (Campbell et al. 
2015). Zhu et al. (2016) suggest HCHO satellite retrievals are biased low relative to aircraft data, 
with the extent of this underestimate varying by product. If HCHO is biased low, the extent of 
VOC-limited regimes will be overestimated.  
We investigate these uncertainties by first evaluating the quantitative utility of the indicator 
ratio HCHO/NO2 (hereafter FNR) observed from OMI over three mid-latitude source regions: 
North America (22 °N - 50 °N, 75 °W - 120 °W), Europe (35 °N - 60 °N, 10 °W - 30 °E) and East 
Asia (20 °N - 50 °N, 100 °E - 140 °E). Relative to a multi-year (2006 - 2012) base-case GEOS-
Chem simulation, we conduct two perturbation simulations that separately reduce NOx and VOC 
emissions globally by 20% to examine the ability of FNR to detect the surface O3 sensitivity to 
precursor emissions (Chapter 4.3.1). Using the 3-D distribution of NO2 and HCHO archived from 
GEOS-Chem, we examine the surface-to-column relationships of FNR and their spatial and 
temporal variations (Chapter 4.3.2). The model-derived surface-to-column relationships are then 





combinations of two OMI HCHO products and two OMI NO2 products with the GEOS-Chem 
simulations (Chapter 4.3.3). Finally, we investigate decadal trends in surface O3 sensitivity over 
northern mid-latitude polluted regions from 2005 to 2015 using the fine OMI products with 0.25° 
resolution (Chapter 4.4).    
4.2 Data and methods 
4.2.1 OMI products 
OMI is on board the NASA EOS Aura satellite at ~705 km altitude in a sun-synchronous 
orbit with 98° inclination (Levelt et al. 2006). OMI is a nadir-viewing UV/visible spectrometer, 
providing daily, near global coverage with a local equator crossing time of ~1:45 PM. OMI covers 
two UV region (264 - 311 nm and 307 - 383 nm) and one VIS region (349 - 504 nm) with a spectral 
resolution between 0.42 to 0.63 nm and a spatial resolution of up to 13 × 24 km2 at nadir (Levelt 
et al. 2006).  
4.2.1.1 OMI Tropospheric NO2 
We use two Level-2 OMI NO2 satellite retrieval products: the Level-2 standard operational 
NO2 Product (OMNO2 SP, version 2.1) developed at NASA/Goddard Space Flight Center (Bucsela 
et al. 2013), and the Dutch NO2 product (DP) developed at KNMI, the Royal Netherlands 
Meteorological Institute (DOMINO DP, v2.0) (Boersma et al. 2011). Retrieval of tropospheric 
NO2 column density involves three major steps: (1) spectral fitting to obtain a raw NO2 slant 
column density; (2) separation of tropospheric and stratospheric columns; and (3) conversion from 
slant column to vertical column density. NASA SP and DOMINO DP differ in (2) and (3) (Bucsela 





vertical column density) can be expressed as the vertical integral of the contribution of each layer 
to the column divided by the vertical column (Boersma et al. 2011): 
                                                    AMF = 	∑ Ê(𝐛)∙Í,ÊÊ ∑ Í,ÊÊ                                                    (4.1) 
where ml(b) is the atmospheric scattering weight that is a function of satellite viewing geometry, 
cloud pressure, cloud radiance fraction, surface pressure and reflectivity, and xa,l is the sub-column 
from the a priori profile for layer l. Scattering weights are included in the NASA Level-2 SP. DP 
provides averaging kernels (AK) as an alternative, which is equal to ml(b)/AMF (Eskes and 
Boersma, 2003). A recent study estimates a structural uncertainty of 42% for AMF over polluted 
regions resulting from different priori trace gas profiles, surface albedo and cloud parameters 
applied for AMF calculation (Lorente et al. 2017). In this study, we calculate the tropospheric AMF 
(AMFtrop) consistently for both DP and SP by using 1-hour average GEOS-Chem modeled NO2 
profiles sampled each day at the OMI overpass time, which enables direct comparison between 
GEOS-Chem and the OMI products (Boersma et al. 2016). We use the stratospheric NO2 columns 
and AMFs provided with the data products. We calculate the NO2 tropospheric column density at 
each pixel as the difference between the total and the stratospheric slant column density: 
                                                                         VÏÐÑÒ =
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                                                               (4.2) 
where Vtrop is tropospheric column density; AMFtrop is the tropospheric AMF; S is the de-striped 
total slant column density; Sstra is the stratospheric slant column density. For DP, we use the TM4 
assimilated stratospheric slant column density (Sstra) included in the product. For SP, Sstra is 
calculated as the product of the stratospheric column density (Vstrat) and the stratospheric AMF 
(AMFstrat) included in the product. We select individual observations with cloud radiance fraction 





(http://www.knmi.nl/omi/research/product/rowanomaly-background.php) (Dobber et al. 2008). 
The overall uncertainty of the OMI SP and DP retrievals is on the order of ~1015 molecules/cm2 
over polluted areas (20% - 30% of the retrieved quantity) (Boersma et al. 2011; Bucsela et al. 
2013). While the effects of aerosols on satellite retrievals are not included explicitly, such effects 
are accounted for implicitly via cloud retrievals being sensitive to the scattering effects of aerosols, 
though such corrections may not work well for extreme aerosol loading and highly absorbing 
aerosol mixtures (Lin et al. 2014, 2015; Lorente et al. 2017). Evaluation of the OMI SP NO2 
(version 2.1) with ground-based and aircraft data shows that OMI products generally agree with 
in situ measurements over the U.S.A. within ±20% (Lamsal et al. 2014). Marchenko et al. (2015) 
suggest that the OMI retrieved slant column density is overestimated by 10 to 40%; improvements 
in slant column density have been made to the Version 3 NASA products, but are not yet included 
in DP. We use SP from Version 2.1 for the sake of consistency with DP.  
4.2.1.2 OMI HCHO 
We use two Level-2 OMI HCHO retrieval products: NASA’s standard product developed 
by the Smithsonian Astrophysical Observatory (SAO) team (OMI-SAO, v3.0) (González Abad et 
al. 2015), and the Belgian Institute for Space Aeronomy (BIRA-IASB) retrieval (OMI-BIRA, v14) 
(De Smedt et al. 2015). HCHO slant columns are estimated via spectral fitting in near ultra-violet 
(UV) regions. The OMI-SAO retrieval of slant columns differs from BIRA-IASB in the absorption 
cross sections for HCHO, BrO and NO2 (González Abad et al. 2015; De Smedt et al. 2015). We 
convert slant columns to vertical columns (WHCHO-BIRA and WHCHO-SAO) via the AMF (Equation 4.1) 
provided with the products. For direct comparison, we use 1-hour average GEOS-Chem HCHO 





weights are based on the scalar LIDORT radiative transfer model (v3.3) for OMI-BIRA, and the 
VLIDORT for OMI-SAO (v2.4) (Spurr, 2008). Latitude-dependent biases due to unresolved 
spectral interferences are pronounced for weak absorbers such as HCHO. OMI-BIRA and OMI-
SAO products deal with the spectral interference differently: OMI-BIRA product employs a two-
step across-track and zonal reference sector correction to normalize the HCHO slant columns (De 
Smedt et al. 2015), and OMI-SAO product applies a post-processing normalization for the vertical 
column density using a model reference sector over the remote Pacific Ocean (González Abad et 
al. 2015). Similar to NO2, the effects of aerosol are not accounted for explicitly for both retrievals. 
We select observations with cloud radiance fraction less than 30%, solar zenith angle smaller than 
70°, and unaffected by row anomalies following the criteria suggested in De Smedt et al. (2015). 
The overall error of the monthly average HCHO column is about 30% for both products (de Smedt 
et al. 2008, 2012; González Abad et al. 2015). 
4.2.1.3 OMI HCHO/NO2 
Daily Level-2 OMI NO2 and OMI HCHO data from 1 January 2005 to 31 December 2012 
are re-gridded to the GEOS-Chem model grid for direct comparison with the model simulations. 
In order to reduce the random errors in the satellite retrievals, we first calculate seven-day average 
tropospheric NO2 and HCHO column densities (WGC_NO2 and WGC_HCHO). Negative columns may 
occur as a result of minimizing residuals during the spectral fitting below the satellite detection 
limit and are included when constructing seven-day averages (Boeke et al. 2011). We calculate 
four combinations of the O3 sensitivity indicator ratio (FNR) by taking the ratio of seven-day 





3) WHCHO_BIRA/WNO2_DP (FNROMI_BD); 4) WHCHO_SAO/WNO2_DP (FNROMI_SD). The combined relative 
uncertainty in FNR (σFNR/FNR) can be calculated as:   
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where σNO2 and σHCHO are the estimated individual errors for OMI NO2 and HCHO, and σHCHO,NO2 
is the covariance of these errors. Assuming a 20% relative uncertainty for OMI NO2, a 30% relative 
uncertainty for OMI HCHO, and that the errors of the retrieved NO2 and HCHO products are 
uncorrelated (i.e. σHCHO,NO2 =0), we estimate an overall FNR uncertainty of 36%. As the effects of 
clouds, aerosols, and albedo on satellite retrievals may cancel out, the uncertainty in FNR is 
expected to be lower than 36% (Martin et al. 2004a; Duncan et al. 2010).  
4.2.2 GEOS-Chem  
We use the GEOS-Chem global 3D CTM (version 9.02; http://www.geos-chem.org) to 
simulate O3-NOx-CO-VOC-aerosol chemistry with 2° × 2.5 ° resolution for 2005 to 2012. These 
simulations are driven by Modern Era-Retrospective Analysis for Research and Applications 
(MERRA) meteorology (Rienecker et al. 2011). Base anthropogenic emissions are from the 
Emission Database for Global Atmospheric Research (EDGAR) inventory for inorganic 
compounds (Olivier et al. 2007) and from the Reanalysis of the Tropospheric Chemical 
Composition (RETRO) inventory for organic compounds (Schultz et al. 2007), with regional 
overwrites for the United States (EPA National Emissions Inventory (NEI) 2005), Canada 
(National Pollutant Release Inventory), Mexico (Kuhns et al. 2005), Europe (Auvray and Bey, 
2005), and South and East Asia (Streets et al. 2006; Zhang et al. 2009). Anthropogenic NOx 
emissions over the U.S.A., Canada, Japan and Europe are scaled each month based on estimates 





North American are extended to 2012, and fixed after 2006 for other regions unless overwritten by 
regional emission inventories. No inter-annual scale factors are applied to anthropogenic VOCs. 
Additional inventories are applied for aircraft emissions (Stettler et al. 2011) and shipping (Vinken 
et al. 2011). Monthly biomass burning emissions are from the Global Fire Emissions Database 
version 3 (van der Werf et al. 2010). Biogenic VOC emissions follow the Model of Emissions of 
Gases and Aerosols from Nature scheme version 2.1 (Guenther et al. 2012). Lightning NOx 
emissions are as described by Murray (2016). Soil microbial NOx emissions are described by 
Hudman et al. (2012). Monthly surface methane is prescribed from the NOAA GMD global surface 
network as a lower boundary condition (Murray, 2016). Regional monthly average NOx (including 
anthropogenic, natural and total) and VOC emissions (including anthropogenic, isoprene and total) 
are shown in Figure A.4.1 and A.4.2. 
We sample model fields as one-hour averages between 1:00 and 2:00 pm local time (LT) 
to match the OMI overpass time. To examine the response of surface O3 to precursor emissions, 
we conduct two perturbation simulations in GEOS-Chem that span 2006 to 2012, following a 12-
month initialization period beginning in January 2005.  First, we decrease global NOx emissions 
by 20%. Second, we decrease global VOC emissions (including isoprene) by 20%. We calculate 
FNRGC using the 3-D distribution of 1-2pm LT GEOS-Chem NO2 and HCHO. We calculate the 
area-weighted average of all individual retrievals within each model grid cell. We sample modeled 
HCHO and NO2 columns for the scenes concurrent with valid OMI observations to avoid sampling 
biases (Boersma et al. 2016). To minimize random noise, we average both modeled and observed 





4.3 Evaluating space-based FNR as an indicator of surface O3 sensitivity 
In this section, we first evaluate the quantitative utility of FNR from a modeling perspective 
(Chapter 4.3.1), by correlating modeled column and surface FNR with the surface O3 response to 
NOx versus VOC emission reductions. We then examine the vertical profiles of HCHO and NO2 
in GEOS-Chem to better understand the spatial and temporal factors affecting column FNR 
relative to surface FNR (Chapter 4.3.2). Chapter 4.3.3 compares seven-day average OMI FNR 
with that simulated from GEOS-Chem.  
4.3.1 Relating FNR to surface O3 sensitivity 
Previous studies characterize the transition between NOx-sensitive and NOx-saturated 
ozone production in different ways, such as the response of surface O3 to emission perturbations 
(e.g. Martin et al. 2004a), correlations between O3 and NOy or NOz (e.g. Jacob et al. 1995), or 
radical loss pathways (e.g. Kleinman et al. 1994; Duncan et al. 2010). Different methods may 
identify different threshold values marking the transition between chemical production regimes. 
Figure 4.1 shows the normalized surface O3 responses to the perturbed NOx and VOC emissions 
change (i.e. d(O3)/dE) in GEOS-Chem versus the surface and column FNR averaged between 1 to 
2 PM for all polluted model grid cells within our three regions (grid cells where multi-year average 
WNO2_GC > 2.5 × 1015 molecules/cm2). In general, the surface O3 response to NOx emission 
reductions increases with FNR, and the surface O3 response to VOC emission reductions decreases 
with surface FNR. We define negative d(O3)/dENOx as NOx-saturated (VOC-limited) conditions. 
In this chemical regime, reductions in NOx emissions increase surface O3 due to NO titration 
effects and reductions in VOC emissions decrease surface O3. NOx-limited conditions occur when 





(i.e. d(O3)/dENOx > d(O3)/dEVOC). We refer to the intermediary conditions as a mixed or 
“transitional” regime.  
Spatial variations in meteorological and photochemical conditions, as well as in downwind 
transport of ozone produced in upwind grid cells, can produce a range of d(O3)/dENOx sensitivities 
for any given FNR value (Figure 4.1). Despite these variations, surface FNR can qualitatively 
distinguish between NOx-saturated and NOx-limited conditions (Figure 4.1). The majority (90%) 
of NOx-saturated grid cells are associated with surface FNR < 0.6; over 90% of NOx-limited 
conditions are associated with surface FNR > 0.9. In the model, the surface FNR values thus mark 
a clear separation between the NOx-saturated and NOx-limited regimes. Figure 4.2 shows the 
cumulative probability of correctly identifying the NOx-limited or the NOx-saturated regime at a 
given FNR value in the GEOS-Chem model. The intersection of the two lines marks the point at 
which the probability of identifying NOx-limited and NOx-saturated correctly is equal. This 
intersection occurs around 0.65 for North America, 0.5 for Europe and 0.7 for East Asia (Figure 
4.2). Below this value, the likelihood of correctly identifying NOx-limited conditions increases, 






Figure 4.1 GEOS-Chem model estimates of the normalized ozone sensitivity to 20% decreases in global 
NOx and VOC emissions (d[O3]/dENOx in orange, d[O3]/dEVOC in blue) in units of molecules cm-2s-1, versus 
the modeled (a) surface HCHO/NO2 and (b) tropospheric column HCHO/NO2 aggregated over the three 
selected regions (North America, Europe, Asia). Each point is equal to the normalized sensitivity ratios of 
daily one-hour averages between 1 and 2 PM from 2006 to 2012 in a single model grid cell. We only include 
polluted grid cells, defined as cells with average modeled tropospheric NO2 column densities higher than 
2.5 × 1015 molecules/cm2. 
Instead of defining a single cut-off value between NOx-saturated and NOx-limited 
conditions, we define a range of values marking a “transitional regime” to lower the probability of 
misclassification (i.e. incorrectly classifying NOx-saturated as NOx-limited or vice versa). A wider 
transitional regime lowers the chance of misclassification but generates more grid cells where 
ozone sensitivity is regarded as mixed or uncertain. If the regime threshold values are set between 





saturated and 5% of NOx-limited conditions will be incorrectly considered as transitional. If we 
widen the transitional regime to lower the probability of misclassification to 2%, ~50% of NOx-
saturated and ~10% of NOx-limited conditions will instead be classified as transitional (Figure 4.2). 
We define the regime threshold values as those where the cumulative probability of NOx-saturated 
and NOx-limited conditions is 95% (i.e. the probability of misclassification is 5%) that reflect a 
balance between accuracy and certainty. 
 
Figure 4.2 Cumulative probability of NOx-saturated (d[O3]/dENOx < 0) and NOx-limited (d[O3]/dENOx > 
d[O3]/dEVOC > 0) conditions, as a function of modeled (a-d) surface HCHO/NO2 and (e-h) tropospheric 
column HCHO/NO2 over (a, e) North America, (b, f) Europe, (c, g) East Asia and (d, h) all three regions 
aggregated, selecting for polluted conditions as in Figure 1. The blue line represents the cumulative 
probability of NOx-saturated conditions for all HCHO/NO2 smaller than each given value. The red line 
represents the cumulative probability of NOx-limited condition for HCHO/NO2 greater than each given 
value. The cumulative probability indicates the likelihood of correctly identifying the NOx-limited or the 
NOx-saturated conditions at any given HCHO/NO2 as simulated by the GEOS-Chem model. The probability 
is calculated from the normalized sensitivity ratios of daily one-hour averages between 1 and 2 PM from 
2006 to 2012 (individual points in Figure 1).  
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Next, we investigate whether the above regime definition should be applied to derive the 
regime threshold values globally, regionally or individually for each grid cell. Combining all data 
over the polluted areas of the three regions, we find the transition regime occurs between values 
for surface FNR of 0.4 and 0.7 (Figure 4.2). Separating by region, we find that the regime transition 
occurs between smaller surface FNR values for Europe (0.4 ~ 0.6) than over North America and 
East Asia (0.5 ~ 0.8) (Figure 4.2). Figures 3 (a) to (c) shows the classification accuracy (percentage 
of correct classifications of NOx-saturated or NOx-limited conditions) when we apply the 
regionally-derived range of values for the transition regime. The overall accuracy is high (> 90%) 
over the majority of polluted areas in the three regions. Lower accuracy is found over California 
(82%), England (~75%), and North East China (~80%), regions with high anthropogenic emission 
regions. The high accuracy implies that surface FNR is a quantitatively robust metric for 
diagnosing the response of surface O3 to changes in VOC and NOx emissions.  
If we instead derive the regime threshold values separately in each model grid cell, we 
obtain spatially varying values marking the boundaries of the transitional regime, with higher 
threshold values over low-latitude regions. This approach, however, does not always improve the 
accuracy (Figure 4.3 (d) to (f)), which decreases over California (< 70%), Northeast U.S.A. (< 
70%), England (< 70%), the Netherlands (< 60%) and North East China (40% ~ 70%). The low 
accuracy over these regions reflects a less pronounced correlation between FNR and d(O3)/dE, and 
therefore the derived regime threshold values are less stable. Our approach assumes changes in 
(O3) in each grid cell are due to the emissions within that box, but (O3) is also influenced by 
pollution transported from upwind regions, which could also account for the low accuracy. Sillman 





global model resolution cannot fully capture these urban-rural gradients, and therefore even the 
pixel-based derivation of values marking regime thresholds is unable to characterize fine-scale 
variations of the photochemical environment. We thus conclude that the regionally-based regime 
threshold values are most appropriate for surface FNR if a global model is applied to derive the 
regime threshold. Despite spatial and temporal differences in the factors affecting O3 production 
(abundance of solar radiation, VOCs, NOx and VOC speciation), surface FNR can identify the 
large-scale variation of O3 sensitivity.  
 
Figure 4.3 Percentage of correct classifications based on modeled (top two rows) surface or (bottom two 





derived values marking the boundary of the transitional regime (second and fourth rows) pixel-based 
derivation of the transitional regime range over North America (first column), Europe (second column), 
East Asia (third column). We only include polluted grid cells, defined as cells with average modeled 
tropospheric NO2 column densities higher than 2.5 × 1015 molecules/cm2.  
Table 4.1 Summary of previous studies that use surface or column HCHO/NO2 as indicators of surface 
ozone sensitivity.  
Reference Study Area Indicator Ratio Regime Threshold 
Values 
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While the column FNR is also able to separate the NOx-saturated and NOx-limited 
conditions qualitatively, modeled column FNR correlates less significantly with surface O3-NOx-
VOC sensitivity compared to surface FNR. While d(O3)/dENOx tends to be negative at low column 
FNR, and positive at high column FNR (Figures 1(b)), negative d(O3)/dENOx still occurs for some 
high values of column FNR. Nevertheless, the column FNR values marking the boundary between 
NOx-saturated and transitional regimes are 0.9 for all three regions (Figure 4.2). The boundary 
between the transitional and NOx-limited regimes, however, varies: 1.4 for North America, 1.2 for 





FNR value of 1 to separate NOx-limited and NOx-saturated regimes (Table 4.1) using GEOS-Chem 
(version 4.16), close to the threshold value of 0.9 that we find for North America. Duncan et al. 
(2010) estimated that this regime transition occurs across a column FNR range of 1 - 2 (Table 4.1) 
over California. They diagnosed this value as when the radical loss rate through HOx equals that 
lost through NOx (LHOx/LNOx = 1). Using column FNR to classify the O3 sensitivity degrades 
accuracy across all three regions (Figure 4.3 (d) to (f)) by about 10% compared to surface FNR. 
Using spatially varying regime threshold values improves the classification accuracy over most 
area, suggesting that spatially-varying regime threshold values may be more suitable for column 
FNR, but the accuracy is still low over those low-accuracy regions identified from surface FNR.   
4.3.2 Column-to-surface relationship 
We find that the surface and column indicators are robust, providing confidence in the 
utility of FNR to represent photochemical conditions relevant to ozone production. We address 
here the uncertainty as to whether the ratio of the vertically integrated column represents the near-
surface environment. That is, the relationship of surface to column FNR varies spatially and 
temporally, mainly due to differences in vertical profiles of NO2 and HCHO. As in previous studies, 
we use a model (GEOS-Chem) to adjust column-based ratios observed from satellite instruments 
to surface-based ratios that are more relevant to near-surface ozone formation (Lamsal et al. 2008; 
Zhu et al. 2017). To relate the column-based and surface-based indicator ratios, we calculate the 
ratio of the GEOS-Chem simulated tropospheric column densities to near-surface number densities 
of NO2 and HCHO, defined as an effective boundary layer height for each species (BLHeff_NO2 and 
BLHeff_HCHO) (Halla et al. 2011):  
                                                          BLH±çç =
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where Wx is the model simulated tropospheric vertical column density of species x (molecules/cm2), 
and N is the model simulated number density of species x of the surface layer (molecules/cm3). 
Similarly, the conversion factor (fc_s) between column and surface FNR is calculated as the ratio 
of column FNR to surface FNR, which is equivalent to the ratio of BLHeff_HCHO to BLHeff_NO2. 
Generally, if NO2 or HCHO is well mixed within a homogeneous boundary layer, and most NO2 
or HCHO exists in the boundary layer, the effective boundary layer height should approximate the 
meteorological boundary layer height (Halla et al. 2011). As such, it is expected that the column-
to-surface relationship of trace gases depends on the PBL height.  
Figure 4.4 shows the relationships between daily meteorological PBLH and BLHeff_NO2 and 
BLHeff_HCHO aggregated over polluted grid cells of the three regions from 2005 to 2012. BLHeff_NO2 
is correlates strongly with PBLH (R = 0.85), as expected for a short-lived species emitted mainly 
at the surface. BLHeff_NO2 is higher than the simulated PBLH, implying a non-negligible 
contribution of free tropospheric NO2 to the total tropospheric column density (such as from 
lightning NOx (Travis et al. 2016; Figure A.4.5). In contrast, there is little to no relationship of the 
HCHO vertical profile to PBLH (R = 0.01). HCHO is a secondary photochemical product, formed 
throughout the atmosphere, with a smaller vertical gradient NO2, leading to smaller fraction of 
HCHO within the boundary layer than for NO2 (Figure 4.5). The vertical gradient of HCHO is 
larger in warm season than cold season due to larger contribution of isoprene as a source of HCHO, 
while the vertical gradient of NO2 is smaller in warm season (Figure 4.5) when the surface 
emission generally mixes through deeper boundary layer and the lightning NOx source and deep 
convective mixing are most active. These differences between the NO2 and HCHO vertical 





marking the boundaries of the transitional regime to reflect seasonal and spatial variations in the 
relationship between column FNR and surface photochemical conditions. As shown in Figure 4.4 
(c), fc_s is inversely correlated with PBLH (R = 0.78), largely driven by the PBLH dependence of 
NO2 (Figure 4.4 (a)).  
 
Figure 4.4 Modeled effective boundary layer height of NO2 (a) and HCHO (b), column-to-surface 
conversion factor of FNR (c), versus planetary boundary layer height (PBLH) over polluted areas within 
the three regions (defined as in Figure 4.1). Each point is the GEOS-Chem daily one-hour average from 1 
to 2 PM. The black lines are the best-fit linear regression (a and b) and reciprocal regression (c). 
The spatial variation of fc_s implies that column-based FNR shows less spatial variability 
than surface-based FNR (Figure A.4.4). BLHeff_NO2 varies seasonally by a factor of 2 yet 
BLHeff_HCHO varies little, with winter-summer differences of less than 500 m. Figure 4.6 shows a 
clear seasonal cycle of fc_s over polluted areas in North America and Europe, with a December 
maximum and July minimum. The shapes of the seasonal cycles of fc_s oppose those of column 
FNR (Figure 4.7), which implies that column-based FNR tends to dampen the seasonality of 
surface FNR. Both Europe and North America show larger seasonal cycles than East Asia, where 





correlates with PBLH and BLHeff_NO2, with maxima in spring and fall (Figure A.4.5), yielding a 
smaller fc_s seasonal cycle. 
 
Figure 4.5 Vertical profiles of HCHO and NO2 sub-column densities averaged from daily one-hour data 
between 1 and 2 PM for the warm season (May to September, a) and cold season (October to April, b) from 
2005 to 2012 over the polluted areas of three regions aggregated. The dash line shows the average planetary 
boundary layer height. 
As the relationship between surface and column FNR varies spatially and temporally 
(Chapter 4.3.1), we adjust the column-based FNR values marking the transitional ozone production 
regime by applying the modeled fc_s to the threshold values of surface FNR. The variation in 
column-to-surface relationships of NO2 and HCHO is dependent on the vertical profiles, which 
are mostly driven by meteorology. We find the column-to-surface relationship of FNR does not 
vary much year-to-year: the standard deviation for any given month is lower than 8% for all regions 
(Figure A.4.6). We find no statistically significant trends in the column-to-surface relationships, 
suggesting that the constant regime threshold values will not affect the trend analysis in Chapter 





4.4. Also, as we are attempting to generalize the derived regime threshold values for application 
beyond the model simulation period, constant regime threshold values are preferred. Therefore, 
we do not adjust the regime threshold values to include inter-annual variability of the column-to-
surface relationships. The pink band in Figure 4.7 shows the seasonal cycle of these model-
simulated column-based values averaged from daily data within each month over the polluted 
regions separately within North America, Europe and East Asia. The lighter band represents the 
1σ deviation of these values derived from individual polluted grid cells in each regional domain. 
Larger standard deviations occur over Europe, reflecting stronger spatial variations of the column 
FNR values spanning the transitional regime. The coarse spatial resolution of GEOS-Chem cannot 
capture sharp urban-rural gradients though it does resolve large-scale variations in meteorology 
and topography. The maximum standard deviation occurs in spring, when meteorological 







Figure 4.6 Seasonal cycle of the column-to-surface conversion factors of FNR (fc_s) over North America, 
Europe and East Asia averaged from daily GEOS-Chem data for polluted areas (modeled tropospheric NO2 
column density higher than 2.5 × 1015 molecules/cm2) from 2005 to 2012. The dashed error bars are 1σ 
standard deviation representing spatial variations. 
 
Figure 4.7 Seasonal cycle of GEOS-Chem modeled (black) and four combinations of OMI observed FNR: 
1) SAO HCHO : SP NO2 (OMI_SS); 2) BIRA HCHO : SP NO2 (OMI_BS); 3) BIRA HCHO : DP NO2 
(OMI_BD); 4) SAO HCHO : DP NO2 (OMI_SD),  along with the seasonal cycle of column-based regime 
thresholds in over a) North America, b) Europe, and c) East Asia averaged for polluted areas (modeled 
tropospheric NO2 column density higher than 2.5 × 1015 molecules/cm2) from 2005 to 2012. The dash error 
bars and the lighter pink band are 1σ standard deviation representing spatial variations. 
Following the seasonal cycle of the column-to-surface relationship (Figure 4.6), the 
transitional regime thresholds in Figure 4.7 are higher in the cold season than in the warm season. 
The transition from the NOx-saturated to the transitional regime occurs for column-based FNR 
ranging from 0.5 in June to 1.6 in January over North America, 0.8 in June to 1.0 in January over 
East Asia, and 0.6 in August to 1.8 in January over Europe. The thresholds between the transitional 
and the NOx-limited regime range from 0.8 in July to 2.5 in December for North America, 1.2 in 
August to 1.6 in December for East Asia, and 0.9 in July to 2.7 in December for Europe. East Asia 
shows a smaller seasonal cycle in these threshold values compared to North America and Europe. 
The threshold from NOx-saturated to transitional regime is generally smaller than 1.0 as proposed 





4.3.3 Model and satellite comparison 
While the model demonstrates that tropospheric column ratios of HCHO to NO2 can 
indicate surface O3 sensitivity to NOx and VOC emissions, both satellite retrievals and model 
simulations are subject to large uncertainties. Here we compare the OMI-derived seven-day 
average FNR with the GEOS-Chem base-case simulation to identify where and when the satellite 
products and model agree best, implying more confidence in our understanding. We restrict the 
comparison to polluted regions, defined as those grid cells in GEOS-Chem where annual average 
tropospheric WNO2_GC > 2.5×1015 molecules/cm2. Table 4.2 summarizes the comparison between 
modeled and OMI FNR.  
Table 4.2 Comparison between OMI FNR and GEOS-Chem modeled FNR. Mean bias is the averaged 
difference between OMI observed minus model retrievals. Agreement is defined as the percentage of both 
FNRGC and FNROMI falling in the same photochemical regime. Warm season includes May to September, 
and cold season includes October to April.  








FNRGC vs. FNROMI_SS -25% 0.74 94% 78% 
FNRGC vs. FNROMI_BS 17% 0.74 97% 74% 
FNRGC vs. FNROMI_BD 17% 0.63 97% 70% 
FNRGC vs. FNROMI_SD -26% 0.61 94% 76% 
FNRGC vs. FNROMI_BS_L3 10% 0.56 96% 67% 
Europe FNRGC vs. FNROMI_SS -18% 0.44 83% 73% 
FNRGC vs. FNROMI_BS 28% 0.61 90% 63% 
FNRGC vs. FNROMI_BD 33% 0.44 90% 63% 
FNRGC vs. FNROMI_SD -15% 0.28 83% 71% 
FNRGC vs. FNROMI_BS_L3 33% 0.44 90% 56% 
East Asia FNRGC vs. FNROMI_SS -30% 0.68 80% 83% 
FNRGC vs. FNROMI_BS 10% 0.72 88% 74% 
FNRGC vs. FNROMI_BD 39% 0.53 89% 70% 
FNRGC vs. FNROMI_SD -10% 0.47 85% 81% 





We find that the correlation coefficient between the model- and satellite-derived FNR 
products depends on the choice of NO2 product, while the mean bias depends on the choice of 
HCHO product. FNROMI (with GEOS-Chem profiles applied) using WNO2_SP (R: 0.44 ~ 0.74) 
correlates better with GEOS-Chem than WNO2_DP (R: 0.28 ~ 0.63) for all three regions. Among the 
four combinations, FNROMI_SS correlates best with FNRGC over North America and East Asia, 
while FNROMI_BS correlates best over Europe. The choice of HCHO product does not influence the 
overall correlation, except over Europe where using WHCHO_BIRA results in a higher correlation 
coefficient compared to WHCHO_SAO. The low correlation coefficient of FNROMI_SD and FNROMI_BD 
is largely caused by observations with low WNO2_SP and WNO2_DP over clean regions (WNO2 < 
1.5×1015 molecules/cm2). We find both WNO2_DP and WNO2_SP match WNO2_GC over polluted regions, 
and the mean differences with GEOS-Chem are within 5% for both products (Table S1). FNROMI 
is on average higher than FNRGC by 10% to 40% if WHCHO_BIRA is used, and lower than FNRGC by 
10% to 30% using WHCHO_SAO. The opposite sign of the mean offset results from the large 
difference between two HCHO retrievals: WHCHO_SAO is on average 50% lower than WHCHO_BIRA 
across the three regions (Table S1). Discarding observations with negative HCHO columns 
corrects the negative offsets of FNROMI_SS and FNROMI_SD relative to the model, but increases the 
positive offsets of FNROMI_BD and FNROMI_BS.  
Although the absolute values of FNROMI differ from FNRGC, FNROMI is in general able to 
capture the spatial and temporal variation of the O3 production regime inferred from FNRGC. The 
agreement (defined as the percentage of both FNRGC and FNROMI falling in the same 
photochemical regime) is higher than 80% for warm season and 60% for cold season across three 





warm season. Figure 4.7 shows the seasonal cycle of FNRGC and FNROMI averaged from 2005 to 
2012 for each region. FNROMI shows a positive offset and low correlation coefficient in cold season 
for all four combinations, especially over Europe, reflecting the HCHO overestimate in winter. 
Nevertheless, the products and model all agree that NOx-saturated or transitional regimes dominate 
in winter. FNRGC, along with the four combinations of OMI observed FNR, indicate NOx-limited 
regimes from May to September over all three regions, but may disagree for individual grid cells 
(Figure A.4.7 to S10). FNRGC disagrees with FNROMI more frequently in spring and fall during the 
transitions between regimes. FNROMI_BD and FNROMI_BS are consistently higher than FNRGC over 
all three regions, leading to a longer NOx-limited regime versus FNRGC, but they match regimes 
diagnosed with FNRGC better in warm season (Table 4.2). In contrast, FNROMI_SS and FNROMI_SD 
are lower than FNRGC, especially in the warm season, leading to a longer NOx-saturated and 
transitional regime, and better match the ozone production regimes indicated by FNRGC in cold 
season (Table 4.2). 
The re-gridded FNROMI at coarse resolution tends to smear spatial gradients in ozone 
production regimes. To characterize the spatial heterogeneity of O3 sensitivity to its precursor 
emissions, we recommend the Level-3 OMI HCHO and NO2 data available at 0.25° × 0.25° for 
general applications of the indicator ratio that do not involve comparison or interpretation with a 
model. We compare FNRGC with Level-3 FNROMI_BS (FNROMI_BS_L3) by spatially matching Level-
3 data to the model grid. Using different prior profile shapes leads to minor differences in AMFs 
for NO2 and HCHO (Table S1). While model-satellite discrepancies are larger for FNROMI_BS_L3 
vs. FNROMI_BS derived with our daily GEOS-Chem profiles, the overall correlation is comparable 





FNROMI_BS_L3 is on average higher than FNRGC by 20%. Evaluation with aircraft data suggests 
GEOS-Chem underestimates HCHO concentrations by 10% over the southeast U.S.A. (Zhu et al. 
2016). In order to correct this systematic model-satellite discrepancy, which likely reflects the 
model underestimate of HCHO, we additionally correct the regime thresholds for FNROMI_BS_L3 
by increasing the values marking the boundaries of the transitional regimes derived from Chapter 
4.3.2 by 20%. 
4.4 Decadal changes of O3-NOx-VOC sensitivity  
Here we investigate the decadal trend of surface O3 sensitivity over polluted areas in North 
America, Europe, and East Asia. For this application, we use monthly average Level-3 gridded 
with the original standard AMFs included in the products from 2005 to 2015 (Duncan et al. 2010; 
Jin and Holloway, 2015). Satellite-derived ozone production regimes generally agree with in-situ 
ground-based studies over the three regions (Table 4.3), but OMI observations tend to overestimate 
the NOx sensitivity. The OMI overpass time is in the afternoon, when the NO2 level is at its daily 
minimum and thus ozone production is most NOx-limited. The horizontal resolution of OMI data 
is likely to miss urban core NOx-saturated regimes sampled at individual urban sites (e.g. Pusede 
et al. (2012)).  
Before applying the OMI L3 product to analyze decadal trends, we investigate whether 
long-term changes in FNR are compromised by instrument degradation and data availability 
changes. First, Marais et al. (2012) suggest an artificial increase in the background HCHO column 
in the OMI SAO retrieval due to instrument degradation. This feature does not appear in the BIRA 
retrieval, which applies a zonal reference sector correction (e.g., Figure A.4.11). FNROMI_BS_L3 does 





coverage has decreased over the years mostly due to growing row anomalies (Figure A.4.12), 
which tend to decrease monthly average HCHO column with time (De Smedt et al. 2015). We find 
that the data coverage has declined by about 20% from 2005 to 2015 for both the Level-3 OMI 
HCHO and NO2 products, implying that these sampling biases may largely cancel out when we 
take the HCHO/NO2 ratio (Figure A.4.12). To test the influence of this sampling bias, we calculate 
another time series of monthly average FNR that randomly discards the corresponding number of 
daily HCHO and NO2 data such that that the data coverage for a given month is set as the minimum 
number of samples obtained during that month between 2005 and 2015 (Figure A.4.13). There is 
no systematic offset due to the changing data coverage. We find that sampling differences may 
influence the magnitude of the FNROMI trend (slope), but have little impact on the diagnosed 
changes in the ozone production regimes (Figure A.4.13 versus Figures 8 - 11). Note that our 
definition of regimes relies on the modeled values that do not include inter-annual variability (pink 
shaded bands in Figure A.4.13), and therefore the changes over time in the ratio reflect trends in 
the satellite products that do not contain any information from model. It should also be noted that 
a higher solar zenith angle cut-off was applied to the HCHO retrieval mainly reflecting the lower 
retrieval sensitivity to HCHO as compared to NO2. The data coverage of satellite-derived HCHO 
is thus smaller than for NO2. We calculate a new time series of monthly average FNR that is 
constructed using only days when both HCHO and NO2 have valid data. We find similar trends in 
FNR and in changes in the ozone production regime (Figure A.4.14) as for our original time series 
that includes all available data (Figures 8 - 11), but the resampled data show larger fluctuations, 






Table 4.3 Comparison with previous in-situ ground-based studies over individual sites. The ozone 
production regime is derived from monthly average FNR using OMI Level-3 BIRA HCHO to Level-3 
NASA SP NO2. 
Period Study Area Ozone Sensitivity This Study Method and Reference 
July, 2005 Beijing Urban: NOx-saturated 
Rural: NOx-Limited 
  








July, 2005 Shanghai 
 July, 2005 Guangzhou 
Nov., 2007 Guangzhou NOx-saturated NOx-saturated Photochemical trajectory model 
[Cheng et al., 2010] 
June – July, 
2005 
Beijing NOx-limited or 
Transitional 
Transitional Ground-based Measurements 
[Wang et al., 2006] 
June - July, 
2006 
Lanzhou NOx-limited NOx-limited Observation-based model 
(MCM3.2) [Xue et al., 2014] 
May - June, 
2005 
Shanghai NOx-saturated Transitional 
Aug., 2006 Beijing Mixed s Transitional Observation-based 
photochemical box model 
(OBM) [Lu et al., 2010] 
Nov., 2006 PRD Mixed Rural: NOx-Limited 
Urban: NOx-saturated 
Chemical Transport Model 
(EBM) [Li et al., 2013] 
Aug., 2007 Beijing Transitional Transitional 1-D photochemical model [Liu 
et al., 2012] 
Nov., 2008 PRD NOx-saturated NOx-saturated WRF-Chem [Ye et al., 2016] 
May - June, 
2010 
Jiangsu Mixed NOx-saturated Observation-based model 
(RACM) [Pan et al., 2015] 
Summer 
2009 - 2011 
Miyun Site 
(Beijing) 
NOx-saturated Transitional to NOx-
limited 
Smog Production algorithm 
(OBM) [Wang et al., 2008] 
2009-2011 Seoul  NOx-saturated NOx-saturated or 
Transitional 
Statistical Correlation Analysis 
[Iqbal et al., 2014] 
May - Oct., 
2006 




Chicago NOx-saturated NOx-Limited Statistical trend analysis [Jing 
et al., 2014] 




Observation-based 1-D plume 
model [LaFranchi et al., 2011] 
2007-2010 Southern and 
Central San 
Joaquin Valley 
NOx-Limited NOx-Limited Observation-based method 
[Pusede et al., 2012] 
2007-2010 Northern San 
Joaquin Valley 
NOx-saturated NOx-Limited 
Sept., 2013 Houston Mostly NOx-Limited 
(afternoon) 
NOx-Limited Observation-based model 






4.4.1 North America 
From 2005 to 2015, NOx sensitivity increased over populated regions of North America 
(Figures 8 and 9). Previous studies have shown that NO2 levels decreased by 25% to 55% over the 
continental U.S.A. over the past decade, resulting from the implementation of nationwide emission 
controls (Lamsal et al. 2015; Schneider et al. 2015; Tong et al. 2015; Duncan et al. 2016). De 
Smedt et al. (2015) note a decreasing trend of HCHO (-10% to -2%) over the eastern U.S.A. and 
California from 2005 to 2014, but the magnitude is much less significant than NO2, as the main 
source of HCHO from biogenic emissions fluctuates with meteorology (Guenther et al. 2006; 
Millet et al. 2008). The NOx-limited regime dominates over the northeast U.S.A. in both May 2005 
and 2015. The FNROMI_BS_L3 indicates New York City was in NOx-saturated regime in May 2005, 
but shifted to NOx-limited by 2015. The NOx-limited regime occurred from June to August in NYC 
in 2005, and the length of the NOx-limited regime increased from three months in 2005 to five 
months in 2015 (Figure 4.8). The average length of the NOx-limited regime in 2005 to 2009 is 3.2 
months, and increases to 4.2 months for the 2011 to 2015 period. The length of the NOx-saturated 
regime has decreased from eight months in 2005 to five months in 2015. The five-year average 
length of the NOx-saturated regime has decreased from 7.4 (2005 to 2009) to 6.0 months (2011 to 
2015). Over Chicago, FNROMI_BS_L3 varies inter-annually but increases by 0.10 per year from 2005 
to 2015, extending the average length of NOx-limited regime from 3.0 months between 2005 to 
2009 to 4.8 months between 2011 and 2015, and narrowing the NOx-saturated regime from 7.2 to 
5.2 months. Jing et al. (2014) suggest O3 formation has shifted from NOx-limited to VOC-limited 
in 2008/2009, but such increasing VOC sensitivity is not observed from FNROMI_BS_L3. We also 





cities with pronounced emission reductions (Duncan et al. 2016), such as Philadelphia, Atlanta and 
Phoenix, while the O3 production regime remains NOx-limited in the warm season, we find an 
increasing trend of FNROMI_BS_L3 and consequently enhanced NOx sensitivity (not shown). The 
observed increasing NOx sensitivity over the U.S. cities implies that continued regional NOx 
emission control programs should be effective for surface O3 mitigation, as shown in modeling 
studies (Frost et al. 2006; Song et al. 2010).  
 
Figure 4.8 Ozone production regimes over Northeast US in May 2005 and 2015 (top), and time series of 
OMI-derived FNR along with the regime threshold values (pink shading) in New York City. The regime 
classification uses the ratio of monthly average OMI Level-3 BIRA HCHO to Level-3 NASA SP NO2. 
Solid lines indicate the warm season (May to September) and the dashed lines indicate the cold season 
(October to April). The transition regime threshold values are adjusted based on the column-to-surface 
relationships (Chapter 4.3.2), and the model-satellite difference (Chapter 4.3.3). The observed FNR are 
monthly average OMI Level-3 BIRA HCHO to Level-3 NASA SP NO2 for the grid cells fully covering 





using Equation 4.3. The blue line shows the linear regression trend. Areas with average observed 
tropospheric NO2 column densities < 2.5 × 1015 molecules/cm2 are masked. 
 
Figure 4.9 Same as Figure 4.8 but for Great Lake Region and Chicago.  
4.4.2 Europe 
Similar to U.S. cities, surface O3 production is becoming more sensitive to NOx (NOx-
limited) over Europe in response to decreasing NOx emissions. Satellite-derived NO2 products also 
show significant decreasing trends of -50% to -3% over Europe and Russia, driven by a 
combination of environmental policy and reduced economic activity during recessions 
(Castellanos and Boersma, 2012; Duncan et al. 2016). No significant HCHO trend occurs over 
Europe (De Smedt et al. 2015). We find that transitional and NOx-saturated regimes were dominant 





NOx-limited regime in northern England, Germany and France in 2015 (Figure 4.10). Overall, an 
increasing trend of FNROMI_BS_L3 occurs over London, extending the average length of the NOx-
limited regime from 1.4 months between 2005 and 2009 to 2.4 months between 2011 and 2015. 
The five-year average length of Surface O3 production in London was sensitive to VOC emissions 
most of the year between 2005 and 2014 except for July 2009 when FNROMI_BS_L3 reached the 
NOx-limited regime. We find a sharp increase of FNROMI_BS_L3 in 2015, with surface O3 production 
NOx-limited in July and August. Amsterdam also shows an increasing trend of FNROMI_BS_L3 that 
peaks in 2012, and the length of NOx-limited regime has increased from 2.0 (2005 to 2009) to 2.8 
months (2011 to 2015). Note the average FNROMI_BS_L3 was relatively low in urban areas of Europe 
compared with cities in North America with similar of NOx emission levels. This may reflect low 
HCHO concentration in Europe due to lower biogenic emissions (De Smedt et al. 2015). As shown 
in Figure 4.10, monthly average FNROMI_BS_L3 over London and Amsterdam does not vary 
significantly with season from 2005 to 2015. This finding, however, does not necessarily indicate 
a weak seasonality of O3 sensitivity. fc_s varies with season by a factor of three over Europe (Figure 
4.6), which dampens the seasonal cycle of the column-based FNROMI_BS_L3. Also, OMI 
observations of HCHO and NO2 at high latitudes are subject to large uncertainties due to signal 
interference of unknown species (González Abad et al. 2015). Most wintertime observations were 






Figure 4.10 Same as Figure 4.8 but for Central Europe in July 2005 and 2015 (top), and time series in 
London (a) and Amsterdam (b). The letters mark the approximate location of London and Amsterdam. 
Missing values indicate no sufficient valid observations during the month.  
4.4.3 East Asia 
The trends in surface O3-NOx-VOC sensitivity are uneven and mixed over East Asia, where 
we find increasing NOx sensitivity over Japan and Korea, and an overall increasing VOC 
sensitivity over China (Figure 4.11). Changes in surface O3 sensitivity over China have been 





transitional regime occurs when 1<FNR<2. This study builds upon Jin and Holloway (2015) by 
incorporating the seasonality of column-to-surface relationships when defining the transitional 
regime. We find here that the transition to the NOx-limited regime in summer occurs at 
FNROMI_BS_L3 < 2, and the transition to the NOx-saturated regime occurs at FNROMI_BS_L3 < 1, 
leading to a larger spatial extent of the NOx-limited regime in summer and the NOx-saturated 
regime in winter compared to Jin and Holloway (2015).  Jin and Holloway (2015) show a spatial 
and temporal expansion of the NOx-saturated regime over East China, but the developed 
megacities, such as Beijing, Shanghai and Guangzhou, show an increasing NOx sensitivity due to 
NOx emission reduction. The duration of NOx-limited regime extended from one month in 2005 
to four months in 2015 over Beijing (Figure 4.11). The average length of the NOx-limited regime 
from 2005 to 2009 is 1.4 months, and increased to 2.2 months from 2011 to 2015. However, the 
length of NOx-saturated regime remains around 8 months throughout the entire period from 2005 
to 2015. FNROMI_BS_L3 increased sharply in the summer of 2008, reflecting emission controls 
during the Beijing Olympic Games (Wang et al. 2009). For other cities over the Northern China 
Plain such as Jinan (Figure 4.11(b)), O3 production regimes in May have become NOx-saturated 
since 2011. FNROMI_BS_L3 in Jinan decreased from 2005 to 2011, and remained stable since 2011, 
likely associated with nationwide NOx reductions from power plants (Liu et al. 2016). The length 
of NOx-saturated regime has increased from eight months between 2005 and 2009 to nine months 
between 2011 and 2015. The Pearl River Delta shows increasing NOx sensitivity due to successful 
NOx emission control; O3 sensitivity was in the transitional regime in May 2005, but shifted to the 
NOx-limited regime in 2015. Duncan et al. (2016) found large decreases of OMI NO2 levels over 





NOx sensitivity over Korea and Japan accordingly. Seoul and Tokyo were in the NOx-saturated 
regime in May 2005, and they both shifted to the transitional regime in 2015 (Figure 4.11). The 
value of FNROMI_BS_L3 was consistently below the upper boundary of transitional regime in Tokyo 
(Figure 4.11(c)) and Seoul (Figure 4.11(d)), where surface O3 production was either NOx-saturated 
or transitional except for July 2015 in Seoul and August 2015 in Tokyo. Duncan et al. (2016) 
suggest that effective domestic control strategies may have been negatively offset by increasing 
trans-boundary NOx emissions from China, resulting in a smaller positive trend in FNROMI_BS_L3 






Figure 4.11 Same as Figure 4.8 but for East Asia in May 2005 and 2015 (top), and time series in Beijing 
(a), Jinan (b), Seoul (c), and Tokyo (d). The letters mark the approximate location of the four cities.  
4.5 Conclusions 
We use OMI observations of NO2 and HCHO column densities, along with a global 
chemical transport model (GEOS-Chem) to examine the sensitivities of surface O3 pollution to 
NOx and VOC emissions over northern mid-latitude source regions. We use the GEOS-Chem 





We find that surface FNR in the model does indicate surface O3 sensitivity, and that regionally 
constant FNR thresholds can separate the NOx-limited and NOx-saturated conditions to at least 
90% confidence. FNR values marking the boundaries of the photochemical regimes are derived 
from the model, and thus depend on the mechanism used to represent photochemistry. Travis et al. 
(2016) suggest an overestimate of NOx emissions over the eastern U.S.A. Such an overestimate 
could lead to excessive tropospheric NO2 columns as well as an underestimate of d(O3)/dENOx, 
which may largely cancel out so that the threshold values would be less sensitive to this error. 
Erroneously high NO2 columns, however, could lead us to diagnose excessively low regime 
threshold values over NOx-saturated regions.  
Column FNR shows a lower regime classification accuracy, largely due to variations in 
column-to-surface relationships. The column-to-surface relationships for NO2 correlate strongly 
with PBLH, but weakly for HCHO. As a result, the column-to-surface relationship of FNR (fc_s) 
is inversely correlated with PBLH. Following the spatial and temporal variations of PBHL, fc_s 
shows pronounced seasonal cycles with maxima in winter and minima in summer, which act to 
dampen the spatial and temporal variation of surface O3 sensitivity. We adjust the regime threshold 
values for column-based FNR using the modeled fc_s. The derived column FNR thresholds marking 
the boundaries between ozone production regimes vary by a factor of 3 over North America and 
Europe. The modeled vertical profiles are also sensitive to the PBL scheme. Full PBL mixing 
scheme is implemented in GEOS-Chem. The full-mixing scheme in GEOS-Chem is likely to 
underestimate the vertical gradient of both NO2 and HCHO (Lin et al. 2010; Zhang et al. 2016).  
Even though modeled FNR can indicate surface O3 sensitivity to NOx vs. VOC precursors, 





combinations of two OMI HCHO products (BIRA, SAO) and OMI NO2 (DP, SP) products with 
GEOS-Chem simulations. The spatial and temporal correlation between the modeled and observed 
indicator ratios depends on the choice of NO2 product, while the mean bias depends on the choice 
of HCHO product. We note that wintertime satellite retrievals of HCHO incur large uncertainties 
due to diminished satellite sensitivity near the surface (De Smedt et al. 2015). Qualitatively, 
however, such uncertainties should not affect the conclusion that ozone production is NOx-
saturated in winter over regions heavily influenced by anthropogenic emissions, as noted in 
previous studies (Kleinman, 1991, 1994; Jacob et al. 1995). Satellite-derived O3 sensitivity 
generally agree with in situ observations performed in previous studies.  While the distinct 
behavior of indicator ratio over urban and rural environment cannot be fully resolved from the 
coarse resolution of global model, the finer resolution of OMI observation can explain the majority 
of the spatial and temporal variation of O3 sensitivity. Future work could assess the ability of the 
OMI indicator ratio to reveal urban fine-scale features with a higher resolution (e.g., regional) 
model.  
 Combining model-derived threshold values with a decadal record of satellite observations, 
we further investigate how O3 production sensitivity to precursors has changed over the 2005 to 
2015 period. We find a general increase in FNROMI over the urban areas of North America, Europe, 
South Korea and Japan from 2005 to 2015, driven by NOx emission reductions imposed over the 
past decade. The spring transition to a NOx-limited regime has shifted earlier in some megacities, 
and the NOx-limited regime has become dominant in summer. China shows an overall decrease in 
FNROMI except for the most developed areas such as Beijing, Shanghai and Pearl River Delta, 





an indicator of reactivity-weighed VOCs, but the yield and production of HCHO from isoprene is 
non-linearly dependent on the NOx level (Wolfe et al. 2016); this non-linearity implies that FNR 
may underestimate increases in NOx sensitivity as NOx emissions decline. 
Surface O3 sensitivity also varies throughout the day and from day to day. The suitability 
of the FNROMI for daily variation is still limited by the uncertainties associated with the OMI 
HCHO and NO2 retrievals. In addition, the spatial resolution of OMI may be too coarse to reveal 
VOC-limited chemistry in urban cores. Near-term advances in space-based observations of HCHO 
and NO2 from geostationary satellites as anticipated to occur over East Asia (Geostationary 
Environment Monitoring Spectrometer), Europe (Sentinel-4) and North America (Tropospheric 
Emissions: Monitoring of Pollution) (Lahoz et al. 2012), offer exciting opportunities to explore 
the potential for space-based FNR to diagnose ozone production regimes at finer spatial and 
temporal scales.  
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4.7 Appendix  
 
Figure A.4.1 Monthly average anthropogenic, natural and total NOx emissions over North America, Europe 







Figure A.4.2 Monthly average anthropogenic, isoprene and total VOC emissions over North America, 







Figure A.4.3  Modeled effective boundary layer height of NO2 (first column) and HCHO (second column), 
column-to-surface conversion factor of FNR (third column), versus planetary boundary layer height 
(PBLH) over North America (first row), Europe (second row) and East Asia (third row). Each point is the 
GEOS-Chem daily one-hour average from 1 to 2 PM. The black lines are the best-fit linear regression (left 








Figure A.4.4 Effective boundary layer height of HCHO (top), NO2 (middle), and column-to-surface 
conversion factor (fc_s) of FNR (bottom) over North America (NA, left), Europe (EU, middle) and East Asia 







Figure A.4.5  Seasonal cycle of effective boundary layer height of NO2 (red solid line) and HCHO (blue 
solid line), along with planetary boundary layer height (black solid line) over: a) North America, b) Europe, 
and c) East Asia averaged from daily GEOS-Chem base-case simulation data averaged around OMI 
overpass time (1 to 2 PM LST) for polluted areas (modeled tropospheric NO2 column density higher than 
2.5 × 1015 molecules/cm2) from 2005 to 2012. The red dash line is the seasonal cycle of effective boundary 
layer height of NO2 in a perturbation simulation that turns off global lightning NOx emissions. The dashed 
error bars are 1σ standard deviation representing spatial variations. 
 
Figure A.4.6 Inter-annual variability of the column-to-surface conversion factors of FNR over North 
America, Europe and East Asia averaged from daily GEOS-Chem data for polluted areas (modeled 







































Figure A.4.7 Maps of the correlation coefficient (R), mean bias (MB, %) and ozone production regime 
agreement (%) between modeled and OMI observed SS FNR over the polluted regions of North America, 
Europe and East Asia. The calculation is based on the seven-day average from 2005 to 2012. The 

























Figure A.4.11 Monthly average HCHO (blue line), NO2 (red line) and FNR (black line) over a pixel located 








Figure A.4.12 Time series of the data coverage of Level-3 OMI HCHO (BIRA) and NO2 (SP) for each 















Figure A.4.13 Time series of OMI-derived FNR along with the regime threshold values (pink shading) 
using re-sampled data so that the data coverage for given month is set as the minimum data coverage from 














Figure A.4.14 Time series of OMI-derived FNR along with the regime threshold values (pink shading) 






Table A.4.1 Inter-comparison statistics of OMI HCHO and NO2 compared with GEOS-Chem modeled 
value. Mean bias is the averaged difference between OMI observed minus model retrievals.  
    North America Europe East Asia 
    MB 
(%) 
R MB (%) R MB (%) R 
WNO2 GC vs. SP -3.1 0.73 3.1 0.68 12.9 0.81 
GC vs. DP -9.2 0.70 5.6 0.65 1.1 0.79 
WHCHO GC vs. SAO -35.8 0.78 -14.4 0.12 -17.4 0.65 
GC vs. BIRA 1.4 0.73 17.7 0.35 29.1 0.61 
NO2 
AMF 
GC vs. SP -10.4 0.74 -12.7 0.76 -8.0 0.77 
GC vs. DP -9.2 0.79 -7.8 0.74 -2.1 0.63 
SP vs. DP -3.5 0.69 1.5 0.59 -3.8 0.66 
HCHO 
AMF 
GC vs. SAO -2.1 0.95 -1.0 0.95 -2.8 0.89 
GC vs. BIRA 14.1 0.84 11.6 0.76 13.6 0.78 








Chapter 5: Inferring changes in summertime surface ozone-NOx-
VOC chemistry over U.S. urban areas from two decades of satellite 
and ground-based observations 
[This chapter is published as Jin, X., Fiore, A. M., Boersma, K., De Smedt, I., Valin, L. Inferring 
changes in summertime surface ozone-NOx-VOC chemistry over U.S. urban areas from two 
decades of satellite and ground-based observations (2020). Environmental Science & Technology, 
54(11), 6518 – 6529. doi:10.1021/acs.est.9b07785]  
5.1 Introduction 
Human exposure to ground-level ozone (O3) is associated with increased risk of 
cardiovascular and respiratory diseases, and has been linked to 250,000 O3-related premature 
deaths in 2015 globally (Jerrett et al. 2009), and 11,700 deaths over the United States (U.S.) (Cohen 
et al. 2017). In the troposphere, O3 is produced from photochemical reactions involving its 
precursors: nitrogen oxides (NOx: NO + NO2) and volatile organic compounds (VOCs). It is well 
established that O3 formation throughout much of the troposphere is largely controlled by the 
availability of NOx, but in regions with high NOx emissions, such as metropolitan areas, O3 
formation can be VOC-limited or in transition between these regimes (Kleinman 1994; Sillman, 
Logan, and Wofsy 1990). Identifying the most effective emissions control strategy to lower the O3 
exposure of a densely populated metropolitan area requires knowledge of the local O3 formation 
chemistry. 
While current satellite-based spectrometers do not retrieve ground-level O3 abundances, 





namely nitrogen dioxide (NO2) for NOx (Martin et al. 2003; Lamsal et al. 2014; Lamsal et al. 2015), 
and formaldehyde (HCHO) for VOC (Palmer et al. 2002; Fu et al. 2007; Millet et al. 2008; Marais 
et al. 2012; Zhu et al. 2014; Shen et al. 2019) for over two decades. In theory, the ratio of HCHO 
to NO2 (HCHO/NO2) reflects the relative availability of NOx and total organic reactivity to 
hydroxyl radicals (Sillman 1995; Tonnesen and Dennis 2000). We build here upon earlier work 
proposing this satellite-based HCHO/NO2 serves as an indicator of O3 sensitivity to its NOx versus 
VOC precursors (Martin, Fiore, and Donkelaar 2004; Duncan et al. 2010; Jin and Holloway 2015; 
Jin et al. 2017). All of these prior studies use theory as represented in models to link column-based 
HCHO/NO2 with surface O3 sensitivity. Models, however, can be biased (Brown-Steiner, Hess, 
and Lin 2015), and airborne measurements suggest large uncertainty in the HCHO/NO2 threshold 
values between O3 production regimes (Schroeder et al. 2017). Also, modeled and satellite 
retrieved HCHO and NO2 often disagree (Jin et al. 2017; Silvern et al. 2019; Wang et al. 2014), 
and the difference varies by satellite retrievals (Jin et al. 2017; L Zhu et al. 2016). To overcome 
these limitations, we derive the threshold values marking transitions in O3 formation regimes 
entirely from observations by directly connecting space-based HCHO/NO2 with ground-based 
measurements of O3.   
Over the U.S., nationwide anthropogenic NOx emissions are estimated to have declined by 
31% from 1997 to 2016 (EPA 2018). Correspondingly, satellite-retrieved NO2 tropospheric 
columns are declining (Lamsal et al. 2015; Duncan et al. 2016; Georgoulias et al. 2019), although 
relating NO2 columns directly to NOx emissions requires accounting for lifetime changes 
(Laughner and Cohen 2019), and accurate partitioning between anthropogenic versus background 





emissions, observed O3 trends are heterogeneous in space and time: decreasing in summer over 
less urbanized areas, and increasing in winter, night and urban cores, due to the non-linear 
relationship between O3 production and NOx (Simon et al. 2015, Chang et al. 2017; Yan, Lin, and 
He 2018; Blanchard et al. 2019). As NOx emissions continue to decline, O3 formation over VOC-
limited urban areas is transitioning towards the NOx-limited regime (Jin et al. 2017; Henneman et 
al. 2017; Blanchard and Hidy 2018; He et al. 2020), but the observed long-term O3 trends may 
also reflect changes in VOC reactivity (Pusede et al. 2014), as well as meteorology (Rasmussen et 
al. 2013). U.S. anthropogenic VOC emissions from vehicles and industry are estimated to have 
declined by 22% from 1997 to 2016 (EPA 2018), while volatile chemical product emissions may 
be growing (McDonald et al. 2018). Regionally, summertime U.S. VOC emissions are dominated 
by biogenic sources, particularly highly reactive isoprene, that vary with meteorology and 
vegetation density (Guenther et al. 2012).  
A key policy-relevant metric is the turning point between VOC-limited and NOx-limited 
O3 formation regimes. It remains uncertain as to which (and whether) U.S. cities have reached this 
turning point, and how closely long-term changes in O3 follow transitions in O3 production regimes, 
particularly in light of the strong sensitivity of O3 to meteorological variability (Vukovich 1995; 
Pierce et al. 2010). Previous studies used observations of HCHO/NO2 from single satellite 
instrument, such as Ozone Monitoring Instrument (OMI), which dates back to 2005 (Jin and 
Holloway 2015; Jin et al. 2017; Duncan et al. 2016). The newly developed, consistently retrieved 
multi-satellite HCHO and NO2 products, available from the EU FP7-project Quality Assurance for 
Essential Climate Variables (QA4ECV), offers a new opportunity to extend the record back by a 





et al. 2017; De Smedt, et al. 2017; Zara et al. 2018). We first assess if space-based HCHO/NO2 
captures the non-linearity of O3 chemistry by matching daily OMI observation with ground-based 
O3 measurements over polluted areas. We find a robust relationship between space-based 
HCHO/NO2 and the O3 response patterns that is qualitatively similar but quantitatively distinct 
across cities. Next, we link the long-term changes in the harmonized multi-satellite HCHO/NO2 to 
changes in urban-rural O3 gradients and the O3 weekend effect from 1996 to 2016. We show that 
this multi-satellite HCHO/NO2 complements ground-based networks by providing insights into 
spatial heterogeneity and long-term evolution of O3 formation regimes, which could be valuable 
for future applications over regions lacking dense ground-based monitors.    
5.2 Materials and methods 
5.2.1 Multi-satellite Observations of O3 Precursors 
We use 21-year (1996 - 2016) multi-satellite products of tropospheric NO2 (WNO2) and 
HCHO (WHCHO) vertical columns developed under the QA4ECV project that retrieves products 
consistently from three satellite instruments: Global Ozone Monitoring Experiment (GOME), 
SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY (SCIAMACHY) 
and OMI (Boersma et al. 2017b; De Smedt, et al. 2017; Boersma et al. 2017a; 2017c; Lorente et 
al. 2017; De Smedt, Theys, et al. 2017; Zara et al. 2018). The nadir resolution is 24 × 13 km2 for 
OMI, 60 × 30 km2 for SCIAMACHY and 320 × 40 km2 for GOME. The overpass time is around 
1:30 PM local time for OMI, 10:00 AM for SCIAMACHY and 10:30 AM for GOME. The a priori 
vertical profiles used for QA4ECV products are obtained from the same chemical transport model 
(TM5-MP) (Williams et al. 2017), which are better suited for analyzing space-based HCHO/NO2 





in the Supplement (A.5.1). We select daily Level-2 observations with: (1) no processing error; (2) 
less than 10% snow or ice coverage; (3) solar zenith angle less than 80˚ for NO2, and 70˚ for 
HCHO; (4) cloud radiance fractions < 0.5. For OMI, we exclude the first and last five rows, which 
contain large pixels retrieved on the swath edges, and select the rows 5 to 23, which are unaffected 
by row anomalies throughout the study period 
(https://projects.knmi.nl/omi/research/product/rowanomaly-background.php). We grid Level-2 
swaths by calculating area weighted averages (A.5.2).   
5.2.2 Seasonal Harmonization of GOME, SCIAMACHY and OMI 
To study the long-term changes in HCHO, NO2 and HCHO/NO2 (Figures 5.2 to 5.4), we 
construct seasonal average WHCHO and WNO2 from the three satellites by calculating the area-
weighted averages from 1996 to 2016. The long-term satellite records are based on OMI 
observations for the years after 2005, the harmonized SCIAMACHY observations for 2002 – 2004, 
and harmonized GOME observations before 2002. Even with the consistent algorithms for 
retrieving NO2 and HCHO under the QA4ECV project, multi-satellite retrievals still need to be 
harmonized to account for differences in horizontal resolution, overpass time, and any instrumental 
offsets. We adjust SCIAMACHY and GOME HCHO and NO2 data with reference to OMI, because 
OMI has the finest spatial resolution, and the satellites are best able to capture chemical conditions 
controlling O3 production during the OMI afternoon overpass, when mixing depths and O3 
production rates are closest to their daily maxima. We first adjust SCIAMACHY WNO2 by 
decomposing the instrumental differences between SCIAMACHY and OMI into two factors: 1) 
those associated with different overpass timing or instrumental offsets, which we estimate as the 





coarse resolution at which we assume the difference is independent of the instrumental resolution 
(∆ΩNO2_Coarse999999999999999, Figure A.5.1); 2) those caused by resolution (RCNO2, Figure A.5.2), which we 
estimate as the relative change in OMI WNO2 at a fine-resolution (0.125˚× 0.125˚ ) versus a coarse-
resolution (2˚ × 0.5˚) grid that is close to the nadir resolution of GOME (RCNO2_OMI, Section 5.6.3). 
While previous studies assumed constant resolution correction factors (Georgoulias et al. 2019; 
Geddes et al. 2016), we find that RCNO2 varies with time, especially over urban areas, and the 
spatial gradients in WNO2 are larger earlier in the record when WNO2 is higher earlier in the record 
(Figure A.5.3). Assuming a time-invariant RCNO2 may thus underestimate the steepness of spatial 
gradients at high WNO2. We apply the relative temporal variability estimated from RCNO2_SCIA to 
the long-term summertime average RCNO2_OMI (𝑅𝐶NO2_OMI999999999999). RCNO2_OMI and RCNO2_SCIA correlate 
well in time (Figure A.5.4), though their absolute values differ. Combining these factors, the 
adjusted SCIAMACHY WNO2 (ΩNO2_adj) at year yr season m (we focus on summer, June-July-
August) and grid cell x is estimated as follows:  
ΩNO2_adjó𝑥:, 𝑦𝑟,𝑚ö = 	 (ΩNO2_coarse(𝑥W, 𝑦𝑟,𝑚) + ∆ΩNO2_Coarse999999999999999(𝑥W,𝑚)) × 𝑅𝐶NO2ó𝑥:, 𝑥W, 𝑦𝑟,𝑚ö          (5.1) 
where ∆ΩNO2_Coarse999999999999999(𝑥W,𝑚) is the difference between OMI WNO2 and SCIAMACHY WNO2 




	∑ (ΩNO2_OMI_coarse(𝑥W, 𝑦𝑟,𝑚) − ΩNO2_SCIA_coarse(𝑥W, 𝑦𝑟,𝑚))
H>B)^CC
H>B)^^   (5.2) 
𝑅𝐶NO2ó𝑥:, 𝑥W, 𝑦𝑟,𝑚ö is the resolution correction factor where xf  is the grid cell at fine 
resolution, and  xc is the coarse grid cell where xf  falls.  
         𝑅𝐶NO2ó𝑥:, 𝑥W, 𝑦𝑟,𝑚ö = 𝑅𝐶NO2_OMI999999999999(𝑥:, 𝑥W,𝑚) ×
KwNO2_SCIA(tù,tú,H>,û)
KwNO2_SCIA(tù,tú,û)9999999999999999999999999999











H>B)^^                                     (5.4) 
                                      𝑅𝐶NO2_SCIAó𝑥:, 𝑥W, 𝑦𝑟,𝑚ö =
áNO2_SCIA_fine(tù,H>,û)
áNO2_SCIA_coarse(tú,H>,û)
                                           (5.5) 
                              𝑅𝐶NO2_SCIA9999999999999ó𝑥:, 𝑥W,𝑚ö =
C
y
	∑ 𝑅𝐶NO2_SCIAó𝑥:, 𝑥W, 𝑦𝑟,𝑚ö
HB)^C)
HB)^^)                                   (5.6) 
To harmonize GOME WNO2, we apply the same correction factors that we applied to 
SCIAMACHY except that the temporal variability in RCNO2 is driven by the variability in RCNO2 
of GOME. We do not adjust for any systematic differences between GOME and SCIAMACHY at 
coarse resolution, because the overpass time is close, and the overlap period (August 2002 to June 
2003) does not cover an entire summer.  
We similarly decompose the instrumental differences in WHCHO to differences caused by 
resolution (RCHCHO_OMI) versus overpass time (∆WHCHO_Coarse). We find that RCHCHO_OMI is much 
smaller than ∆WHCHO_Coarse, and the spatial pattern of RCHCHO_OMI tends to be noisy (Figure A.5.5). 
We find little resolution dependence of the difference between OMI WHCHO and SCIAMACHY 
WHCHO, likely due to widespread summertime isoprene emissions, the dominant summertime 
precursor to HCHO over the U.S., as well as HCHO produced during oxidation of longer-lived 
VOCs (Palmer et al. 2006). Therefore, we do not apply a resolution correction to SCIAMACHY 
WHCHO or GOME WHCHO. We calculate the climatology of the systematic difference (∆ΩHCHO9999999999) 
between OMI WHCHO and SCIAMACHY WHCHO at 0.25˚× 0.25˚ resolution, and adjust WHCHO 
(ΩHCHO_adj ) by applying these differences to the original SCIAMACHY and GOME WHCHO 









	∑ (ΩHCHO_OMI(𝑥, 𝑦𝑟,𝑚) − ΩHCHO_SCIA(𝑥, 𝑦𝑟,𝑚))
H>B)^CC
H>B)^^                (5.8) 
The systematic difference is mainly attributed to the diel cycle in HCHO (Zhu et al. 2017). 
As we adjust the morning retrieval of HCHO with respect to the afternoon retrieval, upward 
adjustment is expected due to the diel cycle in temperature, which controls biogenic VOC 
emissions, and in OH, which controls HCHO production from its parent VOCs (Figure A.5.5) 
(Guenther et al. 2012; Duncan et al. 2009). 
5.2.3 Connecting Satellite HCHO/NO2 with Ground-based O3 observations 
We use observations of hourly O3 from the U.S. Air Quality System (AQS) from 1996 to 
2016. We first aggregate daily OMI data (used in Figure 5.1) by sampling the gridded daily OMI 
WHCHO and WNO2 coincident with ground-based observations of O3 at 0.125˚×0.125˚ resolution. 
Retrievals from SCIAMACHY and GOME are not used for daily analysis because harmonization 
at the daily time scale is unrealistic. We average hourly O3 measurements at 1 PM and 2 PM local 
time to match the OMI overpass time. We first select 1,221 O3 monitors located in polluted regions, 
defined as summertime 2005-2016 average OMI WNO2 > 1.5×1015 molecules/cm2. OMI retrieved 
WNO2 and WHCHO are sampled daily over AQS O3 sites for the warm season (May to October) from 
2005 to 2016, yielding over 700,000 paired observations, and we calculate the probability of O3 
exceeding 70 ppb from this dataset. Next, we focus on seven metropolitan areas to evaluate the 
satellite-based HCHO/NO2 and study the long-term evolution of O3 production regimes from 1996 
to 2016, as the resolution of the harmonized satellite products (~ 10 km) is more suitable for 
studying cities spanning larger areas. We first select Los Angeles, New York, Chicago, the three 





Pittsburgh, Atlanta and Houston, where long-term ground-based observations of O3 and NOx are 
available, and which also cover different U.S. climate regions. To assess if satellite HCHO/NO2 
captures the long-term changes in O3 production regimes, we include ground-based measurements 
of O3 from 1996 to 2016 in each of the seven cities and their surrounding rural areas, from which 
we analyze the changes in urban-rural O3 gradient, and the weekday-to-weekend differences 
defined as weekend (Saturday-Sunday) O3 - weekday (Tuesday-Friday) O3.  
5.3 Results and Discussion 
5.3.1 Nonlinear O3 Chemistry Captured by Satellite-based HCHO/NO2 
We first evaluate if satellite-based HCHO/NO2 can capture the well-established non-
linearities in O3 chemistry. Pusede et al. (2012) proposed a conceptual framework that uses the 
observed O3 exceedance probability to interpret the non-linear dependence of O3 production on 
precursor emissions. This framework assumes stagnant meteorology so that measured O3 is 
sensitive to its local chemical production, and the local changes in chemical or depositional loss 
are insignificant on average. We follow this approach by calculating the probability that surface 
O3 exceeds 70 ppbv (high-O3 probability) at OMI overpass, given the OMI WNO2 and WHCHO 
(Figure 5.1a). Figure 5.1a, derived solely from observations, resembles O3 isopleths that are 
typically generated with analytical models (Sillman, Logan, and Wofsy 1990; Pusede, Steiner, and 
Cohen 2015). Consistent with O3 isopleths, three regimes can be roughly identified from Figure 
5.1a: (1) high WNO2 and low WHCHO, where high O3 events become more likely at lower NOx, 
indicating NOx-saturated (or VOC-limited) chemistry; (2) low WNO2 and relatively high WHCHO, 
where the probability of high O3 events increases with WNO2, indicating NOx-limited chemistry; 





both WNO2 and WHCHO. While Figure 5.1a resembles this overall O3-NOx-VOC chemistry, the high 
O3 probabilities span a broad range, with an uncertain, blurry transition between NOx-limited and 
VOC-limited regimes. The lack of sharp transitions between O3 production regimes in Figure 5.1a 
likely reflects the influence from other factors such as varying meteorology, chemical and 
depositional loss of O3, noisy satellite retrievals, the spatial mismatch between the area satellite 
observations and the point measurements of surface O3, and in some cases, small sample size that 
lacks statistical power to calculate high-O3 probability. Despite these uncertainties, Figure 5.1a 
qualitatively illustrates the non-linear relationship between the occurrence probability of high-O3 
events and the HCHO and NO2 proxies for precursor VOC and NOx, respectively.   
Having established this qualitative approach, we next derive quantitative relationships by 
calculating high-O3 probabilities at given OMI HCHO/NO2 and examining their statistical 
relationship across different U.S. cities. We investigate three possible empirical relationships by 
applying moving average, second-order polynomial and third-order polynomial models to 
observations over seven U.S. cities (Figure A.5.6). The third-order polynomial model is used to 
derive the maximum high-O3 probability (the peak of the curve in Figure 5.1b), because it best fits 
data, with the smallest uncertainty (estimated with statistical bootstrapping, Figure A.5.6) and 
higher correlation coefficient (R) than second-order model. Assuming that the peak of the curve 
marks the transition from VOC-limited to NOx-limited regime,(Pusede and Cohen 2012) we define 
the transitional regime as the range of HCHO/NO2 spanning the top 10% of the high-O3 probability 
distribution. 
Aggregating over all available observations used in Figure 5.1a, we find that the high-O3 





hereafter as [3.2, 4.1]. Evaluating the relationship for the seven cities individually, we find robust 
non-linear relationships between the high-O3 probability and OMI HCHO/NO2, despite differences 
in the overall high-O3 probability, which reflect other factors such as emissions, meteorology, and 
transport. The HCHO/NO2 marking the regime transition varies slightly among these cities, which 
is highest for LA (4.5 [4.1, 5.0]), and lowest for Houston (3.0 [2.6, 3.5]). We evaluate the 
uncertainty in the derived peaks using statistical bootstrapping by iteratively applying the model 
to 50 randomly selected subsets of the data. We define the uncertainty as two standard deviation 
(2σ or 95% confidence interval) the derived maxima. The uncertainty is generally within 2 except 
for Atlanta (2σ = 2.8) and Houston (2σ = 2.4), where the fitted curve is relatively flat. Separating 
the observations into two periods (before and after 2009), the derived thresholds are slightly higher 
in the later period, which may reflect more high HCHO/NO2 values in the recent period, which 
drive the curve to move towards a higher turning point, but the uncertainty also increases as we 
halve the number of observations (Figure A.5.7).  
The HCHO/NO2 thresholds derived in Figure 5.1b are higher than previously reported 
model-based values (Martin, Fiore, and Donkelaar 2004; Duncan et al. 2010; Jin et al. 2017), 
implying that at the same HCHO/NO2, our observation-based approach suggests O3 production is 
more VOC-limited. The difference originates from the distinct approaches used to link 
HCHO/NO2 with O3 production regimes. Previous modeling studies derive the threshold by 
simulating the response of surface O3 to an overall reduction in NOx or NMVOC emissions with 
coarse resolution models, which best capture regional as opposed to local O3-NOx-VOC sensitivity 
(Martin, Fiore, and Donkelaar 2004; Jin et al. 2017). Our thresholds derived with in situ 





titration over urban areas. Schroeder et al. (2017) also found VOC-limited chemistry occurring at 
high HCHO/NO2 (1.3 ~ 5.0) in their analysis of column HCHO/NO2 from aircraft measurements.  
 
 
Figure 5.1 (a) Probability of O3 exceeding 70 ppbv (high-O3 probability) as a function of OMI WNO2 and 
WHCHO. All ground-based hourly O3 observations (averaged at 1 PM and 2 PM local time) in the warm 
season (May to October) from 2005 to 2016 are first aggregated based on corresponding daily OMI WNO2 
and WHCHO (interval: 0.5 ´ 1015 molecules/cm2). We only include sites over polluted regions (defined as 
long-term average OMI WNO2 > 1.5×1015 molecules/cm2). The probability is the number of observations 
with O3 higher than 70 ppbv divided by the total number of observations at given OMI WNO2 and WHCHO. 
The black lines delineate OMI HCHO/NO2 values of 2 and 4. (b) Probability of O3 exceeding 70 ppbv as a 
function of OMI HCHO/NO2 for all selected sites (black) and seven cities individually. High-O3 probability 
is calculated by first matching hourly O3 observations with daily OMI HCHO/NO2, dividing these paired 
observations to 100 (200 for black dots) bins based on OMI HCHO/NO2, and then calculating the high-O3 
probability (y axis) for each OMI HCHO/NO2 bin (x axis, labeled as a dot). The solid lines are fitted third 
order polynomial curves, and the shading indicates 95% confidence intervals. The vertical lines indicate 
the maximum of the fitted curve (labeled in the legend), and the vertical shading represents the range over 
the top 10% of the fitted curve (regime transition). The uncertainty is two standard deviation (2σ or 95% 
confidence interval) of the derived peaks using statistical bootstrapping by iteratively running the model on 
50 randomly selected subsets of 30 data pairs. 
5.3.2 Declining NO2 Over Time  
Figure 5.2a shows summertime average WNO2 over seven metropolitan areas in 1996 – 2000 
versus 2013 – 2016 produced from the harmonized multi-satellite data. NO2 is concentrated over 





reveals spatial gradients not detected directly with the coarse resolution of GOME (Figure A.5.8). 
We find the largest urban-rural gradients in NYC and LA, where WNO2 varies by a factor of ten 
within their core-based statistical areas (CBSA, outlined in Figure 5.2). Satellite observations show 
large decreases in WNO2 over the past two decades, consistent with previous studies (Figure 5.2a) 
(Lok N Lamsal et al. 2015; Geddes et al. 2016; Foy, Lu, and Streets 2016). The mean WNO2 in each 
CBSA has decreased by 40% (Atlanta) to 56% (LA) in 2013 – 2016 relative to 1996 – 2000. We 
use ground-based measurements of NOx to evaluate the long-term changes of satellite-based WNO2, 
since our approach assumes WNO2 is a good indicator of ground-level NOx. Satellite-based WNO2 
captures the decrease of ground-level NOx over LA, Chicago, and Washington to within 5%, but 
underestimates the decrease over NYC, Pittsburgh, and Houston, while overestimates the 
decreases in Atlanta (Figure A.5.9). Both satellite-based WNO2 and ground-level NOx show the 
largest decline before 2004 over Pittsburgh, associated with emission controls on coal-fired power 
plants (Kim et al. 2006; Frost et al. 2006). Satellite-based WNO2 does not show decreases over NYC 
and Houston before 2000, but ground-based NOx suggests large decreases (Figure A.5.10). This 
discrepancy is likely due to the coarse resolution of GOME; while we have corrected the spatial 
patterns of GOME WNO2, the total WNO2 may still be biased low, due to the contributions from the 
nearby ocean where NO2 is low. Satellite-based WNO2 does capture the large decreases between 
2005 and 2012 in NYC and Houston (Figure A.5.10). Over LA, Chicago, Washington and Atlanta, 
both satellite and ground-based observations suggest the largest reductions occurred between 2005 
to 2012 (Figure A.5.10), when emission controls on power plants and stricter vehicle emission 
standards were implemented (Duncan et al. 2016; Russell, Valin, and Cohen 2012). The substantial 





Valin, and Cohen 2012). In the most recent period (2013 - 2016), satellite data show flattening 
trends in WNO2 in all seven cities (Figure A.5.10), possibly related to a slowdown of NOx emission 
reductions(Jiang et al. 2018), changes in NOx lifetime (Laughner and Cohen 2019), and the 
relatively larger influence of upper tropospheric NO2 as anthropogenic contributions declines 
(Silvern et al. 2019).   
 
Figure 5.2 Maps of summertime average: (a) satellite-based WNO2, (b) WHCHO and (c) HCHO/NO2 for seven 
cities (New York, Los Angeles, Chicago, Washington DC, Pittsburgh, Atlanta and Houston) in 1996 – 2000 
and 2013 - 2016. The white area in (c) indicates HCHO/NO2 above 6. The numbers show the mean and the 





red star shows the location with highest WNO2 in the CBSA. The red circles in the bottom two rows label the 
locations of three AQS sites where the highest O3 occurred in the region, and the color represents the 
summertime mean O3 (color bar inset in bottom right panel). Maps for 2001 – 2004, 2005 – 2008, and 2009 
– 2012 are shown in Figure A.5.11. 
5.3.3 Heterogeneous Trends of HCHO  
Figure 5.2b compares summertime multi-satellite WHCHO in 1996 – 2000 versus 2013 – 
2016. The spatial patterns of HCHO over the U.S. are largely driven by variations in biogenic 
VOCs, especially isoprene, which is mainly emitted from broadleaf trees, and is most abundant in 
the southeastern USA(Palmer et al. 2006). As expected, the mean WHCHO is highest over the 
southeastern city of Atlanta, followed by Washington and NYC. WHCHO shows strong inter-annual 
variability (Figure A.5.12), driven by inter-annual variability of meteorology, temperature in 
particular.(Duncan et al. 2009; Abbot et al. 2003) Over urban areas, satellite-based WHCHO 
decreased by 7% in LA, 4% in NYC, 3% in Pittsburgh, 4% in Atlanta and 3% in Houston in 2013 
– 2016 relative to 1996 – 2000 (Figure A.5.9), qualitatively consistent with the widespread 
reduction of anthropogenic VOC emissions (EPA 2018). Over surrounding rural areas, satellite-
based WHCHO decreased near LA, Washington, Atlanta, and Houston, but increased near New York, 
Chicago, and Pittsburgh. These changes in WHCHO correspond to estimated long-term changes in 
isoprene emissions (Figure A.5.13), which have previously been shown to be related to changes in 
vegetation coverage (Chen et al. 2018). In addition, NOx reductions could lead to lower the HCHO 
yield from isoprene oxidation (Wolfe et al. 2016; Souri et al. 2020), but the available observations 
are insufficient to conclusively determine the changes in HCHO yield. Overall, long-term changes 
in HCHO are driven by several factors (Zhu et al. 2017), such as anthropogenic and biogenic 
emissions, OH abundance, and HCHO yield dependence on NOx, which warrant further 





our study is that the overall changes in HCHO are much smaller than the NO2 changes over the 
last two decades (Figure 5.2). 
 
Figure 5.3 Satellite-based summertime WNO2 (blue dots), WHCHO (green dots), HCHO/NO2 (red dots) and 
summertime average O3 (bars) as a function of distance to the city center during 1996 – 2000 and 2013 – 
2016 for three cities: (a) Los Angeles, (b) New York, and (c) Chicago. City center is defined as the grid cell 
with highest summertime WNO2 within this region (labeled as red stars in Figure 5.2), which we find do not 
change over time in these cities (Figures 5.2 and A.5.11). The curves shown in the top row are a polynomial 
fit (third order for WNO2 and HCHO/NO2, second order for WHCHO) curves. The gray area indicates the regime 
transitions for HCHO/NO2, which is derived for each city individually as shown in Figure 5.1b. 
Summertime average O3 is calculated from hourly AQS observations at OMI overpass time (averaged at 1 
PM and 2 PM local time). AQS O3 sites are grouped by distance to the city center at 20 km intervals. 
5.3.4 Spatial Expansion of NOx-limited Regime Over Time  
As WNO2 decreased over time, while changes in WHCHO were relatively small, satellite-based 
HCHO/NO2 increased from 1996 - 2000 to 2013 - 2016, indicating a shrinking extent of NOx-
saturated O3 formation in urban areas (Figure 5.2c). Using the thresholds derived from Figure 5.1b 
to identify the O3 production regimes, NOx-saturated chemistry existed during summer in all cities 
during 1996 – 2000, with the largest areal extent in Pittsburgh. By 2013 – 2016, NOx-saturated 





limited regime suggests that NOx emission reductions are more effective today at reducing O3 
pollution, as confirmed from prior modeling (Henneman et al. 2017; He et al. 2020; Li, Wang, and 
Qu 2019) and ground-based observational studies (Blanchard and Hidy 2018; Pusede and Cohen 
2012). In recent years, as WNO2 remains at low levels, WHCHO plays a more important role in 
determining the spatial and temporal variability in HCHO/NO2. For example, the mean WHCHO 
over LA is 8.2 ´ 1015 molecules/cm2 in 2010, but increases to 15.2 ´ 1015 molecules/cm2 in 2011, 
leading to the mean O3 formation regime to shift from NOx-saturated to NOx-limited (Figure 
A.5.14). Also, Atlanta and Pittsburgh show similar WNO2 in 2013 – 2016, but WHCHO is 50% higher 
in Atlanta, leading to 76% higher HCHO/NO2 and thus more NOx-limited chemistry in Atlanta, 
consistent with the well-understood regional differences in summertime O3 sensitivity(Chameides 
et al. 1988; Lindsay, Richardson, and Chameides 1989). 
LA, NYC and Chicago are the three cities where we find strong urban-rural gradients in 
HCHO/NO2, where O3 production transitions from NOx-saturated at city centers towards a NOx-
limited regime over rural areas in both periods. Figure 5.3 shows summertime average satellite-
based NO2, HCHO and HCHO/NO2 as a function of the distance to the city center during 1996 – 
2000 and 2013 – 2016 over these three cities. Satellite observations detect large urban-rural 
gradients of NO2 in LA and NYC with 20 ́  1013 molecules/cm2/km in 1996 – 2000, which decrease 
to 8 ´ 1013 molecules/cm2/km in 2013 to 2016. The urban-rural gradient has decreased from 11 ´ 
1013 molecules/cm2/km to 3 ´ 1013 molecules/cm2/km in Chicago. We find a small enhancement 
of WHCHO in urban areas over NYC and LA of 2 to 3 ´ 1013 molecules/cm2/km, and negligible 
urban-rural difference of WHCHO in Chicago. The urban-rural gradient of OMI HCHO/NO2 is 





infer the regime transition occurred at 110 to 130 km away from the city center in LA, 80 to 120 
km in NYC, and 120 to 130 km in Chicago in 1996 - 2000. By 2013 - 2016, the locations of regime 
transition have moved closer to the city centers: 50 to 70 km for LA, 40 to 60 km for NYC and 30 
to 60 km for Chicago (Figure 5.3). 
5.3.5 Observed Response of Ground-level O3 to Regime Transitions  
Theoretically, O3 production regime transitions should correspond to the conditions at 
which O3 formation is most efficient (Pusede, Steiner, and Cohen 2015). As the regime transition 
moves closer to populated city centers, peak O3 production efficiency is expected to move towards 
the city center. We hypothesize that we should observe the highest O3 concentration where the 
transitional regime occurs, assuming that local changes in meteorology, chemical and depositional 
loss do not contribute strongly to the observed summertime mean urban-to-rural O3 gradients. We 
find that the ground-based sites measuring the highest summertime mean O3 in each region move 
towards the city centers over time, except for Atlanta and Houston, where the highest O3 is found 
near the city center in both periods (Figure 5.2c). We aggregate ground-based O3 sites based on 
their distance to the city center for LA, NYC and Chicago (Figure 5.3), where the VOC-limited 
regime still existed in 2013 – 2016. As expected, peak O3 has moved towards the city center from 
1996 – 2000 to 2013 – 2016 in LA and Chicago: from ~100 km to ~60 km in LA, from 120 km to 
20 km in Chicago. The locations of peak O3 are largely consistent with the locations of the regime 
transition identified by the satellite-based HCHO/NO2. In NYC, we find that O3 peaks ~140 km 
away in 1996 – 2000, which is consistent with the regime transition inferred from satellite-based 
HCHO/NO2. In 2013 – 2016, O3 shows peaks at 100 and 160 km, however, which may be due to 





consider the small region within 100 km, O3 peaks at 40 km away from the city center, more 
consistent with the regime transition inferred from satellite-based HCHO/NO2. 
Regionally, surface O3 in summer has decreased over the past two decades over the USA, 
especially over the eastern USA (Parrish et al. 2011; Simon et al. 2015; Lin et al. 2017; Chang et 
al. 2017). As expected, summertime mean O3 is smaller in 2013 – 2016 than 1996 – 2000 over the 
three megacities, but the reduction is larger over rural areas where O3 formation falls in the NOx-
limited regime (Figure 5.3). The faster decline in O3 over rural areas than urban areas has 
previously been demonstrated (Simon et al. 2015). In NYC and Chicago, we find an increase in 
O3 at the city center where O3 formation is NOx-saturated. In the NOx-saturated regime, NOx 
emission reductions decrease NOx titration, which increases O3 directly, and also increases OH 
available for VOC oxidation and subsequent O3 production. The spatial difference between 
maximum and minimum O3 narrows from 13 ppbv in 1996 - 2000 to 7 ppbv in 2013 – 2016 in 
NYC, and 10 ppbv to 2 ppbv in Chicago. In LA, O3 decreases in urban areas, which we attribute 
to decrease in anthropogenic VOC emissions (Pollack et al. 2013). The largest O3 decreases occur 
in the transitional regimes in LA, where reductions in both anthropogenic VOCs and NOx lower 
O3.  
5.3.6 Reversal of the O3 Weekend Effect 
The decrease of urban NOx emissions associated with road traffic on weekends provides 
an observation-based natural test for investigating O3 sensitivity to NOx emissions (Murphy et al. 
2007; Marr and Harley 2002); over urban areas where O3 formation is NOx-saturated, reduction of 
NOx emissions on weekends increases in O3 (referred to as the O3 weekend effect). Figure 5.4 





cities in five periods, and the corresponding in situ observed weekday-to-weekend difference in 
average summertime O3 (weekend ∆O3) within each metropolitan area. Here we only select days 
with high temperature (> median summertime average), as they are generally associated with high 
pressure, clearer skies and slower winds, conditions suitable for efficient O3 production (Pusede et 
al. 2014; Pusede, Steiner, and Cohen 2015). As O3 production becomes more sensitive to NOx, the 
weekend ∆O3 lessens and even reverses in some cities. The extent of the NOx-saturated regime is 
largest in LA, as suggested by the lowest average satellite HCHO/NO2 (Figure 5.4a). The O3 
weekend effect in LA persists from 1996 to 2016, but is smallest in the most recent period. During 
1996 – 2000, we find a positive weekend ∆O3 in 18 (11 with p < 0.1) out of 20 sites along southern 
California (Figure A.5.15), but only 11 out of 18 sites (5 with p < 0.1) during 2013 - 2016. The 
shrinking O3 weekend effect after 2000 in LA is reported in previous studies (Baidar et al. 2015; 
Wolff, Kahlbaum, and Heuss 2013). Chicago has the second lowest HCHO/NO2, and the weekend 
∆O3 changes from positive to negative in 2009 – 2012. Over Chicago, the O3 weekend effect is 
strongest during 2001 – 2004, when 32 out of 34 sites show positive weekend ∆O3, and diminishes 
to 10 out of 23 sites during 2013 – 2016 (Figure A.5.15). The reversal of O3 weekend effect occurs 
earlier in 2001 – 2004 over NYC, Pittsburgh, and Washington, though satellite HCHO/NO2 does 
not change much compared with 1996 – 2000. In Houston, we find the reversal of weekend ∆O3 
occurs around 2009 – 2012. In Houston, 17 out of 24 sites show positive weekend ∆O3 on 
weekends during 2001 – 2004, but they all changed sign during 2013 – 2016 (Figure A.5.15). In 
Atlanta, where O3 formation is most NOx-limited based on our metric, O3 concentration remains 
lower on weekends than weekdays at high temperature, but a reversal of the O3 weekend effect 





The observed long-term changes in the O3 weekend effect are overall consistent with the 
increasing sensitivity to NOx, as suggested by the increasing satellite-based HCHO/NO2 (Figure 
5.4a). We find that satellite-based HCHO/NO2 and weekend ∆O3 is moderately correlated (R = -
0.57, p < 0.001, Figure 5.4c). The regression line intercepts 0 at HCHO/NO2 = 3.4, which is close 
to the regime transition derived in Figure 5.1b. Using this satellite-based indicator to quantitatively 
predict the occurrence of O3 weekend effect in any particular city for a given time period, however, 
is subject to uncertainties. The definition of the O3 weekend effect we invoke here assumes that 
the only difference in O3 is directly attributable to changes in NOx emission. The observed O3 
differences, however, may also be influenced by variability in meteorology (Pierce et al. 2010; 
Forster and Solomon 2003). The early reversal of the O3 weekend effect in 2001 – 2004 over 
northeastern cities (NYC, Washington and Pittsburgh) is better explained by the overall colder 
temperature on weekends than weekdays over these three cities (Figure A.5.17). Pierce et al.(2010) 
suggest the long-term trend in the O3 weekend effect over the northeast USA is strongly influenced 
by the inter-annual variability in meteorology. We find larger fluctuations of the weekend ∆O3 at 
moderate temperatures in most cities except for LA (Figure A.5.16), which may be related to 
meteorological conditions that act to weaken urban-to-rural gradients through regional-scale O3 






Figure 5.4 (a) Satellite-based summertime average HCHO/NO2 in seven cities during five periods. 
(b)Weekday-to-weekend difference in average 1-2 pm summertime O3 (weekend ∆O3, mean O3 Saturday-
Sunday minus mean O3 Tuesday-Friday) within each city at high temperature (> median summer average 
temperature 1-2 pm) observed at AQS sites during five periods. Satellite-based HCHO/NO2 is sampled over 
ground-based AQS O3 sites. The error bars represent year-to-year variability in a given period. (c) Scatter 
plot between summertime average satellite-based HCHO/NO2 and the weekend ∆O3 with colors 
representing different cities and symbols representing different periods. The blue line is the fitted linear 
regression line with the 95% confidence interval shaded. 
5.4 Conclusion and future directions 
Our study is the first attempt to directly connect satellite-based HCHO/NO2 with ground-
based O3 observations. We show that space-based HCHO/NO2 captures the nonlinearities of O3-
NOx-VOC chemistry, and the detected spatial expansion of the NOx-limited regime is supported 
by ground-based observations. However, using satellite HCHO/NO2 to quantitatively diagnose the 
effectiveness of emission controls is subject to following uncertainties that warrant further 
investigation. First, theoretical studies that relate indicator ratio to O3-NOx-VOC sensitivity show 
variations among different locations, which are subject to uncertainties of deposition and 
interactions with aerosol (Sillman 1995; Sillman and He 2002). Second, satellite instruments 





degrade the ability of satellite-based column HCHO/NO2 to identify the near-surface O3 sensitivity 
(Jin et al. 2017; Schroeder et al. 2017). Third, we use an empirical observation-based approach to 
derive the thresholds making the transitions between chemical regimes, which are likely to be 
affected by not only biases in the satellite retrieval algorithms (Jin et al. 2017), but also by sampling 
size and biases of both ground-based and space-based observations. Fourth, the extent to which 
satellite-based WHCHO relates to local surface organic reactivity is unclear. Satellite-based WHCHO 
shows small decreasing trends over urban areas, and are mostly insensitive to observed decreases 
in anthropogenic VOCs (Pusede and Cohen 2012; Pollack et al. 2013), partially due to relatively 
small HCHO yields from some classes of anthropogenic VOCs (e.g. alkanes) (Miller et al. 2016). 
As HCHO is a weaker UV-Visible absorber than NO2, satellite retrieval of HCHO is more prone 
to errors (De Smedt et al. 2017), which may limit its ability to detect HCHO from local sources of 
anthropogenic VOCs. We find small enhancements of satellite WHCHO over urban areas, but the 
magnitudes of the enhancement are insensitive to resolution, suggesting satellite WHCHO is more 
indicative of the regional VOC reactivity, which is mainly influenced by biogenic isoprene 
emissions across much of the U.S.A. in summer (Chen et al. 2019). Finally, although the retrieval 
uncertainty associated with different instruments has largely been reduced in the QA4ECV 
products (Zara et al. 2018), our applications of satellite-based HCHO/NO2 are nonetheless limited 
to long-term averages or data aggregations sufficiently large sample sizes to reduce retrieval noise. 
It is challenging to use current satellite retrievals to observe short-term variability and detailed 
spatial patterns within urban cores. The new generation of satellites, including the newly launched 





TEMPO will offer an unprecedented view to characterize the near-surface O3 chemistry at finer 
spatial and temporal scales (Veefkind et al. 2012; Zoogman et al. 2017). 
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5.6 Appendix 
5.6.1 Satellite Retrieval of NO2 and HCHO 
We use multi-satellite products of daily tropospheric NO2 and HCHO vertical columns 
accessed from the QA4ECV project (http://www.qa4ecv.eu/ecvs). The Differential Optical 
Absorption Spectroscopy (DOAS) method has been applied to retrieve NO2 and HCHO column 
densities from spectral measurements at UV and visible wavelengths (Platt and Stutz 2008). The 
retrieval of tropospheric NO2 vertical column includes three steps (K Folkert Boersma et al. 2018): 
1) retrieval of the total slant column density along the optical path; 2) subtraction of the 
stratospheric NO2 slant column (assimilation in the TM5-MP model) from the total slant column 





density to vertical column density using air mass factors obtained from radiative transfer 
calculations that account for the viewing geometry, a priori vertical profiles of NO2, and the 
presence of clouds and surface properties (K Folkert Boersma et al. 2018; K F Boersma et al. 2011). 
The retrieval of HCHO vertical column also involves retrieving the slant column and calculating 
air mass factors (Smedt et al. 2018). Improved spectral fitting algorithms are applied to the retrieval 
of slant column densities of NO2 and HCHO, which has been shown to significantly reduce the 
errors of spectral fitting (Zara et al. 2018). To reduce the latitude-dependent biases, HCHO slant 
columns are first adjusted using a two-step normalization with reference to background columns 
in the remote Pacific Ocean, where methane oxidation is assumed to be the only source of HCHO 
(Smedt et al. 2018). The a priori vertical profiles used for HCHO and NO2 retrievals are obtained 
daily from TM5-MP chemical transport model simulations at 1°×1° degree resolution (Williams 
et al. 2017) 
 
5.6.2 Gridding of Satellite Products  
To grid satellite observations to a regular Cartesian grid, we calculate the area-weighted 
average:  
                                                     	Ωÿt,v =
∑ ∑ !=×á=z
	∑ ∑ !=z
                                                  (A.5.1) 
where Wi is the retrieved column density of each observation that overlaps with the grid 
cell x at a given temporal scale, and wi is the overlapping area. While the target grid is smaller than 
the footprint of satellite observation, since the locations of the daily observations shift, a finer 
spatial resolution can be achieved by averaging over multiple time periods (a.k.a. spatial over-






5.6.3 Choice of Resolution  
The choice of the coarse and fine horizontal resolution is subjective. To harmonize WNO2, 
we use 0.125˚× 0.125˚ as the fine resolution, which captures the spatial heterogeneity of NO2 
within urban areas (Duncan et al. 2016). After comparing the difference between OMI WNO2 and 
SCIAMACHY WNO2 at four different coarse resolutions, we selected 2 ˚ × 0.5˚ as the coarse 
resolution at which the difference is mostly systematic (Figure A.5.1). Furthermore, we do not 
observe any significant temporal trends in ∆WNO2_Coarse at 2˚ × 0.5˚, indicating that we can use the 
long-term climatology of ∆WNO2_Coarse to adjust SCIAMACHY WNO2 for the years with no OMI 
observations. 
5.6.4 Supplementary Figures  
 
Figure A.5.1 Difference between summertime average OMI WNO2 and SCIAMACHY WNO2 during the 
overlap period from 2005 to 2012 (∆ΩNO2_Coarse999999999999999(𝑥W,𝑚), Equation 5.2) at multiple resolutions: (a) 0.25˚× 








Figure A.5.2 Resolution correction factor for WNO2 (RCNO2) retrieved from (a) OMI, (b) SCIAMACHY, 
and (c) GOME. RCNO2 is estimated as the ratio of long-term summertime average WNO2 at a fine-resolution 
(0.125˚× 0.125˚) to that at a coarse resolution (2˚ × 0.5˚). We first grid satellite products to fine and coarse 
resolution grids by calculating area-weighted averages (Equation A.5.1).  
 
  
Figure A.5.3 Year-to-year variability in summertime RCNO2_OMI for five cities from 2005 to 2012. The error 






Figure A.5.4 Temporal correlation (Pearson correlation coefficient R) between RCNO2_OMI and RCNO2_SCIA 
during the overlap period. The temporal correlation is calculated monthly for June, July and August from 
2005 to 2012. White space indicates insufficient data to calculate R value.  
 
 
Figure A.5.5 (a) Resolution correction of OMI WHCHO (RCHCHO_OMI) factor, which is estimated as the ratio 
of the long-term summertime average WHCHO on a fine-resolution (0.25˚× 0.25˚) to that on a coarse-
resolution (2˚ × 0.5˚) grid. (b) Difference between summertime average OMI WHCHO and SCIAMACHY 







Figure A.5.6 Same as Figure 5.1b but plotted with individual panels for seven cities and all sites combined 
using three models: (1) moving average (black), (2) 2nd degree polynomial model (blue), and (3) 3rd degree 
polynomial model (orange). R is the Pearson correlation coefficient between predictor and predicted values.  
 
  







Figure A.5.8 Summertime WNO2 averaged from 1996 to 2000 over the continental U.S.A. produced from 







Figure A.5.9 (a) Relative changes (%) in summertime average satellite-based WNO2 and the ground-based 
NOx measurements in 1996 – 2000 versus 2013 - 2016 for seven cities. Satellite observations are sampled 
consistently over the locations with ground-based measurements of NOx. We only include sites with at least 
15 years observations available between 1996 and 2016. The underestimate of the relative change over 
Pittsburgh is caused by the low WNO2 in 1999, likely due to a retrieval issue. (b) Relative changes (%) in 
summertime average satellite-based WHCHO over urban versus non-urban areas in 1996 – 2000 versus 2013 
- 2016 for seven cities. The error bars indicate the spatial variation within each area. The separation of 
urban vs. non-urban areas is based on MODIS land cover type yearly Level-3 data in 2016 at 0.05˚ degree 







Figure A.5.10 Time series of summertime satellite-based WNO2 (first row) and ground-based NOx (second 
row) between 1996 to 2016 averaged for each Core-Based Statistical Area (CBSA). Satellite observations 
are sampled consistently over the locations with ground-based measurements of NOx. We only select sites 
with at least 15 years of observations available between 1996 and 2016. The error bars show the spatial 













Figure A.5.12. Time series of summertime satellite-based WHCHO between 1996 to 2016 averaged for each 




Figure A.5.13 Maps of relative change in summertime isoprene emissions between 1996 – 2000 and 2013 
– 2016. The isoprene emissions are generated with GEOS-Chem 12.3.0 using MEGAN2.1 driven by the 
MERRA2 meteorology at 0.5 ˚ × 0.625˚ resolution (Guenther et al. 2012; Gelaro et al. 2017). The data are 




Figure A.5.14 Time series of summertime satellite-based HCHO/NO2 between 1996 to 2016 averaged for 
each CBSA. The error bars show the spatial standard deviation across the region. The pink bars indicate 








Figure A.5.15 Weekday-to-weekend difference in AQS observed summertime average O3 (weekend ∆O3) 
in seven regions at high temperature (> median summer average temperature) during five periods 1996 – 
2000, 2001 – 2004, 2005 – 2008, 2009 – 2012, 2013 – 2016). Sites with p<0.1 are labeled with stars, 












Figure A.5.17 Same as Figure 5(b) but for moderate temperature (< median and higher than 18 ̊C). 
Weekday-to-weekend difference in average summertime temperature (weekend ∆temperature) in seven 
cities during five periods sampled over the ground-based sites. We use North American Regional 
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Chapter 6: Observing O3 precursors in wildfire plumes from space: 
the November 2018 California Camp Fire 
6.1 Introduction     
Biomass burning emissions affect global radiative forcing, the hydrological cycle and air 
quality (Liu, Goodrick, and Heilman 2014; Johnston et al. 2012). Wildfire activity increased in 
recent decades in the western United States (US) (Westerling et al. 2006). Climate change is 
expected to increase the frequency of fire-prone weather conditions(Abatzoglou and Williams 
2016). The annual burned area has increased by more than a factor of five over California from 
1972 to 2018, largely due to increasing atmospheric aridity caused by warming (Williams et al. 
2019).  In 2018, California set records for total area burned (676, 312 ha). The Camp Fire, which 
started on November 8, 2018 in Butte County, was the deadliest and most destructive fire in 
California history with 85 fatalities and 18,804 structures destroyed (California Department of 
Forestry and Fire Protection 2019a, 2019b). The Camp fire led to an unprecedented air quality 
crisis in San Francisco Bay Area and the Central Valley with widespread smoke for two weeks and 
the highest levels of PM2.5 ever recorded (BAAQMD, 2018). 
Biomass burning emits substantial amounts of nitrogen oxides (NOx = NO + NO2) and 
volatile organic compounds (VOCs), which react in the presence of sunlight to produce 
tropospheric ozone (O3), a secondary air pollutant with both health and climate implications 
(Myhre et al. 2013). The extent to which pyrogenic emissions of O3 affect ground-level O3 not 
only depends on the fire conditions (e.g. vegetation type, fire intensity, combustion efficiency, 
plume injection height), but also on the photochemical environment of the receptor regions (Singh 





increasing O3 exceedances over the Western U.S (Jaffe et al. 2013; Jaffe et al. 2008), but we 
generally lack ground-based observations to develop a quantitative understanding of the chemical 
evolution of individual fire episodes. Quantifying the contributions from wildfires to downwind 
atmospheric composition often relies on chemical transport models (CTM). However, model 
simulation of fire impacts on O3 chemistry is subject to uncertain emission factors, varying 
combustion efficiency, uncertain plume injection height, radiative and chemical effects of cloud 
and aerosol.  
Satellite observations provide multi-species and multi-year observations over the globe with 
improving resolution and accuracy with time. Satellite-based products such as fire radiative power 
(FRP) and burned area have been used in fire detection (Wiedinmyer et al. 2011; van der Werf et 
al. 2010), but estimates of compound-specific emissions factors are mostly based on field studies 
(Andreae 2019; Akagi et al. 2011). Unlike anthropogenic emissions (e.g., power plants) that are 
persistent and relatively static, the sporadic and transient nature of wildfires makes it difficult to 
identify their source and chemical evolution over wide spatial and temporal scales (Ichoku and 
Ellison 2014).  Studies have used satellite observation of tropospheric NO2 columns to constrain 
pyrogenic NOx emissions (Mebust et al. 2011; Tanimoto et al. 2015) and HCHO columns to 
constrain pyrogenic NMVOC emissions (Gonzi et al. 2011). In October 2017, the TROPOspheric 
Monitoring Instrument (TROPOMI) launched to space, which offers an unprecedented view to 
detect NOx and other related species (e.g. HCHO) at fine spatial and temporal resolution (Veefkind 
et al. 2012).  
While TROPOMI has shown enhanced capability to quantify emissions from power plants 





varying plumes from fires. The heavy aerosol loading (e.g. black carbon and brown carbon) from 
fires may interfere with signals received by satellite instruments (Lin et al. 2014; Bousserez 2014). 
Also, some NO2 in fire plumes forms nitric acid (HNO3) and other reservoir species, and the 
chemical processes governing the partitioning of reactive nitrogen within plumes are poorly 
understood (Alvarado et al. 2010). Emissions of NMVOC from wildfires are even more uncertain, 
both in terms of the magnitudes and the composition (Andreae 2019), and there is a large 
contribution from unidentified oxygenated VOCs (Warneke et al. 2011). TROPOMI observations 
of 2018 Canadian fires show an unexpected long-range transport of CHOCHO and HCHO for up 
to 1500 km, likely produced during oxidation of VOCs in the transported fire plumes (Alvarado et 
al. 2020). The production of HCHO, however, depends not only on the abundance of total 
NMVOCs, but more importantly, on the reactivity of VOCs, the ambient OH (Valin et al. 2016) 
and NOx level (Wolfe et al. 2016), which complicates the interpretation of satellite-based HCHO 
columns in terms of parent hydrocarbons. In this study, we evaluate the potential of using 
TROPOMI observations to constrain model simulated transport and chemical evolution of fire 
plumes, focusing on the California Camp Fire.  
6.2 Data and Methods 
6.2.1 GEOS-Chem Nested Simulation 
We use the GEOS-Chem chemical transport model (v12.7.0) driven by the assimilated 
meteorological fields from the Goddard Earth Observation System Forward Processing products 
(GEOS-FP) at 0.25˚ × 0.3125˚ spatial resolution. The temporal resolution of GEOS-FP 
meteorological fields is 3 hours for 3-D parameters and 1 hour for surface quantities and mixing 





regions (latitude: 27 ˚N to 47 ˚N, longitude: 110 ˚W to 130 ˚W) (Chen et al. 2009). The boundary 
conditions are generated from a global simulation at 2˚ × 2.5 ̊  resolution with a 1-year initialization. 
We use the standard tropospheric chemical scheme that includes detailed NOx-hydrocarbon-
aerosol chemistry (Travis et al. 2016; Fisher et al. 2016). The NEI2011 inventory is used for U.S. 
anthropogenic emissions, and scaled to 2018 level based on national emission trends (EPA 2018). 
We use the biomass burning emissions from the Global Fire Emissions Database (GFED, Version 
4.1) inventory for 2018  (van der Werf et al. 2017), developed based on Moderate Resolution 
Imaging Spectroradiometer (MODIS) burned area products (Giglio, Randerson, and van der Werf 
2013). The biomass burning emissions are disaggregated to the daily scale based on MODIS 
derived active fires, and a mean diurnal cycle is applied based on GOES Wildfire Automated 
Biomass Burning Algorithm fire observations (Mu et al. 2011). The emission factors for NMVOCs 
and NOx are based on (Akagi et al. 2011).  
The standard GEOS-Chem simulation distributes biomass burning emissions uniformly 
within the boundary layer. To assess model uncertainties associated with the vertical distribution 
of biomass burning emissions, we run four additional GEOS-Chem nested simulations for 
November 2018 with: 1) GC35_FT: 35% biomass burning emissions distributed in the first ten sigma 
layers above the boundary layer (Fischer et al. 2014), and the other 65% distributed within the 
boundary layer; 2) GC95_FT: 95% biomass burning emissions distributed in the first ten sigma 
layers above the boundary layer; 3) GC35_2to4km: 35% biomass burning emissions distributed 
between 2000 m and 4000 m; 4) GC95_2to4km: 95% biomass burning emissions distributed between 
2000 m and 4000 m. To assess the influence of biomass burning emissions, we run a simulation 





6.2.2 TROPOMI Retrievals 
The TROPOMI instrument aboard the Copernicus Sentinel-5 Precursor satellite launched 
to space in October 2017, providing afternoon observations with a fine spatial resolution (7 × 3.5 
km2) in the ultraviolet and visible spectra, and 7 × 7 km2 shortwave infrared spectra. We use the 
daily Level-2 TROPOMI retrievals of NO2 tropospheric column, HCHO total column and CO total 
column densities in November 2018 over California available from the ESA Copernicus Open 
Access Hub. The retrieval of NO2 tropospheric vertical columns uses the spectral signatures of 
NO2 in the ultraviolet and visible spectra, which includes three steps: 1) retrieval of the total slant 
column density along the optical path; 2) subtraction of the total slant column density from the 
stratospheric NO2 slant column; 3) conversion of the tropospheric slant column density to vertical 
column density using air mass factors (AMFs), which are obtained from radiative transfer 
calculations that account for the viewing geometry, the a priori vertical profiles of NO2, cloud 
fraction and surface properties (Boersma et al. 2018). The retrieval of HCHO also utilizes its 
spectral signature in the ultraviolet and visible spectra, with similar retrieval steps as NO2 except 
that troposphere-stratosphere separation is not needed (De Smedt et al. 2017). The retrieval of CO 
total column takes the measurements in the shortwave infrared spectra from which vertically 
integrated total columns of CO are retrieved (Landgraf et al. 2016).  
We select TROPOMI observations with quality assurance values above 0.5 to exclude 
problematic retrievals. To grid satellite observations to a regular Cartesian grid, we calculate the 
area-weighted average:  
                                                                        	Ωÿt,v =
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where Wi is the retrieved column density of each observation that overlaps with the grid cell x at a 
given temporal scale, and wi is the overlap area. We first grid TROPMI NO2 and HCHO to a 0.05˚ 
× 0.05˚ latitude × longitude grid, which is expected to capture the spatial patterns of NO2 and 
HCHO while matching the resolution of TROPOMI. To compare TROPOMI data with the GEOS-
Chem nested simulations, we create another gridded dataset to match the GEOS-Chem nested grid 
at 0.25˚ × 0.3125˚ resolution over the model domain.  
Satellite retrieval of trace gases includes information from the a priori profiles, which are 
used to calculate an air mass factor (AMF) that converts slant columns to vertical columns. To 
replace the a priori profiles with the simulations from GEOS-Chem, the AMF (AMFGC) can be 




       (6.2) 
where ml is scattering weight, which is a function of satellite viewing geometry, cloud pressure, 
cloud radiance fraction, surface pressure and reflectivity; xGC,l is the GEOS-Chem simulated sub-
column for layer l. We acquire averaging kernels (AK) from TROPOMI Level-2 products, and 
spatially re-grid (Equation 6.1) and vertically interpolate them to match GEOS-Chem. The AK is 
equal to ratio of the scattering weight to the total air mass factor computed from the a priori profile 
(AMFa) (Eskes and Boersma 2003): 
     𝐴𝐾¨ = 	
û
Su%Å
          (6.3) 









Given that AMFa is the ratio of slant columns to vertical columns, we can relate the vertical 
columns with GC simulated profile (ΩGC) to the originally retrieved vertical columns (Ωa) as 
Ω𝐺𝐶 = Ω𝑎 ×
∑ 𝑥𝐺𝐶,𝑙l
∑ 𝐴𝐾l×𝑥𝐺𝐶,𝑙l
                                                         (6.5) 
6.2.3 HYSPLIT Trajectory Model 
In addition to GEOS-Chem, NOAA’s Hybrid Single-Particle Lagrangian Integrated 
Trajectory (HYSPLIT) is used to generate forward trajectories of plumes from Camp Fire (Stunder 
et al. 2015; Stein et al. 2015). We use meteorological inputs from North American Regional 
Reanalysis (NARR) at 36 km resolution (Mesinger et al. 2006). We run the HYSPLIT forward 
trajectory model to estimate plume direction and age. We run HYSPLIT trajectories for 24 hours 
starting at the location of Camp Fire hourly from 8 AM local time November 8, when the fire was 
reported to start, to 2 PM local time November 21, when the fire activity was reported to be 
minimum. To account for altitudinal variations, we run HYSPLIT trajectories at five altitudes: 500 
m, 1000 m, 1500 m, 2000 m, 3000m. TROPOMI observations are snapshots at given local time 
(around 2 PM) daily. For each trajectory, we only keep the point at 2 PM, close to TROPOMI 
overpass time, and we define the plume Lagrangian age as the time it takes to travel from the origin 
of fire.  
6.3 Results and Discussion 
6.3.1 Tracking O3 precursors using satellite observations and GEOS-Chem 
Figure 6.1 shows the TROPOMI NO2 tropospheric column, HCHO column, and CO 
column and aerosol layer height over Northern California on November 8, the day when the 
California Camp Fire started. TROPOMI observations show large westward plumes transporting 





HYSPLIT calculated trajectories at the approximate TROPOMI overpass time (2 PM), with the 
colors indicating the Lagrangian age. HYSPLIT shows distinct trajectories at different altitudes as 
a result of variations in wind direction: northerlies below 1000 m, northeasterlies at 1500 m, and 
easterlies above 2000 m. The large plumes detected from TROPOMI are associated with the plume 
transport in the free troposphere between 2000 m and 3000 m, which is also the altitude of 
maximum sensitivity for the satellite instrument. Below the boundary layer (< 1000 m), the 
northerly wind blew fire emissions along the California Central Valley. We find small 
enhancements of NO2, HCHO and CO along the low-altitude trajectory. While these small 
boundary layer enhancements may partially reflect low near-surface sensitivity of the satellite 
instrument, the distinctive patterns suggest that the Camp Fire injected emissions above the 
boundary layer. The TROPOMI retrieved aerosol layer height is generally over 2000 m along the 
plumes, further confirming that the transport occurred primarily over free troposphere.  
Another important feature is the enhancement HCHO columns along the plumes in the free 
troposphere above 2km. On November 8, despite the large emissions, there is no apparent 
enhancement of TROPOMI HCHO columns at the fire center (14 × 1015 molecules/cm2), but 
TROPOMI HCHO columns increase with Lagrangian age to higher than 30 × 1015 molecules/cm2 
six hours after the emissions. In contrast, TROPOMI HCHO columns decreases with along the 
plume at the low-altitude trajectory. While the low HCHO columns near the fire center may be due 
to the low sensitivity of satellite instruments or errors in the a priori profile, the enhancement of 
HCHO columns along the trajectory suggests secondary production of HCHO within the 







Figure 6.1 TROPOMI NO2 tropospheric column, HCHO column, CO column and aerosol layer height 
(ALH) on November 8, 2018. The arrows show the direction and age of plumes when TROPOMI 
overpasses, calculated from hourly HYSPLIT forward trajectories starting from 8 AM local time (when the 
fire started) originating from the location of fire at five altitudes (500, 1000, 1500, 2000 and 3000 m). White 
areas indicate missing values.  
The large amount of emissions from Camp Fire resulted in widespread increase of HCHO 
and NO2 columns, from the fire center Butte County, to downwind urban areas of San Francisco. 
Figure 6.2 shows the day-to-day variability of mean TROPOMI NO2 tropospheric columns, 
HCHO columns, and HCHO/NO2 during the Camp fire between November 5 and November 15 
over three counties along the plume trajectories: Butte (the county where the fire occurred), Colusa 
(about 3-hour Lagrangian age) and San Francisco (> 6 hours Lagrangian age). In Butte and Colusa, 
we find an increase of both TROPOMI NO2 tropospheric column and HCHO column on November 
8, but the NO2 increase exceeds that for HCHO, leading to decreasing HCHO/NO2. The HCHO 
increase overtakes that for NO2 on the following days, leading to increasing HCHO/NO2. In San 
Francisco, we find no NO2 enhancement but a large HCHO enhancement during the fire episode, 
leading to a rapid increase in HCHO/NO2. Chapter 5 proposes that satellite-based HCHO/NO2 is 
capable of identifying transitions in ground-level O3 production regimes, and the threshold for 





TROPOMI HCHO/NO2, we infer that the O3 production regime transitions briefly from NOx-
limited to VOC-limited in Butte and Colusa on November 8, before returning to the NOx-limited 
regime. San Francisco, on the other hand, transitions from NOx-saturated to NOx-limited regime 
during the fire episode.  
 
Figure 6.2 Day-to-day variability of TROPOMI NO2 tropospheric column, HCHO column, HCHO/NO2 
during the Camp fire between November 5 and November 15.  
In contrast to the satellite-observed patterns, the base simulation of GEOS-Chem captures 
neither the observed high-altitude transport, nor the downwind enhancement of HCHO. GEOS-
Chem (GCBASE) simulated NO2 and HCHO columns show little enhancement westward, but large 
southward plumes along the Central Valley (Figure 6.3). We find the highest GCBASE NO2 (27 × 
1015 molecules/cm2) and HCHO columns (37 × 1015 molecules/cm2) at the center of Camp Fire. 
GCBASE NO2 and HCHO columns decrease rapidly with age at all trajectories. GCBASE HCHO 
columns decrease to below 5 × 1015 molecules/cm2 4 hours after the emissions at the low-altitude 
trajectory, and 3 hours at the high-altitude trajectory at 3000 m. The patterns of GCBASE NO2 
columns are almost identical to HCHO columns, which also decrease rapidly to below 5 × 1015 
molecules/cm2 two to three hours after the emissions. By subtracting GCBASE from GCNoFire, we 





of the simulated NO2 columns at the fire center, and decreases to less than 30% for plumes older 
than 4 hours (Figure 6.3). While biomass burning emissions show slightly larger extent of 
influence on HCHO columns than NO2 columns in GEOS-Chem, the difference between NO2 and 
HCHO columns are overall smaller than 5%, suggesting that GEOS-Chem does not include 
additional production of HCHO along the plume trajectory.  
 
Figure 6.3 GEOS-Chem (GCBASE) simulated: (a) HCHO column, (b) NO2 tropospheric column (c) CO 
column and the percent contribution from wildfires (GCBASE – GCNoFire) at 2 PM local time on November 
8, 2018. The arrows show the direction and Lagrangian age of plumes, calculated from hourly HYSPLIT 
forward trajectories starting from 8 AM local time (when the fire started) originating from the location of 
fire at five altitudes (500, 1000, 1500, 2000 and 3000 m). 
To directly compare TROPOMI observed NO2 and HCHO columns with GEOS-Chem 
simulations, we apply the TROPOMI averaging kernels to the GEOS-Chem simulations, as the 
differences we show between Figure 6.1 and 6.3 could be influenced by errors in the a priori profile 
shape (Eskes and Boersma 2003). We restrict the comparison to smoke affected regions (Smoke 
Region in Table 6.1) with TROPOMI CO columns above 2 × 1018 molecules/cm2. Comparing with 
TROPOMI NO2, GCBASE NO2 columns are biased low by 5.7 × 1015 molecules/cm2 on November 
8, but the negative bias turned positive to +1.8 × 1015 molecules/cm2 for November 9 to 12. GCBASE 
underestimates HCHO columns by -4.8 × 1015 molecules/cm2 on November 8, and the negative 





trajectories to identify the plume pathway and associated Lagrangian age, we compare GEOS-
Chem with TROPOMI separately for fresh smoke (< 3 h Lagrangian age), aged smoke along low 
trajectory (> 3 h Lagrangian age along the trajectories below 1000 m), and aged smoke along high 
trajectory (> 3 h Lagrangian age along the trajectories above 2000 m). On November 8, we find 
small differences between GEOS-Chem and TROPOMI NO2 and HCHO columns along the low 
trajectory, but large differences along the high trajectory, where GEOS-Chem underestimates NO2 
columns by 5.1 × 1015 molecules/cm2, and HCHO columns by 17 × 1015 molecules/cm2.  On the 
following days, however, we find smaller differences between GEOS-Chem and TROPOMI along 
the high-altitude trajectory than the low-altitude trajectory for both HCHO and NO2. Model 
underestimates of HCHO columns persists at both low and high trajectories on the following days, 
which we infer may be associated with model underestimates of secondary formation of HCHO.  
To assess if the enhancement of HCHO at high altitude detected by TROPOMI is related 
to secondary production, we examine the enhancement ratio of HCHO to CO, which is considered 
to be primarily emitted from biomass burning (Alvarado et al. 2010). Using the original TROPOMI 
data, we find an increase of HCHO/CO with Lagrangian age, but this increase may be related to 
errors of the prior profile (See section 6.3.4). For a direct comparison, we apply the a priori profile 
shape from GCBASE to estimate the enhancement ratio of HCHO or NO2 to CO (Figure 6.4). The 
enhancement ratio of HCHO over CO is 0.75%, but increases to 1.25% after 2 hours of emissions, 
and remains between 0.5% and 1.25% along the plume. Alvarado et al. (2020) find similar long-
range transport of HCHO columns from the Canadian wildfires, which they attribute to secondary 
production. In GEOS-Chem, however, GCBASE HCHO/CO decreases sharply with Lagrangian age 





underestimates the secondary production or overestimates the loss of HCHO along the plumes. 
The enhancement ratio of TROPOMI NO2 to CO decreases by a factor of 5 from 0.55% near the 
fire center to 0.1% four hours after the emissions, which is consistent with the decreasing 
enhancement ratio in GCBASE.  
 
Figure 6.4 Column-based enhancement ratio of TROPOMI HCHO to CO (a), TROPOMI NO2 to CO (b), 
GCBASE HCHO to CO (c), and GCBASE NO2 to CO (d) as a function of Lagrangian age estimated using 
HYSPLIT trajectories at low (< 1000 m) and high altitudes (> 2000 m). We directly compare TROPOMI 
and GCBASE by applying the a priori profile from GCBASE to the satellite-retrieved columns.  
6.3.2 Sensitivity to injection height 
In GEOS-Chem, by default, biomass burning emissions are distributed within the boundary 
layer, preventing NO2 and HCHO from reaching the high-altitude trajectories retrieved by 
TROPOMI. We assess the extent to which the discrepancy between TROPOMI and GEOS-Chem 
is due to the vertical distribution of biomass burning emissions through four simulations that 
allocate 35% or 95% biomass burning emissions to the first 10 layers above the boundary layer 
(GC35_FT and GC95_FT) or confined between 2000 to 4000m (GC35_2to4km and GC95_2to4km). We find 
varying the vertical distribution of biomass burning emissions strongly affects the resulting 
simulated NO2 and HCHO columns, especially after applying the averaging kernel that gives more 
weights to higher altitudes. On November 8, the GEOS-Chem and TROPOMI NO2 columns agree 





fire center, GCBASE underestimates NO2 columns by 5.7 × 1015 molecules/cm2, but the negative 
bias is reduced to 0.1 × 1015 molecules/cm2 in GC95_2to4km. Regionally, the model underestimate of 
NO2 columns decreases from 1.9 × 1015 molecules/cm2 in GCBASE to 1.6 × 1015 molecules/cm2 
GC95_2to4km. On the following days (November 9 to 12), however, the best agreement is found in 
GCBASE. Distributing biomass burning leads to model overestimates of NO2 columns, suggesting 
that biomass burning emissions are likely trapped within the boundary layer on the following days. 
For HCHO on November 8, we find the smallest regional satellite-model difference in GC95_2to4km, 
and the negative bias along the high-altitude trajectory is reduced to -14.3 × 1015 molecules/cm2 
(Table 1). Near the fire center, however, we find a large positive bias in GC95_2to4km (29.5 × 1015 
molecules/cm2). Similarly, on the following days, the small negative bias in GCBASE turned positive 
to as large as 67.4 × 1015 molecules/cm2 in GC95_2to4km. The underestimate of HCHO columns in 
the aged smoke all changed signs in GC95_2to4km. The smallest difference is found in GC35_FT for 
fresh smoke and GC35_2to4km for aged smoke. Since the sensitivity of satellite instruments is much 
larger in free troposphere, distributing biomass burning emissions in the free troposphere 
systematically increases the model simulated columns. The finding that no simulation outperforms 
others in terms of HCHO columns suggests that injection height is not the only factor that leads to 











Table 6.1 Difference between GEOS-Chem simulated and TROPOMI retrieved NO2 and HCHO columns 
in multiple simulations. We apply TROPOMI averaging kernels to GEOS-Chem, so the difference is not 
affected by the assumptions of the a priori profile shape. Numbers in bold indicate the smallest difference 
relative other simulations.  
  Difference between GEOS-Chem and TROPOMI NO2 columns (1015 molecules/cm2) 






Aged Smoke at 
Low Trajectory (> 
3h, < 1000 m) 
Aged Smoke at High 




GCBASE -5.7 -1.9 -2.7 -0.7 -5.1 
GC35_FT -4.7 -1.9 -2.1 -0.9 -4.8 
GC95_FT -3.0 -1.8 -1.2 -1.1 -4.5 
GC35_2to4km -3.8 -1.8 -1.5 -0.9 -4.6 
GC95_2to4km 0.1 -1.6 0.6 -1.1 -3.9 
November 
9 to 12 
GCBASE 1.8 -0.6 1.8 1.8 -0.4 
GC35_FT 6.9 -0.5 3.9 3.0 0.5 
GC95_FT 18.4 -0.3 8.6 5.2 2.3 
GC35_2to4km 9.9 -0.4 7.7 4.4 1.8 
GC95_2to4km 29.5 -0.1 21.6 10.0 6.6 
  Difference between GEOS-Chem and TROPOMI HCHO columns (1015 molecules/cm2) 
November 
8 
GCBASE -3.3 -4.8 -0.6 -3.1 -17.0 
GC35_FT 7.4 -4.4 5.8 -3.2 -16.3 
GC95_FT 23.5 -3.8 15.0 -3.4 -15.5 
GC35_2to4km 12.4 -4.0 8.7 -3.2 -15.8 
GC95_2to4km 37.9 -2.9 23.1 -3.3 -14.3 
November 
9 to 12 
GCBASE -1.9 -5.6 -5.2 -10.9 -6.5 
GC35_FT 8.1 -5.4 -0.0 -8.2 -4.8 
GC95_FT 26.0 -5.1 8.5 -4.1 -1.7 
GC35_2to4km 22.6 -5.1 12.2 -1.5 0.4 






6.3.3 Effects of the a priori profile 
We evaluate the dependence of TROPOMI HCHO, NO2 and CO columns on the a priori 
profiles by calculating the TROPOMI vertical columns using the profiles from four different 
simulations of GEOS-Chem (Equation 1.5). The five GEOS-Chem simulations differ in terms of 
the vertical distribution of biomass burning emissions. Replacing the vertical profiles with those 
from GEOS-Chem, we observe similar westward transport of all three trace gases, indicating that 
the observed spatial patterns are not caused by the a priori profiles. We find an overall increase of 
NO2 and CO columns when the GEOS-Chem simulated profiles are used. HCHO columns increase 
near the fire source and along the Central Valley, but decrease further west near the coast. The 
vertical distribution of biomass burning emissions has a relatively small impact on the satellite 
retrieved regional average HCHO and NO2 columns (Figure 6.5). The satellite-retrieved vertical 
columns of HCHO and NO2 near the fire center, however, vary significantly with the simulated 
profile shape. TROPOMI HCHO columns are most sensitive to the assumed vertical distribution 
of biomass burning emissions, which vary by a factor of 3.5 on average (Figure 6.5). Replacing 
the a priori profile using GCBASE yields the largest TROPOMI HCHO columns, which reaches 
above 100 × 1015 molecules/cm2 from November 9 to November 12 (Figure 6.5). Using the profile 
shape from GC95_2to4km yields the smallest TROPOMI HCHO columns, ranging from 5 to 15 × 
1015 molecules/cm2 during the fire episode, closest to the original TROPOMI HCHO columns. 
TROPOMI NO2 columns also show strong sensitivity to the vertical distribution of biomass 
burning emissions, which vary by a factor of 2.5 on average, with GCBASE yielding the highest 
NO2 columns while GC95_2to4km yielding the smallest (Figure 6.5). The strong dependence of 





of the satellite instrument sensitivity. The AKs of HCHO range from 0.1 near the surface to above 
3 at high free troposphere, and the AKs of NO2 range from 0.2 to 1 on November 8 (Figure 6.6). 
Note that the AKs vary daily with observing geometry and cloud conditions. GCBASE distributes 
all HCHO and NO2 within boundary layer, where AKs are much lower than in the free troposphere, 
leading to a small AMF and thus high vertical columns. However, TROPOMI CO columns are 
insensitive to the assumed vertical distribution of biomass burning emissions, with less than 1% 
difference. TROPOMI is sensitive to both boundary layer and free tropospheric CO, as the vertical 
variations of the AKs for CO are small (Figure 6.5), and thus varying the prior profile shape of CO 
has a negligible impact on the satellite retrieved CO columns.  
 
Figure 6.5 Day-to-day variability of TROPOMI HCHO columns (left), NO2 tropospheric columns (middle), 
and CO columns (right) with the a priori profile from five GEOS-Chem simulations from November 7 to 






Figure 6.6 GEOS-Chem simulated vertical profile of HCHO, NO2 and CO at the fire center in five 
simulations along with the averaging kernel (dash gray line). The dotted blue line indicates the highest level 
of boundary layer.  
6.4 Conclusions 
We use TROPOMI observations to track the spatial and temporal evolution of O3 
precursors (HCHO and NO2) during the California Camp Fire in November 2018. TROPOMI 
observations suggest large transport of fire emissions in the free troposphere, which is not captured 
in the base case GEOS-Chem that distributes fire emissions within the boundary layer. By 
distributing the biomass burning emissions between 2000 and 4000 m, we find a better agreement 
between TROPOMI observed and GEOS-Chem simulated NO2 columns. We find there is an 
increase of HCHO along the fire plumes, which we infer is due to the secondary production of 
HCHO from oxidation of reactive VOCs, but GEOS-Chem does not capture such secondary 
formation. Resulting from the increase of HCHO along the plumes, TROPOMI HCHO/NO2 
suggests the O3 sensitivity over the downwind urban areas of San Francisco has made the transition 





column-based HCHO/NO2 are likely to reflect the changes in free tropospheric HCHO/NO2, where 
the changes in O3 precursors are less relevant to near surface environment. While satellite 
observations show potential for diagnosing the short-term changes of O3 precursors, we highlight 
the importance of accounting for the uncertainties of the a priori profile shape to quantitatively 
apply satellite observations to analyze the emissions and the chemical evolution.  
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Chapter 7: Conclusions and Future Directions 
7.1 Conclusions 
My doctoral research integrates space-based observations with atmospheric chemistry 
models and in situ observations to understand the processes governing the distributions of O3 and 
PM2.5, and the implications for human health and public policy. Below I summarize the main 
findings of my dissertation organized by the questions posed in Introduction.  
How did the distribution and chemistry of PM2.5 and O3 change over the past decades in 
response to emission controls in the United States? 
In Chapter 2, we estimate the PM2.5-related health benefits of emission reduction over New 
York State (NYS) from 2002 to 2012 using seven different publicly available PM2.5 products that 
include information from ground-based observations, remote sensing and chemical transport 
models. While these PM2.5 products differ in spatial patterns, they show consistent decreases in 
PM2.5 by 28% to 37% from 2002 to 2012. We estimate the PM2.5-related mortality burden by 
applying an integrated exposure-response function to the different PM2.5 products. The multi-
product mean PM2.5-related mortality burden over NYS decreased by 5660 deaths (67%) from 
8410 (95% confidence interval (CI): 4570 – 12400) deaths in 2002 to 2750 (CI: 700 – 5790) deaths 
in 2012. The large reduction of PM2.5 and related mortality burden is largely attributed to 
regulations on the emissions from stationary and mobile sources across U.S.  
Despite the widespread decrease in anthropogenic emissions, O3 trends are heterogeneous 
in space and time, due to the non-linear O3-NOx-VOC chemistry. In Chapter 5, we show that 
summertime O3 has increased in urban centers from 1996 – 2000 to 2013 - 2016 over Chicago and 





where the O3 formation is NOx-limited. Accounting for population exposure, the increasing O3 
over urban areas leads to increasing population weighted O3, which explains the increasing O3-
related mortality burden presented in Chapter 1. Also, O3 formation tends to be most NOx-limited 
in summer, and transitioning to VOC-limited in winter. Our study focuses on warm season, but 
larger extent of VOC-limited regime is expected in terms of annual mean.  
A major contribution of my dissertation is to utilize satellite observations of O3 precursors 
to interpret the long-term trends in O3-NOx-VOC sensitivity. In Chapter 4, we show that OMI 
HCHO/NO2 indicates that the spring transition to NOx-limited regimes has shifted at least a month 
earlier over major cities (e.g. New York, London, Seoul) between 2005 and 2015. In Chapter 5, 
we extend the satellite record back by a decade to 1996 by harmonizing observations from two 
other instruments. Two-decade (1996 - 2016) multi-satellite HCHO/NO2 suggests that the O3 
production in summer has made the transition from VOC-limited to NOx-limited regime in major 
U.S. cities, which is largely attributed to nationwide decrease in NOx emissions. We find relatively 
small trends in HCHO, which is mainly produced from biogenic emissions, though we find 
decreasing trends of HCHO within urban areas likely related to anthropogenic VOC emissions. 
The timing and locations of the regime transitions align with the observed long-term changes in 
urban-rural gradients of O3 and the reversal of O3 weekend effect. This summertime O3 formation 
regime transition from VOC-limited to NOx-limited in cities implies that NOx emission controls 
will improve O3 air quality more now than it would have two decades ago.   
My thesis research suggest that emission controls implemented under the Clean Air Act not 
only led to air quality related health benefits, but also increasing effectiveness of anthropogenic 





emissions. In the most polluted cities over the U.S., O3 formation is mostly VOC-limited in the 
early period before 2005, meaning that NOx emission reduction would worsen O3 air quality and 
VOC emission reduction is more effective, but a large fraction of VOCs is emitted from biogenic 
sources that cannot be controlled, and the trends of biogenic VOC emissions are not well 
understood. Our results suggest, despite the short-term dis-benefits, NOx emission reduction is 
effective in the long term to mitigate O3 pollution. In addition, as NO2 is also an air pollutant, O3 
reduction caused by NOx titration does not necessarily lead to cleaner air. While this work 
primarily focuses on U.S., the results are generalizable to countries experiencing high O3 pollution 
while still in VOC-limited regimes (e.g. China), implying that more aggressive NOx emission 
controls are needed to lead the transition to NOx-limited regimes.  
What value is added, and what key uncertainties remain in using satellite observations 
of AOD to estimate human exposure to PM2.5? 
Satellite remote sensing fills the spatial gap in ground-based networks and provides 
continuous observations for decades. In Chapter 2, we compare seven different publicly available 
PM2.5 products, four of which are satellite-based products, and the other three include information 
from ground-based observations and models. Using independent observations to evaluate these 
products, we find inclusion of satellite remote sensed AOD improves the representativeness of 
surface PM2.5 at least in the one remote area where we had independent data for evaluation. 
Satellite-derived AOD is generally incorporated into estimates of PM2.5 using forward geophysical 
approaches or statistical approaches. The statistical approach has the advantages of fine spatial and 
temporal resolution, high accuracy, but limited in spatial coverage. The geophysical approach has 





due to large uncertainties of the relationship between satellite AOD and PM2.5. In Chapter 3, we 
explore different sources of uncertainties of linking satellite AOD with PM2.5 using the geophysical 
approach. We show that satellite-derived PM2.5 is not only subject to measurement uncertainties 
from satellite instruments, but more importantly, to uncertainties in the relationship between 
surface PM2.5 and column AOD. This finding implies that a successful geophysical approach to 
deriving daily PM2.5 from satellite AOD requires model skill at capturing spatial and temporal 
variations in PM2.5/AOD relationships. Using multi-platform ground, airborne and radiosonde 
measurements, we show that uncertainties of modeled PM2.5/AOD are mainly driven by model 
uncertainties in aerosol column mass and speciation, while model representation of relative 
humidity and aerosol vertical profile shape contribute some systematic biases. The 
parameterization of aerosol optical properties, which determines the mass-extinction efficiency, 
also contributes to random uncertainty, with the size distribution the largest source of uncertainty, 
and hygroscopicity of inorganic salt the second. 
These findings suggest efforts to reduce uncertainty in geophysical approaches to derive 
surface PM2.5 from satellite AOD would benefit from improving model representation of aerosol 
vertical distribution and aerosol optical properties, to narrow uncertainty in satellite-derived PM2.5. 
In our study, we assume constant aerosol size distributions, which can be explicitly simulated using 
a microphysical aerosol scheme. Future work that uses a microphysical aerosol scheme will better 
resolve the influence of size distributions on AOD. We find large spatial variations in the 
uncertainties of PM2.5/AOD, indicating the importance of expanding the global network of in-situ 
observations to allow better quantification of the uncertainties. We highlight the importance of 





Chapter 2 suggests much larger uncertainty in exposure-response function than uncertainty of 
exposure estimates for health impact analysis, but a major source of uncertainty in exposure-
response function is the uncertainty in exposure estimates. Quantifying source-specific 
uncertainties of PM2.5 estimates would not only benefit applications of the satellite-derived PM2.5 
products to allow better exposure estimates, but also the development of exposure-response 
functions.  
What are the key uncertainties of using satellite observations of O3 precursors to 
diagnose the chemistry of surface O3? 
In Chapter 5, we show that space-based HCHO/NO2 captures the nonlinearities of O3-NOx-
VOC chemistry, and the detected spatial expansion of the NOx-limited regime is supported by 
ground-based observations. However, using satellite HCHO/NO2 to quantitatively diagnose the 
effectiveness of emission controls is subject to uncertainties. Chapter 4 addresses three major 
sources of uncertainties: 1) the split between NOx-limited and NOx-saturated regimes is uncertain; 
2) the ratio of the vertically integrated column may not represent the near-surface environment; 3) 
satellite products contain errors. We find that HCHO/NO2 in the model surface layer is a robust 
predictor of the simulated near-surface O3 production regime. Extending this surface-based 
predictor to a column-based HCHO/NO2 requires accounting for differences in the HCHO and 
NO2 vertical profiles. We compare four combinations of two OMI HCHO and NO2 retrievals with 
GEOS-Chem simulated HCHO/NO2. The spatial and temporal correlations between the modeled 
and satellite-derived HCHO/NO2 vary with the choice of NO2 product, while the mean offset 
depends on the choice of HCHO product. This suggests that, applying modeled derived thresholds 





discrepancies between model simulations and satellite observations. To overcome this limitation, 
in Chapter 5, we derive the threshold values marking transitions in O3 formation regimes entirely 
from observations by directly connecting space-based HCHO/NO2 with ground-based 
measurements of O3. We find high-O3 events vary non-linearly with OMI HCHO and NO2, and 
the transition from VOC-limited to NOx-limited O3 formation regimes occurs at higher 
HCHO/NO2 value (3 to 4) than previously determined from models (i.e. Chapter 4), with slight 
inter-city variations. Despite uncertainties, our findings suggest promise for applying space-based 
HCHO/NO2 to interpret local O3 chemistry, which could be especially useful for regions lacking 
ground-based observations.  
How do wildfires influence the O3 precursors and its chemistry?  
We use TROPOMI observations to track the spatial and temporal evolution of O3 
precursors (HCHO and NO2) during the California Camp Fire in November 2018. TROPOMI 
observations suggest large transport of fire emissions in the free troposphere, which is not captured 
in the base case GEOS-Chem that distributes fire emissions within the boundary layer. By 
distributing the biomass burning emissions between 2000 and 4000 m, we find a better agreement 
between TROPOMI observed and GEOS-Chem simulated NO2 columns. We find an increase of 
HCHO along the fire plumes, which we infer is due to the secondary production of HCHO from 
oxidation of reactive VOCs, but GEOS-Chem does not capture such secondary formation. While 
satellite observations show potential for diagnosing the short-term changes of O3 precursors, we 
highlight the importance of accounting for the uncertainties of the a priori profile shape to 





7.2 Future Directions 
I will pursue the following aspects that directly build on my thesis work.  
Investigate the extent to which satellite-based WHCHO relates to local surface organic 
reactivity. In Chapter 5, we find satellite-based WHCHO shows small decreasing trends over urban 
areas, and are mostly insensitive to observed decreases in anthropogenic VOCs, partially due to 
relatively small HCHO yields from some classes of anthropogenic VOCs (e.g. alkanes). I am 
currently working on assessing the relationship between satellite-based HCHO and ground-based 
measurements of VOCs weighted by their reactivity with OH. I find a weak relationship between 
VOC reactivity and OMI-based HCHO, which could be due to: 1) satellite retrieval uncertainties; 
2) small HCHO yields of some VOCs; 3) missing sources of VOCs not measured at ground-based 
sites (PAMS); 4) the spatial mismatch between point measurements and areal satellite observations. 
To explore which factor leads to the weak relationship, I am planning to use one-year nested 
GEOS-Chem simulations to assess if column-based HCHO is indicative of VOC reactivity in the 
model. I will also assess whether the relationship is improved with TROPOMI observations that 
have finer spatial resolution. The LISTOS campaign in July 2018 over New York City region 
provides extensive aircraft measurements of VOCs along with fine-resolution GEO-TASO 
measurements of HCHO columns, which could be used to address uncertainties of satellite 
retrieval and the spatial mismatch.  
Assess the added value of the new-generation satellite instruments to analyze the O3 
sensitivity. The new generation of satellites, including the newly launched TROPOMI aboard 
Sentinel-5P, and the upcoming geostationary satellite instruments such as TEMPO will offer an 





scales. The first look of TROPOMI shows large potential to observe short-term variability and 
detailed spatial patterns within urban cores. The COVID-19 lockdown provides a ‘natural 
experiment’ to examine how O3 responds to a sudden and prolonged perturbation of emissions. I 
plan to use TROPOMI observations to assess the changes of O3 precursors caused by COVID-19 
lockdown, and the associated effects on O3 chemistry. Also, as the geostationary satellite 
observations become available, including the recently launched GEMS and the upcoming TEMPO, 
I plan to use them to assess the diurnal variations of O3 sensitivity and the implications on O3 
formation. Combining new-generation satellite observations with model simulations, I hope to link 
the changes in O3 precursors with sector-specific emissions for future projects, proposing control 
strategies targeting sectoral emissions.  
Further investigation of the emissions, chemical evolution and the impacts of wildfires. 
Chapter 6 demonstrates the potential of using the new-generation TROPOMI observations to 
monitor changes in O3 precursors during California wildfires. Recently, two aircraft campaigns 
(WE-CAN and FIREX-AQ) took place over the western US in 2018 and 2019, measuring aerosols, 
reactive nitrogen species, and many other compounds along both fresh and aged smoke plumes. 
The emerging new-generation satellite observations and the wealth of in situ measurements from 
recent field campaigns offer an exciting opportunity to advance our understanding of fire emissions 
and chemistry. I will continue working on wildfire for my postdoc, focusing on the reactive 
nitrogen. I plan to develop a top-down approach to estimate wildfire NOx emission using 
TROPOMI retrieved NO2 columns, and use satellite observations along with in situ observations 
to understand the key chemical sinks of NOx along fire plumes, and finally analyze the formation 





The long-term goal of my research is to understand the source, chemical formation, and 
impacts of chemically active constituents in the atmosphere, especially those related to PM2.5 and 
O3 pollution, using a combination of models, remotely-sensed and in situ observations. While my 
doctoral research focuses on the latter two aspects, in the future, I hope to develop projects in all 
three aspects that bridge remote sensing technologies with atmospheric chemistry and public 
health.  
 
