New existence and comparison results are proved for fixed points of increasing operators and for common fixed points of operator families in partially ordered sets. These results are then applied to derive existence and comparison results for invariant measures of Markov processes in a partially ordered Polish space.
instance, if X is a closed ball in R m , ordered coordinatewise, a family {G t } t∈S has a common fixed point if G t0 is increasing and satisfies (i) and (ii) (cf. Example 3.4). The results of Section 2 can also be applied to prove the existence of increasing selectors for fixed points of an increasing family of increasing mappings (cf. Remarks 3.3 and Example 3.4).
The obtained results are then applied in Section 4 to prove existence and comparison results for invariant measures of Markov processes in a partially ordered Polish space E. Such results have applications in ergodic theory, in economics and in statistics (see, e.g., [13, 17, 20] ). No compactness hypotheses are imposed on E.
Examples are given to demonstrate the obtained results. For instance, the example of Subsection 4.4 is constructed to justify the need of the new fixed point results derived in Section 2.
Fixed point results
In this section X = (X,≤) is a poset. Recall that a subset C of X is well-ordered (respectively inversely well-ordered) if each nonempty subset of C has the least (respectively greatest) element.
When a,b ∈ X, a ≤ b, we denote 
Moreover, both x and x are increasing with respect to G. 
Proof. (a) Let
According to this definition condition (A) of Lemma 2.1 can be rewritten in the following form: 
Since f c is increasing, it follows from (2.6) that Ᏺ(C) is an upper bound of C. This result and the last conclusion of Lemma 2.1 imply that The following result is a dual to Theorem 2.4.
, where x = max{x ∈ X | x = f c (Gx)}; (b) x * and x are increasing with respect to G.
The next result gives some information on the structure of the fixed point set Fix(G). Since each nonempty well-ordered subset of Fix(G) has an upper bound in Fix(G), it follows from the version of Zorn's Lemma due to Bourbaki (cf., e.g., [11, page 6] ) that Fix(G) has a maximal element, which is a maximal fixed point of G. The dual reasoning shows that G has a minimal fixed point.
As a consequence of Theorem 2.4 and Propositions 2.5 and 2.6 we obtain the following fixed point results, which generalize those of [10 
Show that the results of Corollary 2.7 hold for each increasing mapping G :
Solution. Assume that G : X → X is increasing, and that 
∞ has least and greatest fixed points. It can be shown that the first elements of the well-ordered subset C which satisfies (2.6) are the following iterations:
is the next element of C. Choosing x 0 = x ω above we obtain the next possible elements of C, and so on.
Similarly, it is easy to show that if G[X] in Theorem 2.4 and in Proposition 2.5 is finite, the fixed points x * and x * of G are the last elements of the finite sequences determined by the following algorithms:
Compared to results of [6] , no sequencibility hypotheses are needed in the proof of Proposition 2.6. Propositions 2.1 and 2.2 of [10] could also have been used to prove the existence of maximal and minimal fixed points of G in Proposition 2.6.
On common fixed points of mapping families
In this section we apply results of Section 2 to derive existence results for common fixed points of a family of mappings G t : X → X, t ∈ S, where X is a poset and S is a nonempty set. By a common fixed point of {G t } t∈S we mean a point x ∈ X for which G t x = x for each t ∈ S. Least, greatest, minimal and maximal common fixed points are defined as in the case of a single operator. We assume that for a fixed t 0 ∈ S (G0) G t G t0 = G t0 G t for all t ∈ S, and that one of the following hypotheses is valid.
(G1) G t x ≤ G t0 x for all t ∈ S and x ∈ X. (G2) G t0 x ≤ G t x for all t ∈ S and x ∈ X. As an application of Proposition 2.6 we prove the following existence result for the existence of common fixed points of the operator family {G t } t∈S . Proof. (a) The hypotheses (Ga) given for G = G t0 imply by Corollary 2.3 that G t0 has the least fixed point x * , and it is increasing with respect to G t0 . This result and the hypotheses (G0) and (G1) imply that G t x * is a fixed point of G t0 and G t x * ≤ G t0 x * = x * for each t ∈ S. Since x * is the least fixed point of G t0 , then G t x * = x * , whence x * is a common fixed point of {G t } t∈S . If x is a common fixed point of {G t } t∈S , then x is a fixed point of G t0 , and x * is its least fixed point, whence x * ≤ x. Thus x * is the least common fixed point of {G t } t∈S .
The proof of (b) is similar to the above one.
Remarks 3.3.
The phrase: "increasing with respect to G" of a least (greatest) fixed point x * (x * ) of G : X → X in some order interval means that ifG : X → X satisfies the same hypotheses as G, and if Gx ≤Gx for all x ∈ X, then x ≤x * (x * ≤x * ), wherex * (x * ) denotes the corresponding least (greatest) fixed point ofG. In particular, the results of Section 2 can be applied to find increasing selectors for fixed points of increasing families of increasing mappings, as demonstrated in the last part of the next example. The first part of it proves a result stated in the Introduction. 
ordered coordinatewise, is well-order complete. The center c = (c 1 ,...,c m ) of X is an order center of X, that is, sup{c,x} and inf{c,x} belong to X for each x ∈ C. Hence, if {G t } t∈S satisfies (G0) and (G1), (respectively (G0) and (G2)), and if G t0 is increasing, it follows from Theorem 3.1 that {G t } t∈S has a minimal (respectively a maximal) common fixed point. Moreover, if S is a poset if G : X × S → X is increasing with respect to the product ordering of X × S, it follows from Corollary 2.7 that G t = G(·,t) has the greatest fixed point x * t in (x t ], where x t = min{x ∈ X | x = sup{c,G t x}}, and that the mapping t → x * t is increasing. The proof in the case (b) is dual to the above one, and (c) follows from (a) and (b).
Applications to Markov processes
n=0 is a sequence in ᏼ which converges to p in (ᏹ,ρ), then p n → p weakly by [5, Theorem 11.3.3] . Thus, by [5, Theorem 11.1.1], p(B) ≥ limsup n→∞ p n (B) = 1, whence p ∈ ᏼ. This result implies that ᏼ is a closed subset of (ᏹ,ρ).
Existence results for invariant measures of a Markov process.
Let S = (S,+) be a commutative groupoid. For instance, S can be a set of all nonnegative or positive real numbers, rational numbers or integers. Following the terminology adopted in [20] we say that a mapping P :
, called a transition function, defines a Markov process P(t,x,A) on the phase space (E,Ꮾ) if the following conditions hold:
(i) P(t,·,A) is a Ꮾ-measurable function on E for all fixed t ∈ S and A ∈ Ꮾ.
(ii) P(t,x,·) ∈ ᏹ for all fixed t ∈ S and x ∈ E.
(iii) P(t + s,x,A) = E P(s, y,A)P(t,x,dy)
for all fixed t,s ∈ S, x ∈ E and A ∈ Ꮾ.
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We say that p ∈ ᏹ is an invariant measure of P(t,x,A) if
Conditions (i) and (ii) ensure that the equation
defines for each t ∈ S a mapping G t : ᏹ → ᏹ. Thus p ∈ ᏹ is an invariant measure of P(t,x,A) if and only if p is a common fixed point of the operators G t , t ∈ S. As an easy consequence of the Chapman-Kolmogorov equation (iii) and the definition (4.3) of G t we obtain the following result.
Results of Section 3 and Subsection 4.1 will now be applied to derive existence results for extremal invariant measures of a Markov process P(t,x,A).
for all t ∈ S and x ∈ E; (P2) there exists a closed subset B of E whose monotone sequences converge such that P(t 0 ,x,B) = 1 for each x ∈ E. If B in (P2) has a lower bound in E, then P(t,x,A) has the least invariant measure, and it is increasing with respect to P.
Proof. It suffices to show that the family of the operators G t : ᏹ → ᏹ, t ∈ S, defined by (4.3) satisfies the hypotheses of Theorem 3.2. The hypothesis (G0) holds by Lemma 4.2, (P1) implies that the hypothesis (G1) is valid, and G t0 is increasing by (P0) (cf. [13] ). The hypothesis (P2) implies that G t0 p(B) = 1 for each p ∈ ᏹ, whence G t0 [ᏹ] is relatively well-order complete by Lemma 4.1. If B has a lower bound a ∈ E, then relation (b) The given hypotheses and (P3) imply that the hypotheses of Theorem 3.1(b) hold, which implies the assertion of (b).
Special cases.
In this subsection we consider the special case when the transition function P : E × Ꮾ → [0,1] which defines a Markov process P(x,A) on (E,Ꮾ) is independent on the parameter t, and satisfies the following hypotheses.
(a) P(·,A) is a Ꮾ-measurable function on E for all fixed A ∈ Ꮾ.
(b) P(x,·) ∈ ᏹ for all fixed x ∈ E. In this case (4.2) is reduced to the form
(4.5)
Thus p ∈ ᏹ is a invariant measure of P(x,A) if and only if p is a fixed point of G : ᏹ → ᏹ, defined by
The hypotheses (P1) and (P2) are reduced to the following form.
(Pb) There exists a closed set B in E whose monotone sequences converge in E such that P(x,B) = 1 for each x ∈ E. As a special case of Theorem 4.3 and Proposition 4.4 we obtain the following. Remarks 4.9. In [13] the existence of an invariant measure of a Markov process P(x,A) with property (Pa) is proved in the case when E is compact and has the least element. This result follows, for example, from Proposition 4.6(a) when B = E, since in a compact partially ordered Polish space all monotone sequences converge. This convergence property holds also when E (or B) is a closed and order-bounded subset of an ordered separable Banach space H whose order cone K is regular. E (or B) may be also norm-bounded if K is fully regular. This holds, for instance, if H is weakly sequentially complete and K is normal (cf. [7, Theorem 2.4.5] ). In particular, if H is infinite-dimensional, and if its subset E contains an open set, then E is not compact, not even locally compact, as assumed in [20] in the proof of the existence of an invariant measure. As for examples of such ordered Banach spaces H see, for example, [7, Section 2] , and [11, Section 5.8].
In [12] a number of existence results for invariant measures are derived for a Markov process whose transition function has properties (a) and (b).
As remarked in [15, page 901], ᏹ is not in general a lattice under even if E is a lattice. The existence of an up-map or a down-map is assumed in Theorem 4.5 and in 
