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With magic, you can turn a frog into a prince. With science, you
can turn a frog into a Ph.D and you still have the frog you started
with.
T. Pratchett, I. Stewart, J. Cohen - The Science of Discworld
v

Le but de ce travail est de munir son auteur du grade de docteur
e`s-sciences mathe´matiques et l’ensemble H(X) des sous-espaces an-
alytiques compacts de X d’une structure d’espace analytique.
A. Douady - Le proble`me des modules pour les sous-espaces
analytiques compacts d’un espace analytique donne´
Introduction
The theory of currents, introduced by De Rham in [13] to study harmonic forms and
developed by Federer, Fleming, Whitney and others [18, 19, 21, 61] in the 50s and 60s,
found deep and important applications in complex analysis and geometry, thanks to the
work of Harvey, King, Lawson, Shiffman and others.
Just to mention a few of them, we recall the characterization of holomorphic chains by
King in [38] and by Harvey and Shiffman in [30], the removal of singularities for analytic
functions and sets by Shiffman in [60] and the boundary problem for holomorphic chains
by Harvey and Lawson in [28,29].
However, the main purpose of the geometric integration theory was the weak formu-
lation of variational problems of geometric nature, whose main example is, probably, the
Plateau problem; currents being the dual space of compactly supported smooth differential
forms, their definition can be given on a smooth n−manifold, whereas many geometrical
problems make sense in much more general settings, such as singular spaces, some classes
of metric spaces, infinite dimensional manifolds.
Giants with broad shoulders
In this direction of greater generality, a significant step was moved in 2000 by Ambrosio
and Kirchheim, with the paper Currents in metric spaces [4], where they settled the
foundations of a theory of currents on metric spaces and used it to pose and solve Plateau
problem in a wide class of Banach spaces. They gave a new definition of current which
was meaningful on any metric space. A metric current is a multilinear functional on
(k + 1)−tuples of Lipschitz functions (with the first one bounded)
(f, pi1, . . . , pik) 7→ T (f, pi1, . . . , pik)
satisfying a continuity property, a locality property and a finite mass property.
Locality property requires that T (f, pi1, . . . , pik) = 0 whenever there exists a pij which is
constant on a neighborhood of supp f . Such a condition allows us to interpret (f, pi1, . . . , pik)
as the “differential form” fdpi1 ∧ . . . ∧ dpik.
Employing the same idea, we can prescribe the vanishing of such a functional whenever
the “differentials” belong to some particular class of functions. With the class of constant
functions, this gives an analogue of the exterior differentiation; on a metric space with a
complex structure, with the class of holomorphic or antiholomorphic functions, we obtain
a way to introduce the concept of bidimension and the operators ∂ and ∂.
The finite mass condition asks for the existence of a finite Radon measure µ such that
|T (f, pi1, . . . , pik)| ≤
k∏
j=1
Lip(pij)
∫
|f |dµ ,
vii
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which is more or less the same definition of mass given in the classical theory of currents.
On the other hand, the continuity we impose on metric currents is stronger than the
usual one: as soon as (fn, pin1 , . . . , pi
n
k ) tend pointwise to (f, pi1, . . . , pik), with a uniform
bound on Lipschitz constants, we have T (fn, pin1 , . . . , pi
n
k ) → T (f, pi1, . . . , pik). Together
with the previous properties, continuity implies a chain rule for differentials and a change
of variables formula.
This stronger continuity assumption makes the metric current behave like classical flat
currents: we can define their pushforward through any Lipschitz map and the value of
T (f, pi1, . . . , pik) is determined by the values of (f, pi1, . . . , pik) on the support of T (and not
on a neighborhood of it!).
Such a tight link between the current and its support can be specified in structure
theorems, whenever the geometry of the underlying space allows it (e.g. reducible sin-
gularities); another consequence is that we can work safely with embeddings, because a
control on the support is enough to go back to the original space.
Two of these properties are inherently global conditions (this is apparent for the mass
finiteness, not so evident, but still true, for the continuity) and globality is an essential
characteristic, if we want to treat also metric spaces which lack of local compactness, as it
is the case for infinite dimensional Banach spaces. However, the theory of metric currents
has a local counterpart, developed by U. Lang in [43], in which the “differential forms”are
(k+1)−tuples of locally Lipschitz functions, with the first one compactly supported (hence
Lipschitz and bounded). The mass condition is dropped and continuity is required only
on sequences of forms whose “support” is contained in a given compact.
Such a variation, obviously, makes sense only in locally compact spaces, but is quite
more flexible than the original version and allows us to define of a sheaf of currents. Even
relaxed in such a way, the continuity property still gives a strong similarity with the
classical locally flat currents and the previous considerations still hold. We mention that,
even in Rn, it is still an open problem whether metric currents coincide with classical flat
currents or not, although it is known that the former class contains the latter.
Another advantage of the local setting is that we don’t have to concern ourselves too
much with the distance we are considering: locally equivalent distances will give locally
equivalent theories.
Getting complex
A finite dimensional complex space can be given a metric space structure in many ways,
e.g. by patching the metric given by local embeddings in Cn, by ka¨hlerianity, by Kobayashi
hyperbolicity; therefore we can consider on it the space of metric currents or, better, their
local version.
As we mentioned before, we can define (p, q)−currents by requiring them to vanish on
forms with p+1 holomorphic differentials or q+1 antiholomorphic differentials; this gives,
with some caution, a bidimension theory for metric currents, together with a Dolbeault
decomposition (unfortunately, not for all the currents), allowing us to define the ∂ and ∂
operators. If we use local metric currents, it is possible to define sheafs of currents and to
consider a version of the Dolbeault complex.
The natural questions which arise at this point are the characterization of holomor-
phic currents, i.e. ∂−closed (p, n)−currents, and the local (and global) exactness of the
Dolbeault complex, i.e. the Cauchy-Riemann equation.
It turns out that holomorphic currents can be characterized by growth conditions
around the singular set and this characterization can be made explicit by resolving the
singularities; we do the computations in the case of complex curves, where a possible
ix
desingularization is given by the normalization, thus simplifying many technical details.
A simple, but meaningful observation is that, whenever the space is locally Lipschitz
contractible, the Poincare´ lemma holds for metric holomorphic currents.
The Cauchy-Riemann equation on singular complex spaces has been widely studied
since the work by Henkin and Polyakov on complete intersections [31]; Fornaess and
Gavosto tried another approach to the problem, solving it for complex curves in [23]. In
more recent years, the problem has been tackled by Fornaess, Øvrelid, Ruppenthal and
Vassiliadou in a series of papers, e.g. see [24,25,53,56–58].
Recently, the representation formulas approach of Henkin and Polyakov was generalized
by Andersson and Samuelsson in [7], leading to a solution of the Cauchy-Riemann equation
in a suitable class of forms (or currents), see [8].
A first and, maybe, na¨ıve approach to such a problem is to try and apply the L2
techniques due to Ho¨rmander to the regular part of the singular space; we therefore spend
some efforts in defining Sobolev spaces on a singular complex space, investigating density
theorems for functions and the vector-fields supported away from the singularity. Such
vector-fields can obviously be interpreted as metric currents with L2 (or, more generally,
Lp) coefficients.
Ho¨rmander’s techniques give also an insight on the regularity of holomorphic currents,
in case some density conditions hold; such density requests are equivalent to the coin-
cidence of the minimal and maximal L2−extensions of the ∂ operator on smooth forms
with compact support in the regular part. Therefore, the failure of such regularity for
holomorphic currents permits to identify situations in which the two extensions may not
coincide.
Again on the Cauchy-Riemann equation, the similarity with locally flat currents stressed
before brings, as a consequence, a strong dependence of the structure of currents from the
structure of the metric space, a fact, this one, also previously noted. We apply these
considerations to locally “completely” reducible spaces (which can be locally viewed as
union of smooth complex manifolds) and obtain an answer to the previous two questions
in this case: Cauchy-Riemann equation is locally solvable on these spaces and the global
solvability is controlled by the Dolbeault cohomology of the normalization, thus permit-
ting to characterize holomorphic currents as the pushforward of holomorphic currents on
the normalization.
It is worth noting that, for such spaces, the density hypotheses we were speaking before
are satisfied.
Many evidences can be found of a link between the degeneracy of the metric around
the singular set and the behavior of the metric currents in relation to the ∂−equation;
such a phenomenon is explored in some detail again for complex curves, exploiting the
Lp−solvability of the Cauchy-Riemann equation in one complex variable, with subhar-
monic weights, which is proved in [26] by Fornaess and Sibony.
The peculiar behavior of the Cauchy-Riemann equation in Lp and the flatness of clas-
sical currents with Lp coefficients suggests another interesting case to study: complex
hypersurfaces in Cn. Unfortunately, to solve the Cauchy-Riemann equation for metric
currents on such spaces, we need Lp solvability in the complement of the hypersurface in
a ball.
Back on track
Metric currents were originally employed to solve the Plateau problem in Banach spaces;
Ambrosio and Kirchheim adapted the classical proof, developing a theory of integral cur-
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rents, with closure and compactness theorems, which are the main ingredients for any
extremal problem.
Another important ingredient of the proof is the cone construction, which shows that
the set where we are looking for the minimum is not empty; the version of the cone
construction for Banach spaces given in [4] is essentially a form of convolution with the
“primitive” of δ1−δ0, that is the characteristic function of the interval [0, 1], together with
a contraction in 0.
If we are interested in the ∂ operator on a Banach space, the “primitive” of δ1 is (pi(t−
1))−1. The main difference with the previous convolution kernel is the non-compactness
of the support, which influences also the finite-dimensional solutions of the ∂−equation:
the compactness of the support of the data is not enough to ensure the existence of a
compactly supported solution.
The main consequence of this difference is the lack of a global mass estimate for the
metric functional so obtained; on the finite mass condition relies the proof of the continuity
property, which also breaks down here. However, as 1/t is locally integrable on C, we have
mass estimates on every bounded set and, consequently, continuity on sequences of forms
with supports in a prescribed ball.
An infinite dimensional Banach space isn’t locally compact, therefore we cannot use
local currents, but we can try and define a rough analogue of them, substituting com-
pactness with boundedness. We called these objects quasi-local currents, halfway between
local and global metric currents.
We can solve the ∂ for a boundedly supported current in a Banach space, if we allow
the result to be a quasi-local current, applying the variation of the cone construction
explained above.
From the geometric viewpoint, in the complex case, Plateau problem is replaced by
the boundary problem for holomorphic chains. Its solution, given by Harvey and Lawson,
exploits heavily the theory of rectifiable currents and slicing.
Having these ingredients at our disposal, we approach the boundary problem for holo-
morphic chains in Hilbert spaces, where the inner product permits to recover something
similar to the finite dimensional Wirtinger formula.
With the same (few) ideas, we can tackle also the generalizations of some characteri-
zation results on holomorphic chains and positive currents.
Per aspera ad aspera
We organized the contents as follows.
In the first chapter, we present the basic notions in complex analysis and geometry
and in geometric measure theory, which we will need in the following.
The second chapter is devoted to the theory of local metric currents. We introduce the
basic concepts and adapt the theory to the complex case, defining the bidimension, the
Dolbeault decomposition and related notions. A characterization of holomorphic currents
is given.
The development of a Sobolev theory on singular space is our main concern in the
third chapter. We give a characterization of Sobolev functions in terms of their behavior
and growth on the regular part; this leads to a capacity theory for the singular set which
allows us to obtain an approximation result, using functions with support in the regular
part. The second part of the chapter deals with the L2 theory on singular spaces.
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In the fourth chapter, some applications of the theory are discussed. We solve Cauchy-
Riemann equation on completely reducible singularities, by means of a structure theorem
for metric currents; we also treat the equation in Lp on complex curves and outline a
possible approach for the same problem on complex spaces which can be embedded as
divisors in Cn.
The final chapter tries to spread some light on the complex geometry in infinite di-
mensional spaces. After solving the Cauchy-Riemann equation in Banach spaces, in terms
of the quasi-local metric currents, we turn to the study of positive currents, holomorphic
chains and their boundaries.
Some of the results exposed in this work can be found in [48]. Many problems are left
unanswered, some others are newly raised. We try to summarize this situation in the final
remarks.
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Chapter 1
Basic notions
Summarizing the main concepts of complex geometry and geometric measure theory in
little more than a dozen pages is somewhat ridiculous, considering the extension, both
in time and papers, of the work done in both by mathematicians. However, we feel the
need to fix some notations, recall the basic ideas and give some bibliographical indications,
which will be forcefully incomplete.
1.1 Complex manifolds and complex spaces
A complex analytic manifold of (complex) dimension n is a differentiable manifold M ,
2n−dimensional as a real manifold, equipped with an atlas {(Uα, τα)}α∈A which is holo-
morphic with values in Cn; by definition, this means that the transition functions ταβ are
holomorphic.
The tangent space TxM has a natural complex vector space structure, given by the
isomorphism dτα : TxM → Cn, for x ∈ Uα; if TRxM is the underlying real vector space,
the multiplication by i induces Jx ∈ End(TRxM) such that J2x = −Ix and the distribution
Jx is integrable. Such an endomorphism is called complex structure.
Given an open set U ⊂M and analytic coordinates z1, . . . , zn on U , with zk = xk+iyk,
the real tangent space TRM |U admits the basis{
∂
∂x1
, . . . ,
∂
∂xn
,
∂
∂y1
, . . . ,
∂
∂yn
}
and the complex structure J can be described by
J(∂/∂xi) = ∂/∂yi J(∂/∂yi) = −∂/∂xi .
Let TCM be the complexification of TRM , that is TCM = TRM⊗RC = TRM⊕iTRM .
The endomorphism J extends naturally to J ⊗ 1 ∈ End(TCM), which satisfies again
(J ⊗ 1)2 = −I; therefore, this endomorphism admits two n−dimensional eigenspaces,
associated to the eigenvalues i and −i. We denote them by T 1,0M (holomorphic vectors)
and T 0,1M (antiholomorphic vectors) respectively and we endow T 1,0M ⊕ T 0,1M with
projections
v 7→ 1
2
(v − i(J ⊗ 1)v) v 7→ 1
2
(v + i(J ⊗ 1)v)
It is easy to see that T 1,0M and T 0,1M are both canonically isomorphic to TM through
these projections.
We define
∂
∂zj
=
1
2
(
∂
∂xj
− i(J ⊗ i) ∂
∂xj
)
=
1
2
(
∂
∂xj
− i ∂
∂yj
)
,
1
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∂
∂z¯j
=
1
2
(
∂
∂xj
+ i(J ⊗ i) ∂
∂xj
)
=
1
2
(
∂
∂xj
+ i
∂
∂yj
)
.
In this way, we have a canonical decomposition TCM = TM ⊕ TM , which carries on
to the cotangent bundle:
HomR(T
RM,C) ∼= HomC(TM ⊗R C,C) ∼= T ∗M ⊕ T ∗M
where T ∗M is the space of C−linear forms. With the previous notations, (dxk, dyk) is a
basis for HomR(T
RM,C), (dzk) a basis for T ∗M , (dz¯k) a basis for T ∗M . The differential
of a function f ∈ C1(U,C) can be written
df =
∑ ∂f
∂xk
dxk +
∑ ∂f
∂yk
dyk =
∑ ∂f
∂zk
dzk +
∑ ∂f
∂z¯k
dz¯k
and the function f is holomorphic if and only if df is C−linear i.e. if and only if f is a
solution of the Cauchy-Riemann equations ∂f/∂z¯k = 0 for k = 1, . . . , n.
The ring of holomorphic functions on an open set U ⊂M will be denoted by O(U).
The above decomposition of df gives
ΛkRT
RM ⊗ C = ΛkC(TM ⊗ C) =
⊕
p+q=k
Λp,qTM =
⊕
p+q=k
ΛpTM ⊕ ΛqTM
ΛkR(T
RM)∗ ⊗ C = ΛkC(TM ⊗ C)∗ =
⊕
p+q=k
Λp,qT ∗M =
⊕
p+q=k
ΛpT ∗M ⊕ ΛqT ∗M .
A complex vector field is said to be of type p, q if its value at every point of M lies in
Λp,qTM ; similarly, a complex differential form is said to be of bidegree p, q if its value at
every point of M lies in Λp,qT ∗M . A general complex differential form (or vector field)
splits into its (p, q)−components. The exterior differential on forms (and divergence on
vector fields) splits into two components: on the (p, q)−forms, we have
d : Λp,qT ∗M → Λp+1,qT ∗M ⊕ Λp,q+1T ∗M
and we set
∂ = pip+1,q ◦ d : Λp,qT ∗M → Λp+1,qT ∗M
∂ = pip,q+1 ◦ d : Λp,qT ∗M → Λp,q+1T ∗M .
We define these operators on a generic form by linearity.
The identity d2 = 0 implies ∂2 = ∂
2
= ∂∂ + ∂∂ = 0, so, in particular, for each p the
operator ∂ is associated to a complex, called Dolbeault complex :
C∞(M,Λp,0T ∗M) ∂−→ · · · ∂−→ C∞(MΛp,qT ∗M) ∂−→ C∞(MΛp,q+1T ∗M) ∂−→ · · ·
and to the corresponding Dolbeault cohomology groups
Hp,q(M,C) =
ker ∂
p,q
Im∂
p,q−1
with the convention that the image of ∂ is 0 for q = 0. The groups Hp,0(M,C) correspond
to the spaces of holomorphic p−forms on M .
A holomorphic map F : M1 →M2 induces a homomorphism
F ∗1 : H
p,q(M2,C)→ Hp,q(M1,C).
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1.1.1 Analytic sets and complex spaces
Let M be a complex analytic manifold; a subset A ⊂ M is called analytic subset of M if
it is closed and if for every point x0 ∈ A there exist a neighbourhood U and holomorphic
functions g1, . . . , gm ∈ O(U) such that
A ∩ U = {z ∈ U : g1(z) = . . . = gm(z) = 0} .
Unions and intersections of analytic sets are again analytic sets and the analytic con-
tinuation principle shows that if A is an analytic subset of a connected manifold M , then
either A = M or A has no interior points.
In what follows we will need the concepts of germ (of a function or of a set) and of
sheaf; we refer the reader to [27,34] for the basic definitions and properties.
Let (A, x) be the germ of the set A at the point x; if A is an analytic subset of an open
set U ⊂M , with x ∈ U , let IA,x be the ideal of germs f ∈ OM,x which vanish on (A, x).
Conversely, if I = (g1, . . . , gm) is an ideal of OM,x, we denote by (V (I , x) the germ at
x of the zero variety V (I ) = {z ∈ U : g1(z) = . . . = gm(z) = 0}. A local version of
Hilbert’s Nullstellenstatz holds for analytic sets.
Theorem 1.1.1 Let On = OCn,0, then for every ideal I ⊂ On,
IV ((I),x =
√
I .
A germ of analytic set is irreducible if it has no decomposition (A, x) = (A1, x)∪(A2, x)
in different analytic sets; (A, x) is irreducible if and only if IA,x is a prime ideal in OM,x.
We have the following local parametrization result, due to Ruckert.
Theorem 1.1.2 Let I be a prime ideal in On and A = V (I ). Then there exist an
integer d, a choice of coordinates (z′; z′′) = (z1, . . . , zd; zd+1, . . . , zn), polydiscs ∆′, ∆′′ in
Cd, Cn−d with sufficiently small radii such that the projection pi : A∩ (∆′×∆′′)→ ∆′ is a
ramified covering with q sheets, whose ramification locus is contained in S = {z′ δ(z′) = 0}
where δ ∈ Od.
We remark that, in the setting of the previous Theorem, On/I is a finite extension
of Od and q is the degree of such extension. Moreover, δ(z′) is the discriminant of the
minimal polynomial of a primitive element of such extension.
A point x ∈ A is said to be regular if there exists a neighbourhood Ω of x in M such
that Ω ∩ A is an analytic submanifold of Ω; otherwise, x is called singular point. The
corresponding subsets of A will be denoted by Areg and Asing, respectively. For every
point x ∈ A such that (A, x) is irreducible, there exist a family of neighbourhoods Ω of x
such that Areg ∩ Ω is dense and connected in A ∩ Ω.
The dimension of an irreducible germ of an analytic set (A, x) is defined to be dim(A, x) =
dim(Areg, x).
If x ∈ A, we define the local ring OA,x of germs of functions on (A, x) which can be
extended to germs of holomorphic functions on (M,x); OA,x = OM,x/IA,x and it is called
the ring of germs of holomorphic functions on (A, x). This definition allows us to define
the analytic subsets of an analytic set in just the same way as we already did for manifolds.
We have the following important result.
Theorem 1.1.3 Asing is an analytic subset of A.
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An immediate consequence of this theorem is that every analytic set admits a strat-
ification in analytic subsets A = A0 ⊃ A1 ⊃ A2 . . . ⊃ Am with Aj = Aj−1sing, therefore
Ajreg = Aj \Aj+1.
Given two analytic sets, A ⊂ Ω ⊂ Cn and B ⊂ Ω′ ⊂ Cp, a map F : A → B is said to
be an analytic morphism (or holomorphic map between analytic sets) if for every x ∈ A
there exists a neighborhood U of x in Ω and a holomorphic map F˜ : Ω → Cp such that
F˜ |A∩Ω = F |A∩Ω.
Equivalently, if F is continuous and for every x ∈ A and g ∈ OB,F (x), we have g ◦ F ∈
OA,x. The induced map
F ∗x : OB,F (x) → OA,x
is called the comorphism of F at point x.
A complex space X is a locally compact Hausdorff space, countable at infinity, together
with a sheaf OX of continuous functions on X, such that there exists an open covering
{Uλ}λ of X and for each λ an homeomorphism Fλ : Uλ → Aλ onto an analytic set
Aλ ⊂ Ωλ ⊂ Cn(λ) such that the comorphism F ∗λ : OAλ → OX|Uλ is an isomorphism of
sheaves of rings. OX is called the structure sheaf of X.
By definition, a complex space X is locally isomorphic to an analytic set, therefore
the concepts of holomorphic and meromorphic functions on X, analytic subsets, analytic
morhpisms, regular and singular points, etc. are meaningful. For instance, the analogous
result for analytic sets implies that Xsing is an analytic subset of X.
1.1.2 Normalization and resolution of singularities
In [32], Hironaka showed that every singular algebraic variety X admits a resolution of
singularities, i.e. there exist a manifold Y and a proper morphism pi : Y → X such that
pi−1(Xsing) is a normal crossing divisor E in Y (called the exceptional divisor) and pi is an
isomorphism outside E.
The manifold Y can be obtained by repeatedly blowing up the space X along its
singular locus; we refer to [39] for an excellent explanation of the basic (and not so basic)
concepts.
We will not need the full extent of Hironaka’s result; in fact, we will be only concerned
with the resolution of singularities for a complex curve. In such a particular case, we can
obtain the desired result with significantly less efforts.
A complex space X with structure sheaf OX is normal at x ∈ X if OX,x is a normal
ring, i.e. if OX,x is an integrally closed integral domain. Let N(X) be the set of non
normal points; we say that X is normal if N(X) = ∅. In general, we have that (see [2]
1. N(X) is a closed analytic subspace of X and N(X) ⊂ Xsing
2. for x ∈ X \N(X),
dimxXsing ≤ dimxX − 2
3. if X is a complete intersection at x and if the above inequality holds, then X is
normal at x.
By the above, we deduce that if a complex curve is normal, then it is smooth and
viceversa.
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A normalization of a reduced analytic space X is a pair (Xν , pi), where Xν is a normal
analytic space and pi is a finite surjective analytic mapping inducing an isomorphism of
the open sets
Xν \ pi−1(N(X))→ X \N(X) .
Therefore, to resolve the singularities of a complex curve it is enough to find a normal-
ization.
The normalization is uniquely determined up to an isomorphism, that is, if (Xν1 , pi1)
and (Xν2 , pi2) are two normalizations, then there exists a unique analytic isomorphism
φ : Xν1 → Xν2 such that pi1 = pi2 ◦ φ.
The normalization exists and has the following properties. For every point x ∈ X the
set of irreducible components of X at x is in one-to-one correspondence with pi−1(x). The
fibre at x of the direct image pi∗OXν of the structure sheaf OXν is naturally isomorphic
to the integral closure of the ring OX,x in its complete ring of fractions.
The concept of a normal analytic space over C can be introduced in terms of analytic
continuation of holomorphic functions. Namely, a reduced complex space is normal if and
only if Riemann’s first theorem on the removal of singularities holds for it: if U ⊂ X is an
open subset and A ⊂ U is a closed analytic subset not containing irreducible components
of U , then any function that is holomorphic on U \ A and locally bounded on U has a
unique analytic continuation to a holomorphic function on U . For normal complex spaces
Riemann’s second theorem on the removal of singularities also holds: if codimxA ≥ 2 at
every point x ∈ A , then the analytic continuation in question is possible without the
requirement that the function is bounded. A reduced complex space X is normal if and
only if for every open set U ⊂ X the restriction mapping of holomorphic functions
Γ(U,OX)→ Γ(U \Xsing,OX)
is bijective. A reduced complex space X is a Stein space if and only if its normalization
Xν has this property.
1.2 Geometric measure theory
Let X be a topological space and M a σ−algebra. A measure is usually defined as a
σ−additive function µ :M→ [0,+∞] such that µ(∅) = 0. However, we will call measure
a function m defined on all the subsets of X, with values in [0,+∞], such that m(∅) = 0,
which is only required to be countably subadditive1.
Given (M, µ), for any subset A of X we define
m(A) = inf{µ(E) : A ⊂ E ∈M} .
The sets A for which
m(E) = m(E ∩A) +m(E \A) ∀ E ⊆ X ,
are called µ−measurable.
A measure m is called Borel regular if every open set is µ−measurable and if, for each
A ⊆ X there exists a Borel set B ⊆ X with A ⊆ B and m(A) =, (B).
Moreover, suppose X is a locally compact Hausdorff space, then a measure m is called
a Radon measure if the following conditions hold:
1. every compact set has finite m measure;
1these set-functions are usually called outer measures.
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2. every open set is m−measurable and, if V ⊆ X is an open set, then
m(V ) = sup{m(K) : K is compact and K ⊆ V } ;
3. for every A ⊆ X,
m(A) = inf{m(V ) : V is open and A ⊆ V } .
Let Ln be the Lebesgue measure on Rn.
We give now a general construction, due to Caratheodory, which permits to obtain
many ”geometric” measures, like the Hausdorff measure or the spherical measure.
Let F be a collection of sets in Rn and let ζ : F → [0,+∞] be a function, called the
gauge of the measure we are going to construct. We define the preliminary measure φδ,
with 0 < δ ≤ +∞, as follows: if A ⊆ Rn, then
φδ(A) = inf
{∑
S∈G
ζ(S) : G ⊂ F ∩ {diam(S) ≤ δ} and A ⊂
⋃
S∈G
S
}
.
By definition φδ1 ≥ φδ2 if 0 < δ1 ≤ δ2, thus we may set
ψ(A) = lim
δ→0
φδ(A) = sup
δ>0
φδ(A) .
Clearly ψ is a measure and it can be shown that every open set is ψ−measurable; indeed,
one has
φδ(A ∪B) ≥ φδ(A) + φδ(B)
with 0 < δ < dist(A,B).
It is not difficult to show that, if F is the family of all Borel sets, then every subset of
Rn is contained in a Borel set with the same φδ measure i.e. ψ is a regular Borel measure.
For any non-negative real number k let
Ωk =
[Γ(1/2)]k
Γ(k/2 + 1)
.
where Γ is the Gamma function. If k is integer, Ωk is the volume of the unit ball in the
Euclidean k−space.
Let X be a metric space, F is the family of all subsets S of X and the gauge function
ζ1(S) = Ωk2
−k(diamS)k
for S 6= ∅ and ζ1(∅) = 0
The resulting measure, obtained by the Caratheodory construction is nothing but the
k−dimensional Hausdorff measure on X.
We observe that, if X = Rn, we obtain the same measure replacing F by the collection
of open (closed or convex ) subssets.
It is immediate that H0 is the counting measure.
Proposition 1.2.1 For 0 ≤ s < t < +∞ and A ⊆ X, we have that
1. Hs(A) <∞ implies that Ht(A) = 0;
2. Ht(A) > 0 implies that Hs(A) =∞.
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The Hausdorff dimension of a set A ⊆ X is
dimHA = sup{s : Hs(A) > 0} = sup{s : Hs(A) =∞}
= inf{t : Ht(A) <∞} = inf{t : Ht(A) = 0} .
The Caratheodory method can be used to construct the k−dimensional spherical mea-
sure Sk: in this case F is the set of all closed balls in Rn and ζ = ζ1 as before. We have
Hk ≤ Sk ≤ 2kHk.
The k−dimensional upper density of a measure m at a point p is defined by
Θ∗k(m, p) = lim sup
r→0
m(B(p, r))
Ωkrk
,
where B(x, d) is the ball of center x and radius d. Similarly,
Θk∗(m, p) = lim inf
r→0
m(B(p, r))
Ωkrk
defines the k−dimensional lower density.
1.2.1 Rectifiable sets
Let k be an integer with 1 ≤ k. A set A ⊂ X is said to be countably k−rectifiable if
S ⊂ S0 ∪
 ∞⋃
j=1
fj(Aj)

where Hk(S0) = 0, Aj ⊆ Rk and fj : Aj → X are Lipschitz functions for j = 1, 2, . . ..
Usually, we will also require S to be Hk−measurable and sometimes to have locally
finite Hk measure. This definition differs from the one given [20] because of the presence
of the set S0 (see [4], [40]).
We note that, if X = Rn, the maps fj can be thought to be defined all over Rk,
withouth affecting their Lipschitz constants in view of Kirszbraun’s theorem (see [20]).
We summarise some results about rectifiable sets in euclidean spaces, so we setX = Rn.
Lemma 1.2.2 The set S is countably k−rectifiable if and only if S ⊆ ⋃j Tj where
Hk(T0) = 0 and each Tj, j ≤ 1 is a k−dimensional, embedded C1−manifold of Rn.
Proposition 1.2.3 If S is Hk−measurable and countably Hk−rectifiable, then S = ⋃j Sj
with Hk(S0) = 0, Si ∩ Sj = ∅ if i 6= j and for j ≥ 1 Sj ⊆ Tj and Tj is a k−dimensional,
embedded C1−manifold of Rk.
1.3 Classical theory of currents
We introduce the basic definitions, notations and facts about the classical theory of cur-
rents referring to the book by Federer [20] for a systematic exposition of the theory. Some
more accessible texts are [40,49].
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1.3.1 Mass, comass and flat norm for forms
Let Y be a differentiable manifold of dimension n. A k-vector at a point x ∈ Y is an
element of
∧k TxY . A k-vector field on Y is a smooth section of ∧k TY . A k-covector at
a point at a point x ∈ Y is an element of ∧k T ∗xY . A k-covector or (smooth) k-form on Y
is a smooth section of
∧k T ∗Y .
A vector v ∈ ∧k TxY (a covector ω ∈ ∧k T ∗xY ) is said to be simple if it is the exterior
product of 1-vectors (1-covectors).
For any multiindex I = {i1, . . . , ik}, 1 ≤ is ≤ n, 1 ≤ s ≤ k we set |I| = k and
∂
∂xI
=
∂
∂xi1
∧ · · · ∧ ∂
∂xik
,
dxI = dxi1 ∧ · · · ∧ dxik .
If
ω =
∑
|I|=k
ωIdx
I , v =
∑
|I|=k
vI
∂
∂xI
,
we define
〈ω, v〉 =
∑
|I|=k
ωIv
I (1.1)
Assume now that Y is a riemannian manifold with scalar product g and let
n∑
r,s=1
grsdx
r ⊗ dxs
be the 1st fundamental form of (Y, g). Denote by dVg the associated volume form.
Given a k-vector v ∈ ∧k TxY , for any multindex I = {i1, . . . , ik} we define
vI = vi1···ik = gi1s1 · · · gikskvs1···sk ;
the quantities vI are the components of a k-covector. The real number
|v| =
∑
|I|=k
vIv
I
1/2 . (1.2)
is, by definition, the length of v. In a similar way, given a k-covector ω ∈ ∧k T ∗xY we
define
ωI = ωi1···ik = gi1s1 · · · gikskωs1···sk ;
where
(
gij
)
the inverse of (gij). The length of ω is then
|ω| =
∑
|I|=k
ωIω
I
1/2 . (1.3)
The mass of a k-vector v at x is defined by
‖v‖ = inf
{∑
α
|vα| : vα is simple and v =
∑
α
vα
}
. (1.4)
Similarly, the comass of a k-covector ω at x is defined by
‖ω‖ = sup {sup〈ω, v〉 : v is simple and |v| ≤ 1} . (1.5)
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Remark 1.3.1 The following holds
1) ‖v‖ = sup {〈ω, v〉 : ‖ω‖ ≤ 1};
2) the norms ‖ ‖ are equivalent to the norms | |;
3) if k = 1, k = n− 1, then from (1.5) it follows that
‖ω‖ = |ω| =
∑
j
ωjω
j
1/2
4) ‖ ‖ = | | on the simple vectors and covectors.
Given a k-vector field on Y the number
‖v‖ = sup
x∈Y
‖v(x)‖ (1.6)
is called the mass of v. Similarly,
‖ϕ‖ = sup
x∈Y
‖ϕ(x)‖ (1.7)
is called the comass of the k-form ϕ on Y .
The flat norm of a k-form ϕ is defined by
‖ϕ‖flat = sup
x∈Y
max {‖ϕ(x)‖, ‖dϕ(x)‖} . (1.8)
1.3.2 Currents
Let us recall the main definitions about currents. Let Y be a differentable manifold of real
dimension n. We denote by Dk(Y ) the space of the k-forms on Y with compact support,
endowed with the usual topology and we put D(Y ) = D0(Y ). A k-current on Y is a
continuous linear functional T : Dk(Y ) → C; k is called the dimension of T , n − k the
degree of T . The space of all k-currents on Y will be denoted by D(Y )′.
The differential or boundary of T is the (k + 1)-current dT defined by
dT (ϕ) = T (dϕ)
for every ϕ ∈ Dk−1(Y ).
Let S the family of the closed subsets C of Y with the following property: if x ∈ C \Y
there exists a neighbourhood of x such that T (ϕ) = 0 for every k-form ϕ such that
supp (ϕ) b U . If T 6= 0, then S 6= ∅. The closed subset⋂
C∈S
C
is called the support of T and denoted suppT .
Let f : Y → Y ′ be a smooth map between differentiable manifolds. Let T be a k-
current on T such that f |suppT is a proper map. Given a k-form ϕ ∈ Dk(Y ′) consider a
function χ ∈ C∞c (Y ) such that χ = 1 on a neighbourhood of suppT ∩ f−1(suppϕ); then
the complex number T (χf∗ϕ) is independent of χ and ϕ 7→ T (χf∗ϕ) defines a k-current
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on Y called the direct image of T and denoted by f∗T . The operation f∗ commutes with
the boundary i.e. d ◦ f∗ = f∗ ◦ d.
For ω ∈ Dm(Y ), m ≤ k, we define
Txω(ϕ) = T (ω ∧ ϕ)
for any ϕ ∈ Dk−m(Y ). As it is easily seen Txω is a (k −m)−current.
For f ∈ C0(Y ), f ≥ 0, let
‖T‖(f) = sup
{
T (ϕ), ϕ ∈ Dk(Y ) : ‖ϕ(x)‖ ≤ f(x)
}
; (1.9)
if ‖T‖(f) < +∞ for every f ∈ C0c (Y ) the current T is said to have locally finite mass.
If ‖T‖(1) < +∞ we say that T has a finite mass. Then f 7→ ‖T‖(f) is a Radon
measure with a density d‖T‖ such that
‖T‖(f) =
∫
Y
fd‖T‖
for all continuous functions f on Y. By virtue of Radon-Nikodym theorem there exists
‖T‖-a.e. a k-vector field T such that ‖T‖-a.e. |T| = 1, T is simple and for every k-form ϕ
one has
T (ϕ) =
∫
Y
〈ϕ,T〉 d‖T‖.
The mass of T is
M(T ) =
∫
Y
d‖T‖ = sup
{
T (ϕ), ϕ ∈ Dk(Y ) : ‖ϕ(x)‖ ≤ 1
}
.
If T is locally of finite mass the mass of T is defined for every compact subset K of Y by
MK(T ) =
∫
K
d‖T‖ = sup
{
T (ϕ), ϕ ∈ Dk(Y ) : ‖ϕ‖K ≤ 1
}
.
The vector space of k−currents of locally finite mass is denoted by Mk,loc(Y ), while Mk(Y )
denotes the space of k−currents of finite mass.
Example: currents of integration Let V be a closed submanifold of a riemannian
manifold Y . Then
ϕ 7→
∫
V
ϕ
is a k-current. If the k-volume of V is finite then T has a finite mass M(T ) = k-volume
of V .
The same definition if V is replaced by a locally finite integral polyedral k-chain P .
Here polyedral k-chains are meant formal sums
∑
j∈Z njσj where nj ∈ Z, j ∈ Z, and σj
are Lipschitz maps 4k → Y where 4k is the oriented standard k-simplex. Currents of
this type are said to be currents of integration and are denoted by [P ].
Let Ck(Y ;Z) be the group of the locally finite integral polyedral k-chains and by
Pk(Y ;Z) the corresponding group of the integration currents. If K is a compact subset of
Y , CkK(Y ;Z) denotes the subgroup of chains of Ck(Y ;Z) with support in K and PK,k(Y ;Z)
the group of the corresponding currents. If we work with real coefficients the corresponding
spaces of currents are denoted by Pk(Y ;R) and Pk,K(Y ;R) respectively.
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Normal currents A k-current T which is locally of finite mass is said to be locally
normal if dT has a locally finite mass. For these currents we use the seminorm
NK(T ) = MK(T ) + MK(dT ) , (1.10)
K a compact in Y . The space of all locally normal currents is denoted by Nk,loc(Y ). The
space of the normal currents whose support is contained in a compact subset K of Y is
denoted by Nk,K(Y ) and the one of normal currents (T and dT of finite mass) by Nk(Y ).
Rectifiable currents. k-currents which are limits in mass norm of integration currents
are called rectifiable. We denote by Rk,K(Y ;Z) the space of all k-current T such that for
every  > 0 there exists P ∈ Pk,K(Y ;Z) with MK(T − [P ]) < .
A rectifiable k-current T is an integral current if dT is rectifiable. In particular, rec-
tifiable current are normal. Spaces of rectifiable k-currents on a riemannian manifold Y
are denoted by Ik,K(Y ) and Ik(Y ), K being a compact of Y .
1.3.3 Dual flat seminorm for currents.
The dual flat seminorm of a k-current T is defined by
‖T‖K,flat = sup {|T (ϕ)| : ‖ϕ‖K,flat ≤ 1} (1.11)
If ‖T‖K,flat < +∞ then suppT ⊂ K is compact and
‖dT‖K,flat ≤ ‖T‖K,flat . (1.12)
It can be shown that
‖T‖K,flat = inf
S
{M(T − dS) + M(S) : suppS b K} (1.13)
(and by Hahn-Banach theorem this inf is attained).
The ‖‖K,flat-closure of Nk,K(Y ) is denoted by Fk,K(Y ). The union of all Fk,K(Y ) is
denoted by Fk(Y ); its elements are called flat k-chains. A locally flat k−chain is a current
T such that Txf ∈ Fk(Y ) for every f ∈ C∞c (Y ).
Currents with support in Kof the form
T = R+ dS
where R, S are rectifiable, T ∈ Rk,K(Y ;Z), S ∈ Rk+1,K(Y ;Z) are called integral flat
k-chains with support in K; the space of such currents is denoted by Fk,K(Y ). The flat
norm of a integral flat k-chain T ∈ Fk,K(Y ) is defined by (1.13).
We recall some results on flat currents.
Proposition 1.3.1 A flat current of finite mass is mass limit of normal currents.
Proof: Indeed, given T ∈ Fm(Y ) ∩Mm(Y ) and  > 0, we can find Q normal such that
F(T −Q) < , so there exists a current S with compact support such that
 > F(T −Q) = M(T −Q − dS) + M(S) .
As Q is normal and T is of finite mass, also T −Q is of finite mass; this implies that dS
is of finite mass, so S is normal.
Moreover, Q + dS is normal and M(T −Q − dS) < , which proves the thesis. 
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Proposition 1.3.2 Given T ∈ Fk,K(Y ), we can find a k−vectorfield ξ and a (k+1)−vectorfield
η on Y , supported in K, with L1(K, dVg) coefficients, such that
T (ω) =
∫
suppω
〈ξ, ω〉dVg +
∫
suppω
〈η, dω〉dVg .
Proof: If K is contained in a coordinate chart, we can apply the result for Rn, which
can be found in [20, 4.1.18]. For a generic compact, it is enough to write it as union of
coordinate chart and employ a smooth partition of unity. 
Remark 1.3.2 On the other hand, it is obvious that every current of the form
T (ω) =
∫
suppω
〈ξ, ω〉dVg +
∫
suppω
〈η, dω〉dVg
is flat, as it is written as A+ dB, with A, B supported in K and with finite mass.
There are, it has been said, two types of people in the
world. There are those who, when presented with a
glass that is exactly half full, say: this glass is half full.
And then there are those who say: this glass is half
empty. The world belongs, however, to those who can
look at the glass and say: What’s up with this glass?
Excuse me? Excuse me? This is my glass? I don’t
think so. My glass was full! And it was a bigger glass!
T. Pratchett - The TruthChapter 2
Currents on singular complex
spaces
This chapter opens with a hurried presentation of the theory of local metric currents on
metric spaces, which is explained with more ease and care in [43]. We complete this
sketchy picture with the detailed proof of the comparison theorem between metric and
classical currents on a manifold and with a note on the homology theory given by normal
metric currents.
The second section introduces the Dolbeault decomposition for metric currents i.e. de-
composition in currents of type (p, q) and, as a consequence, the definition of the operators
∂ and ∂. The main properties of these operators are investigated, mainly in connection
with the other operations on metric currents, i.e. contraction, pushforward, slicing.
The sheafs of metric currents we define in the third section are one of the main reasons
why we work with local metric currents.
An investigation on holomorphic currents, i.e. ∂−closed (p, n)−currents, is the subject
of the last section.
2.1 Local metric currents
We recall in this section the basic facts of the metric currents on a metric space, firstly
developed by Ambrosio and Kirchheim in [4]. Our exposition will follow closely [43].
Let X, Y be metric spaces. We denote by Lip(X,Y ) the set of all Lipschitz maps from
X to Y and by LipL(X,Y ) the set of L−Lipschitz maps i.e. maps X → Y with Lipschitz
constant L; Liploc(X,Y ) the set of those maps f : X → Y such that for every K ⊂ X
compact, f |K ∈ Lip(K,Y ). If Y = C we simply we write (X) instead of (X,C) in the
previous symbols. Given f ∈ Lip(X,Y ), we define
Lip(f) = inf{L ∈ [0,+∞) : f ∈ LipL(X,Y )} .
Recall that if A ⊂ X and f ∈ LipL(A,Rn), then there exists f˜ ∈ Lip√nL(X,Rn) such
that f = f˜ |A; moreover, every f : X → C bounded and uniformly continuous can be
approximated uniformly by Lipschitz functions.
2.1.1 Definitions
In what follows, X will be a locally compact metric space. For a compact subset K ⊂ X
and L ∈ [0,∞) we put
LipK,L = {f ∈ LipL(X) : supp (f) ⊂ K}
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The union D(X) of all such spaces is the algebra of all f ∈ Lip(X) whose support supp (f)
is compact. We say that fj → f in D(X) if and only if all fj belong to some LipK,L(X)
and fj → f pointwise on X. Similarly, we say that pij → pi in Liploc(X) if and only if for
every compact K there exists a constant LK such that pij |K ∈ LipK,LK (X) for all j and
pij → pi pointwise on K.
Let
D0(X) = D(X) Dm(X) = D(X)× [Liploc(X)]m
endowed with the product topology.
An m−dimensional local metric current T in X is a function T : Dm(X) → C such
that
(1) (multilinearity) T is (m+ 1)−linear;
(2) (continuity) T (f j , pij1, . . . , pi
j
m)→ T (f, pi1, . . . , pim) if (f j , pij)→ (f, pi) in Dm(X);
(3) (locality) if m ≥ 1, T (f, pi1, . . . , pim) = 0 whenever some pii is constant in a neigh-
borhood of supp (f).
The vector space of all m−dimensional local metric currents will be denoted by Dm(X);
we can endow it with a weak topology such that Tn → T if and only if
Tn(f, pi1, . . . , pim)→ T (f, pi1, . . . , pim) ∀ (f, pi1, . . . , pim) ∈ Dm(X) .
An immediate consequence of the definition is the following strict locality property
proved in [43, Section 2].
Lemma 2.1.1 Let m ≥ 1, T ∈ Dm(X), then T (f, pi1, . . . , pim) = 0 whenever some pii is
constant on supp (f).
Given (u, v) ∈ Liploc(X) × [Liploc(X)]k and T ∈ Dm(X), with m ≥ k ≥ 0, we define
the current Tx(u, v) ∈ Dm−k(X) by
(Tx(u, v))(f, g) = T (uf, v, g) = T (uf, v1, . . . , vk, g1, . . . , gm−k)
for (f, g) ∈ Dm−k(X). We have that
(Tx(1, v))x(1, w) = Tx(1, v, w) .
Proposition 2.1.2 Suppose T ∈ Dm(X), m ≥ 1 and (f, pi1, . . . , pim) ∈ Dm(X), then
(1) if m ≥ 2 and pii = pij with i 6= j, we have
T (f, pi1, . . . , pim) = 0 .
(2) for every g, h ∈ Liploc(X),
T (f, gh, pi2, . . . , pim) = T (fg, h, pi2, . . . , pim) + T (fh, g, pi2, . . . , pim) .
For the proof see [43, Proposition 2.4].
We also recall the following analogue of the chain rule [43, Theorem 2.5].
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Theorem 2.1.3 Suppose m,n ≥ 1, T ∈ Dm(X), f ∈ D(X), and let U ⊂ Rn be an open
set, pi = (pi1, . . . , pin) ∈ Liploc(X,U) and g = (g1, . . . , gm) ∈ [C1,1(U)]m. Then, if n ≥ m,
T (f, g ◦ pi) =
∑
λ∈Λ(n,m)
T
(
f det
[
(Dλ(k)gi) ◦ pi
]m
i,k=1
, piλ(1), . . . , piλ(m)
)
.
If n < m, then T (f, g ◦ pi) = 0.
The support supp (T ) of a local metric current T ∈ Dm(X) is the intersection of all
closed sets C ⊂ X such that T (f, pi) = 0 whenever (f, pi) ∈ Dm(X) and supp (f) ∩C = ∅.
We have the following properties (see [43, Section 3]).
Lemma 2.1.4 Let T ∈ Dm(X), then
i. supp (T ) is the set of all x ∈ X such that for every  > 0 there exists (f, pi) ∈ Dm(X)
with supp (f) ⊂ B(x) and T (f, pi) 6= 0;
ii. if f |supp (T ) = 0 then T (f, pi) = 0;
iii. if m ≥ 1, T (f, pi) = 0 whenever some pii is constant on {f 6= 0} ∩ supp (T ).
Obviously, given A ⊂ X closed and TA ∈ Dm(A), we can define T ∈ Dm(X) by
T (f, pi1, . . . , pim) = TA(f |A, pi1|A, . . . , pim|A) .
Proposition 2.1.5 Let T ∈ Dm(X) and A ⊂ X be a locally compact set containing
supp (T ). Then there is a unique TA ∈ Dm(A) such that
TA(f, pi) = T (f˜ , p˜i)
whenever (f, pi) ∈ Dm(A), (f˜ , p˜i) ∈ Dm(X) and f˜ |A = f , p˜ii|A = pii. Moreover, supp (T ) =
supp (TA).
The boundary of T ∈ Dm(X), m ≥ 1, is the local current dT ∈ Dm−1(X) defined by
dT (f, pi1, . . . , pim−1) = T (σ, f, pi1, . . . , pim−1) ∀ (f, pi1, . . . , pim−1) ∈ Dm−1(X)
where σ ∈ D(X) is any functions such that σ ≡ 1 on {f 6= 0} ∩ supp (T ). One can
check that this defines indeed a local metric current such that supp (dT ) ⊂ supp (T ) and
(dT )A = d(TA) for every locally closed subset A. If m ≥ 2, locality implies that ddT = 0.
The operator d : Dm(X)→ Dm−1(X) is linear and weakly continuous.
Lemma 2.1.6 If T ∈ Dm(X) and (u, v) ∈ Liploc(X)× [Liploc(X)]k, with m > k, then
(dT )x(u, v) = Tx(1, u, v) + (−1)kd(Tx(u, v)) .
Given T ∈ Dm(X) a locally compact set set A ⊂ X containing supp (T ), Y and a
locally compact metric space. For every proper map F ∈ Liploc(A, Y ) the pushforward of
T via F is the current F]T ∈ Dm(Y ) given by
F]T (f, pi1, . . . , pim) = TA(f ◦ F, pi1 ◦ F, . . . , pim ◦ F ) .
We have supp (F]T ) = F (supp (T )) and, if m ≥ 1, F](dT ) = d(F]T ); moreover, if Z
is another locally compact metric space and G ∈ Liploc(Y,Z) is proper, we have that
(G ◦ F )]T = G]F]T .
If F ∈ Liploc(X,Y ) is proper, the operator F] : Dm(X)→ Dm(Y ) is linear and weakly
continuous.
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2.1.2 Mass
Given T ∈ Dm(X) and an open set V ⊂ X, we define the mass MV (T ) of T in V as the
least number M ∈ [0,+∞] such that∑
λ∈Λ
T (fλ, pi
λ) ≤M
whenever Λ is a finite set, (fλ, pi
λ) ∈ D(X)×[Lip1(X)]m, supp (fλ) ⊂ V and
∑
λ∈Λ |fλ| ≤ 1.
MX(T ) = M(T ) will be called the total mass of T . We set
Mm,loc(X) = {T ∈ Dm(X) : MV (T ) < +∞ ∀ V b X}
Mm(X) = {T ∈ Dm(X) : M(T ) < +∞}
and we define an outer measure ‖T‖ by
‖T‖(A) = inf{MV (T ) : V ⊂ X is open and A ⊂ V }
for every A ⊂ X. We note that the mass is lower semicontinuous with respect to weak
convergence: if Tn → T weakly in Dm(X), then
MV (T ) ≤ lim inf
n→∞ MV (Tn)
for every open set V ⊂ X. We have the following results (see [43, Section 4]).
Proposition 2.1.7 For m ≥ 0, (Mm(X),M) is a Banach space.
Theorem 2.1.8 Let T ∈ Dm(X), then
i. the function ‖T‖ : 2X → [0,+∞] is a Borel regular outer measure;
ii. we have supp (‖T‖) = supp (T ) and ‖T‖(X \ supp (T )) = 0;
iii. for every open set V ⊂ X,
‖T‖(V ) = sup{‖T‖(K) : K ⊂ X is compact and K ⊂ V } ;
iv. if T ∈Mm,loc(X), then ‖T‖ is a Radon measure and
|T (f, pi)| ≤
m∏
i=1
Lip(pii|supp (f))
∫
X
|f |d‖T‖
for all (f, pi) ∈ Dm(X).
Let B∞c (X) be the algebra of all bounded complex-valued Borel functions whose sup-
port is compact; from the previous Theorem it follows that every T ∈Mm,loc(X), we can
naturally extends to
T : B∞c (X)× [Liploc(X)]m → C
by a density argument.
Theorem 2.1.9 The extended functional T has the following properties:
(1) (multilinearity) T is (m+ 1)−linear on B∞c (X)× [Liploc(X)]m;
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(2) (continuity) T (f j , pij) → T (f, pi) whenever f, f j ∈ B∞c (X), supj ‖f j‖∞ < ∞,⋃
j supp (f
j) ⊂ K b X, f j → f pointwise on X and pij → pi in [Liploc(X)]m;
(3) (locality) if m ≥ 1, T (f, pi) = 0 whenever some pii is constant on the support of
f ∈ B∞c (X);
(4) for all (f, pi) ∈ B∞c (X)× [Liploc(X)]m
|T (f, pi)| ≤
m∏
i=1
Lip(pii|supp (f))
∫
X
|f |d‖T‖ .
This extension allows us to define Txu, more generally, for any locally bounded Borel
function, in particular for u = χB a characteristic function of some Borel set B ⊂ X.
we write TxB instead of TxχB. Clearly, given (u, v) ∈ B∞loc(X) × [Liploc(X)]k and T ∈
Mm,loc(X), the following holds for any open set V ⊂ X
MV (Tx(u, v)) ≤
k∏
i=1
(vi|V )
∫
V
|u|d‖T‖
and Tx(u, v) ∈Mm−k,loc(X).
Lemma 2.1.10 Suppose that T ∈ Mm,loc(X), Y is a locally compact metric space, F ∈
Liploc(X,Y ) is proper when restricted to supp (T ). Then F]T ∈Mm,loc(Y ) and
i. for all (f, pi) ∈ B∞c (Y )× [Liploc(Y )]m and σ ∈ B∞c (X) such that σ = 1 on {f ◦F 6=
0} ∩ supp (T ),
F]T (f, pi) = T (σ(f ◦ F ), pi ◦ F ) ;
ii. for every Borel set B ⊂ Y ,
M((F]T )xB) ≤ Lip(F |F−1(B)∩supp (T ))m‖T‖(F−1(B)) .
Lemma 2.1.11 Let T ∈ Mm,loc(X) and B ⊂ X either a σ−finite with respect to ‖T‖
Borel set or an open set. Then ‖T‖(B) is the least number such that∑
λ∈Λ
T (fλ, pi
λ) ≤ ‖T‖(B)
whenever Λ is finite, (fλ, pi
λ) ∈ B∞c (X) × [Lip1(X)]m and
∑
λ |fλ| ≤ χB. Moreover
‖T‖xB = ‖TxB‖ and ‖T‖(B) = M(TxB).
A slightly different extension can be realized for a current T ∈Mm(X), namely we can
extend it to
T : B∞(X)× [Lip(X)]m → C
with the following properties:
(1) (multilinearity) T is (m+ 1)−linear;
(2) (continuity) T (f j , pij) → T (f, pi) whenever (f, pi), (f j , pij) ∈ B∞(X) × [LipL(X)]m,
supj ‖f j‖∞ is finite, (f j , pij)→ (f, pi) pointwise on X;
(3) (locality) if m ≥ 1, T (f, pi) = 0 whenever some pii is constant on the support of f ;
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(4) for all (f, pi) ∈ B∞(X)× [Lip(X)]m
|T (f, pi)| ≤
m∏
i=1
Lip(pii|supp (f))
∫
X
|f |d‖T‖ .
For a locally compact metric space X, the Banach space (Mm(X),M) is exactly the
vector space of m−dimensional metric currents defined by Ambrosio and Kirchheim in [4],
endowed with the mass norm.
2.1.3 Locally normal currents
Given T ∈ Dm(X) and an open set V ⊂ X, we define
NV (T ) = MV (T ) +MV (dT )
if m ≥ 1 and NV (T ) = MV (T ) if m = 0, and let N(T ) = NX(T ). Let
Nm,loc(X) = {T ∈ Dm(X) : NV (T ) < +∞ for every open set V b X}
and
Nm(X) = {T ∈ Dm(X) : N(T ) < +∞} .
The elements of Nm,loc(X), Nm(X) are called locally normal currents, normal currents,
respectively. Nm(X) is a Banach space with the norm N .
Given T ∈ Nm,loc(X) and (u, v) ∈ Liploc(X)× [Liploc(X)]k, where m > k, we have
d(Tx(u, v)) = (−1)k((dT )x(u, v)− Tx(1, u, v)) ,
so that
MV (d(Tx(u, v))) ≤
k∏
i=1
Lip(vi|V )
(∫
V
|u|d‖dT‖+ Lip(u|V )‖T‖(V )
)
for every open set V ⊂ X. Therefore Tx(u, v) ∈ Nm−k,loc(X). We note that push-
forwards of locally normal currents are locally normal. We state now a usefull property
of the locally normal currents (see [43, Lemma 5.2], or [4, Proposition 5.1] for the case of
normal currents).
Proposition 2.1.12 Let T ∈ Nm,loc(X), m ≥ 1, then
i. for every (f, g) ∈ Dm(X) with g2, . . . , gm ∈ Lip1(X),
|T (f, g)| ≤ Lip(f)
∫
supp (f)
|g1|d‖T‖+
∫
X
|fg1|d‖dT‖ ;
ii. for all (f, g), (f˜ , g˜) ∈ D(X)× [Lip1(X)]m,
|T (f, g)− T (f˜ , g˜)| ≤
∫
X
|f − f˜ |d‖T‖+
+
m∑
i=1
(
Lip(f)
∫
supp (f)
|gi − g˜i|d‖T‖+
∫
X
|f ||gi − g˜i|d‖dT‖
)
.
Indeed, this proposition is true under slightly weaker assumptions.
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Proposition 2.1.13 Let T : Dk(X) → C be a multilinear local functional, with locallly
finite mass, for which the product rule holds; furthermore, let us suppose that dT is of
locally finite mass too. Then T is continuous.
Proof: Let f ∈ D(X), pi1, pi′1 ∈ Liploc(X) and pi = (pi2, . . . , pik) ∈ [Liploc(X)]k−1; then
T (f, pi1, pi)− T (f, pi′1, pi)
= T (1, fpi1, pi)− T (1, fpi′1, pi)− T (pi1, f, pi) + T (pi′1, f, pi)
= dT (fpi1, pi)− dT (fpi′1, pi)− T (pi1, f, pi) + T (pi′1, f, pi).
Using the locality property, |T (f, pi1, pi)− T (f, pi′1, pi)| can be esimated with(∫
supp f
|f ||pi1 − pi′1|d‖dT‖+ Lip(f)
∫
supp f
|pi1 − pi′1|d‖T‖
) k∏
j=2
Lip(pij |supp f )
Repeating this argument for every component, we have that
|T (f, pi)− T (f ′, pi′)| ≤
∫
U
|f − f ′|d‖T‖+
+
k∑
i=1
(∫
U
|f ||pii − pi′i|d‖dT‖+ Lip(f)
∫
supp f
|pii − pi′i|d‖T‖
)∏
j 6=i
Lip(pij |supp f )
As supp f is compact, if the components of ωi converge pointwise to the components of
ω on X, they converge uniformly on supp f , therefore, applying the previous estimate to
the difference T (ωi)− T (ω) we obtain that T (ωi) converges to T (ω), since the integrands
in the right-hand side all converge uniformly to 0 on supp f . 
Finally, let us we give a characterization of top dimensional locally normal currents in
Euclidean spaces. In order to formulate the result, we define the top dimensional current
associated to a L1loc function in an Euclidean space: given U ⊂ Rn open and u ∈ L1loc(U),
we define
[u](f, pi1, . . . , pin) =
∫
supp f
uf det Jac(pi)dLn .
By Rademacher’s theorem, pi1, . . . , pin are almost everywhere differentiable and their dif-
ferential are bounded on supp f , therefore the Jacobian is well defined and its product
with uf is integrable. The current [u] is obviously multilinear, local and of locally finite
mass. The continuity follows by a well known properties of W 1,∞loc functions. Therefore,
[u] ∈Mn,loc(Rn).
Theorem 2.1.14 Let T ∈ Nk,loc(U). Then there exists u ∈ BVloc(U) such that T = [u]
and ‖dT‖ = |Du|.
2.1.4 Rectifiable currents and slicing
Let Hk be the k−dimensional Hausdorff measure on X. A current T ∈ Mk,loc(X) is said
to be locally rectifiable if
i. ‖T‖ is concentrated on a countably Hk−rectifiable set;
ii. ‖T‖ vanishes on Hk−negligible Borel sets.
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The space of locally rectifiable currents is denoted by Rk,loc(X), the elements of Rk(X) =
Rk,loc(X) ∩Mk(X) are called rectifiable currents.
We say that a locally rectifiable current T is locally integer rectifiable if for any φ ∈
Lip(X,Rk) and compact Borel B set in X one has φ](TxB) = [u] with u ∈ L1(Rk,Z). The
space of such currents is denoted by Ik,loc(X); the elements of Ik(X) = Ik,loc(X)∩Mk(X)
are called integer rectifiable currents.
We define the spaces of locally integral and integral currents as follows.
Ik,loc(X) = {T ∈ Ik,loc(X) : dT ∈ Ik−1,loc(X)} ,
Ik(X) = Ik,loc ∩Nk(X) :
Theorem 2.1.15 Let T ∈Mk,loc(X), k ≥ 1. Then T ∈ Rk,loc(X) (resp. T ∈ Ik,loc(X)) if
and only if there exist a sequence {Ki} of compact sets in Rk, a sequence {θi} of functions
in L1(Rk,R) (resp. L1(Rk,Z)) with supp θi ⊂ Ki and a sequence {fi} of bi-Lipschitz maps
fi : Ki → X such that
‖T‖(A) =
∑
i
‖(fi)][θi]‖(A) T (f, pi) =
∑
i
(fi)][θi](f, pi)
for every Borel set A ⊂ X and for every (f, pi) ∈ Dk(X).
Given T ∈Mk,loc(X), pi ∈ Liploc(X,Rm), we define the slice 〈T, pi, x〉 ∈ Dk−m(X) by
〈T, pi, x〉(f, η) = lim
→0
T (fρ ◦ pi, pi, η)
where ρ is any family of mollifiers, for every x ∈ Rm for which the limit exists.
Theorem 2.1.16 If T ∈ Nk,loc(X), with suppT separable, pi ∈ Liploc(X,Rm), then
i. for Lm−almost every x ∈ Rm, the slice 〈T, pi, x〉 exists and is locally normal and
d〈T, pi, x〉 = (−1)m〈dT, pi, x〉;
ii. for all (f, g) ∈ B∞c × [Liploc(X)]k−m,∫
Rm
〈T, pi, x〉(f, g)dx = Tx(1, pi)(f, g) ;
iii. for every ‖Tx(1, pi)‖−measurable set B ⊂ X,∫
Rm
‖〈T, pi, x‖(B)dx = ‖Tx(1, pi)‖(B) .
Theorem 2.1.17 Suppose m,m′ > 1, k > m + m′, pi ∈ Lip(X,Rm), pi′ ∈ Lip(X,Rm′),
T ∈ Nk,loc(X) and suppT is separable. Then
〈T, (pi, pi′), (x, x′)〉 = 〈〈T, pi, x〉, pi′, x′〉
for Lm+m′−almost every (x, x′) ∈ Rm+m′.
We give some results which allow us to recover informations on the rectifiability of a
current from the rectifiability of the slices.
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Theorem 2.1.18 Let T ∈ Nk,loc(X), k ≥ 1 be such that suppT is separable and P a
countable subset of Lip1(X) which is dense in the uniform norm on compact sets. If, for
each pi ∈ Pk, 〈T, pi, x〉 ∈ R0,loc(X) (resp. I0,loc(X)) for Lk−almost every x ∈ Rk, then
T ∈ Rk,loc(X) (resp. Ik,loc(X)).
Theorem 2.1.19 Let T ∈ Nk,loc(X), 1 ≤ m ≤ k, be such that suppT is separable. Then
i. if T ∈ Rk,loc(X) (resp. Ik,loc(X)) and pi ∈ Liploc(X,Rm), then 〈T, pi, x〉 ∈ Rk−m,loc(X)
(resp. Ik−m,loc(X)) for Lm−almost every x ∈ Rk;
ii. conversely, if for each pi ∈ Liploc(X,Rm), 〈T, pi, x〉 ∈ Rk−m,loc(X) (resp. Ik−m,loc(X))
for Lm−almost every x ∈ Rk, then T ∈ Rk,loc(X) (resp. Ik,loc(X)).
Finally, we give an important characterization of the space of integral currents.
Theorem 2.1.20 Ik,loc(X) = Ik,loc(X) ∩Nk,loc(X), for all k ≥ 0.
This result is often known as boundary rectifiability theorem, as it can be stated as
follows: if T ∈ Ik loc(X) and dT has locally finite mass, then dT ∈ Ik−1,loc(X).
2.1.5 Comparison theorem
With the notations introduced in section 1.3 we state now the following
Theorem 2.1.21 Let U ⊂ CN be an open set, N ≥ 1. For every m ≥ 0 there exists an
injective linear map Cm : Dm(U)→ Dm(U) such that
Cm(T )(fdg1 ∧ . . . ∧ dgm) = T (f, g1, . . . , gm)
for all (f, g1, . . . , gm) ∈ C∞c (U)× [C∞(U)]m. Moreover
i. for m ≥ 1, d ◦ Cm = Cm−1 ◦ d;
ii. for all T ∈ Dm(U), ‖T‖ ≤M(Cm(T )) ≤
(
N
m
)‖T‖;
iii. the restriction of Cm to Nm,loc(U) is an isomorphism onto Nm,loc(U);
iv. the image of Cm contains the space Fm,loc(U).
For the proof see [43, Theorem 5.5] and [4, Theorem 11.1]. Analogous result holds for
manifolds:
Theorem 2.1.22 Let U be an N−dimensional complex manifold, N ≥ 1. For every
m ≥ 0 there exists an injective linear map Cm : Dm(U)→ Dm(U) such that
Cm(T )(fdg1 ∧ . . . ∧ dgm) = T (f, g1, . . . , gm)
for all (f, g1, . . . , gm) ∈ C∞c (U)× [C∞(U)]m. The following properties hold:
i. for m ≥ 1, d ◦ Cm = Cm−1 ◦ d;
ii. there exists a positive constant c1 such that, for all T ∈ Dm(U)
c−21 ‖T‖ ≤M(Cm(T )) ≤ c21
(
N
m
)
‖T‖;
iii. the restriction of Cm to Nm,loc(U) is an isomorphism onto Nm,loc(U);
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iv. the image of Cm contains the space Fm,loc(U).
Proof: Fix a locally finite covering {Uj}j∈N of relatively compact open sets with bi-
Lipschitz coordinate charts φj : Uj → Ωj ⊆ CN .
Let {ρj}j∈N be a smooth partition of unity subordinated to the covering {Uj}j∈N; for
each j ∈ N, the current Tj = Txρj is supported in Uj , therefore belongs to Dm(Uj).
The induced map (φj)] is an isomorphism between Dm(Uj) and Dm(Ωj); let C
j
m be the
linear injective map given by Theorem 2.1.21 between Dm(Ωj) and Dm(Ωj). Then (φ−1j )∗
is an isomorphism between Dm(Ωj) and Dm(Uj), which can be injected into Dm(U).
Therefore, for every j ∈ N, we have the map
T 7→ Tj 7→ (φj)]Tj 7→ Cjm((φj)]Tj) 7→ (φ−1j )∗Cjm((φj)]Tj) = Rjm(T ) .
All the intermediate steps are linear and injective, so the result is linear and injective. We
set
Cm(T ) =
∑
j
Rjm(T ) ,
which is well defined because the covering is locally finite; moreover, Cm is linear and
injective.
Given (f, g1, . . . , gm) ∈ C∞c (U)× [C∞(U)]m, we have that
T (f, g) =
∑
j
T (ρjf, g) =
∑
j
(φj)]Tj((ρj ◦ φ−1j ) · (f ◦ φ−1j ), g1 ◦ φ−1j , . . . , gm ◦ φ−1j )
where the sums are indeed finite, because f has compact support. Now, by Theorem
2.1.21 the last sum is equals∑
j
Cjm((φj)]Tj)((ρjf) ◦ φ−1j dg1 ◦ φ−1j ∧ . . . ∧ dgm ◦ φ−1j ) =
∑
j
(φ−1j )∗C
j
m((φj)]Tj)(ρjfdg1 ∧ . . . ∧ dgm) =
∑
Rjm(T )(fdg1 ∧ . . . ∧ dgm) =
Cm(fdg1 ∧ . . . ∧ dgm) .
The conclusions of Theorem 2.1.21 hold for Cim and for the pushforward maps, so we
just have to check that they still hold after contraction with a 0−form and after a locally
finite sum.
i. We know that, for m ≥ 1, d ◦ Cjm = Cjm−1 ◦ d. We also have
d(Tj) = d(Txρj) = dTxρj + Tx(σj , ρj) = (dT )j + Tx(σj , ρj) ,
with σj a compactly supported smooth function equal to 1 on supp ρj and to 0 outside
Uj , so
Rjm−1(dT ) = (φ
−1
j )∗C
j
m−1((φj)](dT )j) = (φ
−1
j )∗C
j
m−1((φj)](d(Tj)− Tx(σj , ρj))) =
(φ−1j )∗C
j
m−1(d(φj)]Tj−((φj)]Tx(σj , ρj))) = (φ−1j )∗(dCjm((φj)]Tj)−Cjm−1((φj)]Tx(σj , ρj))) =
dRjm(T )− Sjm−1(T ) .
For a given classical form fdg1∧. . .∧dgm−1, we have that Sjm−1(T )(fdg1∧. . .∧dgm−1) 6= 0
only for a finite number of j ∈ N (namely, those such that fdρj 6= 0), so∑
j : fdρj 6=0
Sim−1(T )(fdg1∧. . .∧dgm−1) =
∑
(φ−1j )∗C
j
m−1((φj)]Tx(σj , ρj)))(fdg1∧. . .∧dgm−1) =
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∑
Tx(σj , ρj)(f, g1, . . . , gm−1) .
We can replace σj with a σ, independent of j, defined by
σ = max{σj | fdρj 6= 0} .
Thus the last sum is equal to∑
Tx(σj , ρj)(f, g1, . . . , gm−1) = T (σf,
∑
ρj , g1, . . . , gm−1) = 0
because
∑
ρj is constantly equal to 1 on the support of σf (which coincides with supp f).
Therefore d ◦Rjm−1 = Rjm ◦ T and then obviously d ◦ Cm−1 = Cm ◦ d.
ii. Upon taking a refinement of our open covering, we can assume that there exists
a positive constant c1 such that Lip(φj),Lip(φ
−1
j ) ≤ c1. Denoting µ the (metric) mass
measure of T and mj the (classical) mass measure of R
j
m(T ) we have
‖Txρj‖(B) = (µ · ρj)(B) ,
for every Borel set B, and
(φj)](µ · ρj)(B′) ≤ c1(µ · ρj)(φ−1j (B′)) ,
so
mj(B) ≤ c21
(
N
m
)
(µ · ρj)(B) .
Summing on j and denoting µ′ the mass measure of Cm(T ), we obtain
µ′(B) ≤ c21
(
N
m
)
µ(B) .
To obtain the other estimate, we observe that
Cm(T )xρj = Rjm(T )
because
Cm(T )xρj(fdg1 ∧ . . . ∧ dgm) = Cm(T )(fρjdg1 ∧ . . . ∧ dgm) = T (fρj , g1, . . . , gm) =
Rjm(T )(fdg1 ∧ . . . ∧ dgm) ;
therefore
C−1m =
∑
j
(φj)] ◦ (Cjm)−1 ◦ (φ−1j )∗(Txρj)
with T a classical current. So we obtain the estimate
µ(B) ≤ c21µ′(B) .
iii. and iv. The class of locally normal currents is stable under pushforward and contrac-
tion by a smooth function and the same is true for locally flat currents. Therefore these
two points follow easily from the corresponding ones in 2.1.21. 
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2.1.6 Homology of normal currents
Given metric space X, we can consider the chain complex
. . . −→ Nk(X) d−→ Nk−1(X) −→ . . . −→ N1(X) d−→ N0(X) −→ 0
where Nk(X) is the space of normal metric currents with compact support, and the asso-
ciated homology
Hk(X) =
Ker{d : Nk(X)→ Nk−1(X)}
Im{d : Nk+1(X)→ Nk(X)}
Obviously, if f : X → Y is a Lipschitz map, we obtain the pushforward operator f] :
Nk(X)→ Nk(Y ) for every k and, since f] and d commute, we have an induced operator
H(f) : Hk(X)→ Hk(Y )
such that H(Id) = Id and H(f ◦ g) = H(f) ◦ H(g). In other words, H is a covariant
functor from the category of metric spaces with Lipschitz functions to the category of
abelian groups. In what follows we will write f∗ instead of H(f).
Moreover, if A is closed subset of X,we define Nk(X,A) setting
Nk(X)/Nk(A).
Since d : Nk(X) → Nk−1(X) sends Nk(A) in Nk−1(A) we can consider the relative ho-
mology groups Hk(X,A) and we have the long exact sequence of the pair, as well as for
singular homology
. . . Hk(A)→ Hk(X)→ Hk(X,A) d
′→ Hk−1(A)→ Hk−1(X)→ . . .
where d′ is an homomorphism of degree −1.
Proposition 2.1.23 Let {U, V } be an open covering of X, let iU , iV be the inclusions of
U ∩ V in U and V respectively and let jU , jV be the inclusions of U and V respectively in
X. Then the short sequence of chain complexes
0→ N∗(U¯ ∩ V¯ ) (iU )∗⊕(iV )∗−→ N∗(U¯)⊕N∗(V¯ ) (jU )∗−(jV )∗−→ N∗(X)→ 0
is exact.
Proof: Given T ∈ Nk(U ∩ V ) with (iU )](T ) = 0, for every form (f, pi) ∈ Dk(U¯) we have
T (f |U∩V , pi|U∩V ) = 0
so T (g, η) = 0 for every (g, η) ∈ Dk(U¯ ∩ V¯ ), that is T = 0.
Moreover, if (jU )](T ) = (jV )](S), with T ∈ Nk(U¯) and S ∈ Nk(V¯ ), then supp ((jU )](T )) =
supp ((jV )](S)) ⊆ U¯∩V¯ ; this means that T = (iU )]R and S = (iV )]R with R ∈ Nk(U¯∩V¯ ).
Finally, given T ∈ Nk(X), we can consider a partition of unity subordinated to the
covering {U, V }, {φU , φV }. The current TxφU has support contained in U , therefore
there is S1 ∈ Nk(U¯) such that TxφU = (jU )]S1; similarly, there is S2 ∈ Nk(V¯ ) such that
−TxφV = (jV )]S2. So, we have that T = (jU )]S1 − (jV )]S2 and the exactness of the
sequence follows. 
By employing the usual techniques of homological algebra and Proposition 2.1.23, we
can now prove the Mayer-Vietoris sequence theorem for the homology of normal currents.
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Proposition 2.1.24 Given a closed subset A of X and an open set U such that U¯ is
contained in the interior of A, we have that the inclusion map (X \ U,A \ U) → (X,A)
induces an isomorphism in homology.
Proof: The result follows from the exactness of Mayer-Vietoris sequence, in the same
way as in singular homology. 
Proposition 2.1.25 Two Lipschitz-homotopic Lipschitz maps
f ∼ g : X → Y
induce the same homomorphism in homology
Proof: Let H : X × [0, 1] → Y be the Lipschitz homotopy between f and g and let us
define the operator
K : Nk(X)→ Nk+1(Y )
by the following formula
K(T )(f, pi1, . . . , pik+1) =
k+1∑
i=1
(−1)i+1
∫ 1
0
T
(
f ◦H · ∂pii ◦H
∂t
, . . . , pii, . . .
)
Arguing like in [4, Proposition 10.2], we see that if T ∈ Nk(X), K(T ) is also in Nk+1(Y )
and the following holds
d(K(T )) = −K((dT )) + g]T − f]T.
Consequently, if dT = 0, we see that g]T − f]T is in the image of d : Nk+1(Y )→ Nk(Y ),
that is f∗ = g∗ as applications between H∗(X) and H∗(Y ). 
Proposition 2.1.26 If X is a metric space with only one point, we have
H∗(X) =
{
K if ∗ = 0
0 otherwise
where K is either R or C.
Proof: The thesis is obvious, as M0(X) = {αδx | α ∈ K} ∼= K. 
The previous results mean that the functor H∗ satisfies the axioms of Eilenberg and
Steenrod for homology, therefore H∗(X) is the usual singular homology with real (or
complex) coefficients, whenever X is a CW-complex.
2.1.7 Examples
We give some examples of metric currents.
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0-currents and Borel measures Let X be a metric space, µ a locally finite Borel
measure and ψ ∈ L1(X,µ). We define the functional
T (f) =
∫
X
fψdµ
for every f ∈ D0(X). This functional is obviously multilinear; the locality property is
empty and if fj → f pointwise with fj , f ∈ LipK,L, then there exists j0 such that for every
j > j0, |f(x0)− fj(x0)| ≤ , with some given x0, so
|f(x)|, |fj(x)| ≤ |f(x0)|+ + Ldist(x, x0)
whence T (fj)→ T (f). Finally, we have
T (f) ≤
∫
supp f
|f ||ψ|dµ
i.e. the mass of T is the measure |ψ|dµ, which is finite.
The same is true if ψ ∈ L1loc(X,µ), but then T will be of locally finite mass.
Currents of integration on a manifold Let M be a real n−dimensional riemannian
manifold, with volume form dV ; as a particular case of the previous example, for every
ψ ∈ L1(M,dV ), we have the 0−current
T (f) =
∫
M
fψdV .
On the other hand, since every compactly supported section of ΛnT ∗M , with L∞ coef-
ficients, is a multiple of dV by a compactly supported L∞ function (so, in particular, it
belongs to L1) we can also define the n−current
T (f, g1, . . . , gn) =
∫
M
fdg1 ∧ . . . ∧ dgn.
This functional is clearly multilinear and local, and, in view Rademacher’s theorem, we
have
|T (f, g)| ≤
∫
M
|f ||det(∇g1, . . . ,∇gn)|dV ≤
∫
M
|f |dV
n∏
j=1
‖∇gj‖∞,supp f
≤
∫
supp f
|f |dV
n∏
j=1
Lip(gj |supp f ).
Moreover, by Stokes’ theorem
dT (f, g1, . . . , gn−1) =
∫
bM
fdg1 ∧ . . . ∧ dgn−1dW
where dW is the volume form induced on bM by the riemannian structure on M ; in
particular, dT is of locally finite mass; therefore, T is locally normal, hence continuous by
Proposition 2.1.13. We denote such a current T by [M ]. Clearly, [fM ] = [M ]xf is again
a metric 0−current, for f ∈ B∞loc(M).
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Currents associated to k−forms Let M as before and let α be a metric k−form
(ψ, η1, . . . , ηk). We define the (n− k)−current T by the following formula
T (f, g1, . . . , gn−k) = [M ]xα(f, g1, . . . , gn−k) =
∫
M
fψdη1 ∧ . . . ∧ dηk ∧ dg1 ∧ . . . ∧ dgn−k .
This is obviously a metric functional and we have
|T (f, g)| ≤
∏
Lip(gj |supp f )
∫
M
|f ||ψ|dV
∏
Lip(ηj |supp f ) ,
which means that T is of locally finite mass.
Moreover, an easy computation gives
dT = [bM ]xα+ (−1)k+1[M ]x(dα) ,
proving that T is locally normal if and only if ∇ψ ∈ L∞ and bM is locally of finite volume.
If M = Rn, this kind of currents can be denoted by [α] and then d[α] = (−1)k+1[dα].
Currents associated to a submanifold LetM be as above and consider a k−dimensional
submanifold N ⊂M . Then the current
T (f, g1, . . . , gk) =
∫
N
fdg1 ∧ . . . ∧ dgk
is nothing but the image of [N ] ∈ Dk(N) under the map i] induced by i : N →M .
Obviously, we can consider more general objects than submanifolds. For example, if
M is a complex manifold, all the complex subspaces of M induce closed currents of locally
finite mass by integration on their regular part (cfr [45]).
Currents associated to a vector field Let U be an open set of Rn and let ξ be a
compactly supported k−vector field with L1 coefficients (with respect to the Lebesgue
measure dL). The classical k−current
T (ω) =
∫
U
〈ξ, ω〉dL
is flat (see Proposition 1.3.2), therefore is in the image of Ck, so there exists a metric
current in Dk(U) which coincides with T on every smooth form. This is the metric current
associated with ξ (with respect to the Lebesgue measure).
2.2 Dolbeault decomposition
In what follows, X will be a (reduced) complex analytic space; we can endow X with a
metric space structure in several situations, for example, when X can be embedded in CN
or in CPN , when X is a Ka¨hler space or when X is a Kobayashi-hyperbolic space. The
aim of this section is to endow the space of metric currents on X with a complex structure,
that is to define a Dolbeault decomposition in (p, q)−currents.
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2.2.1 (p, q)−currents
Given an open subset U of the analytic space X consider the ∗−algebra A (U) generated
by O(U) i.e the subset of Liploc(U) of complex valued functions of the form
k∑
i=1
figi fi, gi ∈ O(U) .
The elements of
A m(U) = D(U)× [A (U)]m
are called analytic forms on U . We remark that A (U) is dense in Liploc(U) with respect
to the topology defined before.
Given (f, pi) ∈ A m(U), we say that (f, pi) is of pure type (p, q) if p+ q = m and there
is a partition I ∪ J = {1, . . . ,m}, with |I| = p and |J | = q, such that pii is holomorphic
and pij is antiholomorphic for every i ∈ I, j ∈ J . The vector space of such forms will be
denoted by A p,q(U).
Proposition 2.2.1 Given T ∈ Dm(U), for every (f, pi) ∈ A m(U), there exist (fi, pii) ∈
A pi,qi(U) for every pi + qi = m such that
T (f, pi) =
∑
pi+qi=m
T (fi, pi
i) .
Proof: Since an element h ∈ A (U) is of the form
h =
k∑
l=1
figi
with fi, gi ∈ O(U). By property (1) of local metric currents, we can reduce ourselves to
the case when
(f, pi) = (f, f1g1, . . . , fmgm) ;
then, applying Theorem 2.1.3, we obtain
T (f, pi) =
∑
p+q=m
∑
I,J
(−1)|IJ |T (ffj1 · · · fjqgi1 · · · gip , fi1 , . . . , fip , gj1 , . . . , gjq)
where I ∪ J = {1, . . . ,m} is a partition, with |I| = p, |J | = q, and (−1)|IJ | is the sign of
the permutation (1, . . . ,m) 7→ (I, J). 
Remark 2.2.1 The same conclusions of Proposition 2.2.1 hold true if T : A m(U) → C
is multilinear, alternating, respecting the product rule.
The behaviour of a current on forms of pure type completely determines the current.
Indeed
Proposition 2.2.2 If T ∈ Dm(U) and T (f, pi) = 0 whenever (f, pi) ∈ A p,q(U) with
p+ q = m, then T = 0.
Proof: By Proposition 2.2.1, we know that T (f, pi) = 0 for every (f, pi) ∈ A m(U).
Moreover, given (f, pi) ∈ Dm(U), we can find a sequence {(f j , pij)} ⊂ A m(U) such that
(f j , pij)→ (f, pi) in Dm(U). Therefore
T (f, pi) = lim
j→∞
T (f j , pij) = 0 .
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
We say that a current T ∈ Dm(U) is of bidimension (p, q) if T (f, pi) = 0 for every
(f, pi) ∈ A r,s(U) with (r, s) 6= (p, q); the space of (p, q)−currents will be denoted by
Dp,q(U). Equivalently, mimicking the property (3) of local metric currents, we can say
that T ∈ Dm(U) is of bidimension (p, q) if
T (f, pi1, . . . , pim) = 0
whenever there exists I ⊂ {1, . . . ,m}, with |I| > p, such that pii|supp (f) is holomorphic for
every i ∈ I, or J ⊂ {1, . . . ,m}, with |J | > q, such that pii|supp (f) is antiholomorphic for
every j ∈ J .
2.2.2 Properties
It is easy to see that Dp,q(U) is closed for the weak topology on Dm(U) and, by Proposition
2.2.2, Dp,q(U) ∩Dr,s(U) = {0} as soon as (p, q) 6= (r, s).
A Dolbeault decomposition of a current T ∈ Dm(U) is
T = T1 + . . .+ Tk
where Ti ∈ Dpi,qi(U), pi + qi = m.
A Dolbeault decomposition for a current T ∈ Dm(U), if it exists, is unique: if T =
T1 + . . .+ Tk = S1 + . . .+ Sk with Ti, Si ∈ Dpi,qi(U), then for every (f, pi) ∈ A pi,qi(U)
Ti(f, pi)− Si(f, pi) = T (f, pi)− T (f, pi) = 0
so Ti = Si, by Proposition 2.2.2.
If T admits a Dolbeault decomposition, we will denote by Tp,q its unique component
of bidimension (p, q).
In general, given T ∈ Dm(U), we define Tp,q : A m(U) → C as the alternating (m +
1)−linear maps which respects the product rule and such that
Tp,q(f, pi) = T (f, pi) ∀ (f, pi) ∈ A p,q(U)
Tp,q(f, pi) = 0 ∀ (f, pi) ∈ A r,s(U), (r, s) 6= (p, q)
By Remark 2.2.1, this defines uniquely Tp,q on A m(U).
T admits a Dolbeault decomposition if Tp,q extends to a current in Dp,q(U) for every
bidimension such that p+ q = k.
We observe that, if T = T1 + . . .+ Tk is the Dolbeault decomposition for T ∈ Dm(U),
then supp (T ) ⊇ supp (Ti) for 1 ≤ i ≤ k.
Obviously, if F ∈ Hol(X,Y ) is proper on supp (T ), for T ∈ Dp,q(X), then F]T ∈
Ap,q(Y ).
Now, we turn our attention to the behaviour of metric currents on the regular part
of an analytic space. As it is remarked in [43], after Theorem 2.5, if U is an open set in
some Rn, Dm(U) = {0} if m > n. The same obviously holds also if U is an open set of
a n−dimensional real manifold. In particular, Dm(U) = 0 for every U b Xreg as soon as
m > 2n, where n = dimCXreg. We can actually say a little more.
Proposition 2.2.3 If n = dimC Xreg, then Dm(U) = {0} for every open set U ⊆ X and
every m > 2n.
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Proof: Let U ⊆ X be an open set and T ∈ Dm(U) with m > 2n. As a consequence
of the previous considerations (or directly of Theorem 2.1.3), if (f, pi) ∈ Dm(U) and
supp (f) b Xreg, then T (f, pi) = TxUreg(f, pi) = 0.
Therefore supp (T ) ⊆ X \ Xreg = Xsing, so, by Proposition 2.1.5, T = i]T 1, where
i : Xsing → X is the inclusion and T 1 ∈ Dm(Xsing ∩ U); now, we note that Xsing is a
complex analytic space of dimension strictly less that n, so we conclude, by induction,
that T = 0. 
The same kind of result can be obtained for bidimension:
Proposition 2.2.4 If n = dimCXreg, U ⊆ X is an open set and T ∈ Dp,q(X) with p > n
or q > n, then T = 0.
Proof: It is enough to show that T is zero when applied to analytic forms of pure
type (p, q). Take (f, pi) ∈ A p,q(U) and suppose that pi1, . . . , pip are holomorphic and
pip+1, . . . , pip+q are antiholomorphic. Suppose also that p > n (the case q > n is analogous)
and that supp (f) b Ureg is contained in complex chart V .
We can apply Theorem 2.1.3 to compute T (f, pi), using complex coordinates on V .
Since p > n, there will be some coordinate function which appears more than once, so
T (f, pi) = 0. As long as supp (f) is compact in Xreg, we can cover it by a finite number of
coordinate charts and still obtain that T (f, pi) = 0. This shows that TxXreg = 0, because of
Proposition 2.2.2. So, T = i]T
1 with i : Xsing → X the inclusion and T 1 ∈ Dp,q(Xsing∩U)
and, by induction on the dimension, the thesis follows. .
Proposition 2.2.5 If F : X → Y is a proper holomorphic map of complex spaces and
T ∈ Dp,q(X), then F]T ∈ Dp,q(Y ).
2.2.3 Density argument
Up to now, we have defined the (p, q)−components of a current as functionals Tp,q :
A m(U) → C. We observe that Tp,q is clearly multilinear and it is a simple matter to
check that it is local. The problem now is to investigate when these maps are restrictions
of actual metric currents. This is equivalent to the continuity of Tp,q : A m(U) → C.
Indeed we have
Theorem 2.2.6 Let T : A m(U)→ C be a multilinear functional, local and continuous on
A m(U); then there exists a unique metric current which, restricted to A m(U), concides
with T . We will denote this unique extension with T .
Proof: Without loss of generality we may assume that U is biholomorphic to an analitic
set A in some open set Ω of CN .
We observe the following
Lemma 2.2.7 Let T : A m(U)→ C be a multilinear, local, continuous functional and let
(f, pii), (f, ηi) two sequences of metric forms in A m(U) such that (f, pii) − (f, ηi) −→ 0,
then T (f, pii)− T (f, ηi) −→ 0.
It’s enough to consider the difference componentwise.
Next, define T (f, pi) for (f, pi) ∈ Dm(U) taking a sequence {(f, pii)}i ∈ A m(U) such
that (f, pii)→ (f, pi) in Dm(U) and Lip(piij)→ Lip(pij) for j = 1, . . . ,m. The sequence of
complex numbers {T (f, pii)}i is then bounded in C therefore we can choose two sequences
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µi and νi of natural numbers in such a way that T (f, pi
µi) and T (f, piνi) are convergent
and
(f, piµi)− (f, piνi) −→ 0.
Then, by Lemma 2.2.7, we have
T (f, piµi)− T (f, piνi) −→ 0
and we can put
T (f, pi) = lim
i→∞
T (f, pii)
If (f, ηi)i is another sequence of metric forms in A m(U) which converges to (f, pi) (even
without the condition on the Lipschitz constants), we can proceed in the same way to
obtain that T (f, pii) − T (f, ηi) −→ 0. This shows that the definition of T (f, pi) does not
depend on the approximating sequence (f, pi).
The extension of T is obviously multilinear and it enjoys the locality property (it’s
enough to approximate a form with a constant coefficient with forms in A m(U) with the
same constant coefficients, which is possible because A contains the constants). Thus, in
order to end the proof we have to show that T is continuous.
Suppose that the sequence {(fi, pii)}i ⊂ Dm(U) converges to(f, pi) ∈ Dm(U). For
every fixed i ∈ N, there is a sequence {(fi, pii,ν)}ν in A m(U) which converges to (fi, pii),
together with the Lipschitz constants of the components, on every compact. Fix compact
K ⊂ U and suppose that Lip(piik|K),Lip(pik|K) ≤ C. We can choose an integer ν(i) such
that Lip(pii,νk |K) ≤ 2C, if ν > ν(i). Therefore, for every monotonically increasing map
µ : N → N, µ ≥ ν, the sequence (fi, pii,µ(i)) converges to (f, pi) and, by the definition of
T (f, pi),
lim
i→∞
T (fi, pi
i,µ(i)) = T (f, pi).
Now, by the definition of T (fi, pi
i), we can choose µ(i) such that
|T (fi, pii)− T (fi, pii,µ(i))| ≤ 2−i
and then
|T (fi, pii)− T (f, pi)| ≤ |T (fi, pii)− T (fi, pii,µ(i))|+ |T (fi, pii,µ(i))− T (f, pi)|
which tends to 0 as i approaches infinity. 
Remark 2.2.2 Lemma 2.2.7 and Theorem 2.2.6 still hold if we replace A m(U) with
D(U) × [G (U)]m, where G (U) is any subalgebra of Liploc containing the constants and
such that every element u ∈ Liploc can be approximated by elements of G with Lipschitz
constants on any compact K bounded by Lip(u|K) + , for any .
Example Let T ∈M1(C) be the metric current defined by
T (f, pi) =
∫
S1
fdpi .
When fdpi is a smooth compactly supported 1−form, this integral defines a classical flat
current, therefore it can be extended to a metric current, which turns out to be of finite
mass; T can be written as
T (f, pi) =
∫
S1
i
2
〈fdpi, z∂z − z¯∂z¯〉 dH1
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so
T (f, pi) =
∫
S1
i
2
〈fdpi, z∂z〉 dH1 −
∫
S1
i
2
〈fdpi, z¯∂z¯〉 dH1
= T1,0(fdpi) + T0,1(fdpi) .
Now, let us consider the two metric forms (f, z) and (f, z2z¯), which coincide on S1 =
suppT = suppT1,0 = suppT0,1; we have
T1,0(f, z) =
i
2
∫
S1
zf(z)dH1
T1,0(f, z
2z¯) = i
∫
S1
zf(z)dH1 .
Therefore, the conclusions of Proposition 2.1.5 don’t hold for T1,0, implying that it cannot
be extended to a metric current.
Example Let T ∈M2,loc(C) be the local metric current given by
T (f, pi1, pi2) =
∫
C
1
ipiz
f det(∇pi)dz ∧ dz¯ .
We know that T is a local metric current by [43, Theorem 2.6]; let S = dT be its boundary.
We compute the classical (0, 1)−component of S, obtaining that
S0,1(f, pi) = Cf(0)
∂pi
∂z
(0)
for some constant C. It is easy to see that S0,1 doesn’t fullfill the conclusions of Proposition
2.1.5.
The examples given in 2.1.7 can be defined on complex manifolds or on complex spaces;
in particular, given a complex space X of pure dimension n (either as an abstract space
of as a subspace of a bigger complex space M), the metric current
[X](f, g1, . . . , g2n) =
∫
Xreg
f det(∇g1, . . . ,∇g2n)dH2n ,
with H2n the 2n−dimensional Hausdorff measure, is closed (as bX = ∅), hence normal.
Proposition 2.2.8 The current [X] is of bidimension (n, n).
Proof: Every (p, q)−component of X is such that p+q = 2n, therefore, unless p = q = n,
there is one between p and q greater than n. By Proposition 2.2.4, Tp,q is then zero. So
[X] = [X]n,n. 
From this result, it follows that, given a metric form α of pure type (p, q), the current
[X]xα is of bidimension (n− p, n− q).
Proposition 2.2.9 If T ∈ Mk(X) is represented by the integration on Xreg against a
form with L1loc(X,H2n) coefficients, then it admits a Dolbeault decomposition.
Proof: If T is representable by such a form, then also every Tp,q is, therefore it is enough
to show that every functional which admits such a representation is a metric current. This
can be done arguing as in Proposition 3.3.1. 
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2.2.4 ∂ and ∂
Let us suppose that T is a (p, q)−current whose boundary admits a Dolbeault decompo-
sition. Then we can define ∂T and ∂T as follows.
Write dT = S1 + . . . + Sh with Si ∈ Mpi,qi(U) where pi + qi = p + q − 1 = m since
dT ∈Mp+q−1(U). If (f, pi) is a m−form of pure type (pi, qi), then
Spi,qi(f, pi) = dT (f, pi) = T (1, f, pi)
if pi > p or qi > q,and consequently T (1, f, pi) = 0, since T is a (p, q)−current. Therefore,
we can only have two cases: p = pi and q − 1 = qi or p− 1 = pi and q = qi i.e.
dT = Sp,q−1 + Sp−1,q
and we put
∂T = Sp−1,q ∂T = Sp,q−1
Therefore, if a current T admits a decomposition in (p, q) components, we can define ∂T
and ∂T setting
∂T =
h∑
i=1
∂Ti ∂T =
h∑
i=1
∂Ti
where T = T1 + . . .+ Th is the (p, q) decomposition.
Proposition 2.2.10 If H : X → Y is a holomorphic map between complex spaces, U ⊆ X
an open set, then, for every current T ∈ Dm(U) for which ∂T and ∂T are defined, the
following hold:
H]∂T = ∂H]T H]∂T = ∂H]T
Proof: By Proposition 2.2.5, the pushforward of a (p, q)−current is a (p, q)−current. If
T ∈Mp,q(U),
d(H]T ) = Sp−1,q + Sp,q−1 = ∂(H]T ) + ∂(H]T )
by definition, but
d(H]T ) = H](dT ) = H](∂T + ∂T ) = H](∂T ) +H](∂T )
and so, by the uniqueness of decomposition, the thesis follows. 
Moreover, it is easy to check that Cm ◦ ∂ = ∂ ◦Cm and Cm ◦ ∂ = ∂ ◦Cm, where Cm is
the map given by Theorems 2.1.21, 2.1.22.
Proposition 2.2.11 We have that ∂2 = ∂
2
= 0 and ∂∂ = −∂∂
Proof: By the locality property, we have that d2T = 0, therefore
0 = (∂ + ∂)(∂ + ∂)T = ∂2T + (∂∂T + ∂∂T ) + ∂
2
T.
Since the right hand side is a decomposition in (p, q) components, every term has to be
zero:
∂2T = 0 ∂
2
T = 0 ∂∂T + ∂∂T = 0
and, as we didn’t make any assumption on T , the thesis follows. 
We give a formula for ∂T , for analytic subsets of Cn.
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Lemma 2.2.12 Suppose X is an analytic subset of some open set Ω ⊆ Cn. Given T ∈
Dm(X) such that ∂T exists as a metric current and (f, g1, . . . , gm−1) = (f, g) ∈ Dm−1(U)
with C2 coefficients, we have
∂T (f, g) =
n∑
j=1
T
(
∂f
∂z¯j
, z¯j , g
)
+
m−1∑
k=1
(−1)k
n∑
j=1
T
(
f, z¯j , . . . ,
∂gk
∂z¯j
, . . .
)
. (2.1)
Proof: The formula clearly holds for a classical current, integrating by parts. We already
observed that Cm−1 ◦ ∂ = ∂ ◦Cm and we know that there exists a metric current S = ∂T .
The thesis follows. 
We can define a multilinear, local functional of finite mass by (2.1) and denote it by
∂T . If
Wm(X) = {T ∈ Dm(X) : ∂T ∈ Dm−1(X)}
then ∂Wm(X) ⊆ Wm−1(X), by Proposition 2.2.11. The space Wp,q(X) is defined in the
same way but unfortunately, we don’t have any decomposition theorem for Wm in terms
of Wp,q.
Proposition 2.2.13 Suppose U ⊂ X can be embedded as an analytic set into Cn. Given
T ∈Wm(U), (u, v) ∈ Dk(U) with C∞(U) coefficients, we have that
∂(Tx(u, v)) =
(−1)k
(∂T )x(u, v)− n∑
j=1
Tx(∂u/∂z¯j , z¯j , v)−
k∑
h=1
(−1)h
n∑
j=1
T (u, z¯j , . . . , ∂vh/∂z¯j , . . .)

where z1, . . . , zn are the coordinates of the embedding in Cn.
Proof: By Lemma 2.2.12
((∂T )x(u, v))(f, g) = (∂T )(uf, v, g) =
n∑
j=1
T
(
∂(uf)
∂z¯j
, z¯j , v, g
)
+
+
k∑
h=1
(−1)h
∑
T
(
uf, z¯j , . . . ,
∂vh
∂z¯j
, . . . , g
)
+
m−k∑
h=1
(−1)h+k
n∑
j=1
T
(
uf, z¯j , v, . . . ,
∂gh
∂z¯j
, . . .
)
for every (f, g) ∈ Dm−k(U) with C2 coefficients.
We have
T
(
∂uf
∂z¯j
, z¯j , v, g
)
= T
(
u
∂f
∂z¯j
, z¯j , v, g
)
+ T
(
f
∂u
∂z¯j
, z¯j , v, g
)
and we notice that
n∑
j=1
T
(
u
∂f
∂z¯j
, z¯j , v, g
)
= (−1)k
n∑
j=1
T
(
u
∂f
∂z¯j
, v, z¯j , g
)
=
= (−1)k
∑
(Tx(u, v))
(
∂f
∂z¯j
, z¯j , g
)
.
So, again by Lemma 2.2.12, we obtain
n∑
j=1
T
(
u
∂f
∂z¯j
, z¯j , v, g
)
+
m−k∑
h=1
(−1)h+k
n∑
j=1
T
(
uf, z¯j , v, . . . ,
∂gh
∂z¯j
, . . .
)
=
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= (−1)k∂(Tx(u, v))(f, g) .
Therefore we have
∂(Tx(u, v)) =
(−1)k
(∂T )x(u, v)− n∑
j=1
Tx(∂u/∂z¯j , z¯j , v)−
k∑
h=1
(−1)h
n∑
j=1
T (u, z¯j , . . . , ∂vh/∂z¯j , . . .)
 .
Now, the algebra of C2 functions satisfies the hypotheses of Remark 2.2.2, therefore the
current (∂T )x(u, v) is uniquely determined by this formula, which therefore holds for every
(f, g) ∈ Dm−k(U). 
A similar formula holds for ∂T .
2.2.5 Rectifiability and slicing
Let T be a metric current whose boundary admits a Dolbeault decomposition. Then
supp ∂T, supp ∂T ⊆ supp dT and, moreover, ‖∂T‖A, ‖∂T‖A ≤ C‖dT‖A for every A ⊂ X.
In particular, if dT is rectifiable, then ∂T and ∂T are too.
The slices of a current T through a map pi : X → Rn are defined by
〈T, pi, x〉(f, η) = lim
→0
T (ρ,xf, pi, η) = lim
→0
(−1)n(k−1−n)pi](Tx(f, η))(ρ,x, x1, . . . , xn)
with ρ,x any family of smooth approximations of δx. If pi : X → R2n ∼= Cn, we can write
the slices as
〈T, pi, x〉 = lim
→0
pi](Tx(f, η))(ρ,x, z1, z¯1, . . . , zn, z¯n) .
Proposition 2.2.14 The operators ∂ and ∂ commute with the slicing through holomorphic
maps.
Proof: Let T ∈ Nk,loc(X) be a locally normal current, such that ∂T and ∂T are again
locally normal. Let pi : X → Cn be a holomorphic map and suppose that U ⊂ X is
biholomorphic to an analytic subset of an open set of some CN . Let (f, η) be a (k− 2n−
1)−metric form with C2 coefficients supported in U . We treat only the case of ∂T , the
proof for ∂T being analogous.
Let z1, . . . , zn and w1, . . . , wN be holomorphic coordinates in Cn and CN , respectively.
The slice 〈∂T, pi, x〉 exists for a.e. x, by Theorem 2.1.16 and we have
〈∂T, pi, x〉(f, η) = lim
→0
pi]((∂T )x(f, η))(ρ,x, z1, z¯1, . . . , zn, z¯n) .
Now, we set η˜jh to be the (k−2n−1)−tuple differing from η only in the h−th component,
which is (−1)h∂ηh/∂w¯j . By Proposition 2.2.13
(∂T )x(f, η) = (−1)k−1∂(Tx(f, η)) +
N∑
j=1
Tx(∂f/∂w¯j , w¯j , η) +
∑
h,j
Tx(f, w¯j , η˜jh)
and we note that Tx(f, η) is a 2n+ 1−form, so
pi]∂Tx(f, η) = ∂pi]Tx(f, η) = 0
by Proposition 2.2.10, as pi is holomorphic. It follows
pi]((∂T )x(f, η))(ρ,x, z1, . . . , z¯n) =
N∑
j=1
pi](Tx(∂f/∂w¯j , w¯j , η))(ρ,x, z1, . . . , z¯n)+
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+
∑
j,h
pi](Tx(f, w¯j , η˜jh))(ρ,x, z1, . . . , z¯n)
=
N∑
j=1
T
(
∂f
∂w¯j
· (ρ,x ◦ pi), pi1, p¯i1, . . . , pin, p¯in, η
)
+
∑
j,h
T
(
f · (ρ,x ◦ pi), pi1, . . . , p¯in, η˜jh
)
=
N∑
j=1
Tx(ρ,x ◦ pi, pi1, . . . , p¯in)(∂f/∂w¯j , w¯j , η) +
∑
j,h
Tx(ρ,x ◦ pi, pi1, . . . , p¯in)(f, w¯j , η˜jh) .
Now, again by Lemma 2.2.12, we have
∂〈T, pi, x〉(f, η) =
N∑
j=1
〈T, pi, x〉
(
∂f
∂w¯j
, w¯j , η
)
+
∑
j,h
〈T, pi, x〉(f, w¯j , η˜jh)
=
N∑
j=1
lim
→0
Tx(ρ,x◦pi, pi1, . . . , p¯in)
(
∂f
∂w¯j
, w¯j , η
)
+
∑
j,h
lim
→0
Tx(ρ,x◦pi, pi1, . . . , p¯in)
(
f, w¯j , η˜
jh
)
and by the previous computation this is equal to
lim
→0
pi]((∂T )x(f, η))(ρ,x, pi1, . . . , p¯in) = 〈∂T, pi, x〉(f, η) .
Therefore, for every (f, η) with f ∈ C2c
〈∂T, pi, x〉(f, η) = ∂〈T, pi, x〉(f, η) .
This means that the functional ∂〈T, pi, x〉 can be extended to all the metric forms as a
metric current, by defining it equal to 〈∂T, pi, x〉. 
As already said, the previous proof works also for the ∂:
∂〈T, pi, x〉 = 〈∂T, pi, x〉 .
Moreover, if ∂∂T is a metric current, then
∂∂〈T, pi, x〉 = 〈∂∂T, pi, x〉 ,
or, which is the same,
ddc〈T, pi, x〉 = 〈ddcT, pi, x〉 .
2.2.6 Positive currents
Let T be a metric (p, p)−functional. We say that T is positive if, given pi1, . . . , pip ∈ O(X),
T (f, pi1, pi1, . . . , pip, pip) ≥ 0
for every compactly supported Lipschitz function f ≥ 0 on X.
Proposition 2.2.15 Let X be a complex analytic set in CN and T a local (p, p)−metric
current on X. If T is positive, then T is of locally finite mass.
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Proof: Let χK be the indicatrix function for the compact K in X and define
mI(K) = T (χK , zi1 , zi1 , . . . , zip , zip) .
Then, for any real valued Lipschitz function f with compact support,
|T (f, zi1 , . . . , zip)| ≤ ‖f‖∞T (χsupp f , zi1 , . . . , zip) = ‖f‖∞mI(supp f)
and the same holds for complex valued functions, separating real and imaginary part.
Moreover, given multi-indeces I and J of length p, we have that
T (f, zi1 , z¯j1 , . . . , zip , z¯jp) =
∑
s∈S
αsT (f, h1, h¯1, . . . , hn, h¯n)
where
hm =
1
2
(zim + i
βszjm)
where S, αs, βs are an appropriate indexes set and appropriate constants, respectively.
This implies that
f 7→ T (f, zi1 , . . . , z¯jp)
is a complex measure and with a little more effort we obtain that its total variation on
the compact K, which we denote by mIJ(K), is bounded by∑
I∪J⊃M⊃I∩J
mM (K) .
Therefore, given g1, . . . , g2p ∈ Liploc(X), we have
|T (f, g1, . . . , g2p)| =
∣∣∣∣∣∑
IJ
T
(
f
∂g
∂(zI , z¯J)
, zi1 , z¯j1 . . . , zip , zjp
)∣∣∣∣∣ ≤ ‖f‖∏Lip(gj)∑
I,J
mI,J(supp f) .
This means that
MK(T ) ≤
∑
I,J
mIJ(supp f) < +∞ .

Remark 2.2.3 It is easy to deduce that, if each mI(K) is uniformly bounded as K varies
through the compact sets of X, then T is of finite mass.
Remark 2.2.4 The hypotheses of the previous Proposition can obviously weakened as-
suming only that T is a metric functional on local metric forms, multilinear, alternating
and satisfying the product rule with respect to differentials.
Classical examples of positive currents (which are also metric examples, of course) are
the integration on a complex analytic set and the i∂∂ of a plurisubharmonic function.
Most of the results about classical positive currents are of local nature, concerning usu-
ally extensions through small sets, vanishing or representation by integration on analytic
sets.
Let T be a metric current on a complex space X. For every x ∈ X there exists a
neighborhood of x which is biholomorphic to an analytic subset A of some open domain
Ω ⊂ Cn, therefore, locally, T can be viewed as a current on Ω, supported in A belonging
to the image of the pushforward operator induced by the inclusion A ↪→ Ω.
Positivity in the metric sense traslates quite obviously into positivity in the classical
sense, therefore any local result holding for classical positive currents, holds also for metric
positive currents on analytic spaces.
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Theorem 2.2.16 (Skoda-El Mir) Let E ⊂ X be a closed complete pluripolar set (i.e.
for every x0 ∈ X there exists a neighborhood U and a locally integrable plurisubharmonic
function u such that E ∩ U = {z ∈ U : u(z) = −∞}) and suppose T is a positive
(p, p)−current on X \E. Assume that T has finite mass on a neighborhood of every point
of E. Then the trivial extension of T to X is closed.
Proof: Let x0 ∈ X be fixed and consider a neighborhood U of x0 such that
i. U is biholomorphic to an analytic subset A of some open domain Ω in Cn;
ii. U ∩ E = {z ∈ U : u(z) = −∞} for some u ∈ L1(U)loc ∩ Psh(U).
Shrinking U and Ω if necessary, suppose A is defined in Ω by the equations g1 = . . . =
gk = 0, with g1, . . . , gk ∈ O(Ω). Let E′ be the image of E∩U through the biholomorphism
with A and denote by T ′ and u′ the pushforwards of TxU and u. T ′ will be of locally finite
mass around the points of E′ and u′ will be a plurisubharmonic function on A, i.e. the
restriction to A of a plurisubharmonic function u˜ on Ω which is not identically −∞ on A.
By a classical result, u˜ is locally integrable in Ω, with respect to the standard Lebesgue
measure on Cn.
The set E′ is closed and complete pluripolar in Ω, as
E′ = {z ∈ Ω : log(|g1|2 + . . .+ |gk|2 + eu˜) = −∞} .
Therefore, by the classical Skoda-El Mir theorem, T ′ extends trivially through E′ to
a closed positive current on Ω, supported in A. As it is locally normal, it is locally flat,
therefore metric, by 2.1.21.
So, the trivial extension of T is locally metric, closed and positive, hence it is metric,
closed and positive on X. 
With the same kind of argument, we obtain the following results.
Theorem 2.2.17 (Second theorem of support) Let M ⊂ X be a CR−submanifold
with CR − dimM = p such that there is a submersion p : M → Y of class C1 whose
fibers Ft = p
−1(t) are connected and are the integral manifolds of the holomorphic tangent
space TM ∩ JTM . Then any closed (p, p)−current T on X of locally finite mass with
suppT ⊆M can be written as
T =
∫
Y
[Ft]dµ(t)
with a unique complex measure µ on Y . T is positive if and only if µ is positive.
Corollary 2.2.18 Let A be an analytic subset of X with global irreducible components Aj
of pure dimension p. Then any closed current T of bidimension (p, p) with locally finite
mass and suppT ⊆ A is of the form T = ∑mj [Aj ].
Theorem 2.2.19 (Lelong-Poincare´ equation) Let f be a meromorphic function on X
which does not vanish identically on any component of X. Let
∑
mjZj be the divisor of
f . Then the function log |f | is locally integrable on X and satisfies the equation
i
pi
∂∂ log |f | =
∑
mj [Zj ]
as a metric current.
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Proof: The current (i/pi)∂∂ log |f | is positive, hence of locally finite mass, and closed,
hence locally normal, therefore it is a local metric current.
Clearly, the thesis holds in any relatively compact open set of Xreg, therefore
T =
i
pi
∂∂ log |f | −
∑
mj [Zj ]
is supported in Xsing, but then by Proposition 2.2.4, T = 0. 
2.3 Sheaves of currents
Let X be a locally compact, paracompact metric space. We consider the presheaf
U 7→ Dm(U) U ⊆ X open.
If V ⊆ U are two open sets of X, we have the map
ρVU : Dm(U)→ Dm(V )
defined by
ρVU (T )(f, pi) = TxχV (f, σpi)
for every (f, pi) ∈ Dm(V ), where σ is any locally Lipschitz function in U equal to 1 on
supp (f) and 0 outside V .
Proposition 2.3.1 Let {Ui}i∈I be a family of open subsets of X and U their union. If
T, S ∈ Dm(U) and ρUiU (T ) = ρUiU (S) for every i ∈ I, then T = S.
Proof: Let us consider a partition of unit {φi} subordinated to the open covering {Ui}
(we can assume, by possibly refining the covering, that each Ui is relatively compact).
Define Ti = Txφi and Si = Sxφi. Then, for every (f, pi) ∈ Dm(U), we have
Ti(f, pi) = ρ
Ui
U (Ti)(f |Ui , pi|Ui)
and
Si(f, pi) = ρ
Ui
U (Si)(f |Ui , pi|Ui).
So
T (f, pi) =
∑
i∈I
Ti(f, pi) =
∑
i∈I
ρUiU (Ti)(f |Ui , pi|Ui) =
∑
i∈I
ρUiU (T )(fφi|Ui , pi|Ui) =
=
∑
i∈I
ρUiU (S)(fφi|Ui , pi|Ui) =
∑
i∈I
ρUiU (Si)(f |Ui , pi|Ui) =
∑
i∈I
Si(f, pi) = S(f, pi)
which is the thesis. 
Proposition 2.3.2 Given a collection {Ui}i∈I of open sets of X and a collection {Ti}i∈I
of local metric currents Ti ∈ Dm(Ui) such that
ρ
Ui∩Uj
Ui
(Ti) = ρ
Ui∩Uj
Uj
(Tj)
for every pair of indexes i, j ∈ I, there is T ∈ Dm(U) with U =
⋃
Ui such that Ti = ρ
Ui
U (T ).
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Proof: We can suppose that each Ui is relatively compact and locally finite and choose a
partition of unity {φi}i∈I subordinated to the covering {Ui}i∈I of U . For (f, pi) ∈ Dm(U),
we set
T (f, pi) =
∑
i∈I
Tixφi(f, pi)
The sum is finite, for f has compact support, and T is obviously multilinear and local.
Continuity with respect to the topology of Dm(X) follows since we can restrict ourselves
to a compact subset of U : if (fi, pi
i)→ (f, pi), the set ⋃ supp (fi) is compact.
Therefore, T ∈ Dm(U) and is quite simple to check that ρUiU (T ) = Ti for every i. 
This result combined with Proposition 2.3.1, shows that the presheaf
U 7→ Dm(U)
with the obvious restriction morphisms, is a canonical presheaf and therefore there exists
a sheaf Dm whose sections on an open set U are precisely Dm(U).
2.3.1 Locally finite mass
We can define a sub-presheaf of Dm by setting
U 7→Mm,loc(U) U ⊆ X open
and by considering the same restriction morphisms.
Obviously, Proposition 2.3.1 still holds. In order to obtain the gluing property, we
have to check that the current T constructed in the proof of Proposition 2.3.2 is of locally
finite mass, as soon as the initial currents Ti are.
Let us suppose that, for every finite collection {(fλ, piλ)}λ∈Λ ⊂ D(X) × [Lip1(X)]m
such that supp (fλ) ⊂ Ui and
∑
λ |fλ| ≤ 1, we have∑
Ti(fλ, pi
λ) ≤Mi < +∞ .
Given a finite collection {(fλ, piλ)}λ∈Λ ⊂ D(X) × [Lip1(X)]m with supp (fλ) ⊂ U and∑
λ |fλ| ≤ 1, we have that, for every i, the collection {(fλφi, piλ)} is as described above, so∑
λ
T (fλ, pi
λ) =
∑
λ
∑
i
Ti(φifλ, pi
λ) .
Now, let us fix V b U and suppose that supp (fλ) ⊂ V ; then only a finite number of φi
are not vanishing on V . Let J = {i ∈ I : Ui ∩ V 6= ∅} and set MJ =
∑
j∈JMj < +∞;
then ∑
λ
T (fλ, pi
λ) ≤MJ
where MJ does not depend on the collection {(fλ, piλ)}, but only on V . Thus T ∈
Mm,loc(U).
Summing up, we have the following proposition.
Proposition 2.3.3 The assignment
U 7→Mm,loc(U)
defines a canonical presheaf, with an associated sheaf Mm. The sections of Mm are the
metric m−currents with locally finite mass.
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In the same way, we can obtain the same result for normal currents.
Proposition 2.3.4 The assignment
U 7→ Nm,loc(U)
defines a canonical presheaf, thus associated to a sheaf Nm, whose sections are the locally
normal metric m−currents.
The sheaves Dp,q, Mp,q, Np,q are defined exactly in the same way.
2.3.2 Properties
Proposition 2.3.5 Dm, Mm, Nm, together with their (p, q) analogues, are fine sheaves.
Proof: Let {Ui} be an open covering of X, {ri} a collection of Lipschitz functions which
form a partition of unity subordinated to {Ui}. Given T ∈ Dm(X) (or Mm or Nm), we
can consider the currents Ti = Txri; then Ti ∈ Dm(Ui) (or Mm or Nm) and
∑
Ti = T .
So Dm (or Mm or Nm) is a fine sheaf. 
Proposition 2.3.6 Dm, Mm, Nm, together with their (p, q) analogues, are soft sheaves.
Proof: We can either apply the previous proposition and observe that fine sheaves on
paracompact Hausdorff spaces are soft, or notice that, given a closed set F ⊂ X, the map
i : F → X induced by the inclusion is proper and Lipschitz, therefore if T ∈ Dm(F ),
i]T ∈ Dm(X) (and similarly for Mm and Nm.) 
In particular, the sheaves of currents are acyclic. We note that the operator d is defined
between Dm and Dm−1 or between Nm and Nm−1, so we have the following resolutions
of the constant sheaf on a complex space X, with dimCXreg = n:
0→ C→ D2n d−→ D2n−1 d−→ · · · d−→ D1 d−→ D0 → 0
0→ C→ N2n d−→ N2n−1 d−→ · · · d−→ N1 d−→ N0 → 0
2.3.3 Dolbeault complex
We define the sheaf Fp,q as the sheaf of (p, q)-currents whose ∂ is again a metric current.
Proposition 2.3.7 Fp,q is a fine and soft sheaf and therefore acyclic.
Proof:The arguments of the previous section apply to Fp,q as well. 
On a complex space X of dimension n, we have the resolution
0→ Kp → Fn−p,n d−→ Fn−p,n−1 d−→ · · · d−→ Fn−p,1 d−→ Fn−p,0 → 0
where Kp = ker{∂ : Fn−p,n → Fn−p,n−1}, is the analogue of the (p, 0)−holomorphic forms
on a complex manifold. It follows that
Hq(Ω,Kp) =
ker{∂ : Fn−p,n−q(Ω)→ Fn−p,n−q−1(Ω)}
img{∂ : Fn−p,n−q+1(Ω)→ Fn−p,n−q(Ω)}
for every Ω ⊆ X.
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2.4 Holomorphic currents
Given a complex space X of pure dimension n, a current T ∈ Dp,n(X) of locally finite
mass such that ∂T = 0 is called a holomorphic p−current.
Proposition 2.4.1 Let T ∈ Dp,n(X), with locally finite mass, such that ∂T is a metric
current and Y ⊂ X an analytic set with dimY ≤ n− 2 and Xsing ⊆ Y . If Tx(X \ Y ) is a
holomorphic p−current on X \ Y , then T is a holomorphic p−current on X.
Proof: supp ∂T must be contained in Y . Since ∂T is a n + p− 1 current and dimY ≤
n− 2 < n+ p− 1 for every p ≥ 0, we must have ∂T = 0. 
Remark 2.4.1 If dimY = n− 1 and p > 0, we have the same conclusion, namely that if
T is holomorphic outside Y , then it is holomorphic on all of X. The only remaining case
is p = 0, dimY = n− 1.
This latter case is non trivial, because, for instance, the (0, 1)−current
T (f, g) =
∫
C
f(z)
z
∂g(z)
∂z¯
dz ∧ dz¯
is locally finite mass and ∂(TxC∗) = 0, but ∂T = 2ipiδ0.
2.4.1 Characterization by growth conditions
Suppose X is an analytic subspace of some complex hermitian manifold M ; let ? be the
Hodge isomorphism on differential forms and ξ 7→ ωξ be the isomorphism between the
exterior powers of the tangent bundle and the exterior powers of the cotangent bundle.
Given a holomorphic p−current T on X, we know that there exists a (dVX−summable)
(p, n)−vector field ξ on Xreg such that
T (f, g) =
∫
Xreg
〈ξ, fdg1 ∧ . . . ∧ dgn+p〉dVX ,
with (f, g) ∈ Dp,n(Xreg); such a vector field ξ is holomorphic on Xreg. We note that∫
Xreg
〈ξ, fdg1 ∧ . . . ∧ dgn+p〉dVX =
∫
Xreg
ωξ ∧ ?(fdg1 ∧ . . . ∧ dgn+p) =
(−1)(n+p)2
∫
Xreg
?(ωξ) ∧ (fdg1 ∧ . . . ∧ dgn+p) .
The form ω = (−1)(n+p)2 ? ωξ is the form associated to the current T on Xreg.
Theorem 2.4.2 If T is a holomorphic p−current on X, ω ∈ Ωn−p(Xreg) the associated
form, then for every compact K ⊂ Xsing, and every (f, g) ∈ Dp+n(X), we have∫
K
ω ∧ dg1 ∧ . . . ∧ dgn+p −−→
→0
0 (2.2)∫
bK
ω ∧ (dg1 ∧ . . . ∧ dgn+p−1)p,n−1 −−→
→0
0 . (2.3)
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Proof: ω is holomorphic hence L1loc on X \ Y with respect to dVX . So Tx(X \ Y ) is
locally flat on X \ Y , and consequently the representation by the form ω holds for any
form with bounded coefficients and compact support.
Since T is locally finite mass on X, given a compact set K ⊂ Y and denoting by K
the −neighbourhood of K in X, we have
lim
→0
Tx(1− 1K)(f, g1, . . . , gn+p) = T (f(1− 1K), g1, . . . , gn+p) ,
for every (f, g) ∈ Dp+n(X). Therefore, ω ∧ dg1 ∧ . . . ∧ dgn+p has to be locally integrable,
which is equivalent to (2.2).
Moreover, given (f, g) ∈ Dp+n−1(X), with f , gi smooth, let K ⊃ supp f ∩Xsing. Then
we have
0 = ∂T (f, g) =
∫
X
ω ∧ ∂(fdg1 ∧ . . . ∧ dgn+p−1) = lim
→0
∫
bK
fω ∧ (dg1 ∧ . . . ∧ dgn+p−1)p,n−1
which is equivalent to (2.3), by approximation. 
In the particular case of p = 0, dimXsing = n− 1, equation (2.3) becomes∫
bK
ω ∧ dg1 ∧ . . . ∧ dgn−1 −−→
→0
0 .
Proposition 2.4.3 Let ω ∈ Ωn(Xreg) be a holomorphic n−form satisfying (2.2) and
(2.3). Then Tω ∈ D0,n(Xreg), given by integration against ω, extends to a holomorphic
T ∈ D0,n(X).
Proof: Condition (2.2) ensures that ω is in L1loc(X, dVX), therefore T is a well defined
metric current on X of locally finite mass. Moreover, as T is of bidimension (0, n), ∂T =
dT , so
∂T (f, g) = dT (f, g) = T (σ, f, g) = lim
→0
T (σ(1− 1K), f, g) ,
because T is locally finite mass. By Stokes theorem
T (σ(1− 1K), f, g) =
∫
bK
fω ∧ dg1 ∧ . . . ∧ dgn−1
which goes to 0 as → 0 by (2.3). Therefore ∂T = 0. 
It is worth noting that the only first condition guarantees that Tω extends to a metric
current on X.
Remark 2.4.2 We note that, if dimXsing ≤ n−2, then condition (2.3) is useless: T being
a metric current, also ∂T = dT is and, since TxXreg is holomorphic, supp ∂T ⊆ Xsing,
thus, by Proposition 2.2.4, dT = ∂T = 0.
Theorem 2.4.4 Let ω ∈ Ωn−p(Xreg) be a holomorphic (n − p)−form satisfying (2.2)
and (2.3). Then the current Tω ∈ Dp,n(Xreg), given by integration against ω, extends to
T ∈ Dp,n(X), holomorphic.
Proof: The extension T is of locally finite mass, as observed in the previous Proposition.
Now, let us assume that (f, g) ∈ Dp+n−1(X) is of class C2; then
∂T (f, g) =
∫
Xreg
ω ∧ ∂(fdg1 ∧ . . . ∧ dgn+p−1) = lim
→0
∫
bK
ω ∧ (fdg1 ∧ . . . ∧ dgn+p−1)p,n−1
where K = supp f ∩Xsing. By (2.3), we have ∂T (f, g) = 0. For a generic metric form, we
obtain the result by approximation. 
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Remark 2.4.3 We can substitute K with any sequence of compact sets shrinking onto
K.
The two conditions (2.2) and (2.3) relate the growth of the coefficients of ω to the
decay of the volume element near K and the growth of the coefficients of dω to the decay
of the volume of the bK’s. Obviously this description is quite rough because it doesn’t
take into account the differentials dgis.
The smooth case On a manifold, if K is (2n − 2k)−dimensional, the volume of K
goes to 0 as 2kH2n−2k(K) and the differentials of the local coordinates are bounded away
from 0. In the same way, the volume of bK goes down as H2n−2k(K).
Holomorphic metric currents coincide with the classical holomorphic forms, in the
smooth case. This is an easy consequence of the comparison theorem 2.1.22.
However, we note that the only meromorphic forms which satisfy (2.2) and (2.3) are the
holomorphic ones. A meromorphic function can only have 1−codimensional singularities
and we can assume that such a singular set is locally described by g = 0, g ∈ O. Outside
a set of (real) codimension at least 4, we can take g as a local coordinate and write the
meromorphic function as gm · h, with h ∈ O independent of g.
The first condition and Fubini’s theorem imply that gm has to be integrable in a
neighbourhood of 0, so m ≥ −1; the second condition means that the supremum of f on
bK, which is C
m, multiplied by the volume of bK, that is H2n−2k(K), has to go to 0,
so CH2n−2k(K)m−1 → 0, which means m ≥ 0.
This holds outside a set of complex codimension at least 2, which cannot contain the
zero of a single holomorphic function.
In conclusion, in the smooth case, the two conditions imply that the extension of the
current through an analytic subset is indeed a global holomorphic current.
2.4.2 Examples
We give now some examples of the previous characterization.
The cusp Let us consider the complex curve X = {z3 = w2} in C2 with parametrization
φ : t 7→ (t2, t3). This map is a biholomorphism between Xreg and C∗, therefore every
ω ∈ Ω1−p(Xreg) corresponds to ω˜ ∈ Ω1−p(C∗). For p = 0 we have ω˜ = h(t)dt. Conditions
(2.2) and (2.3) for φ∗(h(t)dt) on balls centered at (0, 0), the only singular point of X, write∫
|t|<′
|h(t)||dt ∧ φ∗dz¯| =
∫
|t|<′
|h(t)||2t¯dt ∧ dt¯| → 0 ,
∫
|t|<′
|h(t)||dt ∧ φ∗dw¯| =
∫
|t|<′
|h(t)||3t¯2dt ∧ dt¯| → 0 .
By the first one the function |h(t)||t| has to be in L1loc(C,L) and this can happen only if
h(t) = g(t)t−2, with g ∈ O(C). The second one the implies∫
|t|=′
|h(t)||dt| → 0
which can happen only if h(t) is indeed holomorphic on C.
In conclusion, the holomorphic (0, 1)−currents on X, are the pushforwards of holo-
morphic (0, 1)−currents on C through the parametrization map φ.
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The exceptional divisor of the desingularization of a complex curve is made up of
isolated points, therefore considering the projective curve instead of the affine one doesn’t
affect the computations above: the pullbacks of the two metrics are locally equivalent.
Moreover, also the holomorphic functions on a deleted neighborhood are the same.
Both these considerations are false in higher dimension.
Every complex curve admits a smooth normalization, by Ruckert’s Parametrization
Theorem; this observation will be developed in Chapter IV.
The affine quadratic cone Let X = {z2 = xy} be a complex surface in C3, with
(0, 0, 0) as the only singular point. We consider on it the metric induced by this embedding
in C3.
We have the parametrization φ : (s, t) 7→ (st, t/s, t), with (s, t) ∈ C∗×C, whose image
is X \ {y = 0} ∪ {(0, 0, 0)}. The preimage of the singular point is E = {t = 0} and the
pullback of a (0, 2)−forms is of the form(
ψ1(st, t/s, t)
t¯
s¯
+ ψ2(st, t/s, t)t¯− ψ3(st, t/s, t) t¯
s¯2
)
ds¯ ∧ dt¯ .
The preimage of a ball around (0, 0, 0) of radius  is contained, in the (s, t) plane, in the
set
C() =
{
(s, t) ∈ C2 : |t| < , |t|

< |s| < |t|
}
.
Therefore a holomorphic function on C() \E is a sum of monomials sntm and a holomor-
phic (2, 0)−form is a sum of sntmds ∧ dt.
Given h(s, t)ds ∧ dt, the first condition we have to check is∫
C()
|h(s, t)|t|(1 + |s|+ |s|−2)ds ∧ ds¯ ∧ dt ∧ dt¯→ 0
as → 0.
If we assume h(s, t) = sntm, then we have∫
a<|s|<b
|s|n(1 + |s|−2 + |s|−1)ds ∧ ds¯ = 2pi
∫ b
a
|s|n−3(|s|2 + |s|1 + 1)d|s| =
2pi
(
bn+2 − an+2
n+ 2
+
bn − an
n
+
bn+1 − an+1
n+ 1
)
.
Here we assume that none among {n+ 1, n, n− 1} is equal to −1. Otherwise a logarithm
will appear. Now, a = |t|/ and b = /|t|, so, for example,
bn − an = 
2n − |t|2n
n|t|n .
Then
2pi
∫ 
0
|t|m|t|
2n − |t|2n
n|t|n |t|d|t| =
∫ 
0
|t|2+m−nn − |t|2+m+n−nd|t|
which converges if and only if 2 +m−n ≥ 0 and 2 +m+n ≥ 0. Integrating also the other
terms we obtain the other conditions 1 + m − n ≥ 0 and 3 + m + n ≥ 0, m − n ≥ 0 and
m+ n+ 4 ≥ 0. These six conditions are satisfied if and only if m ≥ max{n,−n− 2}.
To check (2.3), we need to compute the pullbacks through φ of the (0, 1)−forms on X,
i.e. restrictions of (0, 1)−forms on C3. We notice that the boundary of C() is
bC() = {(s, t) : |t| ≤ , |s| = |t|/} ∪ {(s, t) : 0 < |t| ≤ , |s| = /|t|} .
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Now,
φ∗dx¯ = s¯dt¯+ t¯ds¯ , φ∗dy¯ =
dt¯
s¯
− t¯
s¯2
ds¯ , φ∗dz¯ = dt¯ .
So we need that∫
bC()
|s|n|t|m|t|(1 + |s|−2)|ds¯ ∧ dt ∧ dt¯| = 4pi2
∫ 
0
|t|m+1−n 
2n+2 − |t|2n+2
n+1
d|t| −−→
→0
0 .
This implies m+ 1−n ≥ 0, m+ 3 +n ≥ 0; moreover, the result is going to 0 with  if and
only if m+ 3 ≥ 0.
We also need that∫
bC()
|s|n|t|m(|s|+ 1 + |s|−1)|ds ∧ dt ∧ dt¯| → 0 .
This gives m− n− 1 ≥ 0, m+ n+ 1 ≥ 0 for the integrability and m+ 1 ≥ 0 for the limit
to be 0.
We conclude that m+ 1 ≥ 0 and m ≥ max{n,−n− 2}.
2.4.3 Poincare´ lemma
Let us suppose that the space X, with dimXreg = n, can be contracted locally at every
point x ∈ X by a Lipschitz contraction; that is, for every x ∈ X there exist a neighbour-
hood Ux and a Lipschitz map H : [0, 1]×Ux → Ux such that H(0, y) = y, H(1, y) = x for
every y ∈ Ux.
Let T ∈ Mp,n(X) be a normal holomorphic current, i.e. ∂T = 0 and dT = ∂T ∈
Mq−1,n(X); T defines a normal holomorphic current on Ux for every x.
By [4], the functional S = T |Ux × [0, 1] is well defined and is indeed a normal metric
current on Ux; we note that
dS = −(dT )× [0, 1] + T .
If we suppose dT = 0, we get dS = T ; moreover, dS = ∂S + ∂S = Tp,n + Tp,n+1, but
by 2.2.4, no nontrivial component of bidimension (p, n + 1) can be present, which means
that T = dS = ∂T .
We can summarize these considerations in the following result.
Proposition 2.4.5 Let X be a complex space, which is locally Lipschitz contractible, then
given a holomorphic (p, n)−current T with dT = 0, for evert x ∈ X we can find a neigh-
bourhood Ux and a current S ∈Mp+1,n(Ux) such that dS = T on Ux.
They both savoured the strange warm glow of being
much more ignorant than ordinary people, who were
only ignorant of ordinary things.
T. Pratchett - Equal Rites
Chapter 3
Analysis on singular complex
spaces
We give a definition of the Sobolev space W 1,2 on singular spaces, characterizing its
elements as those functions which are locally W 1,2 on the regular part and whose gradient
is square-integrable on the whole space.
We compute the capacity of the singular set with respect to this Sobolev space and
find it to be zero; as a consequence, we obtain an approximation result with functions
supported away from the singularity.
The definitions of the local analogue of this space and of the corresponding spaces
of vector fields appear in the third section; the corresponding approximation results for
vector fields do not hold in general, so we introduce an additional hypothesis (which boils
down essentially to the requirement that such a density holds).
Under this hypothesis, we replicate Ho¨rmander’s L2 techniques, paying attention also
to the regularity results we obtain for the solutions. The existence on a given space of,
let us say, holomorphic vector fields of lower regularity than expected, can be employed
to show that in such a space the density hypothesis does not hold.
3.1 Sobolev spaces
Let X be a complex analytic space embedded in CN , with dimCXreg = n; we consider on
X the Hausdorff measure H2n induced by the euclidean distance in CN .
We will say that a function f : X → R belongs to C∞(X) if there exist a neighborhood
U of X in CN and a function F : U → R such that F ∈ C∞(U) and f = F |X ; similarly, a
function f : X → R belongs to C∞c (X) if f ∈ C∞(X) and supp f is compact in X.
A complex-valued (or vector-valued) function will be said to be of class C∞ (resp. C∞c )
on X if its components are in C∞(X) (resp. C∞c (X)). If not otherwise stated, all the
scalar functions will be complex-valued and by TXreg we will denote the complexification
of the real tangent bundle, i.e. TRXreg ⊗R C.
Given Ω ⊆ X, we will write Ωreg for Ω ∩Xreg and Ωsing for Ω ∩Xsing.
3.1.1 Definition and properties
We consider the space Γ(Xreg, TXreg) of smooth vector fields on Xreg and we call regular
a vector field Y such that Y (φ) ∈ L∞(X,H2n) for every φ ∈ C∞c (X) and the following
estimate holds:
‖Y (φ)‖∞ ≤M(‖φ‖∞,X + ‖|∇φ|‖∞,X)
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for some positive constant M , for every φ ∈ C∞c (X). Let us denote by R(X) the vector
space of regular vector fields on Xreg. For an open set Ω ⊆ X the space R(Ω) is defined
in the same manner.
Remark 3.1.1 If we denote by Z ′1, . . . , Z ′N the projections (with respect to the euclidean
structure) of the coordinate fields in CN on TXreg, we have that Z ′i, Z ′i ∈ R(X) for i =
1, . . . , N . Therefore, the projection on TXreg of every smooth vector field in CN is in
R(X).
Given an open set Ω ⊂ X, let W 1,2(Ω) be the subspace of L2(Ω,H2n) defined by the
following condition: f ∈W 1,2(Ω) if and only if for every vector field Y ∈ R(Ω) there exists
g ∈ L2(Ω,H2n) such that∫
Ωreg
Y (φ)fdH2n = −
∫
Ωreg
φgdH2n ∀ φ ∈ C∞c (Ω) (3.1)
Remark 3.1.2 We note that the given definition implies that the map from R(X) to
L2(X,H2n), Y 7→ g = g(Y ), induced by f is linear. So we can find an element df of
Γ(Ωreg, T
∗Ωreg) such that
〈df, Y 〉 = g(Y ) ∀ Y ∈ R(Ω)
Therefore, we have a mapXreg 3 x 7→ dxf ∈ Λ1(TΩreg) so that 〈df, Y 〉 is in L2(Xreg,H2n)
for every Y ∈ R(X). If we fix a Riemannian metric g on Xreg, we have an isomorphism
between TΩreg and T
∗Ωreg and allows us to define the vector field ∇gf
g(∇gf, Y ) = 〈df, Y 〉
We now consider the application x 7→ ‖∇fx‖g,x, where the norm is taken with respect to
the chosen metric. In what follows, we will denote by ∇f the vector field obtained taking
g equal to the metric induced by the inclusion of X in CN and |∇f | equal to the function
x 7→ ‖∇fx‖g,x (with g again induced by the inclusion).
Now, we can write condition (3.1) more conveniently as∫
Ωreg
Y (φ)fdH2n = −
∫
Ωreg
φ〈∇f, Y 〉dH2n (3.2)
and we say that f is in W 1,2(Ω) if f ∈ L2(Ω,H2n) and, for every Y ∈ R(X), 〈∇f, Y 〉 ∈
L2(Ω,H2n) and (3.2) holds.
We will repeatedly use a known result about the measure of the intersection of a ball
and a complex analytic set, whose proof can be found in [45, Cor. 2].
Proposition 3.1.1 For every p ∈ X, there exist a ball B = B(p, r) and a finite number
k(B) such that
H2n(X ∩B(q, ρ)) ≤ k(B)ρ2n
for every B(q, ρ) ⊆ B.
From now on, we will say that B is a ball in Ω if B = B(q, ρ) ∩ Ω; we set
k(Ω) = sup
B ball in Ω
k(B)
In what follows we will always suppose that k(Ω) <∞, as it is the case when Ω is relatively
compact, for instance.
We will also need the following property of Sobolev functions in Euclidean domains.
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Proposition 3.1.2 Let Ω ⊂ Xreg be an open set such that Ω∩Xsing = ∅ and f ∈W 1,2(Ω).
Then the functions
f+ = max{f, 0} and f− = −min{f, 0}
belong to W 1,2(Ω) and
∇f+ =
{ ∇f a.e. on {f > 0}
0 a.e. on {f ≤ 0}
∇f− =
{
0 a.e. on {f ≥ 0}
−∇f a.e. on {f < 0} .
Proof: If Ω is a coordinate chart the statement follows from the classic Sobolev theory
in Rk [17, Sec. 4.2-Thm. 4].
In the general case, we can covering Ω with coordinate charts {Ωj} and construct a
partition of unity {χj} subordinated to this open covering; as the closure of Ω doesn’t
intersect Xsing, we can ask that, for every p ∈ Ω, there exist only a finite number of open
sets Ωj such that p ∈ Ωj ; moreover, we can assume ‖∇χj‖ ≤ L for every j, for some
positive real constant L.
Now, the function fj = fχj belongs to W
1,2(Ω) and W 1,2(Ωj) and, as Ωj is biholo-
morphic to some open set of Cn, we know that f+j and f
−
j both belong to W
1,2(Ωj) and
their gradients are given by the formulas above. Then, obviously f+j and f
−
j belong to
W 1,2(Ω); moreover we have
f+ =
∑
j
f+j f
− =
∑
j
f−j
as both sums are locally finite.
We observe that, locally,
∇f+ =
∑
j
∇f+j f− =
∑
j
f−j a.e.
as these sums are locally finite too. But then we have immediately that |∇f+| ≤ |∇f | and
|∇f−| ≤ |∇f | almost everywhere, i.e. f+, f− ∈W 1,2(Ω). The formulas for their gradients
follow at once from the analogue results for f+j and f
−
j . 
As a corollary, we have that h = max{f, g} ∈W 1,2(Ω) for every f, g ∈W 1,2(Ω) and
∇h =
{ ∇f a.e. on {f ≥ g}
∇g a.e. on {f ≤ g}
Theorem 3.1.3 A function f ∈ L2(Ω,Hn) belongs to W 1,2(Ω) if and only if f ∈W 1,2(U)
for every U b Ωreg and |∇f | ∈ L2(Ω,H2n).
Proof: One implication is obvious: if f ∈ W 1,2(Ω), then f ∈ W 1,2(U) for every U b Ω
so, in particular, for every U b Ωreg; moreover, by Remark 3.1.1, 〈Z ′i,∇f〉 ∈ L2(X,H2n),
i.e. |∇f | ∈ L2(X,H2n).
Conversely, for every φ ∈ C∞c (Ω) and  > 0, since H2n−1(Ωsing) = 0 and Ωsing is closed
in Ω, we can cover Ωsing∩suppφ with finitely many balls {Bk(pk, ρk)}mk=1, such that ρk < 
for every k and
∑
h ρ
2n−1
h < . Let B
′
k be the open ball with center pk and radius 2ρk; for
 small, the balls B′k have compact closure in Ω.
We remark that
H2n
(⋃
k
B′k
)
≤
∑
k
H2n(B′k) ≤ k(Ω)s2n
∑
k
ρ2nk ≤ k(Ω)22n
∑
k
ρ2n−1k ≤ k(Ω)22n2 .
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We can construct a smooth cut-off function φk : CN → [0, 1] such that suppφk ⊂ Ω\Bk
and φk ≡ 1 in Ω \B′k and ‖∇φk‖∞ ≤ 2/ρk.
Let now f be a bounded function, belonging to W 1,2(U) for every U b Ωreg and whose
gradient is in L2(Ωreg,H2n). Then, using Proposition 3.1.1, for every Y ∈ R(X) we have∣∣∣∣∣
∫
Ωreg
Y (φ)fdH2n −
∫
Ωreg
Y
(
φ
∏
k
φk
)
fdH2n
∣∣∣∣∣
≤
∫
⋃
k B
′
k
|Y (φ)f |dH2n + ‖φ‖∞
∑
k
∫
B′k\Bk
|f∇φk|dH2n
≤ ‖Y (φ)‖∞‖f‖∞H2n
(⋃
k
B′k
)
+ ‖φ‖∞‖f‖∞
∑
k
‖∇φk‖∞H2n(B′k \Bk)
≤ ‖Y (φ)‖∞‖f‖∞k(Ω)22n2 + 22nk(Ω)‖φ‖∞‖f‖∞
∑
k
‖∇φk‖∞ρ2nk
≤ ‖Y (φ)‖∞‖f‖∞k(Ω)22n2 + 2k(Ω)22n‖φ‖∞‖f‖∞.
Similarly, we obtain
∣∣∣∣∣
∫
Ωreg
φ〈∇f, Y 〉dH2n −
∫
Ωreg
φ
∏
k
φk〈∇f, Y 〉dH2n
∣∣∣∣∣ ≤ 2‖φ‖∞
∫
Ωreg∩
⋃
k B
′
k
|〈∇f, Y 〉|dH2n
≤ 2‖φ‖∞‖〈∇f, Y 〉‖2H2n
(⋃
k
B′k
)1/2
≤ 2n+1‖φ‖∞‖〈∇f, Y 〉‖2
√
k(Ω)
Now, we know that∫
Ωreg
Y
(
φ
∏
k
φk
)
fdH2n = −
∫
Ωreg
φ
∏
k
φk〈∇f, Y 〉dH2n
because
supp
(
φ
∏
k
φk
)
b Ω \
⋃
k
B′k ⊂ Ωreg .
We know that the sides of the last equality tend to the sides of (3.2), so we can conclude
that equality (3.2) holds for f , so f ∈W 1,2(Ω).
Now, let f be a function in W 1,2(U) for every U b Ωreg, with L2 gradient, and let
fM = min{f+,M} −min{f−,M}.
By Proposition 3.1.2, we know that fM ∈ W 1,2(U) and ∇fM = ∇f where |f | ≤ M and
∇fM = 0 elsewhere.
Then, since fM ∈ W 1,2(U) for every U b Ωreg and |∇fM | ∈ L2(Ω,H2n), from the
previous computations we infer fM ∈ W 1,2(Ω). Given again Y ∈ R(Ω), for every φ ∈
C∞c (Ω), we have ∫
Ω
Y (φ)fMdH2n −→
∫
Ω
Y (φ)fdH2n
as M →∞, because fM → f in L2−norm and Y (φ) ∈ L∞(Ω,H2n). Moreover∫
Ω
Y (φ)fMdH2n = −
∫
Ω
φ〈∇fM , Y 〉dH2n
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and |∇fM | ≤ |∇f |, so, given N ∈ N, with N > M ,∫
Ω
|∇fM −∇fN |2dH2n ≤ 4
∫
M≤|f |≤N
|∇f |2dH2n
and this goes to zero when M,N go to infinity, so∫
Ω
|〈∇fM −∇fN , Y 〉|2dH2n ≤
∫
Ω
|∇fM − fN |2dH2n
∫
Ω
|Y |2dH2n
goes to 0. Therefore {〈∇fM , Y 〉}M is Cauchy and converges to 〈∇f, Y 〉, whence∫
Ω
φ〈∇fM , Y 〉dH2n −→
∫
Ω
φ〈∇f, Y 〉dH2n
for every φ ∈ C∞c (X).
In conclusion, we have that∫
Ω
Y (φ)fdH2n = −
∫
Ω
〈∇f, Y 〉φdH2n
and this shows that f ∈W 1,2(Ω). 
Corollary 3.1.4 We have the inclusion C∞c (Ω) ⊆W 1,2(Ω).
Proof: Obviously, if f ∈ C∞c (Ω), then f ∈ C∞(U) for every U b Ωreg, so f ∈ W 1,2(U);
moreover, with the notation of Remark 3.1.1, |∇f |2 is bounded by
|Z ′1(f)|2 + . . .+ |Z ′N (f)|2 + |Z1′(f)|2 + . . .+ |ZN ′(f)|2
From that remark it follows also that Z ′i(f) and Zi
′
(f) are in L∞. So |∇f |2 ∈ L∞(Ω),
therefore |∇f | ∈ L2(Ω,H2n). 
Proposition 3.1.5 Let f, g ∈W 1,2(Ω) and set h = max{f, g}, then h ∈W 1,2(Ω) and
∇h =
{ ∇f a.e. on {f ≥ g}
∇g a.e. on {f ≤ g} .
Proof: As f, g ∈ W 1,2(Ω), by Theorem 3.1.3 we know that f, g ∈ W 1,2(U) for every
U b Ωreg and |∇f |, |∇g| ∈ L2(Ω,H2n). Fix U b Ωreg, then h|U ∈W 1,2(U), because of the
corollary to Proposition 3.1.2; moreover, if Ω1 = {f ≥ g} and Ω2 = {g ≥ f}, then we now
that
∇h = ∇f H2n − a.e. in every U b Ω1reg = Ω1 ∩ Ωreg
∇h = ∇g H2n − a.e. in every U b Ω2reg = Ω2 ∩ Ωreg
therefore, by σ−additivity,
∇h = ∇f H2n − a.e. in Ω1
∇h = ∇g H2n − a.e. in Ω2
so that we have∫
Ω
|∇h|2dH2n ≤
∫
Ω1
|∇f |2dH2n +
∫
Ω2
|∇g|2dH2n ≤ ‖∇f‖22,Ω + ‖∇g‖22,Ω < +∞
i.e. |∇h| ∈ L2(Ω,H2n). In conclusion, by Theorem 3.1.3, we have that h ∈W 1,2(Ω). 
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3.1.2 Capacity of the singular set
The capacity of a set E ⊆ Ω ⊆ X with respect to the space W 1,2(Ω) is defined by
CΩ1,2(E) = inf{‖∇f‖22, f ∈W 1,2(Ω), E ⊂ Int{f ≥ 1}}
where IntA means the topological interior of the set A, relative to Ω. We remark that, by
requiring E ⊂ Int{f ≥ 1}, we actually ask that there exists a function in the equivalence
class of f in W 1,2(Ω) for which that inclusion holds.
Theorem 3.1.6 If E ⊆ Ω and H2n−2(E) < +∞, then CΩ1,2(E) = 0.
Proof: Given an open set U , E ⊂ U ⊂ Ω, we can find a countable family of balls
Bk = B(pk, ρk) whose union contains E, with B(pk, 2ρk) ⊆ U and
∞∑
k=1
c2n−2ρ2n−2k ≤ H2n−2(E) + 1 .
To this aim, for every h ∈ Z we define
Eh = E ∩
{
p ∈ Ω : 1
2h+1
< dist(p, bΩ) ≤ 1
2h
}
.
Since the closure of Eh is compact in Ω, by the very definition of spherical Hausdorff
measure we can find a countable covering of Eh by balls B(qj , sj) with B(qj , 2sj) ⊂ U ,
with
∑
j c2n−2s
n−2
j ≤ Hn−2(Eh) + 2−|h|−1. Since the Eh’s give a partition of E, we obtain
the required family of balls B(pk, rk) collecting all these balls.
Now, we want to prove that given U as above there exists a function u ∈W 1,2(Ω) with
the following properties:
(i) 0 ≤ u ≤ 1 and u = 0 a.e on Ω \ U ;
(ii) E ⊂ Int{u ≥ 1};
(iii)
∫
Ω
|∇u|2dH2n ≤ K(Ω)(H2n−2(E) + 1),
where K(Ω) depends only on Ω.
To this aim, we choose uk : CN → [0, 1] piecewise smooth (and radially linear) such
that
uk|B(pk,ρk) ≡ 1 , uk|X\B(pk,2ρk) ≡ 0 .
We observe that ‖∇uk‖∞ ≤ ρ−1k on CN . Moreover, we set
vm = max{u1, . . . , um}.
The function vm obviously belongs to W
1,2(Ω), as
|∇vm|2 ≤
m∑
k=1
|∇uk|2
is non-negative and has the property (i). Moreover, applying Proposition 3.1.1 once more,
we obtain ∫
Ω
|∇vm|2dH2n ≤
m∑
k=1
H2n(Ωreg ∩B(pk, 2ρk))ρ−2k
≤ k(Ω)
m∑
k=1
2nρ2n−2k
≤ K(Ω)(H2n−2(E) + 1), (3.3)
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where K(Ω) = 22nk(Ω)/c2n−2 depends only on Ω.
The function u = supm vm = limm vm belongs to L
2(Ω,H2n) and satisfies (i) by mono-
tone convergence. The function u is identically equal to 1 on the union of the balls
B(pi, ρi), so that since this union contains E also condition (ii) is satisfied. Since |∇vm|
is bounded in L2(Ω,H2n), because of (3.3), we obtain that u ∈ W 1,2(Ω) and ∇vm → ∇u
weakly in L2. Then, the lower semicontinuity of the L2 norm under weak convergence
ensures condition (iii).
Now, we consider a non-increasing sequence of open neighborhoods of E, {Uj}j∈N
such that Uj ⊂ Ω and H2n(Uj) → 0 as j → ∞ and construct a function w1 : Ω → [0, 1],
vanishing outside U1, as described before. Let V1 be an open set containing E and such
that V ⊆ {w1 = 1} and construct a non-negative function w2 : Ω → [0, 1], vanishing
outside this open setV1 ∩ U2. By iterating this procedure, we obtain a sequence of non-
negative functions {wj}, vanishing outside smaller and smaller neighborhoods of E, equal
to 1 on some other neighborhoods of E, uniformly bounded in the W 1,2 norm.
We remark that∇wj can be nonzero only in Uj∩Vj−1\Vj , so the gradients are mutually
orthogonal in L2.
We set
Sj =
j∑
k=1
1
k
gj =
1
Sj
j∑
k=1
wk
k
The functions gj belong to W
1,2(Ω) and E ⊂ Int{gj ≥ 1}; moreover
‖∇gj‖2 ≤ 1
S2j
j∑
k=1
C2
k2
−−−→
j→∞
0
So, by the definition of W 1,2(Ω)−capacity of E, we have that
CΩ1,2(E) ≤ ‖∇gj‖22 −−−→
j→∞
0
i.e. CΩ1,2(E) = 0. 
Remark 3.1.3 Since the family Uj above is non-increasing we also proved that for any
open set U , E ⊂ U ⊂ Ω, there exists a Sobolev function with arbitrarily small W 1,2 norm
identically equal to 1 on an open set containing E and vanishing almost everywhere on
Ω \ U .
Theorem 3.1.7 C∞(Ω) is dense in W 1,2(Ω).
Proof: Fix f ∈ W 1,2(Ω) ∩ L∞ and apply Theorem3.1.6 with E = Ωsing. We find
a sequence of functions gj ∈ W 1,2(Ω) with values in [0, 1] strongly convergent to 0 in
W 1,2(Ω), identically equal to 1 in open sets Vj containing E and with supports contained
in open sets Uj ⊆ Ω, with H2n(Uj) → 0. Now, the function (1 − gj)f is supported in
Ω \ Vj , so we can find hj ∈ C∞(Ω) satisfying ‖(1− gj)f − hj‖W 1,2(Ω) ≤ 1/j. (ref needed)
Since |gj | ≤ 1Now, we have that
‖gjf‖22 ≤
∫
Uj
|f |2dH2n → 0
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Moreover
‖∇(gjf)‖2 ≤ ‖gj∇f‖2 + ‖f∇gj‖2 ≤
∫
Uj
|∇f |2dH2n + ‖f‖∞‖∇gj‖2 → 0.
So hj → f in W 1,2(Ω).
In the case when f is possibly unbounded, we can consider the functions fM defined
3.1.3. It is immediate to see that |fM | ≤ |f | and that |∇fM | ≤ |∇f | H2n-a.e. thus, by
the dominated convergence theorem, fM → f in W 1,2(Ω). In order to ends the proof we
approximate each fM with C∞(Ω)-functions and then apply the classical diagonal method.

3.2 Generalizations
We present some extensions and variations over the previous definitions and results; most
of the proofs will only be sketched, as they resemble closely the corresponding ones from
the previous pages.
3.2.1 Restricting to a sub-bundle
We can generalize the previous results, restricting further the space of test vector fields
and consequently substituting the integrability condition on |∇f | with a request on the
appropriate element of the dual.
Let F be a sub-bundle of TXreg on Xreg and let RF (X) = R(X) ∩ Γ(Xreg, F ) be the
space of regular sections of F . Then, for any Ω ⊆ X, we can define the space W 1,2F (Ω) as
the space of functions f belonging to L2(Ω,H2n) such that, for every Y ∈ RF (X) there
exists g ∈ L2(Ω,H2n) satisfying (3.1) holds.
The map which sends Y to g is still linear, so we can find an element dF f ∈ Γ(Ωreg, F ∗)
such that
〈dF f, Y 〉 = g(Y )
then, by duality, we can find a section ∇Fg f of F itself such that
g = 〈∇Fg f, Y 〉.
As before, we will drop the subscript ∇Fg f whenever g is the metric induced by the
Euclidean metric in CN .
In order to obtain an analogue of Theorem 3.1.3, we need to adapt Proposition 3.1.2
to this new setting. Looking carefully at the proof given in [17], one can notice that, in
fact, the argument exploited there gives a more precise result; namely, if U is an open
set in RM , f, g belong to L2(U) and Y is a smooth vector field on U such that, for every
φ ∈ C∞c (U), we have ∫
U
fY (φ)dx = −
∫
U
gφdx
then also the positive and negative parts of f , denoted by f+ and f−, have the same
property: ∫
U
f+Y (φ)dx = −
∫
U∩{f≥0}
gφdx∫
U
f−Y (φ)dx =
∫
U∩{f≤0}
gφdx
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So, given U b Ωreg, for every f, h ∈ W 1,2F (U), max{f, h} ∈ W 1,2F (U). Moreover, in
the proof of Theorem 3.1.3 we fixed the vector field at the beginning, therefore the same
argument shows the following.
Theorem 3.2.1 A function f ∈ L2(Ω,H2n) belongs to W 1,2F (Ω) if and only if f ∈W 1,2F (U)
for every U b Ωreg and |∇F f | ∈ L2(Ω,H2n).
Moreover, as W 1,2(Ω) ⊆ W 1,2F (Ω), Theorem 3.1.6 still holds for the capacity with
respect to W 1,2F (Ω):
CΩ,F1,2 (E) = inf{‖∇F f‖22, f ∈W 1,2F (Ω), E ⊂ Int{f ≥ 1}}
thus, if H2n−2(E) is finite, then CΩ,F1,2 (E) = 0.
As another consequence of the inclusion W 1,2(Ω) ⊆ W 1,2F (Ω), we have that also The-
orem 3.1.7 holds: indeed, since the functions gj employed in the proof of the Theorem
belong to W 1,2F (Ω) as well, therefore, given f ∈W 1,2F (Ω)∩L∞, (1−gjf) belongs to W 1,2F (Ω)
and approximates f as j → +∞. The approximation by bounded functions is granted by
the analogue of Proposition 3.1.2.
So C∞(Ω) is dense in W 1,2F (Ω) with respect to the norm ‖ · ‖2 + ‖∇F · ‖2.
Let us consider the decomposition of the complexified tangent TXreg into the holo-
morphic and the anti-holomorphic factors:
TXreg = T
′Xreg ⊕ T ′′Xreg
Letting F = T ′Xreg, we obtain the space W
1,2
∂ (Ω), d
F is the ∂ operator and ∇F = ∇(1,0)
is the (1, 0)−component of the gradient. Similarly, letting F = T ′′Xreg, we obtain the
space W 1,2
∂
(Ω), dF is the ∂ operator and ∇F = ∇(0,1) is the (0, 1)−component of the
gradient. Hence, Theorem 3.2.1 holds in these two particular cases, together with the
density theorem for smooth functions on Ω.
3.2.2 An alternative proof of Theorem 3.1.3
We produce an alternative proof of the mentioned Theorem that doesn’t make use of the
approximation by bounded functions, employing the fact that H2n−2(Ωsing) < +∞. With
the notations of Theorem 3.1.3 and the choice of Bk’s and B
′
k’s made in the proof of
Theorem 3.1.6, we notice that∫
Ωrg
Y (φ)fdH2n =
∫
Ωreg
∏
φkY (φ)fdH2n +
∫
Ωreg
(
1−
∏
φk
)
Y (φ)fdH2n
=
∫
Ωreg
Y
(
φ
∏
φk
)
fdH2n −
∫
Ωreg
φY
(∏
φk
)
fdH2n +
∫
Ωreg
(
1−
∏
φk
)
Y (φ)fdH2n .
Now,∣∣∣∣∣
∫
Ωreg
(
1−
∏
φk
)
Y (φ)fdH2n
∣∣∣∣∣ ≤
∫
⋃
B′k
|Y (φ)f |dH2n ≤ ‖Y (φ)‖∞
(
H2n
(⋃
B′k
))1/2 ‖f‖2
which goes to 0 with . Moreover∫
Ωreg
Y
(
φ
∏
φk
)
fdH2n = −
∫
Ωreg
gφ
∏
φkdH2n
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and ∣∣∣∣∣
∫
Ωreg
gφ
(
1−
∏
φk
)
dH2n
∣∣∣∣∣ ≤ ‖φ‖∞‖g‖2 (H2n (⋃B′k))1/2
which, as before, goes to 0 with .
We need to show that ∫
Ωreg
φY
(∏
φk
)
fdH2n → 0
as well. We have∣∣∣∣∣
∫
Ωreg
φY
(∏
φk
)
fdH2n
∣∣∣∣∣ ≤ ‖φ‖∞ (∑ ‖∇φk‖2)
(∫
⋃
B′k
|f |2dH2n
)1/2
which goes to 0 as → 0 and ⋃B′k converges to Ωsing.
3.2.3 W 1,p
All the theory just developed can be transferred withouth many changes to the spaces
W 1,p. Let p > 1 be fixed.
Namely, W 1,p(Ω) is the subspace of Lp(Ω,H2n) defined as follows: f ∈W 1,p(Ω) if and
only if for every vector field Y ∈ R(Ω) there exists g ∈ Lp(Ω,H2n) such that∫
Ωreg
Y (φ)fdH2n = −
∫
Ωreg
φgdH2n ∀ φ ∈ C∞c (Ω) . (3.4)
We proceed to define df ∈ Γ(Ωreg, T ∗Ωreg) and, specifying a metric, ∇f ∈ Γ(Ωreg, TΩrg),
so that we can rewrite equation (3.4) as∫
Ωreg
Y (φ)fdH2n = −
∫
Ωreg
φ〈∇f, Y 〉dH2n . (3.5)
The analogue of Proposition 3.1.2 holds, because the result is true on Rk (see again [17,
Sec. 4.2-Thm. 4]); so we have the following characterization of W 1,p(Ω).
Theorem 3.2.2 A function f ∈ Lp(Ω,H2n) belongs to W 1,p(Ω) if and only if f ∈W 1,2(U)
for every U b Ωreg and |∇f | ∈ Lp(Ω,H2n).
Proof: As in the result for p = 2, one implication is obvious.
Using the same notations and ideas of the proof of Theorem 3.1.3, we define {Bk},
{B′k} and {φk} in the same way; now, if f is also assumed to be bounded, we have for
every Y ∈ R(Ω)∫
Ω
Y (φ)fdH2n −
∫
Ω
Y
(
φ
∏
φk
)
fdH2n −−→
→0
0 ∀ φ ∈ C∞c (Ω) ,
with exactly the estimates given in the proof for p = 2. The proof of the other estimate
runs as follows:
∣∣∣∣∣
∫
Ωreg
φ〈∇f, Y 〉dH2n −
∫
Ωreg
φ
∏
k
φk〈∇f, Y 〉dH2n
∣∣∣∣∣ ≤ 2‖φ‖∞
∫
Ωreg∩
⋃
k B
′
k
|〈∇f, Y 〉|dH2n
≤ 2‖φ‖∞‖〈∇f, Y 〉‖pH2n
(⋃
k
B′k
)1/q
≤ 2n+1‖φ‖∞‖〈∇f, Y 〉‖p q
√
k(Ω)
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where q is such that p−1 +q−1 = 1. The rightmost quantity goes to 0 as → 0, because
q > 0; now the proof goes on as in the case p = 2, for a bounded f .
To obtain also the result for unbounded f , we apply the same approximation procedure,
defining the functions fM and noting that, as fM → f in Lp,∫
Ω
Y (φ)fMdH2n →
∫
Ω
Y (φ)fdH2n .
Moreover, we know that |∇fM | ≤ |∇f |, so, by Minkowski inequality, we have∫
Ω
|∇fM −∇f |pdH2n ≤

(∫
M≤|f |≤N
|∇fM |pdH2n
)1/p
+
(∫
M≤|f |≤N
|∇fN |pdH2n
)1/p
p
≤ 2p
∫
M≤|f |≤N
|∇f |pdH2n
which goes to 0 as M ≤ N go to infinity. We can therefore conclude as in the case p = 2.

Remark 3.2.1 We can also avoid the use of the approximation by bounded functions,
adapting the alternative proof of this result given in Section 3.2.2, but we need to strenghten
the hypothesis: let q be such that p−1 + q−1 = 1, then, if H2n−q(Ωsing) < +∞, we have∑
‖∇φk‖qq ≤ k(Ω)
∑
2nρ2n−qk ≤ K(Ω)(H2n−q + 1) < +∞
and we obtain the same result.
With the same proof, we get the inclusion of the smooth test functions in our space.
Corollary 3.2.3 We have the inclusion C∞c (Ω) ⊆W 1,p(Ω).
Obviously, also W 1,p(Ω) has a lattice structure.
Proposition 3.2.4 Let f, g ∈W 1,p(Ω). Then h = max{f, g} ∈W 1,p(Ω) and
∇h =
{ ∇f a.e. on {f ≥ g}
∇g a.e. on {f ≤ g} .
We define the capacity of a set E ⊆ Ω ⊆ X in the same way:
CΩ1,p(E) = inf{‖∇f‖pp, f ∈W 1,p(Ω), E ⊂ Int{f ≥ 1}}
with the same cautions pointed out before. The corresponding result for sets of zero
capacity is the following.
Theorem 3.2.5 If E ⊆ Ω and H2n−p(E) < +∞, then CΩ1,p(E) = 0.
Proof: With the same notation of Theorem 3.1.6, we have
∞∑
k=1
c2n−pρ
2n−p
k ≤ H2n−p(E) + 1 .
The function u we want to construct will have properties (i), (ii) and
(iii-p)
∫
Ω
|∇u|pdH2n ≤ K(Ω)(H2n−p(E) + 1) .
The proof now goes on exactly as in the case p = 2; indeed, as we supposed p > 1, the
series
∑
k k
−p is convergent, so the result follows in the same way. 
As a corollary, we again obtain the density of smooth functions
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Theorem 3.2.6 C∞(Ω) is dense in W 1,p(Ω).
As a proof of the fact that full generality is seldom really achievable, we remark that
it is possible to develop a W 1,p theory restricted to a sub-bundle, obtaining analogous
results to those presented in Section 3.2.1.
3.3 Currents and vector fields
3.3.1 Classical currents in CN
We use the notation of 1.3.
Let D′(CN ) be the space of distributions on CN . Given T ∈ Mp,q(CN ) and fixed
multi-indeces I and J of length p and q respectively, we have that the functional
C∞c (CN ) 3 φ 7→ TIJ(φ) = T (φdzI ∧ dzJ)
is a distribution; moreover, as M(T ) < +∞,
|T (φdzI ∧ dzJ)| ≤ ‖φ‖∞M(T )
so TIJ is indeed a measure.
Therefore, we can write
T =
∑
|I|=p, |J |=q
TIJdzI ∧ dzJ
meaning that, if ω is a (p, q)−form given by
ω =
∑
|I|=p, |J |=q
ωIJdzI ∧ dzJ
then
T (ω) =
∑
|I|=p, |J |=q
TIJ(ωIJ) .
Given a Borel set A ⊆ CN and a measure µ we denote by L2p,q(A,µ) the space of
currents T ∈Mp,q(CN ) such that, for any multi-indeces I and J , |I| = p, |J | = q, one has
TIJ = fIJµxA, with fIJ ∈ L2(A,µ). We endow L2p,q(A,µ) with the norm
‖T‖2 =
 ∑
|I|=p,|J |=q
∫
A
|fIJ |2dµ
1/2
In what follows µ will be the Hausdorff measure H2n on X and A an open set Ω in X, so
we will write L2p,q(Ω) for L
2
p,q(Ω,H2n).
Proposition 3.3.1 The inclusion i : (L2p,q(Ω), ‖ · ‖2) → (Mp,q(CN ),M(·)) is a bounded
linear map.
Proof: The map i is obviously linear. Moreover, given T ∈ L2p,q(Ω) and a smooth,
compactly supported (p, q)−form ω on CN , we have that
|T (ω)| =
∣∣∣∣∣∣
∑
I,J
∫
Ωreg
ωI,JfI,JdH2n
∣∣∣∣∣∣ ≤
∑
I,J
‖fI,J‖2‖ωI,J‖2
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≤ H2n(Ω)1/2
∑
I,J
‖fI,J‖2‖ωI,J‖∞ ≤ H2n(Ω)1/2‖T‖2‖ω‖∞
so that
M(i(T )) ≤ ‖T‖2H2n(Ω)1/2
whence ‖i‖ ≤ H2n(Ω)1/2. 
We set Hp,q(Ω) = i
−1(Fp,q(Ω)), so (Hp,q(Ω), ‖ · ‖2) is a Hilbert space.
3.3.2 Vector fields
A 1−vector field of class W 1,2loc (resp. L2loc) on Ω is a (non necessarily continuous) section ξ :
Ωreg → TΩreg such that for every φ ∈ C∞0 (Ω) we have ξ(φ) ∈W 1,2(Ω) (resp. L2(Ω,H2n)).
A k−vector field of class W 1,2loc (resp. L2loc) on Ω is a (non necessarily continuous)
section ξ : Ωreg → ΛkTΩreg such that for every φ ∈ C∞0 (Ω) the contraction of ξ with φ is
a (k − 1)−vector field of class W 1,2loc (resp. L2loc) on Ω.
In terms of global coordinates of CN , the coefficients of ξ are functions in W 1,2(Ω′) for
every Ω′ b Ω, because the coefficient of ∂k/∂xI are
〈ξ, dxi1 ∧ . . . ∧ dxik〉 = ξ(xi1 , . . . , xik)
and the coordinate functions can be extended to compactly supported functions outside
Ω′.
The divergence of a k−vector field ξ of class W 1,2loc on Ω is a (k − 1)−vector field χ of
class L2loc on Ω such that for every φ1, . . . , φk ∈ C∞0 (Ω) we have∫
Ωreg
ξ(φ1, . . . , φk)dH2n = (−1)k
∫
Ωreg
φ1χ(φ2, . . . , φk)dH2n
and we write χ = divξ. This vector field χ obviously exists locally in the regular part.
Moreover, as the components of ξ are in W 1,2(Ω′) for every relatively compact open set
Ω′ ⊂ Ω, we can show that χ is of class L2loc on Ω.
Proposition 3.3.2 For every k−vector field ξ of class W 1,2loc on Ω and every smooth com-
pactly supported k−form ω on CN such that suppω ∩X b Ω, we have that∫
Ωreg
〈ξ, dω〉dH2n = (−1)k
∫
Ωreg
〈divξ, ω〉dH2n
Proof: Let f1, . . . , fk be smooth compactly supported functions on CN such that gi =
fi|Ω and the (k − 1)−form
ω = f1df2 ∧ . . . ∧ dfk;
we have dω = df1 ∧ df2 ∧ . . . ∧ dfk and∫
CN
〈ξ, dω〉dH2n =
∫
Ωreg
〈ξ, dω〉dH2n =
∫
Ωreg
ξ(g1, . . . , gk)dH2n
= (−1)k
∫
Ωreg
g1divξ(g2, . . . , gk)dH2n = (−1)k
∫
Ωreg
〈divξ, ω〉dH2n
= (−1)k
∫
CN
〈divξ, ω〉dH2n.
By linearity, the thesis follows. 
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If ξ is a k−vector field of class W 1,2loc on Ω, then divξ is a (k − 1)−vector field of class
L2loc on Ω. Since Ωreg is a complex manifold, we have a natural Dolbeault decomposition
for vector fields, so, if ξ is of type (p, q), we can write
divξ = ∂ivξ + ∂ivξ
where ∂ivξ is the (p− 1, q)−component and ∂ivξ is the (p, q− 1)−component. Obviously,
both these vector fields are still of class L2loc on Ω. By linearity, ∂iv and ∂iv extend to
arbitrary vector fields.
We will say that ξ is of class W 1,2 (resp. L2) on Ω if it is of class W 1,2loc (resp. L
2
loc) on
Ω and |ξ|, |divξ| ∈ L2(Ω,H2n) (resp. |ξ| ∈ L2(Ω,H2n)), where | · | is the norm described
on page 48. We will write ‖ξ‖2 for the L2−norm of the function |ξ|; occasionally, we will
use the notation ‖ξ‖2,Ω to stress that the integration is on the set Ω.
Remark 3.3.1 Repeating the proof of Section 3.2.2, we can show that ξ is of class W 1,2loc
(resp. W 1,2) if it is of class W 1,2loc on Ωreg and |ξ|, |divξ| ∈ L2loc(Ω,H2n) (resp. L2(Ω,H2n)).
We can identify ξ with an element of Lk(Ω) or, if ξ is of type (p, q), with an element
of Lp,q(Ω) and this identification preserves the norms. Indeed the Lp,q(Ω)-norm
‖ξ‖L =
√∑
I
∫
Ωreg
〈ξ, dxi1 ∧ . . . ∧ dxik〉2dH2n
whereas, if we consider the L2−norm of the function x 7→ |ξx|, we obtain
‖|ξx|‖2 =
√∫
Ωreg
|ξx|2dH2n =
√∫
Ωreg
∑
I
〈ξ, dxi1 ∧ . . . ∧ dxik〉2dH2n = ‖ξ‖L
Thus the two norms coincide.
Proposition 3.3.3 If ξ is a (p, q)−vector field of class W 1,2 on Ω, then the current
Tξ(ω) =
∫
Ωreg
〈ω, ξ〉dH2n ∀ ω ∈ Dp+q(CN )
belongs to Np,q(Ω).
Proof: The functional Tξ is obviously linear. Moreover, for any smooth (p, q)−form ω,
we have that
|Tξ(ω)| ≤ ‖ω‖2,Ω‖ξ‖2,Ω ≤
√
H2n(Ω)‖ω‖∞‖ξ‖2,Ω
so the current Tξ is of finite mass. And, using the previous proposition, we then obtain
that
|Tξ(dω)| =
∣∣∣∣∣
∫
Ωreg
〈dω, ξ〉dH2n
∣∣∣∣∣ =
∣∣∣∣∣
∫
Ωreg
〈ω,divξ〉dH2n
∣∣∣∣∣ ≤√H2n(Ω)‖ω‖∞‖divξ‖2,Ω
which implies that also dTξ is of finite mass. This proves that Tξ is a normal (p, q)−current.

By the map i defined in Proposition 3.3.1, we have that the vector field ξ corresponds
to the current Tξ.
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Proposition 3.3.4 Hp,q(Ω) is isomorphic to the space of (p, q)−vector fields of class L2
on Ω.
Proof: If T ∈ H(p,q)(Ω), by definition the coefficients TI are in L2(Ω,H2n); moreover,
since T is a flat current, the associated vector field is tangent to its support, that is, it is
tangent to Ωreg.
On the other hand, let χ be a (p, q)−vector field of class L2 on Ω. We can find
(p, q)−vector fields χj of class L2 on Ω, such that χj → χ with respect to the L2−norm
and that suppχj ∩ Ωsing = ∅.
Now, χj being supported in a closed set of Ωreg, we can approximate its coefficients with
respect to local coordinates by using W 1,2(Ω) functions. So, we construct (p, q)−vector
fields ξj,k of class W
1,2 on Ω as follows.
Take an open locally finite coordinate covering {Uα}α of Ωreg and a partition of unity
{φα}α subordinated to {Uα}α and on every Uα consider the vector field χj,α = φαχj .
Then, hoosing a basis X1,α, . . . , X2n,α for the trivialization of TUα, we have that
χj,α =
∑
i
f ij,αXi,α
with f ij,α ∈ L2(Uα,H2n). Let k be a positive integer and K ⊂ Ωreg a compact set such
that H2n(Ωreg \K) ≤ 1/k, and take functions gij,k,α in W 1,2(Uα) such that:
i.
∑
Uα∩K 6=∅
∑
i
‖f ij,α − gij,k,α‖2 ≤ 1/k
ii.
∑
Uα∩K=∅
∑
i
‖∇gij,k,α‖2 ≤ k.
The locally finite sum
ξj,k =
∑
α
∑
i
gij,k,αXi,α
converges to a vector field of class W 1,2 on Ω.
We obviously have that ξj,k → χj with respect to the L2−norm, so, letting k, j go to
infinity, we have an approximation of χ by vector fields ξm of class W
1,2. This means that
Tξm → Tχ, because of the Proposition 3.3.1, so Tχ is a limit of normal currents in the mass
norm, that is, is flat. Hence, as Tχ ∈ Fp,q(CN ), we have that χ corresponds to an element
of Hp,q(Ω). 
In view of Proposition 3.3.4, we will identify the space of (p, q)−vector fields with L2
coefficients and Hp,q(Ω).
In what follows we will be interested also in another class of vector fields, namely,
the k−vector fields ξ of class L2 on Ω which have an L2 divergence in a weak sense. We
will denote by Ddiv the set of such vector fields; obviously, the vector fields of class W
1,2
defined above, belong to Ddiv.
3.4 Graph norm density
The main goal of this section is to obtain some density results in the spirit of 3.1.7 for
vector fields.
Given ξ of class W 1,2 on Ω, we consider the vector field ξj,m = (1 − gj,m)ξ (with the
notation of Theorem 3.1.7). Then
‖ξ − ξj,m‖2 = ‖gj,mξ‖2 ≤ ‖ξ‖2,supp gj,m −−−−−→
j,m→∞
0
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and, if |ξ| ∈ L∞,
‖div(ξ − ξj,m)‖2 = ‖divgj,mξ‖2 ≤ ‖|ξ|∇gj,m‖2 + ‖divξ‖2,supp gj,m −−−−−→
j,m→∞
0
So, as before, it is enough to show that the vector fields with L∞ modulus are dense among
those of class W 1,2 on Ω. The same computations and conclusions hold for the set Ddiv.
We denote by D∂ the domain of the operator ∂iv : Hp,q(Ω)→ Hp,q−1(Ω).
Proposition 3.4.1 The set D∂ is dense in Hp,q(Ω).
Proof: If ξ is a (p, q)−vector field of class W 1,2(Ω), then ∂ivξ ∈ H(p,q)(Ω) and, because
of the density of W 1,2 in L2, we have the thesis.
We can define the adjoint ∂
∗
iv of ∂iv as a densely defined operator:
∂
∗
iv : H0,0(Ω)→ H0,1(Ω)
by the formula
(∂ivξ, η) = (ξ, ∂
∗
ivη)
for ξ ∈ D∂ . If η is of class W 1,2(Ω), then, given a coordinate chart U b Ωreg with local
coordinates z1, . . . , zn, we have that
∂
∗
ivη = −
n∑
j=1
∂η
∂zj
∂j
on U . This holds on every coordinate chart of the regular part and these writings patch
together; let {Uk} be a collection of such charts (such that every point of Ωreg belongs to
at most M of them) and let z
(k)
1 , . . . , z
(k)
n be coordinates on Uk, then
∑
k
∫
Uk
n∑
j=1
∣∣∣∣∣ ∂η∂z(k)j
∣∣∣∣∣
2
dH2n ≤
∑
k
∫
Uk
|∇η|2dH2n ≤M‖∇η‖22
Indeed, this expression for ∂
∗
ivη makes sense as soon as we have some global upper bound
for the right-hand side.
3.4.1 Weighted L2 spaces
Given Ω ⊂ X (not necessarily bounded) and φ ∈ C1(Ω), we define the norm ‖ · ‖φ by
‖g‖φ =
(∫
Ωreg
g2e−φdH2n
)1/2
and we consider the spaces L2(Ω, φ) whose elements are the functions f ∈ L1loc(Ω,H2n)
such that ‖f‖φ < +∞.
Proposition 3.4.2 If Ω′ b Ω and φ ∈ C1(Ω), then L2(Ω′) = L2(Ω′, φ).
Proof: Because of the compactness there exist two positive constants c1, c2 such that
the following estimate
c1 ≤ e−φ ≤ c2
3.4. GRAPH NORM DENSITY 63
holds on Ω′ and
c1‖ · ‖2 ≤ ‖ · ‖φ ≤ c2‖ · ‖2.
That means that the L2−norm is finite if and only if the weighted L2−norm is finite.
Therefore the two Hilbert spaces coincide and the norms on them are equivalent. 
We define
W 1,2loc (Ω) = {f ∈ L1loc(Ω,H2n) | f ∈W 1,2(V ) ∀ V b Ω}
and, given φ, ψ ∈ C1(Ω), we set
W 1,2(Ω, φ, ψ) = {f ∈W 1,2loc (Ω) | f ∈ L2(Ω, e−φH2n), |∇f | ∈ L2(Ω, e−ψH2n)}
Given ϕ ∈ C∞0 (Ω), its support Ω′ is compact, so Proposition 3.4.2 applies, therefore, for
every f ∈W 1,2(Ω, φ, ψ) and every Y ∈ R(X), we have that∫
Ωreg
fY (ϕ)dH2n =
∫
Ω′reg
fY (ϕ)dH2n = −
∫
Ω′reg
ϕ〈∇f, Y 〉dH2n = −
∫
Ωreg
ϕ〈∇f, Y 〉dH2n
In the same way, we define Hp,q(Ω, φ) to be the set of (p, q)−vector fields of class L1loc on
Ω whose modulus belongs to L2(Ω, φ). The operator
∂iv : Hp,q(Ω, φ)→ Hp,q−1(Ω, ψ)
is defined by saying that ξ = ∂ivη if this relation holds on every compact set of Ω and
|ξ| ∈ L2(Ω, ψ). We will denote by D∂ the domain of the operator ∂iv. The same definitions
and considerations can be carried on for the operator div and its domain will be denoted
by Ddiv.
Obviously, W 1,2(Ω, φ, ψ) is contained both in Ddiv and in D∂ , so both div and ∂iv
have dense domain in Hp,q(Ω, φ).
Once again, using the techniques of the Theorem 3.1.7, we can approximate every
vector field ξ ∈ Hp,q(Ω, φ) with |ξ| ∈ L∞(Ω) by elements supported away from Ωsing.
Endowed with the scalar product
(ξ, η)φ =
∫
Ω
〈ξx, ηx〉xe−φ(x)dH2n(x)
where 〈·, ·〉x is the euclidean scalar product on TxCN , the space Hp,q(Ω, φ) becomes a
Hilbert space.
We can therefore define the adjoint operator ∂
∗
: Hp,q−1(Ω, ψ)→ Hp,q(Ω, φ). We note
that, if ξ ∈ H0,q(Ω, φ) is of class W 1,2(Ω, φ, ψ), given an open coordinate set U b Ωreg
with coordinates z1, . . . , zn, we have that, on U ,
∂
∗
ivξ = −eφ
∑
j1<...<jq
∑
j 6=jk
∂e−ψξj1,...,jq
∂zj
(−1)m(j)∂zj ∧ ∂zj1 ∧ . . . ∧ ∂zjq
In fact, gluing these local expressions we obtain a vector field ∂
∗
ivξ on Ωreg (and therefore
a.e. on Ω) which locally satisfies
(ξ, ∂ivη)ψ = (∂
∗
ivξ, η)φ
and has bounded norm in L2(Ω, φ). Therefore it represents an element of H0,q+1(Ω, φ)
and we can use boundedness to show that the equation above holds globally on Ω.
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Clearly, if ξ has W 1,2(Ω, φ, ψ)−coefficients from Proposition 3.3.3 easily follows that
the associated current Tξ is locally normal, .
Now, given three weight functions φ1, φ2, φ3, we can consider the situation
Hp,q+1(Ω, φ1)
∂iv // Hp,q(Ω, φ2)
∂
∗
iv
kk
∂iv // Hp,q−1(Ω, φ3)
∂
∗
iv
kk
.
In Hp,q(Ω), we have the set D∂ ∩D∂∗ , intersection of the domains of ∂iv and ∂
∗
iv, which
contains the vector fields with smooth coefficients. We define the norm
D∂ ∩D∂∗ 3 η 7→ ‖η‖φ2 + ‖∂ivη‖φ1 + ‖∂
∗
ivη‖φ3
called the graph norm.
3.4.2 Density hypothesis
We say that Ω is good if
i. every k−vector field of class W 1,2 on Ω can be approximated in the W 1,2−norm by
k−vector fields with bounded euclidean norm;
ii. every k−vector field in D∂∩D∂∗ can be approximated in the graph norm by k−vector
fields with bounded euclidean norm.
Proposition 3.4.3 If Ω b Xreg, then Ω is good.
Proof: Since Ω is relatively compact inside Xreg, which is a manifold, we can find a finite
number of coordinate charts U1, . . . , Uk of Xreg such that Ω b U1 ∪ . . .∪Uk and construct
a partition of unity ψ1, . . . , ψk subordinated to that covering.
Now, given a k−vector field ξ, we can consider ξj = ψjξ, which is supported in Uj and
then obtain, by convolution, a smooth approximation of ξj , say {ξj,m}m.
As there is only a finite number of open sets Uj , we can ask that, for every j and m,
the following holds:
‖ξj − ξj,m‖2 + ‖∇(ξj − ξj,m)‖2 ≤ 1
m
so that, letting
ξm = ξ1,m + . . .+ ξk,m
we have
‖ξ − ξm‖2 ≤ k
m
−−−−→
m→∞ 0
The same procedure works for the graph norm. 
Proposition 3.4.4 If the k−vector fields of class W 1,2 compactly supported in Ωreg are
dense in the k−vector fields of class W 1,2 on Ω, then Ω is good and the same statement
holds for the graph norm.
Proof: We carry on the proof for the W 1,2−norm, but it works in the same way for
the graph norm. Let ξ be a k−vector field of class W 1,2 on Ω and let ξj be a sequence
of k−vector fields of class W 1,2, compactly supported in Ωreg, approximating ξ in the
W 1,2−norm. Then, by Proposition 3.4.3, we can find a sequence ξj,m of smooth (hence,
bounded) k−vector fields approximating ξj . Finally, by a diagonal procedure, we find a
sequence ξj,m(j) of bounded k−vector fields approximating ξ in the W 1,2−norm. 
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Proposition 3.4.5 If Ω is good, then every vector field of class W 1,2 (respectively, in
D∂ ∩D∂∗) can be approximated by vector fields supported away from Ωsing.
Proof: Let ξ be a bounded k−vector field of class W 1,2 on Ω (respectively, in D∂ ∩ D∂∗)
and let gj,m be the functions defined in the proof of Theorem 3.1.7. Then ‖gj,mξ‖2 → 0
since H2n(supp gj,m)→ 0 and
‖∇(gj,mξ)‖2 ≤ ‖gj,m∇ξ‖2 + ‖ξx∇gj,m‖2
where the first term goes to zero as the previous one and the second one is bounded from
above by ‖ξ‖∞‖∇gj,m‖2 which also goes to zero. The same computations hold for ∂iv and
∂
∗
iv.
So, the vector fields (1 − gj,m)ξ tend to ξ and are supported away from Ωsing; now,
given a generic vector field ξ of class W 1,2 on Ω, we can approximate it with bounded
vector fields and again by the diagonal procedure, we have the thesis. 
Proposition 3.4.6 Given a collection of smooth functions {ρn}n∈N, subordinated to a
compact exhaustion of Ω, such that
e−φ3 |∂ρn|2 ≤ e−φ2
e−φ2 |∂ρn|2 ≤ e−φ1
the elements compactly supported in Ωreg are dense in D∂ ∩D∂∗ with respect to the graph
norm.
Proof: By virtue of Proposition 3.4.5 we may assume that ξ is supported away from
Ωsing. This means that also ρnξ is supported away from Ωsing, therefore we can apply the
computations in [33]. 
Collecting together Propositions 3.4.5 and 3.4.6, we have the converse of Proposition
3.4.4: if Ω is good, then the vector fields compactly supported in Ωreg are dense in the
suitable sense.
Following [33, Section 5.2], we choose an hermitian metric on Ωreg with f ∈ C∞(Ωreg),
such that |∂ρn| ≤ 1 for every n. The norms in what follows will always be with respect to
this new metric and its associated volume form dV = fdH2n with f ∈ C∞(Ωreg).
Theorem 3.4.7 Let Ω ⊂ X be a good Stein open set. Then the equation ∂ivξ = η has a
solution ξ of class L2(Ω, loc) for any η of class L2(Ω, loc).
Proof: By [51], as Ω is Stein, we can find a strictly plurisubharmonic exhausting function,
which is real analytic.
By [33, Theorem 5.2.3], applied to the open set Ωreg, there exists a continuous function
C on Ωreg such that ∫
(λ− C)|η|2e−φdV ≤ 4(‖∂∗ivη‖2φ + ‖∂ivη‖2φ)
for every (p, q)−vector field η with coefficients C∞c on Ωreg and for every φ ∈ C2(Ωreg),
where λ is the lowest eigenvalue of the Levi form of φ.
If φ is a strictly plurisubharmonic exhausting function for Ω, we can modify it by
composing with a convex, monotonically increasing function so that (λ−C) > 4; then we
have
‖η‖2φ ≤ ‖∂∗ivη‖2φ + ‖∂ivη‖2φ .
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By Proposition 3.4.6, this estimate holds for any η in D∂∩D∂∗ , therefore, by a standard
result in functional analysis (e.g. see [33, Lemma 4.1.1]), we have that the equation
∂ivξ = η has a solution of class L2(Ω, loc) for every ∂iv−closed η of class L2(Ω, loc). 
Let θ be the adjoint operator of ∂iv between L2 and L2; θ and ∂
∗
iv differ only for
multiplication operators: ∂
∗
iv = M ′θM = M1θ + M0. Therefore we have density results
also for the norm ‖ · ‖+ ‖∂iv · ‖+ ‖θ · ‖.
Proposition 3.4.8 If η, ∂ivη, θη are compactly supported and of class L2(Ω), then η is
of class W 1,2(Ω).
Proof: We use a variation of the proof of Lemma 4.2.3 in [33]. If η is smooth and
compactly supported in Ωreg, we can suppose without loss of generality that its support
is contained in a coordinate chart and we have the following estimate∑
I,J
n∑
j=1
∫ ∣∣∣∣∂ηI,J∂z¯j
∣∣∣∣2 dH2n ≤ 2‖θη‖2 + ‖∂ivη‖2 ,
with respect to some local coordinates (cfr [33, Formula 4.2.7]). By density, we extend
this estimate to every η with compact support in Ω, belonging to D∂ ∩Dθ. Therefore we
conclude that ∂ηI,J/∂z¯j ∈ L2(Ω) for every I, J and every j.
Modifying the proof of Lemma 4.2.4 in [33] with the same argument we just used, we
conclude that also ∂ηI,J/∂zj ∈ L2(Ω) for every I, J and every j. The thesis follows. 
Employing the previous Lemma, we can repeat verbatim the proof of [33, Theorem
4.2.5], obtaining the following result.
Theorem 3.4.9 Let Ω be a Stein good open set and let 0 ≤ s ≤ ∞. Then the equation
∂ξ = η has a solution ξ of class W s+1,2(Ω, loc) for every ξ of class W s,2(Ω, loc) such that
∂ivη = 0. Every L2(Ω, loc) solution of the equation has this property if ξ is of bidimension
(p, n).
We note that on a singular space the Sobolev embeddings do not hold, so we cannot
conclude that there is a smooth solution when the datum is smooth; the best we can say is
that the solution will be smooth on Ωreg and with every derivative in L
2
loc (namely, locally
square integrable around singular points).
Example Let us consider the (reducible) singular space X = {zw = 0} in C2. The
(0, 1)−vector-fields
ξ1 =
∞∑
j=1
tn
2n+1
∂
∂t¯
ξ2 =
∞∑
j=1
tn
3n+1
∂
∂t¯
are holomorphic on the unit punctured disc D∗, that is, solutions to the equations ∂ivξ = 0
on D∗. Therefore, their pushforwards through the maps
f1 : t→ (t, 0) f2 : t→ (0, t)
defined from D∗ to Xreg, are holomorphic vector-fields on an open set of Xreg. Their sum
ξ, extended to 0 at the singular point, is a bounded (hence L2) solution of the equation
∂ξ = 0 on an open set of X, but the vector-field ξ isn’t of class C∞ around the singular
point. Indeed, it is not even of class C0: let ω = ρ · (dz¯ + dw¯), with ρ ∈ C∞c (C2) such that
ρ ≡ 1 in a neighborhood of the origin, then, near (0, 0)
〈ξ, ω〉 =
{
(2− z)−1 if w = 0, z 6= 0
(3− w)−1 if z = 0, w 6= 0
which doesn’t extend continuously to (0, 0).
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Example Let X = {z2 = w3} be the cusp in C2; we consider the parametrization
f : t 7→ (t3, t2)
and denote by ξ = f∗η the pushforward through f∗ of the (0, 1)−vector-field
η =
1
t
∂
∂t¯
.
For any given φ ∈ C∞c (C2), we have that
f∗(ξ(φ)) = f∗f∗η(f∗φ) = η(f∗φ) = η(φ ◦ f)
and ∫
X
|ξ(φ)|2dH2 = − i
2
∫
C
|η(φ(t3, t2))|2(4|t|2 + 9|t|4)dt ∧ dt¯ =
− i
2
∫
C
1
|t|2
∂φ(t3, t2)
∂t¯
|t|2(4 + 9|t|2)dt ∧ dt¯ < +∞
which means that ξ is of class L2loc. Moreover it is clear that ∂ivξ is zero outside Xsing,
which means that if an open set of X containing the origin is good, ∂ivξ = 0 on X.
But it is a simple matter of computation to show that ∂ivη = δ0 on C; therefore
∂ivf∗η = f∗∂ivη = δ(0,0) .
Therefore, no open set of X containing the origin is good.

If you must hold yourself up to your children as an ob-
ject lesson (which is not at all necessary), hold yourself
up as a warning and not as an example.
G. B. Shaw - A Treatise on Parents and Children
Chapter 4
Some applications and examples
In this chapter, we collect some examples of complex spaces, such as locally reducible
spaces, complex curves, hypersurfaces in Cn, where we can apply the theory of metric
currents to the Cauchy-Riemann equation.
The results themselves are not at all striking, but they are useful to understand some
characteristics of metric currents. In particular, the dependence on the geometric structure
of the space, the “growth conditions” which are required by the mass and continuity
properties, the “flatness” of metric currents (i.e. the fact that a metric current supported
in some closed set is the pushforward through inclusion of a current on that set).
Moreover, in the case of hypersurfaces, we only show that if we are able to solve the
(classical) ∂−equation in Lp on the complement of the hypersurface (for p small enough),
then we can solve the ∂−equation in the metric currents on the hypersurface. We also
present a possible approach to the equation in Lp, showing its equivalence to an estimate
on compactly supported forms.
4.1 Locally reducible spaces
Some of the material exposed here appears also in [48].
4.1.1 Structure theorem
Let X = L1 ∪ . . .∪Lm be the union of linear subspaces Li of Cn, with dimension ki, such
that Li 6⊆ Lj whenever i 6= j. Obviously, X is an analytic subset of Cn.
Let X1 be the singular set of X and let us suppose that we have indexed the subspaces
in such a way to have dimLi ≥ dimLi+1 for every i; we also suppose that X isn’t contained
in any proper subspace of Cn.
Now, we consider a set B = {L1} ∪ {Li1 , . . . , Lik} such that⊕
L∈B
L = Cn L 6⊆
⊕
L′∈B
L6=L′
L′ ∀ L ∈ B
We have the projections
pi1 : X → L1 and piih : X → Lih
and the inclusions j1 and jih .
Let
S =
⋃
L∈B
L S′ =
⋃
L6∈B
L .
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Given T ∈ Dm(X), we consider the currents
T1 = (j1 ◦ pi1)]T
Tih = (jih ◦ piih)]T
and the difference
R = T − T1 − Ti1 − . . .− Tik
Then for (f, ξ) ∈ Dm(X) such that supp (f) ⊆ (L1 ∪ Li1 ∪ . . . ∪ Lik) \X1 we can find
fL ∈ Lipb(L) for L ∈ B such that
f =
∑
L∈B
fL .
Therefore we have
T (f, ξ) =
∑
L∈B
T (fL, ξ) =
∑
L∈B
TxχL\X1(fL, ξ)
= T1xχL1\X1(fL1 , ξ) +
k∑
h=1
TihxχLih\X1(fLih , ξ) = T1(fL1 , ξ) +
k∑
h=1
Tih(fLih , ξ)
= T1(f, ξ) +
k∑
h=1
Tih(f, xi)
and
supp (R) ⊆
⋃
L6∈B
L ∪X1 = XR
Now, as dimL1 ≥ dimLi for every i, the maximum of the dimensions of the irreducible
components of XR is less or equal to dimL1 so we can repeat our argument on XR to
obtain a decomposition of R. Eventually, the remainder will have support contained in
X1, whose irreducible components have dimension strictly less than dimL1.
Thus, we obtain a decomposition of T = T1 + . . . + TN with the following properties:
Ti is the pushforward through an holomorphic map hi of a current T˜i on some Cki .
Let us suppose that T is a ∂−closed current of bidimension (p, q) on X and let us
write T =
∑
(hj)]Zj ; since all the maps involved are holomorphic, Zj is of bidimension
(p, q) and ∂Zj = 0 for every j. Then, for every j, we can solve the equation ∂Vj = Zj on
Ckj with a metric current Vj (e.g., by convolution with the Cauchy kernel) and then the
current U =
∑
(hj)]Vj satisfies
∂U =
N∑
j=1
∂(hj)]Vj =
n∑
j=1
(hj)]∂Vj =
N∑
j=1
(hj)]Zj = T .
This allows us to prove the following results
Proposition 4.1.1 Let X be a complex space which is locally biholomorphic to a union
of linear subspaces of CN , e.g. if X can locally be realized as a normal crossings divisor,
Ω ⊆ X an open set and T ∈ Dm(Ω). For every x ∈ Ω, we can find an open set ω 3 x,
ω b Ω, holomorphic maps hi : Vi → Ω, for i = 1, . . . , k, with Vi ⊂ Cni and metric currents
Ti ∈ Dm(Vi) such that the current
T −
k∑
i=1
(hi)]Ti
has support disjoint from ω.
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Proof: It is enough to choose an open set U containing x, such that there exists a
biholomorphism of U with a union of linear subspaces of CN , then we can apply the
decomposition shown above for the current Txσ, with σ Lipschitz and supported in U .
We now set ω = Int(suppσ). 
Theorem 4.1.2 Let X be as in Proposition 4.1.1. Then given Ω ⊆ X open, T ∈ Dm(Ω)
such that ∂T = 0 and x ∈ Ω, we can find an open set ω, ω 3 x, ω b Ω and a current
S ∈ Dm+1(U) such that T − ∂S has support disjoint from ω.
Proof: By Proposition 4.1.1 (and with the same notation), we find ω such that T −∑
(hi)]Ti has support disjoint from its closure; moreover, we know that ∂T has support
disjoint from ω if and only if ∂(hi)]Ti does. So, we can solve ∂Si = Ti in Vi, by convolution,
and we set
S =
k∑
i=1
(hi)]Si .
By Proposition 2.2.10, we have that
∂S(f, pi) =
k∑
i=1
∂((hi)]Si))(f, pi) =
k∑
i=1
(hi)](∂Si)(f, pi) =
k∑
i=1
(hi)](Ti)(f, pi) = T (f, pi)
for every (f, pi) ∈ Dm(U) with supp f ⊂ ω. So T − ∂S has support disjoint from ω. 
4.1.2 Holomorphic currents
We now investigate the solutions of ∂T = 0 when T is a (p, n)−current on a complex space
X, with dimCXreg = n, which is locally biholomorphic to a union of linear subspaces
of some CN . In the smooth case, these currents correspond to (n − p, 0)−forms with
holomorphic coefficients.
Proposition 4.1.3 Let X be as in Proposition 4.1.1, Ω ⊆ X an open set. Then, given
a ∂−closed current T ∈ Dp,n(Ω) and a point x ∈ Ω, we can find an open set ω, ω 3 x,
ω b Ω, a finite number of holomorphic maps hi : Vi → Ω, with Vi ⊆ Cn open sets, and
holomorphic (n− p)−forms fi ∈ Ωp(Vi) such that
T −
k∑
i=1
(hi)][fi]
has support disjoint from ω.
Proof: By Proposition 4.1.1 (and with the same notation), we find ω such that T −∑
(hi)]Ti has support disjoint from its closure; moreover, we know that ∂T has support
disjoint from ω if and only if each (hi)]Ti does. As dimCXreg = n, every Vi is an open set
in Cn; we have that ∂Ti is zero on h−1i (ω) so, as Ti is of bidimension (p, n), we can find a
(n− p, 0)−form fi with holomorphic coefficients such that Ti = [fi] in h−1i (ω).
By pushforward, we have the thesis. 
We remark that the currents described in the previous Proposition are locally flat in
any local affine embedding of X, so the sheaf Kp defined in 2.3.3 coincides with the kernel
of ∂ : Dp,n → Dp,n−1.
Proposition 4.1.4 Let X be as in Proposition 4.1.1 and pi : Xν → X is the normalization
of X. Then Kp = pi∗Ω
n−p
Xν where Ω
n−p
Xν is the sheaf of holomorphic (n− p)−forms.
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Proof: Given Ω ⊂ X which is biholomorphic to a union of open neighborhoods of 0
in Cn, the preimage pi−1(Ω) ⊂ Xν is the disjoint union of these neighborhoods and Xν
is smooth. By Proposition 4.1.3, we know that ∂−closed (p, n)−currents on Ω are the
holomorphic currents on pi−1(Ω). So the thesis follows. 
We remark that Ω ⊆ X is Stein if and only if pi−1(Ω) is Stein, so
ker{∂ : Fn−p,n−q(Ω)→ Fn−p,n−q−1(Ω)}
img{∂ : Fn−p,n−q+1(Ω)→ Fn−p,n−q(Ω)}
= Hq(Ω,Kp) = H
q(pi−1(Ω),ΩpXν ) = 0 .
We are now ready to give a global version of Proposition 4.1.2.
Theorem 4.1.5 Let X be a Stein space with completely reducible singularities, T ∈
Dn,n−1(X) a ∂−closed metric current; then there exists a metric current S of bidimension
(n, n) such that ∂S = T .
Proof: We consider an open covering {Vi}i∈N of X such that we can solve the Cauchy-
Riemann equation on every Vi; we obtain a collection {Si}i∈N of metric currents with
Si ∈ Dn,n(Vi) and ∂Si = T in Dn,n−1(Vi).
On the sets Vij = Vi ∩ Vj , we have that Rij = Si − Sj is a ∂−closed (n, n) metric
current in Mn,n(Vij); lifting the covering {Vi} to a covering {Ωj} of the normalization Y
of X, we can find holomorphic functions fij ∈ O(Ωij) such that Rν(i)ν(j) = pi][Ωij ]xfij .
We now recall that the normalization of a Stein space is Stein, so H1(Y,O) = 0,
therefore there exist functions fi ∈ O(Ωi) such that fij = fi−fj . Defining Ri = pi][Ωi]xfi ∈
Dn,n(Vi), on Vij we have
Rij = Ri −Rj
so
Si −Ri = Sj −Rj .
Thus we can define a metric current S such that ∂S = T .
4.1.3 Density properties
Let X be a complex space. Suppose that there exist a complex manifold Y and a finite
morphism pi : Y → X which is a biholomorphism on the regular part of X and such that
for every y ∈ Y Dpiy is invertible. For instance, this is the case if X has only normal
crossings, the normalization Xν is smooth and the canonical map pi : Xν → X is locally
invertible. Then
Proposition 4.1.6 Every open set Ω ⊆ X is good.
Proof: In what follows, H2n can be substituted by any measure of the form e−φH2n
with φ ∈ C1(Ω).
Let Ω′ = pi−1(Ω) and let {Ui}i∈N be a collection of open sets of Y such that
Ω′ ⊆
⋃
i
Ui ,
pi|Ui : Ui → pi(Ui) is invertible and every Ui is biholomorphic to a bounded open set
Vi ⊂ Cn.
We denote by φi the inverse of pi|Ui on pi(Ui). Let E = pi−1(Xsing); since pi is locally
invertible, H2n(E) = H2n−1(E) = 0 and H2n−2(E ∩K) < +∞ for every K ⊂ Y compact.
We denote by gi the biholomorphism between Ui and Vi.
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Given a vector field ξ on Ω of class L2, we can define almost everywhere the pushforward
(pi−1)∗ξ = ξ′, by setting
ξ′|Ui\E = (φi)∗(ξ|pi(Ui)\Xsing)
Let µ = pi∗H2n be the pullback of the Hausdorff measure. Then on every set Ui there
exists a bounded non-vanishing smooth function hi such that µ = hi · g∗iL, where L is the
standard Lebesgue measure on Cn.
Now, we construct a partition of unity {χj} subordinated to the covering {Uj} and we
consider the vector fields ξ′j = χjξ
′. As ξ′j is supported in Uj , we can regularize it by a
convolution, obtaining a famili ξ′j,.
If {Uj} is a finite family, we set
ξ′ =
∑
j
ξ′j, ;
if not, we set
ξ′1/n =
n∑
j=1
ξ′j,1/n .
In both cases, {ξ′1/n} is a sequence of bounded (smooth) vector fields which converge to ξ′
in the L2 norm with respect to the measure µ. Obviously, defining ξn = pi∗ξ′1/n, we obtain
a sequence of bounded vector fields (because pi is locally invertible) which converges to ξ
in L2(Ω,H2n).
Let us suppose that ξ ∈ Ddiv, then on every Ui the divergence of ξ′j (in principle,
considered in a distributional sense) has finite L2 norm with respect to the measure µ;
therefore, by the standard properties of convolution, ‖divξ′j − divξ′j,1/n‖2 → 0 as n→∞,
so also ‖divξ − divξn‖2 → 0.
In the same way, let us take ξ ∈ D∂ ∩ D∂∗ ; then we have that on every Ui, the
vector fields ∂ivξ′j and ∂
∗
ivξ′j have finite L
2 norms with respect to the appropriate pullback
measures. Again, by the standard properties of convolution, we have
‖∂ivξ′j,1/n − ∂ivξ′j‖+ ‖∂
∗
ivξ′j,1/n − ∂
∗
ivξ′j‖ → 0 , n→∞
whence ‖∂∗ivξn − ∂∗ivξ‖φ3 + ‖∂ivξn − ∂ivξ‖φ1 → 0 as n→∞. 
Therefore, by the conclusions of section 3.4.2, we have that every vector field on Ω in
D∂ ∩D∂∗ can be approximated by vector fields compactly supported in the regular part
Ωreg.
From now on, we assume that Ω is pseudoconvex.
For a vector field, which is compactly supported in Ωreg, we can employ the techniques
of [33] to show that
‖ξ‖φ2 ≤ C(‖∂ivξ‖φ1 + ‖∂
∗
ivξ‖φ3) . (4.1)
By density, this estimate holds for every element of D∂ ∩ D∂∗ , so, by [33], we have that
for every ξ ∈ ker ∂iv we can find η ∈ Hp,q+1(Ω, φ3) such that ∂ivη = ξ.
Theorem 4.1.7 Given a (p, q)−vector field ξ on Ω of class L1loc such that ∂ivξ = 0 in a
distributional sense, then we can find η, a (p, q + 1)−vector field on Ω of class L1loc such
that ∂ivη = ξ.
Proof: We can find φ1, φ2, φ3 such that ξ ∈ Hp,q(Ω, φ2) and such that equation
(4.1) holds. Therefore, we have a solution to the Cauchy-Riemann equation for ξ in
Hp,q+1(Ω, φ3). This solution η is obviously at least of class L
2
loc. 
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4.2 Complex curves
Given a complex curve X ⊂ Cm, let pi : X˜ → Cm be the normalization of X. For any
p ∈ Xsing and any q ∈ pi−1(p) we can find a local holomorphic parametrization containing q
and a holomorphic change of coordinates in Cm so that, locally, pi is given by holomorphic
functions (P1(t), . . . , Pm(t)), Pj : D→ Cm, such that
Pi(t) = 0 for 1 ≤ i ≤ k − 1
Pk(t) = t
Nk
Pi(t) =
∑
j≥Ni aijt
j k + 1 ≤ i ≤ m
where 1 ≤ Nk < Nk+1 < · · · < Nm. We define N(q) = Nk and
N(p) =
∑
q∈pi−1(p)
N(q) .
If ω is the standard hermitian metric on Cm, locally pi∗ω is given by
i
2
h(t)dt ∧ dt¯
with
h(t) = N(q)2|t|2N(q)−2 +O(|t|2N(q)) .
We define E = pi−1(Xsing).
4.2.1 Holomorphic currents on complex curves
We study in greater detail the structure of holomorphic currents on complex curves. As it
was already observed the existence of a parametrization allows us to explicit the conditions
(2.2) and (2.3) and determine in terms of multiplicities of the singular points which poles
are permitted for the coefficients of a holomorphic current.
Proposition 4.2.1 Let ω be a (1, 1)−form compactly supported in D∗. We define
T (ω) =
∫
D∗
t−jω
Then (piq)]T extends to a metric current on piq(D) if and only if j ≤ 2N(q)− 1. Moreover
(piq)]T extends to a holomorphic current on piq(D) if and only if j ≤ N(q)− 1.
Proof: Given a smooth compactly supported (1, 1)−form ξ on Cm, we have
T (pi∗qξ) =
∫
D∗
i
2tj
f(t)h(t)dt ∧ dt¯
where f(t) a C∞c function on D. We know that t−jh(t) ∈ L1(D) if and only if |t|−jh(t)|t|
is bounded, that is, if and only if −j + 2N(q) − 2 + 1 ≥ 0 ⇔ j ≤ 2N(q) − 1. So (piq)∗T
fulfills (2.2) if and only if j ≤ 2N(q)− 1.
On the other hand, given η a (1, 0)−form, smooth and compactly supported in Cm,
we have that η =
∑
aidzi with ai ∈ C∞c (Cm). By the assumptions on piq made at the
beginning of this section, we have that pi∗qdzi = 0 for 1 ≤ i ≤ k−1, pi∗qdzk = N(q)tN(q)−1dt
and pi∗qdzi = O(tN(q))dt for k + 1 ≤ i ≤ m. Therefore
1
tj
pi∗qη = N(q)ak ◦ piqtN(q)−1−jdt+O(tN(q)−j)dt
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so, if j ≤ N(q)− 1, α = N(q)− 1− j ≥ 0 and
lim
→0
∣∣∣∣∣
∫
|t|=
N(q)ak ◦ piqtαdt
∣∣∣∣∣ ≤ lim→0 2pimax|t|≤ |N(q)ak ◦ piqtα| = 0;
similarly
lim
→0
∫
|t|=
O(tN(q)−j)dt = 0 .
If N(q) = j, then
lim
→0
∫
|t|=
O(tN(q)−j)dt = 0
but
lim
→0
∫
|t|=
1
t
N(q)ak ◦ piqdt = ipiN(q)ak ◦ piq(0) .
The same happens for j ≥ N(q) + 1, with one of the terms included in O(tN(q)−j). In
conclusion, (2.3) is satisfied if and only if j ≤ N(q)− 1. 
As we already observed, every ∂−closed current in Dr,1(X) can be restricted to a
holomorphic current on the regular part of X; in particular, if r = 1, then T coincides with
a holomorphic function on the regular part and, by the Proposition 4.2.1, this holomorphic
function has to satisfy some growth conditions on the singular points.
Theorem 4.2.2 T ∈ D1,1(X) is ∂−closed if and only if T = pi][σ] with σ ∈ H0(X˜,O(|E|−
E)).
Proof: σ ∈ H0(X˜,O(|E|−E)) if and only if, around every point q ∈ E, σ can be written
as t−N(q)+1g(t) where t is a local coordinate and g(t) is holomorphic.
By Proposition 4.2.1, the integration against σ induces a holomorphic (1, 1)−current
on X by pushforward if and only if, writing the Laurent series of σ in a neighbourhood of
q ∈ E, the negative powers of the local coordinate have exponents less (in absolute value)
or equal to N(q)− 1.
By the previous considerations, every ∂−closed (1, 1)−current onX can be represented,
on the regular part, as integration against some holomorphic function h1 ∈ O(Xreg); the
pullback pi∗h1 defines, by integration, a (1, 1)−current on X˜ \ E whose pushforward can
be extended. Therefore pi∗h1 is a section of OX˜(|E| − E). 
The same calculations can be carried on for (0, 1)−currents.
Proposition 4.2.3 Let ω be a (0, 1)−form compactly supported in D∗ and
T (ω) =
∫
D∗
t−jdt ∧ ω
Then (piq)]T extends to a metric current on piq(D) if and only if j ≤ N(q). Moreover
(piq)]T extends to a holomorphic current on piq(D) if and only if j ≤ 0.
Proof: Again, we impose the conditions given by (2.2) and (2.3).
Let η be a (0, 1)−form in Cm, with η = ∑ ηidz¯i, ηi ∈ C∞c (Cm); then
pi∗qη = N(q)ηk ◦ piq t¯N(q)−1dt¯+O(t¯N(q)dt¯
so t−jpi∗qη ∈ L1(D∗) if and only if N(q)− 1− j ≥ −1, that is j ≤ N(q).
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Let f ∈ C∞c (Cm); we observe that, for j ≤ 1,∫
|z|=
O(|t|−j)dt −−→
→0
0 .
Moreover, if j ≤ 0, we have∣∣∣∣∣
∫
|z|=
t−jf ◦ piqdt
∣∣∣∣∣ ≤ 2pimax|t|≤ |t−jf ◦ piq| −−→→0 0 ;
if j = 1
lim
→0
∫
|z|=
t−1f ◦ piqdt = ipif(piq(0))
and if j ≥ 1, the integral of O(|t|−j) does not converge. 
We obtain an analogue of the previous theorem.
Theorem 4.2.4 T ∈ D0,1(X) is ∂−closed if and only if T = pi][α] with α ∈ H0(X˜,Ω1).
Remark 4.2.1 In Propositions 4.2.1 and 4.2.3, there is a value of j for which the current
T is metric, not holomorphic, but ∂T is finite. In both cases, ∂T is a Dirac δ in piq(q);
so, if T is of bidegree (0, 1), ∂T is again a metric current, while in the other case ∂T isn’t
metric, because its support is a discrete set, but its dimension is greater than 0.
4.2.2 Currents with Lp coefficients
In this section we are going to solve the Cauchy-Riemann equation for metric currents
with Lp coefficients for some p. To do so, we will focus on solving it on a neighborhood of
a singular point, producing a local solution around every preimage of it through pi.
We use the same notations as in 4.2.
Proposition 4.2.5 Given a k−vector field ξ on X˜, locally integrable on X˜\E, let η = pi∗ξ.
Then η ∈ Lploc(X,H2) if and only if for every q ∈ X˜ there exists a local coordinate t such
that ξ ∈ Lploc(X˜, |t|(N(q)−1)(2+kp)dV ).
Proof: An easy computation shows that
|η| ◦ pi = |t|k(N(q)−1)|ξ||1 +O(t)|
therefore∫
pi(D)
|η|pdH2 = C
∫
D
(|η| ◦ pi)p|t|2N(q)−2)dV = C
∫
D
|ξ|p|1 +O(t)|p|t|kp(N(q)−1)+2N(q)−2dV
and the thesis follows. 
By Proposition 4.2.5, we can reduce the problem to solving the Cauchy-Riemann equa-
tion with weights. As before, we take p ∈ Xsing and q ∈ pi−1(p).
If N(q) = 1, we obtain the usual Lp spaces of the unit disc with respect to the Lebesgue
measure and we know that the equation ∂u/∂t¯ = f can be solved in Lp by means of the
convolution with the Cauchy kernel (ref?).
If N(q) > 1, we recall the following theorem, proved by Fornaess and Sibony in [26].
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Theorem 4.2.6 Let Ω b C be an open set, let 1 < p ≤ 2, let φ : Ω → R ∪ {−∞} be
subharmonic and assume f : Ω→ C is a measurable function with ∫Ω |f |pe−φ <∞. Then
there exists a measurable function u : Ω→ C such that(∫
Ω
|u|pe−φ
)1/p
≤ 5
2(p− 1)(diamΩ)
(∫
Ω
|f |pe−φ
)1/p
and such that ∂u/∂t¯ = f in the sense of distributions.
Set Ω = D∗ and φ(t) = −α log |t|. Then∫
Ω
|f |pe−φ =
∫
D
|f |p|t|α = C
∫
U
|pi∗f |pdω < +∞
where U is the image of the unit disc in X through the chosen local parametrization.
Then Theorem 4.2.6applies, hence we can find u ∈ Lp(D∗, |t|α) = Lp(D, |t|α) such that
∂u/∂t¯ = f in the sense of distributions on D∗.
Proposition 4.2.7 Let x ∈ Xsing, V be an open neighborhood of x and T ∈ D0,0(V ) with
Lploc coefficients, p ∈ (1, 2]. Then we can find a smaller open set U still containing x and
a current S ∈ D0,1(U), with Lploc coefficients, such that ∂S = T on U .
Proof: We consider, for every q ∈ pi−1(x) a local parametrization piq : D → V and we
set
U =
⋃
q∈pi−1(x)
piq(D) .
We notice that
fq = (pi
−1
q |piq(D∗))]Tpiq(D∗)
is a (0, 0)−current on D∗ with coefficients in Lp(D, |t|2N(q)−2).
If N(q) = 1, pi−1 extends with non-vanishing Jacobian on x, so we can find uq ∈ Lp(D)
such that ∂uq(t)/∂t¯ = fq; therefore, if we set
Uq = uq
∂
∂t
we have ∂Uq = fq on D and (piq)]Uq ∈ D0,1(piq(D)) has Lploc coefficients.
IfN(q) > 1, by Theorem 4.2.6, we can find uq ∈ Lp(D, |t|2N(q)−2) ⊆ Lp(D, |t|(N(q)−1)(2+p))
such that ∂uq(t)/∂t¯ = fq on D∗ in the sense of distributions; therefore, if we set
Uq = uq
∂
∂t
we have ∂Uq = fq on D∗ and (piq)]Uq ∈ D0,1(piq(D)) has Lploc coefficients, by Proposition
4.2.5.
Define S1 =
∑
q(piq)]Uq and observe that S1 has L
p
loc coefficients on U ; moreover
supp (∂S1 − T ) ⊆ {x}. It follows that ∂S1 − T = αxδx. Now, if N(q) = 1 for every
q ∈ pi−1(x), then αp = 0, because we are in the Scenario of section 4.1; if there exists q
such that N(q) > 1, then we consider the current
R = (piq)]
αx
tpi
∂
∂t
.
Obviously, 1/t ∈ Lp(D, |t|β), if 1 < p ≤ 2 and β ≥ 2, so R has Lploc coefficients on U .
Moreover
∂R = (piq)]αp∂
(
1
tpi
∂
∂t
)
= αx(piq)]δq = αxδx .
If we set S = S1 +R, we have ∂S = T on U and S has L
p
loc coefficients on U . 
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Proposition 4.2.8 Let x ∈ Xsing, V be an open neighborhood of x and T ∈ D0,0(V ) with
L2loc. Then we can find a smaller open set U still containing x and a current S ∈ D1,1(U),
with L2loc coefficients, such that ∂S = T on U .
Proof: We use the notations of Proposition 4.2.7.
We notice that
fq
∂
∂t
= (pi−1q |piq(D∗))]Tpiq(D∗)
is a (1, 0)−current on D∗ with coefficients in L2(D, |t|4(N(q)−1)), by Proposition 4.2.5.
As in the previous case, if N(q) = 1 we can solve ∂uq/∂t¯ = fq on D arguing as in
Proposition 4.2.7. If N(q) > 1, we can solve ∂uq/∂t¯ = fq on D∗. In both cases the
solution belongs to the space L2(D, |t|4(N(q)−1)) ⊆ Lp(D, |t|6(N(q)−1)).
Set
Uq = uq
∂
∂t
∧ ∂
∂t¯
so that ∂Uq = fq∂/∂t on D∗. If we consider the current
S =
∑
q
(piq)]Uq
then we have supp (∂S − T ) ⊆ {p} ∂S = T on U in view of Remark 3.3.1. 
4.2.3 Density for curves
For algebraic curves, the problem of the density of bounded vector fields has been solved
essentially in [11] by Bru¨ning, Peyerimhoff and Schro¨der. We describe briefly their ap-
proach.
Let us consider the operator ∂ : Dp,q(Xreg)→ Dp,q+1(Xreg). The (affine or projective)
metric on Xreg is not complete, so, in principle, we have different closed extensions of
this operator; we consider only extensions which have Dp,q+1(Xreg) in the domain of their
adjoint and we denote by ∂min and ∂max the minimal and maximal closed extensions with
such property.
Namely
D∂min =
s ∈ L2p,q(X, dH2n) | ∃{sn} ∈ Dp,q(Xreg) :
sn → s in L2p,q(X, dH2n)
∂sn → ∂s in L2p,q(X, dH2n)

D∂max =
{
s ∈ L2p,q(X, dH2n) | ∂s ∈ L2p,q(X, dH2n)
}
,
where ∂s is understood in the sense of distributions.
With the notation of 4.2.1, we set h(t) = N(q)2|t|2N(q)−2 + O(|t|2N(q)) and consider
q ∈ pi−1(Xsing), with a neighborhood that will be identified with D. Denote by U (resp.
U∗) the image of D (resp. D∗) through piq and define the operators
Φ0 : D0,0(D∗) 3 f 7→ (h−1/2f) ◦ piq ∈ D0,0(U∗)
and
Φ1 : D0,1(U∗) 3 fdz¯ 7→ f ◦ pi−1q ∈ D0,0(D∗) ;
Φ0 and Φ1 are unitary operators so we can define the operator
D1 : Φ1∂Φ0 : D0,0(D∗)→ D0,0(D∗) ;
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Observe that
D1(f) =
∂
∂z¯
(h−1/2f) .
Passing to polar coordinates, we define another unitary operator
Φ2 : Ω
0,0((0, δ)× S1)→ Ω0,0(D∗)
with a particular choice of the number δ = δ(N(q)). Finally we set
D2 = 2e
−iφΦ−12 D1Φ2 .
Then
D2f(x, φ) =
(
s
∂f
∂x
+ ib
∂f
∂φ
+ cf
)
(x, φ) ;
moreover, if r(p) = ]pi−1(p), we set R =
∑
p∈Xsing r(q) and we consider D2 as an operator
on
L2([0, δ], L2(S1R)) = L2([0, δ], L2(
R times︷ ︸︸ ︷
S1 × . . .× S1)) .
Then D2 can be written as
D2 = B1(x)∂x + x
−1(S˜0 + S˜1(x))
where B1(x) the multiplication by a(x, ·) in every L2(S1) and
S˜0 =
⊕
p∈pi−1(Xsing)
q∈pi−1(p)
N(q)−1i∂φ − 1
2
.
S˜1(x) = x
1/Nb1(x
1/N , φ)i∂φ + x
1/Nc1(x
1/N , φ) on each L2(S1) .
With some more technical details to check, we can apply the results from [10] and obtain
the following theorem, whose proof can be found in [11, Theorem 3.1].
Theorem 4.2.9 All closed extension of ∂ between the minimal and the maximal are Fred-
holm operators and these extensions correspond bijectively to the linear subspaces of the
finite dimensional vector space
W = D∂max/D∂min .
Moreover, if ∂V is the extension corresponding to V ⊂W , we have
ind∂V = ind∂min + dimV .
We denote by χ(X˜) the arithmetic genus of X˜, i.e.
χ(X˜) =
∑
q≥0
(−1)q dimH0,q(X˜) .
Using again some results from [10], we obtain the following equalities.
ind∂min = χ(X˜)
ind∂max = χ(X˜) +
∑
p∈Xsing
q∈pi−1(p)
(N(q)− 1)
which are contained in Theorems 4.1, 4.2 in [11].
Finally, keeping the same notations we have the following
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Theorem 4.2.10 Given a complex curve X ⊂ CPn, the density hypotheses hold if and
only if for every p ∈ Xsing and q ∈ pi−1(p) one has N(q) = 1.
Proof: Obviously, if the density holds, ∂min = ∂max, therefore we need
ind∂min = ind∂max
that is ∑
p∈Xsing
q∈pi−1(p)
(N(q)− 1) = 0
which can happen if and only if N(q) = 1.
On the other hand, if N(q) = 1 for every q ∈ pi−1(p), for every p ∈ Xsing, then X is a
normal-crossing and the density for such spaces was shown in Section 4.1. 
Remark 4.2.2 An equivalent formula for ind∂max was obtained by Pardon in [54], by
sheaf theoretic methods.
Clearly, the main point in the proof of the previous theorem consists in showing that
density cannot hold if there is a point with N(q) > 1. We point out that, using Theorem
3.4.9, an alternative proof of this fact could be given by providing examples of holomorphic
vector-fields which are not of class W s,2 for every s. We did it explicitly for the cusp in
the second example following the mentioned theorem.
4.3 Hypersurfaces
We give two definitions regarding the solvability of Cauchy-Riemann equation in Lr on a
Stein domain in Cn. Let q ≥ 1. We say that Ω is (C ′, r)−regular if for every ∂−closed
(p, q)−form η with coefficients in Lr(Ω), there exists a (p, q − 1)−form ω with coefficients
in Lr(Ω) such that ∂ω = η and ‖ω‖Lr ≤ C ′‖η‖Lr .
We say that Ω is compactly (C, r′)−regular if for every ∂−closed (n− p, n− q)−form u
with coefficients in Lr
′
(Ω) which vanishes almost everywhere outside a compact set K ⊂ Ω
there exists a (n− p, n− q − 1)−form g with coefficients in Lr′(Ω) which vanishes almost
everywhere outside another compact set K ′ ⊂ Ω and such that ∂g = u and ‖g‖Lr′ ≤
C‖u‖Lr′ .
Examples 1) By Ho¨rmander’s results, every bounded open set in Cn is (C, 2)−regular,
with C depending only on diamΩ.
2) Every bounded, smoothly bounded strictly pseudoconvex domain in Cn is (C, r)−regular
for every 1 ≤ r ≤ +∞, with C depending on the Levi form of the boundary and on the
fourth derivatives of a defining function (see [35,36]).
We recall the classical Bochner-Martinelli-Koppelmann formula, referring to [44] for
further details. Let
kBM (z) = cn
n∑
j=1
(−1)j zjdz1 ∧ . . . ∧ dzn ∧ dz¯1 ∧ . . . d̂z¯j . . . ∧ dz¯n|z|2n
cn = (−1)n(n−1)/2 (n− 1)!
(2pii)n
and consider the map pi : Cn × Cn → Cn given by pi(z, ζ) = (z − ζ). Set KBM = pi∗kBM
and denote by Kp,qBM the component of KBM of bidegree (p, q) in z and (n− p, n− q − 1)
in ζ.
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Theorem 4.3.1 Let D b Cn be a domain with piecewise C1 boundary. Let 0 ≤ q ≤ n.
Then every (p, q)−form v of class C1 on D is represented on D by
v(z) =
∫
bD
Kp,qBM (z, ζ) ∧ v(ζ) + ∂z
∫
D
Kp,q−1BM (z, ζ) ∧ v(ζ) +
∫
D
Kp,qBM (z, ζ) ∧ ∂v(ζ) .
In particular, if q ≥ 1, v has compact support and ∂v = 0, we have that
u(z) =
∫
D
Kp,q−1BM (z, ζ) ∧ v(ζ)
is a C1 solution of the equation ∂u = v on D.
It is not difficult to extend this formula to the case when v is a classical ∂−closed
(p, q)−current with compact support in D: for  small enough, the regularization v ∗ ρ is
a smooth, compactly supported, ∂−closed (p, q)−form in D. We obtain a solution
u(z) =
∫
D
Kp,q−1BM (z, ζ) ∧ v(ζ) .
Given φ a smooth (n− p, n− q + 1)−form with compact support in D, we have∫
D
u(z) ∧ φ(z) =
∫
D
Kp,q−1(z, ζ) ∧ v(ζ) ∧ φ(z) = (−1)p+q+1
∫
D
ω(ζ) ∧ v(ζ)
where ω(ζ) =
∫
DKp,q−1(z, ζ) ∧ φ(z). By the properties of the convolution, v → v weakly
as distributions, therefore
lim
→0
∫
D
u(z) ∧ φ(z) = v(ω) .
So, the current u = lim→0 u exists and is such that
u(φ) = (−1)p+q+1v(ω)
with ∂ω = φ. Moreover, let ψ be a smooth (n−p, n−q)−form with compact support such
that ∂ψ = φ, then v(ψ−ω) = 0, as ∂v = 0 as a current. Therefore u(φ) = (−1)p+q+1v(ψ),
that is ∂u = v in D. We have proved the following result.
Proposition 4.3.2 Let v be a (p, q)−current with compact support in D, with ∂v = 0.
Then the current
u = lim
→0
∫
D
Kp,q−1BM (z, ζ) ∧ (v ∗ ρ(ζ))
is well-defined in D (where the limit is understood in the weak sense) and such that
∂u = v
as currents in D.
We will denote the limit u by KBM ]v.
Remark 4.3.1 The integral ∫
D
Kp,q−1BM (z, ζ) ∧ v(ζ)
can be understood as a convolution between the coefficients of v and some coefficients
of kBM ; the latters are, around 0, O(|z|1−2n), therefore in Lrloc for r < 1 + (2n − 1)−1.
Therefore, if v is of locally finite mass, its coefficients are locally finite Radon measures
and the result of the convolution will be a form u with Lrloc coefficients .
82 CHAPTER 4. SOME APPLICATIONS AND EXAMPLES
Let now X be a divisor in Cn, x ∈ X a point and U a neighborhood of x in Cn. Then
Ω = U \X is a Stein domain in Cn. We have the following result of local solvability for
the Cauchy-Riemann equation on X.
Theorem 4.3.3 Let T ∈ D0,q(X) with suppT compact contained in U , M(T ) < +∞ and
∂T = 0. If there is  for which Ω is (C, r)−regular for 1 < r < 1 + , then there exists
S ∈ D0,q+1(U ∩X) such that ∂S = T in D0,q(X ∩ U).
Proof: Let j : X → Cn be the inclusion. We set
T˜ = j]T
and define
S˜ = KBM ]T˜ .
S˜ is a (classical) (0, q+ 1)−current on Cn such that ∂S˜ = T˜ ; we have M(S) ≤ CM(T ) for
some constant C and dS˜ = ∂S˜ = T , so S˜ is normal, hence metric.
By Remark 4.3.1, S˜ has coefficients belonging to Lrloc(Cn) for some r > 1. Therefore,
S˜ restricts to a Lr form on Ω, where ∂S˜ = 0; by hypothesis, Ω is (C, r)−regular for r close
enough to 1, so there exists R˜ with coefficients in Lr(Ω) such that
∂R˜ = S˜ on Ω .
Moreover, R˜ is a (0, q + 2)−current, therefore dR˜ = ∂R˜ = S˜. So, R˜ is normal, hence
metric on Ω; we can extend it to a normal current on U by inclusion.
We define
S = S˜ − dR˜ = S˜ − ∂R˜ .
We have ∂S = ∂S˜ − ∂2R˜ = T on U and suppS ⊆ X ∩ U . As S is normal, this implies
that S ∈ D0,q+1(X ∩ U). 
The condition of (C, r)−regularity for U \ X is easily fulfilled for r ≥ 2. Indeed, for
r = 2, we already observed that every bounded open set is (C, 2)−regular.
In general, for r ≥ 2, let v be a ∂−closed (p, q)−form with Lr coefficients on U \ X,
then for every (n− p, n− q − 1) smooth form φ, with compact support in U \X, we have
that ∫
U\X
v ∧ ∂φ = 0 .
Now, given a (n − p, n − q − 1) smooth form ψ, with compact support in U , we can find
smooth functions ρk which are 0 near X and 1 far from it, approximating the characteristic
function of U in Lr
′
(with r′ = r/(r − 1)) and such that
‖∇ρk‖r′,U →k→∞ 0 .
These functions exist because H2n−r′(X ∩ U) < +∞ (see [17]). Therefore we have
0 =
∫
U\X
v ∧ ∂(ρkψ) =
∫
U\X
v ∧ ∂ρk ∧ ψ + (−1)p+q+1
∫
U\X
v ∧ ρk∂ψ
and
lim
k→∞
∣∣∣∣∣
∫
U\X
v ∧ ∂ρk ∧ ψ
∣∣∣∣∣ ≤ limk→∞ ‖v‖r,U‖∇ρk‖r′,U‖φ‖∞ = 0,
so∫
U
v ∧ ∂ψ = lim
k→∞
∫
U\X
v ∧ ρk∂ψ = lim
k→∞
∫
U\X
v ∧ ∂ρk ∧ψ+ (−1)p+q+1
∫
U\X
v ∧ ρk∂ψ = 0 .
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This means that the unique Lr extension of v to U is ∂−closed in U , so we can solve ∂u = v
in Lr in U with an estimate ‖u‖r ≤ C‖v‖r. The solution can obviously be restricted to
U \X and, as X is of measure 0, the norms don’t change.
Therefore, the main problem is to determine if U \X is (C, r)−regular for small values
of r near 1. We proceed to establish some equivalent formulation of the problem
4.3.1 The Cauchy-Riemann equation in Lr
We start with a lemma of Functional Analysis, which dates back to Fichera [22]. Let E1,
E2 be Banach spaces on the field K which can denote both the real or the complex field,
let moreover E∗1 , E∗2 be their topological duals. Consider a vector space V on K and linear
maps F1 : V → E1, F2 : V → E2.
Theorem 4.3.4 Given a linear functional S ∈ E∗1 such that
(S ◦ F1)(kerF2) = 0 , (4.2)
the equation
S ◦ F1 = T ◦ F2 (4.3)
has a solution T ∈ E∗2 if and only if there exists a constant C > 0 such that for every
v ∈ V we have
inf
w∈kerF2
‖F1(v) + F1(w)‖E1 ≤ C‖F2(v)‖E2 . (4.4)
In such a situation, setting W = {T0 ∈ E∗2 : T0 ◦ F2 = 0}, we have
inf
T0∈W
‖T + T0‖E∗2 ≤ C‖S‖E∗1 . (4.5)
Proof: 1) Let us suppose, at first, that kerF2 ⊆ kerF1. We set V0 = V/kerF2; the maps
F1 e F2 descend to the quotient as F˜1 : V0 → E1, F˜2 : V0 → E2, F˜2 is injective and the
estimate (4.4) gives
‖F˜1(v0)‖E1 ≤ C‖F˜2(v0)‖E2 . (4.6)
for every v0 ∈ V0. Therefore, we can assume that F2 is injective.
We begin by proving that estimate (4.4) implies the existence of a solution to equation
(4.3). By the previous paragraph, we can assume that
‖F1(v)‖E1 ≤ C‖F2(v)‖E2 (4.7)
holds for every v ∈ V .
As F2(v) ∈ F2(V ) uniquely determines v, we can define on F2(V ) a linear functional
T by the formula
T (F2(v)) := S (F1(v)) .
Such a functional is continuous by the estimate (4.7), as we have
|T (F2(v)) | = |S (F1(v)) | ≤ ‖S‖E∗1‖F1(v)‖E1 ≤ C‖S‖E∗1‖F2(v)‖E2
which leads to
‖T‖F2(V )∗ ≤ C‖S‖E∗1 .
By Hahn-Banach’s theorem T extends as a continuous linear functional on E2 without
increasing its norm; we will denote such extension again by T . T is a solution of equation
(4.3) and verifies (4.6).
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To show necessity of estimate (4.7), we can suppose F1 and F2 surjective, possibly
passing to the closures F1(V ), F2(V ). Equation (4.3) has now a unique solution T ∈ E∗2
for every S ∈ E∗1 . We denote by L the linear operator E∗1 → E∗2 defined by L(S) = T . We
want to show that its graph Γ(L) is closed and from this the continuity of L will follow.
Let (Sn, L(Sn)) ⊂ Γ(L) be a sequence converging to (S, T ) ∈ E∗1 × E∗2 . For every v ∈ V
we have
|Sn(F1(v))− S(F1(v))| ≤ ‖Sn − S‖E∗1‖F1(v)‖E1
|L(Sn) (F2(v))− T (F2(v)) | ≤ ‖L(Sn)− T‖E∗2‖F2(v)‖E2
so
S (F1(v)) = lim
n→+∞Sn (F1(v)) = limn→+∞L(Sn)(F2(v)) = T (F2(v)) ,
i.e. L(S) = T . This shows that Γ(L) is closed, thus implying that L is continuous.
Estimate (4.5) follows from the continuity of L. Estimate (4.7) is a consequence of
Banach-Steinhaus’s theorem. Indeed, set
V = {v ∈ V : F2(v) 6= 0}
and, for every v ∈ V, let us consider the functional δv : E∗1 → K given by
δv(S) = S
(
F1(v)
‖F2(v)‖E2
)
.
For every v ∈ V and every S ∈ E∗1 we have
|δv(S)| =
∣∣∣∣S ( F1(v)‖F2(v)‖E2
)∣∣∣∣ ≤ ∣∣∣∣T ( F2(v)‖F2(v)‖E2
)∣∣∣∣ ≤ ‖T‖ ≤ C‖S‖
so {δv}v ∈ V is a pointwise uniformly bounded family of functionals on E∗1 . Banach-
Steinhaus’s theorem implies that {‖δv‖E∗∗1 }v ∈ V is a bounded set, i.e. there exists a
constant C ′ ∈ K such that
‖δv‖E∗∗1 =
‖F1(v)‖E1
‖F2(v)‖E2
≤ C ′
for every v ∈ V. This gives (4.7).
2) The general case can be reduced to the previous one by considering the Banach
space E˜1 = E1/F1(kerF2) with the quotient norm. Its dual consists of linear continuous
functionals on E1 which vanish on F1(kerF2) and consequently on F1(kerF2). If S verifies
the hypothesis, it determines a functional S˜ ∈ E˜∗1 . Now, we can consider the linear map
F˜1 : V → E˜1 given by v 7→ [F1(v)], where [F1(v)] is the equivalence class of F1(v) in E˜1.
It’s easy to check that kerF2 ⊆ ker F˜1, so, by what we have proved before,
S˜ ◦ F˜1 = T ◦ F2
has a solution if and only if the following estimate holds
‖F˜1‖E˜1 = infw∈kerF2 ‖F1(v) + F1(w)‖E1 ≤ C‖F2(v)‖E2 .
This concludes the proof of the theorem 
We move on to the study of the Cauchy-Riemann equation in Lr, with or without the
compact support assumption.
Let Ω be an open Stein domain in a complex manifold of complex dimension n > 1
and r > 1 a real number; set r′ = r/(r− 1). In this section, q will always denote a strictly
positive integer.
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Theorem 4.3.5 Let C ′ be a positive real number. Ω is (C ′, r)−regular if and only if
inf
∂φ0=0
‖φ+ φ0‖Lr′ ≤ C‖∂φ‖Lr′ ∀φ ∈ Dn−p,n−q(Ω) (4.8)
with φ0 ∈ Dn−p,n−q(Ω) as well and C another positive real number.
Proof: We set
E1 = L
r′
n−p,n−q(Ω) E2 = L
r′
n−p,n−q+1(Ω) ,
V = Dn−p,n−q(Ω)
and
F1(φ) = φ F2(φ) = (−1)p+q+1∂φ
for φ ∈ V .
It is well known that
E∗1 = L
r
p,q(Ω) E
∗
2 = L
r
p,q−1(Ω)
with the duality pairing given by
(α, β) =
∫
Ω
α ∧ β .
We note that if φ ∈ kerF2, then ∂φ = 0 and, as Hn−p,n−qc (Ω) = 0 for q > 0, we have
ψ ∈ Dn−p,n−q+1(Ω) such that ∂ψ = φ, so condition (4.2) reads
0 =
∫
Ω
α ∧ φ =
∫
Ω
α ∧ ∂ψ = 0 ∀ψ ∈ Dn−p,n−q+1(Ω) ,
i.e. ∂α = 0 in the sense of distributions.
We now prove that equation (4.8) is a sufficient condition for (C ′, r)−regularity. Let
η ∈ E∗1 such that ∂η = 0 and consider the equation (4.3); if ω ∈ E∗2 is a solution, we have∫
Ω
η ∧ φ = (−1)p+q+1
∫
Ω
ω ∧ ∂φ ∀φ ∈ Dp,q(Ω) .
This means that
∂(ω) = η (4.9)
holds in the sense of distributions. Moreover, from (4.5), we get
inf
∂ω0=0
‖ω + ω0‖Lr ≤ C‖η‖Lr . (4.10)
Therefore, for a given  > 0, there exists ω0 such that ∂ω0 = 0 and ‖ω + ω0‖Lr ≤
(C + )‖η‖Lr , so ω1 = ω + ω0 is the required solution. By Theorem 4.3.4, if
inf
∂φ0=0
‖φ+ φ0‖Lr′ ≤ C‖∂φ‖Lr′ ∀φ ∈ V
then (4.9) is always solvable and the estimate (4.10) holds.
To show necessity of equation (4.8)), we note that, if (4.9) has always a solution which
satistfies ‖ω1‖Lr ≤ C ′‖η‖Lr , then
inf
∂ω0=0
‖ω1 + ω0‖Lr ≤ C ′‖η‖Lr
and therefore
inf
∂φ0=0
‖φ+ φ0‖Lr′ ≤ C ′‖∂φ‖Lr′ ∀φ ∈ V .
This concludes the proof. 
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Theorem 4.3.6 If Ω is compactly (C, r′)−regular, then it is (C ′, r)−regular.
Proof: By Theorem 4.3.5, it is enough to show that (4.8) holds. Therefore, let us consider
φ ∈ Dn−p,n−q(Ω) and set u = ∂φ. By hypothesis, there exists a (n − p, n − q)−form g
with Lr
′
coefficients vanishing outside some compact set such that ∂g = u = ∂φ and
‖g‖Lr′ ≤ C‖u‖Lr′ = C‖∂φ‖Lr′ .
Set ψ = (g − φ) ? ρ and note that ψ ∈ Dn−p,n−q(Ω) and ∂ψ = 0. Moreover
‖φ+ ψ‖Lr′ ≤ ‖g ? ρ‖Lr′ + ‖φ− φ ? ρ‖Lr′ ,
so, for any given δ > 0, we can take  small enough such that
‖φ+ ψ‖Lr′ ≤ ‖g‖Lr′ + δ ≤ C‖∂φ‖Lr′ + δ .
Therefore
inf
∂φ0=0
‖φ+ φ0‖Lr′ ≤ inf ‖φ+ ψ‖Lr′ ≤ limδ→0C‖∂φ‖Lr′ + δ = C‖∂φ‖Lr′ ,
which is what we needed to show. 
Proposition 4.3.7 Let {Uj}j∈N be an exhausting sequence for Ω made of relatively com-
pact Stein domains and suppose that Uj is (C
′
j , r)−regular. Then for every ∂−closed
(n−p, n−q)−form u with coefficients in Lr′(Ω) which vanishes almost everywhere outside
a compact set K ⊂ Ω there exists a (n− p, n− q − 1)−form g with coefficients in Lr′(Ω)
which vanishes almost everywhere outside another compact set K ′ ⊂ Ω.
Proof: Let u be as said and consider u = u?ρ. For  small enough, there is j such that
suppu b Uj and u ∈ Dn−p,n−q(Uj); moreover ∂u = (∂u) ? ρ = 0. As Hn−p,n−qc (Uj) = 0,
there exists φ ∈ Dn−p,n−q−1(Uj) such that u = ∂φ. By Theorem 4.3.5, we have that
inf
suppφ0⊂Uj
∂φ0=0
‖φ + φ0‖Lr′ ≤ Cj‖∂φ‖Lr′ = Cj‖u‖Lr′ ≤ Cj‖u‖Lr′ .
Let g = φ + φ0 be such that ‖g‖Lr′ ≤ Cj‖u‖Lr′ + ; as the forms g have smooth coeffi-
cients, they can be viewed as forms with coefficients in Lr
′
(Ω), with the same estimates on
the norms. The set {g} is weakly-? compact in Lr′n−p,n−q−1(Ω); let g be its weak-? limit.
By definition ∫
Ω
g ∧ ψ =
∫
Ω
g ∧ ψ ∀ψ ∈ Dp,q+1(Ω) ,
Moreover, if ψ = ∂η with η ∈ Dp,q(Ω), we have∫
Ω
u ∧ η =
∫
Uj
u ∧ η = ±
∫
Uj
g ∧ ∂η = ±
∫
Ω
g ∧ ∂η .
By convolution, u → u in Lr′−norm, so the first integral tends to∫
Ω
u ∧ η .
By the weak-? convergence the last integral tends to∫
Ω
g ∧ ∂η .
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These two being equal (the sign depending on the degrees of the forms), we have that
∂g = u
in the sense of distributions.
Now, if ψ ∈ Dp,q+1(Ω) is supported outside Uj ,∫
Ω
g ∧ ψ = 0
and so ∫
Ω
g ∧ ψ = 0
thus implying that g vanishes almost everywhere outside Uj . 
Remark 4.3.2 By the semicontinuity of the norm under weak-? convergence, we obtain
that
‖g‖Lr′ ≤ Cj‖u‖Lr′ .
Therefore, if supCj = C < +∞, we can conclude that Ω is compactly (C, r′)−regular.
Remark 4.3.3 Every Stein domain on a complex manifold has the exhaustion required
in Proposition 4.3.7. Indeed, we can exhaust any Stein domain with smoothly bounded
strongly pseudoconvex domains and by the work of Kerzmann ( [35, 36]), Demailly and
Laurent-Thie`bault ( [15]) we have the (C ′j , r)−regularity of Uj.
For instance, if Ω is a weakly pseudoconvex open set in Cn and r = r′ = 2, Ho¨rmander’s
results imply that Ω is (C, 2)−regular, where C depends only on n and the diameter of
Ω. Therefore, we can exhaust Ω with open sets Uj and the constants Cj will converge
to the constant C. So, an open set in Cn is (C, 2)−regular if and only if is compactly
(C, 2)−regular.
Another example is given by bounded, smoothly bounded strongly pseudoconvex do-
mains in a complex manifold: such domains are (C, r)−regular with a constant C depend-
ing on the derivatives of a defining function up to the fourth order. As it is always possible
to approximate such a domain with smaller ones so that the boundaries converge as C4
manifolds, the constants Cj converge as well.
The problem of determining if Ω = U \ X is (C, r)−regular led to some interesting
representation formulas for the ∂ equation in the polydisc (see [3]).

Let’s think the unthinkable, let’s do the undoable. Let
us prepare to grapple with the ineffable itself, and see
if we may not eff it after all.
D. Adams - Dirk Gently’s Holistic Detective Agency
Chapter 5
Complex geometry in infinite
dimension
This last chapter deals with some infinite dimensional problems in complex analysis and
geometry. We begin by studying the Cauchy-Riemann equation for metric currents in
Banach spaces, introducing a variation of the metric currents, which we call quasi-local
currents. An adaptation of the cone construction allows us to show that Cauchy-Riemann
equation is always solvable in terms of quasi-local currents.
Then we move on to geometric problems, such as the study of positive currents, the
characterization of currents of integration on an analytic set and the boundary problem
for holomorphic chains.
The formulations, letting alone the solutions, of these problems depend heavily on the
definition of analytic set we want to work on. We give the definition of finite-dimensional
analytic set following Aurich, Ramis, Ruget and others.
However, this definition won’t always fit our needs, as the characterization of holomor-
phic chains shows.
5.1 Cauchy-Riemann equation in Banach spaces
The results collected here appear also in [48].
In the section, we focus our attention on metric currents on infinite dimensional Banach
spaces. We want to stress on the fact that the local version of metric currents developed
by U. Lang does not make sense in this setting, due to the fact that the compact sets have
empty interior. In the next section we will propose a replacement for these local objects
by quasi-local currents.
Here we examine the behavior of metric currents in relation with their projections on
finite dimensional subspaces. In order to recover informations on the whole space from its
finite dimensional subspaces, we introduce the following category of Banach spaces (see
also [52]).
A (complex) Banach space E is said to have the projective approximation property
(PAP for short) if there exist a constant a and an increasing collection {Et}t∈T of finite
dimensional subspaces of E such that
1) {Et}t∈I is a directed set for the inclusion;
2) E =
⋃
t∈I
Et;
3) for every t ∈ I there exists a projection pt : E → Et with ‖pt‖ ≤ a.
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Every Banach space with a Schauder basis has the PAP. Two important cases of PAP
Banach spaces with no Schauder basis are C(K), the space of continuous functions on
a compact space K with the sup norm and Lp(X,µ), with 1 ≤ p ≤ +∞, where X is a
locally compact space and µ being a positive Radon measure. In this section, we will work
with Banach spaces having the PAP; we will endow the set I of indeces with the partial
ordering coming from the inclusion relation between subspaces.
Proposition 5.1.1 Let f ∈ Lip(E) and define ft = f ◦ pt. Then ft → f pointwise and
Lip(ft) ≤ aLip(f), for every t ∈ I.
Proof: By property 2) in the definition of PAP, for every x ∈ E there exists a sequence
{xj} ⊂ E, with xj ∈ Etj , such that xj → x. By property 1), for a given j, we have that if
t > tj , then ft(xj) = f(xj). Moreover,
Lip(ft) ≤ Lip(f) · ‖pt‖ ≤ aLip(f) ;
so, given t, t′ ∈ I, let j be such that tj ≤ t and tj ≤ t′, then ft(xj) = ft′(xj) = f(xj) and
|ft(x)− ft′(x)| = |ft(x)− ft(xj) + ft′(xj)− ft′(xj)| ≤ 2aLip(f)‖x− xj‖
which goes to 0 as j →∞. 
Proposition 5.1.2 Let T ∈ Mk(E) and define Tt = (pit)](T ) ∈ Mk(Et) for every t ∈ I
such that dimCEt ≥ k. By means of the inclusion it : Et → E, we can consider Tt as an
element of Mk(E) and then, Tt → T weakly.
Proof: Let µt be the mass of Tt and µ the mass of T ; then µt = (pt)]µ. By [4, Lemma
2.9], the support of µ is a σ−compact set, therefore for every  > 0 there exists a compact
K such that µ(E \ K) ≤ . As pt → IdE uniformly on every compact set (because of
PAP), we have that µt → µ on K, which implies that∫
E
f ◦ ptdµ =
∫
E
fdµt →
∫
E
fdµ
for every f ∈ Lipb(E). This result and Proposition 5.1.1 now imply
Tt(f, pi) = T (f ◦ pt, pi ◦ pt)→ T (f, pi)
which is our thesis. 
Let {Et, pt}t∈I be the countable collection of subspaces and projections given by PAP.
We call it a projective approximating sequence (PAS for short) if pt ◦ ps = pmin{s,t}.
We note that every separable Hilbert space or, more generally, every Banach space
with a Schauder basis contains a PAS.
Theorem 5.1.3 Let us suppose that {Et, pt} is a PAS in E. If we are given a collection
of metric currents {Tt}t∈I such that
i. Tt ∈ Nk(Et),
ii. (pt|Et′ )]Tt′ = Tt for every t, t′ ∈ I with t′ > t,
iii. ‖Tt‖ ≤ (pt)∗µ and ‖dTt‖ ≤ (pt)∗ν for every t ∈ I and some µ, ν finite Radon
measures on E.
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then there exists T ∈ Nk(E) such that (pt)]T = Tt for every t ∈ I.
Proof: We consider, in Ek(E), the subspaces (pt)∗Ek(Et): their union Pk is dense,
with respect to pointwise convergence, with bounded Lipschitz constants. We define a
functional T : Pk → C, by setting T (f, pi) = Tt(f, pi), with t such that (f, pi) ∈ (pt)∗Ek(Et).
By hypothesis 2), this definition is well posed; the functional so defined is obviously
multilinear and local on Pk; moreover, by hypothesis 3), we have that there exists a finite
Radon measure µ on E such that
T (f, pi) ≤
k∏
j=1
Lip(pij)
∫
E
|f |dµ ∀ (f, pi) ∈ Pk .
In the same way, we infer that there exists a finite Radon measure ν such that
dT (f, pi) ≤
k−1∏
j=1
Lip(pij)
∫
E
|f |dν ∀ (f, pi) ∈ Pk−1 ;
therefore, the current T is also continuous on Pk, being normal on this set of metric forms
(see [4, Proposition 5.1]).
Extending T by density, we obtain a multilinear, local, continuous functional on Ek(E),
whose mass is bounded by µ and whose boundary’s mass is bounded by ν; thus, the
extension is a normal current, which we denote again with T , and it is not hard to check
that T satisfies (pt)]T = Tt ∀ t ∈ T . 
We can substitute the request of the existence of a PAS and the compatibility condition
(hypothesis (2)) with an assumption on the existence of a global object. A metric func-
tional is a function T : Ek(E) → C which is subadditive and positively 1−homogeneous
with respect to every variable. For metric functionals, we can define mass, boundary and
pushforward (see Section 2 of [4]).
Proposition 5.1.4 Let E be a Banach space with PAP. Suppose that T : Ek(E) → C is
a metric functional with T and dT of finite mass, such that (pt)]T ∈ Nk(Et) for every
t ∈ I. Then T ∈ Nk(E).
Proof: We have
‖(pt)]T‖ ≤ a(pt)∗‖T‖
‖d(pt)]T‖ ≤ a(pt)∗‖dT‖ ,
so, by the previous Theorem there exists T˜ ∈ Nk(E) such that (pt)]T˜ = Tt. This means
that T˜ and T coincide on the metric forms in Pk; by density, we conclude that T˜ = T . 
5.1.1 Bidimension
The definition of bidimension given in Section 2.2 is meaningful also for a complex Banach
space. For a careful analysis of the notion of holomorphy in this context we refer the inter-
ested reader to the first chapters in [52]. Here we only notice that Lipschitz holomorphic
functions are not necessarily dense in the space of Lipschitz functions and we cannot work
with local concepts as in Section 2.2, because the spaces of local currents do not make
sense on a Banach space.
However, inspired by the links we found between the finite dimensional projections
of a current and the current itself, we would like to give a different characterization of
(p, q)−currents.
We say that T ∈ Mk(E) is finitely of bidimension (p, q) if every finite dimensional
projection of it is a (p, q)−current.
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Proposition 5.1.5 T ∈Mk(E) is a (p, q)−current if and only if it is finitely so.
Proof: A projection p : E → V is a continuous complex linear operator, thus holomor-
phic, so T ∈Mp,q(E) implies p]T ∈Mp,q(V ), so one implication is proved.
On the other hand, if h ∈ O(E), then h|Et ∈ O(Et) for every t ∈ T ; so, if (f, pi) ∈ Ek(E)
contains p+ 1 holomorphic differentials, then so does (f |Et , pi|Et) ∈ Ek(Et). Therefore,
T (f, pi) = lim
t∈T
T (f ◦ pt, pi ◦ pt) = lim
t∈T
Tt(f, pi) .
As Tt is a finite dimensional projection, it is of bidimension (p, q), so the right hand side is
zero. The same argument applies when (f, pi) contains q+ 1 antiholomorphic differentials,
giving us the desired conclusion. 
As an application of Theorem 5.1.3, we have the following result about the existence
of a Dolbeault decomposition for T ∈Mk(E).
Proposition 5.1.6 Let us suppose that {Et, pt} is a PAS in E. Let T ∈ Nk(E); if Tt
has a Dolbeault decomposition in normal (p, q)−currents in Et for all t ∈ T , with a finite
Radon measure ν (independent of t) whose pushforward dominates the boundaries’ masses,
then also T admits a Dolbeault decomposition.
Proof: Let us fix a pair (p, q) such that p + q = k and let St be the (p, q)−component
of Tt; by hypothesis, St ∈ Np,q(Et) and ‖dSt‖ ≤ (pt)∗ν, independently of t, and it is not
hard to show that ‖St‖ ≤ C ′‖Tt‖ ≤ C ′′‖T‖, with C ′, C ′′ independent of t (in particular,
independent of dimEt).
Last thing to check is the compatibility condition (condition ii)) in Theorem 5.1.3),
but this follows easily from the invariance of the bidimension under pushforward by holo-
morphic maps. Applying Theorem 5.1.3, we have the thesis. 
Remark 5.1.1 In general it is not easy to verify the hypotheses of Proposition 5.1.6 for
a current T ∈ Nk(E); however, this result is an example of a general phenomenon: in
a Banach space with the projective approximation property, it is often enough to check a
certain property for finite dimensional subspaces in order to obtain that it holds for the
whole space. For instance, any equality between currents holds in E if and only if it holds
finitely, namely whenever the currents are pushed forward through a finite rank projection.
Employing the idea given in this Remark, we can show the following.
Corollary 5.1.7 If T ∈Mk(E) admits a Dolbeault decomposition, then it is unique.
5.1.2 Quasi-local metric currents
To partially overcome the problems related to the lack of a local theory of currents, we
introduce a new definition, which somehow locates midways between the local and the
global one.
Let Eq−loc(E) be defined as follows:
Eq−loc(E) =
⋃
R>0
{f ∈ Lip(E) : supp f ⊂ B(0, R)}
where B(0, R) is the ball of centre 0 and radius R in E. We say that a sequence
{fj} ⊂ Eq−loc(E) converges to f ∈ Eq−loc(E) if fj → f pointwise, Lip(fj),Lip(f) ≤ C
and supp fj , supp f ⊂ B(0, R) for some R.
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We also define Lipq−loc(E) to be
{f ∈ C0(E) : f |B(0,R) ∈ Lip(B(0, R)) ∀ R > 0} .
A sequence {pij} in this space converges if it converges pointwise and the Lipschitz con-
stants on any fixed ball are uniformly bounded in j (but not necessarily with respect to
the radius of the ball).
Finally, we define the spaces of quasi-local metric forms as
Ekq−loc(E) = Eq−loc(E)× [Lipq−loc(E)]k .
A quasi-local k−dimensional metric current is a functional T : Ekq−loc(E)→ C satisfying
the following
i. T is multilinear
ii. if (f i, pii)→ (f, pi) in Ekq−loc(E) then T (f i, pii)→ T (f, pi)
iii. T (f, pi) = 0 whenever there is an index j such that pij is constant on a neighborhood
of supp f
iv. for every R > 0 there is a finite Radon measure µR such that
|T (f, pi)| ≤
k∏
j=1
Lip(pij |B(0,r))
∫
B(0,R)
|f |dµR
for every (f, pi) ∈ Ekq−loc(E) with supp f ⊂ B(0, R).
We denote the space of such currents by Mk,q−loc(E).
The last condition can be rephrased as: there exits a Radon measure µ on E, such
that µ(B(0, R)) < +∞ for every R > 0 and such that
|T (f, pi)| ≤
k∏
j=1
Lip(pij |supp f )
∫
supp f
|f |dµ
for every (f, pi) ∈ Ekq−loc(E). If µ happens to be a finite Radon measure, then T is indeed
a k−dimensional metric current in the sense of Ambrosio and Kirchheim.
The definitions of boundary, pushforward, contraction are the same of the usual metric
currents. The pushforward can be defined for quasi-local proper Lipschitz map, that is
any map which is Lipschitz on B(0, R) for every R > 0 and such that the preimage of any
bounded set is bounded.
Remark 5.1.2 The projections pt are by no means quasi-local, so we cannot repeat ver-
batim the arguments of the previous section.
The space Nk,q−loc(E) is defined as the set of quasi-local currents whose boundary is
again a quasi-local current, that is, has quasi-locally finite mass.
By the mass condition, we can extend any T ∈ Mk,q−loc(E) to a functional on k +
1−tuples (f, pi) where pi ∈ [Lipq-loc(E)]k and f ∈ B∞b (E), i.e. the algebra of bounded
Borel functions with bounded support in E. The basic properties of metric currents hold
true also for this quasi-local variant. Namely, we have the following.
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Proposition 5.1.8 Given T ∈Mk,q−loc(E), we denote again by T its extension to B∞b (E)×
[Lipq-loc(E)]
k; then
i. T is multilinear in (f, pi) and
T (fdpi1 ∧ . . . ∧ dpik) + T (pi1df ∧ . . . ∧ dpik) = T (σd(fpi1) ∧ . . . ∧ dpik)
whenever f, pi ∈ Eq−loc(E) and σ ∈ B∞b (E) is equal to 1 on the support of fpi1 and
T (fdψ1(pi) ∧ . . . ∧ dψk(pi)) = T (f det∇ψ(pi)dpi1 ∧ . . . ∧ dpik)
whenever ψ = (ψ1, . . . , ψk) ∈ C1(Rk,Rk);
ii.
lim
i→∞
T (f i, pii1, . . . , pi
i
k) = T (f, pi)
whenever f i − f → 0 in L1(E, ‖T‖) and piij → pij;
iii. T (f, pi) = 0 if {f 6= 0} = ⋃Bi with Bi ∈ B(E) and pii constant on Bi.
The definition of (p, q)−current given in Section 2.2 can be applied also to quasi-local
currents. We have the same results presented in 2.2.2. Indeed, given (f, pi) ∈ Ekq−loc(E),
the differentials pi1, . . . , pik can be approximated by analytic functions of a finite number
of variables, so the proofs go on almost identically.
5.1.3 Quasi-local solution to ∂U = T
Given a function a : E → C, we set
at(x) = a(tx) ∀ t ∈ C .
Let T ∈ Nk(E) be a (0, k)−current, with suppT bounded and 0 6∈ suppT ; we define
the following (k + 1)−dimensional metric functional
C∂(T )(f, pi1, . . . , pik+1) =
1
2pii
k+1∑
j=1
(−1)j+1
∫
C
T
(
ft
∂pijt
∂t¯
dpijt
)
dt ∧ dt¯
t− 1 ,
where dpij is the wedge product of all the differentials different from pij .
Lemma 5.1.9 C∂(T ) is a multilinear, local metric functional, with quasi-locally finite
mass.
Proof: Multilinearity and locality are obvious. Let B(0, r) be a ball containing the
support of T and let B(0, d) be a ball disjoint from the support of T .
We have that, for fdpi ∈ Ek+1q−loc(E), with Lip(pii) = 1 and supp f ⊂ B(0, R), the
following holds
|C∂(T )(fdpi)| ≤
r(k + 1)
2pi
∫
|t|<R/d
|t|k
|t− 1|
∫
E
|ft|d‖T‖dt ∧ dt¯ .
Moreover, given a bounded borel set A,
‖C∂(T )‖(A) ≤
r(k + 1)
2pi
∫
|t|<R/d
|t|k
|t− 1|‖T‖(A/t)dt ∧ dt¯ .
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We want to estimate this quantity when A = B(0, R), with R > r. We split the integral
in t in two parts: one small ball around the origin and the rest of the ball of radius R/d.
In the small ball around the origin, we have∫
|t|<
|t|k
|t− 1|‖T‖(B(0, R/t))dt ∧ dt¯ ≤ c1
2+kM(T ) .
On the rest of the outer ball, we have∫
<|t|<R/d
|t|k
|t− 1‖T‖(B(0, R/t))dt ∧ dt¯ ≤ (R/d)
k+2M(T ) .
So, letting → 0, we get
MB(0,R)(C∂(T )) ≤
r(k + 1)
2pi
(R/d)k+2M(T ) .
Therefore, the mass of C∂(T ) is quasi-locally finite. 
Proposition 5.1.10 We have
dC∂(T ) = C∂(dT ) + T
as quasi-local metric functionals.
Proof: Let fdpi be a quasi-local metric k−form such that f , pi1, . . . , pik have Lipschitz
derivatives. Define the function
φ(t) = T (ftdpit)
and observe that, as T is a quasi-local current, thus continuous, then
∂φ
∂t¯
= T
(
∂ft
∂t¯
dpit
)
+
k∑
j=1
(−1)j+1T
(
fd
∂pijt
∂t¯
∧ dpijt
)
.
By the definition of boundary this expression can be rewritten as
T
(
∂ft
∂t¯
dpit
)
+
k∑
j=1
(−1)j
[
T
(
∂pijt
∂t¯
dft ∧ dpijt
)
− dT
(
ft
∂pijt
∂t¯
dpijt
)]
, (5.1)
exactly as in the proof of Proposition 10.2 in [4].
Given a generic form fdpi ∈ Ekq−loc(E), the conclusion still holds: it is enough to
approximate f and pij by
f (x) =
∫
C
f(sx)ρ(s)ds ∧ ds¯ , pij(x) =
∫
C
pij(sx)ρ(s)ds ∧ ds¯ ,
where ρ are convolution kernels, compactly supported, w
∗−converging to δ1.
By Fubini’s theorem we have
lim
→0
∂f t
∂t¯
(x) =
∂ft
∂t¯
(x) , lim
→0
∂pijt
∂t¯
(x) =
∂pijt
∂t¯
(x)
for ‖T‖ + ‖dT‖−a.e. x, for L2−a.e. t; therefore the derivative with respect to t¯ of
t 7→ T (f t dpit) converges for a.e. t ∈ C.
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We notice that the supports of convolutions, for  small enough are not significantly
distant from the supports of the original functions.
Since d(C∂(T ))(fdpi) +C∂(dT )(fdpi) is equal to the integral of the expression in (5.1),
multiplied by (t− 1)−1, we have
d(C∂(T ))(fdpi) + C∂(dT )(fdpi) =
∫
C
∂φ(t)
∂t¯
dt ∧ dt¯
t− 1 = φ(1) = T (fdpi) ,
because, as supp f is bounded and suppT has positive distance from 0, the function φ(t)
is compactly supported. 
Corollary 5.1.11 C∂(T ) belongs to Nk+1,q−loc(E) and it is of bidimension (0, k + 1).
Proof: Employing the previous Proposition, we repeat the proof of Proposition 10.2
in [4], obtaining the continuity of C∂(T ) as a quasi-local metric current. Moreover, an
easy calculation shows that, given fdpi ∈ Ekq−loc(E) and h ∈ O(E), we have
C∂(T )(fdh ∧ dpi) = 0
so C∂(T ) is of bidimension (0, k + 1).
Corollary 5.1.12 We have ∂C∂(T ) = C∂(∂T ) + T .
Proof: For a (0, q)−current S, dS = ∂S.
In view of the previous results we have the following quasi-local solution for the Cauchy-
Riemann equation.
Theorem 5.1.13 Let T ∈ Nk(E) be a (0, k)−current, with ∂T = 0, such that suppT is
bounded with a positive distance from 0. Then there exists a quasi-local metric (0, k +
1)−current U such that ∂U = T .
Proof: If dT = ∂T = 0, then, letting U = C∂(T ), we have
∂U = C∂(∂T ) + T = T
as quasi-local currents. 
Remark 5.1.3 We can control the mass of the solution U on a ball by the mass of T on
that ball, with a constant depending only on the support of T , the dimension of T and the
radius of the ball.
This result can at once be extended to (p, q)−currents, if we add the request that
∂T = ∂T = 0.
Corollary 5.1.14 Let T ∈ Nk(E) be a (p, q)−current, with ∂T = ∂T = 0, such that
suppT is bounded with a positive distance from 0; then there exists a quasi-local metric
(p, q + 1)−current U such that ∂U = T .
Proof: We perform the same cone construction and we note that, by Proposition 5.1.10,
dC∂(T ) = T . Now, if fdpi ∈ Ekq−loc(E) has p+1 holomorphic differentials, say pi1, . . . , pip+1,
and h ∈ O(E), then
T
(
ft
∂ht
∂t¯
dpi
)
= T (0dpi) = 0
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T
(
ft
∂pijt
∂t¯
dpijt
)
= T (0dpijt) = 0 for 1 ≤ j ≤ p+ 1
and dpijt, for j ≥ p+ 2, contains p+ 1 holomorphic differentials, so T (σdpijt) = 0 for any σ
with bounded support. This means that C∂(T ) is a (p, q + 1)−current; since dC∂(T ) = T
is of bidimension (p, q), we conclude that dC∂(T ) = ∂C∂(T ).
With some more effort, we can obtain the general result for (p, q)−currents.
Theorem 5.1.15 Let T ∈ Nk(E) be a (p, q)−current, with ∂T = 0, such that suppT
is bounded with a positive distance from 0; then there exists a quasi local metric (p, q +
1)−current U such that ∂U = T .
Proof: We remark that, as T is normal and ∂T = 0, then dT admits a Dolbeault
decomposition, where (dT )p−1,q = ∂T = dT . Let h1, . . . , hp ∈ O(E) be holomorphic
functions and set H = (h1, . . . , hp); then
SH = Tx(1, h1, . . . , hp)
is a (0, q)−current such that
∂SH = dSH = (dT )x(1, h1, . . . , hp) = (dT )p−1,qx(1, h1, . . . , hp)
and the last term is 0 by the definition of (p− 1, q)−current. Therefore ∂SH = 0.
Now, by virtue of Theorem 5.1.13, there exists a (0, q + 1)−current VH such that
∂VH = SH ; for each (f,H, pi) ∈ Ek+1q−loc(E) with H a p−tuple of holomorphic functions, we
define the metric functional
U(f,H, pi) = VH(f, pi)
and we set
U(f, η) = 0
whenever η contains at most p−1 holomorphic functions and at least q+2 antiholomorhpic
functions.
It is easy to check that U is then defined for all (quasi-local) k + 1−form with either
holomorphic or antiholomorphic differentials; this allows us to extend U as a multilinear,
local, alternating functional on the (quasi-local) k + 1−forms with analytic coefficients.
Whenever supp f ⊂ B(0, R), we have
|U(f,H, pi)| = |VH(f, pi)| ≤
q+1∏
j=1
Lip(pij)C(R)
∫
B(0,R)
|f |d‖SH‖ ≤
≤
p∏
j=1
Lip(hj)
q∏
j=1
Lip(pij)C(R)
∫
B(0,R)
|f |d‖T‖ .
Thus ‖U‖B(0,R) ≤ C(R)‖T‖B(0,R), which means that the mass of U is quasi-locally finite,
wherever U is defined.
Moreover, let (f, η) be a k−form with each of η1, . . . , ηk holomorphic or antiholomor-
phic and
f = χB(0,R) · g
for some r < R and g holomorphic or antiholomorphic. Then
dU(f, η) = U(χB(0,R), g, η) .
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If (g, η) contains more that p holomorphic functions or more than q + 1 antiholomorphic
functions, then dU(f, η) = 0.
If η = (H,pi), with H = (h1, . . . , hp) holomorphic, then
|dU(f, η)| = |U(χB(0,R), g,H, pi)| = |VH(χB(0,R), g, pi)| = |(dVH)(f, pi)|
= |SH(f, pi)| = |T (f,H, pi)| = |T (f, η)|
so, in this case ‖dU‖ ≤ ‖T‖.
If η contains only p−1 holomorphic functions, then g has to be holomorphic (otherwise
U(χB(0,R), g, η) = 0); so we set η = (pi
′, H ′) and
|U(χB(0,R), g, pi′, H ′)| = |VgH′(χB(0,R), pi′)|
= |(dVgH′)(pi′1χB(0,R), pi′2, . . . , pi′q+1)|
= |SgH′(pi′1χB(0,R), pi′2, . . . , pi′q+1)| = |T (pi′1χB(0,R), g,H ′, pi′1)|
= |dT (fpi′1, H ′, pi′1)− T (f, pi′1, H ′, pi′1)| = |dT (fpi′1, H ′, pi′1)|
where we have employed the definition of boundary and the definition of (p, q)−current.
We can suppose, without loss of generality, that pi′1(0) = 0, so that we get
‖dU‖ ≤ R‖dT‖ .
We infer ‖dU‖ ≤ max{‖T‖, R‖dT‖}, on the space of forms (f, η) where every compo-
nent is either holomorphic or antiholomorphic on B(0, R) ⊇ supp f .
This allows us to extend U as a quasi-local current on forms (f, η) ∈ Ek+1q−loc(E) with
f = gχB(0,R) for some R and g holomorphic or antiholomorphic; by linearity in the first
component, we can allow g to be analytic, then by density (and quasi-local finiteness of
mass) we can extend U to Ekq−loc(E).
By the previous computations, U is then a quasi-locally normal current, of bidimension
(p, q + 1), with ∂U = T ; moreover, the mass of U is controlled, on a fixed ball, by the
mass of T and we have ‖U‖B(0,R) + ‖dU‖B(0,R) ≤ A(R)‖T‖+B(R)‖dT‖. 
Remark 5.1.4 The hypothesis that 0 has positive distance from the support of T can be
avoided, by constructing the cone from a point different from the origin, as long as the
support of T is bounded.
Boundedness of suppT seems much harder to get rid of and, to date, we do not
even know if it is possible. In the same way, it is not apparent that one can improve
the estimates on mass in order to obtain a metric current (not a quasi-local one) from
the cone construction. In the one-dimensional case, this cone construction consists in the
convolution with the Cauchy kernel, which does not in general give a compactly supported
solution.
Two natural questions arise:
i. are there conditions on T ensuring that the solution to ∂U = T obtained with the
cone construction has bounded support? or finite mass?
ii. can the alleged solution with bounded support be obtained as a minimizer for the
mass or the quasi-local mass among all quasi-local solutions to the Cauchy-Riemann
equation?
5.2. ANALYTIC SETS IN HILBERT SPACES 99
5.2 Analytic sets in Hilbert spaces
There are many possible definitions for a finite dimensional analytic set in an infinite-
dimensional space. Here we adopt the following (see [55]). Let H be a complex Hilbert
space (or more generally a Banach space): a closed set A ⊂ H will be called a finite-
dimensional analytic set in H if, locally in H, A is an analytic subspace of a complex
submanifold of H of finite dimension .
Remark 5.2.1 This definition is equivalent to the one given by Douady in [16] (see [55]
for the details).
Another possible (and equivalent) definition is the following (see [9]): A ⊂ H is a
finite-dimensional analytic set if for each v ∈ H there exist a neighborhood U , another
complex Hilbert space H ′ and a holomorphic map F : U → H ′ whose differential has
finite dimensional kernel such that A ∩ U = F−1(0). This follows easily from the Implicit
Function Theorem; this turns out to be equivalent to asking for a map whose differential
has finite dimensional kernel and cokernel (i.e. a Fredholm map) such that A∩U = F−1(0).
We recall a result from [55].
Theorem 5.2.1 Let X be an analytic subset of finite dimension, W a hilbertian manifold
and f : X → W a proper holomorphic map. Then, f(X) is a finite-dimensional analytic
subset of W .
Example The properness assumption cannot be dropped as shown by the following ex-
ample. Let us consider the space `2 of square-summable sequences of complex numbers
and consider the holomorphic map g : D2 → `2 given by
g(z, w) = {zwn}n∈N .
The preimage of {0} is {z = 0}, which is not compact. Let X = g(D2) and assume, by
contradiction, that there exists a holomorphic function Φ : `2 → C vanishing on X; then
Φ ◦ g = 0 and consequently
0 = Φ ◦ g(z, w) =
∑
n,m≥0
∂n+mΦ ◦ g
∂zn∂wm
(0, 0)
znwm
n!m!
.
One has
0 =
∂Φ ◦ g
∂z
(0, 0) =
∂Φ
∂e0
(0)
0 =
∂2Φ ◦ g
∂w∂z
(0, 0) =
∂
∂w
∑
j
∂Φ
∂ej
(g)
∂gj
∂z
 (0, 0) =
∑
j,k
∂2Φ
∂ek∂ej
(g)
∂gk
∂w
∂gj
∂z
+
∑
j
∂Φ
∂ej
∂2gj
∂w∂z
 (0, 0) = ∂Φ
∂e1
(0, 0) .
since
∂gk
∂w
(0, 0) = 0 ∀k
and
∂2gk
∂z∂w
(0, 0) 6= 0⇔ gk(z, w) = zw ⇔ k = 1 .
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Proceeding in this way, we can show that ∂Φ/∂ej = 0 in 0 ∈ `2, for all j ∈ N. Therefore
all the derivatives of Φ vanish at the origin, which means that no regular hypersurface of
`2 can contain a neighborhood of 0 ∈ X.
The major advantage of the given definition is that we can recover the local properties
of finite-dimensional analytic sets in an infinite dimensional space from the usual local
results on analytic sets in a complex manifold. In particular, let X be a finite-dimensional
analytic set in H, then
i. X admits a local decomposition in finitely many irreducible components;
ii. such a decomposition is given by the closure of the connected components of the
regular part of X;
iii. for every x ∈ X there exist a finite-dimensional subspace L of H and an orthogonal
projection pi : H → L which realizes a neighborhood of x ∈ X as a finite covering
on L;
iv. X is locally connected by analytic discs;
v. if X is irreducible, every nonconstant holomorphic function is open;
vi. if X is irreducible, the maximum principle holds;
vii. if X is compact and H is holomorphically separable, then X is finite.
The behaviour of the analytic sets in a Banach space can vary wildely, depending on
the properties of the space. We give here some examples.
Example Let c0 be the vector space of sequences of complex numbers vanishing at
infinity, i.e. {an} ⊂ C such that limn→∞ an = 0; c0 is a Banach space with the supremum
norm. We consider the holomorphic map f : D→ c0 given by
f(z) = {zn}n∈N ;
f is a regular and injective holomorphic map; its image is contained in the unit ball of
c0 and if {zk} is a sequence converging to bD, {f(zk)}k does not converge, therefore f is
proper. Thus, f(D) is a complex manifold of dimension 1 in E, which is bounded.
Example Generalizing the previous example, we consider the Banach space of p−summable
sequences of complex numbers `p and the holomorphic map F : Dk → `p given by
F (z1, . . . , zk) = {zI}I
where I varies through all the multi-indeces of length k. We have that
|zI | ≤ (max{|z1|, . . . , |zk|})|I|
and the number of multiindexes I with |I| = i1 + . . .+ ik = m is(
m+ k − 1
k − 1
)
which is less than (2m)k if m is large enough. Therefore∑
I
|zI |p ≤
∑
m
(2m)k(max{|z1|, . . . , |zk|})m
which converges for max{|z1|, . . . , |zk|} < 1.
Again, the map F is regular, injective and proper with unbounded image F (Dk). We
observe that F (Dk) provides an example of finite dimensional manifold not contained in
any finite-dimensional linear subspace.
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5.2.1 Positive currents
The definition of positive current given in 2.2.6 applies to currents in infinite dimensional
spaces as well. We say that a current is finitely positive if every finite dimensional projec-
tion of it is positive.
Proposition 5.2.2 Let Ω ⊂ H be an open set. T ∈M2p(Ω) is positive if and only if it is
finitely so.
Proof: Obviously, if T is positive then every complex linear pushforward of it is positive.
On the other hand, if pm : H → Cm is the projection on the first m coordinates, then, by
Proposition 5.1.1, f ◦ pm → f pointwise and Lip(f ◦ pm) ≤ Lip(f).
Therefore,
T (f, pi1, . . . , pip) = lim
m→∞T (f ◦ pm, pi1 ◦ pm, . . . , pip ◦ pm) =
lim
m→∞(pm)]T (f |pm(H), pi1|pm(H), . . . , pip|pm(H)) ≥ 0 ,
which is the thesis. 
On an infinite dimensional complex space, we can define plurisubharmonic functions
as follows (see also [50] for a discussion of the properties of such functions).
Let Ω ⊂ H be an open set and let u : Ω → R ∪ {−∞} be an upper semicontinuous
function (not identically equal to −∞) such that
u(a) ≤
∫ 2pi
0
u(a+ eiθb)dθ
for every a ∈ Ω and every b ∈ H such that a+ λb ∈ Ω for every λ ∈ C with |λ| ≤ 1.
Define dc = i(∂ − ∂).
Proposition 5.2.3 Let T ∈ M2p(Ω) be a positive closed current with bounded support
and u : Ω→ R∪{−∞} a bounded plurisubharmonic function. Then ddc(Txu) is a closed,
positive metric current with bounded support and the following estimate holds:
M(ddc(Txu)) ≤ ‖u‖∞M(T ) .
Proof: We note that the result is true for any finite-dimensional projection of T . Namely,
if pm is as above,
(pm)]dd
c(Txu) = ddc((pm)]Tx(u ◦ pm)) = ddc(Tmxum)
with Tm a positive closed current with compact support in Cm and um a bounded plurisub-
harmonic function. Then we know that
ddc(Tmxum) = Tmx(ddcum)
in the sense of distributions and for every compact K we have
MK(dd
c(Tmxum)) ≤ C‖um‖∞,KMK(Tm) .
By [6, Theorem 1.4], there exists a subsequence Tmj which converges in mass to T , therefore
MB(Tm)→MB(T ) for every bounded set B in Ω.
This means that, for j big enough,
MK(dd
c(Tmjxumj )) ≤ C‖u‖∞,KMK(T )
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so, again by [6, Theorem 1.4], we can find a subsequence converging to some S ∈M2p−2(Ω).
Such an S is such that (pim)]S = Tm for infinitely many m, therefore S coincides, as a
metric functional, with ddc(Txu). Moreover, S is positive and closed and
MK(S) ≤ ‖u‖∞,KMK(T ) .
We note also that suppS ⊆ suppT . 
In view of the previous Proposition, we will denote by ddcu∧ T the current ddc(Txu).
Proceeding by induction, we can give a meaning to the writing
ddcu1 ∧ . . . ∧ ddcup ∧ T
for a current T in the hypotheses of the previous Proposition. Such a definition allows us
to write an analogue of the Monge-Ampe`re operator in Hilbert spaces.
5.2.2 Currents of integration on analytic sets
Let V be a finite-dimensional analytic set in some open domain U ⊂ H; since, by definition,
V is locally contained in some finite-dimensional submanifold, we now that it is locally of
finite volume. Therefore, we can define the current [V ] of integration on the regular part
of V ; this will be, in general, a quasi-local metric current. However, if B is a bounded,
closed subset of U , the current [V xB] will be a rectifiable metric current. The following
results gives an estimate for the mass of such a current, analogous to Wirtinger formula
in the finite dimensional case.
Proposition 5.2.4 Let H be a Hilbert space, with scalar product 〈·, ·〉, V an analytic set
in an open set U ⊂ H, with dimC Vreg = p. Let Ω be a ball in U and let [V ] be the current
of integration associated to V ∩ Ω in Ω. Then
M([V ]) ≤ lim
n→∞
∑
1≤i1<...<ip≤n
[V ]
(
ip
2pp!
, zi1 , z¯i1 , . . . , zip , z¯ip
)
< +∞ ,
where {zj}j∈N are coordinate functions with respect to some orthonormal basis.
Proof: Given an orthonormal basis {en}n∈N, let Em = span{e1, . . . , em} and pim : H →
Em the orthogonal projection. We denote [V ]m = (pim)][V ] and observe that [V ]m → [V ]
weakly, so that by the semicontinuity of the mass we get
M([V ]) ≤ lim inf
m→∞ M([V ]m) ,
where the masses are relative to Ω or to Ωm = Ω ∩ Em respectively.
On the other hand, the projections pim have norm ‖pim‖ ≤ 1, so, if µ is the mass
measure of [V ], we have
|[V ]m(f, η)| ≤
∏
Lip(ηj)
∫
Um
|f |d(pim)]µ .
This implies that the mass measure µm of Em is dominated by (pim)]µ, therefore
µm ≤ (pim)]µ −−−−→
m→∞ µ
which means that
M([V ]) = µ(Ω) ≤ lim inf
m→∞ µm(Ω) ≤ limm→∞(pim)]µ(Ω) = µ(Ω) = M([V ]) .
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Now, Em with the induced scalar product is the usual complex hermitian space Cm and
the pushforward of an analytic chain is again an analytic chain. Therefore
M([V ]m) ≤ [V ]m(ωpm/p!) = H2p(Vm) ≤ CpM([V ]m)
where
ωm =
i
2
m∑
j=1
dzj ∧ dz¯j = i
2
m∑
j=1
e∗j ∧ e¯∗j
and Cp is a constant depending only on p (see [4], after Remark 8.4). Noticing that
[V ]m(ω
p
m/p!) = [V ](ω
p
m/p!), we obtain
M([V ]) ≤ lim
n→∞
∑
1≤i1<...<ip≤n
[V ]
(
ip
2pp!
, zi1 , z¯i1 , . . . , zip , z¯ip
)
≤ CpM([V ]) < +∞ ,
which is the thesis. 
Remark 5.2.2 The current [V ] is obviously positive, of bidimension (k, k) for some k
and its boundary is supported outside Ω.
Given an orthonormal basis {ej}j∈N and a multiindex I = (i1, . . . , ik), we denote by
piI the orthogonal projection from H onto Span{ei1 , . . . , eik}.
Theorem 5.2.5 Let Ω ⊂ H be a ball, S be a rectifiable current in Ω. Suppose that
i. supp dS ∩ Ω = ∅;
ii. S is a (k, k) positive current.
Then S can be represented as a sum with integer coefficients of integrations on the regular
parts of analytic sets.
The absence of the specification finite-dimensional is not a misprint (see the Remark
following the proof).
Proof: As S is a metric current, we can define its pushforward through any Lipschitz
map. We note that (piI)]S = mI [VI ] with VI = piI(Ω). By (ii) we know that m ≥ 0 and
by the fact that dSxΩ = 0, we deduce that S is integral in Ω, therefore m ∈ N.
By Theorem 2.1.16, for almost every y ∈ VI we can define 〈S, piI , y〉; moreover, we can
find a H2k−rectifiable subset B of suppS and an integer multiplicity function θ(x) such
that S = [B]xθ; then
〈S, piI , y〉 =
∑
x∈pi−1I (y)∩B
θ(x)[x]
and ∑
x∈pi−1I (y)∩B
θ(x) = 〈S, piI , y〉(1) = m .
Let us call GI ⊂ VI the set of y such that the slice exists; then for j 6∈ I and z ∈ G,
we set
Pj(z,W ) =
∏
x∈pi−1I (z)∩B
(W − wj(x))θ(x)
where wj(x) is the j−th coordinate of x in the fixed orthonormal basis.
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We note that ∑
x∈pi−1I (z)∩B
θ(x)wj(x)
s = 〈S, piI , z〉(wsj )
is a holomorphic function of z, because ∂S = 0, therefore by a classical argument Pj(z,W )
is a polynomial with coefficients in O(VI) for every j 6∈ I.
After removing a H2k−negligible set from GI , we have that Pj(z, wj) = 0 for every
j 6∈ I and every x = (z, w) ∈ pi−1I (GI) ∩B.
Let us define
XI = {Pj(z, wj) = 0 , j 6∈ I} X =
⋃
I
XI .
We can look at XI as the zero locus of the map
PI : H → SpanC{ej : j 6∈ I} = H1
given by
PI(z, w) =
∑
j 6∈I
ejPj(z, wj) .
In order to show that PI is well defined, we observe that, since Pj(z,W ) is a polynomial
in W , for a fixed z we have
|Pj(z,W )| ≤ min{d(W,wj(x))m, x ∈ pi−1I (z) ∩B}
with m ≥ 1, if W is close enough to some wj(x). Therefore, for p = (z, w) in a neighbor-
hood of B, we can write∑
j 6∈I
|Pj(z, wj)|2 ≤
∑
j
|wj − wj(x)|2m ≤ ‖p− x‖2m < +∞
where x is the nearest point in B to p = (z, w). The map PI is obviously holomorphic, as
its entries are polynomials in wj with coefficients holomorphic in the first k coordinates.
This shows that XI is locally given as the zero locus of a holomorphic map between
Hilbert space, therefore it is an analytic set. Moreover, let x ∈ XI be a smooth point and
suppose that dimC TxXI > k. By construction, piI |TxXI : TxXI → Ck has maximum rank,
therefore we can find m such that, setting J = I ∪ {m}, the projection piJ restricted to
TxXI is surjective onto Ck+1. This means that Pm(z,W ) ≡ 0, but this is impossible. So,
dimC TxXI = k, i.e. the regular part of XI is a smooth k−dimensional complex manifold.
Now, let
BI = {x ∈ B : J2kpiI(x) 6= 0}
i.e. the set of points x of B such that DpiI has rank 2k on the approximate tangent to B
at x; define also
CI = (B ∩ V ) \ pi−1I (GI) .
We have ∫
BI∩CI
J2kpiI(x)dH2k(x) =
∫
VI\GI
(∫
pi−1I (y)∩B
gdH0
)
dH2k(y) = 0
where g is the characteristic function of BI ∩CI . Since J2kpiI > 0 on BI ∩CI , this means
that H2k(BI ∩ CI) = 0.
Obviously, B =
⋃
BI and
B ∩
(⋃
I
pi−1I (GI)
)
⊂ X ,
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but
B \
⋃
I
pi−1I (GI) =
⋂
I
(B \ pi−1I (GI)) ⊂
⋂
I
((B \BI) ∪ (BI ∩ CI)) ⊆
⋃
I
(BI ∩ CI) = D .
Since H2k(BI ∩ CI) = 0, we also have H2k(D) = 0 and H2k(B \X) = 0. Moreover, as X
is closed in Ω, suppS ⊂ X; therefore S = [B ∩X].
If we denote by Xreg the union of the regular parts of XI , we have that SxXreg is
a (k, k)−current, positive and closed, with support on a k−dimensional smooth complex
manifold. Therefore, SxXreg can be written as a series with integer coefficients of the
currents of integration on the connected components of Xreg.
There exists r > 0 such that piI(V ) contains a ball of radius r for every I; therefore,
the H2k−measure of the regular part of XI is uniformly bounded from below independetly
of I. On the other hand SxXreg is of finite mass; therefore it has to be a finite sum.
Finally, let us consider the rectifiable set R = B \Xreg. If we project it on the first m
coordinates, for m ≥ k+1, we obtain that its image is the singular set of a k−dimensional
analytic space, therefore H2k−negligible; by [5, Theorem 8.2]∫
R
J2k(d
Rpimx)dH2k(x) =
∫
Cm
]{x ∈ R ∩ pi−1m (y)}dH2k
with pim : H → Span{e1, . . . , em} the orthogonal projection. Let us denote by η(x) the
approximate tangent to R in x; then the 2k−jacobian of pim on Tan(2k)(R, x) is given by
the projection of η(x) on Span{e1, . . . , em}.
We define Am = {x ∈ R : J2k(dRpimx) > 0} and we note that Ak+1 ∪Ak+2 ∪ . . . = R,
up to H2k−neglibigle sets. But∫
Am
J2k(d
Rpimx)dH2k(x) =
∫
Cm
]{x ∈ Am∩pi−1m (y)}dH2k =
∫
pim(Am)
]{x ∈ R∩pi−1m (y)}dH2k = 0
because pim(Am) ⊆ pim(R), which is H2k−negligible. Therefore H2k(R) = 0, so SxXreg =
S and this concludes the proof. 
Remark 5.2.3 We cannot show that X is a finite-dimensional analytic space in the sense
precised in the beginning of this section; indeed, the example discussed before, the map
f(z, w) = (zwn)n, gives an analytic space which carries a current of integration which
satisfies the hypotheses of the previous theorem but cannot be written as the integration on
a finite-dimensional analytic space.
5.3 Boundaries of holomorphic chains
Proposition 5.3.1 Let M be a compact C1 submanifold of a complex reflexive Banach
space E with complex structure J , such that dimRM = 2p− 1 and dimC TzM ∩ JTzM =
p − 1 for every z ∈ M . Then there exists a complex linear map F : E → Cn for some
n > 0 which restrict to an embedding of M into Cn.
Proof: Given z ∈M , let l1,z, . . . , lp,z linearly independent elements of E∗ such that
ker l1,z ∩ . . . ∩ ker lp−1,z ∩ TzM ∩ JTzM = {0}
and
ker l1,z ∩ . . . ∩ ker lp−1,z ∩ kerRe lp,z ∩ TzM = {0} ;
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both these conditions are open. By compactness, we can find finitely many l1, . . . , lN such
that for every point z ∈M there exists indexes j1 < . . . < jp such that
ker lj1 ∩ . . . ∩ ker ljp−1 ∩ TzM ∩ JTzM = {0}
and (viewing E as a real vector space)
ker lj1 ∩ . . . ∩ ker ljp−1 ∩ kerRe ljp ∩ TzM = {0} .
This means that if we define L : E → CN by L = (l1, . . . , lN ), we have that the differential
dL is always of real rank 2p− 1 on M and it is complex linear on TzM ∩ JTzM .
Let U1, . . . , Uh be the open sets and l1, . . . , lp, lp+1, . . . , l2p, . . . , lhp be the maps con-
structed as above and {Vj}Kj=1 a collection of open sets in M such that for each Vj there
exists a Uν(j) such that Vj b Uν(j) and
⋃
Vj = M .
For a fixed j, the set L−1(L(Vj)) is a union of µj connected components which are
relatively compact in some open sets Uk1 , . . . , Ukµj ; therefore, there exist µj linear maps
f1j , . . . , f
µj
j such that for each connected component there is one map which separates it
from the others, that is, a map which has different values on it and on the union of the
others.
Now, consider the map F = (l1, . . . , lhp, f
1
1 , . . . , f
µK
K ). By the first part of the construc-
tion, F has an injective differential on M ; by the second part, it is globally injective on
M . Therefore F is a holomorphic embedding of M into Cn, where n = hp+µ1 + . . .+µK ,
realized with a complex linear map. 
Let M be a compact C1 submanifold of a reflexive complex Banach space E with
complex structure J , with dimRM = 2p−1. M induces a metric current [M ] of dimension
2p− 1.
Proposition 5.3.2 The following are equivalent:
i. dimC(TzM ∩ (JTzM)) = p− 1 ∀ z ∈M ;
ii. [M ](α) = 0 for every metric (r, s)−form α on E with r+ s = 2p− 1 and |r− s| > 1;
iii. M is locally the graph of a CR-function: for every z ∈ M there exists U neigh-
bourhood of z in E such that M ∩ U is the graph of a function f : M˜ → E′, M˜ a
CR-submanifold of Cp, E′ a closed subspace of E such that E = E′ ⊕ Cp and f a
CR-function on M˜ .
Proof: 1) =⇒ 2) Let α = (f, g1, . . . , gr, h1, . . . , hs) and let i : M → E an embedding
whose differential is complex linear when restricted to (the preimage of) TzM ∩ JTzM ;
then [M ] = i]T , with T ∈ M2p−1(M). By the comparison theorem for manifolds, T is
induced by a classical current T ′ on M ; but then,
[M ](α) = T (f ◦ i, g1 ◦ i, . . . , hs ◦ i) = T ′(f ◦ id(g1 ◦ i) ∧ . . . ∧ d(hs ◦ i)) .
The functions gj ◦ i have complex linear differentials on i−1∗ (TM ∩ JTM), therefore if
there are more than p of them, their wedge product will vanish; the same holds for the
differentials of the functions hj ◦ i. So [M ](α) = 0 if |r − s| > 1.
2) =⇒ 1) Let ρ : E → CN be a finite-dimensional embedding for M , which is
holomorphic on E. If
dimC Tρ(z)ρ(M) ∩ JCNTρ(z)ρ(M) = dimC TzM ∩ JTzM < p− 1
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then there exists a metric (r, s)−form β on CN with r + s = 2p − 1 and |r − s| > 1 such
that ∫
ρ(M)
β 6= 0
so ∫
M
ρ∗β 6= 0
and ρ∗β is a (r, s)−form on E with |r − s| > 1.
3) =⇒ 1) Let f : M˜ → E′ be the given CR-function; we define G : M˜ → M˜ × E′ by
G(p) = (p, f(p)).
Let F : Cp⊕E′ → E be the given isomorphism; then (F ◦G)∗TpM˜ = TF (p,f(p))M and,
since TpM˜ contains a complex subspace of complex dimension p− 1, so does the tangent
space of M .
1) =⇒ 3) Let us fix z ∈M and let Hz be the complex subspace of TzE of (complex)
dimension p containing TzM . By reflexivity, E = E
∗, so we have a splitting of E = Hz⊕E′
for some closed subspace E′. By construction, pi : E → Hz is a local embedding when
restricted to a neighbourhood U of z in M , because it has a maximum rank differential
at z.
Let M˜ be the image of U trough pi; we have the function f : M˜ → E′ defined by
(p, f(p)) ∈ U ∩ pi−1(p). By construction, f∗|TpM˜∩JTpM˜) is C−linear, so f is a CR-function
and U is its graph. 
Let S be a (2p− 1)−current with compact support in a complex manifold X; we say
that S is maximally complex if Mr,s = 0 for |r − s| > 1.
Remark 5.3.1 Sr,s in general won’t be a metric current (see subsection 1.3 for an exam-
ple). Nevertheless, the above definition makes sense for any current S, as we only require
that the functional Mr,s be zero for values (r, s) such that |r − s| > 1.
Proposition 5.3.3 Let M be a (2p− 1)−current with compact support in X, F : X → Y
a Lipschitz holomorphic map. Suppose that M is maximally complex, then the same is
true for F]M and, if p > dimC Y , for 〈M,F, ζ〉, given that M is flat and slices exist.
Proof: Obviously, we have (F]M)r,s = F](Mr,s) (this is an equality between metric
functionals only, not metric currents).
Moreover, if dimC Y < p and if 〈M,F, ζ〉 exists for some ζ ∈ Y , let {ρ,ζ} be a family
of smooth approximations of δζ . Then locally (with supp f contained in a manifold chart
for Y )
〈M,F, ζ〉(f, η) = lim
→0
M(fρ,ζ , F, F , η) .
So, if Mr,s = 0 for |r − s| > 1 then also 〈M,F, ζ〉r−m,s−m = 0 for 1 < |r − s| = |(r −m)−
(s−m)|, with m = dimC Y . 
A MC-cycle in a complex Banach space E is a maximally complex (2p−1)−dimensional
closed metric current, with compact support.
The definition is meaningless for p = 1; the notion of moment condition which substi-
tutes the maximal complexity for 1−dimensional currents cannot be given that easily in a
Banach space and it turns out to be not automatically satisfied by a maximally complex
current of higher dimension. The philosophical reason is the greater distance, in Banach
spaces, between local and global aspects.
The following Theorem follows easily from Proposition 5.3.3 and from the slicing prop-
erties of rectifiable currents.
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Theorem 5.3.4 Let M be a rectifiable MC-cycle of dimension (2p−1) in a Banach space
E and consider an holomorphic Lipschitz map F : E → Cm. Then
i. F]M is a rectifiable MC-cylce of dimension (2p− 1) in Cm;
ii. if m < p− 1, 〈M,F, ζ〉 is a rectifiable MC-cycle of dimension 2(p−m)− 1 in E.
Remark 5.3.2 By Theorem 2.1.16, the slice 〈M,F, ζ〉 exists rectifiable for almost every
ζ ∈ Cm.
Theorem 5.3.5 Let M be a MC-cycle of dimension (2p−1) in E. Then, for every linear
projection pi : E → Cp and every φ ∈ O(suppM), we have
∂[pi](φM)]
0,1 = 0 .
Moreover, there is a unique integrable compactly supported function cφ in Cp such that
∂cφ = [pi](φM)]
0,1
and such a function can be obtained by convolution with the Cauchy kernel or the Bochner-
Martinelli kernel.
Proof: We know that dM = 0; since M is maximally complex, we have
M = Mp,p−1 +Mp−1,p
so
0 = dM = (dM)p−2,p + (dM)p−1,p−1 + (dM)p,p−2 .
In particular, this means that (dM)p,p−2 = 0. Therefore
∂[pi](φM)]
0,1 = ∂[pi](φM)]p,p−1 = [dpi](φM)]p,p−2 = [pi](dφM)]p,p−2
= [pi](φdM)]p,p−2 + [pi](Mx(1, φ))]p,p−2
but Mx(1, φ) has non vanishing (r, s)−components only for (r, s) = (p − 1, p − 1) or
(r, s) = (p− 2, p− 1), so [pi](Mx(1, φ))]p,p−2 = 0 and then
∂[pi](φM)]
0,1 = [pi](φdM)]p,p−2 = pi](φ(dM)p,p−2) = 0 .
We note that pi](φM) is a metric current in Cp, therefore it is also a classical one, conse-
quently its component of bidegree (0, 1) is a classical current as well and by the previous
computation is ∂−closed. By a standard convolution-contraction with either the Cauchy
kernel or the Bochner-Martinelli kernel, we can fin a compactly supported integrable func-
tion cφ as requested. 
Theorem 5.3.6 Let M be a compact, oriented (2p− 1)−manifold (without boundary) of
class C2 embedded in H, and suppose that there exists an orthogonal decomposition H =
Cp⊕H ′ such that the projection pi : H → Cp, when restricted to M , is an immersion with
transverse self-intersections. Then if M is an MC−cycle there exists a unique holomorphic
p−chain T in H \M with suppT b H and finite mass, such that dT = [M ] in H.
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Proof: Let m = pi(M) ⊂ Cp; for every λ ∈ H ′ \ {0}, we define piλ(z) = (pi(z), 〈z, λ〉) ∈
Cp+1.
By the previous results, Mλ satisfies the same hypotheses in Cp+1, therefore by [28,
Theorem 6.1] we can solve the problem for Mλ = piλ(M), finding a holomorphic p−chain
T λ in Cp+1 \M with the required properties. Following the proof of Theorem 6.1 in [28],
we write
Cp \m = U0 ∪ U1 ∪ . . . ∪ Uk
where the Uj are connected components and U0 is unbounded; T
λ is locally on each Uj
union of graphs of holomorphic functions
F λ,hj : Uj → C h = 1, . . . , nλ,j .
Given another λ′ ∈ H ′ \ {0}, we can consider the p−chain T λ′ , which will be given by
holomorphic functions
F λ
′,h
j : Uj → C h = 1, . . . , nλ′,j ;
however, we can also consider, in Cp+2, the manifold Mλ,λ′ and the associated solution
T λ,λ
′
; denoting by p and p′ the restrictions of piλ and piλ′ to Cp+2, we have
p∗T λ,λ
′
= T λ p′∗T
λ,λ′ = T λ
′
.
Since the differentials of p, p′ are of rank 2p − 1 on Mλ,λ′ and because p and p′ are
holomorphic, their differentials are at least of rank 2p on Mλ,λ
′
; this means that they are
of rank 2p in a neighborhood of Mλ,λ
′
in Mλ,λ
′ ∪ suppT λ,λ′ (which is locally a C2 manifold
with boundary by Lemma 6.8 in [28], ), therefore nλ,j = nλ,λ′,j = nλ′,j for every j and
every λ, λ′ ∈ H ′ \ {0}.
Let {λi}i∈I be an orthonormal basis for H ′ and consider the holomorphic functions
F λi,hj : Uj → C j = 1, . . . , k, h = 1, . . . , nj , i ∈ I
and define
F hj =
∑
i∈I
λiF
λi,h
j .
The function F hj is well defined. For any finite subset of indices J ⊂ I, we can consider
the projection
pJ : H → Cp ⊕ Span{λi}i∈J
and the pushforward [M ]J = (pJ)][M ]; the functions {F λi,hj }i∈J give a solution for the
finite-dimensional problem with datum [M ]J , therefore SJ,j,h =
∑
i∈J F
λi,h
j λi is a holo-
morphic function with values in a finite-dimensional vector space, such that
|SJ,j,h(z)| ≤ R
where R is such that supp [M ]J ⊂ Cp ×B(0, R), B(z, r) being the ball with center z and
radius r in Span{λi}i∈J .
Now, let us take I = N and fix  > 0. By compactness, we can find I ′ ⊂ I finite and
set
V = Cp ⊕ Span{λi}i∈I′
so that d(M,V) < ; let H
′
 be the topological complement of V in H, then the projection
of M on H ′ lies in a ball of radius  around 0. Now, for any finite subset J ⊂ I such that
min J > max I ′, we have that
|SJ,j,h(z)| ≤  ,
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showing that the sequence of maps from Uj to H
′{
m∑
i=0
F λi,hj (z)λi
}
m∈I
is a Cauchy sequence with respect to the supremum norm on Uj . Therefore the limit
F hj (z) is well defined and continuous on the closure of Uj , because every element of the
sequence is.
The function F hj is holomorphic. Indeed, for any λ ∈ H ′, we write
λ =
∑
i∈I
αiλi
and
〈F hj (z), λ〉 =
∑
i∈I
αiF
λi,h
j (z) .
We now observe that∣∣∣∣∣∑
i∈I
αiF
λi,h
j (z)
∣∣∣∣∣ ≤
√∑
i∈I
|F λi,hj |2
√∑
i∈I
|αi|2 ≤ ‖λ‖H′
√∑
i∈I
|F λi,hj (z)|2∞,Uj < ‖λ‖H′‖|F
j
h |‖∞,Uj
which is finite, and this implies that the sequence of holomorphic functions{
m∑
i=0
αiF
λi,h
j
}
m∈I
converges uniformly on Uj . The limit is then holomorphic, so F
h
j is holomorphic.
The function F hj extends C1 to the boundary. By [28], there exist sets A ⊂ m and
Ai ⊂ Mλi with pi(Ai) = A, which are H2p−1−negligible and such that outside them
we have C1 regularity for suppT λi ∪Mλi and for the functions F λi,hj . Let us consider
p ∈ m ∩ Uj \A; for each i ∈ I, one of the following two cases can occur:
i. F λi,hj (p) 6∈Mλi ,
ii. F λi,hj (p) ∈Mλi .
In the former, F λi,hj extends holomorphically through p, whereas in the latter we can find
a relatively compact neighborhood V of p in m such that F λi,hj coincides on V with some
CR function f : V → Mλi . In both cases, F λi,hj is of class C1 near p. Let U be an open
set with C1 boundary in Uj such that bUj ∩ bU = V .
The restrictions of the derivatives of F hj to bUj are continuous, when we derive in a
direction tangent to TbU ; however, by the Cauchy-Riemann equations, we can control the
normal derivative with the tangential ones, therefore also the normal derivative of F hj is a
continuous function when restricted to bU .
We note that from this follows that the image of bU through one of these maps is a
compact set in H ′ and we can replicate the previous argument, obtaining that the sequence{
m∑
i=0
∂
∂zs
F λi,hj (z)λi
}
m∈I
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is a Cauchy sequence with respect to the supremum norm on U .
Therefore, the limit is continous on the closure of U , thus implying that∥∥∥∥∣∣∣∣ ∂∂zsF hj
∣∣∣∣∥∥∥∥
∞,U
< +∞ .
Moreover, on bU ∩ bUj = V , F hj coincides with f and we can cover H2p−1−almost all of
bUj with open sets where F
h
j coincides with some CR-functions realizing M as a graph.
Therefore, as M is a compact C1 manifold,∥∥∥∥∣∣∣∣ ∂∂zsF hj
∣∣∣∣∥∥∥∥
∞,bUj
< +∞
hence ∥∥∥∥∣∣∣∣ ∂∂zsF hj
∣∣∣∣∥∥∥∥
∞,Uj
< +∞ .
The current of integration on the graph of F hj has finite mass. By the previous paragraph,
there exists a constant Ch,j such that
|∇F hj (z)|2 =
∑
i∈I
|∇F λi,hj (z)|2 ≤ Ch,j for every z ∈ Uj .
It is easy to show that there exists a polinomial gp(X) such that∑
i
|ai| ≤ S < +∞ =⇒
∑
|J |=p
∏
i∈J
|ai| ≤ gp(S) < +∞ .
Therefore ∑
|J |=p
∏
i∈J
|∇F λi,hj (z)| ≤ gp(Ch,j) < +∞ for every z ∈ Uj .
We consider the (p, p)−form
ηhj (z) =
∑
|J |=p
∧
i∈J
dF λi,hj (z) ∧ dF
λi,h
j (z)
which is well-defined by the previous estimates and note that
‖ηhj ‖∞,Uj ≤ gp(Ch,j) .
Let {wi}i∈I be coordinates for the basis {λi}i∈I , i.e. wi(v) = 〈v, λi〉 for v ∈ H ′, and denote
by Th,j the (alleged) current of integration on the graph of F
h
j . Then
Th,j(1, wi1 , wi1 , . . . , wip , wi,p) =
∫
Uj
dF
λi1 ,h
j (z) ∧ dF
λi1 ,h
j (z) ∧ . . . ∧ dF
λip ,h
j (z) ∧ dF
λip ,h
j (z) .
Therefore, by Proposition 5.2.4, we have
M(Th,j) ≤ L2p(Uj)
p∑
p′=0
gp′(Ch,j) < +∞ .
We have to sum all the values from 0 to p′ because we apply the formula of Proposition
5.2.4 in H and not in H ′, so we have to consider also the p−tuples of coordinates coming
in part from Cp and in part from H ′.
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As the F hj are a finite number of functions, we can consider the metric functional of
integration on their graphs and denote it by T . T is a holomorphic p−chain in H \M , it
has finite mass and its support is contained in a product of discs, therefore it is relatively
compact in H. Moreover, for H2p−1−almost every point in M there is a neighborhood
where suppT ∪M is a C1 manifold.
This implies that T is a metric rectifiable (p, p)−current in H. We note that for
any finite-dimensional projection p : H → Cm, we have that d(p]T ) = p][M ]; it is an easy
application of Theorem 5.1.3 to show that this implies dT = [M ]. Finally, it is not difficult
to see that the map x 7→ (x, F hj (x)) is proper into H \M , which is an hilbertian manifold,
hence by Theorem 5.2.1 its image is a finite dimensional complex space in H \M . 
Everything will be ok in the end.
If it’s not ok, it’s not the end.
Anonymous
Un-conclusions
What we tried to present in the previous pages cannot honestly be called a theory of metric
currents on complex spaces: such a broad generality is far from being achieved. Instead, we
spotted some possible applications of metric currents to the complex context, highlighting
the characteristics of metric current who made these particular examples sound sensible
to us.
In order to complete this picture, many gaps need to be plugged.
On the side of the Cauchy-Riemann equation on singular spaces, we weren’t able to
tackle the problem on a general singularity. The following questions remain unanswered:
i. is there a way to obtain a structure theorem for metric currents on a general singular
space, maybe in connection with some growth conditions on the singular part? could
this help to solve the ∂ equation?
ii. can we generalize the Lp methods used for curves on a higher dimensional space?
can we use the condition given in Theorem 4.3.5 to study Cauchy-Riemann equation
in Lp on singular spaces, maybe with the aid of the representation formulas given
in [8]?
iii. is it possible to finalize the method of solution we propose for hypersurfaces?
Another interesting question is related to the study of Sobolev spaces on singular
complex spaces: can we employ the remarks made at the end of Chapter 3 to characterize
the spaces where the density hypotheses hold?
Obviously, the last chapter raises the largest number of questions, starting form the
very definition of finite-dimensional analytic set. In the characterization of holomorphic
chains, we end up considering a wider class than the one given by the usual definition;
which properties does this bigger class of spaces enjoy? Can we, at least in Hilbert spaces,
give rise to a geometrically meaningful theory with this enlarged class?
Another question is related to the problem of boundaries of holomorphic chains; we
solved the problem with a stronger hypothesis than the usual one, regarding the existence
of a projection with only transversal crossings. Can we achieve an analogue of the classical
result by Harvey and Lawson, where no mention of this requirement is made?
Finally, it would be interesting to study whether the Monge-Ampe`re equation can be
solved with respect to a current and which geometrical applications could spring from this.
There are many more doubts and questions which can be given voice, but these seems
to us, if not the most interesting, the most related to what we presented in this thesis.
As usual, the uncovered points and unanswered questions seem to be way more enter-
taining than what we already did.
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