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Abstract
We use bulge-type classifications of 809 representative SDSS galaxies by Gadotti (2009) to classify
a large sample of galaxies into real bulges (classical or elliptical) and pseudobulges using Random
Forest. We use structural and stellar population predictors that can easily be measured without image
decomposition. Multiple parameters such as the central mass density with 1 kpc, concentration index,
Se´rsic index and velocity dispersion do result in accurate bulge classifications when combined together.
We classify ∼ 44, 500 face-on galaxies above stellar mass of 1010 M and redshift 0.02 < z < 0.07 into
real bulges or pseudobulges with 93 ± 2% accuracy. We show that ∼ 75 − 90% of AGNs identified
by the optical line ratio diagnostic are hosted by real bulges. The pseudobulge fraction significantly
decreases with AGN signature as the line ratios change from indicating pure star formation (∼ 54± 4
%), to composite of star formation and AGN (∼ 18±3%), and to AGN-dominated galaxies (∼ 5±3%).
Using the dust-corrected [O III] luminosity as an AGN accretion indicator, and the stellar mass and
radius as proxies for a black hole mass, we find that AGNs in real bulges have lower Eddington ratios
than AGNs in pseudobulges. Real bulges have a wide range of AGN and star formation activities,
although most of them are weak AGNs. For both bulge-types, their Eddington ratios are correlated
with specific star formation rates (SSFR). Real bulges have lower specific accretion rate but higher
AGN fraction than pseudobulges do at similar SSFRs.
Key words: galaxies: bulges, galaxies: active, galaxies: nuclei, galaxies: star formation, galaxies:
evolution, galaxies: statistics
1. INTRODUCTION
The disk component of a galaxy is well described by an
exponential surface brightness profile. A bulge is a high-
density central structure that is brighter than the inward
extrapolation of the exponential disk profile (e.g., Free-
man 1970; Fisher & Drory 2016), and it is not associated
with a bar. Bulges can be identified using bulge-disk
image decomposition techniques (e.g., Allen et al. 2006;
Gadotti 2009; Weinzirl et al. 2009; Simard et al. 2011).
These techniques may be prone to large uncertainties
and give rise to differences in bulge-type classification
among different authors. Some authors have put con-
siderable efforts into producing more accurate results,
for example, by adding bars in the image decomposition
(Gadotti 2009; Weinzirl et al. 2009).
Bulges have been roughly classified into two cate-
gories: pseudobulges and classical bulges (see review by
Kormendy & Kennicutt 2004; Fisher & Drory 2016).
There is no single ideal way of defining these two cat-
egories. In general, compared to classical bulges, pseu-
dobulges are more rotation-dominated, have less con-
centrated surface brightness profiles, and tend to show
younger stellar populations and ongoing star formation.
Pseudobulge comprises two distinct stellar structures:
box-peanut (BP) bulges and disc-like bulges (or inner
discs). BP bulges are the inner parts of bars that grow
out of the disc plane, whereas inner discs are built from
gas inflow to the center and subsequent star formation
(Athanassoula 2005). In this study, we refer to both
types as pseudobulges. The empirical evidence that
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there is more than one type of bulge may reflect different
mechanisms of bulge formation and galaxy evolution.
Currently, the mechanisms proposed for build-up of
bulges include galaxy mergers (e.g., Toomre & Toomre
1972; Hopkins et al. 2009, 2010), slow secular evolutions
such as bars (Kormendy & Kennicutt 2004), and vi-
olent clumpy disk instabilities (e.g., Elmegreen et al.
2008; Dekel et al. 2009; Inoue & Saitoh 2012; Bour-
naud 2016). Although our current theoretical under-
standing of bulges is incomplete (for theoretical review
of bulge formation see Brooks & Christensen 2016),
the common view is that classical bulges are formed
mainly by dissipative mergers of galaxies, while pseu-
dobulges are formed by disk related secular processes
internal to galaxies. Some pseudobulges may also orig-
inate from mergers or non-secular (rapid) dynamical
processes (e.g., Keselman & Nusser 2012; Guedes et al.
2013).
Current models for bulge formation based on ΛCDM
hierarchical build-up of structure are challenged even
with existing empirical bulge classification based on
small local samples (Weinzirl et al. 2009; Peebles &
Nusser 2010; Kormendy et al. 2010; Fisher & Drory
2011). In the models, major mergers are ubiquitous
and readily produce classical bulges (Somerville & Dave´
2015; Brooks & Christensen 2016). But fewer classical
bulges are observed than predicted by the models. Hop-
kins et al. (2009) found that including the effects of gas
properly in mergers leads to better agreement, and as a
result less galaxies are predicted to be bulge-dominated.
Porter et al. (2014), however, found that including a disk
instability mechanism for spheroid formation, tuned to
reproduce the abundances of spheroid-dominated galax-
ies, underpredicts the fraction of observed discs with
small bulges (B/T < 0.2, Weinzirl et al. 2009).
Kormendy et al. (2010) studied nearby giant field
galaxies with circular velocity vcirc > 150 km s
−1 within
8 Mpc of our Galaxy. They found that at least 11 out
of 19 galaxies show no evidence for classical bulges. Al-
most all of the classical bulges that they identified are
smaller than those of typical simulated galaxies. Only
four of the giant galaxies are ellipticals or have classi-
cal bulges that contribute about a third of their total
mass. If galaxy mergers are expected to happen fre-
quently and pseudobulges are not primarily produced
by mergers, Kormendy et al. (2010) argued that most of
these giant galaxies would have classical bulges.
Fisher & Drory (2011) studied bulge-types in a
volume-limited sample within 11 Mpc using Spitzer
3.6 µm and Hubble Space Telescope (HST) data. They
found that whether counting by number, mass, or star
formation, the dominant galaxy types in the local uni-
verse are pseudobulges or bulgeless galaxies. They
showed that these galaxies account for over 80% of
galaxies above a stellar mass of 109 M. The frequency
of bulge-types strongly depends on galaxy mass. Bul-
geless and pseudobulge galaxies are the most frequent
types below stellar mass of 1010 M. Majority of their
galaxies above 1010.5 M are either ellipticals or classical
bulges.
Using ∼ 100− 300 galaxies with HST imaging, Fisher
& Drory (2008, 2010, 2016) showed that the bulge Se´rsic
indices, nb, is bimodal, and this bimodality correlates
with the morphology of the bulge. About 90% of their
pseudobulges have nb < 2, and similar percentage of
classical bulges have nb > 2. Therefore, nb < 2 is a
good, albeit imperfect, criterion to separate pseudob-
ulges from classical bulges and elliptical galaxies when
a high quality imaging is available. The nb measure-
ments are uncertain by about 0.5 in low resolution im-
ages (Gadotti 2009). The physical basis for the nb = 2
threshold is not well understood.
Gadotti (2009) studied structural properties of a
larger sample of about 1000 galaxies from the Sloan
Digital Sky Survey (SDSS). He argued that, while nb
can be used to distinguish pseudobulges from classical
bulges, a more reliable (for low resolution imaging),
and physically motivated, separation can be made using
the Kormendy relation (see also Neumann et al. 2017).
He defined pseudobulges as galaxies that lie 3σ below
this linear relation of the mean effective bulge surface
brightness and the effective radius of the ellipticals.
This definition was criticized by Fisher & Drory (2016),
who showed that a significant population of their bright
pseudobulges with nb < 2 lie on the Kormendy rela-
tion. Since there is no single ideal way of identifying
bulge-types, Fisher & Drory (2016) and Neumann et al.
(2017) called for a comprehensive approach that com-
bines multiple indicators. Nevertheless, after carefully
decomposing the SDSS multiband images into bulge,
disc, and bar components, Gadotti (2009) showed that
the Petrosian concentration index is a better proxy for
the bulge-to-total ratio than the global Se´rsic index. He
also found that that 32% of the total stellar mass in
massive galaxies (> 1010 M) at redshift z < 0.07 is
contained in ellipticals, 36% in discs, 25% in classical
bulges, and 3% in pseudobulges.
By comparing with Gadotti (2009)’s bulge classifica-
tion, Luo et al. (2019) study the relationship of the
central mass density within 1 kpc (Σ1) to the nature
of bulges using a large sample from the SDSS. They
find that the residual of Σ1 after the mass trend is re-
moved can be used to separate pseudobulges from clas-
sical bulges. In addition, they argue that the non-linear
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relation between Σ1 and the star formation rate may ex-
plain the discrepancies between bulge indicators in pre-
vious studies. They note the existence of a population
of galaxies with high central densities which are classi-
fied structurally as classical bulges but have high star
formation rates, like pseudobulges.
In this paper, we combine multiple bulge indicators,
including Σ1 and concentration index, using Random
Forest machine learning algorithm. We accurately pre-
dict whether a galaxy has a pseudobulge or a real bulge
using the Gadotti (2009)’s sample to train the algorithm.
We use structural and stellar population predictors that
can easily be measured without resorting to careful im-
age decomposition employed in the training sample. We
aim to demonstrate that machine learning is useful in
classifying bulge-types of much larger samples of galax-
ies, and it can accurately recover existing definition of
bulge-types. The machine classification provides better
statistics for checking the consistency of ΛCDM hier-
archical clustering theory of galaxy formation with ob-
served pseudobulge frequencies based on a large sample
of galaxies. In addition, as a demonstration of the kind
of new science that this new approach enables, we study
the connection between AGN optical line ratios and the
pseudobulge fraction, and whether AGNs in pseudob-
ulges have different accretion luminosities than those of
AGNs in real bulges.
The paper is structured as as follows: section 2 de-
scribes the SDSS data, and the methods used in the
paper. Section 3 presents the results. Section 4 presents
general discussions and implications. The main conclu-
sions and the summary of the results are presented in
Section 5. A cosmology with Ωm = 0.27,ΩΛ = 0.73, and
H0 = 70 km s
−1 Mpc−1 is assumed.
2. DATA AND METHOD
2.1. Collating stellar and structural parameters
We use the Sloan Digital Sky Survey (SDSS York et al.
2000; Alam et al. 2015). The publicly available Catalog
Archive Server (CAS)1 is used to retrieve and collate
some of the measurements used in this work (e.g., stel-
lar masses, star formation rates, WISE flux ratios, and
spectral indices). These data are supplemented with
structural parameters (Se´rsic index, and ellipticity/axial
ratio) derived from a single Se´rsic fits, given in Table 3
of Simard et al. (2011).
We also use the central stellar mass surface density
within 1 kpc, Σ1, and the half-mass radius measured
by Woo & Ellison (2019). Both of these quantities are
computed from the extinction-corrected ugriz surface
1 http://skyserver.sdss.org/casjobs/
brightness profiles. To compute the stellar mass profiles,
the ugriz SEDs within each profile bin were fitted with
synthetic SEDs from the PEGASE 2 (Fioc & Rocca-
Volmerange 1999) stellar population synthesis code to
obtain a best-fitting r-band mass to light ratio. Σ1 is
then computed by interpolating the cumulative stellar
mass profile to 1 kpc. Similarly, the half-mass radius is
obtained by interpolating the cumulative mass profile to
the radius that contains half the total mass. This total
mass is also computed by SED fitting the object’s to-
tal ugriz (Petrosian) magnitudes (k-corrected using the
code of Blanton & Roweis (2007)). For more details, see
Woo & Ellison (2019).
We define global effective mass density as Σ =
M?/(2piR
2
1/2), where M? is the total stellar mass, and
R1/2 is the half-mass radius computed from the mass
profile. The concentration index is defined as the ratio of
90% Petrosian r-band light radius to 50% Petrosian ra-
dius, Cr = R90/R50. The 12 predictors we use to train
the Random Forest algorithm are: Σ1, Cr, global Σ,
global Se´rsic index, the 4000A˚ break index (Dn(4000)),
Hδ absorption equivalent width, Lick Mgb index, the
WISE 12µm flux to 4.6µm flux ratio (log f12/f4.6),
the fiber velocity dispersion (σ), the total stellar mass,
the fiber stellar mass, and the total star formation
rate (SFR). Due to the limited resolution of the SDSS
images, the Σ1 measurements are reliable only below
z < 0.075 (Fang et al. 2013). Furthermore, because the
SDSS fiber encloses larger areas of galaxies with red-
shift, the fiber stellar mass, velocity dispersion and the
spectral indices may change significantly with redshift.
For these reasons and for the fact that the training sam-
ple has z < 0.07, it is not advisable to apply our bulge
classification technique to SDSS data beyond z > 0.07.
We exclude type 1 AGN from our sample. We include
only type 2 AGNs by restricting the Balmer lines to have
velocity dispersion less than 300 km s−1 (Oh et al. 2015).
For these objects the AGN has no significant effect on
the measurements of the host galaxy properties. Table 1
summarizes the sample selection.
2.2. Training and test sample
We use Gadotti (2009)’s sample as training and test
datasets. This volume-limited sample was selected from
SDSS DR2, applying the following criteria: 1) redshift
0.02 < z < 0.07. 2) stellar mass above 1010 M. 3) axial
ratio b/a ≥ 0.9. After accounting for the effects of the
axial ratio cut, Gadotti (2009) argued that this sample
is fairly representative of massive galaxies and AGNs in
the local universe. We use 809 galaxies (∼ 86%) in his
sample, which have measurements of all 12 predictors
used by Random Forest. We use 647 galaxies for training
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Table 1. Sample selection
Cut description Criterion Number of galaxies Sample name
Redshift limit z = 0.02− 0.07 156,229†
Mass limit logM(M) = 10− 12 80,960 Main sample
Face-on (ellipticity cut) e = 1− b/a < 0.5 49,390
Not Broad line AGN Balmer line width σ < 300 km s−1 44,491
BPT line ratios S/N > 2 for the four emission lines 32,839
AGN Above Kewley et al. (2001) curve 10,949 All AGNs
LINER AGN and below Schawinski et al. (2007) line 8,182 LINER AGNs or LINERs
Seyfert AGN and above Schawinski et al. (2007) line 2,747 Seyfert AGNs or Seyferts
Composite Between Kauffmann et al. (2003)’s & 9,341 AGN+SF composites or composites
Kewley et al. (2001)’s curves
star-forming Below Kauffmann et al. (2003)’s curve 12,649 Star-forming (SF)
z = 0.02− 0.07
Gadotti (2009)’s cuts logM (M) = 10− 12
e = 1− b/a < 0.1 809† Gadotti (2009)’s sample
80% of Gadotti (2009)’s sample 647 Training sample
20% of Gadotti (2009)’s sample 162 Test sample
Note—† After matching all the catalogs used in this paper (§2.1).
and validating the Random Forest algorithm and 162
galaxies for testing the algorithm. In our prediction of
the bulge-types, we restrict the whole SDSS sample to
the same redshift and mass ranges but we consider face-
on galaxies with b/a > 0.5.
Gadotti (2009) defined pseudobulges as galaxies that
lie 3σ below the Kormendy relation of the ellipticals. A
complementary approach is to use bulge Se´rsic indices
nb < 2 to define pseudobulges (Fisher & Drory 2016).
But measuring nb accurately may require high quality
data. There is not a large sample of high resolution
Fisher-Drory type sample for the SDSS. We choose to
adopt Gadotti (2009)’s original classification. We will
discuss the sensitivity of our main results if we adopt
the classification based on nb instead.
2.3. Random Forest
Random Forest (RF) is a supervised machine learning
algorithm (Breiman 2001). It grows an ensemble of clas-
sification (or regression) trees on bootstrapped training
subsets of categorical (or continuous) datasets, and ag-
gregates the classifications of the bootstrapped trees to
improve the prediction accuracy and avoid over-fitting
(i.e., learning complex patterns from simply generated
but noisy data). When used for a classification, RF uses
class votes or probabilistic predictions from each tree,
and assigns a final class using a majority vote or a mean
class probability of the trees in the forests. The RF al-
gorithm further improves the variance of the predictions
by randomly choosing maximum of m out of p predic-
tors (m = 5 and p = 12 in our case) and picking the
best variable among the m predictors to split a node
into two during a tree-growing process. The random-
ized selection of predictors at each split decorrelates the
bootstrapped trees, thereby reducing the variance of a
prediction and making it more reliable.
We use the Python scikit-learn library to imple-
ment RF (Pedregosa et al. 2011). Using a ten fold cross-
validation, we select the best hyper-parameters of the
algorithm shown in bold from the sets: n estimators:
[50, 100, 200, 300, 500], max depth: [None, 2, 3,
4, 5], min samples leaf: [6, 8, 10, 12, 14, 16], and
max features: [3, 4, 5]. This means that the best
model grows 300 different trees. Each tree is grown by
considering a maximum of 5 out of the 12 variables ran-
domly to best split a node using the Gini impurity cri-
terion until all leaves with more than twelve samples are
pure or they reach the minimum sample of twelve. The
scikit-learn implementation of RF combines classi-
fiers by averaging their probabilistic predictions, and the
final predicted class is the one with highest mean prob-
ability. For illustrative purpose, Figure 1 shows a single
decision tree for the training sample.
2.4. Error estimate of the pseudobulge fraction
Rahardja & Yang (2015) developed easy-to-implement
maximum likelihood point and interval estimators for
the true binomial proportion parameter using a double-
sampling scheme. In this scheme, a small special sample
of galaxies, for example, is classified by an infallible clas-
sifier (careful bulge-disk decomposition), but a fallible
classifier (Random Forest) is only available to practically
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Figure 1. An example decision tree for the training sample. A Random Forest is constructed by averaging a multitude of such decision
trees. On a given node (box), the split criterion, the Gini index (a tree splitting metric), the sample size prior to a split, the number of
galaxies in the two classes after the given split criteria, and the dominant class are shown. For example, in the root node (at the very top),
the whole training sample (647) is divided in to real bulges (499) and pseudobulges (148) using a central mass density within 1 kpc, log Σ1,
threshold of 9.2 M kpc−2 with the Gini index of 0.4. This index is zero when all galaxies satisfying a given criterion belong to the same
class. Blue indicates a pseudobulge node and orange indicates a real bulge node. The darker the color, the less contaminated a given node
is.
classify a large main sample of galaxies with some mis-
classification errors. The special and main sample need
to be independent, and the observed number of objects
classified by the fallible classifier is assumed to follow
a binomial distribution. We use 20% of the Gadotti
(2009)’s sample as a test set to assess how well Random
Forest recovers his classification, and to estimate the
corresponding predicted mean pseudobulge fraction and
the 95% modified Wald confidence interval (Rahardja &
Yang 2015). We construct a main sample that does not
contain the test sample, and applied Random Forest to
both samples.
2.5. Dust correction
To use O III 5007 luminosity as an AGN accretion
indicator, with the dust attenuation correction based on
the Hα/Hβ ratio and the emission-line extinction curve
given below (Charlot & Fall 2000; Wild et al. 2011; Yesuf
et al. 2014). If the observed Hα/Hβ ratio of an AGN
is less than 3.1 (e.g., Ferland & Netzer 1983; Gaskell &
Ferland 1984), its O III luminosity is not dust-corrected.
Qλ = 0.6 (λ/5500)
−1.3 + 0.4 (λ/5500)−0.7 (1)
The optical depth at 5007A˚ relative to the V band is
:
τ5007 = τVQ5007 (2)
τV = 0.921× 2.5
(Q4861 −Q6563) × log
Hα/Hβ
3.1
(3)
The dust corrected (dc) O III luminosity is:
LO3,dc = LO3 × 100.4×1.086τ5007 (4)
3. RESULTS
This section presents the pseudobulge frequencies of
AGN and star-forming non-AGN galaxies, and the ac-
cretion properties of AGN in pseudobulges and real
bulges. The AGN class includes both Seyferts and LIN-
ERs.
3.1. Classifying bulge-types with Random Forest
We classify ∼ 44, 500 face-on (axis ratio b/a > 0.5)
SDSS galaxies above 1010 M and at z < 0.07 into real
bulges or pseudobulges with ∼ 93 ± 2% training accu-
racy, and 96% test accuracy using a Random Forest algo-
rithm, remarkably with only 647 galaxies as our training
sample (Gadotti 2009). The training accuracy is esti-
mated by a ten fold cross-validation. To estimate the
testing accuracy, 162 galaxies (20% of Gadotti (2009)’s
sample) are used after the algorithm is trained with 80%
of the sample. The Random Forest algorithm correctly
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Figure 2. Images of random galaxies from the training sample (Gadotti 2009) correctly classified by the Random Forest algorithm. The
top three rows are real bulges and the bottom two rows are pseudobulges.
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Figure 3. Few galaxies from Gadotti (2009)’s sample that Random Forest classified as pseudobulges but Gadotti (2009) classified as real
bulges.
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Figure 4. Few galaxies from Gadotti (2009)’s sample that Random Forest classified as real bulges but Gadotti (2009) classified as
pseudobulges.
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classifies 124 galaxies as real bulges and 32 galaxies as
pseudobulges. It misclassified 4 galaxies as real bulges
and 2 as pseudobulges. Thus, the precision and recall
for the real bulge sample are ∼ 97% and ∼ 98% re-
spectively while the true negative rate (for pseudobulge
sample) is ∼ 89%. Figure 2, 3, and 4 show example
images of galaxies from Gadotti (2009)’s sample which
are correctly classified or are misclassified by the Ran-
dom Forest. We use structural and stellar population
predictors that can easily be measured without resort-
ing to careful bulge+bar+disc decomposition. With the
advent of larger training samples based on high resolu-
tion galaxy images from future surveys, machine-based
classification will likely be the most reliable and feasible
approach to study bulge-types of large samples (& 104)
of galaxies.
Figure 5 compares the bulge-types of Gadotti (2009)’s
sample and our predicted types in the parameter spaces
that the RF algorithm identifies as important. The cen-
tral mass density within 1 kpc, Σ1, the concentration
index, and the global Se´rsic index are among the im-
portant parameters for predicting bulge-types. The left
panels show Gadotti (2009)’s sample and the right pan-
els show the predicted bulge-types by the RF algorithm
for a large SDSS sample. The blue points are pseudob-
ulges and the orange points are real bulges. This dis-
tinction is based on Gadotti’s classes, which are based
on deviations from the Kormendy relation for bulges,
as described in Section 1. The figure shows that the
algorithm maps the bulge-types well from the training
sample to the predicted sample.
3.2. The weight of Σ1 in predicting bulge-types
The central density within 1 kpc, Σ1, is one of the
best predictors of star formation quenching (e.g., Fang
et al. 2013; van Dokkum et al. 2014; Woo et al. 2015;
Barro et al. 2017), and may be linked to the properties of
supermassive black holes (Chen et al. in prep.). Based
on our analysis, there is a suggestive evidence that the
central mass density within 1 kpc, Σ1 is a useful quantity
in predicting bulge-types (Figure 5) and it may have
comparable usefulness as the Se´rsic and concentration
indices (see also Luo et al. 2019).
Figure 6 shows the variable importance for predicting
the two bulge classes, as defined by Gadotti (2009). Our
machine based classification has the advantage of com-
bining multiple important parameters. The top three
predictors in decreasing importance are the central mass
density within 1 kpc, Σ1, the concentration index and
the global Se´rsic index. Note that the importance of
the variables is marginally constrained (∼ 1σ). The er-
ror of the feature importance for a parameter can be
computed from the standard deviation of its importance
across all trees in the forest. A larger training sample
is needed to accurately rank the variables. When future
high resolution data on nearby galaxies are available,
the importance of Σ1 in bulge-type classification should
be revisited.
3.3. Comparing the pseudobulge fractions in AGNs
star-forming galaxies
Figure 7 shows the [O III]/Hβ versus [N II]/Hα line
ratios (Baldwin et al. 1981). This line ratio diagram
(also known as the BPT diagram) distinguishes between
emission lines from H II regions and AGNs. AGN-
dominated galaxies have larger ratios in both axes and
occupy the upper right part of the diagram, while star-
forming galaxies occupy the lower left. The solid black
curve demarcates the theoretical boundary for extreme
starbursts, and galaxies above the curve are inconsis-
tent with starbursts and likely host AGNs (Kewley et al.
2001). The dashed curve demarcates the empirical lower
boundary for AGNs (Kauffmann et al. 2003). Objects
below this curve are likely star-forming galaxies without
AGNs. Galaxies between the two curves are mostly com-
posites of star formation and AGN. The blue points in
the left panel of Figure 7 are pseudobulges predicted by
the Random Forest algorithm, while the orange points
in the right panel are real bulges (classical bulges or el-
liptical galaxies). All four emission lines of a galaxy are
required to be > 2σ for a galaxy to be plotted on the
figure.
We compute the pseudobulge fraction in the star-
forming, AGN+SF composite, and AGN regions of the
line ratio diagram as the number of pseudobulges in a
given region divided the total number of galaxies in that
region. Table 2 and Figure 8 present the mean frac-
tions and the 95% confidence intervals (CI) in different
regions. For the total sample shown in Figure 7, the
pseudobulge fractions significantly decrease from 54%
(CI: 50–58%) in the star-forming region to 18% (CI: 15–
21%) in the composite region and to 5% (CI: 3–8%)
in the AGN region. Since the pseudobulge fraction is
known to depend strongly on stellar mass (Fisher &
Drory 2010), we divide the sample into low and high
mass using log M (M) = 10.5 as a threshold. The pseu-
dobulge fractions are significantly lower in AGNs than
in star-forming galaxies both at high and low masses.
At log M (M) = 10− 10.5, the fraction decreases from
63% (CI: 58–67%) in star-forming galaxies to 11% (CI:
9–14%) in AGNs. Likewise, at log M (M) = 10.5− 12,
it decreases from 21% (CI: 18–24%) to 3% (CI: 2–6%).
Composite galaxies also have significantly lower pseu-
10 Yesuf et al.
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Figure 5. The bulge-types of Gadotti (2009)’s sample (left), and the predicted types by Random Forest (RF, right). The central mass
density within 1 kpc, Σ1, the Se´rsic index, and the concentration index are among important parameters suggested by the algorithm. The
RF classification maps well the bulge-types from the training sample to the predicted sample. Note that the classification boundaries are
not just vertical or horizontal lines, and that the two bulge-types overlap near the boundary in a given figure, indicating that combining
multiple parameters is useful in cleanly separating the two bulge-types.
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Figure 6. The importance of galaxy properties, according to
Random Forest, for predicting bulge-types defined on the basis of
the Kormendy relation (Gadotti 2009). The RF algorithm hints
that the central central mass density within 1 kpc, Σ1, is at least as
important as concentration and Se´rsic indices in predicting bulge-
types. However, the precise rank of these predictors is not well
determined (∼ 1σ) based on the current training data.
dobulge fractions than do star-forming galaxies in the
two mass ranges.
Low ionization emission line regions (LINERs) may
have a stellar origin, and some of them may not be weak
AGNs, especially if their Hα equivalent width is less
than 3A˚ (Cid Fernandes et al. 2011). We, thus, further
divide our AGN sample into LINERs and Seyferts us-
ing the dotted line in Figure 7 (Schawinski et al. 2007).
Table 3 presents pseudobulge fractions after restricting
the AGN and star-forming samples to have Hα > 3A˚.
The pseudobulge fractions are still lower (∼ 3×) in both
Seyferts and LINERs than in star-forming galaxies after
the Hα cut.
Furthermore, the pseudobulge fractions computed
above do not change significantly if we instead require
the four emission lines to be detected at > 3σ or > 1σ
or if we remove the signal-to-noise cut. Generally, real
bulges have low SFR and weak AGN; their emission
lines have lower signal-to-noise ratios than those of
pseudobulges. For example, unlike real bulges, most
pseudobulges have signal-to-noise ratios of Hβ emission-
line greater than 5. The signal-to-noise distributions of
the [O III] emission-line for the two bulge-types are
similar. Less stringent signal-to-noise cut increases the
AGN fraction in real bulges and helps strengthen the
conclusion that AGNs are more common in real bulges
than in pseudobulges. The fact that the pseudobulge
fraction is only ∼ 20% in the composite region of the
BPT diagram also suggests that the dilution of the AGN
signature by the star formation in pseudobulges is not
a significant effect to change this conclusion.
Moreover, we split our sample into high and low red-
shifts bins and compute the pseudobulge fractions in
AGN, composite and star-forming galaxies. The results
of this analysis are presented in Table 4. We observe
a noticeable decrease in the pseudobulge fractions in
AGN and composite galaxies of ∼ 5% as the fiber di-
ameter increases from ∼ 1.2− 1.8 kpc (z = 0.02− 0.03)
to ∼ 3.5 − 4.0 kpc (z = 0.06 − 0.07). Perhaps this
change is because, with increasing redshift, the SDSS
fiber encloses more circum-nuclear area, and star for-
mation from this area dilutes the AGN signature. The
fiber effect, nevertheless, does not change our conclusion
that a large majority (& 75%) of AGNs are hosted by
galaxies with real bulges.
Recently, Agostino & Salim (2019) assessed the reli-
ability of the BPT diagram to identify galaxies hosting
AGN by using 332 X-ray AGNs that have all four BPT
emission lines detected at > 2σ. Only 34 out of the
332 X-ray AGNs were found within the star-forming re-
gion of the BPT diagram. The authors did not find that
the star formation dilution can satisfactorily explain the
apparent misclassification of these X-ray AGNs. On the
other hand, the BPT diagram cannot classify about 40%
of all X-ray AGNs with very weak emission lines and do
not satisfy the signal to noise requirement. The authors
pointed out that these galaxies tend to also have very
low specific star formation rates. According to the au-
thors, the most likely explanation for the X-ray AGNs
found in the star-forming region of the BPT diagram
is that they have intrinsically weak AGN lines, and are
only classifiable by the BPT diagram when they have
high SSFRs. If this is the case, the BPT is likely to mis-
classify or unable to classify preferentially real bulges
more than pseudobulges as the latter tend to have higher
SSFRs and accretion luminosities (more on this point in
the next section). The dominant bulge-type in AGNs
and composite galaxies is a real bulge, and adding 10%
to the pseudobulge fraction, for the failure of the BPT
diagram when it can be used, does not explain away the
strong preference of AGNs for real bulge hosts.
3.4. Comparing accretion properties of black holes in
real bulges and pseudobulges
Figure 9a shows the distributions of dust-corrected
[O III] 5007A˚ luminosities (log LO3,dc[L]) for AGNs
which are pseudobulges (blue) and real bulges (orange).
The [O III] 5007A˚ luminosity is known to correlate
with the hard X-ray luminosity and is a good proxy
for the accretion luminosity (Heckman et al. 2004). The
Kolmogorov-Smirnov (KS) test shows that the null hy-
pothesis that the [O III] distributions of pseudobulges
and real bulges are the same can be rejected at > 5σ
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Figure 7. Emission-line ratio AGN diagnostic for the pseudobulges (left) and real bulges (right) whose four emission lines have S/N > 2.
The solid curve denotes the theoretical boundary for strong starbursts (Kewley et al. 2001), while the dashed curve denotes the empirical
boundary of pure star-forming galaxies (Kauffmann et al. 2003). Galaxies between the two curves have both star formation and AGN. The
dotted line in the AGN region splits the AGNs into Seyferts and LINERs (Schawinski et al. 2007). The fraction of galaxies with real bulges
is higher when they host AGN, indicating a link between AGN triggering and bulge growth.
Table 2. The pseudobulge fraction of AGN and star-forming galaxies for bulge-types defined according to Gadotti (2009).
The AGN class includes both Seyferts and LINERs.
Mass All AGN Seyfert AGN AGN+SF Composite Star-forming (SF) All
logM = 10− 10.5 0.11 (0.09, 0.14) 0.14 (0.11, 0.17) 0.27 (0.24, 0.31) 0.63 (0.58, 0.67) 0.34 (0.31, 0.38)
logM = 10.5− 12 0.03 (0.02, 0.06) 0.06 (0.04, 0.09) 0.07 (0.05, 0.10) 0.21 (0.18, 0.24) 0.06 (0.04, 0.08)
All 0.05 (0.03, 0.08) 0.09 (0.07, 0.12) 0.18 (0.15, 0.21) 0.54 (0.50, 0.58) 0.21 (0.18, 0.24)
Note—The numbers in the parentheses are the 95% confidence intervals.
Table 3. The pseudobulge fraction with Hα equivalent width cut for bulge-types defined according to Gadotti (2009).
Mass All AGN (Hα > 3A˚) Seyfert (Hα > 3A˚) Seyfert (Hα > 6A˚) LINER (Hα > 3A˚) SF (Hα > 3A˚)
logM = 10− 10.5 0.22 (0.18, 0.26) 0.23 (0.19, 0.27) 0.23 (0.19, 0.28) 0.20 (0.16, 0.25) 0.63 (0.59, 0.68)
logM = 10.5− 12 0.06 (0.04, 0.09) 0.08 (0.06, 0.12) 0.09 (0.06, 0.13) 0.07 (0.05, 0.11) 0.21 (0.18, 0.24)
All 0.12 (0.10, 0.15) 0.15 (0.12, 0.18) 0.15 (0.12, 0.19) 0.10 (0.08, 0.13) 0.55 (0.51, 0.59)
Note—According to Cid Fernandes et al. (2011), photoionization by old stellar populations may explain weak Hα < 3A˚ emission
without invoking AGN. They consider an AGN to be a Seyfert (a strong AGN) if it has Hα > 6A˚.
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Figure 8. The mean pseudobulge fractions and the 95% confi-
dence intervals for a large sample of SDSS galaxies. The sample is
split into low (log M (M) < 10.5, cyan), and high stellar masses
(log M (M) > 10.5, red) or/and into different regions of the BPT
emission-line ratio diagram as shown in Figure 7. The galaxies
plotted on the bottom panel are restricted to have Hα > 3A˚ to
minimize contamination from LINER-like fake AGNs (Cid Fer-
nandes et al. 2011).
(the KS statistic, D, the maximum difference, is 0.2 and
p value≈ 0). The 16, 50, and 84 percentiles of log LO3,dc
of pseudobulge AGNs are 5.3, 6.1, and 6.9 respectively.
The corresponding percentiles for AGNs with real bulges
are 5.5, 5.9, and 6.6. The [O III] distributions are also
different at > 5σ level before the dust-correction for the
two bulge-types (D = 0.2, p value ≈ 0).
Figure 9b displays the distributions of black hole
mass estimates (logMBH[M]). The black hole masses
are estimated from stellar masses (M?) and half-
mass radii (R1/2) of the host galaxies using the black
hole mass fundamental plane relation (van den Bosch
2016), logMBH[M] = 7.48 + 2.91 log
(
M?
1011M
)
−
2.77 log
(
R1/2
5kpc
)
. The distribution of logMBH(M) of
pseudobulge AGNs are significantly shifted toward lower
black hole masses compared to that of real bulges. The
16, 50, 84 percentiles of log MBH for AGNs with pseu-
dobulges are 5.7, 6.4 and 7.0 respectively while those
with real bulges are 7.0, 7.9, and 8.7 respectively. KS
test indicates that the black hole mass estimates of the
two bulge-types are significantly different (D = 0.7, p
value ≈ 0).
Figure 9c shows the specific black hole accretion,
log λBH, which is the bolometric luminosity divided by
the Eddington luminosity, LEdd. Thus, estimating the
bolometric luminosity from the [O III] luminosity with a
bolometric correction of BC = 600 (Kauffmann & Heck-
man 2009) gives log λBH = logLO3+logBC−logLEdd =
logLO3 + logBC − logMBH − log
(
3.2× 104). The av-
erage log λBH of AGNs in real bulges is much smaller
than those of AGNs in pseudobulges. The 16, 50, 84
percentiles of log λBH for the pseudobulges are -3.1, -
1.9 and -0.8 respectively while they are -4.5, -3.6, and
-2.5 respectively for real bulge AGN hosts. The log λBH
distributions for the two population are significantly dif-
ferent (> 5σ) according to the KS test (D = 0.5 and p
value ≈ 0).
It is known that the logLO3/MBH is correlated with
specific star formation rate (e.g., Kauffmann et al. 2007;
Netzer 2009). More star-forming and gas rich galax-
ies have more black hole accretion. Figure 9d depicts
the WISE 12µm flux to 4.6µm flux ratio, log f12/f4.6,
distribution. This ratio is a good proxy for SSFR in
both star-forming galaxies and AGNs (Donoso et al.
2012). It also correlates strongly with molecular gas
contents of galaxies (Yesuf et al. 2017). The distribution
of log f12/f4.6 for AGNs in real bulges is shifted toward
lower values (lower SSFR and gas fraction) than that of
AGNs in pseudobulges. The 16, 50, and 84 percentiles of
log f12/f4.6 for AGNs in real bulges are -0.44, -0.16 and
0.23 respectively while those in pseudobulges are 0.06,
0.38, and 0.61. These numbers may be converted to
mean molecular gas to stellar mass ratios assuming the
relation log fH2 = 1.13 log f12/f4.6−1.8 for all galaxies in
the COLD GASS survey (Yesuf et al. 2017; Saintonge
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Figure 9. The normalized distributions of dust-corrected O III luminosities, black hole masses, Eddington ratios (∝ O III luminosity per
black hole mass), and WISE 12µm flux to 4.6µm flux ratio (∝ gas fraction and specific star formation rate) for all AGNs in real bulge or
pseudobulge host galaxies. All distributions are significantly different for the two bulge-types. The fits are kernel density estimates, done
using Seaborn package.
et al. 2011). For example, log f12/f4.6 = −0.16 corre-
sponds to fH2 of ∼ 0.01 and log f12/f4.6 = 0.38 corre-
sponds to fH2 of ∼ 0.04. The distributions presented
in Figure 9 for the two bulge-types are also significantly
different if we restrict the AGN sample to Seyfert AGNs
only.
Figure 10 shows the relationship between log f12/f4.6
or Dn(4000) index and log λBH for AGNs color-coded
by the two bulge-types. The top panels show the re-
lation for all AGNs while the bottom panels show the
relation for Seyfert AGNs only. The two quantities are
correlated/anti-correlated for the AGN samples (the
Pearson correlation coefficient is ∼ 0.6). AGNs hosted
by real bulges have a wide range of log f12/f4.6, stellar
age and λBH. Most of them have low log f12/f4.6 ra-
tios, high Dn(4000), and low specific accretion rates,
but some of them are still young and star-forming
and have high specific accretion rates. AGNs hosted
by pseudobulges have higher star formation rates and
higher λBH. A simple linear regression analysis indi-
cates that the mean relation between log f12/f4.6 or
Dn(4000) and log λBH is different for the two bulge-
types. Except at high log f12/f4.6 or low Dn(4000) for
Seyferts, AGNs in pseudobulges have higher log λBH
than those in real bulges. We choose to plot directly
observed quantities, log f12/f4.6 and Dn(4000), because
the inferred star formation rates are very uncertain.
Nevertheless, using the SSFR measurements provided
by the SDSS pipeline (Brinchmann et al. 2004), we
find that SSFR is also correlated with log λBH. The
mean relation for all AGNs is described by the lin-
ear regression fit log λBH = 9.0 ± 0.2 + 1{P}(−3.4 ±
0.8) + [1.06± 0.01 + 1{P}(−0.36± 0.07)] SSFR, where
the indictor function 1{P} is one if an AGN belongs
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Figure 10. The correlation between the WISE flux ratio, log f12/f4.6, or 4000 A˚ break and the specific black hole accretion rate (Eddington
ratio) for pseudobulges and real bulges as defined using the Kormendy relation (Gadotti 2009). The log f12/f4.6 ratio is known to correlate
with the molecular gas fraction (Yesuf et al. 2017). The top panels include both Seyfert and LINER AGNs while the bottom panels include
Seyferts only. On each panel the Pearson correlation coefficient for the combined sample of the two bulge-types is shown. The blue lines
and blue shaded regions show the linear regression fits with their 95% confidence regions for pseudobulges while orange lines show the fits
for real bulges. The 95% confidence regions orange lines are too small to be visible. The figure indicates that both bulge-type and gas
fraction likely affect accretion onto black holes.
to the pseudobulge class or zero otherwise. The ad-
justed R2 for the fit is 0.39 (the linear model explains
39% of the observed variance in log λBH). Similarly,
the anti-correlation with Dn(4000) is described by the
equation log λBH = 2.9 ± 0.1 + 1{P}(−0.6 ± 0.4) +
[−3.51± 0.05 + 1{P}(0.86± 0.24)]Dn(4000) with ad-
justed R2 of 0.36. The correlation with log f12/f4.6 is de-
scribed by log λBH = −3.34±0.01+1{P}(0.84±0.01)+
[1.53± 0.03 + 1{P}(0.05± 0.17)] log f12/f4.6 with ad-
justed R2 of 0.3. These trends suggest that the amount
of gas in the host galaxies is likely correlated with the
specific accretion rate, and the bulge property may mod-
ulate how gas is depleted by the star formation and/or
how it is accreted on a black hole. The trends do not
change qualitatively if we restrict the AGN sample to
the Seyferts only.
In the previous section, we presented the pseudob-
ulge fraction for the galaxies that are AGNs. In Ta-
ble 5, we present the Seyfert AGN fraction in three SSFR
bins for the two bulge-types. Assuming the number of
galaxies hosting AGNs is binomially-distributed and ap-
proximating the binomial distribution with the normal
distribution, since the number of galaxies is large, we
estimate the standard errors of the AGN fractions as√
f(1− f)/n, where f is the AGN fraction, the num-
ber of AGNs divided by the total sample size, n, in a
given SSFR bin. Although the value of AGN fraction
depends on whether LINERs are included or not, the
relative AGN fraction at a given stellar mass and SSFR
is higher by ∼ 2 − 3 times in real bulges than in pseu-
dobulges regardless.
To summarize, compared to pseudobulges, real bulges
have higher black hole mass, and lower O III luminos-
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ity per black hole mass (specific black hole accretion
rate) and lower WISE log f12/f4.6 ratio (specific star
formation rate and gas fraction). The log f12/f4.6 ratio
and the specific star formation rate significantly corre-
late with the specific black hole accretion rate. AGNs
hosted by pseudobulges have higher AGNs specific black
hole accretions for the same SSFR than those in real
bulges. But the AGN fraction is higher in real bulges.
4. DISCUSSION
4.1. Alternative definition of bulges based on bulge
Se´rsic index
Bulges have been defined using the Kormendy relation
(Gadotti 2009) or the bulge Se´risic index, nb (Fisher &
Drory 2016). The measurements of the latter using low
resolution SDSS images are likely less robust. Training
on one definition may not match the classification based
on the other perfectly. Therefore, we check that our
main results do not change qualitatively if we adopt the
bulge-type definition based on nb.
Using Gadotti (2009)’s measurements of nb, we di-
vide the training sample into nb < 2 (pseduobulges)
and nb ≥ 2 (real bulges). The Random Forest algo-
rithm can predict these two categories with ∼ 86 ± 5%
training accuracy, and ∼ 85% test accuracy. The RF
algorithm correctly classifies 108 galaxies as real bulges
and 29 galaxies as pseudobulges and it misclassifies 16
galaxies as real bulges and 9 as pseudobulges, using the
same parameters as Section 2.3. Table 6, Figures 11,
and 12 repeat the analysis presented in previous sec-
tions. The two bulge definitions give similar results.
Namely, most pseudobulges have global Se´risic indices
n . 2.5, concentration indices Cr . 2.5, velocity dis-
persions σ . 100 km s−1 and central mass densities
log Σ1 . 9 M kpc−2. For the nb definition, the bound-
aries for the last three quantities are less clear-cut, and
it has relatively more galaxies outside these approximate
thresholds.
4.2. The Σ1 −MBH correlation
The simple exercise of comparing the radiative accre-
tion energy of supermassive black holes with the binding
energy of their host galaxies leads to the conclusion that
black holes are energetically viable in clearing-out gas
in galaxies (e.g., Fabian 2012). It is thought that AGN
feedback affects properties of galaxies (e.g., morphology
and star formation rate) and establishes the observed
tight correlations of black hole mass with host galaxy
stellar properties such as bulge mass and velocity dis-
persion (e.g., Kormendy et al. 2011; Kormendy & Ho
2013). Kormendy et al. (2011) found that black holes
correlate differently with different bulge-types. Moti-
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Figure 11. The importance of galaxy properties suggested by
Random Forest for predicting bulge-types based on the bulge
Se´rsic index (nb), as measured by Gadotti (2009). The exact
rank of the predictors is not well determined (∼ 1σ) based on the
current training data, and the difference from Figure 11 is not
statistically significant. The combination of the top five variables
is useful to accurately predict the bulge-type regardless of how it
is defined.
vated by this observation, they proposed two different
black hole feeding mechanisms: (1) black hole in real
bulges grow rapidly when dissipative mergers drive gas
to galaxy centers and power bright AGNs. (2) In con-
trast, small black holes in disk-dominated pseudobulge
galaxies grow secularly and power weak AGN activities
with little energy to affect their host galaxies.
Based on the correlation between Σ1 and velocity dis-
persion scaled to 1 kpc, Σ1 ∝ σ1.99±0.221 , Fang et al.
(2013) predicted for z ∼ 0 galaxies a black hole mass
scaling relation of the form MBH ∝ Σα/2.01 , assuming
MBH ∝ σα. If this relation is true at all times, Σ1 is an
easily measurable surrogate for the black hole mass in a
host galaxy with a resolved photometry (< 1 kpc). As
shown in Table 7, using only real bulges from our new
classification and different regression methods, we find
that Σ1 ∝ σ1.44−1.721 , and using α = 4.38 (Kormendy &
Ho 2013) gives MBH ∝ Σ2.5−3.01 . All regression meth-
ods indicate that the relationship between Σ1 and σ1
is slightly different when the fit includes pseudobulges.
Therefore, caution should be exercised when inferring
black hole masses from Σ1 when the bulge-type infor-
mation is not taken into account. Given their estimated
error of 0.22, Fang et al. (2013)’s estimate of the slope
of the log Σ1− log σ1 relation is consistent with our esti-
mate when our fit includes pseudobulges. In conclusion,
Σ1 may be used as an approximate estimator of a black
hole mass.
4.3. Comparison with previous work
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Figure 12. Similar to Figure 5 except here the bulge-types of Gadotti (2009)’s sample (left) are based on his measurement of the bulge
Se´rsic indices (nb < 2 for pseudobulges). The right panels show the predicted types by Random Forest (RF). The central mass density
within 1 kpc, Σ1, the global Se´rsic index, and concentration index are among the important parameters suggested by the algorithm. The
RF classification maps well the bulge-types from the training sample to the predicted sample.
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Table 4. The fiber effect on the pseudobulge fraction, as quantified by the change in the fraction at different redshifts.
Redshift All AGN Seyfert AGN AGN+SF Composite Star-forming (SF) All
z = 0.02− 0.03 0.10 (0.08, 0.14) 0.15 (0.11, 0.19) 0.23 (0.19, 0.28) 0.48 (0.43, 0.53) 0.21 (0.18, 0.25)
z = 0.02− 0.04 0.07 (0.05, 0.10) 0.12 (0.09, 0.16) 0.20 (0.17, 0.24) 0.52 (0.47, 0.56) 0.20 (0.18, 0.24)
z = 0.04− 0.07 0.05 (0.03, 0.08) 0.09 (0.07, 0.12) 0.17 (0.15, 0.20) 0.54 (0.50, 0.58) 0.21 (0.18, 0.24)
z = 0.06− 0.07 0.05 (0.03, 0.08) 0.09 (0.07, 0.12) 0.16 (0.14, 0.19) 0.55 (0.51, 0.59) 0.22 (0.19, 0.25)
z = 0.02− 0.07 0.05 (0.03, 0.08) 0.09 (0.07, 0.12) 0.18 (0.15, 0.21) 0.54 (0.50, 0.58) 0.21 (0.18, 0.24)
Note—The bulge-type is defined according to Gadotti (2009). There is a noticeable fiber effect on the dilution of AGN
signature but it is only ∼ 5%.
Table 5. The Seyfert AGN fractions in the two bulge-types.
Mass Type Low SSFR Medium SSFR High SSFR All
Pseudobulge 0.109 (0.048, 0.170) 0.076 (0.043, 0.108) 0.015 (0.010, 0.019) 0.022 (0.019, 0.025)
All mass Real bulge 0.118 (0.110, 0.127) 0.149 (0.129 0.170) 0.057 (0.047, 0.068) 0.109 (0.105, 0.113)
Both 0.118 (0.109, 0.127) 0.136 (0.119 0.154) 0.033 (0.028, 0.038) 0.083 (0.080, 0.086)
Pseudobulge 0.111 (0.027, 0.195) 0.081 (0.046, 0.115) 0.015 (0.011, 0.019) 0.021 (0.018, 0.024)
logM = 10.0− 10.5 Real bulge 0.186 (0.162, 0.209) 0.173 (0.143, 0.203) 0.043 (0.033, 0.053) 0.134 (0.127, 0.141)
Both 0.182 (0.159 0.205) 0.148 (0.124, 0.171) 0.024 (0.019 0.028) 0.079 (0.075, 0.083)
Pseudobulge 0.000 (0.000, —) 0.069 (0.000, 0.161) 0.022 (0.000, 0.051) 0.037 (0.025, 0.050)
logM = 10.5− 12 Real bulge 0.091 (0.083, 0.099) 0.136 (0.106, 0.165) 0.085 (0.059, 0.111) 0.093 (0.088, 0.098)
Both 0.091 (0.083, 0.099) 0.132 (0.104, 0.161) 0.074 (0.052, 0.096) 0.090 (0.085, 0.094)
Note—Low specific star formation rate is log SSFR < −11.5 yr−1, high is log SSFR > −10.5 yr−1, and medium is in between
the two limits. The Seyfert fraction is defined as the number of galaxies in the Seyfert region of the BPT diagram (Figure 7)
divided by the total number of all galaxies that are classifiable by this diagram. The numbers in the parentheses are the 95%
confidence intervals.
Table 6. The pseudobulge (nb < 2) fraction for bulge-types defined based on bulge Sersic index.
Mass AGN Seyfert AGN+SF Composite SF All
logM = 10− 10.5 0.23 (0.18, 0.29) 0.25 (0.20, 0.31) 0.38 (0.32, 0.44) 0.64 (0.57, 0.70) 0.41 (0.35, 0.47)
logM = 10.5− 12 0.16 (0.12, 0.22) 0.18 (0.14, 0.24) 0.22 (0.17, 0.28) 0.32 (0.27, 0.39) 0.19 (0.14, 0.24)
All 0.18 (0.13, 0.24) 0.21 (0.16, 0.27) 0.31 (0.25, 0.37) 0.57 (0.51, 0.63) 0.31 (0.25, 0.37)
Table 7. Fitting the relation between the central mass density within 1 kpc to the velocity dispersion within
1 kpc, log Σ1 = α+ β log σ1, with different regression methods.
Regression method Real bulges only Both bulge-types
Orthogonal Regression α = 5.84± 0.03 β = 1.72± 0.01 α = 5.52± 0.01 β = 1.86± 0.01
Simulation Extrapolation (SIMEX) α = 6.32± 0.01 β = 1.49± 0.01 α = 5.77± 0.03 β = 1.74± 0.01
Weighted Median Regression α = 6.35± 0.02 β = 1.49± 0.01 α = 5.98± 0.02 β = 1.65± 0.01
Weighted Least Square α = 6.43± 0.01 β = 1.44± 0.01 α = 6.10± 0.01 β = 1.58± 0.01
Note—The top two methods incorporate errors of Σ1 and σ1 in the fits, and the last two methods ignore
errors of σ1. The SDSS fiber velocity dispersions were scaled using the relation σ ∝ R−0.066 (Cappellari
et al. 2006).
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Figure 13. The correlation between the central velocity disper-
sion and the central mass density with 1 kpc. The orange and
blue contours show the number density of real bulges and pseu-
dobulges, respectively. The red line is the fit to real bulges only,
and it incorporates errors in both quantities. If this relation holds
true at all times, Σ1 is an easily measurable surrogate for the black
hole mass in distant spatially resolved galaxies.
Ho et al. (1997) studied the detection rates of
emission-line nuclei in the central few hundred parsecs of
420 nearby galaxies, and their dependence on the mor-
phological type and luminosity of the host galaxy. In
agreement with our result, they found that the dominant
excitation mechanism of the nuclear emission depends
strongly on the Hubble type. Their AGNs reside mainly
in early-type (E to Sbc) galaxies, while H II nuclei prefer
late-type (Sbc and later) galaxies. For detailed informa-
tion of the AGN fractions in different Hubble types, see
their Table 2. Their LINER and Seyfert AGN subclasses
also have broadly similar host morphologies.
Kauffmann & Heckman (2009) reported two modes of
black hole growth in SDSS galaxies that are linked to
the star formation history and bulge growth. The first
mode is associated with young star-forming galaxies. It
is characterized by a lognormal distribution of accretion
rates that peaks at a few per cent of the Eddington ratio.
The second mode has a power-law distribution of accre-
tion rates and is associated with old galaxies with little
or no star formation rates. In the lognormal regime,
they found that the accretion rate distribution function
does not change with galaxy properties such as the black
hole mass. They interpreted their result to indicate that
black holes regulate their own growth at high gas frac-
tions while their growth is regulated by stellar mass loss
at low gas fractions. Our result is qualitatively consis-
tent with Kauffmann & Heckman (2009) in a sense that
most pseudobulge AGNs are young, and have on average
high accretion rates while most real bulge AGNs are old
and have on average low accretion rates. Detailed com-
parison with Kauffmann & Heckman (2009), however,
requires carefully computing the accretion rate distribu-
tion functions with possible observational bias correc-
tions, and is beyond the scope of this paper. Moreover,
because there is a significant number of young and star-
forming real bulges, it will be interesting to study how
the accretion rate distributions of young galaxies change
relative to their bulge-types. This distinction was not
made in Kauffmann & Heckman (2009). Figure 10 sug-
gests that bulge-type correlates with the accretion rate
in addition to age and star formation.
Aird et al. (2019) studied the relationship between
the star formation rates of galaxies and the incidence of
X-ray selected AGNs in distant galaxies from the CAN-
DELS and UltraVISTA surveys out to redshift z ∼ 4.
They also find a linear correlation between the star for-
mation rate and both the AGN fraction and the specific
accretion rate. Furthermore, they find that the AGN
fraction is significantly elevated for galaxies that are still
star-forming but are below the main sequence. Perhaps
this enhancement in the AGN fraction is related to the
increase in the bulge prominence below the main se-
quence (Wuyts et al. 2011).
Existing cosmological simulations (e.g., Illustris, Si-
jacki et al. 2015) claim to reproduce observed luminosity
functions of AGNs, and black hole-host galaxy scaling
relations. But they do not have sufficient spatial res-
olution yet to morphologically distinguish between real
bulges and pseudobulges. With a better training sample
than currently available, an automated bulge classifica-
tion of large samples of observed and simulated galaxies
will be useful to further constrain theoretical models of
bulge formation and galaxy evolution.
5. SUMMARY AND CONCLUSIONS
We have shown that one can classify all face-on (axis
ratio b/a > 0.5) SDSS galaxies above 1010 M and at
0.02 < z < 0.07, with exception of broadline AGNs, into
real bulges or pseudobulges with ∼ 93±2% accuracy us-
ing the Random Forest (RF) algorithm. We use Gadotti
(2009)’s sample, with his bulge classification labels, as
a training and a test sample. Our main conclusions are
as follows:
• When combined, easily measurable structural pa-
rameters such as the central mass density with
1 kpc, the concentration index, the Se´rsic index
and velocity dispersion can accurately recover
bulge classifications based on image decomposi-
tion.
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• AGNs and composite galaxies have lower pseu-
dobulge fractions than do star-forming galaxies.
About 75− 90% of AGNs identified by the optical
line ratio diagnostic are hosted by galaxies with
real bulges. The pseudobulge fraction decreases
with the optical AGN line ratio signatures as the
ratios change from indicating pure star formation
to AGN-dominated in the BPT diagram. The
fraction is 54% (CI: 50–58%) in the star-forming
region, 18% (CI: 15–21%) in the AGN+SF com-
posite region and to 5% (CI: 3–8%) in the AGN
region. After dividing the sample into low and
high mass using log M (M) = 10.5 as a threshold,
the pseudobulge fractions are significantly lower in
AGNs than in star-forming galaxies both at high
and low masses.
• After dividing the sample into three SSFR bins
and two bins of stellar mass, we find that the AGN
fraction has additional dependance on bulge-types.
Even though the precise values of the AGN frac-
tion depend on whether LINERs are included or
not as AGNs, the relative AGN fraction in a given
stellar mass and SSFR is generally ∼ 2 − 3 times
higher in real bulges than in pseudobulges.
• Using dust-corrected O III luminosity as a proxy
for the accretion rate, and the stellar mass and
radius as proxies for the black hole mass, we find
that, on average, AGNs in real bulges have higher
black hole masses but lower O III luminosities per
black hole mass (i.e., lower Eddington ratios) than
AGNs in pseudobulges.
• The LO3/MBH significantly correlates with the
WISE log f12/f4.6 ratio, and it anti-correlates with
Dn(4000) index. These trends imply correlation
with SSFR, which is seen based on the SSFR mea-
surements provided by the SDSS team (Brinch-
mann et al. 2004). The mean trends between
LO3/MBH and log f12/f4.6 ratio or Dn(4000) are
different for the two bulge-types. Generally, pseu-
dobulges AGNs have higher mean LO3/MBH at a
given log f12/f4.6 ratio or Dn(4000).
• Most pseudobulges do not host AGNs (detectable
by optical line ratios) but the ones that host de-
tectable AGNs can have strong AGNs. Therefore,
not all pseudobulge galaxies necessarily host weak
AGNs.
Furthermore, the following points summarize the dis-
cussion presented in Section 4 :
• Random Forest recovers the bulge classification
based on the bulge Se´rsic index threshold of nb = 2
(Fisher & Drory 2016) with ∼ 86±5% training ac-
curacy, and ∼ 85% test accuracy. The main con-
clusions listed above do not change qualitatively if
the bulge Se´rsic index is used instead to define the
two bulge classes.
• We revisit the correlation between Σ1 and the ve-
locity dispersion scaled to 1 kpc, which Fang et al.
(2013) used to predict a black hole mass scaling
relation with Σ1. We refine their prediction, be-
cause we now have the bulge-type information;
the black hole masses of pseudobulges do not cor-
relate with the stellar velocity dispersions (Kor-
mendy & Ho 2013). Using real bulges only, we
find that, depending on a regression model used,
Σ1 ∝ σ1.44−1.721 , and using MBH ∝ σ4.38 (Kor-
mendy & Ho 2013) gives MBH ∝ Σ2.5−3.01 .
In future work, the accuracy of the machine bulge-type
classification may be improved by including 1) measure-
ments that are derived from image decomposition when
they are available, 2) having a large and high resolutions
training sample 3) using insights from high resolutions
hydrodynamic simulations and 4) combining the RF al-
gorithm with other algorithms.
We thank the anonymous referee for helpful comments
and suggestions. We are grateful to Aldo Rodriguez-
Puebla, Kohei Inayoshi, and Luis C. Ho for useful dis-
cussion.
Appendix
A. Separating classical bulges and ellipticals
The training sample is too small to classify accurately galaxies into three classes: pseudobulges, classical bulges
and ellipticals. In the main text, we group the latter two classes together and called them real bulges. The accuracy
we achieve for the three class classification using Random Forest is about 75%. Figure 14 shows that combining
morphological parameters such as concentration index, g-band smoothness/clumpiness parameter (S2, Simard et al.
2011), T-type, and the probability of being elliptical (Domı´nguez Sa´nchez et al. 2018) can help crudely discriminate
between classical bulges and ellipticals. Ellipticals classified by Gadotti (2009) have on average high concentration
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Figure 14. Approximate ways of classifying pseudobulges, classical bulges and ellipticals in Gadotti (2009)’s sample. Pseudobulges have
concentration indices Cr . 2.5 and central densities within 1 kpc log Σ1 . 9 M kpc−2. Classical bulges and ellipticals have significant
overlap. Ellipticals classified by Gadotti (2009) have on average high concentration indices (Cr . 3), are smooth (S2 . 0.05), and have
T-type . −2. Some classical bulges have Cr . 3 and some of those that have Cr & 3 have T-types & −2 and S2 & 0.05.
indices (Cr & 3), are smooth (S2 . 0.05), and have T-types . −2. Some classical bulges have Cr . 3 and some
of those that have Cr & 3 have T-types & −2 and S2 & 0.05. Future work may develop more accurate methods to
classify ellipticals and classical bulges.
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