Tractability of multivariate problems has become nowadays a popular research subject. Polynomial tractability means that the solution of a d-variate problem can be solved to within ε with polynomial cost in ε −1 and d. Unfortunately, many multivariate problems are not polynomially tractable. This holds for all non-trivial unweighted linear tensor product problems. By an unweighted problem we mean the case when all variables and groups of variables play the same role.
Introduction
Many computational problems are defined on spaces of functions depending on d variables with large or even huge d. Such problems are usually solved by algorithms that use finitely many information operations. One information operation is defined as one function value or the evaluation of one linear functional. The minimal number of information operations needed to find the solution to within ε is the intrinsic difficulty of the problem. It is called the information complexity and is denoted by n(ε, d) to stress the dependence on the two important parameters.
Tractability of multivariate problems studies when n(ε, d) is not exponential in ε −1
and d. If this holds we say that a multivariate problem is weakly tractable. It turns out that many standard multivariate problems are not weakly tractability. More precisely, many of them suffer the curse of dimensionality since the information complexity depends exponentially on d. We stress that this may hold independently of the smoothness of the functions of a multivariate problem.
Even if the multivariate problem is weakly tractable, we want to know more accurately what is the non-exponential behavior of its information complexity. Since there are many ways to define the lack of exponential dependence, we have many different notions of tractability.
The first and the most studied case of tractability of multivariate problems has been polynomial tractability. We now want to guarantee that the information complexity n(ε, d) can be bounded by a polynomial in ε −1 and d. Unfortunately, many unweighted multivariate problems are not polynomially tractable. By an unweighted problem we mean a multivariate problem that is defined for functions for which all variables and groups of variables play the same role. The primary example of such an unweighted problem is a linear tensor product when the d-variate problem is given as the d-fold copy of the linear univariate problem.
The negative results for weak and polynomial tractability have opened up a new research direction of the tractability study for multivariate problems defined for weighted spaces. In this case, all variables and groups of variables of functions are moderated by weights. Then the major question studied thoroughly in many papers has been to find necessary and sufficient conditions on the weights to guarantee weak or polynomial tractability. It turns out that for properly decaying weights, indeed weak and polynomial tractability hold. The reader may consult the books [6, 7] for the state of art of tractability study.
The current paper studies only unweighted multivariate problems. As already mentioned, for most of them we do not have polynomial tractability. On the other hand, for some of them we do have weak tractability. In particular, this is the case for all linear tensor product problems for which the corresponding eigenvalues λ n for the univariate case go to zero faster than [ln n] −2 , see Papageorgiou and Petras [8] . This means that the information complexity n(ε, d) of such multivariate problems goes to infinity faster than any polynomial but slower than an exponential function in ε −1 and d. The question that we study here is to characterize more accurately the behavior of n(ε, d). In particular, we want to find a "smallest" function T : [0, ∞) × [1, ∞) → [1, ∞) which is non-decreasing in both variables and which tends to infinity slower than exponentially and such that n(ε, d) can be bounded by a multiple of a power of T (ε −1 , d). That is, there are two non-negative numbers C and t such that
for all ε ∈ (0, 1), d ∈ N.
The concept of a "smallest" function is explained in the paper. It turns out that the function
is the solution of this problem. Note that for fixed x or y, the function T qpol behaves polynomially in the second argument with the exponent 1 + ln x or 1 + ln y. So if x and y vary then the exponent is not fixed and therefore T qpol is not a polynomial. However, the exponent 1 + ln x or 1 + ln y slowly increases to infinity and that is why we decided to call tractability for the function T qpol quasi-polynomial tractability. The function T qpol is a special case of T -tractability functions studied in [1, 2, 3, 6, 7] .
The main purpose of this paper is to promote quasi-polynomial tractability especially for the study of unweighted multivariate problems. Quasi-polynomial tractability offers an alternative solution how to deal with the lack of polynomial tractability. One solution is to regain polynomial tractability by switching to appropriately smaller weighted spaces. The other solution is to keep the unweighted spaces but switch to "slightly" faster growing tractability functions T and prove T -tractability for unweighted multivariate problems. The latter solution is obtained for quasi-polynomial tractability at least for a natural class of unweighted linear tensor problems.
Tractability can be studied in different settings and for different error criteria. In this paper we study quasi-polynomial tractability in the worst case and randomized settings for the normalized error criterion, and it is done for the class Λ In Section 3, we study the worst case setting for unweighted linear tensor product problems. We first consider the class Λ all d . We show that such multivariate problems are quasi-polynomially tractable iff the corresponding eigenvalues λ n for the univariate case go polynomially fast to zero and the largest eigenvalue is of multiplicity one, see Theorem 3.3. We find the exponent of quasi-polynomial tractability which is defined as the smallest power of T qpol (ε −1 , d) whose multiple bounds the information complexity n(ε, d). The exponent depends only on the decay of λ n and on the ratio of the two largest eigenvalues. We also prove that T qpol is the "smallest" tractability function for which T -tractability holds, see Theorems 3.4 and 3.6. The concept of a "smallest" function is explained in Section 3.1.
We then turn to the class Λ 
Preliminaries

Linear Multivariate Problems
Let m ∈ N = {1, 2, . . .} be a fixed positive integer. For d = 1, 2, . . ., let H d be a normed linear space of complex-valued functions
and let G d be a normed linear space. In this paper we consider sequences We can restrict ourselves to linear algorithms that use finitely many admissible information operations, as explained in [9, Ch. 4] for the worst case and in [10, Remark 1] for the randomized setting. In the worst case setting a linear algorithm A n,d has the form
for some L i ∈ Λ d and some g i ∈ G d . In the randomized setting, a linear algorithm A n,d has the form
for some random element ω distributed according to some probability measure σ on some probability space Ω. That is, both the elements g i,ω ∈ G d and the admissible functionals L i,ω ∈ Λ d can be selected randomly. We assume that A n,d (f, ·) is measurable. The worst case error of an algorithm A n,d is defined as
The randomized error of an algorithm A n,d is defined as
where
In both cases the initial error is
where S d is the operator norm of S d and A * 0,d = 0 is the zero algorithm. Let
and let e ran (n;
is of the form (2)}.
Furthermore, let
and
denote the minimal number of admissible information operations from Λ d ∈ {Λ 
Generalized Tractability
In this paper we are interested in arbitrarily large dimension d. Hence it is not sufficient to determine solely the dependence of the information complexity on the approximation error ε, but it is necessary to study the explicit dependence on both parameters ε and d. This issue is addressed by the notion of tractability, see e.g. [11] , where this notion was introduced. We recall here the more general concept presented in [1] , see also [6, Ch. 8 ].
An unbounded subset Ω of [1, ∞) × N is called a tractability domain. A function
is a tractability function if T is non-decreasing in x and y and
Let now Ω be a tractability domain and T a tractability function. The multivariate problem S = {S d } is (T, Ω)-tractable in the class Λ = {Λ d } in the worst case or randomized setting if there exist non-negative numbers C and t such that the corresponding information complexity satisfies
The exponent t tra of (T, Ω)-tractability in the class Λ is defined as the infimum of all non-negative t for which there exists a C = C(t) such that (11) holds.
The multivariate problem S is strongly (T, Ω)-tractable in the class Λ = {Λ d } in the worst case or randomized setting if there exist non-negative numbers C and t such that the corresponding information complexity satisfies
The exponent t str of strong (T, Ω)-tractability in the class Λ is the infimum of all nonnegative t for which there exists a C = C(t) such that (12) holds.
Assume that we have two tractability functions T 1 and T 2 such that there exist numbers
1 . It is clear from our definitions that the concepts of T i -tractability are the same modulo the obvious changes in the corresponding exponents and factors. This makes clear that we can obtain (substantially) different tractability results for T 1 and T 2 only if they are not polynomially related.
A motivation of the notion of generalized tractability and many examples of tractability domains and functions can be found in [1] . We just mention here two important examples. If our tractability function T = T pol is given by
then we have the (standard) polynomial tractability defined as in [11] and studied in many papers afterwards. If our tractability function T = T qpol is given by
then we have quasi-polynomial tractability. Quasi-polynomial tractability is the main subject of this paper. If we fix the variable x or y, the function
behaves polynomially in the other variable. Moreover, even if both variables vary the exponent of x or y depends only weakly on the second argument. That is why we call this behavior quasi-polynomial. Notice that T = T pol is of product form T (x, y) = F 1 (x)F 2 (y), while the tractability function T = T qpol is not. Note that strong quasi-polynomial tractability is the same as strong polynomial tractability since T qpol (x, 1) = ex. This also implies that the exponent of strong quasi-polynomial tractability is the same as the exponent of strong polynomial tractability.
A weaker concept of tractability, which only measures the absence of an exponential growth of the information complexity in d and ε, is the notion of weak tractability, which was introduced in [2] and [6] . We say that a multivariate problem S is weakly tractable if
Looking at these different notions of tractability, one may ask whether they are really different and if they describe different classes of T -tractable problems. More to the point, one may be interested in the answers to the following questions.
Question 2.1. Are there linear multivariate problems (i) for which the restriction of the tractability domain helps to achieve tractability?
(ii) for which weak tractability holds but polynomial tractability does not? (iii) for which quasi-polynomial tractability holds but polynomial tractability does not? (iv) for which it is more adequate to consider tractability functions of non-product form? Question 2.1(i) was addressed in [1] , see also [6, Ch. 8] , and the answer is indeed affirmative. For simplicity, in this paper we restrict ourselves to the tractability domain Ω unr := [1, ∞) × N, which is called the unrestricted tractability domain, and answer the remaining questions for Ω unr . In the next sections, we will show that the answers to Questions 2.1(ii), (iii), and (iv) are also affirmative for linear tensor product problems.
Since from now on we only consider Ω = Ω unr , we omit any reference to the tractability domain Ω, and by T -tractability we will mean (T, Ω unr )-tractability.
Linear Tensor Product Problems
We describe the setting we want to study in this paper in more detail. Let H 1 be a separable Hilbert space of complex-valued functions defined on D 1 ⊆ R m , and let G 1 be an arbitrary separable Hilbert space. Let S 1 : H 1 → G 1 be a compact linear operator. Then the non-negative self-adjoint operator
is also compact. Let {λ j } j∈N denote the sequence of non-increasing eigenvalues of W 1 , or equivalently let { λ j } j∈N be the sequence of the singular values of S 1 . If k = dim(H 1 ) is finite, then W 1 has just finitely many eigenvalues λ 1 , λ 2 , . . . , λ k . Then we formally put λ j = 0 for j > k. In any case, the eigenvalues λ j converge to zero. Without loss of generality, we assume that S 1 is not the zero operator, and normalize the problem by assuming that λ 1 = 1. Hence,
This implies that S 1 = 1 and the initial error e init (S 1 ) is also one.
times. The linear operator S d is defined as the tensor product operator
We have S d = S 1 d = 1, so that the initial error is one for all d. We call the linear multivariate problem S = {S d } a linear tensor product problem. We stress that S is an example of an unweighted problem since all variables and all groups of variables of functions play the same role.
The Worst Case Setting
In this section we study linear tensor product problems in the worst case setting. This will be done for the class of linear information in the first subsection, and for the class of standard information in the second subsection.
Linear Information
In this subsection we study the linear tensor product problem S in the worst case setting and for the class of linear information Λ all = {Λ all d }. It is known, see e.g., [9] , that
with the convention that the cardinality of the empty set is zero. The linear tensor product problem S is trivial if ) . In this case, even weak tractability does not hold.
Therefore we assume that λ 2 ∈ (0, 1). So, without loss of generality, we study in this subsection only the case 1 = λ 1 > λ 2 > 0.
If we consider polynomial tractability, i.e.,
The sufficiency has recently been proved by Papageorgiou and Petras [8] , improving the slightly weaker result in [3] and [6] . In [3, 6] also the necessity was proved. This shows that the answer to Question 2.1(ii) is affirmative.
We will now state a condition on the decay of the eigenvalues {λ j } j∈N that is necessary and sufficient for S to be quasi-polynomially tractable. For this purpose and for a real sequence ξ = {ξ j } j∈N converging to zero let us define the quantity
Lemma 3.1. Let 1 = λ 1 > λ 2 > 0, and let S be T qpol -tractable. Then decay λ > 0 and the exponent t tra − qpol of T qpol -tractability satisfies
Proof. Let t > t tra − qpol . Then there exists a constant C > 0 such that
) for all ε ∈ (0, 1) and all d ∈ N.
For d = 1 we have
for all ε ∈ (0, 1).
Let k 1 = 1, and for j ≥ 2 let k j be the uniquely determined natural number satisfying
Since ε can be arbitrarily close to ε j , we obtain k j+1 − 1 ≤ Ce t ε −t j . Therefore
This proves that λ j = O(j −2/t ) for all j, and consequently decay λ ≥ 2/t > 0. Since t can be arbitrarily close to t tra − qpol , this also shows that t tra − qpol ≥ 2/ decay λ , as claimed.
Since the focus of this paper is on quasi-polynomial tractability, the result of Lemma 3.1 motivates us to restrict ourselves in the rest of this subsection to the case where the decay of the eigenvalues is polynomial. We believe that such behavior of the eigenvalues is probably the most relevant in applications.
As explained above, we do not have polynomial tractability in this case, but we have weak tractability. So the question remains for which tractability function we actually have T -tractability, and in particular, when we have T qpol -tractability. The following result was proved in [3] , see also [6, Ch. 8 
Let the tractability function T be of the form
Then the multivariate tensor product problem S is T -tractable if and only if
If a 1 , a 2 ∈ (0, ∞], then the exponent of tractability satisfies
Lemma 3.1 and Theorem 3.2 imply the following theorem.
If S is T qpol -tractable, then the exponent of T qpol -tractability is given by
Proof. For the tractability function T qpol the quantities a 1 , a 2 , b 1 , b 2 defined in Theorem 3.2 are given by
ln(x) = 1 for i = 1, 2, and
The first statement of the theorem follows directly from Lemma 3.1 and Theorem 3.2. Let now S be T qpol -tractable. From Lemma 3.1 we get t tra − qpol ≥ 2/ decay λ . Theorem 3.2 gives us for all β < decay λ 2 ln(λ
, which, by letting β tend to decay λ , concludes the proof of (17).
In particular, from the previous discussion and Theorem 3.3 we conclude that, although the linear tensor product problem S is not polynomially tractable, S is quasi-polynomially tractable. Thus, the answer to Question 2.1(iii) is affirmative. In other words, choosing the tractability function T = T qpol instead of T pol allows us to obtain T -tractability for linear tensor product problems with polynomially decaying univariate eigenvalues.
Actually even more can be said. Namely, T qpol is, in some sense, the "smallest" tractability function T of the form (16) which ensures T -tractability of linear tensor product problems S. To make this statement more precise, let us introduce a partial ordering on the class of tractability functions. For tractability functions T 1 and T 2 we write
if there exist positive constants C, p such that Proof. If T -tractability holds for T (x, y) = exp(f 1 (x)f 2 (y)), with f 1 , f 2 as in Theorem 3.2, then this theorem implies that there exist positive numbers a, b, x 0 , and y 0 such that f 1 (x) ≥ a(1 + ln(x)) for all x ≥ x 0 and f 2 (y) ≥ b(1 + ln(y)) for all y ≥ y 0 .
By choosing a = min{a, f 1 (1)(1 + ln(x 0 )) −1 } and b = min{b, f 2 (1)(1 + ln(y 0 )) −1 }, we have, due to the fact that f 1 and f 2 are non-decreasing,
and f 2 (y) ≥ b (1 + ln(y)) for all y ≥ [1, ∞).
Putting τ = a b , we obtain
for all x, y ∈ [1, ∞). This implies that T qpol T , and completes the proof.
So far we know that the equivalence class of T qpol is the smallest under all equivalence classes of tractability functions T of the form (16). One might wonder whether tractability functions of the form (16) are adequate functions to describe the behavior of the information complexity n wor (ε,
To some extent, this is a matter of taste. On the one hand, the tractability function that describes the behavior of n wor (ε, To address this point, we compare T qpol to tractability functions of product form T F (x, y) = F 1 (x)F 2 (y). For our next result we need to apply the following result from [3] 1 . and let F = (F 1 , F 2 ). Then the function T F given by
is a tractability function. For i = 1, 2, let
Then S is T F -tractable if and only if Here B 2 is given by
We are ready to compare the tractability functions T qpol and T F .
Theorem 3.6. Let the conditions of Theorem 3.5 hold. If S is T F -tractable then
Proof. We want to show that there exist C, t > 0 such that
Taking the logarithm of both sides, one easily realizes that (20) is equivalent to lim inf
From the conditions of Theorem 3.5, for arbitrary a 1 ∈ (1, a 1 ) and a 2 ∈ (1, a 2 ), we find x , y such that ln ln F 1 (x) ≥ a 1 ln ln(x) for all x ≥ x and ln ln F 2 (y) ≥ a 2 ln ln(y) for all y ≥ y .
This implies
for all x ≥ x and ln F 2 (y) ≥ (ln(y))
for all y ≥ y . (22) The last two inequalities show that (20) is equivalent to lim inf
Note that the difference of the limit inferior in (23) compared to the one in (21) is that in (23) we require that both x and y go to infinity, whereas in (21) it is possible that only x or y goes to infinity. Note that in the definition of B 2 we only consider 1 ≤ α(ε) ≤ d/2, so that we have
Assume now that {ε
This shows that to find B 2 we can confine ourselves to sequences {(ε
n } is unbounded and which satisfy ln(d n ) = Ω(ln(ε (1)).
From this we conclude that
Due Theorem 3.5 we have B 2 > 0. Thus
Hence (23) holds, which establishes that T qpol T F .
Theorems 3.4 and 3.6 state that T qpol is "smaller" than all tractability functions of the forms (16) and (19) for which the linear tensor product problem S is T -tractable.
We now illustrate Theorem 3.6 assuming that λ j = O(j −β ) for some positive β, and for the tractability function
where µ, ν are positive. That is, for
We then have a 1 = µ and a 2 = ν. The linear tensor product problem S is T (µ,ν) -tractable if and only if (µ−1)(ν −1) ≥ 1; this was originally proved in [12] and it also follows from Theorem 3.5.
Furthermore, we know from Theorem 3.5 that (µ − 1)(ν − 1) > 1 implies that the exponent of T (µ,ν) -tractability t tra −(µ,ν) is zero. This indicates that in this case T (µ,ν)
increases too fast to provide an accurate bound for n wor (ε,
That is why we focus on the case (µ − 1)(ν − 1) = 1.
We first compute the exponent of T (µ,ν) -tractability. To do this, we need to analyze the function
where b is a fixed positive number. Then
and the last expression is zero only if we choose x = a b , where
The number a b is positive and it is the minimum of the function g, which is g(a b ) = 0. Using this, we compute B 2 given by (24). For T (µ,ν) we have
Due to the properties of g we see that the limit inferior is bounded from below by µ 1/µ ν 1/ν . In fact, it takes this value when a = a b and b tends to infinity. Due to Theorem 3.5 we obtain
We are ready to compare T qpol and T (µ,ν) for (µ − 1)(ν − 1) = 1. Since these two functions tend to infinity with different rates, it is more reasonable to compare their corresponding powers
since their multiplies roughly bound the information complexity n wor (ε, S d , Λ Then Theorem 3.3 states that the exponent of T qpol -tractability is given by
, and the equality holds if and only if a = a b with a b given by (25) . From this we obtain
for all ε ∈ (0, 1) and d ∈ N. Furthermore, we have
if and only if
Furthermore, if one of the parameters ε
. This also underlines that it is not a good idea to require tractability functions to be of product form in the variables ε −1 and d when we want to describe the information complexity of linear tensor products problems. In particular, Theorem 3.6 and the comparison of T qpol and T (µ,ν) show that the answer to Question 2.1(iv) is affirmative. Consider finally the case when
Then t tra − qpol = 2/decay λ depends now on the decay of the eigenvalues λ j , and it can be arbitrarily large. On the other hand, the exponent t tra−(µ,ν) is independent of decay λ , and it is always smaller than t tra − qpol . As we know, this fact is not so much relevant and we should again compare
, and sometimes it is larger. Indeed, since µ and ν are larger than 1, then
if min{ε −1 , d} is fixed and max{ε −1 , d} goes to infinity. On the other hand for ε and d related as in (26), the opposite is true. Hence, for decay λ < ln(λ −1
2 ) we cannot draw a clear conclusion which tractability function T qpol or T (µ,ν) is better.
Standard Information
We know from the previous section that all linear tensor product problems are quasipolynomially tractable when the univariate eigenvalues decay polynomially and when we use the class Λ 
The inner product of H 1 for f, g ∈ H 1 is given by 2] ) and consider the approximation problem S 1 : H 1 → G 1 given by
Note that
The last bound is sharp and therefore S 1 = 1. The operator W 1 takes now the form
where η j (x) = 1 for x ∈ (2 −j+1 , 2 −j+2 ] and η j (x) = 0 otherwise. Clearly,
Hence, the eigenpairs of W 1 are (λ j , η j ) with λ j = 2 −j+1 . Hence, λ 1 = 1 and λ 2 = 1 2 . Obviously, decay λ = ∞ and therefore the tensor product problem S is quasi-polynomially tractable for the class Λ Furthermore, it is known that the algorithm
minimizes the worst case error among all algorithms that use n linear functionals from the class Λ all d , and its error is λ n+1 = 2 −n/2 . Note that
this means that the algorithm A n,1 is also optimal for the class Λ std d . Due to the tensor product structure, the same is true for all d. That is, the eigenpairs of
Here, the index
minimizes the worst case error in the classes Λ 
Example: Korobov Space
We take H d as the Korobov space of periodic functions f :
Here α > 1/2, β ∈ (0, 1] andf (h) denotes the Fourier coefficient of f ,
with the imaginary unit i = √ −1 and
The Korobov space H d is a separable tensor product and reproducing kernel Hilbert space with the kernel
Note that α > 1 2 implies that the last series is convergent. That is why
We consider the approximation problem for
The operator W 1 takes now the form
and its eigenvalues are
see e.g., Appendix A of [6] . Hence, λ 1 = 1 and λ 2 = β. For β = 1, we have the curse of dimensionality. Indeed, the largest eigenvalue is now of multiplicity 3 and
For β < 1, we have λ 2 = β < λ 1 = 1, and decay λ = 2α. From Theorem 3.3 we conclude that the approximation problem for the class Λ all d is quasi-polynomially tractable with the exponent t tra−qpol = max{α −1 , −2/ ln β}.
Unfortunately, the approximation problem for the class Λ std d is not quasi-polynomially tractable. In fact, it is not even weakly tractable since it suffers from the curse of dimensionality, i.e., there exist numbers C > 1 and ε 0 > 0 such that
This result can be obtained as follows. Consider the integration problem
Then the initial error is INT d = 1, as for the approximation problem. It is well know that the approximation problem is not easier than the integration problem, and therefore lower bounds for the information complexity of the integration problem are also valid as lower bounds for the information complexity of the approximation problem. The curse of dimensionality of this integration problem is proved in [7] , see Theorem 16.8 and Corollary 12.7, and is based on [4, 5] .
It would be of interest to characterize for which tensor product problems quasipolynomial tractability for the class Λ all d implies the same tractability for the class Λ std d . We know from the two examples of this subsection that the class of such tensor product problems is non-empty but it does not contain all tensor product problems. This problem is, however, beyond the scope of the current paper.
The Randomized Setting
In the randomized setting we discuss linear multivariate problems S = {S d } for a compact linear operators 
Linear Information
It is known that for the class Λ all d tractability results for the randomized setting are closely related to tractability results for the worst case setting. Namely, we have the following relations between the information complexities Obviously, the second bound is trivial since all problems in the randomized setting are no harder than in the worst case setting. The first bound is of interest since it states that, modulo some factors, the randomized case cannot be much easier than the worst case setting for the class Λ all d . We may apply these bounds to conclude easily that quasi-polynomial tractability in the randomized and worst case setting are equivalent for the class Λ all d . However, the presence of the factor 2 multiplying ε in the left-hand side estimate does not allow us to prove that the exponents of quasi-polynomial tractability are the same in the worst case and randomized settings. Nevertheless, it is easy to repeat the proof of the left-hand side bound and replace the factor 2 by (1 − δ) −1 for an arbitrarily small positive δ at the expense of decreasing the factor Similarly, if we have strong quasi-polynomial tractability, which is the same as strong polynomial tractability, in the randomized setting then the same holds in the worst case setting and the exponents are the same. We summarize this in the following corollary. • the exponents of quasi-polynomial tractability are in both cases the same.
Standard Information
For the class Λ std d in the randomized setting, we restrict our attention to the approximation problem that is defined as follows. Let H d be a separable Hilbert space of complex-valued functions defined on D d , which is a subset of R d . We take the space G d as an L 2 space. More precisely, let ρ d : D d → [0, ∞) be a probability density on D d , and let
We assume that H d is a subset of G d and that there exists a number C d such that
The approximation problem is defined as
with the factor in the big O notation depending only on δ. From this we easily conclude that for any positive η there exists a number C δ,η such that
This proves quasi-polynomial tractability in the randomized setting for the class Λ std d with the exponent arbitrarily close to t, and this completes the proof.
