Abstract. In this paper, we derive an explicit formula for constructing the confidence interval of binomial parameter with guaranteed coverage probability. The formula overcomes the limitation of normal approximation which is asymptotic in nature and thus inevitably introduce unknown errors in applications. Moreover, the formula is very tight in comparison with classic Clopper-Pearson's approach from the perspective of interval width. Based on the rigorous formula, we also obtain approximate formulas with excellent performance of coverage probability.
The exact value of Pr{L ≤ P X ≤ U } is referred as the coverage probability. Accordingly, we refer Pr{P X < L or P X > U } as the error probability.
Normal Approximation.
It is easy to see that the equations (1.1) and (1.2) are very hard to solve and thus the confidence limits are very difficult to determine using Clopper-Pearson's approach. For large sample size, it is computationally prohibitive. To get around the difficulty, normal approximation has been widely used to develop simple approximate formulas (see, for example, [1, 2, 5, 6 ] and the references therein ). The basis of the normal approximation is the Central Limit Theorem, i.e., 
N ≈ 0 for sufficiently large sample size N , the lower and upper confidence limits can be estimated respectively as
The critical problem with the normal approximation is that it is of asymptotic nature. It is not clear how large the sample size is sufficient for the approximation error to be negligible. Such an asymptotic approach is not good enough for many practical applications involving rare events.
Rigorous Formula
It is desirable to have a simple formula which is rigorous and very tight for the confidence interval construction. We now propose the following simple formula for constructing the confidence limits. To show Theorem 1, we need some preliminary results. The following Lemma 1 is due to Massart [7] .
for all ǫ ∈ (0, 1 − P X ).
Of course, the above upper bound holds trivially for ǫ ≥ 1 − P X . Thus, Lemma 1 is actually true for any ǫ > 0.
for all ǫ > 0.
Proof. Define Y = 1 − X. Then P Y = 1 − P X . At the same time when we are conducting N i.i.d. experiments for X, we are also conducting N i.i.d. experiments for Y . Let the number of successful trials of the experiments for Y be denoted as
.
It follows that
Pr
The proof is thus completed by observing that Pr
The following lemma can be found in [4] .
Proof. Consider binomial random variable X with parameter P X > k N . Let K be the number of successful trials during N i.i.d. sampling experiments. Then
Note that Pr{K ≤ k} = Pr
. Applying Lemma 2 with
Since the argument holds for arbitrary binomial random variable X with P X > k N , the proof of the lemma is thus completed.
Lemma 5.
Proof. Consider binomial random variable X with parameter P X < k N . Let K be the number of successful trials during N i.i.d. sampling experiments. Then
Applying Lemma 1 with ǫ = k N − P X > 0, we have that
Since the argument holds for arbitrary binomial random variable X with P X < k N , the proof of the lemma is thus completed.
Proof. Obviously, the lemma is true for k= 0, N . We consider the case that
Notice that δ ∈ (0, 1) and that p ∈ (0, 1), we have that
By Lemma 3, S(N, k − 1, x) decreases monotonically with respect to x, we have p < p and complete the proof of the lemma.
We are now in the position to prove Theorem 1. It can be easily verified that
with respect to x ∈ ( k N , ∞). There are two cases:
is trivially true. We only need to consider the case that k N < U(k) < 1. In this case, it follows from Lemma 4 that
Recall that
Therefore, by Lemma 3, we have that U N,k,δ ≤ U(k) for 0 < k < N . Thus, we have shown that U N,k,δ ≤ q for all k. Similarly, by Lemma 5 and Lemma 3, we can show that
Finally, the proof of Theorem 1 is completed by invoking the probabilistic implication of the Clopper-Pearson confidence interval.
Numerical Experiments and Empirical Formulas
In comparison with the Clopper-Pearson's approach, our approach is very tight from the perspective of interval width (see, for example, Figures 1-12) . Moreover, there is no comparison on the computational complexity. Our formula is simple enough for hand calculation.
Our numerical results are in agreement with the discovery made by Brown, Cai and DasGupta [1, 2] . It can be seen from Figures 21-27 that the coverage probability of confidence intervals obtained by the standard normal approximation can be substantially lower than the specified confidence level 1 − δ (This is true even when the condition for applying the rule of thumb, i.e., N P X (1 − P X ) > 5, is satisfied). Moreover, the situation is worse for smaller confidence parameter δ. See, for example, Figures 25-27 , if one wishes to make an inference with an error frequency less than one out of 1000, using the normal approximation can lead to a frequency of error higher than 100 out of 1000. In light of the excessively high error rate of inference caused by the normal approximation, the rigorous formula may be a better choice. The rigorous formula guarantees the error probability below the specify level δ. It should be noted that the rigorous formula is conservative (with actual error probability around 10% to 20% of the requirement).
It should be noted that by tuning the parameter θ in the rigorous formula, one can obtained simple formulas which meet the specified confidence levels. For example, to construct confidence interval with confidence parameter δ = 0.05, 0.01, 0.001, we can simply compute L(k) and U(k) defined in Theorem 1 with θ = respectively (The values of θ presented here are not optimal. Better coverage performance can be achieved by a fine tuning of θ). More specifically,
Confidence limits computed by these formulas for different N and δ are depicted by Figures 13-20 . It is interesting to note that, in most situations, the confidence limits computed by our empirical formulas almost coincide with the corresponding limits derived by Clopper-Pearson method. The numerical investigation of the coverage probability of different confidence intervals is shown in Figures 21-27 . It can be seen that the empirical formulas have excellent coverage performance. 
