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Abstract
In relations to the order of linear ordinary di1erential equations, using a modi4ed form of the Chebyshev
or Legendre and Gegenbauer polynomials, some particular integral operators are introduced. These are used
to give a factorization of the operators arising from the application of the Chebyshev or Legendre Tau
method. The New-Tau method presented in this article is then compared with the standard Tau method and
preconditioned method of Cabos. The New-Tau method shows a superior performance. An analysis of error
and a bound for condition number is given. Numerical examples applying iterative solvers show dramatic
reduction in condition number and improved convergence for the Tau method with the new preconditioner.
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1. Introduction
The spectral methods are very much successful for the numerical solution of ordinary or partial
di1erential equations [3]. Spectral methods have become increasingly popular in recent years, es-
pecially since the development of fast transform methods, with applications in numerical weather
prediction, numerical simulations of turbulent >ows, and other problems where high accuracy is
desired for complicated solutions.
The Tau method can be described as a spectral method for the solution of di1erential
equations. The approximate solution uN (x), of an equation on the interval [−1; 1] is represented as a
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4nite series
uN (x) =
N∑
j=0
ajj(x);
where the j(x) are global (base) functions on [−1; 1], e.g. trigonometric functions (in Fourier
spectral methods) or Chebyshev (Legendre) polynomials. The coeDcients aj are the unknowns one
solves for. One characteristic of the Tau method is that the expansion functions j(x) do not satisfy
boundary conditions in relation to the supplementary conditions imposed together with the di1erential
equation. For an introduction to the Tau method see [3,8,13].
In linear problems the coeDcients a= (a0; a1; : : : ; aN )T have to be determined from linear matrix
equation Ma=F . In this method the matrix M of order N +1 usually has O(N 2) nonzero elements
and so it is rather expensive to solve this equation by a direct system solver. On the other hand
iterative solution of the system Ma = F is obtained with diDculty as the condition number of M
rises rapidly with N [3].
The coeDcients of the Chebyshev (Legendre) polynomials grow rapidly with a rise in degree
and number of di1erentiation. Therefore, in the standard Chebyshev (or Legendre) Tau method the
elements of columns in the 4nal coeDcient matrix grow rapidly with columns indices and the resulted
matrix is poorly conditioned. Hence in order to obtain a suitable preconditioner we try to modify
the Chebyshev (Legendre) polynomials in such a way that their corresponding entries in M do not
grow rapidly with N . On the other hand, the test functions are chosen in such a way that they
are orthogonal to the base functions arising from the higher order terms in ODE. Doing this, rapid
growth of the resulting coeDcients due to the diDcult terms of ODE, i.e., terms of higher derivatives
are controlled. A discussion on certain formal properties of orthogonal families and reformulation
of di1erential equations based on integral operators that we shall need can be found in any of
the recent references (e.g. [5,4]). It is also worth mentioning that most of our analyses are carried
out for Chebyshev polynomials, because of their optimal approximation properties as well as the
applicability of the fast Fourier transform. Further details and numerical results are given in next
sections.
In Section 2 some properties of the classical orthogonal polynomials are discussed. In Section 3
the base and test functions and the integral operator Im are introduced. These play an essential role
in preconditioning Tau method which in turn is developed in this section. Also in this section a few
paragraphs are devoted to the preconditioned method of Cabos, or Cabos-Tau for short, outlining
her approach and the di1erences with the New-Tau method presented in this article.
Section 3.2 de4nes the Tau method in operator form. Section 3.3 contains an error analysis for
the method. Section 4 addresses a detailed conditioning analysis of the New-Tau method for the
advective and di1usion operators. It is also considered a general second order constant coeDcient
di1erential operator for which we present the condition number for various numbers of coeDcients
and approximation degrees. It is found that the condition numbers of the corresponding system
matrices are independent of N , once N is taken large enough to resolve the problems. Section 5 is
devoted to numerical solution of several examples showing superior performance of the New-Tau
method. Calculations were performed on a PC running Mathematica software. Based on their di1erent
ways of calculating the results under this software, two categories of calculations were carried out,
namely 16 and 32 decimal digit accuracies. Comparison of 16 and 32 decimal digit computations,
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or respectively 16Dec: and 32Dec: for short, reveals that the standard Tau and Cabos-Tau are very
much sensitive to rounding, while the New-Tau performs well (and generally the same) in both
categories.
2. Preliminary denitions and results
In this section some useful notations and also results concerning the Chebyshev, Legendre and
Gegenbauer polynomials are introduced.
2.1. Ultraspherical polynomials
The ultraspherical polynomials, G(m−1=2)n (x), appear as eigensolutions to a singular Sturm–Liouville
problem in the 4nite domain x∈ [−1; 1], [1,10,16], with the 4rst two being G(m−1=2)0 (x) = 1;
G(m−1=2)1 (x) = 2mx and the remaining being de4ned via the recurrence relations,
xG(m−1=2)n (x) =
n+ 2m− 1
2n+ 2m
G(m−1=2)n−1 (x) +
n+ 1
2n+ 2m
G(m−1=2)n+1 (x): (1)
A relation between these polynomials and 4rst and second derivatives appears as
G(m−1=2)n (x) =
−1
2n+ 2m
d
dx
G(m−1=2)n−1 (x) +
1
2n+ 2m
d
dx
G(m−1=2)n+1 ;
G(m−1=2)n (x) = Cn−2
d2
dx2
G(m−1=2)n−2 (x) + Cn
d2
dx2
G(m−1=2)n (x) + Cn+2
d2
dx2
G(m−1=2)n+2 (x);
where
Cn−2 =
1
4(n+ m)(n+ m− 1) ; Cn =
−1
2(n+ m− 1)(n+ m+ 1) ;
Cn+2 =
1
4(n+ m)(n+ m+ 1)
:
The following lemma shows relation between the kth derivative of G(m−1=2)n (x) and G(m−1=2)n−k (x).
Lemma 1. The following relation holds:
dk
dxk
(G(m−1=2)n (x)) = 2
k (m+ k − 1)!
(m− 1)! G
(m+k−1=2)
n−k (x): (2)
Proof. We use the following relation (see [6,7]):
dk
dxk
(G(m−1=2)n (x))|x=1 = 2k
(
n+ k + 2m− 1
n− k
)
k−1∏
j=0
(m+ j);
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and consider the 4rst (n+ 1) terms of the Taylor series expansion for G(m−1=2)n (x) about x = 1,
G(m−1=2)n (x) =
(
n+ 2m− 1
n
)
+
n∑
k=1
2k
k!
(
n+ k + 2m− 1
n− k
) k−1∏
j=0
(m+ j)

 (x − 1)k :
Taking the kth derivative of G(m−1=2)n (x), we have
dk
dxk
(G(m−1=2)n (x)) =
n−k∑
i=0
2k+i
i!
(
n+ k + 2m− 1 + i
n− k − i
) k−1+i∏
j=0
(m+ j)

 (x − 1)i: (3)
Similarly, for G(m+k1−1=2)n−k1 (x) one has to consider
dk
dxk
(G(m+k1−1=2)n−k1 (x))|x=1 = 2k
(
(n− k1) + k + 2(m+ k1)− 1
(n− k1)− k
)
k−1∏
j=0
(m+ k1 + j);
and the 4rst (n− k1 + 1) terms of its Taylor series expansion
G(m+k1−1=2)n−k1 (x) =
(
n+ 2m+ k1 − 1
n− k1
)
+
n−k1∑
k=1
2k
k!
(
n+ k + k1 + 2m− 1
n− k1 − k
)
(x − 1)k :
On multiplying through by 2k(m+ k − 1)!=(m− 1)!, adjusting the indices, this becomes
2k
(m+ k − 1)!
(m− 1)! G
(m+k−1=2)
n−k (x)
=
n−k∑
i=0
2k+i
i!
(
n+ k + i + 2m− 1
n− i − k
) i+k−1∏
j=0
(m+ j)

 (x − 1)i : (4)
Comparing (3) and (4) will complete the proof.
Let (·; ·) denote the Gegenbauer scalar product on [−1; 1],
(G(m−1=2)n (x); G
(m−1=2)
s (x)) =
∫ 1
−1
G(m−1=2)n (x)G
(m−1=2)
s (x)(1− x2)(m−1=2) dx:
Utilizing the orthogonality of the ultraspherical polynomials, we have
(G(m−1=2)n (x); G
(m−1=2)
s (x)) = 
m
n ns;
where the continuous normalization factor, mn , is
mn = 2
2m 
2
(
m+ 12
)
(n+ 2m)
n!(2n+ 2m)2(2m)
;
ns is the Kronecker delta and (x) is the Gamma function [1].
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We de4ne the scaled Gegenbauer polynomials g(m−1=2)n ,
g(m−1=2)n (x) =
1√
mn
G(m−1=2)n (x); (5)
to form the orthogonal basis of L2G(m−1=2) [−1; 1], the space of all functions f : [−1; 1] → R with‖f‖2G(m−1=2) ¡∞, and de4ne
‖g‖G(m−1=2) = (g; g): (6)
HmG(m−1=2) denotes the Sobolev space of all functions u(x) on [−1; 1] such that u(x) and all its weak
derivatives up to order m are in L2G(m−1=2) . The norm of H
m
G(m−1=2) is de4ned by,
‖u(x)‖2m;G(m−1=2) =
m∑
k=0
∣∣∣∣
∣∣∣∣ dkdxk u(x)
∣∣∣∣
∣∣∣∣2
G(m−1=2)
:
2.2. Chebyshev polynomials
The Chebyshev polynomials appear as the special case of the ultraspherical polynomials,
Tn(x) = n lim
m→0(2m)G
(m−1=2)
n (x) = cos(n arccos(x)): (7)
The limit is taken since (2m) has a simple pole for m = 0, however, the limit exists and the
Chebyshev polynomials are recovered (see [10,16]).
Lemma 2. The following relation holds:
dk
dxk
Tn(x) = n2k−1(k − 1)!G(k−1=2)n−k (x): (8)
Proof. Using (2) and (7), we obtain
dk
dxk
Tn(x) = n lim
m→0(2m)
dk
dxk
G(m−1=2)n (x) = n limm→0(2m)m2
k (m+ k − 1)!
m!
G(m+k−1=2)n−k (x):
From this, one easily obtains
dk
dxk
Tn(x) = n2k−1(k − 1)!G(k−1=2)n−k (x);
since limm→0 (2m)m= 1=2, completing the proof.
Chebyshev polynomials Tn(x) are, also, recovered from (1) with
T0(x) = 1; T1(x) = x;
Tn+1(x) = 2xTn(x)− Tn−1(x); n¿ 1:
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The following relations establish a connection between Tn(x) and its 4rst and second order derivatives
(see [5])
Tn(x) =
−1
2(n− 1)T
′
n−1(x) +
cn
2(n+ 1)
T ′n+1(x); T
′
0 = 0; T
′
1 = T0;
Tn(x) =
1
4(n− 1)(n− 2) T
′′
n−2(x)−
1
2(n− 1)(n+ 1) T
′′
n (x) +
cn
4(n+ 1)(n+ 2)
T ′′n+2(x);
T ′′0 = 0; T
′′
1 = 0; T
′′
2 = 4T0; n= 1; : : : ;
where T ′n; T ′′n represent the 4rst and second derivatives of the Chebyshev polynomials respectively.
Note that for k = 2, using (8), we obtain
T ′′n (x) = 2nG
(3=2)
n−2 (x);
T ′n(x) =−G(3=2)n−3 (x) + cnG(3=2)n−1 (x);
Tn(x) =
1
2(n− 1) G
(3=2)
n−4 (x)−
n
(n− 1)(n+ 1) G
(3=2)
n−2 (x) +
cn
2(n+ 1)
G(3=2)n (x); (9)
where c0 = 2, and cn = 1, otherwise.
Similarly, higher order derivatives of the Chebyshev polynomials can be obtained.
The leading and maximum coeDcients of the Chebyshev polynomial Tn(x), which we shall indicate
them respectively, by lTn and  Tn are as follows:
 Tn =
(
k!(n− 2k)!
n(n− k − 1)! 2
2k−n+1
)−1
with k =
[
n+ 3
7
]
; (10)
lTn = 2
n−1; n¿ 1: (11)
2.3. Legendre polynomials
The Legendre polynomials Ln(x) relate to the ultraspherical polynomials and de4ned as
L0(x) = 1; L1(x) = x;
Ln+1(x) =
2n+ 1
n+ 1
xLn(x)− nn+ 1 Ln−1(x); n¿ 1:
Lemma 3. The following relation for Legendre polynomials Ln(x) holds,
dk
dxk
Ln(x) = (2k − 1)!!G(k)n−k(x); (12)
where (2k − 1)!! = 1× 3× 5× · · · × (2k − 1).
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Proof. Using (2) for m= 1=2, we obtain
dk
dxk
Ln(x) =
dk
dxk
G(0)n (x) = 2
k
k−1∏
j=0
(1=2 + j)G(k)n−k(x) = (2k − 1)!!G(k)n−k(x);
which completes the proof.
As for the Chebyshev polynomials, the following relations for the Legendre polynomials hold:
Ln(x) =
−1
2n+ 1
L′n−1(x) +
1
2n+ 1
L′n+1(x); L
′
0 = 0; L
′
1 = L0;
Ln(x) =
1
(2n+ 1)(2n− 1) L
′′
n−2(x)−
2
(2n− 1)(2n+ 3) L
′′
n (x) +
1
(2n+ 1)(2n+ 3)
L′′n+2(x);
L′′0 = 0; L
′′
1 = 0; L
′′
2 = 3L0; n= 1; : : : ;
and
L′′n (x) = 3G
(2)
n−2(x);
L′n(x) =
−3
2n+ 1
G(2)n−3(x) +
3
2n+ 1
G(2)n−1(x);
Ln(x) =
3
(2n+ 1)(2n− 1) G
(2)
n−4(x)−
6
(2n− 1)(2n+ 3) G
(2)
n−2(x) +
3
(2n+ 1)(2n+ 3)
G(2)n (x):
Similar results for higher derivative hold.
The leading and maximum coeDcients of the Legendre polynomial Ln(x) which we shall indicate
them respectively by lLn and  Ln , are as follows:
 Ln =
2−n(2n− 2k)!
k!(n− k)!(n− 2k)! with k =
[
n+ 2
7
]
; (13)
lLn =
(2n)!
(n!)2
2−n: (14)
Relations (10), (11), (13) and (14) are obtained from the corresponding Rodriguez formula
(see [16]).
3. The New-Tau method
The development of the New-Tau method is centered around the results obtained in this section.
Suitable base and test functions are introduced. Some theoretical results concerning the applicability
of these functions and necessary operators are given.
Throughout this section m will denote the order of the di1erential operator.
As the Cabos-Tau is used for comparison purpose we 4rst give some detail of that approach and
try to mark explicitly the di1erences with the new method discussed in the following parts of this
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paper. Cabos has 4rst chosen the Chebyshev polynomials Tj(x) as test functions and then by using
the following linear integral operator:
w(x) = Im(v) =
∫ x ∫ x
· · ·
∫ x
︸ ︷︷ ︸
m times
v(t) dt =
∞∑
i=0
wˆiTi(x); ∀v∈L2T ;
with wˆ0 = wˆ1 = · · ·= wˆm−1 = 0, has introduced the base functions as some particular expansions of
the Chebyshev polynomials. In applying Im on Tj(x), the m constants of integrations were chosen
such that Im(Tj) are expressed only in terms of Chebyshev polynomials. For example,
I1(T0) =
∫ x
T0(t) dt = T1(x);
I1(T1) =
∫ x
T1(t) dt =
1
4
T2(x);
I1(Tj) =
∫ x
T1(t) dt =
1
2(j + 1)
Tj+1(x)− 12(j − 1)Tj−1(x); j¿ 2;
I2(T0) =
∫ x ∫ x
T0(t) dt =
1
4
T2(x);
·
·
Im(Tj) =
m+j∑
i=m
tˆiTi(x):
Using the above-mentioned base functions the exact solution, u(x), of the problem is then approxi-
mated by a truncated series such as the following:
u(x)  un(x) =
m−1∑
j=0
ejTj + Im(v) =
m−1∑
j=0
ejTj +
n−m∑
i=0
ai
(
m+i∑
j=m
tˆjTj
)
;
where v(x) =
∑n−m
i=0 aiTi(x), and n is the degree of approximant. Further detail can be obtained
from [2]. But in the New-Tau, the topic of this article, we modify the standard Tau method in
greater generality through the use of a particular type of the Gegenbauer polynomials as our test
functions which are chosen according to the order of given ODE. Then we introduce a suitable
linear integral operator that its application, as outlined in the subsequent subsections, provides us
with all the means we need to introduce our desirable base functions in such a way that they are
some appropriately scaled Chebyshev (or Legendre) polynomials. So, all the di1erences made by
New-Tau over the standard Tau and Cabos-Tau have their roots in introduction of its test and base
functions.
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3.1. Base and test functions
We now de4ne suitable sequences of orthogonal polynomials to be used as test and base functions.
Corresponding to the Chebyshev and Legendre New-Tau methods, test functions, tTn(x), tLn(x) and
base functions bTn(x), bLn(x), are de4ned as follows:
tTn−m(x) = 2
m−1l−1Tn (m− 1)!nG(m−1=2)n−m (x); n¿ 0;
tLn−m(x) = (2m− 1)!! l−1Ln G(m)n−m(x); n¿ 0; (15)
bTn(x) = l
−1
Tn Tn(x); n¿ 0;
bLn(x) = l
−1
Ln Ln(x); (16)
where lTn and lLn are given by (11) and (14), respectively. Note that using (10) instead of (11) or
(13) instead of (14) in de4ning the base and test functions, from their structure, one can generally
expect to obtain better numerical results in the case of ODEs with high degree coeDcients. This is
demonstrated in the results of Problem 6 in Section 5.
As the Gegenbauer polynomials are orthogonal, so are tTn(x), tLn(x), bTn(x) and bLn(x).
Thus, the connection between these two functions, after di1erentiating (16) m times and comparing
with (8) (or (12)) and (15), is as follows:
dm
dxm
(bTn(x)) = tTn−m(x);
dm
dxm
(bLn(x)) = tLn−m(x):
Denoting the mth order linear integral operator by Im, we de4ne
Im :L2G( P&) →L2;
Im(tn−m(x)) = bn(x); n¿m¿ 0; (17)
where P& is m− 1=2 or m, respectively, for the Chebyshev or Legendre method.
Im(v(x)) means m repeated integrations of function v(x). According to this de4nition each v(x)∈
L2G( P&) is projected onto a 4nite scaled Gegenbauer expansion, in which the m constants of integrations
are chosen appropriately. Due to their extensive use, we consider the results of the general analysis
to the case of Chebyshev and Legendre Tau approximations. Note that in Eq. (17) and some parts
of the following sections tn−m(x) is used as a general name for tTn−m(x) or tLn−m(x). A similar role
is played by bn(x) in place of bTn(x) or bLn(x).
3.2. The New-Tau method in operator form
Assume that the mth order ordinary di1erential equation
Lu= f;
Bu= g;
u∈HmG( P&) ; g(x)∈Rm; f∈L2G( P&) ; (18)
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on [−1; 1] has to be solved, where Lu=L((dm=dxm)u; (dm−1=dxm−1)u; : : : ; u; x) and B is some bounded
boundary operator which accounts for m necessary supplementary conditions.
From now on, n will be a 4xed natural number which represents the degree of the Tau approximant.
Let Qn be an orthogonal projection operator from y=Rm ×L2, onto yn =Rm ×Pn−m, such that
Pn is the space of polynomials of degree less or equal to n. The solution un(x) of the Tau equation
Qn
(
B
L
)
un(x) = Qn
(
g
f
)
; un ∈Pn; (19)
will be called “nth degree Tau approximant” in the sequel (see [2]).
We now continue to present the New-Tau method in the following way:
Let Iem be the integral operator Im extended to operate on y,
Iem :y →L2; m¿ 1;
Iem
(
&
v
)
= (Em−1; Im)
(
&
v
)
=
m−1∑
j=0
&jbj(x) + Im(v(x)); (20)
for any v∈L2G( P&) , where Em and & are de4ned as the row vectors Em = (b0(x); b1(x); : : : ; bm(x)) and
&= (&0; &1; : : : ; &m−1). Setting u(x) = Iem
( &
v
)
, one obtains, from (20),
dm
dxm
u(x) = v(x): (21)
According to the role of base functions in the Tau method and (17), (20) we have
un(x) =
n∑
i=0
aibi(x) =
m−1∑
i=0
aibi(x) +
n∑
i=m
aiIm(ti−m);
un(x) =
m−1∑
i=0
aibi(x) + Im
(
n∑
i=m
aiti−m
)
= Iem
(
a(n)
v(n)
)
; (22)
where
a(n) = (a0; a1; : : : ; am−1); v(n) =
n∑
i=m
aiti−m:
Comparing (19) and (22) we obtain the following result which will be called the New-Tau
equation:
Qn
(
B
L
)
Iem
(
a(n)
v(n)
)
= Qn
(
g
f
)
;
(
a(n)
v(n)
)
∈yn: (23)
This has several advantages over solving (19) directly. At 4rst ( a
(n)
v(n) ) is determined from (23) and in
the second step the nth degree New-Tau approximant, un(x), satisfying (19) can be recovered from
( a
(n)
v(n) ) by setting un = Iem(
a(n)
v(n) ).
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3.3. Error analysis
Let L be the linear di1erential operator
Lu=
dm
dxm
u(x) +
m−1∑
j=0
aj(x)
dj
dxj
u(x); aj(x)∈L2[−1; 1]: (24)
From (21) and (24) we obtain
Lu= v(x) + L1(u(x));
where L1 :=
∑m−1
j=0 aj(x) d
j=dxj.
With u(x) = Iem
( &
v
)
the operator
(B
L
)
Iem can be written as the sum of the operator k and the
identity operator id as follows: we clearly have
Lu= id(v(x)) + L1Em−1&+ L1Imv;
Bu= BEm−1&+ BImv:
Thus (
B
L
)
Iem
(
&
v
)
= (id+ k)
(
&
v
)
; k =
(
BEm−1 − id BIm
L1Em−1 L1Im
)
: (25)
We show that k is compact. To do this it is suDcient to prove that the operator Im; m¿ 1, is
compact (see [2]).
Lemma 4. Let {xn} be an orthonormal basis of Hilbert space H . Bounded linear operator , :H→H
is compact if
∑
n ‖,xn‖2¡∞.
Proof. See [11].
The following lemma and theorem are considered for Chebyshev polynomials Tn(x); they can
likewise be expressed for Legendre polynomials.
Lemma 5. Operator Im :L2G(m−1=2) →L2T is compact.
Proof. Operator Im is linear and continuous therefore it is bounded [12]. Scaled Gegenbauer poly-
nomials {g(m−1=2)n } are orthonormal base for L2G(m−1=2) . Using (6) and (17),
‖Im(g(m−1=2)n )‖2T =
2−2m
mn ((m− 1)!)2
∫ 1
−1
G(−1=2)n+m G
(−1=2)
n+m (1− x2)−1=2 dx:
Thus,
‖Im(g(m−1=2)n )‖2T = C(m)
n!
(n+ m)(n+ 2m− 1)! ;
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such that
C(m) =
2−4m2(2m)2(1=2)
2(m+ 1=2)((m− 1)!)2 ;
and
∑
n ‖Im(g(m−1=2)n )‖T ¡∞, because it is a p series with p¿ 2.
From (22) and (24),
Qn(id+ k)
(
a(n)
v(n)
)
= Qn
(
g
f
)
:
Clearly, from (23) and simple manipulation that leads to (25), the above-mentioned operator
equation means that the operator id + Qnk has to be inverted. The following theorem shows some
results concerning this operator.
Theorem 3. Let B :L2T → Rm be a linear boundary operator and L :D(L) ⊂ L2T → L2G(m−1=2) be
the linear di;erential operator given by (24). If u(0) uniquely solves (18) then the Tau equations
(19), (23) are uniquely solvable for n large enough. Rate of convergence can be estimated by
‖un − u(0)‖T6 (1 + ‖kQ(n)‖ · ‖(id+ Qnk)−1‖)‖P(n−m) d
m
dxm
u(0)‖T ; (26)
and the term in brackets converges to one, as it can be easily seen that ‖kQ(n)‖·‖(id+Qnk)−1‖ → 0
as n→∞. Here we have used the abbreviations Q(n) = id− Qn; P(n) = id− Pn.
There is an upper bound for the condition number of the Tau operator id+Qnk which converges
to ‖id+ k‖ · ‖(id+ k)−1‖ as n→∞,
‖id+ Qnk‖ · ‖(id+ Qnk)−1‖6 (‖id+ k‖+ ‖Q
(n)k‖) · ‖(id+ k)−1‖
1− ‖Q(n)k‖ · ‖(id+ k)−1‖ :
Proof. See [2].
From (24) and truncation error bound of Chebyshev polynomials (see [1]) we obtain
‖un − u(0)‖T6 const · nm−k‖u‖k;T :
This inequality shows that the Tau approximant converges faster than any inverse power of n, if
u(0) is in4nitely di1erentiable (see [3,8]).
4. Properties of the preconditioning Tau method (New-Tau)
We shall discuss here the qualitative behavior of the eigenvalue spectrum for Chebyshev and
Legendre New-Tau approximations of the 4rst order hyperbolic operator Lu=du=dx and the second
order di1usion operator Lu = d2u=dx2 and a general second order ODE with constant coeDcients.
Also, a description of what is exactly done follows for each case.
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4.1. Condition number of the advective operator
Let us consider the 4rst order problem
d
dx
u(x) = f(x);
u(1) = 0: (27)
Our objective here is to solve the above equation, using the Chebyshev and Legendre New-Tau
methods, which were described in Section 3, and then we want to obtain the condition number of
corresponding coeDcients matrix. In the case of standard Chebyshev Tau method (see [14]), the
coeDcients matrix is obtained by [VBV−1]T, in which V is the matrix of coeDcients of Cheby-
shev polynomials T0(x); T1(x); : : : ; Tn(x) (Chebyshev base functions), V−1 is the inverse matrix of
coeDcients of T0(x); T1(x); : : : ; Tn(x) (Chebyshev test functions) and B is as follows:
B=


0 0 0 : : : 0 0
1 0 0 : : : 0 0
0 2 0 : : : 0 0
0 0 3 : : : 0 0
...
...
. . .
...
0 0 0 : : : n 0


:
Similarly, in Chebyshev New-Tau method presented in Section 3, V is de4ned to be the matrix of
coeDcients of the base functions bTn , such that
[bT0 ; bT1 ; : : : ; bTn] = VX;
where X T = [1; x; x2; : : : ; xn], and g is the matrix of coeDcients of test functions tTn , such that
[tT0 ; tT1 ; : : : ; tTn] = gX: (28)
Then the matrix of coeDcients of the system of Chebyshev New-Tau method will be as
MT = [VBg−1]T:
Clearly,[
d
dx
bT0 ;
d
dx
bT1 ; : : : ;
d
dx
bTn
]
= VBX: (29)
Relations (8), (15), (16) show (d=dx)bTn = tTn−1 , n¿ 1.
Thus (28) yields
gX =
[
d
dx
bT1 ;
d
dx
bT2 ; : : : ;
d
dx
bTn+1
]
:
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Comparing this with (29), one can easily see that matrices g and VB have n equal rows. It means,
except the 4rst row of matrix VB which is zero, the other rows of this matrix are equal to the
rows of matrix g. So, MT is a matrix with upper 4rst diagonal elements equal to unity and its other
elements are zero. Then on applying the boundary condition u(1) =
∑n
i=0 aibTi , the following 4nal
matrix is obtained:
MT =


0 1 0 · · · 0 0
0 0 1 0 · · · 0
...
...
. . . . . .
...
0 · · · 1 0
0 0 0 0 : : : 1
1 20 2−1 2−2 · · · 21−n


:
Therefore, MTMTT is as follows:
MTMTT =


1 0 0 · · · 0 20
0 1 0 · · · 0 2−1
...
. . . . . . . . .
...
...
0 · · · 1 0 22−n
0 0 0 · · · 1 21−n
20 2−1 2−2 · · · 21−n &


;
such that
&= 1 +
n∑
i=1
22−2i:
Since, n diagonal elements of the above matrix are 1, through a simple calculation, one can see that
n− 1 elements of the spectrum of this matrix are 1, and the remaining are as follows:
1± = 2−2n(2 + 22n ±
√
2(2 + 22n+1));
where 2 =
∑n
i=1 2
2i−1 = 23(2
2n − 1).
Equivalently,
1± = + 1±
√
2 + 2;
= 23(1− 2−2n):
Clearly, ∀n; n∈N, 1+¿ 1; 1−¡ 1, we thus have
1max(MTMTT ) = 1+; 1min(MTM
T
T ) = 1−:
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Therefore, we can estimate the customary condition number of matrix MT with L2 norm,
cond(MT ) =
√
1max(MTMTT )
1min(MTMTT )
=
√
+ 1 +
√
2 + 2
+ 1−
√
2 + 2
= + 1 +
√
2 + 2:
As n → ∞,  → 2=3, we thus have cond(MT ) → 3. Then for large values of n, the condition
number of the resulting coeDcient matrix will not exceed 3.
Similarly, for the Legendre New-Tau method, presented in this article, we can calculate the con-
dition number of the 4nal matrix of coeDcients. The matrix of coeDcients related to this method
for solving the above 4rst order problem will be as follows:
ML =


0 1 0 · · · 0 0
0 0 1 0 · · · 0
...
...
. . . . . .
...
0 · · · 1 0
0 0 0 0 : : : 1
1 1 2=3 2=5 · · · 2n(n!)2(2n)!


:
In the Legendre New-Tau method, also, n− 1 eigenvalues of matrix MLMTL are unity and the other
two eigenvalues will be obtained as follows:
1± =
q+ 22n−1p±
√
q2 + 22nqp
22n−1p
;
p=
n−1∏
i=0
(
2n− 2i
n− i
)2
;
q=
n−1∑
j=0
4n+jp(
2j+2
j+1
)2 :
This can equivalently be written as
1± = q′ + 1±
√
q′2 + 2q′;
q′ =
q
22n−1p
=
n−1∑
j=0
22j+1(
2j+2
j+1
)2 :
It is then clear that, ∀n; n∈N, 1+¿ 1; 1−¡ 1. Thus, 1max(MLMTL ) = 1+, 1min(MLMTL ) = 1−.
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So the condition number of matrix ML will be as follows:
cond(ML) =
√√√√q′ + 1 +√q′2 + 2q′
q′ + 1−
√
q′2 + 2q′
= q′ + 1 +
√
q′2 + 2q′:
As n → ∞, q′ is a convergent series and tends to 1. (It is clear that q′¡∑n−1j=0 1=(j − 1)2, and
because it is convergent to 52=6, then its upper bound will be 52=6). Therefore the condition number
of matrix ML is approximately 2+
√
3. Then the maximum of the condition number will not exceed
2 +
√
3.
We computed the condition numbers of matrix M , with 16Dec: and 32Dec:, and observed that the
performance for the standard Tau, Cabos-Tau, and New-Tau follows the same results discussed in the
next sections. So, to keep the paper to a reasonable length we do not give here any numerical table.
4.2. Condition number of the di;usive operator
Consider the second order problem
d2
dx2
u(x) = f(x);
u(±1) = 0: (30)
In this section the objective is also the calculation of the condition number of matrix of coeDcients
in the Chebyshev and Legendre New-Tau methods presented in Section 3, for the above second order
problem. First, we recall that in standard Chebyshev Tau method the coeDcient matrix of the 4nal
system is obtained by [VB2V−1]T, in which V and B, are as de4ned in the previous section.
Since the problem is of the second order, test and the base functions introduced in Section 3 will
follow (d2=dx2)bTn = tTn−2 . Like the previous section, the matrix of coeDcients in this method will
be as [VB2g−1]T, so that V is the matrix of coeDcients of base functions bT0 ; bT1 ; : : : ; bTn , and g, is
the matrix of coeDcients of test functions, tT0 ; tT1 ; : : : ; tTn .
We see that matrices g and VB2 except in the 4rst two rows of VB2, which are zero, are equal.
This means they are equal in n−1 rows. Therefore, MT =[VB2g−1]T, is a matrix with upper second
diagonal elements equal to unity, and other elements are zero. Applying the boundary conditions
u(±1) =∑ni=0 aibTi , we 4nally get the following matrix:
MT =


0 0 1 0 0 · · · 0
0 0 0 1 0 · · · 0
0 0 0 0 1 0
...
...
...
. . . . . .
...
0 0 0 · · · 0 1
1 20 2−1 2−2 2−3 : : : 21−n
1 −20 2−1 −2−2 2−3 · · · (−1)n−121−n


:
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In order to estimate the condition number of the matrix MT we consider
MTMTT =


1 0 0 · · · 0 1=2 −1=2
0 1 0 · · · 0 1=4 1=4
0 0 1 · · · 0 1=8 −1=8
...
. . . . . .
...
...
0 · · · · · · 0 1 12n−2 (−1)
n−1
2n−1
1=2 1=4 1=8 · · · 12n−1  6
−1=2 1=4 −1=8 · · · (−1)n−12n−1 6 


;
such that = 1 +
∑n
i=1 2
2−2i, 6= 1 +
∑n
i=1 (−1)i22−2i.
Calculating the eigenvalues of this matrix one can see that n−3 elements out of n+1 eigenvalues
of this matrix are 1; among 4 remaining eigenvalues, those with maximum and minimum absolute
values are as follows:
1± = 2−2n−1(+ 3× 22n ±
√
2 + 24n + 3× 22n+1);
where
=
(n−1)=2∑
i=1
24i+1 for n odd;
=
n=2∑
i=1
24i−1 for n even:
Equivalently,
1± = q+ 1±
√
q2 + 3q+ 1=4;
q= 815(1=2− 2−2n−1) for n even;
q= 3215(1=8− 2−2n−1) for n odd:
So, the condition number of MT is
cond(MT ) =
√
q+ 3=2 +
√
q2 + 3q+ 1=4
q+ 3=2−
√
q2 + 3q+ 1=4
=
√
2
2
(q+ 3=2 +
√
q2 + 3q+ 1=4):
As n→∞, q→ 4=15. Thus we approximately have cond(MT )→ 2.
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For the Legendre New-Tau method, one can likewise see that the coeDcients matrix is
ML =


0 0 1 0 0 · · · 0
0 0 0 1 0 · · · 0
0 0 0 0 1 0
...
...
...
. . . . . .
...
0 0 0 · · · 0 1
1 1 2=3 2=5 8=35 : : :
2n(n!)2
(2n)!
1 −1 2=3 −2=5 8=35 : : : 2
n(n!)2
(−1)n−1(2n)!


;
and its spectrum consists of n− 3 occurrences of unity and
1± =
q+ 3× 22n−5p±
√
−24n−7p2 + (q+ 3× 22n−5p)2
22n−4p
;
where, for n odd,
q=
(n−1)=2∑
i=1
4n+2i−2p(( 4i
2i
))2 ;
p=
(n−1)=2∏
i=1
((
2n− 4i + 2
n− 2i + 1
))2
;
and, for n even,
q=
n=2∑
i=1
4n+2i−2p(( 4i
2i
))2 ;
p=
n=2∏
i=1
((
2n− 4i + 4
n− 2i + 2
))2
:
Equivalently,
1± = q′ + 3=2±
√
q′2 + 3q′ + 1=4;
q′ =
n=2∑
i=1
24i( 4i
2i
)2 for n even;
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q′ =
(n−1)=2∑
i=1
24i( 4i
2i
)2 for n odd:
Finally, the condition number of the matrix ML is as follows:
cond(ML) =
√√√√q′ + 3=2 +√q′2 + 3q′ + 1=4
q+ 3=2−
√
q′2 + 3q′ + 1=4
=
√
2
2
(q′ + 3=2 +
√
q′2 + 3q′ + 1=4):
As n → ∞, series q′, roughly speaking, tends to 1, then cond(ML) → 3. So, for n suDciently
large, the maximum of the condition number will be 3.
The numerical results presented in the 4nal section of this article clarify and con4rm the eDciency
of the New-Tau method.
We computed the condition numbers of matrix M , with 16Dec: and 32Dec:, and observed that the
performance for the standard Tau, Cabos-Tau, and New-Tau follows the same results discussed in
the next sections. So, to keep the paper to a reasonable length we do not give here any numerical
table.
4.3. Condition number of a second order di;erential operator
For the sake of simplicity, a general second order linear ordinary di1erential operator with constant
coeDcients is considered. The analysis, here proceeds only for the Chebyshev case of the New-Tau
method and it can likewise be applied for the Legendre case. Also a comparison is made with the
result of the preconditioning method discussed by Cabos (see [2]).
Let us consider
Lu=
d2
dx2
u(x) + k1
d
dx
u(x) + k0u(x); k0; k1 ∈R; u(x)∈H 2T :
The approximate solution un(x) is considered to be as
un(x) =
n∑
j=0
ajbj(x) =
n∑
j=0
ajl−1Tj Tj(x);
where aj; j¿ 0, are the unknowns to be determined. Therefore,
Lun(x) =
n∑
j=2
ajl−1Tj T
′′
j (x) + k1
n∑
j=1
ajl−1Tj T
′
j (x) + k0
n∑
j=0
ajl−1Tj Tj(x):
As the order of the di1erential equation is 2 then for the test functions we choose m= 2. Using
(9) we obtain
Lun(x) =
n∑
j=2
ajl−1Tj (2j)G
(3=2)
j−2 + k1
n∑
j=1
ajl−1Tj (G
(3=2)
j−1 − G(3=2)j−3 )
+ k0
n∑
j=0
ajl−1Tj
(
1
2j − 2 G
(3=2)
j−4 −
j
j2 − 1 G
(3=2)
j−2 +
1
2j + 2
G(3=2)j
)
:
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Adjusting the indices we have the following result:
Lun(x) =
n∑
j=0
aj+2l−1Tj+22(j + 2)G
(3=2)
j + k1
n∑
j=0
aj+1l−1Tj+1G
(3=2)
j
− k1
n∑
j=0
aj+3l−1Tj+3G
(3=2)
j + k0
n∑
j=0
aj+4l−1Tj+4
1
2j + 6
G(3=2)j
− k0
n∑
j=0
aj+2l−1Tj+2
j + 2
(j + 2)2 − 1 G
(3=2)
j + k0
n∑
j=0
ajl−1Tj
1
2j + 2
G(3=2)j :
With the help of variational form of the Tau method and the following inner product, the elements
of the 4nal matrix M with last two rows replaced by the two initial and boundary conditions is
obtained:
(Lun; tk) =
lTk+2
(2k + 4)
{
k0l−1Tk
2k + 4
ak + k1l−1Tk+1ak+1 + l
−1
Tk+2(k + 2)
(
2− k0
(k + 2)2 − 1
)
ak+2
− k1l−1Tk+3ak+3 + k0
l−1Tk+4
2k + 6
ak+4
}
:
Thus we have
mi; i =
k0
(i + 1)(i + 2)
; mi; i+1 =
k1
i + 2
; mi; i+2 = 1− k02(i + 2)2 − 2 for i = 0; 1; : : : ; n− 2;
mi; i+3 =
−k1
4(i + 2)
for i = 0; 1; : : : ; n− 3;
mi; i+4 =
k0
16(i + 3)(i + 2)
for i = 0; 1; : : : ; n− 4;
mn−1;0 = 1 and mn−1; i = 2−i+1; i = 1; : : : ; n;
mn;0 = 1 and mn; i = (−1)i2−i+1; i = 1; : : : ; n:
To con4rm our theoretic discussion (that the condition number in New-Tau is not growing very
much with n particularly when n is large and this method performs strongly against rounding) we
have compared numerically the condition number of M , obtained in this section and that obtained
by the method of Cabos, for some values of n and k0; k1 (see Tables 1 and 2 for calculations with
16Dec:).
From Table 2, one can see that the Cabos-Tau was quickly in>uenced by rounding as n increases,
while the New-Tau performed well up to n = 128 and even for n = 256, although at this stage
started to be in>uenced by rounding errors. However, with 32Dec: computation, the performance of
computation for both methods was stable and very good.
Similarly, entries of the 4nal matrix coeDcient of the New-Tau Legendre method can be computed.
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Table 1
Comparing the condition numbers of M for n= 32 and 64 and di1erent values of k0; k1 (with 16Dec:)
n= 32 n= 64
k0; k1 Cabos-Tau New-Tau Cabos-Tau New-Tau
−0:5, −50 5:4× 104 8:7× 105 6:9× 1013 1:8× 106
0, −10 6:6× 102 3:0× 101 2:0× 1012 3:0× 101
0.5, 3 3:4× 101 4: 1:4× 1012 4
1, 1 8. 4. 3:1× 1013 4
3, 0.5 5:4× 101 2:1× 101 1:6× 1013 2:1× 101
10, 0 3:1× 103 7:6× 102 6:8× 1013 7:6× 102
50, −0:5 3:1× 103 1:7× 103 2:3× 1013 1:7× 103
200, −1 9:5× 106 2:0× 108 2:8× 1015 2:0× 108
Table 2
Comparing the condition numbers of M for k0 = 200; k1 =−1=2 and di1erent values of n (with 16Dec:)
n n= 32 n= 64 n= 128 n= 256
Cabos-Tau 1:0× 107 3:4× 1015 1:7× 1063 9:7× 10175
New-Tau 2:4× 108 2:4× 108 7:4× 108 3:0× 1049
From Tables 1 and 2, one can obviously notice that the new method generally performs well,
except possibly if n is small and k0 and k1 very di1erent. However, the case of small n hardly
deserves a special analysis as no preconditioning is needed in this case. Di1erent behavior of the
eigenvalue spectrum of the matrix M may be expected as can be seen through elements of M given
above.
5. Numerical results
Six test problems were solved using the Chebyshev and Legendre Tau method with di1erent
modi4cations (i.e., with preconditioners) and also its standard version, or Tau for short. We use
the Cabos-Tau and the New-Tau as the two preconditioned Tau methods. The test problems are not
numerically complicated but for our purpose in showing the e1ect of the new Tau preconditioner
seem to be adequate. In case of using preconditioning we have applied the new suggested method of
this article, (denoted by New-Tau), and the one introduced by Cabos [2] (denoted by Cabos-Tau).
Since involved linear systems are nonsymmetric, a modi4ed conjugate gradients method [15] was
used. For all problems, iteration was stopped as soon as ‖residual‖6 tol, where tol6 10−10.
Zero vector was used as starting iteration vector.
All calculations were performed on a PC running Mathematica software with 16 and 32 decimal
digit accuracies. In tables “maximal error” always refers to the maximal di1erence between approx-
imation and exact solution at the Gauss Lobatto points. In all cases any non-polynomial coeDcient
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Table 3
Iterative solution of problem 1 for n= 32 and 64 (Chebyshev basis) (with 16Dec.)
n= 32 n= 64
Method Iteration Condition Maximal Iteration Condition Maximal
steps number error steps number error
Tau 45 4:9× 104 2:0× 10−9 No conv. 8:8× 1014 —
Cabos-Tau 33 5:9× 103 2:0× 10−9 No conv. 2:1× 1013 —
New-Tau 22 6:1× 102 5:9× 10−10 45 6:1× 102 2:9× 10−12
Table 4
Iterative solution of problem 1 for n= 32 and 64 (Legendre basis) (with 16Dec.)
n= 32 n= 64
Method Iteration Condition Maximal Iteration Condition Maximal
steps number error steps number error
Tau 39 1:7× 104 1:0× 10−9 No conv. 2:6× 1013 —
New-Tau 23 5:3× 102 1:0× 10−9 45 5:3× 102 4:3× 10−12
was replaced by a truncated Taylor series expansion of order n, where n represents the degree of
the Tau approximant. The condition number was calculated with the L2 norm.
Problem 1. Let us consider
u′′ − 20xu′ − 20u= 0; u(−1) = u(1) = 1;
which is taken from Cabos [2], with exact solution u(x) = e10x
2−10.
Computations with 16Dec: and 32Dec: had some di1erences in convergence and accuracy for the
cases of standard Tau and Cabos-Tau (where the New-Tau had already obtained stable results with
16Dec: computation). So, we 4rst report the numerical results for the case of 16Dec: in Tables 3, 4
and then discuss the e1ect of 32Dec: computation.
For n = 32, the solution of the problem was found, in 45 steps with condition number c(M) 
4:9 × 104 by the Chebyshev Tau, in 33 steps with c(M)  5:9 × 103 by the Cabos-Tau and in 22
steps with c(M)  6:1× 102 by the New-Tau.
For n=64 neither the standard Tau method nor Cabos-Tau converged. Only the New-Tau method
converged (in about 45 steps), see Table 3. For the Legendre basis see Table 4.
The following three matrices are the M matrices corresponding to the standard Chebyshev Tau,
Cabos-Tau and the New-Tau methods, respectively. As we expected theoretically, the entries of M in
the case of the New-Tau method are generally better organized than those in the other two methods.
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Similar behavior happens for the case of the Legendre New-Tau method.

−20 0 −36 0 −48 0 −12 0 96
0 −40 0 −96 0 −80 0 56 0
0 0 −60 0 −112 0 −48 0 160
0 0 0 −80 0 −120 0 0 0
0 0 0 0 −100 0 −120 0 64
0 0 0 0 0 −120 0 −112 0
0 0 0 0 0 0 −140 0 −96
1 −1 1 −1 1 −1 1 −1 1
1 1 1 1 1 1 1 1 1




−20 0 −9 0 5 0 0 0 0
0 −40 0 −4 0 5 0 0 0
0 0 −15 0 7:67 0 0:83 0 0
0 0 0 −3:33 0 3:5 0 0:83 0
0 0 0 0 −2:08 0 2:33 0 0:75
0 0 0 0 0 −1:50 0 1:83 0
0 0 0 0 0 0 −1:17 0 1:57
1 −1 0:25 −0:041 −0:14 0:05 0:016 −0:0059 0:0026
1 1 0:25 0:041 −0:14 −0:05 0:016 0:0059 0:0026




−10 0 1 0 0:625 0 0 0 0
0 −6:67 0 1 0 0:416 0 0 0
0 0 −5 0 1 0 0:312 0 0
0 0 0 −4 0 1 0 0:25 0
0 0 0 0 −3:33 0 1 0 0:208
0 0 0 0 0 −2:85 0 1 0
0 0 0 0 0 0 −2:50 0 1
1 −1 0:5 −0:25 0:125 −0:0625 0:031 −0:015 0:007
1 1 0:5 0:25 0:125 0:0625 0:031 0:015 0:007


As it is seen, New-Tau needed less steps than the other two methods. In this method the condition
number is also much less than those in the other two methods.
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Table 5
Iterative solution of problem 2 for n= 16 and 32 (Chebyshev basis) (with 16Dec: and 32Dec:)
n= 16 n= 32
Method Iteration Condition Maximal Iteration Condition Maximal
steps number error steps number error
Tau 17 4:4× 104 3:4× 10−14 314 1:7× 1013 1:7× 10−10
Cabos-Tau 11 3:0× 103 1:9× 10−15 66 2:5× 1012 3:9× 10−13
New-Tau 9 2:5× 100 3:6× 10−16 19 2:9× 101 3:6× 10−16
Table 6
Iterative solution of problem 2 for n= 16 and 32 (Legendre basis) (with 16Dec: and 32Dec:)
n= 16 n= 32
Method Iteration Condition Maximal Iteration Condition Maximal
steps number error steps number error
Tau 14 1:2× 104 2:2× 10−13 204 7:0× 1011 4:2× 10−11
New-Tau 8 2:8× 100 3:3× 10−14 18 2:1× 101 2:0× 10−16
Note that as it is also clear from Table 4 the dramatic and comparative e1ect of our preconditioning
in the New-Tau will become evident as it is applied for a large n. Thus, solving with a large n, the
New-Tau would of course be more favorable.
The numbers of nonzero elements of M in New-Tau and Cabos-Tau are roughly the same, but
much less than that in the standard Chebyshev Tau method. Similar conclusion follows for the case
of Legendre basis.
In this example, computation with 32Dec: was able to recover the unacceptable performance of
the Tau and Cabos-Tau for n=64 and obtained numerical results the same as n=32, but with higher
accuracy. This con4rms that the standard Tau and Cabos-Tau are very much sensitive to rounding.
Problem 2. Consider
u′′(x) + 3xu′(x) + x4u= 6x + 9x3 + x7; u(−1) = 1; u(1) = 1;
with exact solution u(x) = x3.
In this problem, computation with 16Dec: and 32Dec: produced the same numerical results, shown
in Tables 5, 6. The condition numbers of M in Tau (standard) and Cabos-Tau are much larger than
the condition number of M in the New-Tau method, particularly for n= 32.
It is seen that even in the case of Cabos-Tau the condition number grows rapidly with n, while for
the New-Tau it is unchanged. The reason for this is that according to our strategy the elements of
M grow slowly with n. For numerical results in the Legendre basis see Table 7. Similar conclusion
follows for this case.
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Table 7
Iterative solution of problem 3 for n= 16 and 32 (Chebyshev basis) (with 16Dec: and 32Dec:)
n= 16 n= 32
Method Iteration Condition Maximal Iteration Condition Maximal
steps number error steps number error
Tau 55 1:2× 104 4:3× 10−6 1016 1:1× 109 8:7× 10−11
Cabos-Tau 16 1:9× 101 4:3× 10−6 108 9:9× 107 6:1× 10−11
New-Tau 15 5:4× 100 4:3× 10−6 15 5:4× 100 6:5× 10−11
Table 8
Iterative solution of problem 3 for n= 16 and 32 (Legendre basis) (with 16Dec: and 32Dec:)
n= 16 n= 32
Method Iteration Condition Maximal Iteration Condition Maximal
steps number error steps number error
Tau 48 7:1× 103 4:3× 10−6 648 5:1× 107 6:1× 10−11
New-Tau 15 6:3× 100 4:6× 10−6 15 6:3× 100 6:5× 10−11
Problem 3. Consider
u′′(x) +
(
4
5
)
u′(x)− 5
2
8
sec2
(5
4
x
)
u(x) = sec2
(5
4
x
)
; u(−1) =−1; u(1) = 1;
with exact solution u(x) = tan(145x).
Here the coeDcients in the di1erential equation are not polynomials and therefore they must be
replaced with appropriate polynomial approximations.
Solving this problem using three methods standard Tau, Cabos-Tau and New-Tau, its numerical
results (with 16Dec: and 32Dec: computations, both of which are the same) are shown in Tables 7,
8 for n=16 and 32, respectively. As it is seen, with n=16 and 32 the New-Tau needs 15 iteration
steps for convergence and M has a 4xed condition number of 5.4. In contrast, the standard Tau
and the Cabos-Tau need much more iteration steps (1016 and 108 steps, respectively) for n = 32.
The condition numbers of M in these cases are 1:1× 109 and 9:9× 107, respectively. Thus, as we
expected, the New-Tau was clearly superior. For numerical results in the Legendre basis see Table
8. Similar conclusion follows for this case.
Problem 4. To illustrate the increased e1ect of New-Tau in case of higher derivative terms in ODE,
u′′′ + u′′ + x2u′ + u= 6 + 6x + x3 + 3x4; u(−1) =−1; u(1) = 1; u(0) = 0;
was considered with exact solution u(x) = x3.
In this problem, computation with 16Dec: and 32Dec: produced the same numerical results, shown
in Tables 9, 10. The numerical results show that the New-Tau was again superior.
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Table 9
Iterative solution of problem 4 for n= 16 and 32 (Chebyshev basis) (with 16Dec: and 32Dec:)
n= 16 n= 32
Method Iteration Condition Maximal Iteration Condition Maximal
steps number error steps number error
Tau 101 2:5× 105 1:5× 10−14 3685 1:1× 1011 2:7× 10−10
Cabos-Tau 18 1:1× 102 1:1× 10−11 48 1:6× 1010 1:2× 10−11
New-Tau 12 2:4× 100 7:1× 10−12 15 3:1× 100 1:8× 10−12
Table 10
Iterative solution of problem 4 for n= 16 and 32 (Legendre basis) (with 16Dec: and 32Dec:)
n= 16 n= 32
Method Iteration Condition Maximal Iteration Condition Maximal
steps number error steps number error
Tau 88 13× 105 4:6× 10−15 2020 6:6× 109 2:2× 10−11
New-Tau 12 2:5× 100 4:9× 10−12 15 3:0× 100 9:4× 10−13
Problem 5. Consider the following sti1 problem:
u′′(x)− ku(x) = cos x; u(−1) = 1; u(1) = 1;
where k is the sti1ness parameter. This problem was used as a challenging test problem by di1erent
authors, for examples see [9,12]. The exact solution is
u(x) =
1
k + 1
(C1e−
√
kx + C2e
√
kx + cos x);
where C1 = C2 = (k + 1 + cos(1))=(e−
√
k + e
√
k).
For large k the exact solution has very large gradients at the boundaries. Therefore, for k = 500
and 1000, n was raised to 64 and 128 in order to obtain a good approximation of the solution.
In this problem, computations with 16Dec: and 32Dec: had some di1erences in convergence and
accuracy for the cases of Tau and Cabos-Tau (where the New-Tau had already obtained stable results
with 16Dec: computation). So, we 4rst report the numerical results for the case of 16Dec: in Tables
11, 12 and then discuss the e1ect of 32Dec: computation. For k=500 and n=64 neither the original
(standard) Tau method nor Cabos-Tau reached convergence, (see Table 11). The same happened for
k =1000 and n=128. Only the New-Tau method converged in about 55 steps, in the 4rst case and
290 steps in the second case, see Table 11. For numerical results in the Legendre basis see Table
12. Similar conclusion follows for this case.
With 32Dec: computation, the standard Tau and Cabos-Tau could only converge for n = 64.
In Chebyshev basis, they converged after 733 and 92 iterations and their condition numbers were
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Table 11
Iterative solution of problem 5 for n= 64 and 128 (Chebyshev basis) (with 16Dec:)
n= 64 k = 500 n= 128 k = 1000
Method Iteration Condition Maximal Iteration Condition Maximal
steps number error steps number error
Tau No conv. 3:45× 1013 — No conv. 1:68× 1063 —
Cabos-Tau No conv. 4:23× 1012 — No conv. 2:11× 1062 —
New-Tau 55 1:64× 104 8:7× 10−15 290 3:03× 105 3:3× 10−11
Table 12
Iterative solution of problem 5 for n= 64 and 128 (Legendre basis) (with 16Dec:)
n= 64 k = 500 n= 128 k = 1000
Method Iteration Condition Maximal Iteration Condition Maximal
steps number error steps number error
Tau No conv. 3:3× 1012 — No conv. 1:8× 1061 —
New-Tau 54 1:3× 104 4:6× 10−14 250 4:2× 105 5:5× 10−11
7:8× 105 and 8:6× 104, respectively. For n= 128, those two methods could not converge but their
condition numbers reduced to 1:1× 107 and 3:2× 105, respectively.
Problem 6. Consider the following problem:
u′′(x) + (x5 − 1)u′(x) + 9x6u(x) = x5(9x + 1)ex; u(−1) = e−1; u(1) = e;
with exact solution u(x) = ex.
In this problem, ‘L-New-Tau’ refers to the New-Tau method based on the leading coeDcients of
Chebyshev or Legendre polynomials (i.e., Eq. (11) or (14), respectively) and ‘M-New-Tau’ plays
the same role but based on the maximum coeDcients of those polynomials (i.e., Eq. (10) or (13),
respectively). Numerical results for the Tau, Cabos-Tau, L-New-Tau, and M-New-Tau are shown in
Table 13 (with 16Dec: and 32Dec: computations, both of which are the same). They con4rm our
expectation stated in the paragraph following Eq. (16).
6. Conclusions
The standard Chebyshev (Legendre) Tau method applied to linear ordinary di1erential equations
is generally badly conditioned.
In this article it has been shown that solving an mth order ordinary di1erential equation with
m supplementary condition, using the new preconditioning Tau (New-Tau) method is instead well-
conditioned with condition numbers bounded independent of n in many cases.
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Table 13
Iterative solution of problem 6 for n= 32 and 64 (Chebyshev basis) (with 16Dec: and 32Dec:)
n= 32 n= 64
Method Iteration Condition Maximal Iteration Condition Maximal
steps number error steps number error
Tau No conv. 1:2× 1014 — No conv. 1:6× 1033 —
Cabos-Tau 958 1:3× 1013 5:1× 10−11 No conv. 2:7× 1032 —
L-New-Tau 42 4:2× 102 5:0× 10−13 244 3:0× 108 3:3× 10−14
M-New-Tau 39 4:5× 101 2:5× 10−14 132 3:8× 105 3:5× 10−15
Numerical results show that the number of iterations required for 4nding the Tau approximation
and also the condition number of the 4nal matrix M can signi4cantly be reduced by this new method
(New-Tau).
Even comparing with Cabos-Tau (the preconditioning method of Cabos [2]) the New-Tau is
clearly superior, particularly when n becomes large. It was demonstrated that the standard Tau
and Cabos-Tau are very much sensitive to rounding errors. It was also shown that for ODEs with
nonconstant coeDcients even using calculations with 32Dec: cannot assist the standard Tau and
Cabos-Tau in producing acceptable numerical results when n is large.
It is worth noting that the standard Tau method, preconditioned with a standard 4nite-di1erence
method, was not capable of obtaining a comparative result over the New-Tau method. For di1usive
operator, it could only reduce the condition number by approximately a factor of 10 to 103 for
n= 16; 32; 64. Further details of such comparison and an extension of the New-Tau method for 2D
and 3D problems will be investigated in a new paper.
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