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Abstract 
Cash, J.R. and S. Semnani, A new approach to solving nonstiff initial-value problems, Journal of Computa- 
tional and Applied Mathematics 45 (1993) 41-46. 
Predictor-corrector formulae requiring three function evaluations per integration step are derived for the 
numerical solution of nonstiff initial-value problems for ordinary differential equations. These formulae, which 
can be regarded as explicit extensions of modified extended backward differentiation formulae, have many of 
the computational advantages of Adams formulae. In addition they enjoy the important advantage of having 
considerably better absolute stability properties than Adams formulae. This makes the new formulae 
particularly efficient for solving mildly stiff problems. Some numerical results are given to show the 
performance of this new class of methods on some nonstiff initial-value problems. 
Keywords: Initial-value problems; Adams formulae; predictor-corrector methods; nonstiff equations. 
1. Introduction 
Two of the most widely used classes of formulae for the numerical solution of the nonstiff 
initial-value problem 
dy 
dx =f(-G Y), Y(q)) =yo, Y E R”, (1) 
are Adams and Runge-Kutta methods. Despite extensive investigation into other classes of 
methods, it is still the case that most library programs for solving (1) are based on these two 
classes of formulae. Although Runge-Kutta and Adams formulae are often quite efficient for 
solving Cl), both types of methods have certain well-known computational disadvantages. 
Because of this there has long been a desire to derive a class of integration formulae suitable 
for solving nonstiff initial-value problems, which enjoy most of the advantages of Adams and 
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Runge-Kutta formulae, but which eliminate many of their disadvantages. We could seek, for 
example, a class of methods which can be implemented efficiently in a variable-step/variable- 
order mode, requires only a few function evaluations at all orders and has very good absolute 
stability properties. It is likely that, if such methods are to be found, they will be in the class of 
general linear methods. These formulae contain both Adams and Runge-Kutta methods as 
special cases. The class of general linear methods has been defined by Butcher [2] in the 
following way. Let A, B, C be N X N matrices with elements {aij], (bij} and (Cij}, respectively. 
A general linear method defines the unknown yi @), 1 < i < N, in terms of known values yl”- l): 
N N N 
y!"' = 
I C aijyjc”-l) + h C bijf( ~j, yap’) + h C cjjf( xi, y,‘“-“). (2) 
j=l j=l j=l 
These formulae have the Adams-like property of being multistep in nature as well as the 
Runge-Kutta-like property of requiring repeated function evaluations. 
In this paper we consider a special class of general linear methods for the numerical 
integration of (1). Our main aim will be to derive a class of multistep formulae which have most 
of the computational advantages of Adams formulae, but which, in addition, have stability 
properties which are considerably better than those of Adams formulae. This removes one of 
the major computational disadvantages of Adams formulae, namely their poor stability proper- 
ties at high order. Although the formulae which we shall consider do indeed fit into the general 
class (21, it is more convenient to consider them in the guise of predictor-corrector formulae 
rather than general linear methods. This allows us to consider our formulae as being modified 
Adams methods which require three function evaluations per step at all orders. This extra 
function evaluation is used to enhance the accuracy and stability properties of our formulae. If 
this extended Adams viewpoint is taken, our formulae are natural extensions to the explicit 
case of modified extended backward differentiation formulae which have proved to be particu- 
larly efficient for stiff initial-value problems [3,4]. Indeed a natural way to proceed, which forms 
the basis of the algorithm described in the next section, would be to follow the general 
approach described in [3] for stiff equations and to replace the BDF methods of this approach 
by Adams formulae. 
2. The general approach 
The general approach which we will describe in this section will be the so-called “look 
ahead” approach defined in [3]. The major difference in our approach described in this section 
compared to that of [3] is that we will use a different class of formulae to reflect the fact that 
we are concerned with the integration of nonstiff equations. In what follows we assume that we 
wish to compute an approximate solution yn+k at the step point x,+~ where the data 
(x n+jy Y,+j), 0 <j G k - 1, is already available. It is convenient to summarise our approach in 
the following three steps. Starting from the known data (Y,+~, f,,+j>, 0 G j G k - 1, 
(a) compute an approximation yF2k at x,+~ using a kth-order predictor; 
(b) compute an approximation ~$2~~ 1 at x,+~+ 1 using a (possibly different) k th-order 
predictor; 
(c) compute an approximation yziclk at x,+~ using a (k + l)th-order corrector which uses 
information at the advanced point (the “look ahead point”) a~,+~+~ as well as at the previous 
points X, +j, O<j<k-1. 
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Formulae which use derivative values other than at past points and at the point x,+~ have 
been proposed in [1,5,6]. Also the proposal to use a derivative evaluation at the look ahead 
point was considered in [lo]. In terms of integration formulae we can express our general 
approach in the following six steps. 
(1) 
(2) 
(31 
(4) 
(51 
Compute yFjk using an explicit predictor: 
k-l k-l 
YAp?k = - C ajYn+j + h C Pjfn+j* 
j=O j=O 
Evaluate: 
f2k -f(X,z+k, YZk). 
Compute ~rsp!~+ 1 using an explicit predictor: 
Evaluate: 
j=O j=O 
f rst1 =f(x (PI n+k+l, Yn+k+l 
compute y,fi k) a corrected solution at X, +k, using an explicit formula involving yFjk + 1 
and fn(Pt)k+i as well as data from previous step points: 
k-l k-l 
yF!k= - C zjYn+j+h C Pjfn+j-(YkY~P!k-LYk+lY~~k+l 
j=O j=O 
(6) Providing that yz$k satisfies a local error estimate, accept yn+k = yc$k as the final 
solution at X,+k; evaluate fn+k = f(x n+k, Y~+~); go on to the next step possibly with a change 
of stepsize and/or order. 
This approach requires three function evaluations for every successful step and two for a 
failed step as opposed to two and one respectively for Adams methods. Our aim is to choose 
the free coefficients in our general approach to derive modified formulae with improved 
accuracy and stability properties compared with Adams formulae. The hope is that these 
improved characteristics will offset the extra computational effort of one function evaluation 
per step required by the modified formulae thus allowing the modified formulae to be 
competitive with the conventional Adams formulae. 
The approach which we have described in this section is a very general one which allows the 
possibility of a wide class of integration formulae being used. A detailed investigation of the 
most promising formulae to fit into this framework has only just begun and we feel that this will 
be a fruitful area for future research. However when designing our predictor-corrector 
approach there are two important criteria which we need to bear in mind. 
(i) We require the predictor-corrector scheme to have “very good” absolute stability 
properties and we need to define precisely what we mean by this. 
(ii) It is important that the predictor-corrector scheme be formulated so that it can be 
implemented efficiently in a variable-step/variable-order mode. This in turn requires the 
derivation of reliable local error estimates as well as an efficient step changing strategy. 
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We have experimented with many different formulae implemented in the predictor-corrector 
framework just described. We feel that we have already identified classes of formulae which are 
of comparable efficiency to Adams formulae but there is still scope for deriving yet more 
efficient formulae. In what follows we will describe the formulae which we feel to be the most 
efficient of those we have investigated so far. 
First Step: 
k-l 
yt??k =Ynik-I + h c Yi Vifn+k-l* 
i=O 
Here V is the usual backward difference operator, and the yi are the coefficients of the 
classical Adams-Bashforth formulae expressed in backward difference form [9]. 
Second Step: 
(P) 
Yn+k+l = y,$)k + h k yi vifn(p?k - ykha Vkf,$k, 
i=O 
where a is a free parameter, vf,‘p!k =f,‘p!k - f,,+&l with a similar definition for Vi fi(p!k, i > 1. 
Third Step : 
k-l 
y:!k =Yn+k-I + h c yi v’f,+,_, + Ykh Vkfn($ + ha Vk+‘f;(P?k+l. 
i=O 
This formula contains the free parameter Z but has order k + 1 for any choice of this 
parameter. 
These three steps define a general approach which depends on two free parameters a, 5 and 
these can be chosen to give good absolute stability properties. For example, in the formula with 
k = 1, if we choose Z = - $ and a = 4, we obtain a predictor-corrector formula with an interval 
of absolute stability [ - 6.3, 01. In order to obtain a local error estimate in yzir we would 
compute a first-order solution using a formula relying on previously computed information and 
then obtain a local error estimate by subtracting the first- and second-order solutions. This is 
the conventional approach used by many predictor-corrector formulae and is the natural 
extension to multistep formulae of Fehlberg embedding. Thus we compute a first-order 
solution y,+ 1 using 
L n+l =Yn +h[qf,$‘i + %f21 + %fnl7 
and use the quantity 
as an error estimate in yn+ 1. Note that this formula does not require fn+l = f(x,+l, ycJl> and 
so this final function evaluation, which is step (6) of the general approach described earlier, will 
only be performed if yF$ 1 passes the error test. The above equation has order 1 if (pi + (Ye + CX~ 
= 1 and thus leaves us with two free coefficients, say (pi and CQ. In general, when using k-step 
formulae, we have at our disposal two free coefficients in the main formula, which are used to 
get good stability, and two free coefficients in the embedded formula, which are used to give 
good stability and to provide a good quality local error estimate. The problem of defining good 
quality local error estimates has been investigated for one-step formulae in [8]. It is not so clear 
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how to proceed for multistep formulae. This is an area which is at present under investigation 
and for more on this the reader is referred to [4]. 
3. Representation of information and numerical results 
Having derived our integration formulae, the next step is to choose a way of storing 
information so that our formulae can be implemented efficiently in a variable-order/variable- 
step mode. It seems most natural to implement our formulae using a quasi-constant stepsize 
and for this approach the use of backward differences is very efficient and convenient. In this 
approach, when using a kth-order formula with a stepsize h, we store the history array 
(y,, hy;, h Vy;,.. ., h Vk+ly;)T. 
Using the quasi-constant stepsize approach we allow changes in stepsize to be made using 
interpolation. This approach is standard and is often referred to as a ftxed-coefficient implemen- 
tation. The way in which this approach is usually implemented, which is the way in which we 
will also implement our formulae, is as follows: providing that the local error estimate is less 
than the prescribed tolerance E, we allow changes in stepsize to be made only after every k + 2 
steps when using a kth-order formula. Decreases in stepsize are allowed any time that the 
solution fails to satisfy the error test. Changes in order are only allowed when considering the 
possibility of changing step. The only time this approach is violated is in the starting phase 
where an initial step which is much too small to solve the given problem efficiently may have 
been specified. Also in the starting phase there is often a need to increase order rapidly to 
ensure an efficient integration. For more detail on the way in which decisions are made as to 
whether or not to change stepsize and order the reader is referred to [9]. 
The investigation of our formulae is still in progress and we do not yet have available a 
finalised variable-order/variable-step code. However, preliminary results are very encouraging 
and we hope to report on this elsewhere when our analysis is more complete. However, in what 
follows we wish to give some indication of the performance of our present code compared with 
that of LSODE [7] and the Adams code of [9]. We consider the integration of a.mildly stiff test 
problem since, for this, only low-order formulae are used. It is extremely difficult to carry out a 
fair comparison of codes and we shall not attempt to do this. Furthermore, Adams methods 
have been programmed and reprogrammed many times and have benefitted from a vast 
amount of computational experience. In contrast, our code is a first attempt at implementing 
modified Adams methods. In view of this, all we will attempt to do is to show that our code 
compares reasonably with the others on a particular mildly stiff test problem. 
Problem 1. 
dy 
dx- 
- -hy + (A - I) epx, y(O) = 1. 
This is an artificial test problem, with solution y(x) = e-“, which becomes increasingly stiff as 
A increases. In Table 1 we give the results obtained with A = 100 with an absolute accuracy 
requirement of 10-2-10-9 in the range 0 GX G 20. In Table 1 the times given are those taken 
to run this problem on a CDC6600 in single precision, the heading “Adams” refers to the code 
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Table 1 
Time taken in seconds on a CDC6600 to run Problem 1; A = 100 
To1 Modified LSODE Adams 
10-z 0.116 0.799 0.447 
10-a 0.130 0.844 0.432 
10-4 0.303 0.846 0.431 
10-S 0.166 0.874 0.443 
10-6 0.190 0.893 0.447 
10-7 0.217 0.837 0.466 
10-s 0.221 0.887 0.464 
10-9 0.260 0.952 0.476 
of [9] and “Tol” refers to the specified tolerance. The results given in Table 1 indicate that the 
modified Adams code compares well with the other two codes. The case A = 100 gives rise to a 
problem which can be regarded as being mildly stiff. For this problem the integration times, 
especially for LSODE and Adams, are only loosely dependent on the requested accuracy. As is 
to be expected the modified code with its excellent stability properties is the most efficient for 
this problem. 
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