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El objetivo de esta línea de 
investigación es el estudio de la 
performance de las arquitecturas 
multiprocesador y Cloud Computing a 
través de modelos de simulación. 
Enfocando a la obtención de herramientas 
que permitan predecir la eficiencia del 
sistema ante posibles escenarios y 
reconfigurar el sistema físico. Analizando 
los diferentes componentes del sistema 
que pueden influir en las prestaciones 
significativamente y pueden llegar a 
modelarse y/o reconfigurarse. 
 
Palabras clave: Arquitecturas 
Multiprocesador. Simulación.  Sistema 
E/S paralela. Modelado y Simulación 
basado en agentes (Agent-BasedModeling 
and Simulation, ABMS). Cloud 
Computing. CloudSim. 
Contexto 
Se presenta una línea de Investigación 
que es parte del Proyecto de Investigación 
“Modelado y Simulación en Cómputo de 
Altas Prestaciones (HPC). Aplicaciones en 
arquitecturas  multiprocesador, sistemas 
paralelos y redes de datos” de la 
Universidad Nacional Arturo Jauretche 
(UNAJ), acreditado por resolución interna 
186/15. 
En el tema existe un convenio de 
colaboración en actividades de 
Investigación y Postgrado con el Instituto 
de Investigación en Informática – LIDI de 
la Universidad Nacional de La Plata. 
Por otra parte, se tiene financiamiento 
en el marco del programa “Universidad, 
Diseño y Desarrollo Productivo” del 
Ministerio de Educación a través  de varios 
proyectos aprobados en la UNAJ. 
 
Introducción 
El crecimiento sostenido en la demanda 
del poder de cómputo remarca  la 




paralelización masiva y cómputo de alta 
performance (HPC, High Performance 
Computing) [1]. Los clusters se han 
convertido en uno de los enfoques 
principales para lograr paralelismo a bajo 
costo. Una noción extendida lo constituye 
la utilización de gridcomputing y más 
recientemente cloudcomputing. 
Independientemente de la solución, estos 
sistemas constan de un gran número de 
componentes incluyendo nodos de 
procesamiento, bancos de memoria, 
discos, entre otros. 
En cuanto a las herramientas de 
simulación, CloudSim es un framework 
desarrollado en Java que provee las APIs 
necesarias para que el usuario genere una 
simulación de un Data  Center 
funcionando como servidor de nube capaz 
de simular la ejecución de CloudLets. 
 
Sistemas de E/S Paralela 
 
Las exigencias en los sistemas de E/S 
paralelos se han incrementado debido al 
aumento en número, velocidad y potencia 
de las unidades de procesamiento en los 
clusters. También las aplicaciones 
científicas que utilizan cómputo de altas 
prestaciones acrecientan estos 
requerimientos. 
En muchos casos, el cuello de botella de 
los sistemas paralelos es la E/S de  estos 
sistemas dada las exigencias que debe 
afrontar [2]. La E/S Paralela es esencial 
para emparejar el avance de las 
arquitecturas de los procesadores y el 
rápido crecimiento de la capacidad 
computacional. Aunque la arquitectura 
jerárquica de memoria multinivel puede 
evitar grandes pérdidas de prestaciones 
debido a los retardos de acceso a disco, la 
capacidad de memoria es limitada. 
Además, como la capacidad 
computacional aumentará, la 
disponibilidad de memoria por core 
decrecerá,  especialmente  si  la  escala de 
los sistemas de HPC se proyecta a millones 
de cores o más. Varias simulaciones 
científicas y de  ingeniería de áreas críticas 
de investigación, tales como la 
nanotecnología, astrofísica, clima y 
energía física están convirtiéndose en 
aplicaciones intensivas de datos. Para 
poder disminuir la brecha entre CPUs-E/S 
se deben identificar los factores que 
influyen en las prestaciones y proponer 
nuevas soluciones [3] [4]. 
En el área de tolerancia a fallas en 
sistemas de cómputo de alta prestaciones 
se puede notar la importancia de la unidad 
de E/S en las arquitecturas paralelas como 
un punto a mejorar para lograr cubrir las 
exigencias de las aplicaciones que utilizan 
HPC. Una manera de llevar a cabo este 
trabajo es utilizar técnicas de simulación 
para evaluar el efecto de los cambios de los 
factores con mayores influencias en las 
prestaciones del sistema de E/S paralelo. 
Se puede disminuir la complejidad y la 
probabilidad de errores en la generación de 
sistemas híbridos desarrollando una 
simulación específica de éstos utilizando 
diferentes frameworks [5] [6] [7]. 
Las aplicaciones científicas con un uso 
intensivo de datos utilizan software de  E/S 
paralelo para acceder a archivos. Contar 
con una herramienta que permita predecir 
el comportamiento de este tipo  de 
aplicaciones en HPC es de  gran utilidad 
para los desarrolladores de aplicaciones 
paralelas. Por otro lado, ABMS ha sido 
utilizado para modelar problemas y 
sistemas complejos en diversas áreas de la 
ciencia. 
Evaluar las prestaciones  del subsistema 
de E/S con diferentes configuraciones y la 
misma aplicación permite adaptar la 
configuración de E/S teniendo en cuenta el 
patrón de acceso de la aplicación Pero 
también puede ser una gran ventaja 
analizar las necesidades de las  




sistema físico. Una manera de predecir el 
comportamiento de las aplicaciones en el 
sistema de cómputo ante distintas 
configuraciones, es utilizando técnicas de 
modelado y simulación. 
Se propone modelar y simular la 
arquitectura de E/S paralela, por medio de 
técnicas de simulación basadas en agentes 
o Sistemas Multi-Agente, (MAS- 
MultiAgentSystems), para evaluar el 
efecto de dimensionar el sistema de E/S o 
cambiar componentes como la red de 
almacenamiento, dispositivos de E/S, 
entre otros [8]. 
 
Simulación de arquitecturas de Cloud 
Computing 
 
CloudSim [9] es un Framework de 
simulación generalizado y extensible que 
permite el modelado, la simulación y la 
experimentación de diferentes 
infraestructuras y servicios de aplicaciones 
de Cloud Computing. Un ejemplo de 
utilización es la simulación de muchos 
centros de datos. 
Su arquitectura consiste en entidades 
específicas que se representan como clases 
Java que pueden ser heredadas o variadas 
para simular experimentos. Estas clases 
representan centros de datos, hosts físicos, 
máquinas virtuales, servicios a ejecutar en 
los centros de datos, servicios en la nube 
de usuarios, redes internas centro de datos 
y consumo de energía de los hosts físicos 
y elementos de los centros de datos. 
Además, CloudSim soporta la inserción 
dinámica de los elementos de simulación y 
proporciona aplicaciones de paso de 
mensajes y la topología de la red del centro 
de datos. 
Una definición importante de 
CloudSim es la de entidad. Una entidad  es 
una instancia de un componente, que  es 
una clase o un conjunto de clases que 
representan un modelo CloudSim 
(datcenter, host). El motor de   simulación 
es capaz de simular el tiempo de ejecución 
de las apps ingresadas como Cloudlets con 
información básica [10]. 
La versatilidad de CloudSim es la 
principal ventaja del sistema. La 
integración de nuevos parámetros y 
conceptos de la simulación es 
implementada desde abstracciones 
preestablecidas convenientemente por los 
autores. Las abstracciones principales son 
SimEvent [11], SimEntity [12], 
DataCenterCharacteristics y Vm. 
En cada una de estas instancias es 
posible establecer el detalle del 
comportamiento y el estado de la 
simulación teniendo en cuenta el alcance 
del modelado que se planifica. 
Se propone una simulación que obtenga 
estadísticas de entrada/salida SAAS, 
PAAS o IAAS desarrollada con objetos 
que heredan de SimEvent y de SimEntity 
pero con sus métodos y estados únicos en 
cada simulación. En éste desarrollo se 
tendrán más detalles a la integración de 
éstos elementos en las características del 
objeto Vm (Virtual Machine) qué es el 
principal actor en los sistemas Cloud. Es 
decir que si una Vm deriva de una 
SimEntity debe contener otras entidades 
de software como el proceso init que está 
formado por el SimEvent “fork” entre 




Líneas de Investigación, 
Desarrollo e Innovación 
Temas de Estudio e Investigación 
 
 Arquitecturas multiprocesador para 
procesamiento paralelo: 
multiprocesador de memoria 
compartida, multiprocesador on-chip 




Clusters, Clusters de multicore. Grid. 
Cloud. 
 Arquitectura de E/S paralela 
considerando el software, hardware, 
comunicaciones entre módulos y 
dispositivos de almacenamiento.
 Modelado y simulación basada en 
agentes.
 Simulaciones con CloudSim para el 
análisis de la performance del sistema 
de archivos en arquitecturas de Cloud 
Computing.
 
Resultados y Objetivos 
Investigación experimental 
 
 Diseño y desarrollo de modelos 
mediante técnicas de Modelado y 
simulación basada en agentes  
(ABMS)
 
 Utilización de agentes para generar la 
funcionalidad de los elementos físicos 
(procesadores, memoria, buses, 
drivers, entre otros) como así también 
de las interfaces en las arquitecturas  de 
E/S.
 
 Análisis y modelado de librerías de 
archivos para aplicaciones  que utilizan 
computo de altas prestaciones-HPC.
 
 Desarrollo de pruebas de conceptos 
con el modelo inicial del sistema de 
archivos paralelos utilizando un 
entorno de programación MAS.
 
 Utilización de CloudSim como 
herramienta de modelado para la 
simulación de la arquitectura utilizada 
pudiendo verificar estadísticas 
temporales.
 Implementar un caso de estudio con 
CloudSim que ofrezca el 




Formación de Recursos Humanos 
Dentro de la temática de la línea de I/D 
se participa en el dictado de la carrera de 
Ingeniería en Informática de la UNAJ. 
También aportan trabajos de alumnos de 
las materias Redes de Computadoras 1 y 2, 
Programación en Tiempo Real y Tráfico 
en Redes. 
En 2016 se obtuvo una beca para 
alumnos (Estimulo a las Vocaciones 
Científicas del CIN). Además, se han 
realizado 2 publicaciones nacionales y 2 
internacionales. 
En esta línea de I/D existe cooperación 
a nivel nacional e internacional. Hay 2 
investigadores realizando su Doctorado  y 
3 alumnos avanzados de grado 
colaborando en las tareas. 
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