Poisson likelihood models have been prevalently used in imaging, social networks, and time series analysis. We propose fast, simple, theoretically-grounded, and versatile, optimization algorithms for Poisson likelihood modeling. The Poisson log-likelihood is concave but not Lipschitz-continuous. Since almost all gradient-based optimization algorithms rely on Lipschitz-continuity, optimizing Poisson likelihood models with a guarantee of convergence can be challenging, especially for large-scale problems.
Introduction
We consider penalized Poisson likelihood models [11] , that are, models where the linear measurements are contaminated with Poisson-distributed noise b i ∼ Poisson(a 
where X is the domain such that the objective is well-defined, m is the number of observations, −L(x) is the log-likelihood, and h(x) is a regularization penalty. The latter can often be non-smooth in order to promote desired properties of the solution. Popular examples include the 1 -norm, that enforces sparsity, or the nuclear-norm, that enforces low-rank structure.
Penalized Poisson likelihood models are popular for the study of diffusion networks [26, 30, 37, 18] and various time series problems [12, 9] , where cascading events are assumed to be triggered from some temporal point process. A widely used option is the self-exciting Hawkes process [14] . Given a sequence of events {t i } m i=1 from such a point process with conditional intensity λ(t), the negative log-likelihood is L(λ) = T 0 λ(t)dt − m i=1 log(λ(t i )), which enjoys the structure in (1) as long as λ(t) is linear w.r.t to the learning parameters. We give a couple of interesting emerging examples.
• Network estimation. Discovering the latent influences among social communities [21, 37] has been active research topic in the last decade. Given a sequence of events {(u i , t i )} m i=1 , [37] shows that the hidden network of social influences can be learned by solving the convex optimization: min x≥0,X≥0 L(λ(x, X)) + λ 1 X 1 + λ 2 X nuc (2) where x stands for the base intensity for all users and X the infectivity matrix, and the conditional intensity λ(x, X|t i ) = x ui + k:t k <ti X uiu k g(t i − t k ) is linear in (x, X), g is triggering kernel.
• Temporal recommendation system. Incorporating temporal behaviors of customers into recommendation systems has been studied in [19, 9] to improve personalized suggestions. Given a sequence of events {T u,i } u,i for each user-item pair (u, i), to capture the recurrent temporal patterns, [9] introduces an optimization problem with low-rank penalties: min X1≥0,X2≥0 L(λ(X 1 , X 2 )) + λ 1 X 1 nuc + λ 2 X 2 nuc
where X 1 and X 2 denote the base intensity and self-exciting coefficients for all user-item pair and intensity λ(X 1 , X 2 |t j ∈ T u,i ) = X u,i 1 + X u,i 2 t k ∈T u,i :t k <tj g(t j − t k ) is linear in (X 1 , X 2 ). However, while such models are central and widespread in many real-world applications, there has been, in contrast, little research on designing efficient algorithms with theoretical guarantees to optimize the corresponding penalized likelihood objectives. Despite a significant body of work on efficient gradient-based (a.k.a. first-order) methods for optimizing penalized likelihood models, ranging from proximal algorithms [25, 3] to stochastic and incremental algorithms [22, 5, 28] , the overwhelming majority of works assumes that the log-likelihood is globally Lipschitz-continuous.
Unfortunately, in the case of Poisson models, the log-likelihood is known to be non-globally Lipschitz continuous or differentiable. Therefore, applying such algorithms to optimize penalized Poisson likelihoods is a rather heuristic approach, which may lead to disappointing results, as we shall show in Sec. 6 . There is an urgent need for new optimization algorithms, with theoretical guarantees, that can handle both the non-Lipschitzness of the Poisson likelihood and the potential non-smoothness of the regularization penalty.
Another bottleneck of solving Poisson likelihood models, especially in the case of estimating point processes, is that computing the gradient requires almost the entire data. Since the observations are no longer independent, traditional stochastic gradient methods [22] simply would not work. It remains very challenging to efficiently learn point processes in the large-scale regime.
Related work. Few works have addressed efficient optimization with non-Lipschitz objectives. An early motivating real-world problem was Poisson imaging reconstruction, hence these works mainly focused on this particular application. In [13] , the authors propose to add a tolerance to each logarithmic term, which results in a smooth problem that comes with huge Lipschitz constant L ∼ O(1/ 2 ). In [31] , additional constraints a T i x ≥ , ∀i are added, which lead to computationally expensive projection steps. Another approach is explored in [32] , where the authors exploit the self-concordance nature of the logarithmic term and propose a very sophisticated proximal gradient method, yet only with locally linear convergence. In a different line of work, e.g. in [4] , the authors treat this problem as general non-smooth minimization with Mirror Descent, which avoids the dependence on Lipschitz continuity of the gradient, but in the sacrifice of having a worse rate of convergence, i.e. O(1/ √ t). None of the above mentioned algorithms is efficient for the general purpose of solving Poisson likelihood models. After completing this work, we became aware of [34] , where a primal-dual algorithm similar to our Algorithm 2 is proposed, for non-negative matrix factorization with Kullback-Leibler divergence. [13, 25] batch
Main contributions. We propose a family of optimization algorithms that gracefully handles the nonLipschitzness of the Poisson likelihood. The proposed algorithms hinge upon a novel saddle point representation of the Poisson likelihood objective, allowing us to circumvent the usual Lipschitz-continuity conditions pervasive in first-order algorithms. Our basic algorithm enjoys a O(1/t) convergence rate in theory, in contrast to the typical O(1/ √ t) of the non-smooth minimization alternative [4] . To tackle large-scale problems, we also, for the first time, develop an extension of our basic algorithm, which can be seen as a randomized block-decomposition variant of Mirror Prox. This latter algorithm exhibits the same convergence rate yet with cheaper iteration cost. We provide extensive experimental results showing the algorithms can be used to efficiently estimate point processes from large amounts of data for resp. social network estimation and temporal recommendation. Results show the strong empirical performance of the basic algorithm and its large-scale extension compared to existing methods. We will make the code available online upon publication.
Penalized Poisson Regression and Saddle Point Reformulation
Problem statement. We consider the following problem in a slightly more compact form:
given coefficients
Assumptions Define proximal operator, Prox
T (x − x 0 ) is defined by distance generating function ω x (·) that is compatible (i.e. Lipschitz continuous and 1-strongly convex) w.r.t. some norm · x defined on R n . Throughout the paper, we shall assume that 1) the regularized penalty h is homogeneous, i.e. for any a ∈ R, h(ax) = |a|h(x), and that 2) the proximal operator is proximal-friendly, i.e. can be computed in closed-form.
Note that the above assumptions hold true for many sparsity-promoting penalty functions, including h(x) = x 1 and the ones considered in Sec. 6. See [1, 2] for a survey of proximal operators in machine learning and signal processing.
Saddle point reformulation The crux of our approach is to utilize the Fenchel representation of the log function log(u) = min v>0 {uv − log(v) − 1}.
Hence, we can rewrite (4) as
Setting y i = c i v i , this can be further simplified to
where the matrix A = [a
) is a constant. Observe that the above model can be regarded as a composite saddle point problem with two separable penalty functions -a convex penalty h(x) for variable x and a concave penalty p(y) = m i=1 c i log(y i ) for variable y. We first introduce some preliminary results for solving composite saddle point problems.
Notations and Preliminaries
In this section, we introduce some key concepts related to our setup and analysis.
Composite saddle point problem Consider the convex-concave saddle point problem
under the situation
• U 1 ⊂ E 1 and U 2 ⊂ E 2 are nonempty closed convex sets in Euclidean spaces E 1 , E 2 ;
• φ(u 1 , u 2 ) is a convex-concave function on U 1 × U 2 with Lipschitz continuous gradient;
• Ψ 1 : U 1 → R and Ψ 2 : U 2 → R are convex functions, perhaps nonsmooth, but "fitting" the domains U 1 , U 2 in the following sense: for i = 1, 2, we can equip E i with a norm · (i) , and U i with a compatible distance generating function (d.g.f.) ω i (·) in a way that subproblems of the form are easy to solve for any α > 0, β > 0 and input
Observe that problem (6) is "essentially" in the situation just described. Problem (7) gives rise to two convex optimization problems that are dual to each other:
with Opt(P ) = Opt(D) if at least one of the sets U 1 and U 2 is bounded.
Note that the distance generating functions define the Bregman distances
Composite Mirror Prox algorithm We present in Algorithm 1 the adaptation of composite Mirror Prox introduced in [16] for solving composite saddle point problem (7) . The algorithm, generalizes the proximal gradient method with Bregman distances from the usual composite minimization to composite saddle point problems and works "as if" there are no non-smooth terms Φ 1 and Φ 2 .
Algorithm 1 Composite Mirror Prox for Composite Saddle Point Problem
Input:
where · * is the dual norm. The solution (u 1,T , u 2,T ) provided by the composite Mirror Prox algorithm with stepsize 0 < γ t ≤ L −1 , leads to the efficiency estimate
Moreover, if (P) is solvable with an optimal solution u * 1 and set γ t = L −1 , then one further has
Remark. In the situation discussed above, the Mirror Prox algorithm achieves an optimal O(1/t) convergence rate for solving composite saddle point problems. We emphasize that this is not the only algorithm available; alternative options include primal-dual algorithms [6, 35] , hybrid proximal extragradient type algorithms [17, 33] , just to list a few. Composite Mirror Prox differs from these algorithms in several aspects: i) it works for a broader class of problems beyond saddle point problem; ii) primal and dual variables are updated simultaneously which can easily accommodate parallelism; iii) it takes advantage of the geometry by utilizing Bregman distances; iv) the stepsize can be self-tuned using line-search without requiring a priori knowledge of Lipschitz constant. Due to these differences, we particularly adopt Mirror Prox as our working horse to solve composite saddle point problems in the following.
Composite Mirror Prox for Penalized Poisson Regression
Back to problem of interest. Our ultimate goal is to address the saddle-point problem (6) . Another key observation we have is that 
In other words, the only non-Lipschitz term p(y) = m i=1 c i log(y i ) in the objective is indeed proximalfriendly. This simple yet powerful fact has far-reaching implications, as we shall explain next. We therefore propose to equip the domain
with resepct to the norm u = α x 2 x + y 2 2 for some positive number α > 0. Recall the definition of proximal operator and the fact (11) . The composite Mirror Prox algorithm for penalized Poisson regression simplifies to Algorithm 2. In terms of iteration cost, Algorithm 2 is embarrassingly efficient, given the closed-form solutions when updating both x and y; for the latter case, it can even be done in parallel. When it comes to the iteration complexity, the algorithm achieves an overall O(1/t) rate of convergence, which is significantly better than the usual O(1/ √ t) rate for non-smooth optimization [23] .
Algorithm 2 CMP for Penalized Poisson Regression
We arrive at Theorem 4.1. Assume we have some a priori information on the optimal solution to problem in (4): a convex compact set X 0 ⊂ R n + containing x * and a convex compact set
{ Ax 2 } and let stepsizes in Algorithm 2 satisfy 0 < γ t ≤ √ αL −1 for all t > 0. We have
In particular, by setting Furthermore, one can easily get candidate sets X 0 and Y 0 1 In principle, we can at least say that
Clearly, X 0 is convex and compact. The reason why x * ∈ X 0 is due to the following fact. See Appendix C for proof.
Proposition 4.1. The optimal solution x * to the problem in (4) satisfies
Remark 2. Theorem 4.1 implies that the performance of Algorithm 2 is essentially determined by the distance between the initial solution (x 1 , y 1 ) to the optimal solution (x * , y * ). Therefore, if the initial solution is close enough to the optima, then one can expect the algorithm to converge quickly. In practice, the optimal choice of α =
is often unknown. One can instead select α from empirical considerations, for instance by treating α as a hyper-parameter and tuning it using cross-validation.
Randomized Block Mirror Prox for Large-Scale Applications
While the saddle point reformulation eliminates the non-Lipschitz continuity suffered by the original problem, it also requires the introduction of m dual variables, where m equals the number of datapoints. Hence, Algorithm 2 is mostly appropriate for applications with reasonably large samples. Tackling extremely largesample datasets requires additional computation and memory cost.
We propose a randomized block-decomposition variant of composite Mirror Prox, that is appropriate for large-sample datasets. Block-coordinate optimization has received much attention and success recently for solving high-dimensional convex minimization problems; see [24, 29, 20, 27, 8] and reference therein. However, to the best of our knowledge, this is the first time that a randomized block-coordinate variant of Mirror Prox is developed to solve saddle point problems and a more general class of variational inequalities.
For the sake of simplicity, here we only present the algorithm customized specifically for the Poisson likelihood models of our interest and leave the general results on variational inequalities in appendix for interested readers. In Appendix D and E, we introduce CMP algorithm with fully randomized and partially randomized updating rules, respectively, and provide detailed convergence analysis.
We emphasize that the randomized block Mirror Prox algorithm shares some similarity with few existing works based on primal-dual schemes, e.g. the SPDC algorithm [36] and the RPD algorithm [7] when applying to saddle point problems, but they are algorithmically different, as previously discussed in Sec. 3.
Algorithm 3 Randomized Block Mirror Prox (RB-CMP) for Penalized Poisson Regression
Randomly pick a block k t ∈ {1, 2, . . . , b}
With a slight abuse of notation, let us denote y = [y 1 ; . . . ;
The randomized block Mirror Prox algorithm tailored to solve (6) is described in Algorithm 3.
as the saddle function in (6), then for any x ∈ X 0 , y ∈ Y 0 . Under same assumptions as in Theorem 4.1, we have
In particular, when setting γ t ≡ 1/L M , ∀t > 0, we have for any
Remark 3. A full description of the algorithm and convergence analysis is presented in Appendix E. Similar to its full batch version, the randomized block Mirror Prox algorithm also enjoys the O(1/t) convergence rate, but with relatively cheaper iteration cost. The above error bound does not necessarily imply
, as one would wish to have. Indeed, establishing such a result is notoriously difficult in general when considering randomized algorithms for general saddle point problems, as emphasized in [7] . We shall therefore leave this for future investigation.
Experiments: Learning and Inferences on Diffusion Networks
In this section, we present illustrations of the proposed approaches as applied to two emerging applications in estimating point processes introduced in the beginning. Due to the space limit, we put our experimental results on Poisson imaging in the Appendix F. Detailed algorithms tailored for each model and experimental setups can also be found in Appendix G.
Social network estimation
Given a sequence of events {(u j , t j )} m j=1 , the goal is to estimate the influence matrix among users. We focus on the convex formulation as posed in [37] min x≥0,X≥0 L(x, X)
is the negative log-likelihood term, · nuc is nuclear norm. We first focus on the case λ 2 = 0, since our purpose here is to investigate the effect of non-Lipschitz continuity.
Experimental setup. We compare the proposed composite Mirror Prox (CMP) and its randomized block variant (RB-CMP) to Mirror Descent (MD)for compositive objective [10] both on synthetic and real Twitter datasets. The synthetic dataset consists of 50 users and 50,000 events. The Twitter dataset consists of 100 users and 98,927 events. Based on Proposition 4.1, we can see that the optimal solution is contained in some bounded simplex. Hence, for all algorithms, we use entropy distance generating function, i.e. ω x (x) = u x u log(x u ) and ω X (X) = u,u X uu log(X uu ). Therefore, our algorithms give multiplicative updates for x and X.
Numerical results. We run the three algorithms with their best-tuned parameters 2 , respectively, under different regularization parameters λ 1 ∈ {0.01, 1, 100}. We evaluate their relative sub-optimality
vs number of effective passes through data, where f is the overall objective and f * is estimated by running the best algorithm long enough. The results are presented in Figure 1 , which demonstrate that our composite Mirror Prox algorithm performs significantly and consistently better than Mirror Descent, and the randomized block variant further improves the performance especially on large real-world datasets. 
Temporal recommendation system
Given a sequence of events {T u,i } u,i for each user-item pair (u, i), we consider the alternative convex reformulation posed in [9] for modeling the temporal behaviors of user-item preference,
2 For MD and RB-CMP, we tune the stepsize using cross-validation; for CMP, the stepsize is self-tuned via line-search.
where the negative log-likelihood term is L(X 1 , X 2 ) = u,i T X
. Matrices X 1 and X 2 denote the base intensity and self-exciting coefficients for all user-item pair, variables Y 1 and Y 2 are copies of X 1 and X 2 .
Experimental setup. We compare CMP to serveral algorithms including Mirror Descent (MD) [10] , proximal gradient descent (PG) and accelerated proximal gradient (APG) [25, 9] . The stepsizes of PG and APG are selected adaptively since the objective is non-globally Lipschitz continuous. Numerical results. We run the experiments on both synthetic can real-world datasets as described in Table 2 . The number of events in the last.fm dataset ranges from 30,000 to 500,000. We set the regularization parameters to be the same and range from {0.1, 1, 10}. The results are presented in Figure 2 . Figure 2 clearly indicates that i) using non-Euclidean setup significantly improves the performance ii) our algorithm performs considerably better than Mirror Descent and even accelerated proximal gradient method in practice. 
Conclusion
We presented a new family of algorithms that speed up a wide range of point process applications in machine learning. The proposed algorithms resolve the long-standing issue with non-Lipschitzness of Poisson likelihood models and enjoy a O(1/t) convergence rate, in contrast to the typical O(1/ √ t) rate for non-smooth optimization. Both on synthetic and real-world data, the proposed algorithms outperforms Mirror Descent and Accelerated Proximal Gradient. For future work, since the proposed algorithm performs especially well in the first iterations, it would be interesting to investigate how to optimize up to statistical accuracy.
Supplementary Material Fast and Simple Optimization for Poisson Likelihood Models
Outline. The appendix gives a self-contained presentation and analysis of the proposed Composite Mirror Prox algorithm and the Randomized Block Mirror Prox algorithm. We also provide detailed illustration and theoretical analysis of the algorithms when applied to the two point processing applications as well as another new application, Poisson imaging (which is not discussed in the main text due to space limitation).
A Relation between the Composite Saddle Point Problem and Variational Inequality
By incorporating the saddle point representation, the penalized Poisson likelihood model (4) becomes a special case of composite saddle point problem
that satisfies
• Ψ 1 : U 1 → R and Ψ 2 : U 2 → R are convex functions, perhaps non-smooth, but "fitting" the domains U 1 , U 2 in the following sense: for i = 1, 2, we can equip E i with a norm · (i) , and U i with a compatible with this norm distance generating function(d.g.f.) ω i (·) in such a way that optimization problems of the form for any α > 0, β > 0 and input
are easy to solve.
In the case of Poisson likelihoods, we have the embedding Euclidean spaces E 1 = R n , E 2 = R m , and the closed convex domains
Au 1 + c 0 , and two convex non-smooth terms Ψ 1 (u 1 ) = h(u 1 ), Ψ 2 (u 2 ) = − m i=1 c i log(u 2,i ). Particularly, we could equip E 2 with distance generating function ω 2 (u 2 ) = 1 2 u 2 2 2 w.r.t. the L 2 norm · 2 and equip E 1 with the distance generating function ω 1 (u 1 ) = n j=1 u 1,j log(u 1,j ) w.r.t. the L 1 norm · 1 . We can write the composite saddle point problem equivalently as min
where
Finding a saddle point x = [x 1 ; x 2 ] of Φ on X 1 ×X 2 reduces to solving the associated variational inequality (V.I.),
Note that since Φ is convex-concave and continuously differentiable, the operator F is monotone and Lipschitz continuous.
B Revisiting the Composite Mirror Prox Algorithm
We intend to process the above type of composite saddle point problem by a simple prox-method -composite Mirror Prox algorithm, as established in [16, 15] . The algorithm is designed to solve variational inequalities with the above structure, allowing to cover the composite saddle point problem as a special case.
Variational inequality with composite structure. Essentially, we aim at solving the variational inequality VI(X, F ):
with domain X and operator F that satisfy the conditions below:
1. Set X ⊂ E u × E v is closed convex and its projection P X = {u :
2. The function ω(·) : U → R is continuously differentiable and also 1-strongly convex w.r.t. some norm · , that is
where · * is the dual norm to · .
The linear form
is bounded from below on X and is coercive on X w.r.t. v.
Composite Mirror Prox. The algorithm converges at a rate of O(L/t) and works as follows

Algorithm 4 Composite Mirror Prox Algorithm
Input: stepsizes γ t > 0, t = 1, 2, . . .
end for Output:
where the prox-mapping is defined by
for any
Theorem B.1.
[16] Under the above situation and under the choice of stepsizes 0 < γ t ≤ 1/L, we have for any set X ⊂ X, it holds
For composite saddle point problems as described in Section 3, the above algorithm reduces to Algorithm 1 and we immediately arrive at the convergence results stated in Lemma 3.1.
C Composite Mirror Prox Algorithm for Penalized Poisson Regression
The crux of our approach is to work on the saddle point representation of the penalized Poisson regression (4), which is given by
The resulting saddle point problem falls exactly into the regime of composite saddle point problem as described in Section 3. Invoking Lemma 3.1 with the specific mixed proximal setups, we can easily derive the error bounds as stated in Theorem 4.1. To avoid the redundancy, we omit the proof here. In the following, we provide the proof for the following simple fact.
Proposition C.1. The optimal solution x * to the problem in (4) satisfies
Proof. This is because, for any t > 0, tx * is a feasible solution and the objective at this point is
By optimality, φ (1) = 0, i.e. (43) holds.
D Fully Randomized Block Mirror Prox Algorithm
We propose a randomized block-decomposition variant of Composite Mirror Prox, that is appropriate for large-sample datasets. Block-coordinate optimization has received much attention and success recently for solving high-dimensional problems. However, to the best of our knowledge, this is the first time that a randomized block-coordinate variant of Mirror Prox is developed.
Variational inequality with block structure. We consider the above variational inequality with block structure, i.e.
where X k are closed convex sets. More specifically, we consider the situation 1. For k = 1, . . . , b, X k is closed convex and its projection P X k = {u k :
where U k is convex and closed;
2. For k = 1, . . . , b, the function ω k (·) : U k → R is continuously differentiable and also 1-strongly convex w.r.t. some norm · k , that is Randomized block Mirror Prox. We present the algorithm below. To the best of our knowledge, this is the first time, such modification of the Mirror Prox algorithm is developed.
Algorithm 5 Randomized Block Mirror Prox Algorithm
Pick k t at random in {1, ..., b}
Unlike the composite Mirror Prox algorithm, the new algorithm randomly pick one block to update at each iteration, which significantly reduces the iteration cost. We discuss the main convergence property of the above algorithm. For simplicity, we consider the simple situation where the index of block is selected according to a uniform distribution. The analysis could be extended to non-uniform distribution; we leave this for future work.
Convergence analysis. We have the following result Theorem D.1. Assume that the sequence of step-sizes (γ t ) in the above algorithm satisfy 0 < γ t max k=1,...,b L k ≤ 1. Then we have
In particular, when
Proof. The proof follows a similar structure to the ones in [16, 15] . For all u, u , w ∈ U , we have the so-called three-point identity or Generalized Pythagoras theorem
By definition, for all [s; w] ∈ X, the inequality holds
which by (30) implies that
For simplicity, let use denote k = k t as the random index at iteration t and let use denote 
Invoking the monotonicity of F , we end up with (28) .
Discussion. Assume that X ⊂ R n and the cost of computing the full gradient is O(n), then here is the comparison between the (batch) composite Mirror Prox and the randomized block variant. 
E Partially Randomized Block Mirror Prox Algorithm
There is clearly a delicate tradeoff between the fully randomized algorithm and fully batch algorithm. The optimal tradeoff for our purpose actually lies in between. Indeed, to further improve the overall efficiency, we might prefer to keep updating some variables (those more important and low-dimensional ones) at iteration, while randomly select from other variables (those less important and high-dimensional ones) to update. The problem of our interest -saddle point reformulation (6) , is exactly under such situation. We introduce a new partially randomized block-decomposition scheme, that accommodates partially randomized block updating rules. If one keeps updating the primal variable x at each iteration, while only updating a random block for the dual variable y, one gets a more efficient scheme than both the fully randomized and the fully batch ones.
Variational inequality with partial block structure. We consider the above variational inequality with block structure, i.e.
where X k are closed convex sets, k = 0, 1, . . . , b. More specifically, we consider the situation 1. For k = 0, 1, . . . , b, X k is closed convex and its projection P X k = {u k :
2. For k = 0, 1, . . . , b, the function ω k (·) : U k → R is continuously differentiable and also 1-strongly convex w.r.t. some norm · k , and defines the Bregman distance V k (u , u).
The operator
, and assume for any k = 1, . . . , b,
4. For k = 0, 1, . . . , b, the linear form F v,k , · is bounded from below and coercive on U k .
Partially randomized block Mirror Prox. We present the algorithm below. At each iteration, the algorithm update the block x 0 and another block randomly selected from {x 1 , x 2 , . . . , x b }.
Algorithm 6 Partially Randomized Block Mirror Prox Algorithm
Convergence analysis. We have the following result Theorem E.1. Assume that the sequence of step-sizes (γ t ) in the above algorithm satisfy
Then we have for any z ∈ X
Proof. Similar to previous proof, we have for (34) for k = {k t ∪ 0}, i.e.
Convergence analysis for penalized Poisson regression. When solving the saddle point reformulation (6) with the randomized block Mirror Prox algorithm 3 presented in Section 5, we specifically have L k = L 0 = 0 and G k = max x∈R n + : x x ≤1 { A k x 2 }, which gives rise to Theorem 5.1.
F Application: Positron Emission Tomography
PET imaging plays an important role in nuclear medicine for detecting cancer and metabolic changes in human organ. Image reconstruction in PET has a long history of being treated as a Poisson likelihood model [4, 13] . To estimate the density of radioactivity within an organ corresponds to solving the convex optimization problem min x∈R n
where A refers to the likelihood matrix known from the geometry of detector, and w refers to the vector of events detected with w i ∼ Poisson([Ax] i ), 1 ≤ i ≤ m. Clearly, this is a special case of Poisson regression (4). For simplicity, we shall not consider any penalty term for this application.
Saddle Point Reformulation Invoking the optimality conditions for the above problem, we have
= 0, ∀j = 1, . . . , n, whence, summing over j and taking into account that A is stochastic, we get We loose nothing by adding to problem (39) the equality constraints Composite Mirror Prox algorithm for PET Noting that the domain over x is a simplex, a good choice for proximal setup is to use the entropy function ω(x) = n j=1 x i log(x j ). For completeness, we customize the algorithm and provide full algorithmic details for this specific example (40).
Remark. Let x * be the true image. Note that when there is no Poisson noise, w i = [Ax * ] i for all i. In this case, the optimal solution y * corresponding to the y-component of the saddle point problem (40) is given by y * ,i = w i /[Ax * ] i = 1, ∀i. Thus, we may hope that under the Poisson noise, the optimal y * is still close to 1. Assuming that this is the case, the efficiency estimate for T -step composite Mirror Prox algorithm in Algorithm 7 after invoking Proposition 4.1 and setting α = r 2 m for some r > 0, will be
Since A is m × n stochastic matrix, we may hope that the Euclidean norms of columns in A are of order O(m −1/2 ), yielding the efficiency estimate O(1) log(n) + 1 2r 2 rθ T . Let us look what happens in this model when x * is "uniform", i.e. all entries in x * are θ/n. In this case, the optimal value is θ − θlog(θ) + θlog(n), which is typically of order O(θ), implying that relative to optimal value rate of convergence is about O(1/T ). provide below the theoretical convergence rates for the three algorithms, Mirror Descent, composite Mirror Prox, and randomized block Mirror Prox. 
