Abstract: Feature extraction and selection are key factors in model reduction, classification and pattern recognition problems. This is especially important for input data with large dimensions such as brain recording or multiview images, where appropriate feature extraction is a prerequisite to classification. To ensure that the reduced dataset contains maximum information about input data we propose algorithms for feature extraction and classification. This is achieved based on orthogonal or nonnegative tensor (multi-array) decompositions, and higher order (multilinear) discriminant analysis (HODA), whereby input data are considered as tensors instead of more conventional vector or matrix representations. The developed algorithms are verified on benchmark datasets, using constraints imposed on tensors and/or factor matrices such as orthogonality and nonnegativity.
Introduction -problem formulation
Modern applications such as those in neuroscience, text mining, and pattern recognition generate massive amounts of multimodel data exhibiting dimensionality. Tensors (i.e., multi-way arrays) provide a natural representation for such data, and tensor decompositions and factorizations are emerging as promising tools for exploratory analysis of multidimensional data. Tensor decompositions, especially TUCKER and PARAFAC models, are important tools for feature extraction and classification problems by capturing multi-linear and multi-aspect structures in large-scale higher-order data-sets. There are a number of applications in diverse disciplines, especially feature extraction, feature selection, classification and multi-way clustering [1] [2] [3] .
Supervised and un-supervised dimensionality reduction and feature extraction methods with tensor representation have recently attracted great interest [1] [2] [3] [4] . Given that many real-world data (e.g., brain signals, images, videos) are conveniently represented by tensors, traditional algorithms such as PCA, LDA, and ICA could treat the data as matrices or vectors [5] [6] [7] [8] , and are often not efficient. Since the curse of high dimensionality is often a major cause of limitation of many practical methods, dimensionality reduction is a prerequisite to practical applications in classification, data mining, vision and pattern recognitions fields.
In classification and pattern recognition problems, there are three main stages: feature extraction, feature selection, and classifier design. The key issue is to extract and select statistically significant (dominant, leading) features, which allow us to discriminate different classes or clusters. Classifier design involves choosing an appropriate method such as Fisher discriminant analysis, k-nearest neighbor (KNN) rule, or support vector machines (SVM). In a nutshell, the classifier computes distance or similarity among extracted features for training data in order to assign the test data to specific class.
In this paper we propose a suite of algorithms for feature extraction and classification, especially suitable for large scale problems. In our approach, we first decompose multi-way data under the TUCKER decomposition with/without constraints to retrieve basis factors and significant features from the core tensors. In addition, by revisiting the TUCKER decomposition, we have developed family of algorithms based on Higher Order Discriminant Analysis (HODA).
The paper is organized as follows. Notation and basic multilinear algebra are briefly reviewed in Section 2. TUCKER and PARAFAC decompositions are also presented. Section 3 illustrates the basic and simple approach for classification of two-dimensional dataset via the TUCKER-2 decomposition. The problems of feature extraction and classification for higher dimensional data are generalized in Section 4 for orthogonal and nonnegative bases using the HOOI or NTD algorithms. Retrieving discriminant projections are given in Section 5 as the next step to find the discriminant subspace for training features. Techniques for feature ranking, feature extraction and selection are described in Section 6 and Section 7, respectively. In Section 8 we provide three examples illustrating the validity and performance of the proposed algorithms. In each example the performance is analyzed for different kinds of bases. Finally, Section 9 concludes the paper.
Basic tensors decomposition/factorization models for multi-way classification 2.1 Tensor notations and multilinear algebra basics
A tensor is a multi-way array of data; for example, a vector is a 1-way tensor and a matrix is a 2-way tensor. In general, we shall denote a tensor by underlined bold capital letters, e.g., Y ∈ R I 1 ×I 2 ···×I N , matrices by bold capital letters, e.g. A = [a 1 , a 2 , . . . , a J ] ∈ R I×J , and vectors by bold italic lowercase letters, e.g. a j . For example, for a three-dimensional tensor Y ∈ R I×J×K , its frontal slices, lateral slices, and horizontal slices are denoted respectively by Y k = Y ::k , Y :j: , and Y i:: . A tube (vector) at a position (i, j) along the mode-3 is denoted by y ij: , and the corresponding tubes along the mode-2 and mode-1 are respectively y i:k and y :jk [1] . The Khatri-Rao, Kronecker, and Hardamard products, and element-wise division are denoted respectively by ⊙, ⊗, ⊛, ⊘ (for more detail see [1] and Table I ).
The product of a tensor and a matrix along the mode-n is denoted as
Multiplication in all possible modes (n = 1, 2, . . . , N ) of a tensor G and a set of matrices A (n) is denoted as
Multiplication of a tensor with all but one mode-n is denoted as
And similarly, multiplication of a tensor and matrices when two modes are excluded is denoted as (for n < m) Table I . Basic tensor operations and notations.
• outer product L = J 1 J 2 · · · J N core tensor's size for a sample ⊗ Kronecker productX average tensor for all samples ⊙ Khatri-Rao productX (c) average tensor for class c after centering ⊛ Hadamard productX (k) tensor k after centering ⊘ element-wise division X (n) mode-n matricized version of X × n mode-n product of tensor and matrix 
X
(k) the k-th training sample
X concatenated tensor of all training samples 
The contracted product of two three-way tensors A ∈ R I×J×K and B ∈ R P ×Q×R along the mode-1 returns a four-way tensor defined as 
The remaining modes are ordered such that those from A come before B. The arguments specifying the modes of A and those of B for contraction do not need to be consecutive. However, the sizes of the corresponding dimensions must be equal [1, 2] . For example, the contracted tensor product along the mode-2 of a tensor A ∈ R 3×4×5 , and the mode-3 of a tensor B ∈ R 7×8×4 returns a tensor C = A, B 2;3 ∈ R 3×5×7×8 . The contracted tensor product of A and B along the same M modes simplifies to A, B 1,...,M ;1,...,M = A, B 1,...,M ,
whereas the contracted product of tensors A ∈ R I 1 ×···×I N and B ∈ R J 1 ×···×J N along all modes except the mode-n is denoted as Fig. 1 . Illustration for a 3-way TUCKER decomposition; the objective here is to find optimal factors (component matrices)
Jn ] ∈ R In×Jn (n = 1, 2, 3) and a core tensor G ∈ R J1×J2×J3 , typically J n << I n .
For two tensors of the same dimension, the contracted product along all their modes is their inner product:
In a special case of M = 0, the contracted product becomes the outer product of the two tensors. The above notations are adopted from [1, 2] .
TUCKER and PARAFAC models
TUCKER decomposition, shown in Fig. 1 for a 3-way case, is a basic model for high dimensional tensors which allows effectively to perform model reduction and feature extraction. Using our notation the TUCKER model can be described in general form as follows [2, 9] :
where
representing common factors or loadings [2, 9] , Y is an approximation of Y, and E denotes the approximation error. For three-dimensional data the basic TUCKER-3 model of a tensor Y is represented with three factors A = A (1) , B = A (2) , C = A (3) (see Fig. 1 )
The above TUCKER-3 model is readily reduced to the TUCKER-2 model by merging one factor with core tensor, for example factor A (3) = C to give
Note that the TUCKER decomposition is in general non unique. However, in the special case where the core tensor has nonzero elements only on the superdiagonal, the TUCKER model is reduced uniquely to the PARAFAC under some mild conditions [10] . To obtain meaningful and unique representation by the TUCKER decomposition, orthogonality, sparsity, and nonnegativity constraints are often imposed on hidden factors and the core tensor of the TUCKER decomposition [11, 12] . For convenience, in this paper, orthogonal factors are denoted by U (n) , and nonnegative or general factors by A (n) . By imposing nonnegativity constraints for the PARAFAC, we obtain the NTF (Nonnegative Tensor Factorization) model, while for the TUCKER models with the nonnegativity constraints we obtain the so called NTD (Nonnegative TUCKER Decomposition) model. Furthermore, by imposing orthogonality constraints on the factor matrices we obtain a model referred to as the HOSVD (Higher Order Singular Value Decomposition) algorithm or the HOOI (Higher Order Orthogonal Iterations) algorithm, introduced first by Lathauwer et al. [13, 14] .
For TUCKER and PARAFAC models there exist many efficient algorithms [1, 2] . Most of them are based on the ALS (Alternating Least Squares) and HALS (Hierarchical ALS) [1, 2, 11] . However, discussion about concrete implementations of these algorithms is out of the scope of this paper.
Feature extraction for 2-D samples via approximative simultaneous matrix factorizations
We shall first illustrate the basic concept of feature extraction on a set of large-scale sample matrices. The problem of feature extraction for a set of 2-D training samples can be described as follows (see Fig. 2 (a)) 
where the two common factors (basis matrices) The common method to solve simultaneous matrix factorizations is to minimize the cost functions
F , ∀k sequentially with respect to all the factor matrices. To introduce an alternative and more effective method to deal with the simultaneous matrix factorization problem, we first perform concatenation of all the samples X (k) along the third dimension to form an I 1 × I 2 × K dimensional data tensor X. In other words, the frontal slices of the concatenation tensor are built up from the training matrices X (k) (see Fig. 2(b) ). The mode-1 matricization of the concatenation tensor is expressed by the following matrix factorization:
and similarly, for mode-2 matricization we have
where symbol ⊗ denotes the Kronecker product, and F (1) and F (2) are mode-1 and mode-2 matricized versions of the concatenation core tensor F comprising the feature matrices F (k) . Simultaneous matrix factorizations (13) can now be expressed as a decomposition of a 3-D tensor into two factors and a core tensor as
where symbol "× n " (for n = 1, 2) denotes the n-mode product of a tensor with a matrix along the mode-n. The approximation in (16) becomes the TUCKER-2 decomposition [9, 15] , and is illustrated in Fig. 2(b) . The basis factors A (1) , A (2) and the features F (k) can be sequentially estimated using the ALS algorithm as follows 
(a) Simultaneous approximative matrix factorizations of 2-D samples. (1) and A (2) .
To obtain meaningful components and unique decomposition [1] it is convenient to impose additional constraints. In a particular case where
, the matricization of the concatenation tensor X is given by
where symbol ⊙ denotes the Khatri-Rao product, and
This result enables us to rewrite Problem 1 as a factorization of the concatenation tensor X into three factors A (1) , A (2) , and F
where I ∈ R J×J×J is an identity tensor. The approximation (21) is referred to as the PARAFAC model [16] . It should be emphasized that such tensor decomposition and equivalent simultaneous matrix factorizations are quite flexible, and we can impose various constraints.
• If the feature matrices F (k) are positive definite diagonal matrices and factors A (n) are orthogonal, then, the model corresponds to HOSVD or multi-way PCA [13] .
• If the factors A (n) are orthogonal and the feature matrices F (k) are dense, approximation (13) corresponds to a model called DEDICOM (Decomposition into Directional COMponents) [17] .
• If the factors A (n) are nonnegative, then, (13) corresponds Tri Nonnegative Matrix Factorization of data X (k) . Such a problem arises, for example, in bio-informatics if we combine gene expression and transcription factor regulation [18, 19] .
• It is important to note that if X (k) are positive-definite covariance or cumulant matrices, Problem 1 becomes closely related to Joint Diagonalization often arising in Independent Component Analysis, where A (1) = A (2) = A corresponds to mixing matrix of ICA model. This leads to a new approach and algorithm for approximative Joint Diagonalization via a symmetric PARAFAC with orthogonal factors, given by
Although this model is related to the model given in (21) and (16), the topics of ICA and multi-way ICA are out of the scope of this paper.
Note that generally, dimensionality reduction or feature extraction of set of matrices can be effectively and elegantly solved by tensor decompositions, especially using TUCKER-2, TUCKER-3, or PARAFAC models. By exploiting existing algorithms for tensor decompositions, it is relatively straightforward to retrieve common factors within the whole data. In the sequence, our aim is to generalize Problem 1 to make it applicable to higher dimensional data, and to develop new algorithms for finding reduced features and hidden basis factors.
General model for high dimensional classification
Assume a set of multidimensional tensors
. . , K, representing training data coming from C classes. Each training sample X (k) is given a label c k indicating the category (class) to which it belongs. We shall formulate the following classification problem (every step will be addressed in a separate section).
Problem 2 (Classification for multidimensional datasets)
Consider a set of K training samples In general, a sample (object) is explained by N factors (basis matrices)
. . , N ) giving features represented by core tensors. We can assume that each basis factor A (n) contains J n components. The relation of a sample X (k) and N basis factors A (n) can be expressed as
where the compressed core tensor G (k) ∈ R J 1 ×J 2 ×···×J N representing features is of a much lower dimension than the raw data tensor X (k) . In other words, the reduced core tensor G (k) consists of features of the sample X (k) in the subspace of A (n) . Each entry g
is an individual feature, and expresses the strength of interaction among basis components
in different factors. We call this the interactive bases.
Simultaneous decomposition of training data tensors with common basis factors. In a particular case, the core tensor G (k) simplifies into a diagonal tensor with zero entries, except along its superdiagonal. In this case, a component of factor A (n) ∈ R I n ×J has only one combination with components in the same order as in the other factors. We call it the non-interactive bases. Sample
Estimation of bases and corresponding features
Consider a training dataset containing K data samples X (k) ∈ R I 1 ×I 2 ×···×I N . The purpose of the first training step is to find a set of N basis factors (matrices) A (n) , (n = 1, 2, . . . , N ) which explain the training data along their corresponding dimensions, and feature core tensors G (k) . This problem is illustrated in Fig. 3(a) , and is formulated as follows:
Problem 3 (Estimation of basis matrices and corresponding features)
where J n < I n are the number of components (columns) of the factors A (n) , and
¿From (24), it is clear that tensor decompositions perform sample reduction by projecting the tensors X (k) to smaller dimension core tensors G (k) , where entries g j 1 ,j 2 ,...,j N of the core tensor G (k) are features of the training data X (k) in the feature space spanned by factors A (n) . In total, we have L = J 1 × J 2 × · · · × J N features which can be represented as vectors by vectorization of the core tensors G (k) .
To solve Problem 3, we can design cost functions for all K simultaneous decompositions (24) ; one such example is arg min
whereas, in principle, this method allows to find the common factors A (n) and corresponding features, but it is quite complicated. We can considerably simplify Problem 3 by concatenating all the training data X (k) and converting the problem into that of a single tensor decomposition, possibly with some constraints imposed on factor matrices. Since the projection in (24) is a TUCKER decomposition of the tensor X (k) , its vectorized version
By concatenating all the vectors vec X (k)
for k = 1, 2, . . . , K, we obtain a matrix factorization given by
(27) For simplicity, denote the left side of equation (27) by a matrix X (N+1) ∈ R K×(I 1 I 2 ···I N ) ; then, we can write
Now, it is easy to prove that the matrix X (N+1) is the mode-(N + 1) matricized version of an (N + 1)-way concatenated tensor X ∈ R I 1 ×I 2 ×···I N ×K obtained by concatenating all the data tensors X
along the mode (N + 1). This can be formulated as
where the sub-tensors are obtained by fixing the (N + 1)-th index at a value k X(:
or alternatively it can be expressed as
Similarly, the concatenation matrix [vec
represents a matricization of an (N + 1) order core tensor G ∈ R J 1 ×J 2 ×···×J N ×K along the mode (N + 1) with its k-th sub-tensor
Thus, Eq. (27) can be rewritten in a compact matrix form
or equivalently in the form of tensor products
which illustrates that the approximative simultaneous decomposition of a set of data tensors (24) is equivalent to decomposing the (N + 1)-order concatenated tensor X via the TUCKER-N model. This provides a simple and elegant way to convert Problem 3 to the problem of decomposition of the concatenated data tensor X consisting of all data samples.
, N in the TUCKER-N decomposition of the concatenation tensor along the mode-(N +1), that is
where 
. . , J N : number of basis components for factors Output: N orthogonal factors U (n) ∈ R I n ×J n and a core tensor
until a stopping criterion is met ; // convergence condition
Note that the features of a specific training data X (k) are represented by the k-th row of the mode-(N + 1) matricized version of the core tensor G. Problem 4 is illustrated as the training step in Fig. 3 (b).
Orthogonal interactive bases
Interactive bases are estimated as factors of the TUCKER decomposition of the concatenation tensor X. In order to avoid any confusion, orthogonal basis factors are denoted by U (n) . To develop algorithm, we first assume that the matrices U (n) are known or have been estimated at a given step. So, the core tensor can be obtained as [13, 14] 
Therefore, we can maximize the cost function [13, 14, 20 ] to find factors U (n) (n = 1, 2, . . . , N )
where only the orthogonal basis matrices U (n) are unknown. With
(N) fixed, we can project tensor X onto the subspace defined as
and then the orthogonal matrix U (n) can be estimated as J n leading left singular vectors of the mode-n matricized version W (−n) (n) . This leads to the Higher Order Orthogonal Iteration (HOOI) algorithm introduced by De Lathauwer, De Moor, and Vandewalle [14] . The pseudo-code of the algorithm for estimating N common bases is described in detail in Algorithm 1. In this algorithm, svds refers to as the Matlab SVD function which computes a few leading singular values and vectors.
Nonnegative interactive bases
A nonnegative object can be expressed as a linear combination of its sparse parts which are considered as basis components. The weights of this combination can be used as features of this object in a reduced dimension subspace. Therefore, for nonnegative datasets, NTD can be applied to find basis factors and to extract features, and Problem 4 becomes the NTD with N factors.
Practical NTD algorithms are often based on ALS minimization of the squared Euclidean distance (Frobenius norm) [2, 12, 21, 22] subject to nonnegativity constraints, that is
Kim and Choi [12] proposed a multiplicative algorithm for NTD, which was extended in [1, 23, 24] using Alpha-and Beta-divergences. Mørup, Hansen, and Arnfred [11] extended the multiplicative NMF algorithms for sparse NTD, and also released the ERPWAVELAB toolbox [25] for analysis of multi-channel EEG and MEG data. In a compact form of tensor products, the multiplicative update rule for factors A (n) (n = 1, 2, . . . , N ) is given by
and the update rule for G is as
A hierarchical version of the ALS algorithm is the HALS algorithm proposed in [1, 26] . HALS updates sequentially components of each factor, and therefore does not require matrix inverse or full tensor processing during the iteration, hence it is stable and ensures relative low complexity even for large-scale problems [27] .
Discriminant analysis approach for multi-way features
The training features obtained by non-interactive bases or by interactive bases can be directly used for classification. However, they do not contain any category (label of a class) information which is often useful to model the difference between classes of data. To exploit such information, we should find discriminant bases to project the training features G (k) onto the discriminant subspaces. Since entries
can be considered as independent features, and metrics comparing two multidimensional samples are the same as when evaluating of their vectorizations (e.g. Euclidean distance, KullbackLeibler divergence), we can vectorize feature tensors G (k) , and apply any 1-D discriminant methods for the training features. An alternative approach is that discriminant projections are directly searched for the raw dataset, and the feature tensors G (k) are coordinate values of these projections. The basis factors are derived either from the Fisher discriminant criterion, or from the cost functions which are incorporated discriminant constraints.
Discriminant analysis of features
Consider L features obtained by a multiway decomposition. For interactive bases (TUCKER model), L = J 1 J 2 · · · J N is the dimension of the core feature tensors G (k) . The training features of the k-th
l , for l = 1, 2, . . . , L is the l-th entry (feature) of the vectorized version of the core tensor G (k) .
This section will present a simple LDA method to find the discriminant projection matrix
, that is (in fact, we can apply any LDA method [28, 29] )
where f (k) ∈ R F are the discriminant features. We shall denote the average vectors for each class byḡ (c) (c = 1, 2, . . . , C) and the corresponding average for the whole set of samples byḡ, that is
where I c is the subset of indices k which indicates the samples k belong to class c, and K c is the number of training samples in the c-th class. The average core tensor corresponding to the average featuresḡ (c) is denoted byḠ (c) , and given bȳ
By removing the averagesḠ
Concatenation of all the core tensorsG (k) forms an (N + 1)-D tensorG so that:G k =G (k) . To avoid any confusion in notation regarding the concatenation tensor of average tensorsḠ (c) , the average tensor for all the data tensor is denoted byḠ with its vectorization form given byḡ = vec Ḡ
We can also remove the average part for all the samplesḠ (c) to form a new set of tensorsǦ
which are parts of the concatenation tensorǦ, i.e:Ǧ c =Ǧ (c) .
The corresponding discriminant features are therefore given bȳ
whereas the discriminant projection matrix Ψ can be found by maximizing the Fisher discriminant criterion [30, 31] defined as
where c k indicates the category of sample k. By defining the within-class scatter matrix S w and the between-class scatter matrix S b for the features g (k) as
It can be shown that expression (49) is equivalent to the trace ratio problem [30, 31] 
or the simpler inexact problem 
which can be solved by the generalized eigenvalue decomposition (GEVD)
The projection matrix Ψ is composed by the leading eigenvectors ψ of (54). An efficient method to solve the trace ratio problem (52) is to iteratively solve a trace difference problem [32] 
The pseudocode of this method is summarized in Algorithm 2. Note that the feature vectors are obtained by the linear transformation
or equivalently, the matrix of training features
High order discriminant analysis using orthogonal TUCKER decomposition
An alternative approach to exploit the discriminant information for TUCKER features is that the core feature tensors G (k) are directly projected on the discriminant bases.
In general, we can maximize the Fisher ratio between the core tensors G (k) to find the orthogonal basis factors U (n) ϕ = arg max
whereḠ (c) is the mean tensor of the c-th class consisting of K c training samples, c k denotes the class to which the k-th training sample X (k) belongs, andḠ is the mean tensor of the whole training features.
This technique provides a generalization of the 1-D Linear Discriminant Analysis to multilinear one. In a similar way to the HOOI algorithm presented in Section 4.2, the learning rule for the factor U (n) is derived with the assumption that all the other factors are fixed. Taking into account that the basis factors are orthogonal, we can express the denominator of (58) via the trace of the within class scatter matrix:
−n , and
and the within-class scatter matrix S −n w is defined as
Similarly, the between-class scatter is expressed as trace of the between class scatter matrix:
whereŽ
Algorithm 3: HODA Algorithm for Feature Extraction input : X: Concanated tensor of K training samples
CalculateX, andX according to (60) and (63)
until a criterion is met
and the between-class scatter matrix S −n b is defined as
By substituting (59) and (62) into the cost function (58), the discriminant factor U (n) can be found via maximizing the following trace ratio ϕ = arg max
This can be used to solve problem (52), where the factors U (n) can be found as J n leading left eigenvectors of matrices (S −1 w S b ) or (S b − ϕ S w ). Alternating estimation of factors U (n) gives us the High Order Discriminant Analysis algorithm (HODA). The pseudocode of this algorithm is given in Algorithm 3.
Since S w can be very ill-conditioned, especially in early updates, the system (66) may have no solution or can have infinite solutions (the linear equations system is underdetermined) [33] . Thus, to avoid the breakdown of iterations some sort of regularization is essential, for instance,
where I is the identity matrix and α ≥ 0 is the regularization parameter. We note that seeking the optimal projective orthogonal bases U (n) in the feature space is equivalent to solving the following optimization problem ϕ = arg max
= arg max
where the total scatter matrix S t is defined as
Hence, an alternative regularization form can be established as ϕ = arg max
where 0 ≤ α ≤ 1. The basis factors U (n) are J n leading left eigenvectors of matrices ((α
• For α = 1, the optimization problem (70) simplifies into the problem given in (66), i.e. we obtain the HODA algorithm without regularization.
• For α = 0, the optimization problem (70) simplifies the maximization of (69). In fact, this problem is equivalent to the TUCKER decomposition of the training samples after centering (37) with orthogonality constraints and solved by the HOOI algorithm (see Section 4.2).
Discriminant analysis for NTD
This section discusses ways of finding discriminant basis factors for nonnegative TUCKER decomposition. The method is based on simultaneously solving two optimization problems:
1. Minimize the Frobenius norm (39) of the raw data and its approximation to find interpretable basis factors;
2. Maximize the Fisher score of the projected features (58) onto the subspace of the estimated factors.
For this purpose, a new global cost function with penalty terms is designed as
The second regularization term enforces (as much as possible) the orthogonality of basis components a In order to estimate the nonnegative basis factors, we need to compute the gradients of regularization terms with respect to A (n) given by
Using a gradient descent approach [1] we can derive a multiplicative learning rule for the factors A (n) , which is extended from (40) as
(73) To derive the learning rule for the core tensor G we shall assume that all the factors A (n) are fixed. Then, the gradients of the 3-rd and 4-th regularization terms in (71) with respect to G (k) are given by
Algorithm 4: Multiplicative Discriminant Analysis for NTD input : X: tensor of K training samples
until a criterion is met 10 end 11 and the learning rule (41) is modified to give the update rule for a sample G (k) as
This update rule can be rewritten for the whole concatenated core tensor of features as
whereḠ * is an (N + 1)-way tensor whose each partḠ * k is the average tensor corresponding to class c kḠ *
and the tensorḠ * is a replication of the average tensorḠ along the mode N + 1, that means
Combination of the learning rules (73) and (77) gives us the new multiplicative algorithm for finding discriminant basis factors A (n) and features G; the pseudo-code of this algorithm is given in Algorithm 4. Note that, factors A (n) always need to be normalized to unit-length vectors, but are not explicitly listed in this algorithm.
An alternative approach to find the discriminant basis factors is to regularize factors A (n) by the between-class and within-class scatter matrices. It is interesting to note that the features to classify objects can be obtained by a simple projection:
In the case of orthogonal bases (with HOOI or HODA algorithms), feature tensors F (k) are exactly the core tensors G (k) . However, this kind of projection can be applied for nonnegative bases.
For such case, the two regularization terms for the discriminant in the cost function (71) are now computed based on F (k) instead of G (k) . By taking into consideration that the scatter matrices S w and S b are not constants with respect to factors A (n) , and their relation to factors A (n) is given by (66), their partial derivatives are given by
Algorithm 5: Initialization for Basis Factors input : X: tensor of K training samples
where the symmetric scatter matrices S −n w and S −n b are expressed via tensor contracted products
With the tensorsX andX given in (60) and (63), based on the learning rule in (40), a new learning rule for the factors A (n) can be derived as
To reduce the computational complexity, the scatter matrices S −n w , and S
−n b
should be derived from the contacted tensor product X × −(n,N+1) {A T }. The learning rule for core tensor G is the same as the multiplicative rule in (41) or (77).
Feature ranking and selection
The number of features L of a multiway sample in a classification problem strongly depends on the number of basis components J n of the factors A (n) in tensor decomposition. The smaller the values J n , the smaller the number of features.
The number of components J n for factor A (n) can be defined by the number of dominant eigenvalues of the contracted product
where Λ = diag(λ 1 , λ 2 , . . . , λ I N ), and λ 1 ≥ λ 2 ≥ · · · ≥ λ J n ≥ · · · ≥ λ I N are eigenvalues. The factors should explain the whole training data at least above the threshold fitness θ (typical value θ = 95%) arg min
For the TUCKER decomposition, we can find J n by using the heuristic rule in (87), for each factor in each mode (see Algorithm 5) .
For interactive bases methods, the total number of features is L = J 1 × J 2 × · · · × J N . Although the number of features is reduced and is much smaller than the number of samples of the raw data, its value is still large and dramatically increases with the data dimension. For example, for images of size of 100 × 100 pixels, which are compressed by two interactive factors of 10 columns, their reduced versions have size of 10 × 10, and hence have still 100 features.
In practice, we do not need to use all the features from the core tensors but only some significant features, without sacrificing the accuracy via some information ranking criteria such as correlation score, minimum-redundancy-maximum-relevance selection, Fisher score, Laplacian score, and entropy [5] . Information indices for all the features are calculated, and then sorted in a descending order. Significant features corresponding to the largest indices should be chosen first. Features with small score indices can be neglected without affecting the performance.
Using validation data, we can analyze the effect of the number of features on the achieved accuracy. The number of dominant features can be found so that the desired accuracy changes according to an acceptance tolerance during the validation. As a consequence, this step removes redundant features. For TUCKER decompositions, we note that a major feature g j 1 j 2 ...,j N is the coordinate value of the tensor data explained by the base vectors a
Thus, the components which are not involved in any major features can be ignored in order to to reduce the factor dimensions.
A convenient method to rank a feature is based on the Fisher ratios of features (also called Fisher score) defined as
is the i-th entry (feature) of the vectorized version of the core tensor G (k) , c k = 1, 2, . . . , C denotes the class to which the training sample X (k) belongs, and K c is the number of training samples in the c-th class. The c-th class mean sample of the t-th featureḡ (c)
. . , C, and the total mean featureḡ i are respectively defined as
After ranking the features in a descending order of their Fisher scores, significant features should be chosen to classify the sample.
Feature extraction
Feature extraction corresponds to projecting the data sampleX (t) ∈ R I 1 ×I 2 ···×I N onto a feature subspace spanned by an available set of basis factors A (n) or U (n) . In a general case, this problem is stated as follows.
Problem 5 (Feature extraction)

Feature extraction of a tensorX
(t) ∈ R I 1 ×I 2 ×···×I N with a set of given bases A (n) ∈ R I n ×J n is to find the core tensorG (t) ∈ R J 1 ×J 2 ×···×J N in the TUCKER decomposition
For general bases A (n) , Problem (5) can be explicitly solved by products of matrix inverses
For orthogonal bases A (n) = U (n) , with U (n) T U (n) = I, a core tensorG (t) is easily obtained by the tensor-matrix products
For nonnegative bases A (n) , the core tensorG (t) can be estimated by applying iterative (multiplicative) learning rule for the core tensor. Such iterations often converge quickly after few iterations. Although these methods are quite different, both approaches (91) and (92) in practice can also be used to retrieve the features for nonnegative bases. Of course, the features of the training data and the test data must be extracted by the same approach. 8. Experiments
Image classification
In the first set of simulations, we considered the Columbia University Image Library (COIL-20) dataset [34] consists of 1,420 grayscale images of 20 objects (72 images per object) with a wide variety of complex geometric and reflectance characteristics. Each image was downsampled to 32 × 32 grayscale (0-255). Figure 4 (a) shows some sample images of this dataset. The dataset was randomly divided into two separate sets with 720 training and 700 test images. The results were averaged over 100 trials. The training data was constructed as a 3-D tensor of size 32 × 32 × 720 images. We applied three methods to find basis factors with orthogonality (Algorithm 1), discriminant (Algorithm 3) and nonnegativity (Algorithm 4) constraints for the training tensor. For all the methods, basis factors A (1) and A (2) were fixed to 10 components, hence, there were totally F = 100 features for each sample.
To classify the data, we trained an SVM classifier using the Gaussian Radial Basis Function kernel [35] . With the same hold/out ratio of 50%, NTD, Orthogonal TUCKER-2 and HODA-2 had almost perfect performance as shown in Table II . The discriminant factors were estimated by solving the trace difference problem [32] . Orthonormal factors achieved the highest accuracy of 99.96%.
The hold/out ratio was next verified at 3 additional levels of 80%, 90% and 95%. As the hold/out ratio was 90%, there were 160 samples for training: 8 samples per class, and 1260 samples for test. Classification with nonnegative factors obtained an average accuracy of 94.78%. HODA with traceratio method (HODA-T) achieved 96.26% accuracy, whereas by solving the ratio trace problem with GEVD this algorithm (HODA-G) achieved only 82.05% accuracy. The regularized HODA algorithm (70) with α = 0.001 achieved much better accuracy of 97.12%. We note that for the regularization parameter α = 0, HODA simplifies to HOOI, which gave the highest average accuracy of 97.18%. The detailed results are listed in Table II .
The nonnegative components explain the data as common parts over the samples, the orthonormal factors try to explain the data at a highest fitness, whereas the discriminant factors focus on differences between the samples. Due to different physical meanings of decomposition, the number of necessary significant features for the three approaches are quite different. It is obvious that classification with nonnegative factors requires more components than those of the other methods. For the same accuracy level, the discriminant factors often need less significant features than those of others. For the hold/out ratio of 50%, classification with nonnegative factors required 36 significant features to achieve the highest performance of 99.94%, while that with orthogonal factors needed 20 significant features. For the hold/out ratio of 80%, the number of selected significant features for nonnegative, orthogonal, and discriminant bases are 68, 32 and 24, respectively. ¿From the extracted features, the dataset was visualized via two t-SNE components [36] shown in Fig. 4(b) illustrating good separation. Objects that have a high similarity are located in close proximity to each other in the scatter plot, such as classes 5 and 9, classes 3, 6 and 19, whereas objects that have low similarity are located far from each other, for example classes 13, 14, 17, 20. 
Classification of handwritten digits
In the second set of simulations, we factorized and classified the MNIST data set of images of handwritten digits (0-9). This data set is composed 60,000 training images and 10,000 testing images. Each image is a 28 × 28 grayscale (0-255) labeled representation of an individual digit. In Fig. 6(a) , we present 100 randomly selected handwritten digits.
In the training stage, we decomposed the data to find two TUCKER basis factors. Orthonormal and discriminant factors were set to explain 99.9% of the training tensor, whereas both nonnegative factors had 10 components. Nonnegative factors gave a classification accuracy of 97.66%, with 78 significant features. Those features were coefficients of 48 compositions of basis components. Each composition of two components formed a basis image, that is, a digit image was considered as a summation of basis images. Figure 5 (a) displayed the first 40 nonnegative basis images. A basis image expresses a part of a digit in which grey pixel denotes positive value and zero by bright one.
In Fig. 5(b) , we displayed 40 basis images generated by discriminant components. With those bases, the dataset was classified with 98.39% accuracy using the SVM classifier. Discriminant basis images are rank-one matrices with particular structures. Grey parts correspond to zeros, whereas negative and positive values for dark and bright elements respectively.
Table III(a) shows the performance of our methods. Orthonormal factors achieved a 97.32% accuracy with 30 significant features. All performances were verified with the KNN-3 classifier, except the last method using SVM. There was not much significant difference between these methods. In order to illustrate more clearly the classification rates of digits, in Fig.6(b) , we show the Hinton graph of the confusion matrix using the KNN-3 classifier. The volume of box is proportional (c) Some misclassified digits. Fig. 6 . Visualization of classification of ten digit classes: (a) 100 handwritten digits randomly selected from the dataset; (b) Hinton graph of the confusion matrix using the KNN-3 classifier; (c) ten digits for ten classes were misclassified as other digits using the KNN-3 classifier.
( Fig. 7 . Conceptual model illustrating feature extractions for handwritten digit images using Gabor filters and multiple projection filters based on simultaneous TUCKER-2 decompositions.
to the intensity of a corresponding prediction rate. A diagonal coefficient indicates the classification accuracy for each digit. Whereas other entries express the misclassification (error) rates. For example, digits 0 and 1 were classified with high accuracies (> 99%). A digit 3 may be potentially misclassified as one of digits 5, 7, 8, 9. In Fig. 6(c) , we show 10 digits (test samples 418, 1232, 2151, 3248, 4389, 5549, 6067, 7059, 8197, 9390) misclassified as other ones using the KNN-3
classifier. An alternative efficient approach for this problem is to classify the Gabor features of digit images. We computed 24 Gabor features for each image consisting of 8 orientations at 3 scales. That means 2-D samples (images) were augmented dimensionality to become 3-D tensors. Gabor features were down-sampled to 16 × 16 × 24 dimensional tensors X (k) . Hence, both the training and test data were 4-D tensors. To illustrate the performance of this approach, we chose only 20 first samples for each digit for both training and test data. For classification of the raw data (images), both orthonormal and discriminant factors provide 89.50% accuracy with 24 and 14 significant features, respectively (see in Table III(b) ). For the Gabor tensor, we decomposed the training tensor into 3 factors with sizes 16 × 10, 16 × 10, and 24 × 23. Classification of a set of 41 significant features on the subspace of orthonormal factors (TUCKER-3) with the SVM classifier achieved an accuracy of 93%. The same procedure with 32 discriminant significant features provided an accuracy of 94.50%; the summary of results are given in Table III(b) . The values corresponding to highest performance are given in brackets.
The classification accuracy can be considerably improved by taking into account that there is low correlation among them, or rare common parts between Gabor features which are not in the same levels (orientations and scales). Hence, instead of decomposition of the Gabor training tensors along all the three modes, we should find common bases only for the two first dimensions. Due to this reason, we split the training tensor X into 24 three-dimensional sub-tensors X l = X(:, :, l, :) ∈ R 16×16×K (l = 1, 2, . . . , 24) which contain the l-th frontal slices of tensors X (k) for k = 1, 2, . . . , K with K = 200 training samples. For each specific Gabor level (orientation and scale) (l = 1, 2, . . . , 24), we found two basis factors
in which G l is an J 1l × J 2l × K dimensional tensor whose k-th frontal slices represent compressed features of the samples
¿From L = 24 decompositions (93) for all the levels, we obtained L = 24 sets of bases A (1 l ) and
, and L = 24 core tensors G l , l = 1, 2, . . . , L. Therefore, features of the multiway training sample X (k) are represented by 32 k-th frontal slices of the core tensors G l that can be expressed as
The whole training procedure is illustrated in Fig. 7 . Features of a test sampleX (t) ∈ R 16×16×24 (t = 1, 2, . . . , 200) can be obtained by projecting each frontal sliceX (t) l of this tensor onto the corresponding feature subspace spanned by bases A (1 l ) and A (2 l ) , for l = 1, 2, . . . , L, described as
Those features can also be expressed in the vector form as
For the model of multiple projection filters, we employed the HODA algorithm, and set the number of basis components to 12. The classification accuracy achieved 98.5% for 252 significant features. Accuracies and Fisher scores of 300 significant features are shown in Fig. 8(a) . We used the test data to validate the training parameters. The highest accuracy we obtained was 99% for 41 significant features as shown in Fig. 8(b) .
The paradigm given in Fig. 7 can be applied for classification of other image datasets. For example, for the ORL face database [37] , we constructed Gabor feature tensors of 8 orientations at 4 scales
. With a hold/out ratio of 50%, classification of such tensors achieved an average accuracy of 99.32%, 99.29%, and 99.27% over 100 runs using the HODA-G, HODA-T, and HOOI algorithms, respectively.
BCI motor imagery classification
In the next set of simulations, we considered the classification and single trial recognition for BCI EEG data involving left/right motor imagery (MI) movements recorded from 62 channels (with sampling frequency 500 Hz) with duration of 2 seconds with a 4 second break between the trials. The dataset was recorded for 2 subjects and has 840 trials [38] .
For each subject, the data were collected over two sessions with a 15 minute break in between. The first session was conducted without feedback, and the 60 trials (30 trials for each class) obtained in this session were used for training and analysis. The second session consisted of 140 trials (70 trials for each class) as testing data to give online feedbacks. In the data collection stage, each subject was asked to sit in an armchair, keeping arms on the chair arms with two hands relaxing, and looking at a computer monitor at approximately 1m in front of the subject at eyes level. EEG signals were sampled at 500 Hz and preprocessed by a bandpass filter with cutoff frequencies of 8 Hz and 30 Hz. In the time domain each trial can be represented as a matrix of 62 channels × 1000 samples. For each subject the first 30 training trials belong to the left category and the rest training trials are for the right class. Similarly, the first half of test trials is designed for the left category, and the rest is assigned to the right class. The purpose was to find the labels corresponding to left or right hand imagery movements for all the test trials.
In preparation and imagination of movement the mu and beta rhythms are desynchronized over the contralateral primary sensorimotor area [39] . This phenomenon is known as Event-Related Desynchronization (ERD). In some subjects in addition to the contralateral ERD an ipsilateral EventRelated Synchronization (ERS) or a contralateral beta ERS following the beta ERD is found [39, 40] . By convention, an ERD corresponds to a power decrease and an ERS to a power increase. For the right hand imagery movement, an ERD distributes over the left hemisphere and an ERS over the right hemisphere. On the contrary, for the left hand imagery movement the ERS/ERD phenomena occur on the left and right hemisphere, respectively.
A popular classification method for such kind of dataset is the common spatial pattern method (CSP) with suitable preprocess [41] . The performance obtained by using CSP achieved 82.86% and 90% for subject 1 and subject 2, respectively. In this paper, we will present methods which improve dramatically the classification accuracy via tensor decompositions. Moreover, our approaches allow us to interpret ERD/ERS by some dominant components.
The key point of the enhancement methods is that the samples 
Orthogonal factors
Classification of the 4-D spectral tensor can be solved by the Orthogonal TUCKER-3 decomposition as described in Section 4.2. The HOOI algorithm was used to estimate 3 orthonormal factors U (n) , for n = 1, 2, 3 with the number of components set to explain 99% of the training data tensor. The decomposition resulted in the estimation of 3 factors U (n) with sizes of 62 × 25, 23 × 11, 50 × 12, respectively. Hence, there were in total F = 25 × 11 × 12 = 3,300 features compressed from 71,300 samples of the spectral tensors. This is a quite large number for classification of two categories.
In order to select a good set of features, the features were ranked in a descending order of Fisher scores. Figure 10(a) shows 100 significant features with their scores (solid line) normalized so that the largest score became unity. We trained an SVM classifier using the Gaussian Radial Basis Function kernel [35] . The method achieved an average accuracy of 90.36% for 35 significant features (89.29% for subject 1, and 91.43 % for subject 2). This means we improved performance by 3.92% compared with that of CSP. Figure 10 (a) also illustrated the classification accuracy verified for different numbers of significant features (from 1 to 100) on the right axes. The accuracy increased with the number significant features, then, decreased when using excessive number of features.
The results show that the performance using TUCKER-3 with orthogonal basis factors can be much improved with an "optimal" selection of features. Selection of significant features in the term of Fisher score reduces redundant features, but does not provide perfectly optimal features. In order to improve the performance of classifier, we validated the parameters with an additional data. We used the test data to validate the training parameters. Leading features in the form of Fisher score were also chosen. Generally, features should be ignored if their involvement did not improved the performance. Finally, the highest average accuracy we obtained with 91 TUCKER-3 orthogonal components was 93.21% (90.7% for subject 1 and 95.71% for subject 2). That result was improved by 6.77% compared with CSP. Accuracies and Fisher scores of 91 best features are shown in Fig. 10(b) .
In Fig. 9 , we illustrated some dominant components that correspond to significant features. The 4 leading spatial components shown in Fig. 9(a) indicate distributions of ERS/ERD phenomena over channels C3 and C4. The distributions gradually decreased for features with low scores. The two leading spectral components are shown in Fig. 9(b) . The first spectral component (solid line) indicates the major rhythm in the frequency ranges of the mu rhythm [8] [9] [10] [11] [12] [13] Hz, and the beta rhythm [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] Hz.
Nonnegative factors
Since the EEG spectral tensor consists of nonnegative data, the decomposition of the spectral data into nonnegative common parts can often help in the classification and interpretation. This method is described in Sections 4.3 and 5.3. In this experiment, we estimated three nonnegative factors A (n) for the 4-D training tensor. For this decomposition, the factors were set to have J 1 = 10 spatial components, J 2 = 5 spectral components and J 3 = 5 temporal components.
Classification of a set of 5 significant features achieved an average accuracy of 87.50% (85% for subject 1 and 90% for subject 2). In Fig. 11 , we illustrate basis components which related to the 5 significant features. Two spatial components in Fig. 11(a) indicated that EEG power distributions over two channels C3 and C4 were separately decomposed. An event with high intensity for the first leading component (reflecting the channel C3), and low intensity for the second leading component (channel C4) relates to the right hand imagery movement. On the contrary, this event relates to the left hand imagery movement. The two leading spectral components in Fig. 11(b) reflected main rhythm on the channels C3 and C4 and in the frequency range of 12-20 Hz. We can also discriminate the activations of these rhythms via temporal components A (3) shown in Fig. 11(c) . 
Discriminant orthogonal factors
In this section, we illustrate the classification using the discriminant factors approach. We note that the training data is a 4-D tensor, therefore, the HODA algorithm was set to find 3 discriminant basis factors U (n) , for n = 1, 2, 3. To solve the trace ratio problem (66), we used the general EVD approach. The number of components of factors set to explain 99% of the raw data returned the factors U (n) (n = 1, 2, 3) with sizes of 62 × 25, 23 × 11, 50 × 12, respectively. The first leading feature corresponds to the first three basis components u
1 . With only one leading feature, we obtained an average accuracy for single trial recognition of 93.57%, (90.71% for subject 1, and 96.43% for subject 2). Both the k-nearest neighbor classifier (k = 3) and the SVM classifier gave the same performance.
The three dominant basis components are illustrated in Fig. 12(a) for the topographic map of the spatial component, in Fig. 12(b) for the spectral component, and in Fig. 12(c) for the temporal component. The main differences between the two classes were characterized by oscillations in the frequency range [10 − 15] Hz that strongly cover the motor cortex areas indicated by blue and red regions (channels C3 and C4) in Fig. 12(a) .
With only one basis component for each factor, each tensor sample can be expressed by only one feature. Hence, the training features form a vector of 120 entries, and the test features form a vector of 280 entries. Illustrations of two vectors of discriminant features are given in Fig. 13(a) -13(b) . In these plots one trial corresponds to one feature. The EEG power for negative features was high for channel C3, and low for channel C4, hence, negative features were assigned to the left class. Similarly, positive features whose EEG powers were low for channel C3 and high for channel C4 should be assigned to the right class.
For this experiment, we need only one basis component for each factor to project the raw sample onto the feature space. However, the basis factors U (n) cannot be forced to have only one component J n = 1, for n = 1, 2, 3 in the decomposition stage, or to explain the training data with a lower threshold fitness θ defined in (87). For example, at the threshold θ = 80%, the numbers of components for three factors were 1, 2, 1 respectively, the classification performance achieved only a 68.93% accuracy. A factorization of this spectral tensor with a rank-one tensor achieved an accuracy of 66.43%. In Table IV , we analyzed the accuracy of the single trial recognition with threshold θ varying in the range of [80%, 99%]. The number of components increases as the fitness rate θ increases. The accuracy was increased by high threshold fitness θ. Figure 14 (a) illustrates the relation of the classification accuracy with different number of significant features. For the discriminant factors and the selection strategy of significant features, increasing the number of significant features did not improve the performance. However, changing the strategy of feature selection can improve the performance. By considering the test data as the validation one, we applied a similar strategy used to seek optimal set of orthonormal features. After removing all the redundant features, the highest performance that we achieved was 97.14% for 13 features (95% for subject 1, and 99.29% for subject 2). The result was almost optimal. This indicates that with a good selection strategy of discriminant features we can improve the performance.
Augmentation of dimensionality with multi-dictionaries
In the previous sections, we illustrated that our methods improved the performance by at least 4% and up to 10.71% compared with the CSP method. Although the nonnegative bases provided a slightly lower accuracy, their nonnegative components can easily interpret ERD/ERD. In this section, we shall introduce a novel technique to improve the accuracy. We note that a transformation of data with a dictionary aims to decorrelate the raw data and express them in a sparse domain. Different dictionaries (transformations) allow to obtain different sparse representations with various sparsity profiles. The short-time Fourier transform (STFT) is often used to determine the sinusoidal frequency and phase content of local sections of a signal as it changes over time. Gabor filters represent data with different frequencies and orientations. For neuronal oscillations, the continuous Morlet wavelet transform are usually used to optimally identify stimulus-induced amplitude modulations of oscillatory activities. By exploiting the differences of categories in different domains, we can improve the classification accuracy.
For this dataset, we selected the continuous Morlet wavelet transforms with two different bandwidth parameters f b = 1 Hz and f b = 6 Hz, but the same center frequency f c = 1 Hz. This gave us two dictionaries CMOR1-1 and CMOR6-1. Each dictionary formed a 4-D tensor including modes channels × frequency bins × time frames × trials for both training and test data. As a result, a trial became a 4-D tensor with 4 modes, and the training tensor had a size of 62 channels × 23 frequency bins × 50 time frames × 2 dictionaries × 120 trials. Training a 5-D tensor needs 4 factors. We used the HODA algorithm to estimate the discriminant bases. Four significant features were selected to classify the data, and returned an average accuracy of 95.71%, (94.29% for subject 1 and 97.14% for subject 2).
To summarize, tensor decompositions with nonnegative, orthonormal, or discriminant bases improved the classification accuracy for the BCI dataset by almost 10%. A comparison of all the methods is given in Table IV . Augmentation of dimensionality for samples with additional modes improved the performance. An efficient augmentation approach exploits multiple dictionaries that explain data with different sparsity profiles.
Conclusions
We have proposed a general approach for model reduction, feature extraction and classification problems of high dimensional dataset. Revisiting the TUCKER models, we have developed novel algorithms within a general framework, which generalizes or extends some existing approaches. A family of flexible algorithms has been developed to find bases with different constraints such as orthogonality, nonnegativity, and discriminant projection. All of them have been verified by extensive numerical experiments for real-world datasets. Through examples, factors with orthogonal components often achieved highest performance (recognition rate) with an acceptable number of significant features. Especially, such bases can be relatively quickly estimated using the HOOI algorithm [13, 14] without any category information.
Employing category information to find discriminant bases (Algorithm 3) has been shown not only to (slightly) improve the performance, but also to reduce the number of desired selected features. However, complexity of a such algorithm increases and the fitness of approximations decreases.
For all the used datasets, for basis factors we can impose nonnegative constraints. Although such kind of bases did not usually provide the best performance, their components could often help us to physically interpret the data, for example, the BCI EEG datasets. A supervised training paradigm with discriminant criterion incorporated in the cost function has also been presented to find nonnegative factors. However, choosing optimal regularization parameters is still an open problem. Further- more, multiplicative learning rules for the estimation of nonnegative bases are characterized by rather slow convergence, and frequent convergence to spurious local minima. Therefore, in practice, the HOOI algorithm should be run first to give orthogonal bases which can be then used as initialization for nonnegative bases.
Recently, a number of algorithms have been proposed for discriminant analysis with high dimensional representations. He et al. [42] have first proposed algorithm to find the discriminant bases for 2-D samples. Yan et al. [43] proposed a discriminant analysis for tensor representation based on Fisher score. Zhang et al. [44] estimated discriminant bases via Laplacian score. Feiping et al. [45] found bases exploiting local scatter by defining local weight matrices. However, those methods are different and are not directly related to TUCKER decompositions considered in this paper. In our models and algorithms, the bases can be easily estimated from tensor decompositions, especially the TUCKER decomposition. Moreover, the proposed algorithms can flexibly switch between the orthonormal and discriminant bases with a regularization parameter. The HOOI algorithm once again has been confirmed as a "work-horse" algorithm in dimensionality reduction, feature extraction and classification.
Finally, our methods and algorithms have shown to be effective for many practical problems. The presented techniques are very perspective and useful in applications like model reduction, pattern recognition, vision, classification, and multi-way clustering.
