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Monitor  what?
• Resources	  
• Cluster	  Health	  
• Node	  Health	  
• U?liza?on	  
• Performance	  
• Hardware	  
• Applica?on	  
• Security	  
• Securing	  the	  cluster	  
• Securing	  the	  user	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Resources
• Cluster	  Health	  
• Node	  health	  
•  Resource	  managers	  
•  Scripts	  
• Networks	  
•  Links	  
•  Bandwidth	  
•  Latency	  
•  Storage	  
•  Connec?vity	  
•  Performance	  
•  Capacity	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Performance
• Hardware	  
• Applica?on	  
• Cluster	  
• HPCC	  :	  High	  Performance	  Challenge,	  set	  of	  seven	  benchmarks	  
•  HPL:	  LINPAC,	  ﬂoa?ng	  point	  solving	  linear	  system	  of	  equa?ons	  
•  DGEMM:	  ﬂoa?ng	  point	  matrix	  mul?plica?on	  	  
•  STREAM:	  memory	  bandwidth	  
•  PTRANS:	  matrix	  transpose,	  overall	  communica?on	  
•  RandomAccess:	  random	  memory	  updates	  
•  FFT:	  ﬂoa?ng	  point	  	  
•  Bandwidth	  &	  Latency	  	  :	  based	  on	  b_eﬀ,	  eﬀec?ve	  bandwidth	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Security
•  Securing	  the	  Cluster	  
•  Have	  I	  been	  hacked?	  
•  Securing	  the	  user	  
•  Am	  I	  aBacking	  someone	  else?	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Resources  
Cluster  Health
• parallel	  shell	  
• parallel	  ping	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Caveats
•  cron	  
• parallel	  shell	  
• hanging	  commands	  
• prolog	  
•  epilog	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Resources  
Node  Health
• Node	  Health	  Check	  	  session	  to	  follow	  
•  Scripts	  
•  is	  everything	  there?	  
• Prolog	  
•  Epilog	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Resources  
Networks
•  In	  short	  it’s	  all	  about	  Bandwidth	  &	  Latency	  …&	  buﬀers	  
•  ESnet	  :	  Energy	  Science	  Network,	  hBps://fasterdata.es.net/	  	  
•  perfSONAR	  :	  hBp://www.perfsonar.net/	  
•  iperf3	  :	  basic	  tool	  for	  exploring	  network	  performance	  issues	  
• nuBcp	  :	  besides	  basic	  throughput	  &	  latency	  nuBcp	  provides	  useful	  
informa?on	  related	  to	  the	  data	  transfer	  such	  as	  user,	  system,	  and	  wall-­‐clock	  
?me,	  transmiBer	  and	  receiver	  CPU	  u?liza?on,	  and	  loss	  percentage	  (for	  UDP	  
transfers).	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Resources  
Storage
• Bandwidth	  
•  Latency	  
• Capacity	  
•  Iozone	  
• Bonnie++	  
•  IOR	  HPC	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Performance  
Hardware
• Bandwidth	  
•  Latency	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Performance  
ApplicaAon
•  gprof	  
•  tacc_stats	  
•  load	  
• HPCC	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Security   
Securing  the  cluster:  have  I  been  hacked?
•  Logs	  
•  IDS	  
• Process	  Accoun?ng	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Security   
Securing  the  user:  am  I  aEaching  someone  else?
•  Load	  
• Network	  traﬃc	  
•  If	  single	  user	  node	  access,	  restrict	  access	  to	  only	  that	  user:	  daemon-­‐slayer	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Tools
• Unix	  command:	  strace,	  top,	  vmstat,	  iostat,	  mpstat,	  dstat,	  /proc	  
• Cluster	  Management:	  	  
•  Warewulf	  :	  hBp://warewulf.lbl.gov/trac	  
•  xCAT	  :	  hBp://sourceforge.net/p/xcat/wiki/Main_Page/	  
•  ROCKS	  :	  hBp://www.rocksclusters.org/wordpress/	  
• Resource	  Managers:	  	  
•  TORQUE	  :	  hBp://www.adap?vecompu?ng.com/products/open-­‐source/torque/	  
•  Maui	  :	  hBp://www.adap?vecompu?ng.com/products/open-­‐source/maui/	  
•  Gold	  :	  hBp://www.adap?vecompu?ng.com/products/open-­‐source/gold/	  
•  SLURM	  :	  hBps://compu?ng.llnl.gov/linux/slurm/	  
•  Moab	  ($)	  :	  hBp://www.adap?vecompu?ng.com/products/hpc-­‐products/	  
•  Plalorm	  LSF	  ($)	  :	  hBp://www-­‐03.ibm.com/systems/plalormcompu?ng/products/lsf/	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Tools:  cluster
• Ganglia	  :	  hBp://ganglia.sourceforge.net/	  
• Nagios	  :	  hBp://www.nagios.org/	  
•  zabbix	  :	  hBp://www.zabbix.com/	  
•  rrdtools	  :	  hBp://oss.oe?ker.ch/rrdtool/	  
•  graphite	  :	  hBp://graphite.wikidot.com/	  
•  hBp://www.admin-­‐magazine.com/HPC/HPC/Ar?cles/Graphite-­‐Collect-­‐and-­‐Visualize-­‐
Numeric-­‐Data	  
•  tripwire	  ($/OS)	  :	  hBp://www.tripwire.org/	  
•  IBM	  Cluster	  Health	  Check	  :	  hBp://www.redbooks.ibm.com/abstracts/?ps1078.html	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Tools:  node
• Node	  Health	  Check	  
•  Warewulf	  :	  hBp://warewulf.lbl.gov/trac/wiki/Node%20Health%20Check	  
•  TORQUE	  :	  
hBp://docs.adap?vecompu?ng.com/torque/4-­‐1-­‐4/Content/topics/11-­‐
troubleshoo?ng/computeNodeHealthCheck.htm	  
•  Sohail	  Riaz	  script	  :	  hBp://www.sohailriaz.com/node-­‐health-­‐check-­‐script-­‐in-­‐cluster/	  
•  sa	  :	  hBp://howtounix.info/man/FreeBSD/man8/sa.8	  	  
•  Berkeley	  System	  Accoun?ng	  (sa)	  :	  	  
•  /var/log/mcelog	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Tools:  performance
• perf	  :	  hBps://perf.wiki.kernel.org/index.php/Main_Page	  
•  gprof	  :	  hBp://sourceware.org/binu?ls/docs/gprof/	  
•  applica?on	  focused	  
•  tacc_stats	  :	  hBps://github.com/TACCProjects/tacc_stats	  
•  Job	  focused	  
• HPCC	  :	  hBp://icl.cs.utk.edu/hpcc/	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Tools:  ﬁle  systems
•  Iozone	  :	  hBp://www.iozone.org/	  
• Bonnie++	  :	  hBp://sourceforge.net/projects/bonnie/	  
•  IOR	  :	  hBp://sourceforge.net/projects/ior-­‐sio/	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Tools:  network
• Unix:	  ping,	  telnet,	  dig,	  traceroute,	  whois,	  netstat	  
•  ESnet	  :	  Energy	  Science	  Network,	  hBps://fasterdata.es.net/	  	  
•  perfSONAR	  :	  hBp://www.perfsonar.net/	  
• wireshark	  :	  hBp://www.wireshark.org/	  
•  tcpdump	  :	  hBp://www.tcpdump.org/	  
• netcat	  :	  hBp://netcat.sourceforge.net/	  
•  iperf	  :	  hBps://github.com/esnet/iperf	  
• nuBcp	  :	  hBp://nuBcp.net/nuBcp/Welcome%20Page.html	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Tools:  security
• Network	  Tools	  :	  J	  
• Nessus	  ($$$)	  :	  hBp://www.tenable.com/products/nessus	  
• OpenVAS	  :	  hBp://www.openvas.org/	  
•  snort	  :	  hBps://www.snort.org/	  
•  John	  the	  Ripper	  :	  hBp://www.openwall.com/john/	  
• Nikto	  :	  hBp://www.cirt.net/Nikto2	  
•  web	  server	  scanner	  
• Nmap	  :	  hBp://nmap.org/	  
•  tripwire	  ($/OS)	  :	  hBp://www.tripwire.org/	  
• OSSEC	  HIDS	  :	  hBp://www.ossec.net/	  
•  Open	  Source	  Host-­‐based	  Intrusion	  Detec?on	  System	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Other  Resources
•  IBM	  HPC	  Central	  :	  
hBps://www.ibm.com/developerworks/community/wikis/home?lang=en#!/
wiki/Welcome%20to%20High%20Performance%20Compu?ng%20%28HPC
%29%20Central	  
• ADMIN	  Magazine	  :	  hBp://www.admin-­‐magazine.com/	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  hBp://www.admin-­‐magazine.com/HPC/	  
• Cluster	  Monkey:	  hBp://www.clustermonkey.net/	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