ABSTRACT. The authors study the queueing process in a single-server queueing system with state dependent service and with the input modulated by a semi-Markov process embedded in the queueing process. It is also assumed that the server capacity is r > 1 and that any service act will not begin until the queue accumulates at least r units. In this model, therefore, idle periods also depend upon the queue length.
However, for the class of systems under consideration, we assume that r (_> 1) units are necessary for service, and if fewer are available the server waits for more units to arrive. The different possible values of r, as well as the formation of the idle period (which in our case does not necessarily end with the arrival of the next unit), allows our system to encompass more situations. Applications in transportation seem probable.
Other authors, such as Neuts, Sumita, and Takahashi (see [4] ), have studied a Poisson process modulated by a Markov process. In this article we consider the more general case of a Poisson process modulated by a semi-Markov process. We also assume the service process is state dependent. After a formal description we study the embedded queueing process constructed over the sequence of instants of service completion (under no restriction to service time distributions). We extend the result for the continuous time parameter process by using techniques appropriate for semi-regenerative processes. We establish a necessary and sufficient criterion for ergodicity and give explicit formulas for the limiting distributions of the processes. We derive the mean service cycle, intensity of the system, intensity of the input stream, distribution of the idle period, and the mean busy period. Examples are presented throughout the paper.
FORMAL DESCRIPTION OF THE SYSTEM
Let {ft, , (P=)feE, Q(t) t>_ 0} E {0,1,...} denote the number of units in a single-server queueing system at time t, let {T. n E N, To 0,} be the sequence of successive instants of service completion, let Q. Q(T. + 0), let C(-) be the counting measure associated with the point process {T.}, and let (t)= Q(Tc(t)+ 0), >_ O. Then the input is a Poisson process modu2ated by {(t)} due to a definition to follow. Let (t) be an integer-valued jump process (with successive jumps at T, n E N, noting that 0 is the increment of a jump in the case of Q.-1 Q.) and let {T; k N} be a non-stationary orderly Poisson point process with its intensity function A(t). 
. Without loss of generality we also assume that N > r-1.
Given assumption (AS), we can show that the transition probability matrix T is reduced to a form of the A,.N-matrix introduced and studied in [1] . According to theorem A.1 (see Appendix (-) are equivalent. The last equation is also equivalent to P* P'A. Since p* satisfies (3.6c) it follows that (P',I)= 1. Thus, the system of equations z= zA, (z,1)= 1 has two different solutions in (l , -II) which is impossible.
[ (ii) By dropping the modulation and service control and setting r 1, we immediately arrive at the classical formula by Kendall established for the model M/G/1.
5. CONTINUOUS TIME PARAMETER PROCESS Q(t)}.
In this section our main objective will be the derivation of the stationary distribution of the queueing process with continuous time parameter. Prior to this, we will be concerned with some preliminaries.
From section 3 and definition A.4, it follows that {fl,J,(P=)=,E, Q(t); t>_ 0} ---, (E, (E)) is a semi-regenerative process with conditional regenerations at points T., n E N. Let f,, (P=)=,E, Q,, T,: n 0,1,...
(E x R +, 9(E x R + )) be the associated Markov renewal process and let Y(t) be the corresponding semi-Markov kernel. With a very mild restriction to the probability distribution functions B, we can specify that the elements of Y(t) are not step functions and thus {Q., T,} is aperiodic. By proposition 3, the mean service cycle Pfl, which js also the mean inter-renewal time of the Markov renewal process, is obviously finite. Therefore, following definition A.5 and given that p < r, the Markov renewal process is ergodic. p It also follows that the jump process {f,,( )E, f(t); _> 0} --, E, defined in section 2, is the minimal semi-Markov process associated with the Markov renewal process {Q. ,T.} and therefore, following the definition in section 2, the input process {f,,(P)=,E, Ne} -E is a Poisson process modulated by the semi-Markov process {f(t)}.
Let g(t)= (g,k(t);j, k e E) be the semi-regenerative kernel (see definition A.6). The following statement holds true.
LEMMA 6. The semi-regenerative kernel satisfies the following equations:
with (; y e R+ the Poisson semi-group and e(,n,-) the Erlang-n probability density function with parameter .
PROOF. The above assertion follows from straightforward probability arguments.
['l
Now we are ready to apply the Main Convergence Theorem to the semi-regenerative kernel in the form of corollary A.8, thereby arriving at the stationary distribution of the queueing process {Q(t)}. THEOREM 7. Given the equilibrium condition p < r for the embedded process {Q.}, the stationary distribution (r;x e E) of the queueing process {Q(t)} exists; it is independent of any initial distribution and is expressed in terms of the generating function r(z) of by the following formula: PflrCz) ( (i) By dropping the modulation of the input process we obtain from proposition 4 that Pfl,
--ands(z) rl_z)P(z).
(ii) By using obvious probability arguments we derive the probability density function of an idle period in the steady state:
: 0P DEFINITION A.6. Let {fl,, (P=)=,E, Z(t);t 0} (E, (E)) be a semi-regenerative process relative to the sequence {T} of stopping times d let r(t) P,{Z(t) t,T > t}, , e E.
We will cM1 the functionM matrix K(t) (K#(t) j,k e E) the semi-regenerative keel.
THEOREM A.7 (The MMn Convergence Whrem, cf. inl [2] , p. 347). Let {,, (P=).,, z(t); e 0} (E, (E)) 
