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El problema de ruteo de vehículos con demandas estocásticas es un problema crucial en 
transporte y logística, en donde un conjunto de vehículos sale de un depósito con carga 
completa para servir a un conjunto de clientes cuya demanda sólo es revelada en la 
ubicación de los mismos. Se trata de un problema de optimización combinatoria en la 
categoría 𝒩𝒫 − ℎ𝑎𝑟𝑑, el cual es modelado en este trabajo como un problema de 
programación estocástica de dos etapas bajo la política de optimización de diseño de 
rutas a priori. 
 
Esta tesis presenta una metodología de solución heurística para el problema de ruteo de 
vehículos en presencia de demandas estocásticas (VRPSD). El método se divide en dos 
fases: En la primera se genera un conjunto de ruta factibles mediante el enfoque de 
construcción  route first – cluster second implementado sobre un espacio de búsqueda 
de subtours y tours del tipo del agente viajero; y en la segunda fase se utiliza un 
problema de partición de conjuntos para obtener las rutas que minimizan el costo 
esperado. 
 
Los tres primeros capítulos presentan el marco teórico, el estado del arte y algunos 
problemas de interés para la metodología; mientras que los capítulos cuatro a seis 
introducen el algoritmo propuesto, los resultados computacionales y las conclusiones de 
la metodología implementada. 
 
Palabras clave: Problema de ruteo de vehículos con demandas estocásticas, 













The Vehicle Routing Problem with Stochastic Demands (VRPSD) is a very important 
problem in the field of logistics and transportation, in which a set of vehicles depart from 
the depot with full load to serve a set of clients whose demands are not known with 
anticipation, which means that each client demand is known only when the vehicle 
reaches its location. This is a 𝒩𝒫 − ℎ𝑎𝑟𝑑 combinatorial optimization problem modeled in 
this thesis as a two stage stochastic programming problem in the framework of a priori 
optimization policy for the design of routes. 
This thesis proposes a heuristic solution methodology for the VRPSD. The method is 
divided in two phases; the first one samples a set of feasible routes using the route first – 
cluster second approach over a search space composed by subtours and TSP-like tours. 
The second phase solves a set partitioning problem in order to produce the set of routes 
whose minimize the expected cost in the sample. 
The thesis is organized as follows: Chapters one to three introduce the theoretical part, 
the state of the art and some problems of interest for the methodology, and chapters four 
to six describe the proposed algorithm, its computational experiments and finally the 
conclusions. 
Key words: Vehicle Routing Problem with Stochastic Demands, two stage 
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El problema de diseño de rutas con el fin de realizar entrega o recolección de bienes es 
conocido en la literatura como el problema de ruteo de vehículos o VRP (por su sigla en 
inglés).  De manera general, la familia de problemas de ruteo de vehículos es de gran 
importancia en transporte, logística y administración de la cadena de suministros, ya que 
los costos resultantes de transportar y entregar la carga representan una fracción 
significativa de los costos logísticos totales (Baños, Ortega, Gil, Márquez, & de Toro, 
2013). 
 
El VRP es un problema combinatorio de optimización que en su forma más básica 
consiste en la determinación de un conjunto de rutas que minimicen la distancia recorrida 
o el tiempo total de viaje para una flota de vehículos con idéntica capacidad (flota 
homogénea de vehículos), que parten de un único punto (conocido como depósito)  y que 
visitan a cada uno de un conjunto de nodos (conocido como conjunto de clientes) 
exactamente una vez antes de regresar al punto de partida, sin violar la restricción de 
capacidad de carga de los vehículos (Simchi-Levi, Bramel, & Chen, 2005). 
 
Se han desarrollado variantes para el problema que han derivado en diferentes 
formulaciones con el fin de hacer el problema más consecuente con lo que pasa en la 
realidad, y de esta manera se han añadido otras restricciones. Entre las más comunes se 
encuentran el uso de vehículos con diferentes capacidades (flota heterogénea de 
vehículos), restricciones de duración en donde la longitud total de cada ruta no debe 
exceder una constante preestablecida y el uso de ventanas de tiempo que implican visitar 
ciertos clientes en intervalos de tiempo previamente especificados (Michel Gendreau, 




Sin embargo, en estas formulaciones mencionadas anteriormente se consideran todos 
los elementos o parámetros del problema como determinísticos, los cuales no pueden 
cubrir contextos reales en donde existen componentes que son aleatorias o estocásticas. 
La familia de problemas que tienen en cuenta las componentes mencionadas 
anteriormente entran en el marco de problemas de ruteo de vehículos estocásticos o 
(SVRP) por su sigla en inglés (Li, Tian, & Leung, 2010). 
 
Un problema de ruteo de vehículos estocástico se define de forma general como un VRP 
en donde uno o varios de los parámetros no son determinísticos (son aleatorios) y siguen 
una distribución de probabilidad conocida. En la literatura, el problema se divide en 
cuatro versiones principales (Cordeau, Laporte, Savelsbergh, & Vigo, 2007; Michel 
Gendreau et al., 1996; Li et al., 2010): 
 
- Clientes estocásticos o VRPSC (por su sigla en inglés): En este caso no se sabe si 
el cliente será servido o no, es decir, cada cliente presenta una demanda 
determinística y una probabilidad de estar presente (o estar ausente) para el diseño 
de las rutas. 
 
- Demandas estocásticas o VRPSD (por su sigla en inglés): En esta versión no se 
conoce con certeza la cantidad que demandarán los clientes y por lo tanto la 
demanda asociada a cada cliente tiene asociada una distribución de probabilidad 
conocida. 
 
- Combinación de clientes y demandas estocásticas: En esta versión se considera 
que cada cliente tiene una probabilidad de estar o no presente en la programación de 
las rutas, y adicionalmente las demandas asociadas a cada nodo son una variable 
aleatoria.  
 
- Tiempos de viaje estocásticos: Cuando en situaciones prácticas no se conocen con 
certeza las condiciones del tráfico, del clima, de las habilidades de cada uno de los 
conductores, y las condiciones de carga y descarga, surge el problema con tiempos 
de viaje estocásticos. En este caso los tiempos de viaje entre nodos y los tiempos de 




Esta tesis presenta una metodología de solución para el problema de ruteo de vehículos 
con demandas estocásticas (VRPSD) encontrando su motivación en la existencia de 
situaciones reales en donde la demanda de los clientes no es conocida con anterioridad  
y sólo es revelada únicamente en la ubicación de los mismos. De esta manera es posible 
que la capacidad del camión no pueda satisfacer la demanda real encontrada, teniendo 
que realizar viajes de regreso al depósito para reabastecerse o descargar bienes, por lo 
cual es de gran importancia desarrollar rutas que tengan en cuenta estas fallas (retornos 
al depósito).  
 
Algunas situaciones reales que pueden ser modeladas como VRPSD (ver: Dror, Laporte, 
& Trudeau (1989); Marinakis, Iordanidou, & Marinaki (2013) y  Secomandi  (2000)) son la 
entrega y recolección  de dinero en sucursales o cajeros automáticos por parte de los 
bancos, cuyos requerimientos pueden variar de forma diaria. La distribución de petróleo a 
las estaciones, la recolección y entrega de paquetes por empresas de mensajería ya que 
la cantidad de bienes que se recogen es incierta, la distribución de combustible o gas 
doméstico, la recolección de basuras o residuos sólidos, la distribución de cerveza y 
bebidas envasadas y la distribución de productos a minoristas y tiendas en general. 
 
Además de su aplicabilidad real, es importante mencionar que los problemas de ruteo de 
vehículos son problemas de optimización combinatoria considerados en la categoría de 
complejidad matemática 𝒩𝒫 - Hard (Lenstra & Kan, 1981; Moghaddam, Ruiz, & Sadjadi, 
2012), y las propiedades del problema determinístico no se mantienen en su variante 
estocástica, por lo que las metodologías de solución resultan más complicadas ya que se 
combinan características de programación entera y estocástica que hacen que este tipo 
de problema sea considerado intratable en términos computacionales (Michel Gendreau 
et al., 1996). Es por esto que el desarrollo de métodos de solución más eficientes se 
considera como una de las tendencias principales en optimización en el futuro, (Yang, 
Koziel, & Leifsson, 2014).  
 
Estos métodos pueden ser clasificados como algoritmos completos o exactos que 
garantizan para cada instancia finita del problema encontrar el óptimo en un tiempo 
acotado, sin embargo; debido a la complejidad de este tipo de problemas (𝒩𝒫 - Hard), 
hasta el presente no existen algoritmos que los resuelvan en tiempo polinomial por lo que 
estos métodos completos requieren tiempo computacional exponencial en el peor de los 
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casos (Manfrin, 2004). Este inconveniente promueve la investigación e implementación 
de algoritmos aproximados (heurísticas y Meta-heurísticas), los cuales sacrifican la 
garantía del óptimo proporcionando soluciones buenas respecto a un indicador en 
tiempos computacionales aceptables para el uso práctico. 
 
Esta tesis tiene como objetivo general proponer e implementar un algoritmo de 
optimización mediante el uso de técnicas aproximadas y analíticas para resolver el 
problema de ruteo de vehículos con demandas estocásticas. 
 
Para lograr este objetivo en el capítulo uno se realiza el planteamiento formal del 
problema y se caracteriza su formulación matemática, teniendo en cuenta supuestos y 
limitaciones. Se introduce la formulación del VRPSD como problema de programación 
estocástica de dos etapas (bi–etapa) y su comparación con el problema determinístico.  
 
En el capítulo dos se presenta una revisión del estado del arte de los métodos de 
solución trabajados para el problema bajo estudio. Además se introducen los espacios de 
búsqueda que son utilizados para la construcción de rutas en el diseño algoritmos de 
solución, bajo la clasificación de los enfoques de dos fases. 
 
En el capítulo tres se introduce la formulación de otros problemas de optimización que 
son de interés para el desarrollo del algoritmo. Estos son, el problema de asignación de 
trabajos y el problema del agente viajero (TSP). 
  
El capítulo cuatro expone la metodología de solución propuesta para resolver el VRPSD 
basada en una estrategia heurística en un espacio de búsqueda de sub tours y tours del 
tipo del agente viajero. Posteriormente, en el capítulo cinco se realiza una descripción 
de las instancias de comparación, y los resultados computacionales preliminares y 




1. Definición del problema 
Con el fin de definir el VRPSD, en este capítulo se presenta en primer lugar una 
introducción a la programación estocástica bi-etapa con el objetivo de clasificar el área de 
investigación de esta tesis. Después se realiza una clasificación del problema de acuerdo 
con las políticas para el diseño de rutas y por último se desarrolla la formulación 
matemática para la política seleccionada.  
 Introducción a la programación estocástica de dos 1.1
etapas (two stage stochastic programming) 
Dentro de la literatura es posible encontrar diferentes formas por medio de las cuales es 
posible modelar la incertidumbre, como lo son (Weyland, 2013):  
 
i) Robust optimization: en esta metodología se consideran posibles valores para los 
datos del problema en lugar de considerar un único valor, asumiendo que el resultado 
real de estos datos se encuentra entre el rango los valores propuestos. Para este caso 
no se tiene conocimiento de la probabilidad de dichos valores pero se pretende tomar 
decisiones que sean robustas en presencia de incertidumbre. 
 
ii) Fuzzy optimization: en este tipo de modelado se utilizan variables difusas para 
expresar los datos de entrada. 
 
iii) Stochastic programming: también conocida como “stochastic optimization” 
(programación estocástica), utiliza al igual que la optimización robusta la introducción de  
un rango posible de valores sobre los datos de entrada, con la diferencia de que en esta 
metodología se asume conocimiento de la probabilidad de estos posibles valores. 
 
Teniendo en cuenta que el futuro no puede ser pronosticado de manera perfecta, la 
programación estocástica, también conocida como optimización bajo incertidumbre es un 
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campo que busca el desarrollo de modelos para la toma de decisiones óptimas en 
presencia de parámetros aleatorios o inciertos (Birge & Louveaux, 2011, p. xi).  
 
De manera específica, la programación estocástica corresponde a los modelos 
probabilísticos en los cuales, por medio del promedio de ciertos resultados o la 
consideración de probabilidades de ciertos eventos de interés se puede desarrollar un 
modelo de programación matemática lineal o no lineal, definiendo claramente las 
variables, la función objetivo y las restricciones del mismo (Ruszczyński & Shapiro, 2003, 
p. 2),  
 
En la mayoría de los casos, y como sucede en los problemas de ruteo estocásticos, el 
objetivo es optimizar una función estocástica como lo puede ser la esperanza matemática 
del costo de alguna solución, asumiendo distribuciones de probabilidad conocidas. 
 
En este trabajo nos enfocamos en la programación estocástica de dos etapas (bi-
etapa) para modelar el VRPSD. Este tipo de modelos fue introducido en 1955 como 
programación lineal bajo incertidumbre de dos etapas (G. Dantzig, 1955), y está basado 
en dos etapas de decisión separadas por un periodo de tiempo donde se conoce 
información de importancia para el problema. 
 
Busca modelar problemas en los cuales se debe tomar una decisión en el presente, pero 
existe información relevante que sólo será revelada después de haber sido tomada la 
decisión. Por tanto, en la primera etapa se implementa una solución que tendrá que 
afrontar las consecuencias generadas de la información revelada en el futuro. A partir de 
esta información, en la segunda etapa se toman decisiones correctoras (recourse 
actions).  
 
Es importante notar que las acciones correctoras (decisiones de la segunda etapa) 
dependen de la decisión tomada en la primera etapa y de la revelación de la información 
incierta, por lo que la programación estocástica bi-etapa pretende encontrar soluciones 
para la primera etapa que optimicen el valor esperado de todas las decisiones.  
 
El modelo general de dos etapas se puede formular de manera formal de la siguiente 
manera (Ruszczyński & Shapiro, 2003): dado un conjunto 𝑋 ⊂ 𝒳 de soluciones factibles y 
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una función objetivo 𝐹(𝒙, 𝒘) del vector de decisión 𝒙 ⊂ 𝑋 y del elemento aleatorio 𝒘. 
Entonces un programa de optimización de dos etapas consiste en 
 
 𝑴𝒊𝒏 {𝒇(𝒙) ≔ 𝔼[𝑭(𝒙, 𝒘)],  𝒙 ∈ 𝑿} 𝑒𝑛 𝑑𝑜𝑛𝑑𝑒 𝑭(𝒙, 𝒘) ≔ 𝒄𝒙 + 𝑸(𝒙, 𝝃(𝒘))             (1.1) 
 
Lo que equivale al programa lineal  
 
𝑴𝒊𝒏  𝒄𝒙  +  𝔼[𝑸(𝒙, 𝝃(𝒘))] 
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎.    𝑨𝒙 = 𝒃, 𝒙 ≥ 𝟎                                                                                   (1.2) 
 
De esta forma el vector de decisión 𝒙 debe ser seleccionado antes de que cualquier 
realización de las cantidades inciertas resumidas en el vector 𝝃(𝒘) sea observada, y 
𝑸(𝒙, 𝝃(𝒘)) es el valor óptimo del problema de la segunda etapa (decisiones correctoras). 
La esperanza matemática 𝔼[𝑸(𝒙, 𝝃(𝒘))] se computa respecto a la distribución de 
probabilidad de 𝝃(𝒘) que se supone conocida. 
 
Para ilustrar la formulación de dos etapas, consideremos el caso hipotético de un 
problema de ruteo con un camión y tres clientes (A,B y C) (adaptado de (Birge & 
Louveaux, 2011)) en donde en la primera etapa se planea un conjunto de rutas fijas y en 
la segunda etapa, una vez revelada la demanda en cada ubicación; si el camión no 
cuenta con la capacidad requerida para suplirla debe retornar al depósito a 
reabastecerse y volver a satisfacer la demanda faltante para luego retomar la ruta fija. El 
camión tiene una capacidad de 10 unidades y la demanda de los clientes es de dos 
unidades para los clientes A y B, y para el cliente C es de 5 o 7 unidades con una 
probabilidad igual (½) para los dos valores. 
Figura 1-1. Representación de grafo para el ejemplo de ruteo de dos etapas 
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En la primera etapa se debe visitar cada cliente una sola vez y retornar al lugar de partida 
minimizando la distancia recorrida. A continuación se presenta la matriz de distancias 
entre todos los nodos del grafo (clientes y depósito (0)). Para este caso se trata de una 
matriz simétrica y se asume un problema de recolección de bienes. 
 
Tabla 1-1. Matriz de distancias para ejemplo de ruteo en dos etapas 
  0 A B C 
0 - 2 4 3 
A 2 - 3 4 
B 4 3 - 1 
 C 3 4 1 - 
 
En este ejemplo, sólo existe un dato estocástico que es la demanda del cliente C. 
Cuando la demanda de este cliente es 5 la demanda total acumulada será igual a 9, en 
cuyo caso no se sobrepasará la capacidad del camión. Sin embargo, si la demanda de C 
es 7 la suma total de las demandas alcanzará el valor de 11 provocando un viaje de 
regreso adicional al depósito para luego de reabastecer el camión, volver a satisfacer la 
demanda faltante. Este fallo de ruta (route failure) sólo sucederá para este ejemplo en el 
último cliente visitado en la ruta, que es donde la demanda total acumulada puede 
superar la capacidad.  
 
Tabla 1-2. Resumen costos de solución primera y segunda etapa para ejemplo de ruteo 
𝒙  𝒄𝒙 𝝃(𝒘) 𝑸(𝒙, 𝝃(𝒘)) 𝔼[𝑸(𝒙, 𝝃(𝒘))] 𝒄𝒙 + 𝔼[𝑸(𝒙, 𝝃(𝒘))] 
(0 - A - B - C - 0) 2 + 3 + 1 + 3 = 9 
5 0 1/2(0) + 1/2(6) = 
3 
9 + 3 = 12 
7 6 
(0 - C - B - A - 0) 3 + 1 + 3 + 2 = 9 
5 0 1/2(0) + 1/2(4) = 
2 
9 + 2 = 11 
7 4 
(0 - B - C - A - 0) 4 + 1 + 4 + 2 = 11 
5 0 1/2(0) + 1/2(4) = 
2 
11 + 2 = 13 
7 4 
(0 - A - C - B - 0) 2 + 4 + 1 + 4 = 11 
5 0 1/2(0) + 1/2(8) = 
4 
11 + 4 = 15 
7 8 
(0 - B - A - C - 0) 4 + 3 + 4 + 3 = 14 
5 0 1/2(0) + 1/2(6) = 
3 
14 + 3 = 17 
7 6 
(0 - C - A - B - 0) 3 + 4 + 3 + 4 = 14 
5 0 1/2(0) + 1/2(8) = 
3 
14 + 4 = 18 
7 8 
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La tabla (1-2) resume todas las posibles soluciones de la primera etapa (𝒙) del problema. 
Al ser implementada cada una de estas soluciones, genera el costo de la ruta (costo de 
la primera etapa: 𝒄𝒙) pero además dependiendo del resultado de la variable aleatoria 
(demanda del cliente C: 𝝃(𝒘)), la segunda etapa genera un costo derivado del posible 
viaje adicional al depósito por el fallo en la ruta (𝑸(𝒙, 𝝃 (𝒘))). La idea es seleccionar la 
solución de la primera etapa que minimice la distancia recorrida de esa solución y la 
distancia recorrida esperada de la acción correctora (viaje adicional), que es la decisión 
de la segunda etapa. 
 
Como muestra específica, la primera solución (0 - A - B - C - 0) es la solución de la 
primera etapa que se toma antes de ser revelada la demanda real de los clientes. El 
camión empieza a recolectar la demanda y para cuando llega al cliente C tiene 
acumuladas 4 unidades (un disponible de 6), así si la demanda del cliente C es 5, la 
demanda total acumulada será 9 unidades y el camión podrá terminar su ruta 
preestablecida con un costo total de 9 unidades de distancia. En caso contrario, si la 
demanda de este cliente es 7 unidades el camión deberá ir del cliente 7 al depósito a 
descargar para luego volver a recoger la demanda faltante generando un costo de 15 y 
recorriendo la ruta (0 – A – B – C – 0 – C – 0). Como ambos casos tienen igual 
probabilidad, el costo total esperado es de 12 unidades.  
 
Si el problema fuera determinístico, al ser la matriz simétrica sólo habría 3 soluciones ya 
que (0 - A - B - C - 0) sería igual a (0 - C - B - A - 0), pero para el problema estocástico el 
costo de la acción correctora depende de donde ocurra el route failure. Por lo cual el 
óptimo determinístico para este problema tiene un valor igual a 9 unidades de distancia 
para las dos primeras soluciones en la tabla (1-2), para el problema estocástico la 
solución que minimiza la esperanza matemática de la distancia recorrida es la segunda 
solución con un costo esperado de 11 unidades. Es claro que el óptimo determinístico no 
siempre será lo mejor en presencia de incertidumbre 
 Problemas de ruteo de vehículos con demandas 1.2
estocásticas (VRPSD’s) 
El problema de ruteo de vehículos determinístico fue introducido por primera vez por 
Dantzig y Ramser a finales de los 50’s (Dantzig & Ramser, 1959) y para 1991 ya se 
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contaba con gran variedad de problemas de este tipo y una amplia literatura acerca de su 
modelado y los métodos de solución (Golden, Raghavan, & Wasil, 2008; G. Laporte, 
Gendreau, Potvin, & Semet, 2000; G Laporte, 1992). Sin embargo, a excepción de un 
único trabajo publicado en 1969, (ver: Tillman, (1969)), el problema de ruteo de vehículos 
con componentes estocásticas no recibió atención hasta la época de los 80’s, en donde 
algunos autores usaron técnicas de programación estocástica para resolver a optimalidad 
pequeñas instancias y hallar cotas para los problemas (D. J. Bertsimas, 1992) (se 
recomienda ver la revisión de literatura en dicha referencia). 
 
En esta tesis, nos concentramos en el VRPSD, el cual es un problema inherentemente 
de programación estocástica de dos etapas (Birge & Louveaux, 2011; Mikosch, Resnick, 
& Robinson, 2012; Weyland, 2013). Y también es clasificado como un problema de 
optimización combinatoria estocástica de dos etapas (Weyland, 2013). La sección 
anterior  (1.1.1)  presentó un caso particular que ilustra las dos etapas de decisión 
involucradas en este problema.  
 
El VRPSD se define en la literatura según la manera de afrontar la aleatoriedad de las 
demandas. Es por esto que de acuerdo a como se toman las decisiones de 
secuenciación (ruteo) y de reabastecimiento, se definen las políticas de solución. El 
objetivo es diseñar una política de ruteo para satisfacer la demanda de los clientes y 
minimizar la distancia total esperada. En la literatura se conocen tres enfoques generales 
(Galván, Arias, & Lamos, 2013; Manfrin, 2004) para las políticas de ruteo, estas se 
presentarán a continuación. 
1.2.1 A priori optimization 
El ejemplo de la sección 1.1.1 es un caso particular de este tipo de optimización. Y entra 
en el marco de programación estocástica con recurso (stochastic programming with 
recourse) 
Este enfoque utiliza una política estática (fixed policy) o política offline (D. J. Bertsimas, 
Jaillet, & Odoni, 1990). La idea es seleccionar en la primera etapa un conjunto de 
secuencias de clientes (rutas) preestablecidas (a priori) sin tener en cuenta las demandas 
de los clientes. Estas rutas serán seguidas por los camiones y en la segunda etapa al 
revelarse las demandas, pueden ocurrir fallos en las rutas, por lo cual los camiones 
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deberán ejecutar una acción correctora que genera un costo extra. Se  busca encontrar 
el conjunto de rutas a priori que minimice el costo total esperado derivado de estas rutas 
a priori y de las acciones correctoras conociendo la distribución de probabilidad de las 
demandas de los clientes.  
En este punto hay que notar que el tipo de acción correctora (recourse action) es de 
suma importancia ya que además de generar un costo extra, es el que hace que el 
modelado del problema tenga validez respecto a lo que ocurre en la realidad.  
Una acción correctora común consiste en que si la demanda acumulada de una ruta 
excede la capacidad del camión, agote su capacidad, regrese vacío al depósito a 
reabastecer, y vuelva al último cliente visitado a terminar de satisfacer su demanda para 
luego continuar con la ruta preestablecida. Además si la demanda acumulada en algún 
cliente es igual a la capacidad, entonces el camión regrese al depósito a descargar y 
retome en el siguiente cliente preestablecido en la ruta (Lei, Laporte, & Guo, 2011). 
1.2.2 Re-optimization 
Se trata de una política online o también dinámica (D. J. Bertsimas et al., 1990; N. 
Secomandi & Margot, 2009).  
Una manera de afrontar la demanda aleatoria es  la estrategia de omitir la primera etapa, 
por lo cual una vez se visite un cliente y su demanda sea revelada se debe tomar una 
decisión de ruteo y de abastecimiento de forma dinámica. Es decir, de acuerdo con la 
capacidad disponible del camión y el conjunto de clientes aún sin visitar se debe decidir 
qué cliente visitar a continuación, y si se debe visitar directamente o si es necesario 
realizar un viaje de reabastecimiento (o descarga) al depósito. Por supuesto, esto implica 
que la optimización debe realizarse en tiempo real una vez se conozca la demanda de 
cada cliente, y que la ruta a seguir por el camión puede cambiar al conocer la demanda 
en cada ubicación, por tanto, la ruta y el reabastecimiento pueden cambiar en cada 
cliente al conocer su demanda (son dinámicos).  
Este tipo de estrategia implica resolver una secuencia de problemas de optimización, ya 
que cada vez que sea revelada la demanda de un nuevo cliente se debe re-optimizar la 
ruta que seguirá a continuación. Esto implica resolver muchas instancias de un problema 
de optimización clasificado como 𝒩𝒫 – Hard.   
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1.2.3 Restocking 
También conocida como preventive restocking, realiza una mezcla de la política estática 
y dinámica (Galván et al., 2013; Ismail & Irhamah, 2008; Manfrin, 2004; Mathur, Ballou, & 
Yang, 2000; N. Secomandi & Margot, 2009).  
Para este caso se define una ruta a priori (estática) a seguir por el camión, sin embargo 
la manera de manejar los fallos de ruta es dinámica. Después de servir la demanda de 
cada cliente se debe tomar la decisión de si volver al depósito a realizar reabastecimiento 
o si continuar hacia el siguiente cliente en la ruta a priori, sin importar si la demanda 
acumulada no excede la capacidad del camión (decidir si anticipar o no el fallo). Esta 
decisión se toma realizando una comparación entre el costo esperado de retornar al 
depósito a reabastecer desde dicho punto sin que haya un fallo de ruta y el costo 
esperado de retornar después de que el fallo haya ocurrido.  
En un caso hipotético, se puede suponer que en el momento de visitar un cliente puede 
ocurrir que la demanda acumulada no exceda la capacidad del camión, pero que la 
capacidad sobrante sea demasiado pequeña. Por lo que puede ser mejor evaluar la 
posibilidad de retornar al depósito desde esa ubicación y no desde la siguiente que es 
donde el fallo de ruta puede ocurrir teniendo en cuenta la poca capacidad sobrante. Aquí 
radica la diferencia con la política estática, ambas generan rutas a priori pero la política 
estática sólo realiza viajes de reabastecimiento cuando ocurre un fallo en la ruta. 
Figura 1-2. Ilustración de a priori optimization y preventive restocking 
 
Tomado y adaptado de (Mathur et al., 2000) 
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La figura anterior (1-2) muestra en primer lugar la ruta deseada preestablecida (a priori) 
para ser recorrida por el camión (Depósito – A – B – C – D – E – F – Depósito). Sin 
embargo, bajo la política de a priori optimization se supone un fallo en el cliente B lo cual 
generaría el retorno al depósito a reabastecer por lo que la ruta real sería (Depósito – A – 
B – depósito – B – C – D – E – F – Depósito). En segundo lugar, la figura ilustra también 
el caso de preventive restocking en donde se evalúa la compensación que puede haber 
entre regresar al depósito cuando se da el fallo o realizar un regreso anticipado, para 
este caso se supone que al llegar al cliente C la demanda acumulada no ha sobrepasado 
la capacidad del camión pero es mejor hacer el viaje anticipado al depósito a 
reabastecerse desde ese punto, para luego continuar con el siguiente cliente en la ruta 
preestablecida (Depósito – A – B – C – Depósito – D – E – F – Depósito). 
La siguiente tabla resume las políticas de solución que clasifican al VRPSD, de acuerdo 
con la naturaleza estática o dinámica tanto del ruteo o secuenciación de clientes 
(decisión de la primera etapa) como de la política de reabastecimiento (decisión de la 
segunda etapa). 
Tabla 1-3. Clasificación de políticas de solución para el VRPSD 
 
Reabastecimiento 
Secuenciación (ruteo) Estático Dinámico 
Estático A priori restocking 
Dinámico N/A re-optmization 
 
Tomado y adaptado de (N. Secomandi & Margot, 2009) 
De esta manera si el ruteo es estático (a priori) y el reabastecimiento dinámico, 
estaremos hablando de un problema de ruteo de vehículos estocástico con preventive 
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Este trabajo se concentra en el enfoque de a priori optimization, en el marco de 
stochastic programming with recourse como ha sido trabajado por diferentes autores 
(Allahviranloo, Chow, & Recker, 2014; Christiansen & Lysgaard, 2007; Dror et al., 1989; 
Gauvin, Desaulniers, & Gendreau, 2014; M Gendreau, Laporte, & Séguin, 1995, 1996; 
Gørtz, Nagarajan, & Saket, 2012; Lei et al., 2011; Mendoza & Villegas, 2012). Varias 
razones surgen a partir del estudio de la literatura para  enmarcar la metodología de 
solución propuesta en esta política estática.  
A pesar de que las soluciones encontradas a partir del enfoque de re-optimization 
dominan en términos de calidad a las obtenidas por el enfoque a priori, este enfoque (re-
optimization) implica un costo computacional mucho mayor teniendo en cuenta que se 
debe realizar una secuencia de optimizaciones en tiempo real de diferentes instancias de 
un problema de complejidad 𝒩𝒫 – Hard (D. J. Bertsimas et al., 1990). Esto además 
requiere la inversión en tecnología de comunicación y ubicación satelital que permita 
informar en tiempo real la demanda revelada y la nueva secuencia de visitas para el 
conductor que puede variar en cada cliente.  
Adicionalmente la literatura existente en políticas de re-optimization para el VRPSD es 
escasa y limitada (Justin Christopher Goodson, 2010; N. Secomandi & Margot, 2009). 
Por otro lado la política de ruteo a priori exige sólo la solución de una instancia del 
problema, lo cual le da una ventaja significativa en términos de costos computacionales. 
Además, son muchos los casos en los cuales es conveniente para la empresa que los 
conductores sigan una secuencia fija todos los días, permitiendo un servicio más 
personalizado, sobre todo cuando existe la presencia de clientes que requieren el 
servicio frecuentemente y en los mismos horarios (Manfrin, 2004; Weyland, 2013).  
Adicionalmente las rutas a priori tienen un buen comportamiento en promedio, teniendo 
en cuenta que se minimiza la distancia recorrida esperada, lo cual tiene sentido 
estadístico de acuerdo a la ley de los grandes números ya que el costo promedio de una 
muestra sobre un periodo grande de tiempo tiende al valor esperado matemático. Estas 
rutas pretenden encontrar la mejor solución sobre todos los posibles escenarios de 
demandas, antes de la realización de cualquiera de ellos. 
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 Notación y modelo matemático 1.3
Esta sección introduce el modelo matemático para el VRPSD, teniendo en cuenta los 
diferentes supuestos y limitaciones bajo consideración respecto a los parámetros del 
problema. 
 
Sea 𝐺 = (𝑉, 𝐴) un grafo no dirigido, en donde el conjunto de vértices es  
𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑛} y el conjunto de arcos es 𝐴 = {(𝜈𝑖, 𝑣𝑗) ∶  ∀ 𝜈𝑖, 𝜈𝑗  ∈ 𝑉}. El vértice 𝑣1 
representa el único depósito y los demás son clientes. Cada vértice en el conjunto de 
clientes 𝑉𝑐 = {𝜈𝑗 ∈ 𝑉 \𝑣1} tiene asociada una demanda 𝜉𝑗  (𝑗 ∈ 𝑉𝑐) que es una variable 
aleatoria con una distribución de probabilidad Ψ conocida con un valor esperado positivo 
E[𝜉𝑗] menor o igual que la capacidad de los camiones 𝒞, y una varianza positiva Var[𝜉𝑗].  
 
Como lo asumen varios autores (Christiansen & Lysgaard, 2007; Gauvin et al., 2014; G 
Laporte, Louveaux, & Hamme, 2002; Mendoza & Villegas, 2012) las 𝜉𝑗 son 
independientes e idénticamente distribuidas (Ψ) y poseen la propiedad aditiva, lo cual 
quiere decir la suma de dos o más variables independientes y distribuidas Ψ, también se 
distribuye Ψ.  Esta propiedad se presenta en distribuciones de probabilidad bien 
conocidas como lo son por ejemplo la distribución poisson, la distribución normal y la 
distribución gamma. 
 
Una ruta se define como un camino de la forma 𝑟 = (𝑖1, 𝑖2, … , 𝑖|𝑟|) en donde 𝑖1 =  𝑖|𝑟| = 𝜈1 
y 𝑖𝑘 ∈ 𝑉𝑐 para 𝑘 ∈ {2, … , |𝑟| − 1}, lo que quiere decir que la ruta comienza y termina en el 
depósito. Dada una ruta, se define Ψ(𝜇𝑖ℎ , 𝜎
2
𝑖ℎ) =  ∑ 𝜉𝑖𝑘
ℎ
𝑘=1  como la variable aleatoria que 
representa la demanda total acumulada hasta el cliente 𝑖ℎ para ℎ ∈ {2, … , |𝑟| − 1}, cuyo 
valor esperado es 𝜇𝑖ℎ =  ∑ E[𝜉𝑖𝑘]
ℎ
𝑘=1 , y cuya varianza es 𝜎
2
𝑖ℎ =  ∑ Var[𝜉𝑖𝑘]
ℎ
𝑘=1 . Esto 
debido a los supuestos considerados anteriormente sobre las distribuciones. 
 
Para todo arco (𝑣𝑖, 𝑣𝑗) existe una distancia asociada 𝑑𝑖𝑗. Estas distancias se asumen 
simétricas lo cual quiere decir que 𝑑𝑖𝑗 =  𝑑𝑗𝑖, ∀ 𝑖, 𝑗 ∈ 𝑉.  
 
Teniendo en cuenta que se cuenta con un conjunto de 𝑚 vehículos idénticos de 
capacidad 𝒞, se debe diseñar un conjunto de rutas a priori (en la primera etapa) de 
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manera que: i) cada ruta comience y termine en el depósito, ii) cada cliente sea visitado 
una sola vez por un vehículo, iii) si la capacidad del camión es alcanzada en algún vértice 
se aplique una acción correctora (recourse action), y iv) se minimice la distancia total 
esperada recorrida por camión.  
 
Considerando que para el problema de ruteo determinístico se seleccionan rutas que 
contengan un conjunto de clientes cuya demanda no exceda la capacidad de los 
camiones, para el caso estocástico además de las 4 características anteriores; las rutas a 





𝜉𝑖𝑘] ≤ 𝒞                                                                                                                   (1.3) 
 
Esta condición (1.3) quiere decir que se sólo se permiten rutas en la primera etapa en las 
cuales la suma del valor esperado de las demandas aleatorias en cada ruta, no 
sobrepase la capacidad del camión (sean factibles en promedio). Dicho requerimiento es 
válido ya que no tiene sentido diseñar rutas que vayan a fallar en promedio (la capacidad 
del vehículo se vaya a ver sobrepasada sistemáticamente) (Christiansen & Lysgaard, 
2007; Gauvin et al., 2014; G Laporte et al., 2002; Mendoza & Villegas, 2012). 
 
Lo anterior quiere decir que la generación de las rutas a priori presenta las mismas 
restricciones que el caso determinístico asumiendo la demanda de cada cliente como su 
valor esperado, sin embargo, el objetivo es minimizar una función estocástica, ya que la 
distancia recorrida oficialmente por el camión es una medida aleatoria. 
 
1.3.1 Formulación como problema de programación entera 
estocástica con dos sub - índices 
En esta sección se introduce la formulación del VRPSD como problema de programación 
entera estocástica de dos etapas en términos del valor esperado de la acción correctora 
(recourse action), cuya función será explicada detalladamente más adelante (sección 
1.3.3).  
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Sea 𝑥𝑖𝑗 una variable entera que indica el número de veces que el arco (𝜈𝑖, 𝑣𝑗) aparece en 
la solución de la primera etapa (rutas a priori): 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟 ∑ 𝑑𝑖𝑗𝑥𝑖𝑗 + 𝔼[𝒬 (𝑥, 𝜉)]
𝑖<𝑗
                                 (1.4) 
Sujeto a: 











≤ |𝑆| − ⌈
∑ E[𝜉𝑖]𝜐𝑖∈𝑆
𝒞
⌉,                                                             
                             (𝑆 ⊂ 𝑉\𝜈1; 2 ≤ |𝑆| ≤ |𝑉| − 2)                   (1.7) 
0 ≤ 𝑥𝑖𝑗 ≤ 1, (2 ≤ 𝑖 < 𝑗 ≤ |𝑉|)                                                (1.8) 
0 ≤ 𝑥1𝑗 ≤ 2, (𝑗 = 2, … , |𝑉|)                                                     (1.9) 
𝑥𝑖𝑗 , 𝑒𝑛𝑡𝑒𝑟𝑜, (1 ≤ 𝑖 < 𝑗 ≤ |𝑉|)                                               (1.10) 
 
La variable 𝑥𝑖𝑗 debe ser interpretada como 𝑥𝑗𝑖 siempre que 𝑖 > 𝑗, por lo que no importa la 
dirección de los arcos sino el uso de los mismos. Este modelo matemático concuerda con 
el del modelo de ruteo determinístico (M Gendreau et al., 1995; G Laporte et al., 2002; 
Gilbert Laporte, Nobert, & Desrochers, 1985), exceptuando la función de costo esperado 
de la decisión de la segunda etapa (𝒬 (𝑥, 𝜉)). 
 
Las ecuaciones (1.5) y (1.6) especifican el grado de cada vértice. El número de vehículos 
𝑚 puede ser fijo o variable, y se interpreta cómo la cantidad de vehículos en la solución 
óptima.  
 
La ecuación (1.7) impide la formación de subtours y asegura que no se generen rutas 
cuya demanda total esperada sobrepase la capacidad del vehículo. En esta restricción si 
𝜃 = ∑ E[𝜉𝑖]𝜐𝑖∈𝑆 /𝒞, ⌈θ⌉ significa que 𝜃 toma el valor del entero más pequeño que sea 
mayor que 𝜃. Cómo en este caso la demanda esperada de la ruta no debe sobrepasar la 
capacidad, el lado derecho de dichas restricción será |𝑆| − 1, generando una restricción 
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clásica de eliminación de subtours (subtour elimination constraints) (ver: Wolsey, 1998, p. 
8). 
 
Por último, las expresiones (1.8) a (1.10) restringen el dominio de las variables de la 
primera etapa.  
 
Es claro que la primera etapa diseña rutas de igual manera que el problema 
determinístico, sin embargo el costo de estas rutas tendrá una diferencia al sumar el 
costo esperado asociado al recourse action.  
1.3.2 Formulación como problema de partición de conjuntos (Set 
Partitioning Problem) – SPP 
Esta formulación matemática es ampliamente utilizada, tanto para el problema de ruteo 
de vehículos determinístico (VRP) (Cordeau et al., 2007; Toth & Vigo, 2001) como para el 
VRPSD (Christiansen & Lysgaard, 2007; Gauvin et al., 2014). 
 
En este programa matemático se tienen en cuenta todas las consideraciones, supuestos 
y notaciones considerados anteriormente. 
 
Sea ℛ = {𝑟1, 𝑟2, … , 𝑟𝑝} el conjunto de todas las rutas factibles (rutas cuyo valor esperado 
de la demanda no supere la capacidad de los camiones). Cada ruta 𝑟𝑗 tiene un costo 
asociado 𝐶𝑗 y 𝑎𝑖𝑗 es un coeficiente binario que toma el valor de 1 si y sólo si el vértice 𝑖 es 
visitado (cubierto) por la ruta 𝑟𝑗.  
 
Se define la variable binaria 𝜆𝑗 para 𝑗 = 1, … , |ℛ| que toma el valor de 1 si y sólo si la ruta 




𝜆𝑗                                            (1.11) 
Sujeto a: 
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𝜆𝑗 ∈ {0,1}, 𝑗 = 1, … , |ℛ|                             (1.14) 
Esta formulación contiene un número potencialmente exponencial de variables binarias 
ya que puede tener tantas como rutas factibles. Sin embargo se puede pensar en el 
conjunto ℛ como un conjunto que no necesariamente debe contener todas las rutas 
factibles. 
 
La función objetivo (1.11) minimiza el costo asociado a la selección de las rutas. Para el 
caso determinístico el 𝐶𝑗 se interpreta como la distancia total de cada ruta 𝑟𝑗. Sin 
embargo para el caso estocástico el 𝐶𝑗 involucra la distancia de la ruta a priori más el 
costo esperado de los retornos al depósito debido a fallos de ruta. Las restricción (1.12) 
obliga a que cada cliente sea cubierto exactamente por una sola ruta, y (1.13) a que debe 
haber 𝑚 rutas (el número de vehículos puede ser fijo o variable).  
 
Este modelo es muy general ya que parte de la factibilidad implícita de las rutas en el 
conjunto ℛ, sin embargo se acomoda muy bien al problema estocástico ya que en la 
primera etapa un algoritmo puede generar un conjunto de rutas a priori factibles que son 
introducidas a este programa considerando el costo total esperado de cada ruta. 
 
Debido a esta característica, la formulación del VRPSD como SPP será utilizada en 
nuestra metodología, pretendiendo generar conjuntos de rutas factibles a priori de buena 
calidad ante la función objetivo estocástica.  
1.3.3 Recourse action: Estrategia y costo esperado 
El costo asociado a cada ruta es el resultante de la suma del costo de la primera etapa 
que es la distancia recorrida por la ruta preestablecida y el costo esperado de las 
acciones correctoras debido a fallos en dichas rutas. 
 
En este trabajo nos enfocamos en la estrategia propuesta por primera vez por Bertsimas 
(1992): si la demanda acumulada en algún cliente de la ruta sobrepasa la capacidad del 
camión (esta situación es conocida como route failure), la estrategia es realizar un viaje 
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de retorno al depósito desde esa ubicación para reabastecerse (o descargar) y luego 
regresar al punto en la ruta donde ocurrió el fallo. Para considerar este tipo de política se 
debe suponer que los bienes a recolectar o entregar (se asume sólo una de las 
situaciones) deben ser divisibles, como lo es el caso de fluidos en caso de demandas con 
distribuciones normales o bienes divisibles a tamaños de cada unidad para el caso de 
demandas distribuidas poisson (G Laporte et al., 2002). 
 
Este tipo de política no considera el caso en el que la demanda de un cliente dado sea 
igual a la capacidad residual del camión, situación en la cual el vehículo podría volver al 
depósito a descargar (o reabastecer) y resumir la marcha en el siguiente cliente 
preestablecido. Se asume siempre que regresa al punto donde ocurrió la falla y desde 
ese nodo se continúa con la ruta. Es decir que no se tiene en cuenta ningún tipo de 
política preventiva (preventive restocking) o de re-optimización. Esto debido a que el 
incremento de complejidad en la computación del costo esperado de estas políticas no 
justifica la disminución (ahorro) en los costos de las soluciones, además esta política 
simple se adapta bien a aplicaciones prácticas (Gauvin et al., 2014; Mendoza & Villegas, 
2012) y permite la comparación con trabajos anteriores.  
 
Figura 1-3. Ejemplo de la estrategia de recourse action 
 
La figura (1-3) ejemplifica la política utilizada considerando un camión con capacidad de 
10: a) muestra la ruta a priori factible establecida para que el camión la recorra. Sin 
embargo; b) expone la situación a posteriori en donde el camión se encuentra con la 
demanda real, al llegar al tercer cliente la demanda acumulada total es igual a once por 
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lo que el camión debe regresar a reabastecerse y devolverse a suplir la unidad faltante. 
En ese momento la capacidad residual del camión es de 9 que es igual a la demanda del 
cuarto cliente, al servirlo su capacidad residual es cero, pero el sigue directamente hacia 
el siguiente cliente (no anticipa o previene el fallo) en donde ocurre realmente el fallo por 
no poder satisfacer la demanda; y es en ese punto donde realiza el viaje de retorno al 
depósito. En este caso particular se dice que el primer fallo ocurrió en el tercer cliente y el 
segundo fallo ocurrió en el quinto cliente. 
 
El conocimiento de la distribución de probabilidad de la demanda de los clientes permite 
computar la probabilidad de que ocurra uno o varios fallos en alguna ubicación. El 
número de fallos en cada cliente es una variable aleatoria, por lo que si cada fallo implica 
un viaje de retorno al depósito y luego de vuelta al cliente; es posible calcular la 
esperanza matemática de la distancia recorrida por estos viajes del vehículo a recargar 
(o descargar). 
 
La probabilidad de que la demanda acumulada hasta algún cliente 𝑖ℎ en la ruta 𝑟 =
 (𝑖1, 𝑖2 … , 𝑖ℎ, … , 𝑖|𝑟| ) no exceda 𝑢𝒞 en donde 𝑢 es un entero positivo y 𝒞 es la capacidad 




𝑖ℎ , 𝑢𝒞) = P (∑ 𝜉𝑖𝑘
ℎ
𝑘=1
≤ 𝑢𝒞) = P(Ψ(𝜇𝑖ℎ , 𝜎
2
𝑖ℎ) ≤ 𝑢𝒞)                     (1.15) 
 
Ya que anteriormente se consideró que Ψ(𝜇𝑖ℎ , 𝜎
2
𝑖ℎ) =  ∑ 𝜉𝑖𝑘
ℎ
𝑘=1  como la variable aleatoria 
que representa la demanda total acumulada hasta el cliente 𝑖ℎ para ℎ ∈ {2, … , |𝑟| − 1}, 
cuyo valor esperado es 𝜇𝑖ℎ =  ∑ E[𝜉𝑖𝑘]
ℎ
𝑘=1 , y cuya varianza es 𝜎
2




Para un entero 𝑢 > 0 y cualquier ruta  𝑟 = (𝑖1, 𝑖2 … , 𝑖ℎ−1, 𝑖ℎ, … , 𝑖|𝑟| ), 𝑖𝑖 ≠ 𝑖𝑗  ∀𝑖, 𝑗 ∈
{2, … , |𝑟| − 1} se dice que ocurre la 𝑢-ésima falla en el cliente 𝑖ℎ si y sólo si la demanda 
total acumulada hasta el cliente 𝑖ℎ excede 𝑢𝒞 y la demanda total acumulada hasta el 
cliente 𝑖ℎ−1 no excede 𝑢𝒞. 
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De esta manera la probabilidad de que la 𝑢-ésima falla ocurra en el cliente 𝑖ℎ dado que 
no ha ocurrido en ningún otro cliente ya visitado a través del camino hasta 𝑖ℎ es: 
 
P (Ψ(𝜇𝑖ℎ−1 , 𝜎
2
𝑖ℎ−1) ≤ 𝑢𝒞 < Ψ(𝜇𝑖ℎ , 𝜎
2
𝑖ℎ))                                        (1.16) 
 




𝑖ℎ−1) ≤ 𝑢𝒞) − P(Ψ(𝜇𝑖ℎ , 𝜎
2
𝑖ℎ) ≤ 𝑢𝒞)                         
=  P(Ψ(𝜇𝑖ℎ , 𝜎
2
𝑖ℎ) > 𝑢𝒞) − P(Ψ(𝜇𝑖ℎ−1 , 𝜎
2
𝑖ℎ−1) > 𝑢𝒞)                               
= 𝐹(𝜇𝑖ℎ−1 , 𝜎
2
𝑖ℎ−1 , 𝑢𝒞) − 𝐹(𝜇𝑖ℎ , 𝜎
2
𝑖ℎ , 𝑢𝒞)                                         (1.17) 
 
Lo cual se lee (1.17) como: la probabilidad de que la 𝑢-ésima falla ocurra en el cliente 𝑖ℎ, 
es igual a la probabilidad de que la demanda acumulada hasta el cliente 𝑖ℎ exceda 𝑢𝒞 
menos la probabilidad de que la demanda acumulada hasta el cliente anterior 𝑖ℎ−1 
exceda 𝑢𝒞. 
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La expresión (1.18) computa la esperanza matemática de la distancia recorrida debido a 
fallos de ruta para cualquier cliente 𝑖ℎ , ℎ ∈ {2, … , |𝑟| − 1}. Ya que cada que ocurre un 
fallo el camión deberá ir al depósito y regresar recorriendo 2𝑑𝑖ℎ𝑖1. 
 
Este cálculo es aproximado en términos prácticos reemplazando ∞ por un número 
suficientemente grande. Un caso puede ser sumar hasta que el cambio incremental sea 
menor que 2−53 que es la precisión estándar doble de una máquina de 64 bits. Si 𝜉𝑗 ≤ 𝒞 
para todo cliente 𝑗 con probabilidad 1, el ∞ puede ser reemplazado por ℎ − 1, teniendo 
en cuenta que el cálculo se haga para el cliente en la posición ℎ de la ruta (𝑖ℎ). 
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A partir de del costo esperado del recourse action para cada cliente (1.18) se llega a la 
expresión definitiva para el costo de cada ruta 𝑟 = (𝑖1, 𝑖2, … , 𝑖|𝑟|), 𝑖1 =  𝑖|𝑟| = 𝜈1 
 





𝑖ℎ+1)]                                          (1.19) 
 
En (1.19) es importante resaltar que en el depósito no puede haber fallas por lo que el 
costo esperado es cero. Para obtener más detalles de la deducción de estas expresiones 
se recomienda al lector consultar los trabajos de Bertsimas (1992), Christiansen & 
Lysgaard (2007) y Gauvin et al. (2014). 
 
Debido a la condición simétrica de las distancias, el costo de la primera etapa es el 
mismo para una ruta sin importar el sentido en el cual se recorra. Esta característica no 
se mantiene al sumar el costo estocástico; por lo cual si se considera a 𝐶+𝑗 como el costo  
de la ruta 𝑗 recorrida en sentido de las manecillas del reloj y a 𝐶−𝑗 el costo en sentido 




𝑗} para toda ruta 𝑗 ∈ ℛ. 
 
Por último se presenta la función objetivo definitiva para el problema de partición de 
conjuntos (SPP), en donde se busca minimizar la distancia total esperada recorrida por 
los camiones sobre el conjunto de rutas factibles a priori ℛ = {𝑟1, 𝑟2, … , 𝑟𝑝}. 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟  ∑ 𝐶𝑗
|ℛ|
𝑗=1








                 (1.20)    
 
Esta expresión junto con las restricciones (1.12) a (1.14) constituyen la formulación 













2. Metodologías de solución 
Un aspecto muy importante bajo consideración es que la solución para el problema 
estocástico (VRPSD) se busca en el mismo conjunto de soluciones del problema 
determinístico (VRP), sólo que se buscan soluciones con diferentes atributos, ya que no 
sólo se pretende minimizar la distancia de la ruta preestablecida sino del costo 
estocástico de los routes failures. Es por esto que en este capítulo se realiza una breve 
revisión de la literatura existente sobre los métodos de solución propuestos para el 
VRPSD, además de una descripción de las políticas heurísticas para el diseño de rutas a 
priori y los espacios de búsqueda utilizados en algoritmos aproximados, que es el grupo 
en donde se enmarca la metodología propuesta en este trabajo.  
 Revisión de literatura 2.1
Los métodos de solución pueden clasificarse en dos grandes grupos: i) Los Algoritmos 
exactos que garantizan para cualquier instancia de tamaño finito del problema una 
solución óptima, y ii) Los algoritmos aproximados que no garantizan encontrar la solución 
óptima, pero pretenden hallar buenas soluciones en tiempos computacionales prácticos 
para la toma de decisiones en problemas reales. 
 
Como el VRP y por tanto el VRPSD son problemas combinatorios en la categoría de 
complejidad 𝒩𝒫 − ℎ𝑎𝑟𝑑 no existen algoritmos exactos que lo resuelvan en tiempo 
polinomial, derivando en la investigación de heurísticas (algoritmos aproximados) para su 
resolución.  
 
Michel Gendreau et al. (1996)  describen de manera específica lo realizado hasta ese 
año en términos de problemas de ruteo de vehículos estocásticos, partiendo desde el 
problema del agente viajero o TSP (por su sigla en inglés) con clientes estocásticos; en 
donde los clientes no tienen demanda y la única componente estocástica es la 
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probabilidad que tiene cada cliente de aparecer o no en la ruta, y el TSP con tiempos de 
viaje estocásticos, hasta la descripción de los problemas de ruteo de vehículos 
estocásticos presentados en la introducción de este trabajo. Adicionalmente presentan 
los métodos de solución implementados hasta la época, en donde se observa que debido 
a la complejidad del problema los primeros algoritmos implementados fueron heurísticos 
(aproximados). 
Bertsimas (1992) desarrolla la política de simple recourse utilizada en este trabajo, 
además de proponer  heurísticas (incluida cyclic heuristic) para la solución del problema 
con demandas con distribución de probabilidad idéntica y no idéntica,  desarrollando la 
política de generación de rutas a priori y comparándola con la política de re-optimization. 
D. Bertsimas, Chervi, & Peterson, (1995) complementan el trabajo anterior integrando la 
política de preventive restocking por medio de programación dinámica pero también 
utilizando la heurística cíclica (cyclic heuristic). Dichos trabajos realizados sobre el caso 
de un solo vehículo muestran que esta heurística provee buenos resultados basándose 
en el desarrollo de rutas a partir de secuencias generadas a priori sobre todo el conjunto 
de clientes y son referencia para las políticas de fallos de ruta y por tanto, los métodos de 
solución actuales. 
Además de estas primeras heurísticas (ver referencias anteriores), a continuación se 
presentan algunas de las metodologías desarrolladas durante los últimos años para el 
VRPSD 
 
2.1.1 Algoritmos exactos 
M Gendreau et al. (1995) desarrollan el primer algoritmo exacto para solucionar el 
problema, este es basado en el método de L-Shaped (Integer L-Shaped method) que es 
una técnica de programación entera estocástica de dos etapas basada en un algoritmo 
de ramificación y corte. Resuelven instancias de hasta 70 nodos con demandas 
distribuidas uniformes discretas. Otro método de este tipo (L-Shaped) fue desarrollado 
por G Laporte et al. (2002) obteniendo resultados óptimos sobre instancias de 100 
clientes con demandas distribuidas Poisson y normal y  hasta 4 camiones. Ambos  
trabajos se enmarcan en la política a priori como se considera en este trabajo (sección 
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1.3). Hjorring & Holt. (1999) proponen otro método basado en este tipo de técnica para el 
caso de un solo vehículo y hasta 90 clientes. 
Christiansen & Lysgaard (2007) construyen un algoritmo basado en la técnica de branch 
and Price, técnica que ha demostrado ser eficiente en el VRP y el VRP con ventanas de 
tiempo o VRPTW (por su sigla en inglés). Debido a que los algoritmos basados en el 
método de L-Shaped demostraron ser ineficientes cuando el problema se vuelve 
restrictivo en términos de capacidad de los camiones, encontraron su motivación en la 
técnica de branch and Price que demostró beneficio en problemas más restringidos. Los 
autores obtuvieron resultados sobre 40 instancias de comparación ya existentes, 
específicamente los conjuntos de instancias A y P de Augerat disponibles en 
http://vrp.atd-lab.inf.puc-rio.br/index.php/en/. Las instancias varían entre 32 y 60 clientes 
con demandas distribuidas Poisson y un máximo de 16 camiones utilizado, se logran 
resolver a optimalidad 18 instancias en un tiempo máximo de 20 minutos. 
Gauvin et al. (2014) proponen una mejora al algoritmo mencionado anteriormente 
utilizando la técnica de branch-cut and Price. Obtienen como resultado un método 
competitivo que resuelve a optimalidad 38 de las 40 instancias propuestas por los 
autores anteriores (utilizando también distribución poisson  para las demandas), dentro 
de los 20 minutos y mejorando el tiempo de cómputo para la obtención de dichos 
resultados. 
2.1.2 Algoritmos aproximados 
Debido a la complejidad del problema, ha habido mayor esfuerzo en el desarrollo de 
métodos aproximados; algunos de ellos se resumen a continuación.  
M Gendreau, Laporte, & Séguin (1996) presentan un algoritmo basado en la búsqueda 
tabú conocido como TABUSTOCH  para resolver el problema con clientes y demandas 
estocásticas bajo la política de soluciones a priori, logrando buenos resultados para 
instancias que varían entre 6 y 46 clientes (solución óptima en el 89,45% de los casos), 
siendo la primera heurística en mostrar resultados comparados con óptimos ya 
conocidos. 
Mathur et al. (2000) proponen heurísticas para el caso de uno y múltiples vehículos. 
Utilizan heurísticas basadas en los conceptos de route first – cluster second y cluster first 
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– route second para el VRPSD con la política de preventive restocking. Presentan 
buenos resultados para instancias generadas aleatoriamente desde 10 hasta 60 clientes 
y distribución discreta triangular para las demandas de estos. 
Manfrin. (2004) compara 5 metaheurísticas básicas (Flim - Flam, computación evolutiva, 
búsqueda local iterativa, búsqueda tabú y enfriamiento simulado)  e introduce el primer 
algoritmo basado en optimización por colonia de hormigas. Utilizan la política de 
preventive restocking y presentan resultados para diferentes tipos de instancias 
generadas aleatoriamente en donde los clientes tienen una demanda cuya distribución es 
uniforme. A partir de este trabajo, en 2006 se realiza una comparación de la 
implementación de las mismas 5 meta heurísticas considerando aproximaciones de la 
función objetivo (Bianchi et al., 2006). 
En 2005 se implementa un método de simulación basado en entropía cruzada y 
muestreo Montecarlo para realizar estimaciones de la función objetivo. Utilizan un tipo de 
recourse action propio para penalizar los fallos de ruta y demandas con diferentes tipos 
de distribuciones idénticas y no idénticas  (Chepuri & Homem-De-Mello, 2005). 
Ak & Erera. (2007) implementan un algoritmo de búsqueda tabú para resolver el 
problema haciendo parejas entre vehículos, de tal manera que si uno excede su 
capacidad, su compañero tendrá que cubrir con dichas demandas aplicando la acción 
simple (sección 1.3.3) en caso de que también falle. Resuelven instancias generadas 
aleatoriamente en donde el número de clientes oscila entre 10 y 150, y cuyas 
distribuciones de probabilidad de la demanda son discretas entre 1 y 9. 
Existen diferentes trabajos que utilizan la metaheurística de optimización por enjambre de 
partículas o PSO (por su sigla en inglés). Moghaddam et al. (2012) proponen esta 
metodología para instancias donde no se conoce la distribución de probabilidad de las 
demandas. Galván et al. (2013) combinan PSO y simulación montecarlo, para instancias 
generadas aleatoriamente y clientes cuyas demandas se distribuyen de manera discreta 
uniforme, bajo la política de preventive restocking. 
Marinakis et al. (2013) presentan diferentes variantes de PSO bajo la política de 
preventive restocking y presentan resultados para dos grupos de instancias de clientes, 
uno de estos oscila entre 32 y 60 clientes (mismas instancias que: Christiansen & 
Lysgaard (2007); Gauvin et al. (2014); Justin C. Goodson, Ohlmann, & Thomas  (2012), y 
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Mendoza & Villegas (2012)) con demandas distribuidas Poisson. Este algoritmo encontró 
nuevos óptimos para todas las instancias probadas, siendo el mejor método heurístico 
para nuestro conocimiento para resolver el VRPSD bajo la política de preventive 
restocking (ver sección: 1.2.3) 
Ismail & Irhamah (2008) introducen un híbrido basado en algoritmos genéticos, en donde 
el operador de mutación utiliza búsqueda tabú. Trabajan bajo la política de preventive 
restocking con instancias generadas aleatoriamente y demandas con diferentes 
distribuciones discretas. 
Para terminar, se nombran dos algoritmos heurísticos utilizados para el VRPSD con 
política estática (simple recourse), que para nuestro conocimiento son los mejores 
en la literatura que trabajan el problema como ha sido definido y delimitado para 
esta tesis. Mendoza & Villegas (2012) desarrollan una heurística basada en el concepto 
de route first – cluster second en la cual realizan su búsqueda en el espacio de tours del 
agente viajero (TSP-like tours) y un modelado del problema como problema de partición 
de conjuntos (SPP). Justin C. Goodson et al. (2012) proponen una metodología basada 
en enfriamiento simulado (simulated annealing) cuyo proceso de búsqueda explota el 
espacio de cyclic orders (ordenes cíclicos). Este último es el mejor para nuestro 
conocimiento en términos de algoritmos aproximados, respecto a la comparación con 
otros autores que trabajan la misma política para el fallo de ruta y teniendo en cuenta que 
prueban las mismas instancias con demandas distribuidas poisson (Christiansen & 
Lysgaard, 2007; Gauvin et al., 2014; Marinakis et al., 2013).  
 Diseño de rutas a priori 2.2
Como se ha establecido en la definición y formulación matemática del problema, tanto el 
VRP como el VRPSD tienen como objetivo encontrar el mejor conjunto de rutas factibles 
que minimice la distancia total recorrida por los camiones y que satisfagan la demanda 
de todos los clientes. A partir de la sección 1.3 es claro que esta medida es una función 
aleatoria en el caso del VRPSD. Sin embargo, a pesar de que la medida a optimizar es 
diferente, las soluciones factibles son las mismas para el caso determinístico y 
estocástico, permitiendo explotar los métodos y políticas para el diseño de rutas del caso 
determinístico en su variante probabilística. 
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En el caso de los algoritmos aproximados, uno de los aspectos claves para su diseño es 
la definición del espacio en el cual realizarán la búsqueda (search space), que determina 
a su vez otro de los elementos claves para el diseño de heurísticas que es el concepto de 
vecindario (neighborhood); el cual establece que soluciones son “similares” a otras. En 
muchos problemas de optimización el espacio de búsqueda está definido en un espacio 
de búsqueda métrico, que es un espacio topológico en donde existe una métrica definida 
para los elementos del mismo. Un ejemplo de este tipo de espacios es ℝ2, en donde la 
distancia euclidiana entre dos elementos permite determinar qué tan similares son. Sin 
embargo, en el caso de problemas combinatorios el concepto de vecindario es subjetivo 
y puede ser diferente en el diseño de cada método heurístico (Rothlauf, 2011). 
 
Considere el espacio de búsqueda 𝒮, entonces el vecindario 𝑁(𝑥) otorga a cada 
elemento de 𝑥 ∈ 𝒮 un subconjunto de elementos de 𝒮. Esto es: 𝑁(𝑥) ∶  𝒮 ⟶ 𝓈, 𝓈 ⊆ 𝒮. 
 
En el VRPSD se debe encontrar la mejor solución en el espacio de rutas factibles ℛ. Esto 
no quiere decir que los algoritmos deban buscar específicamente en este espacio, es 
decir que 𝒮 = ℛ. A partir de esta idea se describen a continuación algunos espacios de 
búsqueda utilizados para la construcción de rutas a priori bajo la clasificación respecto a 
los enfoques de dos fases para la construcción de estas.  
2.2.1 Route first – Cluster second 
En la primera fase, este tipo de enfoque pretende encontrar una sola ruta que contenga a 
todos los clientes. Es fácil pensar en este logro contando con un solo camión sin 
restricción de capacidad, el cual parte del depósito, visita a cada uno de los clientes una 
sola vez y regresa al punto de partida; este tipo de ruta se conoce como tour del agente 
viajero, precisamente porque resulta de encontrar una o varias soluciones para el 
problema del agente viajero o TSP (ver capítulo 3). Después de encontrar dicho tour la 
segunda fase consiste en quebrarlo en rutas factibles a partir de procedimientos Split; de 
esta manera el enfoque busca en el espacio de TSP-like tours 𝒯(tours del agente viajero)  
y los mapea en el espacio de rutas factibles ℛ (Beasley, 1983; Mendoza & Villegas, 
2012).  
Otra alternativa relacionada es considerar el espacio de búsqueda de órdenes cíclicos 
(cyclic orders) 𝒞𝒪, estos son permutaciones del espacio de clientes arreglados en orden 
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cíclico de tal manera que cada elemento tiene un predecesor y un sucesor. Por tanto si 
un tour del agente viajero es una permutación del conjunto de clientes que comienza y 
termina en el depósito, en los órdenes cíclicos si se tiene una permutación {1, 2, … 𝑛}, el 
nodo 1 será luego el 𝑛 + 1, el 2 será el 𝑛 + 2 y así sucesivamente de manera cíclica. Si 
se realizan barridos de manera iterativa en este tipo de estructura se puede mapear un 
número muy grande de rutas factibles (David M. Ryan, Hjorring, & Glover, 1993; Justin 
Christopher Goodson, 2010). 
De estos dos espacios se puede mapear y generar un conjunto de rutas factibles 𝔯 ⊂ ℛ 
que pueden ser luego ingresadas a un modelo de partición de conjuntos (SPP) para 
extraer soluciones definitivas para los problemas de ruteo de vehículos. 
 Figura 2-1. Ejemplo de route first - cluster second 
 
Teniendo en cuenta que el punto rojo es el depósito, la figura (2-1) muestra las dos fases 
del algoritmo: del conjunto de nodos (a), se genera en la primera fase un tour gigante del 
agente viajero en 𝒯 (b) a partir de métodos heurísticos. Luego, en la segunda fase; este 
tour es descompuesto o quebrado en varias rutas factibles en ℛ a través de 
procedimientos de Split1  
Al existir procedimientos que ordenan los clientes sin necesariamente generar tours del 
agente viajero (cyclic orders por ejemplo), estos algoritmos también son conocidos como 
order first – split second para abarcar este tipo de métodos en general.  
                                               
 
1
 Para mayor información sobre este tipo de procedimientos el lector puede remitirse al trabajo de Prins, 
Lacomme & Prodhon (2014) en donde se presenta una revisión de este tipo de métodos y la manera como 
son utilizados para abarcar diferentes problemas de ruteo de vehículos. 
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2.2.2 Cluster first – Route second 
La figura 2-2 presenta un ejemplo de este enfoque para la construcción de rutas: 
En este método de dos fases las decisiones se invierten. En primer lugar se realiza una 
partición del conjunto de clientes (a), generando subconjuntos de estos (espacio de 
búsqueda 𝒞ℒ) que sean compatibles con la capacidad del camión (clusters en b). Y luego 
se realiza la secuenciación de cada subconjunto, por lo general resolviendo un problema 
del agente viajero para cada uno ya sea de manera exacta o heurística (c); obteniendo 
rutas factibles en ℛ (Cordeau et al., 2007, p. 377). El algoritmo sweep (Gillett & Miller, 
1974) es conocido en la literatura por ser el primer método de dos fases de este tipo.  
Figura 2-2. Ejemplo de cluster first - route second 
 
Este tipo de procedimientos heurísticos de dos fases para la construcción de rutas 
factibles permiten utilizar diversos tipos de espacios de búsqueda y explotar 
características propias de cada uno de ellos para el diseño de algoritmos. Los más 
espacios más utilizados fueron resumidos en esta sección, incluyendo los tours del tipo 
del agente viajero (𝒯), los órdenes cíclicos (𝒞𝒪), los clusters o subconjuntos de clientes 





















3. Problemas de interés para el desarrollo de 
la metodología de solución 
En este capítulo se introducen dos problemas de optimización ampliamente trabajados 
en la literatura como lo son el problema del agente viajero (TSP) y el problema de 
asignación de trabajos (AP). Se presenta la formulación matemática para ambos 
problemas y la relación existente entre estos. 
 El problema del agente viajero - TSP 3.1
Este es el problema de optimización combinatoria más trabajado en la literatura y 
también se encuentra dentro de la clase de complejidad 𝒩𝒫 − ℎ𝑎𝑟𝑑 (Rego, Gamboa, 
Glover, & Osterman, 2011). En palabras simples consiste en hallar la ruta cerrada más 
corta que visite cada una de un conjunto de ciudades exactamente una vez, empezando 
y terminando en la misma ciudad. De manera general, cada ruta a priori en un problema 
de ruteo de vehículos realiza un tour del tipo del agente viajero, y los enfoques 
heurísticos utilizan este tipo de tours para la generación de rutas. 
A continuación se presenta la formulación matemática como problema de programación 
entera de dos subíndices2. 
Sea 𝐺 = (𝑉, 𝐴) un grafo no dirigido, en donde el conjunto de vértices es  
𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑛} y el conjunto de arcos es 𝐴 = {(𝜈𝑖, 𝑣𝑗) ∶  ∀ 𝜈𝑖, 𝜈𝑗  ∈ 𝑉, 𝑖 ≠ 𝑗}. El vértice 𝑣1 
representa el punto de partida y para todo arco (𝑣𝑖, 𝑣𝑗) existe una distancia asociada 𝑑𝑖𝑗 
que se asume simétrica (para este caso), es decir que 𝑑𝑖𝑗 =  𝑑𝑗𝑖 , ∀ 𝑖, 𝑗 ∈ 𝑉. Sea 𝑥𝑖𝑗 una 
variable binaria que toma el valor de 1 si y sólo si se utiliza el arco (𝜈𝑖, 𝑣𝑗), el modelo es: 
                                               
 
2
 Para mayor información sobre las variantes del problema y los métodos de solución el lector puede 
remitirse a los trabajos de Putin & Punnen ( 2007) y  Rego et al. (2011) 
36 Una metodología de solución para el problema de ruteo de vehículos con demandas estocásticas 
 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟 ∑ ∑ 𝑑𝑖𝑗𝑥𝑖𝑗
𝑗∈𝑉,𝑗≠𝑖𝑖∈𝑉
                                (3.1) 
Sujeto a: 
∑ 𝑥𝑖𝑗 = 1
𝑗∈𝑉,𝑗≠𝑖
, ∀𝑖 ∈ 𝑉                                                   (3.2) 
∑ 𝑥𝑖𝑗 = 1
𝑖∈𝑉,𝑖≠𝑗
, ∀𝑗 ∈ 𝑉                                                   (3.3) 
∑ ∑ 𝑥𝑖𝑗
𝑗∈𝑆𝑖∈𝑆
≤ |𝑆| − 1, 𝑆 ⊂ 𝑉, 2 ≤ |𝑆| ≤ 𝑁 − 1         (3.4) 
 
La función objetivo (3.1) establece que se debe minimizar la distancia total recorrida por 
el agente viajero. Las restricciones (3.2) y (3.3) restringen el grado de cada nodo, de 
manera que sólo entre y se salga una vez de cada ciudad respectivamente. Por último, 
(3.4) es la restricción de eliminación de subtours que evita que se formen ciclos 
desconectados de nodos; de manera similar que la usada en la formulación del problema 
de ruteo estocástico (ver sección 1.3.1). 
 El problema de asignación de trabajos - AP 3.2
Este consiste en asignar un conjunto de tareas o trabajos 𝑇 =  {1, … , 𝑛} a un conjunto de  
personas 𝑃 = {1, … , 𝑛}. La idea es minimizar el costo de las asignaciones teniendo en 
cuenta que cada trabajo sólo puede ser realizado por una persona y cada persona sólo 
puede realizar un trabajo (hay mismo número 𝑛 de trabajos y personas). Existe un costo 
𝐶𝑖𝑗 asociado a que el trabajo 𝑖 ∈ 𝑇 sea asignado a la persona 𝑗 ∈ 𝑃. 
Si se define la variable 𝑥𝑖𝑗 como una variable binaria que toma el valor de 1 si y sólo si se 
utiliza el arco se asigna el trabajo 𝑖 ∈ 𝑇 a la persona 𝑗 ∈ 𝑃, el modelo es: 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟 ∑ ∑ 𝐶𝑖𝑗𝑥𝑖𝑗
𝑗∈𝑃𝑖∈𝑇
                                (3.5) 
Sujeto a: 
∑ 𝑥𝑖𝑗 = 1
𝑗∈𝑃
, ∀𝑖 ∈ 𝑇                                                   (3.6) 
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∑ 𝑥𝑖𝑗 = 1
𝑖∈𝑇
, ∀𝑗 ∈ 𝑃                                                   (3.7) 
 
La función objetivo (3.5) indica que se debe minimizar el costo de la asignación. Las 
restricciones (3.6) y (3.7) establecen que cada trabajo sólo puede ser realizado por una 
persona y que cada persona sólo puede ejecutar un trabajo respectivamente. 
Si se asume que el conjunto 𝑇 = 𝑃 = 𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑛} en donde 𝑉 es el conjunto de 
vértices que representan las ciudades del agente viajero, y 𝐶𝑖𝑗 = 𝑑𝑖𝑗; entonces esta 
formulación matemática corresponde a la del TSP exceptuando la restricción de 
eliminación se subtours (3.4). Es por esto que la relajación de las restricciones (3.4) en el 
problema del agente viajero deriva un problema de asignación de trabajo que al ser 
resuelto genera el conjunto de subtours óptimo en el grafo 𝐺. 
Esta relajación es importante ya que el AP es un problema cuya relajación lineal (eliminar 
las restricciones de dominio entero para las variables) deriva en la solución óptima del 









































4. Propuesta de metodología de solución 
En este capítulo se presenta de manera detallada el algoritmo de solución propuesto en 
este trabajo para el VRPSD. Se trata de un algoritmo heurístico inspirado en el enfoque 
de dos fases Route first – cluster second (ver sección 2.2.1) que utiliza en la primera fase 
dos tipos de estructuras para el muestreo de rutas: i) Subtours generados en el conjunto 
de clientes y ii) Tours del tipo del agente viajero obtenidos mediante métodos heurísticos 
a partir de los subtours obtenidos previamente, y modificados por métodos de mejora 
(heurísticos).  
En la segunda fase, la muestra de rutas factibles derivada de dichos espacios de 
búsqueda se introduce en un problema de partición de conjuntos (SPP) de programación 
lineal entera lo que permite encontrar el conjunto de rutas que minimiza el costo 
esperado dentro de dicha muestra. 
 Motivación 4.1
Como se habló en la sección 2.2, una característica esencial en el diseño de heurísticas 
para los problemas de ruteo de vehículos es el espacio de búsqueda. Un punto clave de 
investigación ha sido la evaluación de cómo diferentes espacios y estructuras de dichos 
espacios favorecen la búsqueda de soluciones óptimas para los problemas. A 
continuación se presentan algunos trabajos que motivan la estrategia de solución 
presentada en este capítulo. 
Como ejemplo específico, Justin C. Goodson et al. (2012) evalúan el uso de cyclic orders 
y diferentes vecindarios sobre este tipo de espacio de búsqueda para el VRPSD. La 
utilidad de este tipo de codificación o estructura en problemas de ruteo de vehículos 
había sido presentada por David M. Ryan et al. en 1993, quienes demostraron que el 
conjunto de rutas óptimas está codificado en alguna permutación de orden cíclico, por 
supuesto; sin saber cuál de antemano. Goodson et al. (2012) hacen uso de esta 
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característica, aplicando dicha estructura al VRPSD en un marco de enfriamiento 
simulado, explotando diferentes estructuras de vecindario y logrando excelentes 
resultados contra instancias de comparación conocidas. Para nuestro conocimiento dicho 
trabajo es el mejor método heurístico para el VRPSD bajo la política a priori. 
Mendoza & Villegas (2012) por su parte generan tours del tipo del agente viajero a partir 
de cuatro heurísticas constructivas básicas (nearest neighbor y nearest insertion, best 
insertion y farthest insertion) modificadas para trabajar de manera aleatoria; las mismas 
se describen por Jünger, Rinaldi, & Reinelt (1995). En este último trabajo dichas 
heurísticas presentan una desviación promedio del 24,2%, 20%, 9,9% y 11,1% respecto 
al óptimo sobre instancias aleatorias generadas por dichos autores (instancias de TSP). 
Sin embargo, bajo el enfoque de dos fases (route first – cluster second), Mendoza y 
Villegas obtienen rutas a partir de este espacio de tours del tipo de agente viajero y por 
medio de un problema de partición de conjuntos logran igualar mejores soluciones ya 
conocidas e incluso mejorarlas en algunas de las instancias. 
Este tipo de propuestas resultan interesantes por varios motivos. En primer lugar el uso 
de tours del tipo del agente viajero asegura el uso de estructuras donde los clientes están 
cerca unos a otros, lo que da lugar a la posibilidad de que esta característica se conserve 
en las rutas generadas; el uso de diferentes tours es importante ya que un tour óptimo de 
este tipo seguido por una partición óptima no necesariamente deriva en la solución 
óptima de un problema de vehículos (Beasley, 1983). En el caso del ruteo estocástico 
con un solo vehículo, D. J. Bertsimas (1992) muestra la utilidad de generar un tour a 
priori que visite todos los clientes, y como la demanda se acumula de manera distinta 
dependiendo del punto de partida, muestra que seleccionar el tour que minimice el costo 
esperado de los fallos de ruta es una buena alternativa para trabajar el problema, por lo 
que seleccionar tours que recorran todos los clientes (un solo vehículo) y minimicen el 
costo esperado puede ser una buena alternativa para generación de rutas.  
A partir de lo mencionado anteriormente, la heurística propuesta en este trabajo explota 
las siguientes características: 
i) Subtours: Se utilizará esta estructura para la generación de rutas. Los subtours se 
obtienen resolviendo la relajación del TSP como problema de asignación (AP) (ver 
sección 3.2). Es importante notar que los subtours son rutas desconectadas sobre 
subconjuntos de clientes; cada uno puede interpretarse como un tour que no recorre 
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todos los clientes pero del cual pueden obtenerse rutas factibles bajo el mismo enfoque 
de route first - cluster second. Los subtours son una forma de realizar clústeres de 
clientes pero sin tener que secuenciarlos o generar las rutas después (como en el 
concepto de cluster first – route second). 
ii) TSP – like tours: Se utilizarán tours del tipo del agente viajero, generados de manera 
heurística a partir de los subtours, para luego obtener rutas factibles de ellos. El método 
heurístico genera tours cercanos y lejanos al óptimo (ver resultados preliminares) para 
garantizar la creación de rutas con diferentes estructuras. 
iii) Generación de rutas: Las rutas factibles se extraen por medio de la realización de 
barridos sobre los subtours y TSP like tours asumiendo que dichas estructuras tienen 
comportamiento cíclico.  
iv) SPP: Las rutas factibles generadas se introducen en un problema de partición de 
conjuntos que produce la solución final del algoritmo. Siguiendo el enfoque de route first - 
cluster second. 
A continuación se presenta la descripción detallada de los procedimientos utilizados en la 
metodología general de solución. 
 
 Generación de subtours  4.2
4.2.1 Generación a partir del conjunto total de nodos 
Esta generación comprende la solución del problema de asignación descrito en la 
sección 3.2 y genera el conjunto de subtours óptimos sobre el grafo 𝐺 = (𝑉, 𝐴). Se 
obtiene mediante la solución de la relajación lineal del problema se asignación la cual 
garantiza la solución óptima entera debido a la estructura totalmente unimodular del 
programa matemático (Wolsey, 1998). 
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Figura 4-1. Ejemplo de generación de subtours a partir de conjunto total de nodos 
 
La figura anterior (4-1) ilustra un ejemplo de lo que realiza la relajación lineal  del 
problema de asignación sobre el grafo que representa la instancia del problema de ruteo 
de vehículos. Para este caso no se ilustra el conjunto de arcos en la figura (4-1, 
izquierda) ya que se trata de un grafo completo no dirigido, lo cual quiere decir que todos 
los nodos se conectan entre sí en cualquier dirección. A la derecha (figura 4-1) se expone 
el conjunto hipotético de subtours óptimos en cuanto a minimización de distancia 
considerando los costos de las asignaciones como las distancias 𝑑𝑖𝑗 =  𝑑𝑗𝑖 , ∀ 𝑖, 𝑗 ∈ 𝑉 =
{𝑣1, 𝑣2, … , 𝑣𝑛} (ver capítulo 3). 
Los subtours óptimos garantizan una cota inferior sobre la distancia recorrida,  y por lo 
general están formados por conjuntos muy pequeños de estos (ver resultados). Debido a 
que las pequeñas distancias entre clientes no garantizan rutas óptimas y que subtours 
muy pequeños no permiten la generación de diversas rutas (ver sección 4.4), el problema 
de asignación puede ser modificado con el fin de obtener diferentes conjuntos de 




≥ 𝛿𝑓(𝑥∗)                          (4.1) 
En donde 𝑓(𝑥∗) es el valor de la asignación óptima (subtours óptimos). Por supuesto si 
0 ≤ 𝛿 ≤ 1 el resultado será el óptimo, pero para 𝛿 > 1, el resultado de la optimización 
cambiará generando diferentes conjuntos de subtours. 
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Adicionalmente, el problema de asignación asume el grafo completo, lo que implica que 
de cualquier nodo el vehículo pueda dirigirse a cualquier otro. Otra forma de modificar el 
problema de asignación es restringiendo el grafo, permitiendo la asignación de un 
conjunto específico de nodos a cada uno de ellos. De esta manera si se define 𝑉+𝑖 como 
el conjunto de nodos vecinos a los cuales se puede acceder desde 𝑖 y 𝑉−𝑖 como el 
conjunto de nodos que tienen como vecino a 𝑖, el problema de asignación puede 
reescribirse de la siguiente manera siempre y cuando 𝑉+𝑖,  𝑉
−
𝑖  ≠ ∅ : 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟 ∑ ∑ 𝑑𝑖𝑗𝑥𝑖𝑗
𝑗∈𝑉,𝑖≠𝑗𝑖∈𝑉
                                (4.2) 
Sujeto a: 
∑ 𝑥𝑖𝑗 = 1
𝑗∈𝑉+𝑖
, ∀𝑖 𝑉                                      (4.3) 
∑ 𝑥𝑖𝑗 = 1
𝑖∈𝑉−𝑗
, ∀𝑗 ∈ 𝑉                            (4.4) 
∑ ∑ 𝑑𝑖𝑗𝑥𝑖𝑗
𝑗∈𝑉,𝑖≠𝑗𝑖∈𝑉
≥ 𝛿𝑓(𝑥∗)                          (4.5) 
Las ecuaciones 4.4 y 4.3 son las mismas (3.6 y 3.7) pero restringiendo los nodos a los 
cuales y desde los cuales se puede acceder desde cada nodo. De esta manera el 
problema de asignación está en función del grafo (completo o no completo) y el 
coeficiente 𝛿. 
El procedimiento 1, resume el proceso de generación de subtours a partir del conjunto 
total de nodos; esta función devuelve un subconjunto de subtours (st) a partir de la 
relajación de programación lineal del problema de asignación. 
Procedimiento 1. Subtours a partir de nodos 
1: Función 𝐴𝑃_𝑠𝑜𝑙𝑢𝑐𝑖ó𝑛 (𝐺, 𝛿) 
2: 
 




 4: Terminar      
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4.2.2 Generación a partir de otros subtours 
Con el fin de utilizar la estructura de subtours para la generación de rutas, obtener un 
solo conjunto de ellos derivaría en una muestra muy pequeña de rutas factibles. De esta 
manera se introduce un procedimiento que genera subtours a partir de ellos mismos. 
A partir de un conjunto de subtours, se realiza un corte en el arco más costoso (de mayor 
distancia) de cada uno de ellos generando cadenas desconectadas. Los nodos extremos 
de dichas cadenas se introducen en un problema de asignación modificado que las 
conecta siguiendo dos principios: i) minimizar la distancia (costo) de unir las cadenas y ii) 
los extremos de cada cadena no pueden volver a conectarse el uno con el otro.  
Este proceso tiene dos consecuencias: la primera es la formación de un número menor 
de subtours respecto al conjunto del cual fueron generados, y la segunda y como 
consecuencia obvia es la formación de subtours con mayor número de nodos; que 
permiten obtener mayor número de rutas. 
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La figura (4-2) ilustra claramente la situación: a) Presenta un conjunto inicial de subtours 
(st), y en cada elemento se identifica el arco más costoso el cual se muestra en b) de 
color rojo (línea punteada). Estos arcos se cortan generando el conjunto de cadenas 
Λ = {Λ1, … , Λ𝑛} representado en c), en donde los nodos sin relleno representan los nodos 
que son extremos de las cadenas, notados por el conjunto 𝜂 = {𝜂1, … , 𝜂|Λ|} (𝜂2 como 
ejemplo, es el conjunto de nodos extremos de la cadena 2). Por medio del siguiente 
problema de asignación modificado, dichas cadenas se unen cumpliendo las condiciones 
mencionadas anteriormente.   
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑎𝑟 ∑ ∑ 𝑑𝑖𝑗𝑥𝑖𝑗
𝑗∈𝜂,𝑖≠𝑗𝑖∈𝜂
                                (4.6) 
Sujeto a: 




,         ∀𝑖 ∈ 𝜂                                      (4.7) 
 
         𝑥𝑖𝑗 ∈ {0,1}                 
 
La ecuación (4.6) establece que la unión se debe dar minimizando las distancias. Por su 
parte (4.7) establece que a cada nodo extremo sólo puede o entrar un arco o salir un 
arco, dicha formulación puede necesitar la inversión del sentido de algún arco en los 
subtours generados pero al ser las distancias simétricas esto no genera inconvenientes. 
El procedimiento 2 resume la generación de un conjunto de subtours (st)  a partir de otro, 
de la manera explicada anteriormente. 
 
Procedimiento 2.    Subtours a partir de subtours 
1: Función 𝐴𝑃_𝑠𝑢𝑏𝑡𝑜𝑢𝑟𝑠(𝑠𝑡) 
2: 
 
𝜂   ← 𝑐𝑜𝑟𝑡𝑎𝑟(𝑠𝑡) 
3: 
 




 5: Terminar     
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 Generación de tours del tipo del agente viajero 4.3
La generación de esta estructura de búsqueda tiene dos fases: Construcción y posterior 
mejora. Ambos procesos son realizados por métodos heurísticos ya conocidos que son 
adaptados para nuestro modelo. 
4.3.1 Construcción a partir de subtours: 
La metodología de solución no sólo muestrea rutas factibles en subtours, sino que a 
partir de estos genera tours del tipo del agente viajero mediante la adaptación de una 
heurística constructiva ampliamente conocida como lo es la regla del vecino más cercano 
(nearest neighbor heuristic).  
Para ilustrar el procedimiento, se considera la siguiente matriz simétrica de distancias: 
Tabla 4-1. Matriz de distancias para ejemplo de nearest neighbor  en el TSP 
  0 1 2 3 4 5 6 7 
0 - 1 2 3 4 5 6 7 
1 1 - 5 7 9 2 4 6 
2 2 5 - 4 5 24 16 36 
3 3 7 4 - 6 12 34 35 
4 4 9 5 6 - 7 7 46 
5 5 2 24 12 7 - 10 8 
6 6 4 16 34 7 10 - 21 
7 7 6 36 35 46 8 21 - 
  
Se trata seleccionar un nodo al azar como nodo inicial y para ese nodo elegir como 
siguiente en el tour, el nodo no visitado cuya distancia sea mínima respecto a este nodo 
inicial. Luego se asume como nodo inicial el último introducido y se repite el 
procedimiento hasta que no queden nodos por visitar.  
Si se toma como nodo inicial el nodo cero, el camino directo será ir al nodo uno. Una vez 
en el nodo uno no se puede regresar al nodo cero porque ya fue visitado,  por lo que se 
irá al nodo 5 y así sucesivamente formando el tour (0 – 1 – 5 – 4 – 2 – 3 – 6 – 7 – 0). 
De esta misma manera se puede comenzar en cualquiera de los nodos generando 8 
tours factibles.  
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Para el algoritmo propuesto se hace una adaptación muy simple de este procedimiento, 
ya que no se aplica sobre el conjunto de vértices, sino sobre el conjunto de subtours; de 
la siguiente manera: 
A partir de un conjunto de subtours que contengan todos los clientes sin repetir (por 
ejemplo: generados con el problema de asignación), dichos subtours son cortados de la 
misma manera que el procedimiento 2 (sección 4.2.2) eliminando el arco más costoso o 
de mayor distancia y de esa forma generando cadenas desconectadas. Luego se aplica 
la heurística del vecino más cercano a conjunto de nodos extremos 𝜂 de dichas cadenas. 
Si se considera el conjunto de subtours {[0 –  1 –  0], [2 –  4 –  3 –  2], [6 –  5 –  7 –  6]} 
derivado de la instancia (matriz de distancias) anterior, los arcos más costosos para cada 
uno serían (0 − 1), (4 − 3) y (7 − 6) respectivamente. Al eliminarse resultan las cadenas 
desconectadas Λ = {[1 − 0], [4 − 2 − 3], [6 − 5 − 7]} y a al tratarse de una matriz de 
distancia simétrica el sentido en el cual sean recorridas no importa.  
Se puede iniciar con cualquier cadena, por ejemplo si se parte de la cadena [1 –  0] se 
busca el vecino más cercano sin visitar del nodo cero dentro del conjunto de nodos 
extremos 𝜂\𝜂1 = {4, 3, 6, 7}, siendo el más cercano el nodo 3 por lo que se añade la 
cadena [3 –  2 –  4] formando el camino [1 –  0 –  3 –  2 –  4], así el ultimo nodo en el camino 
es el nodo 4; se busca su vecino más cercano sin visitar que es el nodo 6 culminando el 
proceso y generando el tour [1 –  0 –  3 –  2 –  4 –  6 –  5 –  7 –  1]. En general, de esta 
manera se pueden formar 2|Λ| tours del tipo del agente viajero a partir de cada conjunto 
de subtours.  
La figura (4-3)  ilustra la situación con un ejemplo hipotético. Partiendo del conjunto st de 
subtours en a), se cortan los arcos más costosos (arcos rojos) derivando en el conjunto 
de cadenas desconectadas (arcos negros o sin línea punteada) en b) que luego son 
conectadas por medio de la regla de prioridad del vecino más cercano generando un tour 
del tipo TSP.  
De esta manera se explota la estructura de subtours tanto para la obtención de rutas 
factibles para el VRPSD como para la construcción de tours que servirán para este 
muestreo de rutas. 
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Figura 4-3. Ejemplo generación de tours del tipo TSP a partir de subtours 
 
 
4.3.2 Mejoramiento de tours tipo TSP 
Al igual que la construcción, la mejora de los tours se da mediante la adaptación de dos 
heurísticas clásicas de mejora.  
i) 2 – Opt: Estructura clásica de vecindario para búsqueda local en el problema del 
agente viajero en donde a partir de un tour inicial se busca en el conjunto de tours que 
compartan todos menos dos arcos con este. Si se encuentra uno que mejore el costo se 
selecciona como nuevo tour y se repite el proceso hasta que no haya ninguna mejora 
(hasta llegar al óptimo local en ese vecindario) (Jünger et al., 1995; Nilsson, 2003). 
Básicamente se remueven dos arcos del tour y se reconectan las dos cadenas 
desconectadas resultantes, si y sólo si al hacerlo se mejora el tour. Es importante notar 
que  al remover el primer arco se puede elegir entre todos los otros para ser removidos lo 
cual implica muchas evaluaciones. 
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Por lo general, la actualización del tour  se da en el momento de encontrar la primera 
mejora.  
Para la propuesta de solución presentada en este trabajo se adapta este método y se 
busca cortando sólo los 10 arcos más costosos (de mayor distancia). Es decir se 
remueve el primer arco más costoso y se evalúa la remoción de todos los otros arcos, 
luego se remueve el segundo más costoso y se evalúa la remoción de todos los otros y 
así sucesivamente hasta llegar al décimo. 
Además, no se actualiza el tour al encontrar la primera mejora, para cada arco dentro de 
los 10 más costos se evalúan todas las posibles mejoras y solo al final se actualiza el 
tour con el que haya mejorado más. Estas dos características utilizadas permiten agilizar 
los cálculos ya que no se prueban todas las combinaciones resultantes de remover dos 
arcos sino que sólo se evalúan respecto a los 10 más costosos. Adicionalmente la idea 
de no actualizar el tour al encontrar la primera mejoría permite la generación de mayores 
ahorros.  
ii) Ahorro - Cambio de posición de un nodo: Esta heurística simplemente busca 
cambiar la posición de un nodo dentro de todo el tour, si se encuentra una posición 
donde haya mejora se reubica y se repite el proceso para todos los nodos. También se le 
conoce como método del ahorro. 
De esta manera el procedimiento de construcción y mejora de tours del tipo del agente 
viajero se resume en el siguiente procedimiento: 
Procedimiento 3.      Generación TSP-like tours 
1: Función  𝑇𝑆𝑃_𝑡𝑜𝑢𝑟𝑠 (𝑠𝑡) 
2: 
 
                 𝜏 ←  ∅ 
3: 
 
                 𝜂 ←   𝑐𝑜𝑟𝑡𝑎𝑟(𝑠𝑡) 
4: 
 
                 Para i=1 hasta 2|𝜂| 
5: 
  
𝜏1 ←   𝑉𝑒𝑐𝑖𝑛𝑜 𝑐𝑒𝑟𝑐𝑎𝑛𝑜(𝜂𝑖), 𝜂𝑖 ∈ 𝜂   
6: 
  
𝜏2 ←  2_𝑜𝑝𝑡_𝑚𝑜𝑑𝑖𝑓𝑖𝑐𝑎𝑑𝑜(𝜏1)  
7: 
  
𝜏3 ←  𝐶𝑎𝑚𝑏𝑖𝑜_𝑑𝑒 _𝑝𝑜𝑠𝑖𝑐𝑖ó𝑛 (𝜏2)   
8: 
  
𝜏4 ←  2_𝑜𝑝𝑡_𝑚𝑜𝑑𝑖𝑓𝑖𝑐𝑎𝑑𝑜(𝜏3)  
9: 
  
𝜏 = 𝜏 ∪ 𝜏4  
10: 
 
               Fin para 
 11:               Devolver 𝜏  
11: Terminar    
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La línea 3 genera las cadenas desconectadas a partir de los subtours (st). En la línea 5 
se construye el tour por medio de la heurística adaptada del vecino más cercano 
empezando en la cadena 𝜂𝑖 ∈ 𝜂, y posteriormente las líneas 6 a 8 realizan el proceso de 
mejora aplicando la versión ya descrita del 2-opt dos veces entre las cuales se ejecuta la 
heurística del ahorro. Este proceso (líneas 5 a 8) se repite empezando desde cada 
cadena en 𝜂 en ambos sentidos, lo que deriva en que el proceso se repita 2|𝜂| veces. 
Generando un conjunto de tours del agente viajero con el doble de elementos que el 
conjunto de subtours utilizado para generarlo. 
 
 Generación de rutas factibles 4.4
La generación de rutas se da mediante el barrido de los elementos de un conjunto  
𝑆 =  𝜏 ∪ 𝑆𝑇, es decir sobre un conjunto compuesto por los tours y subtours generados a 
partir de dos estrategias. A continuación se expone el procedimiento de generación de 
rutas por barrido y posteriormente las diferentes estrategias para generar el espacio 𝑆. 
Para cada elemento en 𝑆 sea subtour o tour del agente viajero se realiza el barrido de la 
misma manera utilizada por Justin C. Goodson et al. (2012) y se consideran los tours y 
los subtours como cíclicos (ver también el trabajo de David M. Ryan et al. (1993)). 
En la siguiente tabla se expone un ejemplo hipotético de este muestreo de rutas factibles. 
Tabla 4-2. Ejemplo de barrido de subtour para muestreo de rutas 
Tour o subtour   Rutas factibles generadas 
(2,3,5,7,2) 
 
(0,2,0) (0,3,0) (0,5,0) (0,7,0) 
  
(0,2,3,0) (0,3,5,0) (0,5,7,0) (0,7,2,0) 
      (0,3,5,7,0) (0,5,7,2,0)   
 
La tabla (4-2) considera al cero como el depósito. De esta manera el método empieza a 
barrer el subtour obteniendo todas las rutas posibles cuya demanda acumulada no 
sobrepase la capacidad del camión 𝒬 (se supone como ejemplo que (0,2,3,5,0) 
sobrepasa la capacidad del vehículo por lo cual se paró el barrido que comenzó por el 
nodo 2).  
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Dos aspectos son importantes para considerar: el procedimiento respeta el orden de los 
nodos del subtour y adicionalmente lo considera cíclico ((2,3,5,7,2,3,5,7, … )) lo cual 
permite la generación de más rutas sobre la misma estructura.   
El mismo procedimiento se extiende a tours del agente viajero que pueden ser 
representados como 𝜏1 = (0, 𝑖2, … , 𝑖|𝜏1|−1, 0), sólo es necesario remover el depósito (cero) 
y asumir que se trata de un subtour como el de la tabla (4-2). Por ejemplo si se tiene el 
tour (0,2,3,4,1,0) se considera para la generación el subtour (2,3,4,1,2). 
El procedimiento 4 resume la generación del conjunto de rutas factibles ℛ a partir del 
conjunto de tours (TSP) y subtours 
Procedimiento 4. Muestreo de rutas por barrido 
1: Función 𝐺𝑒𝑛𝑒𝑟𝑎𝑟_𝑟𝑢𝑡𝑎𝑠 (𝑆, 𝑄) 
2:          ℛ  ←   ∅ 
3:          Para i = 1 hasta |𝑆| 
4: 
 
  𝑟 ←  𝑏𝑎𝑟𝑟𝑖𝑑𝑜(𝑆𝑖, 𝑄), 𝑆𝑖 ∈ 𝑆  
5:                     ℛ ←   ℛ ∪ 𝑟   
6:          Fin para  
7:          Devolver ℛ 
 8: Terminar      
 
En este punto ya es claro que la metodología propone la obtención de rutas factibles a 
partir de subtours y tours del agente viajero; a continuación se presentan las dos 
estrategias básicas para generar las rutas a partir de los procedimientos descritos 
anteriormente. 
4.4.1 Estrategia A: Generación a partir del conjunto óptimo de 
subtours 
La figura (4-4) ilustra el proceso particular de generación de rutas a partir de un conjunto 
de subtours (no necesariamente el óptimo). Los cuadros de la izquierda (figura 4-4) 
representan conjuntos de subtours. De manera específica, los 𝑠𝑡1 representan el primer 
conjunto de subtours obtenido; por medio del procedimiento dos se genera otro conjunto 
pero con menos subtours debido a la manera como son generados, lo cual se refleja en 
la disminución del tamaño del cuadro y su contenido. Este procedimiento 2 se repite 
52 Una metodología de solución para el problema de ruteo de vehículos con demandas estocásticas  
 
hasta llegar a un solo subtour (tour del tipo TSP), consecuencia de la forma como 
funciona (ver sección 4.2.2). 
Figura 4-4. Generación de rutas factibles partiendo de un conjunto de subtours 
 
De forma paralela, cada vez que se genera un conjunto de subtours se llama el 
procedimiento tres para que genere tours a partir de estos, como se expuso en la sección 
4.3. Por tanto, partiendo de un solo conjunto de subtours se construye el espacio de 
búsqueda para el muestreo de rutas que es realizado por el procedimiento 4.  
De esta manera funciona la estrategia A. Realiza el proceso descrito anteriormente 
partiendo únicamente del conjunto óptimo de subtours generado a partir del 
procedimiento 1 mediante la relajación de programación lineal sin restringir el grafo 
completo y asumiendo 0 ≤ 𝛿 ≤ 1.  
Dicha estrategia se resume a continuación. Haciendo uso de los procedimientos 1 a 4. 
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Estrategia A. Rutas a partir de conjunto óptimo de subtours 
1: Función 𝐺𝑒𝑛𝑒𝑟𝑎𝑟_𝑟𝑢𝑡𝑎𝑠_𝐸1(𝐺, 𝛿, 𝑄) 
2:       𝛿  ← 0 
3:       ℛ ← ∅ 
4:       𝑆  ← ∅ 
5:       𝑠𝑡 ←  𝐴𝑃_𝑠𝑜𝑙𝑢𝑐𝑖ó𝑛 (𝐺, 𝛿) 
6:       𝜏  ←  𝑇𝑆𝑃_𝑡𝑜𝑢𝑟𝑠 (𝑠𝑡) 
7:       𝑆  ←  𝑆 ∪ 𝑠𝑡 ∪ 𝜏 
8: 
 
     Mientras |𝑠𝑡| > 1: 
9: 
  
𝑠𝑡′ ← 𝐴𝑃_𝑠𝑢𝑏𝑡𝑜𝑢𝑟𝑠(𝑠𝑡)  
10: 
  
𝜏  ←  𝑇𝑆𝑃_𝑡𝑜𝑢𝑟𝑠 (𝑠𝑡′)  
11: 
  
𝑆  ←  𝑆 ∪ 𝑠𝑡 ∪ 𝜏  
12: 
  
𝑠𝑡 ←  𝑠𝑡′  
13: 
 
    Fin mientras 
 14: 
 
     ℛ =  𝐺𝑒𝑛𝑒𝑟𝑎𝑟_𝑟𝑢𝑡𝑎𝑠(𝑆, 𝒬) 
15: 
 
     Devolver ℛ    
 16: Terminar    
 
Este procedimiento sigue exactamente el mismo proceso de la figura (4-4). En la línea 2 
se asigna valor de cero a 𝛿, lo cual asegura que el conjunto de subtours inicial (generado 
en la línea 5) sea el óptimo. A partir de dicho conjunto se obtienen tours del agente 
viajero (línea 6) y se actualiza el espacio de búsqueda 𝑆 (línea 7). De la línea 8 a la línea 
13 se realiza el proceso anterior para diferentes conjuntos de subtours obtenidos a partir 
de lo anteriores hasta que quede un conjunto de un solo subtour. La línea 14 genera las 
rutas factibles ℛ a partir del conjunto 𝑆 que representa el resultado final de la estrategia A 
y que será introducido en el problema de partición de conjuntos SPP para obtener la 
solución final.  
4.4.2 Estrategia B: Generación a partir de varios subconjuntos de 
subtours iniciales 
Como la descripción lo indica, esta estrategia no parte únicamente del conjunto óptimo 
de subtours sino que realiza el mismo proceso de la estrategia A iniciando en otros 
conjuntos de subtours además del óptimo. Este proceso es realizado a partir de la 
formulación modificada del problema de asignación AP expuesta en la sección 4.2.1, en 
la cual si el coeficiente 𝛿 > 1 se altera el problema de optimización dando como resultado  
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configuraciones diferentes al modificar el límite inferior de la función objetivo 𝑓(𝑥) =
𝑓(𝑠𝑡). 
Se define un conjunto Δ = {𝛿1, 𝛿2, … 𝛿|Δ|} para modificar el problema de optimización. 
Estrategia B. Rutas a partir de diferentes conjuntos de   
subtours 
1: Función 𝐺𝑒𝑛𝑒𝑟𝑎𝑟_𝑟𝑢𝑡𝑎𝑠_𝐸2(𝐺, 𝛿, 𝑄) 
2:       ℛ ←  𝐺𝑒𝑛𝑒𝑟𝑎𝑟_𝑟𝑢𝑡𝑎𝑠_𝐸1(𝐺, 𝛿 = 0, 𝑄) 
3: 
 
     Para 𝜹𝒊 ∈ Δ: 
4: 
 
                                      ℛ ←  ℛ ∪ 𝐺𝑒𝑛𝑒𝑟𝑎𝑟_𝑟𝑢𝑡𝑎𝑠_𝐸1(𝐺, 𝛿𝑖 , 𝑄)  
5: 
 
     Fin para 
 6: 
 
     Devolver ℛ    
 7: Terminar    
 
Nota sobre la estrategias: Existen diferentes parámetros sobre esta estrategia que 
pueden ser asumidos de forma diferente: 
i) Conjunto ∆: En la estrategia B este es el productor de diferentes conjuntos de 
subtours iniciales, a partir de los cuales se genera el espacio muestreo de rutas 𝑆. La 
estrategia B se desarrolla llamando la estrategia A |Δ| número de veces. En 
consecuencia, tanto su cardinalidad como sus elementos 𝛿𝑖 ∈ ∆ impactan la formación 
del conjunto de partida. 
Para efectos de las pruebas computacionales (presentadas en el próximo capítulo) se 
asume |Δ| = 4 y el valor de los 𝛿𝑖 = 𝜌
𝑖, 𝑖 = {1,2, … , |Δ|}. Es decir que si 𝜌 = 1.10 el 
conjunto Δ = {1.10, 1.102, … , 1.10|∆|}; aumentando para este caso en un 10% el valor del 
límite inferior del valor de la función objetivo usado inmediatamente en la generación 
anterior. Si 𝛿 = 0 genera el conjunto de subtours óptimo 𝑠𝑡∗con función objetivo 𝑓(𝑠𝑡∗), 
luego 𝛿1 = 1.10 genera el límite inferior 1.10𝑓(𝑠𝑡
∗), 𝛿2 = 1.10
2 genera el límite inferior 
1.102𝑓(𝑠𝑡∗), y así sucesivamente.  
ii) Tours del tipo TSP: Por cada conjunto subtours, se genera el doble de tours del 
agente viajero (ver sección 4.3.1). Se debe tomar la decisión de cuántos y cuáles 
seleccionar para el muestreo de rutas. En la estrategia B se escoge el de menor distancia 
recorrida (el mejor TSP tour de acuerdo a su formulación como problema de 
programación entera; ver sección 3.1) generado por cada conjunto de subtours. 
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 Solución del VRPSD a partir del problema de 4.5
partición de conjuntos (SPP) 
Este es el último procedimiento del algoritmo y se basa en la formulación descrita en la 
sección 1.3.2. El conjunto de rutas ℛ se introduce al SPP para generar el conjunto ℛ∗ de 
rutas factibles que minimizan el costo esperado. El coeficiente de costos de cada ruta se 
obtiene a partir de la política fija de rutas a priori definido en la sección 1.3.3 (ecuación 
1.19). 
Nota: El conjunto ℛ se obtiene de la estrategia A o la estrategia B 
Solución. Problema de partición de conjuntos sobre ℛ 
1: Función 𝑠𝑜𝑙𝑢𝑐𝑖ó𝑛(ℛ) 
2:       ℛ∗  ←  𝑃𝑎𝑟𝑡𝑖𝑐𝑖ó𝑛 𝑑𝑒 𝑐𝑜𝑛𝑗𝑢𝑛𝑡𝑜𝑠 −  𝑆𝑃𝑃(ℛ) 
3: 
 
     Devolver ℛ∗    
 4: Terminar    
 
Notas: El conjunto ℛ se obtiene de la estrategia A o la estrategia B 
Si en este problema de partición de conjuntos se introducen los coeficientes de costos 
determinísticos, la solución obtenida es la que minimiza el costo determinístico dentro del 
conjunto de rutas factibles, en tanto que si se utilizan coeficientes de costos estocásticos 

























5. Experimentos computacionales 
En este capítulo se presentan los resultados computacionales realizados sobre instancias 
de comparación conocidas para los problemas. La propuesta de solución presentada 
expone automáticamente resultados para tres problemas de optimización combinatoria 
en la categoría de complejidad 𝒩𝒫 − ℎ𝑎𝑟𝑑: El problema del agente viajero simétrico 
(TSP), el problema de ruteo de vehículos con restricción de capacidad (VRP) y el 
problema de ruteo de vehículos con demandas estocásticas (VRPSD), siendo este último 
el problema bajo estudio. 
Se realiza una descripción de las instancias y se presentan los resultados preliminares y 
definitivos, además de su comparación con los mejores algoritmos existentes para 
nuestro conocimiento en la solución del VRPSD bajo la política de recourse action 
utilizada en esta tesis. 
 Descripción de las instancias de comparación 5.1
5.1.1 Instancias para el TSP 
Para la comparación de los tours del tipo de agente viajero generados a partir del 
algoritmo propuesto se utiliza la librería de instancias de comparación TSPLIB95 
disponible en http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/. Se realizan pruebas 
sobre 24 instancias de comparación que suministran las coordenadas euclidianas en 2-D. 
Las distancias entre dichas coordenadas se calculan como lo especifica el formato de las 
instancias, aproximando el resultado al entero más cercano, y se prueban problemas 
entre 51 y 442 nodos. 
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5.1.2 Instancias para el VRP y el VRPSD 
Para la comparación del algoritmo en la resolución de estos problemas se utilizan las 40 
instancias trabajadas en los métodos de Christiansen & Lysgaard (2007); Gauvin et al. 
(2014); Justin C. Goodson et al. (2012) y Mendoza & Villegas. (2012), que son para 
nuestro conocimiento los dos mejores algoritmos exactos y los dos mejores algoritmos 
heurísticos respectivamente para el VRPSD.  
Se trata de 40 instancias de los test A y P de Augerat et al. (1995) y el conjunto E de 
Christofides & Elion (1969). Todas estas instancias se encuentran disponibles en 
http://vrp.atd-lab.inf.puc-rio.br/index.php/en/ y http://neo.lcc.uma.es/vrp/vrp-
instances/capacitated-vrp-intances/. Estas instancias varían entre 16 y 60 nodos, y entre 
2 y 15 vehículos. 
Las instancias suministran las coordenadas euclidianas en dos dimensiones, a partir de 
las cuales se calculan las distancias entre nodos aproximando al entero más cercano (de 
acuerdo al formato de descripción de las instancias).  
Para el VRP las instancias no sufren modificación. Para el VRPSD se asume la media de 
la variable aleatoria que representa la demanda en el problema estocástico como la 
demanda determinística de cada cliente. Todas las demandas son variables aleatorias 
independientes y poseen una distribución de probabilidad Poisson (ver sección 1.3.3). 
Para los resultados definitivos se prueban 10 instancias adicionales, estas fueron 
instancias resultas al óptimo por el algoritmo exacto de Gauvin et al. (2014). También son 
de los conjuntos A, B y P de Augerat et al. (1995). 
El nombre de las instancias se conforma por tres términos: el primero es el conjunto al 
cual pertenecen, el segundo el número de nodos incluyendo el depósito y el tercero el 
número mínimo de vehículos necesario para satisfacer la demanda de todos los clientes. 
 Herramientas de cómputo 5.2
El algoritmo se implementa en el lenguaje PYTHON versión 2.7.8 (julio de 2014), en un  
servidor que utiliza sistema operativo WINDOWS versión 8.1 de 64 bits con procesador 
INTEL® Core™ i5-3337U, CPU @ 1.8GHz y memoria RAM instalada de 6 GB.  
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Los diferentes problemas de asignación de trabajos y de partición de conjuntos son 
resueltos por medio del paquete de optimización CVXOPT versión 1.1.7 y se utiliza la 
interfaz con GLPK que proporciona un solver para programación lineal a gran escala y 
programación entera mixta. 
 Resultados computacionales preliminares 5.3
5.3.1 Resultados para el TSP – Estrategia A 
Los resultados presentados para el problema del agente viajero sólo tienen en cuenta los 
tours generados a partir de la estrategia A propuesta en la sección 4.4.1.  




  TSP - Estrategia A 
























































































































2343 0,9% 2548 9,7% 10,45 
Promedio   30097   30507 1,46% 36407 19,4% 21,71 
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El número en cada instancia especifica el número de nodos. Para la implementación de a 
estrategia A en la resolución de TSP se tienen en cuenta como máximo los 20 mejores 
tours generados a partir del procedimiento explicado en la sección 4.3. La columna “Max” 
en la tabla (5-1) establece el mayor costo obtenido de los mejores 20 tours antes de ser 
sometidos al proceso de mejora (2-opt y ahorro), mientras que la columna “Min” 
proporciona el mejor tour encontrado para cada instancia después de haber ejecutado los 
procedimientos de mejora. 
Para la resolución del problema de asignación se restringe el grafo completo (ver: 
sección 4.2.1) permitiendo que cada nodo se comunique con un número de vecinos 
(nodos más cercanos) igual al 10% del número total de nodos lo cual para un problema 
de 100 nodos en donde habría 10000 variables, genera el uso de únicamente de 1000 
variables, por supuesto castigando el óptimo del problema de asignación, pero 
obteniendo una mejora significativa en la eficiencia, medida como tiempo de cómputo 
debido a la disminución de variables en el problema. 
De esta manera se logra igualar 4 resultados óptimos, obtener 5 por debajo del 1% y 8 
entre el 1% y el 2%. En general la desviación promedio respecto al óptimo (Gap) es de 
1,46% para el total de las 24 instancias. 
Estos resultados muestran la diversidad de tours que pueden ser utilizados para el 
muestreo de rutas, de acuerdo a la comparación con instancias propias del TSP. 
Proporcionando tours de muy buena calidad y también con desviaciones hasta del 20%  
en promedio, teniendo en cuenta que tours óptimos no garantizan soluciones óptimas 
para el problema de ruteo. 
Nota: Los tiempos de cómputo son medidos con la función 𝑡𝑖𝑚𝑒. 𝑐𝑙𝑜𝑐𝑘() de PYTHON, la 
cual mide tiempo Wall-clock más no tiempo de procesador (CPU time). 
 
5.3.2 Resultados para el VRPSD – Estrategia A: 
Se implementa la estrategia A (sección 4.4.1) sobre 10 instancias seleccionadas de las 
40 descritas en la sección 5.1.2. Esta selección contiene instancias de los 3 conjuntos y 
varían entre 16 y 60 nodos y entre 2 y 15 camiones. Es importante recordar que esta 
estrategia realiza a búsqueda partiendo únicamente del conjunto óptimo de subtours. 
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Para cada conjunto de tours generado se selecciona el mejor respecto a la distancia 
mínima recorrida para realizar el muestreo de rutas; a continuación se presenta la tabla 
que resume estos resultados preliminares. 
 
Tabla 5-2. Resultados - estrategia A para el VRPSD 
Instancia 
  Estrategia A 
BKS Costo T(seg) Gap 
A-n33-k6 793,9* 816,12 4,43 2,80% 
A-n39-k6 876,6* 917,65 6,25 4,68% 
A-n45-k6 1026,73* 1059,67 5,85 3,21% 
A-n60-k9 1529,82 1631,94 6,46 6,68% 
E-n33-k4 850,27* 925,06 7,95 8,80% 
P-n16-k8 512,82* 540,83 0,22 5,46% 
P-n22-k2 231,26* 238,82 4,73 3,27% 
P-n45-k5 533,52* 572,29 11,56 7,27% 
P-n55-k10 742,4* 782,1 6,70 5,33% 
P-n60-k15 1085,49* 1126,47 3,38 3,78% 
Promedio 818,61 861,10 5,75 5,13% 
 
 
En la tabla (5-2), la columna BKS (Best Known Solution)  contiene los costos estocásticos 
de las mejores soluciones conocidas para cada instancia; si el costo está acompañado 
de un asterisco (*) quiere decir que es el costo óptimo estocástico de la instancia. La 
columna Costo representa el costo estocástico de la mejor solución obtenida por la 
estrategia A producida por el problema de partición de conjuntos.  
 
En general la estrategia A produce una desviación respecto al óptimo de 5,13% y un 
tiempo de cómputo promedio de 5,75 segundos medidos como tiempo Wall-clock. Para 
estos resultados no se realizan comparaciones sobre otros parámetros ya que el objetivo 
de estos resultados preliminares es comparar las estrategias propuestas en este trabajo 
entre sí con el fin de seleccionar una de ellas como estrategia definitiva. 
5.3.3 Resultados para el VRPSD – Estrategia B 
Se implementa la estrategia B descrita en la sección 4.4.2. Para este caso se asume  
|Δ| = 4 lo que implica que se inicia la búsqueda a partir de 4 conjuntos de subtours 
además del óptimo, y se prueban las mismas 10 instancias seleccionadas para los 
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resultados preliminares de la estrategia A usando tres valores para 𝜌 diferentes: 𝜌1 = 1.1,
𝜌2 = 1.15 y 𝜌3 = 1.2.  
A continuación se presentan los resultados preliminares para la estrategia. 
Tabla 5-3. Resultados preliminares para el VRPSD - estrategia B 
Instancia 
  Estrategia 𝜌1 = 1.1 Estrategia 𝜌2 = 1.15 Estrategia 𝜌3 = 1.2 
BKS Costo T Gap Costo T Gap Costo T Gap 
A-n33-k6 793,9 813,43 18,6 2,46% 809,43 11,8 1,96% 805,09 12,3 1,41% 
A-n39-k6 876,6 894,29 23,3 2,02% 897,33 23,2 2,36% 896,34 27,5 2,25% 
A-n45-k6 1026,73 1050,74 34,0 2,34% 1039,54 33,6 1,25% 1050,74 30,7 2,34% 
A-n60-k9 1529,82 1599,38 80,7 4,55% 1585,7 173,7 3,65% 1564,66 54,6 2,28% 
E-n33-k4 850,27 879,44 29,2 3,43% 884 29,4 3,97% 876,34 59,4 3,07% 
P-n16-k8 512,82 515 1,0 0,43% 529,33 0,7 3,22% 527,15 1,0 2,79% 
P-n22-k2 231,26 238,82 20,6 3,27% 238,82 16,8 3,27% 238,82 15,5 3,27% 
P-n45-k5 533,52 552,31 46,4 3,52% 554,63 48,0 3,96% 556,68 49,2 4,34% 
P-n55-k10 745,7 770,52 48,9 3,33% 764,35 39,4 2,50% 769,1 49,0 3,14% 
P-n60-k15 1085,49 1112,25 43,1 2,47% 1113,4 74,5 2,57% 1102,97 40,1 1,61% 
Promedio 818,61 842,62 34,58 2,78% 841,65 45,1 2,87% 838,79 33,9 2,65% 
 
La tabla (5-3) muestra que la estrategia B produce mejores resultados que la A, teniendo 
en cuenta que el conjunto rutas muestreadas por la última está contenido dentro del 
conjunto de rutas factibles generadas en la B.  
Esta estrategia logra disminuir de una desviación promedio de 5,13% a una de 2,65% 
(ρ3 = 1.2) . Además de pasar de desviaciones máximas y mínimas específicas de 8,8% y 
2,8% a 4,34% y 1,41% respectivamente. Por supuesto el tiempo de cómputo aumenta 
(de 5,75 a 33,9 segundos en promedio con (𝜌3 = 1.2)) debido a la expansión del espacio 
de búsqueda como consecuencia de ejecutar el proceso a partir de varios conjuntos de 
subtours iniciales. Sin embargo, como se verá en los resultados definitivos, el tiempo de 
cómputo de esta estrategia compite de manera eficiente con los algoritmos usados para 
la comparación.  
En general ninguna de las desviaciones obtenidas para cada uno de los 𝜌 (2,78%, 2,87% 
y 2,65%) demuestra un dominio marcado respecto a las otras en términos de calidad de 
la solución, a partir de las 10 instancias de prueba.  
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 Resultados para el VRPSD 5.4
 
Para la solución del problema de ruteo de vehículos con demandas estocásticas se utiliza 
la estrategia B. En primer lugar se muestran los resultados sobre las 40 instancias tanto 
para ρ = 1.15 como para ρ = 1.2.  
La estrategia se ejecuta tal cual fue descrita en la sección 4.4.2 seleccionando para cada 
conjunto de subtours el mejor tour del agente viajero en términos de minimización de 
distancia (ver sección 3.1).  
Se exponen los resultados tanto para el problema determinístico como para el 
estocástico y para cada uno se muestra el costo de su contraparte. Es decir que para la 
mejor solución obtenida para el problema estocástico se muestra su costo determinístico 
y viceversa.  
Tabla 5-4. Resultados para el VRPSD - Estrategia B (𝝆 = 𝟏. 𝟏𝟓). 40  instancias propuestas por Christiansen 
& Lysgaard, (2007). 
Instancia 
Estrategia B 𝝆 = 𝟏. 𝟏𝟓   
Mejor solución 
Mejor estocástico   Mejor determinístico 
 



















 A B C D  E F G H  I J K L 
A-n32-k5 5 820 876,96 14,8 
 
5 815 904,69 3,38 
 
784 3,95% 853,6 2,74% 
A-n33-k5 5 706 736,6 15,39 
 
5 690 752,08 3,12 
 
661 4,39% 704,2 4,60% 
A-n33-k6 7 779 809,43 11,8 
 
6 752 816,10 3,12 
 
742 1,35% 793,9 1,96% 
A-n34-k5 6 802 839,82 18,21 
 
5 798 874,31 7,64 
 
778 2,57% 826,9 1,57% 
A-n36-k5 5 887 915,29 22,82 
 
5 837 936,72 5,26 
 
799 4,76% 858,7 6,59% 
A-n37-k5 5 728 737,14 27,62 
 
5 702 748,55 5,31 
 
669 4,93% 708,3 4,07% 
A-n37-k6 7 1005 1044,87 14,6 
 
6 989 1152,4 4,88 
 
949 4,21% 1030,7 1,37% 
A-n38-k5 6 784 791,86 23,2 
 
6 744 824,07 7,36 
 
730 1,92% 775,1 2,16% 
A-n39-k5 6 875 920,97 23,55 
 
6 853 945,25 4,99 
 
822 3,77% 869,2 5,96% 
A-n39-k6 6 870 897,33 23,21 
 
6 844 902,1 6,89 
 
831 1,56% 876,6 2,36% 
A-n44-k6 7 1020 1068,77 30,38 
 
6 993 1131,4 9,56 
 
937 5,98% 1025,5 4,22% 
A-n45-k6 7 988 1039,54 33,6 
 
7 979 1064,7 13,8 
 
944 3,71% 1026,7 1,25% 
A-n45-k7 8 1249 1341,31 38,56 
 
7 1198 1368,6 9,69 
 
1146 4,54% 1264,8 6,05% 
A-n46-k7 7 1015 1040,08 29,93 
 
7 978 1066,7 9,06 
 
914 7,00% 1002,2 3,78% 
A-n48-k7 7 1139 1249,56 36,56 
 
7 1116 1250,6 12,9 
 
1073 4,01% 1187,1 5,26% 
A-n53-k7 8 1118 1157,7 48,04 
 
8 1069 1179,9 22,3 
 
1010 5,84% 1124,3 2,97% 
A-n54-k7 8 1279 1356,77 52,03 
 
8 1250 1387,8 22,44 
 
1167 7,11% 1287,1 5,42% 
A-n55-k9 10 1145 1205,3 34,81 
 
10 1103 1260,9 24,13 
 
1073 2,80% 1179,1 2,22% 
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A-n60-k9 10 1524 1585,7 173,7 
 
9 1433 1667,2 28,56 
 
1354 5,83% 1529,8 3,65% 
E-n22-k4 4 377 412,85 6,31 
 
4 377 379,1 1,43 
 
375 0,53% 411,6 0,31% 
E-n33-k4 4 884 902,42 29,37 
 
4 867 900,79 4,58 
 
835 3,83% 850,3 6,13% 
E-n51-k5 6 575 583,6 63,65 
 
6 566 584,44 16,7 
 
521 8,64% 552,3 5,67% 
P-n16-k8 9 483 529,33 0,73 
 
9 475 532,78 0,74 
 
450 5,56% 512,8 3,22% 
P-n19-k2 3 224 229,07 11,55 
 
2 222 245,74 1,2 
 
212 4,72% 224,1 2,24% 
P-n20-k2 3 239 244,05 12,4 
 
2 225 250,64 0,88 
 
220 2,27% 233,1 4,72% 
P-n21-k2 2 218 225,95 22,43 
 
2 218 225,95 2,23 
 
211 3,32% 219,0 3,19% 
P-n22-k2 2 224 238,82 16,77 
 
2 224 238,82 1,4 
 
216 3,70% 231,3 3,27% 
P-n22-k8 9 662 699,8 2,91 
 
9 625 626,95 1,34 
 
603 3,65% 681,1 2,75% 
P-n23-k8 9 547 622,45 3,26 
 
9 541 636,1 1,76 
 
529 2,27% 619,5 0,47% 
P-n40-k5 5 475 488,12 51,3 
 
5 475 488,12 9,54 
 
458 3,71% 472,5 3,31% 
P-n45-k5 5 527 554,63 47,96 
 
5 527 554,63 11,86 
 
510 3,33% 533,5 3,96% 
P-n50-k10 11 735 770,02 23,65 
 
11 718 804,09 14,4 
 
696 3,16% 760,9 1,19% 
P-n50-k7 7 579 600,61 42,4 
 
7 576 614,18 16,36 
 
554 3,97% 582,4 3,13% 
P-n50-k8 10 674 689,88 39,13 
 
9 641 716,18 16,85 
 
631 1,58% 669,8 3,00% 
P-n51-k10 11 782 827,82 24,49 
 
11 765 869,07 17,31 
 
741 3,24% 809,7 2,24% 
P-n55-k10 11 754 764,35 39,36 
 
10 710 784,07 21,87 
 
669 6,13% 745,7 2,50% 
P-n55-k15 18 1009 1077,74 22,78 
 
16 952 1104,5 22,94 
 
856 11,21% 1068,1 0,91% 
P-n55-k7 7 597 612,15 66,47 
 
7 591 624,68 25,53 
 
524 12,79% 588,6 4,01% 
P-n60-k10 11 813 831,98 70,58 
 
10 780 886,45 42,2 
 
744 4,84% 804,2 3,45% 
P-n60-k15 17 1054 1113,4 74,45 
 
16 1014 1134,1 30,64 
 
968 4,75% 1085,5 2,57% 
Promedio   779,1 815,851 33,62     755,8 835,89 11,65   722,7 4,44% 789,5 3,26% 
 
En la tabla (5-4) el grupo “mejor estocástico” hace referencia a las mejores soluciones 
obtenidas para cada instancia, por el problema de partición de conjuntos con los 
coeficientes de costo estocásticos, de esta manera la columna C contiene la mejor 
solución obtenida para el problema estocástico y la columna B el costo de su contraparte 
determinística.  
De forma similar, el grupo “mejor determinístico” hace referencia a las mejores soluciones 
obtenidas para cada instancia por el problema de partición de conjuntos con los 
coeficientes de costo determinísticos; así la columna F muestra la mejor solución 
obtenida para el problema determinístico y la columna G el costo de su contra parte 
estocástica. 
Por último el grupo mejor solución hace referencia a las mejores soluciones conocidas 
para cada uno de los problemas. La columna I posee los costos de las mejores 
soluciones del problema determinístico tomadas de la fuente (ver sección 5.1.2). Y la 
columna K muestra las soluciones encontradas por Justin C. Goodson et al. (2012) en 
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donde existe garantía de óptimo en todas las instancias exceptuando la A-n60-k9, E-n51-
k5, P-n50-k10, P-n51-k10, P-n55-k10, P-n60-k10 y P-n60-k15.  
Estos resultados exponen claramente la diferencia entre el problema estocástico y el 
problema determinístico. Por ejemplo en la instancia A-n36-k5, la mejor solución de 
nuestro algoritmo para el problema estocástico es de 915,29, y su costo determinístico es 
de 887; lo que es muy diferente a la mejor solución para el problema determinístico que 
es 837 (comparado con 887) y que tienen un costo estocástico de 936,72 (en contraste 
con 915,29). Además es fácil reconocer instancias en las cuales el número de vehículos  
o rutas programadas (#) varía entre los dos problemas. 
Para las 40 instancias, resueltas con 𝜌 = 1.15 se logra una desviación del 4,44% 
(promedio de la columna J) y el 3,26% (promedio de la columna L) para el problema 
determinístico y estocástico respectivamente. 
Estas desviaciones (Gap) son calculadas entre la columna C y la K que representan el 
mejor costo estocástico encontrado por el algoritmo propuesto y el costo estocástico 
producido por la mejor solución conocida (óptimo, exceptuando las instancias nombradas 
anteriormente). Y la columna F e I que son el mejor costo determinístico encontrado por 
nuestro modelo y el mejor costo determinístico conocido para cada instancia. 
 
Tabla 5-5. Resultados para el VRPSD - Estrategia B (ρ=1.2). 40  instancias propuestas por Christiansen & 
Lysgaard, (2007) 
Instancia 
Estrategia B - 𝝆 = 𝟏. 𝟐   
Mejor solución  












T   
BKS 
Det 
Gap (%) BKS Est 
Gap 
(%) 
 A B C D  E F G H  I J K L 
A-n32-k5 5 827 883,94 17,08 
 
5 808 900,86 3,75 
 
784 3,06% 853,6 3,55% 
A-n33-k5 5 691 731,86 14,56 
 
5 690 750,67 4,18 
 
661 4,39% 704,2 3,93% 
A-n33-k6 7 770 805,09 12,31 
 
6 750 826,49 3,58 
 
742 1,08% 793,9 1,41% 
A-n34-k5 6 822 859,55 17,19 
 
5 818 894,05 5,71 
 
778 5,14% 826,87 3,95% 
A-n36-k5 5 883 911,75 19 
 
5 827 921,45 5,51 
 
799 3,50% 858,71 6,18% 
A-n37-k5 5 699 738,45 26,71 
 
5 699 738,45 5,68 
 
669 4,48% 708,34 4,25% 
A-n37-k6 7 1011 1047,16 17,09 
 
7 999 1091,3 6,26 
 
949 5,27% 1030,73 1,59% 
A-n38-k5 6 781 788,86 20,82 
 
6 749 829,07 5,78 
 
730 2,60% 775,14 1,77% 
A-n39-k5 7 879 914,56 26,2 
 
6 877 959,55 6,83 
 
822 6,69% 869,18 5,22% 
A-n39-k6 6 856 896,34 27,51 
 
6 845 922 7,58 
 
831 1,68% 876,6 2,25% 
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A-n44-k6 7 973 1047,38 32,57 
 
7 969 1053 9,98 
 
937 3,42% 1025,48 2,14% 
A-n45-k6 7 1011 1050,74 30,73 
 
7 981 1091 11,03 
 
944 3,92% 1026,73 2,34% 
A-n45-k7 8 1244 1319,11 33,14 
 
7 1206 1402,7 12,12 
 
1146 5,24% 1264,99 4,28% 
A-n46-k7 7 1016 1040,97 33,72 
 
7 978 1066,7 12,76 
 
914 7,00% 1002,22 3,87% 
A-n48-k7 7 1151 1255,46 37,97 
 
7 1121 1282 13,39 
 
1073 4,47% 1187,14 5,76% 
A-n53-k7 8 1098 1174,33 56,21 
 
7 1073 1204,9 20,97 
 
1010 6,24% 1124,27 4,45% 
A-n54-k7 8 1245 1347,57 49,3 
 
8 1237 1358,3 24,16 
 
1167 6,00% 1287,07 4,70% 
A-n55-k9 10 1133 1202,51 49,44 
 
10 1105 1262,7 27,03 
 
1073 2,98% 1179,11 1,98% 
A-n60-k9 10 1429 1564,66 54,56 
 
10 1411 1575,3 27,26 
 
1354 4,21% 1529,82 2,28% 
E-n22-k4 4 381 414,63 13,02 
 
4 381 383,24 1,5 
 
375 1,60% 411,57 0,74% 
E-n33-k4 4 876 876,34 59,36 
 
4 876 876,34 5,05 
 
835 4,91% 850,27 3,07% 
E-n51-k5 6 564 573,85 67,65 
 
6 560 574,11 19,56 
 
521 7,49% 552,26 3,91% 
P-n16-k8 8 456 527,15 1,01 
 
8 456 527,15 0,67 
 
450 1,33% 512,82 2,79% 
P-n19-k2 3 219 224,06 12,05 
 
3 219 224,06 1,1 
 
212 3,30% 224,06 0,00% 
P-n20-k2 3 239 244,05 11,40 
 
2 225 250,64 0,9 
 
220 2,27% 233,05 4,72% 
P-n21-k2 2 220 227,89 19,33 
 
2 220 227,89 1,26 
 
211 4,27% 218,96 4,08% 
P-n22-k2 2 224 238,82 15,53 
 
2 224 238,82 1,3 
 
216 3,70% 231,26 3,27% 
P-n22-k8 9 626 702,6 9,02 
 
9 621 652,77 1,45 
 
603 2,99% 681,06 3,16% 
P-n23-k8 9 547 622,45 2,13 
 
9 542 637,39 1,13 
 
529 2,46% 619,53 0,47% 
P-n40-k5 5 484 498,98 32,71 
 
5 480 519,93 8,22 
 
458 4,80% 472,5 5,60% 
P-n45-k5 6 551 556,68 49,15 
 
6 529 578,53 10,73 
 
510 3,73% 533,52 4,34% 
P-n50-k10 11 746 770,99 26,89 
 
11 721 775,36 16,9 
 
696 3,59% 760,94 1,32% 
P-n50-k7 8 591 603,66 44,84 
 
7 571 612,99 16,86 
 
554 3,07% 582,37 3,66% 
P-n50-k8 9 664 693,17 37,02 
 
9 644 719,18 16,71 
 
631 2,06% 669,81 3,49% 
P-n51-k10 11 769 829,86 28,02 
 
11 767 857,24 18,91 
 
741 3,51% 812,74 2,11% 
P-n55-k10 11 736 769,1 49,04 
 
10 711 781,84 22,96 
 
669 6,28% 745,7 3,14% 
P-n55-k15 18 1009 1077,74 28,29 
 
16 962 1128,6 22,94 
 
856 12,38% 1068,05 0,91% 
P-n55-k7 7 589 603,49 26,01 
 
7 584 613,81 27,55 
 
524 11,45% 588,56 2,54% 
P-n60-k10 11 807 831,73 60,26 
 
11 781 848,5 43,72 
 
744 4,97% 804,24 3,42% 
P-n60-k15 17 1042 1102,97 40,12 
 
16 991 1139,8 32,44 
 
968 2,38% 1087,41 1,43% 
Promedio   771,48 814,26 30,22     755,20 832,46 12,14   722,7 4,35% 789,62 3,10% 
 
 
La tabla 5-5 presenta los resultados para 𝜌 = 1,2. Consecuente con lo que pasó en los 
resultados preliminares generados por las 10 instancias, este coeficiente produce una 
leve mejora respecto a las desviaciones promedio en comparación con las mejores 
soluciones. Se disminuye de 4,44% a 4,35% el error promedio respecto a la mejor 
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Adicionalmente se logra encontrar la solución óptima para la instancia P-n19-k2  y 
obtener 16 instancias por debajo del 3% de desviación respecto al óptimo.  
 
Antes de presentar las comparaciones de tiempo de cómputo se presentan los resultados 
de la estrategia B con una leve modificación (tabla 5-6). Además de seleccionar el mejor 
tour del agente viajero producido por cada conjunto de subtours, se selecciona el mejor 
producido pero antes de los métodos de mejora (ver sección 4.3) y el de menor costo 
estocástico (haciendo el cálculo como si se tratara de un solo camión que debe visitar 
todos los clientes). Este procedimiento expande el espacio de búsqueda en donde se 
realiza el muestreo con el fin de producir más rutas factibles que puedan mejorar aún 
más la calidad de las soluciones.  
 
Tabla 5-6. Resultados para el VRPSD - Estrategia B – modificada (ρ=1.2). 40  instancias propuestas por 
Christiansen & Lysgaard, (2007) 
Instancia 
Estrategia B - modificada 
Costo T Gap (%) 
A-n32-k5 883,94 36,86 3,55% 
A-n33-k5 727,85 23,05 3,36% 
A-n33-k6 802,77 22,2 1,12% 
A-n34-k5 859,55 31,68 3,95% 
A-n36-k5 884,17 37 2,96% 
A-n37-k5 738,45 55,43 4,25% 
A-n37-k6 1047,16 39,02 1,59% 
A-n38-k5 788,86 40,28 1,77% 
A-n39-k5 909,09 46,96 4,59% 
A-n39-k6 896,34 62,26 2,25% 
A-n44-k6 1047,38 64,44 2,14% 
A-n45-k6 1050,74 78,34 2,34% 
A-n45-k7 1318,13 80,74 4,20% 
A-n46-k7 1040,97 74,73 3,87% 
A-n48-k7 1246,44 59,88 5,00% 
A-n53-k7 1159,05 88,28 3,09% 
A-n54-k7 1347,45 82,34 4,69% 
A-n55-k9 1202,51 87,77 1,98% 
A-n60-k9 1558,85 134,74 1,90% 
E-n22-k4 414,63 13,92 0,74% 
E-n33-k4 876,34 61,07 3,07% 
E-n51-k5 573,85 121,55 3,91% 
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P-n16-k8 527,15 1,5 2,79% 
P-n19-k2 224,06 22,09 0,00% 
P-n20-k2 244,05 19,8 4,72% 
P-n21-k2 227,89 36,39 4,08% 
P-n22-k2 238,82 30,32 3,27% 
P-n22-k8 701,38 9,34 2,98% 
P-n23-k8 622,45 3,81 0,47% 
P-n40-k5 494,21 68,34 4,59% 
P-n45-k5 555,75 101,19 4,17% 
P-n50-k10 770,99 50,98 1,32% 
P-n50-k7 602,41 88,59 3,44% 
P-n50-k8 690,17 72,26 3,04% 
P-n51-k10 829,86 43,13 2,11% 
P-n55-k10 758,79 77,31 1,76% 
P-n55-k15 1077,74 44,05 0,91% 
P-n55-k7 600,72 109,28 2,07% 
P-n60-k10 827,77 200,07 2,93% 
P-n60-k15 1101,69 56,5 1,31% 
Promedio 811,76 59,44 2,81% 
 
 
De esta manera, se logran los resultados definitivos del algoritmo propuesto (tabla 5-6). 
Ya que tanto la estrategia A como la estrategia B están contenidas en esta última. 
 
Se logra una desviación promedio de 2,81% y  21 instancias por debajo del 3% de error. 
Además de esto ninguna sobrepasa el 5% y el tiempo de cómputo promedio es de un 
minuto aproximadamente. Este tiempo de cómputo es evaluado en la siguiente tabla de 
resultados (5-7) mostrando la eficiencia del algoritmo propuesto respecto a los utilizados 
para la comparación. 
 
Tabla 5-7. Comparación tiempos de cómputo 
Instancia 
Tiempos de cómputo 
Christiansen & 
Lysgaard (2007) 









A-n32-k5 282 24,1 199,8 17,08 36,86 
A-n33-k5 8 5,3 178,2 14,56 23,05 
A-n33-k6 49 4,9 141,1 12,31 22,2 
A-n34-k5 1200 9 236,4 17,19 31,68 
A-n36-k5 – 46,9 276,1 19 37 
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A-n37-k5 1200 23,4 386,9 26,71 55,43 
A-n37-k6 1200 22,8 205,5 17,09 39,02 
A-n38-k5 1200 42,8 313,4 20,82 40,28 
A-n39-k5 3 5 257,6 26,2 46,96 
A-n39-k6 279 19,3 239,9 27,51 62,26 
A-n44-k6 1200 125 281,4 32,57 64,44 
A-n45-k6 – 86,3 301,4 30,73 78,34 
A-n45-k7 882 30,5 216 33,14 80,74 
A-n46-k7 1200 18,7 314,1 33,72 74,73 
A-n48-k7 – 27,5 292 37,97 59,88 
A-n53-k7 – 512,4 468,8 56,21 88,28 
A-n54-k7 – 310,5 409,4 49,3 82,34 
A-n55-k9 – 33,2 265,5 49,44 87,77 
A-n60-k9 – – 393,7 54,56 134,74 
E-n22-k4 1 0,1 104,1 7,04 13,92 
E-n33-k4 86 32,6 371,7 59,36 61,07 
E-n51-k5 – – 586 67,65 121,55 
P-n16-k8 0 0 9 1,01 1,5 
P-n19-k2 153 9,7 234,8 12,05 22,09 
P-n20-k2 352 128,8 269,6 11,40 19,8 
P-n21-k2 5 2,2 332,7 19,33 36,39 
P-n22-k2 219 46,7 352,3 15,53 30,32 
P-n22-k8 0 0 28,6 2,73 9,34 
P-n23-k8 1 0 21,1 2,13 3,81 
P-n40-k5 6 6,9 367,2 32,71 68,34 
P-n45-k5 – 1193,8 603,8 173,29 101,19 
P-n50-k10 – 54,6 150,6 26,89 50,98 
P-n50-k7 – 40,4 343 44,84 88,59 
P-n50-k8 – 35,7 225,3 37,02 72,26 
P-n51-k10 430 10 159,9 28,02 43,13 
P-n55-k10 – 26,4 208,9 49,04 77,31 
P-n55-k15 792 19,9 117 28,29 44,05 
P-n55-k7 – 103,8 452,8 62,68 109,28 
P-n60-k10 – 417,5 296,1 61,97 200,07 
P-n60-k15 1348 7 134,8 40,12 56,5 
Promedio 483,8 91,7 268,7 34,0 59,4 
 
 
Los dos primeros son exactos por lo que la raya (-) significa que el algoritmo no fue 
capaz de entregar una solución entera dentro del límite impuesto por ellos de 1200 
segundos. El tercer algoritmo (Goodson et Al.) es el mejor método heurístico para 
70 Una metodología de solución para el problema de ruteo de vehículos con demandas estocásticas 
 
nuestro conocimiento para resolver el VRPSD que logra 33 de 37 óptimos utilizando 
enfriamiento simulado y ordenes cíclicos.  
 
El primer algoritmo exacto (Christiansen & Lysgaard, 2007) utiliza un procesador Pentium 
Centrino 1500MHz con 480MB de memoria RAM. El Segundo (Gauvin et al., 2014) usa 
procesador Intel i7-2600 @ 3.4 GHz con 16 GB de memoria RAM. El enfriamiento 
simulado (Justin C. Goodson et al., 2012) se desarrolla en un procesador  Intel Xeon 
X5660 @ 2.8 GHz con 12 GB de memoria RAM.  
 
Por último, la heurística de Mendoza & Villegas (2012) corre en un Intel Xeon processor 
running at 2.4 GHz with 12 GB of RAM. Esta no es presentada en la tabla ya que ellos no 
muestran resultados individuales de las instancias aunque reportan un tiempo promedio 
(CPU) de 180,78 segundos. 
 
Nuestro método corre en un procesador INTEL i5-3337U, CPU @ 1.8GHz y memoria 
RAM instalada de 6 GB. El tiempo de cómputo fue evaluado como tiempo Wall-clock en 
contraste con los tiempos presentados de los otros algoritmos que son medidos como 
tiempos de CPU. Aún así nuestro algoritmo presenta tiempos computacionales mucho 
más eficientes mejorando el tiempo promedio de los demás; y es 6 veces más veloz que 
el enfriamiento simulado. Cabe resaltar que dichos métodos logran óptimos para casi 
todas las instancias (Excepto el primero); pero una desviación promedio del 2,81% con 
un tiempo de cómputo muy eficiente (en comparación con dichos autores) representa un 




6. Conclusiones  
 
El problema de ruteo de vehículos con demandas estocásticas VRPSD es un problema 
de gran importancia para el modelado de situaciones reales. Esta tesis hace una 
introducción a los modelos de ruteo de vehículos que integran la incertidumbre en la 
formulación del problema y describe de manera general las políticas existentes en la 
teoría para afrontar la revelación de la demanda de los clientes.  
Se utiliza una política estática tanto para la generación de rutas como para el manejo de 
los fallos; el uso de esta acción es respaldado por la literatura, y si se tiene en cuenta la 
complejidad del problema y la computación de la función de costo esperado, dicha 
política representa una manera muy simple pero válida de modelar las situaciones reales. 
Sin embargo; el estudio, investigación y generación de políticas para afrontar la 
incertidumbre inherente en las demandas de los clientes es una tarea esencial para el 
trabajo futuro en los problemas de ruteo de vehículos estocásticos.    
La definición ambigua del problema derivada de las diferentes políticas para modelar la 
incertidumbre hacen realmente difícil la comparación y validación de métodos de 
solución. Para efectos de este trabajo se hizo la comparación con 4 métodos diferentes 
que trabajan el problema como fue modelado en esta tesis que son reconocidos en el 
estado del arte para la solución de este problema, sin embargo, es difícil encontrar más 
autores con los cuales comparar los resultados obtenidos.  
Se logra un algoritmo heurístico propio, basado en el uso de teorías, problemas y 
enfoques de solución existentes en la literatura. El algoritmo dista en un 2,81% en 
promedio respecto a los otros autores en términos de calidad de la solución pero 
presenta gran eficiencia medida en términos de tiempo de cómputo, lo cual motiva en el 
estudio de las estructuras utilizadas para el muestreo de rutas y la manera como fueron 
generadas. La metodología  mezcla dos espacios de búsqueda como lo son los tours del 
agente viajero y los subtours derivados de problemas de asignación. Este tipo de 
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estructura (subtours) permite agrupar y secuenciar los clientes en un solo paso, y el 
hecho de permitir la generación de diferentes conjuntos (no sólo el óptimo) proporciona 
una herramienta rápida para el muestreo de rutas de calidad para el VRPSD. Los 
resultados respaldan la idea de estudiar otras técnicas para realizar muestras de rutas en 
subtours y otro tipo de métodos de generación de este tipo de estructuras. 
La metodología de solución cumple con los objetivos estipulados en el trabajo de 
investigación, produciendo un algoritmo eficiente que es probado en 40 instancias 
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Anexo A: Código de programación  













from scipy.stats import poisson 
 
 
from xlwt import Workbook 
from numpy import * 
from cvxopt import matrix, solvers, spdiag 





solvers.options['msg_lev'] = 'GLP_MSG_OFF' 
 




#cambiar "prueba#.xlsx" al nombre de la instancia: ejemplo: "A - 
n32 - k5.xlsx" 
 
file_location = 'C:\Python27\Instancias\VRP-PN60K15 - 80.xlsx' 
instancia = xlrd.open_workbook(file_location) 
# 
#La primera hoja del archivo .xlsx contiene las distancias 
#La segunda hoja contiene las demandas si se trata de una 
instancia VRP 
#La tercera hoja contiene la ruta optima si se trata de una 
instancia TSP 
 
distancias = instancia.sheet_by_index(0) 
demandas = instancia.sheet_by_index(1) 
#Rutaopt = instancia.sheet_by_index(2) 
 
#meter las distancias en una lista  
 
datos =[[float(distancias.cell_value(i,j))for j in 
range(distancias.ncols)] 
        for i in range(distancias.nrows)] 
 
#meter las distancias en un array (numpy) 
 
for i in range(distancias.nrows): 
 
    if i == 0: 




        #ins = 
array([[distancias.cell_value(i,0),distancias.cell_value(i,1), 
                  #distancias.cell_value(i,2)]],dtype = 'f') 
        ins = 
array([[float(distancias.cell_value(i,0)),float(distancias.cell_va
lue(i,1)), 
                  float(distancias.cell_value(i,2))]],dtype = 'f') 
    else: 
 
        #aux = 
array([[distancias.cell_value(i,0),distancias.cell_value(i,1), 
distancias.cell_value(i,2)]],dtype = 'f') 
        aux = 
array([[float(distancias.cell_value(i,0)),float(distancias.cell_va
lue(i,1)), 
                  float(distancias.cell_value(i,2))]],dtype = 'f') 
        ins = np.concatenate((ins,aux)) 
 
#ruta optima en una lista.... 
 






#crear workbook de excel para escribir en el 
 
ds = Workbook() 
sheet1 = ds.add_sheet('MatrizD') 
sheet2 = ds.add_sheet('MatrizD1') 
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sheet3 = ds.add_sheet('MatrizR') 
sheet4 = ds.add_sheet('MatrizR1') 
sheet5 = ds.add_sheet('MatrizKmUn') 
sheet6 = ds.add_sheet('MatrizKmUn2') 
 
#generar distancias e incluirlas en una lista# 
 
dist = [] 
 
 
for i in range(distancias.nrows): 
 
    d = [] 
     
    for j in range(distancias.nrows): 
 
        if i == 0 or j == 0: 
 
            dij = 50000 
            d.append(dij) 
         
        elif i == j and i > 0: 
         
 
            dij = 100000 
            #print dij 
            d.append(dij) 





        else: 
 
            xd = (datos[i][1] - datos[j][1]) 
            yd = (datos[i][2] - datos[j][2]) 
            #dij = math.sqrt((math.pow(xd,2)) + (math.pow(yd,2))) 
            dij = round(math.sqrt((math.pow(xd,2)) + 
(math.pow(yd,2)))) 
            #print dij 
            d.append(dij) 
            #sheet1.row(i).write(j,dij) 
 
    dist.append(d) 
 
 
#generar distancias e incluirlas en una lista modificado# 
 
 




for i in range(1, distancias.nrows): 
 
    #C = []  
     
    for j in range(1, distancias.nrows): 
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        #if i == 0 or j == 0: 
 
            #dij = 50000 
            #d.append(dij) 
         
        #elif i == j and i > 0: 
        if i == j and i > 0: 
 
            dij = 100000 
            #print dij 
            C.append(dij) 
            #sheet1.row(i).write(j,dij) 
 
        else: 
 
            xd = (datos[i][1] - datos[j][1]) 
            yd = (datos[i][2] - datos[j][2]) 
            #dij = math.sqrt((math.pow(xd,2)) + (math.pow(yd,2))) 
            dij = round(math.sqrt((math.pow(xd,2)) + 
(math.pow(yd,2)))) 
            #print dij 
            C.append(dij) 
            #sheet1.row(i).write(j,dij) 
 







C1 =[[0 for j in range(distancias.nrows - 1)] for i in 
range(distancias.nrows - 1)] 
 
conta = 0        
for i in range(distancias.nrows - 1): 
    for j in range(distancias.nrows - 1): 
            C1[i][j] = C[conta] 
            conta = conta + 1 
 






#generar distancias e incluirlas en un array(numpy) - matriz 
 
#por defecto el tipo del arreglo en numpy es entero..modificar 
para obtener el tipo deseado 
 




for i in range(1,distancias.nrows): 
 
    for j in range(1,distancias.nrows): 
 
        if i == j: 




            dij = 50000 
            #sheet2.row(i).write(j,dij) 
            Dist[i][j]= dij 
             
         
        else: 
            xd = (ins[i][1] - ins[j][1]) 
            yd = (ins[i][2] - ins[j][2]) 
            dij = math.sqrt((math.pow(xd,2)) + (math.pow(yd,2))) 
            #dij = round(math.sqrt((math.pow(xd,2)) + 
(math.pow(yd,2)))) 
            #sheet2.row(i).write(j,dij) 









#poner demandas en un arreglo  - tipo lista 
             
 
datosDem =[[demandas.cell_value(i,j)for j in 
range(demandas.ncols)] 
        for i in range(demandas.nrows)] 
 




for i in range(1,len(datosDem)): 
    Dem.append(datosDem[i][1]) 
 
 
                             
#meter las demandas en un array (numpy) 
 
for i in range(demandas.nrows): 
 
    if i == 0: 
         
        dem = 
array([[demandas.cell_value(i,0),demandas.cell_value(i,1)]]) 
    else: 
 
        aux = 
array([[demandas.cell_value(i,0),demandas.cell_value(i,1)]]) 
        dem = np.concatenate((dem,aux)) 
 
##calcular distancia de rutas 
 
cities = set(range(distancias.nrows - 1)) 
cities1 = set(range(1, distancias.nrows)) 




    distance = sum(dist[route[i]][route[i+1]] for i in 
range(len(route) - 1))# + dist[route[-1]][route[0]] 








    distance = sum(dist[route[i]][route[i+1]] for i in 
range(len(route) - 1)) + dist[route[-1]][route[0]] 
 




    """igual que la anterior pero para conjuntos que comienzan en 
cero""" 
 
    distance = sum(C1[route[i]][route[i+1]] for i in 
range(len(route) - 1))# + dist[route[-1]][route[0]] 
 




    """igual que la anterior pero para conjuntos que comienzan en 
cero""" 
 
    distance = sum(C1[route[i]][route[i+1]] for i in 
range(len(route) - 1)) + C1[route[-1]][route[0]] 
 






    demand = sum(Dem[route[i]]for i in range(len(route))) 
    return demand 
 
def max_demand(routes): 
    return max(routes, key = route_demand) 
 
def min_demand(routes): 
    return min(routes, key = route_demand) 
 
def shortest(tours):  
    "Return the closed tour with the minimum total distance." 
    return min(tours, key = route_distancedepot1) 
 
def largest(tours): 
    return max(tours, key = route_distancedepot1) 
 
 
def shortestpath(tours):  
    "Return the open tour with the minimum total distance." 




    """igual que la anterior pero para conjuntos que comienzan en 
cero""" 
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    arcmax = max(range(len(route) - 1), key = lambda 
x:C1[route[x]][route[x+1]]) 
 
    return arcmax, [route[arcmax], route[arcmax + 1]] 
 
 
## Funciones de interés.. 
 
def first(collection): 
    "Start iterating over collection, and return the first 
element." 
    for x in collection: return x 
 
def vecinocercano(A, cities): 
    "Find the city in cities that is nearest to city A." 
    return min(cities, key = lambda x: C1[A][x]) 
 
def vecinos(A, cities1): 
 
    D=[] 
##    cities.remove(0)  ##tener cuidado, en prueba.. 
##    cities.add(len(cities)) 
     
    vecis = len(cities1)/vecs 
     
    for j in range(vecis): 
 
        NNs = min(cities1, key = lambda x: dist[A][x]) 




        D.append(NNs) 
         
    return D 
 
def vecinos1(A, cities1, VECS): 
 
    D=[] 
##    cities.remove(0)  ##tener cuidado, en prueba.. 
##    cities.add(len(cities)) 
     
    vecis = VECS 
     
    for j in range(vecis): 
 
        NNs = min(cities1, key = lambda x: C1[A][x]) 
        cities1 = set(cities1) - {NNs} 
        D.append(NNs) 
         
    return D 
 
###### mover ciudades dentro de tours...  
def detour(B, A, C): 
    "In going A-B-C, how much of a detour is this over just A-C?" 
    return C1[A][B] + C1[B][C] - C1[A][C] 
 
def maybe_move_cities(tour): 
    "Try to relocate each city to the best spot in the tour 
(closest to neighbors)." 
94 Título de la tesis o trabajo de investigación 
 
 
    N = len(tour) 
    positions = range(N) 
    dummy = object() 
    for i in positions: 
        A, B, C = tour[i-1], tour[i], tour[(i+1)%N] 
        # Try to move city B to the best place it could go: the 
minimum detour distance 
        #intenta meter B en cada posicion y saca la que represente 
el menor desvio  
        j = min(positions, key=lambda j: detour(B, tour[j], 
tour[j-1])) 
        D, E = tour[j-1], tour[j]                                                                                             
        if detour(B, D, E) < detour(B, A, C): 
            tour[i], tour[j:j] = dummy, [B] 
            tour.remove(dummy) 
    return tour 
 
 
def NN(cities, start = None): 
    "At each step, visit the nearest neighbor that is still 
unvisited." 
    if start is None: start = first(cities) 
    tour = [start] 
    unvisited = cities - {start} 
    while unvisited: 
        #nn = np.argmin(tour[-1]) 
        C = vecinocercano(tour[-1], unvisited) 
        tour.append(C) 
        unvisited.remove(C) 








     
    return shortest(NN(cities, start)  




    return [NN(cities, start)  
                         for start in cities] 
 
 




    """entrega la matriz de costos modificada para reducir el 
problema de asignación 
        sólo utilzando el X% de los arcos adyacentes a cada nodo 
(vecinos)""" 
     
    CF =[[1 for j in range(len(cities))] for i in 
range(len(cities))] 
           ##CF 1000000 en distancias no vecinas (tipo matriz) 
    for i in range(1, len(cities)+ 1): 
        NN = set(vecinos(i, cities1)) 
        for j in range(1,len(cities)+1): 
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            if j not in NN: CF[i - 1][j - 1] = 1000000 
            else: CF[i - 1][j - 1] = dist[i][j] 
 
    CFAP = [] ##CF en version vector 
    for i in range(len(cities)): 
        for j in range(len(cities)): 
            CFAP.append(CF[i][j]) 
 
    CF1 =[[0 for j in range(distancias.nrows - 1)] for i in 
range(distancias.nrows - 1)] 
            ##CF1 en vez de 1000000 pone ceros, eliminando las 
variables 
    for i in range(len(cities)): 
        for j in range(len(cities)): 
            if CF[i][j] <> 1000000: CF1[i][j] = CF[i][j] 
 
    CFAP1 = [] ##CF1 en versión vector 
    for i in range(len(cities)): 
        for j in range(len(cities)): 
            CFAP1.append(CF1[i][j]) 
 
    return CF, CFAP, CF1, CFAP1 
 
def costo_relajado(cities): 
     
    #vecs = 5 
    CF = costo_modificado(cities)[0] 
    C = [] 




    for i in range(len(cities)): 
        for j in range(len(cities)): 
            if CF[i][j] <> 1000000: 
                C.append([i,j,CF[i][j]]) 
                CC.append(CF[i][j]) 
 
 
    cont = 0 
    C1 =[[0 for j in range(len(cities1)/vecs)] for i in 
range(distancias.nrows - 1)] 
     
    for i in range(len(cities)): 
        for j in range(len(cities1)/vecs): 
            C1[i][j] = C[cont] 
            cont = cont + 1 
             








    """devuelve el resultado del problema de asignación asociado a 
la matriz 
    de distancias y la matriz de unos y ceros correspondiente a 
los subtours o tour optimo""" 
 
98 Título de la tesis o trabajo de investigación 
 
 
    Cost = cvxopt.matrix(C) 
 
    #cost = matrix(Cost, (distancias.nrows - 1,distancias.nrows - 
1)) 
 
    A = matrix(0.0, (2*(distancias.nrows - 1), (distancias.nrows - 
1)**2)) 
 
    for i in range((distancias.nrows - 1)): 
        A[i, i*(distancias.nrows - 1):(i+1)*(distancias.nrows - 
1)] = 1.0 # upper half 
        A[i+(distancias.nrows - 1), i::(distancias.nrows - 1)] = 
1.0      # lower half 
 
    b = matrix(1.0, (2*(distancias.nrows - 1), 1)) 
    #print b 
 
    G = spdiag([-1.0]*((distancias.nrows - 1)**2)) 
    #print G 
 
    h = matrix(0.0, ((distancias.nrows - 1)**2, 1)) 
    #print h 
 
    #sol = solvers.lp(Cost, G, h, A, b) 
    solglpk = solvers.lp(Cost, G, h, A, b, 'glpk') 
 
    print solglpk 
 





    X1 = solglpk['x'] 
    #print "X" 
 
 
    #print "solution:" 
    #for k, v in solglpk.iteritems(): 
        #print k 
        #print v 
 
    f = X1 
    cont = 0 
    FO = 0 
    l =[[0 for j in range(distancias.nrows - 1)] for i in 
range(distancias.nrows - 1)] 
    for i in range(distancias.nrows - 1): 
 
        for j in range(distancias.nrows - 1): 
            if f[cont] == 1: l[i][j] = f[cont] 
            #l[i][j] = f[cont] 
            cont = cont + 1 
            FO = FO + l[i][j]*dist[i+1][j+1] 
 
    print FO 
    return l#, FO, Cost, A, 
    #return l 
     
    #return X 
 







    """devuelve el resultado del problema de asignación asociado a 
la matriz 
    de distancias y la matriz de unos y ceros correspondiente a 
los subtours o tour optimo""" 
 
    """utiliza matriz de tamano completo pero con cero en las 
variables eliminadas 
        agiliza la resolucion respecto al AP_cvxopt""" 
 
    time.clock() 
    Cmod = costo_modificado(cities)[3] 
    Cmod1 = costo_modificado(cities)[2] 
    Cost = cvxopt.matrix(Cmod) 
 
    #cost = matrix(Cost, (distancias.nrows - 1,distancias.nrows - 
1)) 
 
    A = matrix(0.0, (2*(distancias.nrows - 1), (distancias.nrows - 
1)**2)) 
 
    for i in range((distancias.nrows - 1)): 
        A[i, i*(distancias.nrows - 1):(i+1)*(distancias.nrows - 
1)] = 1.0 # upper half 
        A[i+(distancias.nrows - 1), i::(distancias.nrows - 1)] = 





    for i in range(len(cities)):  #upper y lower modificada con 
variables que "existen" 
        for j in range(len(cities)): 
            if Cmod1[i][j] == 0 and dist[i+1][j+1] <> 0: A[i, 
i*len(cities) + j] = 0.0 
            if Cmod1[j][i] == 0 and dist[i+1][j+1] <> 0: A[i + 
len(cities), j*len(cities) + i] = 0.0 
             
##    for i in range(len(cities)): 
##        for j in range(len(cities)): #lower moificada con 
variables que "existen" 
##            if Cmod1[j][i] == 0: A[i + len(cities), 
j*len(cities) + i] = 0 
         
     
    b = matrix(1.0, (2*(distancias.nrows - 1), 1)) 
    #print b 
 
    G = spdiag([-1.0]*((distancias.nrows - 1)**2)) 
    #print G 
 
##    G1 = [[0 for j in range(2*(len(cities)**2))] for i in 
range((len(cities)**2))] 
## 
##    for i in range(2*(len(cities)**2)): 
##            if i < len(cities)**2: G1[i][i] = -1 
##            else: G1[i - (len(cities)**2)][i] = 1 
## 
##    G = matrix(G1, tc = 'd') 
 




    h = matrix(0.0, ((distancias.nrows - 1)**2, 1)) 
    #print h 
 
##    h1 = [[0 for j in range(2*(len(cities)**2))] for i in 
range(1)] 
## 
##    for i in range(2*((len(cities)**2))): 
##            if i < len(cities)**2: h1[0][i] = 0 
##            else: h1[0][i] = 1 
## 
##    h = matrix(h1, tc = 'd') 
     
 
    #sol = solvers.lp(Cost, G, h, A, b) 
    solglpk = solvers.lp(Cost, G, h, A, b,'glpk') 
 
 
    print solglpk 
 
    X = matrix(solglpk['x'],(distancias.nrows - 1,distancias.nrows 
- 1)) 
    X1 = solglpk['x'] 
    #print "X" 
 
 
    #print "solution:" 
    #for k, v in solglpk.iteritems(): 




        #print v 
 
    f = X1 
    cont = 0 
    FO = 0 
    l =[[0 for j in range(distancias.nrows - 1)] for i in 
range(distancias.nrows - 1)] 
    for i in range(distancias.nrows - 1): 
 
        for j in range(distancias.nrows - 1): 
            if f[cont] == 1: l[i][j] = f[cont] 
            #l[i][j] = f[cont] 
            cont = cont + 1 
            FO = FO + l[i][j]*dist[i+1][j+1] 
 
    #return FO 
    print FO 
    print time.clock() 
    #return X 
    return l #, Cost, A, 
 




    """devuelve el resultado del problema de asignación asociado a 
la matriz 
    de distancias y la matriz de unos y ceros correspondiente a 
los subtours o tour optimo""" 




    #time.clock() 
    Cmod = costo_relajado(cities)[0] 
    #print Cmod11 
    Cmod1 = costo_relajado(cities)[1] 
    Cost = cvxopt.matrix(Cmod) 
    #print Cost 
    #vecs = 5 
 
    #cost = matrix(Cost, (distancias.nrows - 1,distancias.nrows - 
1)) 
 
    A = matrix(0.0, (2*(distancias.nrows - 1), (distancias.nrows - 
1)*(len(cities)/vecs))) #original 
     
    for i in range(distancias.nrows - 1): 
        A[i, i*(len(cities)/vecs):(i+1)*(len(cities)/vecs)] = 1.0 
# upper half 
 
    for i in range(len(cities)):  #lower modificada        
        for j in range(len(Cmod1)): 
            if Cmod1[j][1] == i: A[i+(distancias.nrows - 1), j ] = 
1.0 
 
             
    #print A 
    b = matrix(1.0, (2*(distancias.nrows - 1), 1)) #original 
    #b = matrix(1.0, (2*(distancias.nrows - 1) + 1, 1)) 





##    for i in range(2): ## se usa solo si quiero obligar a 
determinados arcos entrar y salir del deposito 
##        b[i*len(cities),0] = 3 
 
    G = spdiag([-1.0]*((len(cities)/vecs)*(len(cities)))) 
    #print G 
 
##    G1 = [[0 for j in range((len(cities)/vecs)*len(cities) + 1)] 
for i in range((len(cities)*(len(cities)/vecs)))] 
##           
##    for i in range((len(cities)*(len(cities)/vecs))): 
##        G1[i][i + 1] = -1.0 
##        for j in range((len(cities)/vecs)*len(cities) + 1): 
##                if j == 0: G1[i][j] = -Cmod[i] 
     
                    
##    for i in range(2*(len(cities)**2)): 
##            if i < len(cities)**2: G1[i][i] = -1 
##            else: G1[i - (len(cities)**2)][i] = 1 
## 
##    G = matrix(G1, tc = 'd') 
 
  
    h = matrix(0.0, ((distancias.nrows - 1)*(len(cities)/vecs), 
1)) 
##    h[0,0] = -150.0 
    #print h 
    #h = matrix(0.0, ((distancias.nrows - 1)*(len(cities)/vecs), 
1))#original 
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    #print h 
 
##    h1 = [[0 for j in range(2*(len(cities)**2))] for i in 
range(1)] 
## 
##    for i in range(2*((len(cities)**2))): 
##            if i < len(cities)**2: h1[0][i] = 0 
##            else: h1[0][i] = 1 
## 
##    h = matrix(h1, tc = 'd') 
     
 
    #sol = solvers.lp(Cost, G, h, A, b) 
    solglpk = solvers.lp(Cost, G, h, A, b,'glpk') 
    #intsol_glpk = ilp(Cost, G, h, A, b, set(range(len(Cost)))) 
 
    #print solglpk 
 
    #X = matrix(solglpk['x'],(distancias.nrows - 
1,len(cities)/vecs)) 
    X1 = solglpk['x'] 
    Z = solglpk['primal objective'] 
    #print Z 
    #X1 = intsol_glpk[1] 
    #print intsol_glpk 
    #print X 
 
 




    #for k, v in solglpk.iteritems(): 
        #print k 
        #print v 
 
    f = X1 
    cont = 0 
    l =[[0 for j in range(len(cities)/vecs)] for i in 
range(distancias.nrows - 1)] 
 
    for i in range(distancias.nrows - 1): 
        for j in range(len(cities)/vecs): 
            if f[cont] == 1: l[i][j] = f[cont] 
            #l[i][j] = f[cont] 
            cont = cont + 1 
         
 
    #return FO 
    #print FO 
    #return X 
    #print time.clock() 
    return l, Z #, X, X1, l, Cost, A, 
 
 
def APmodmod_COTA(cities, cota): 
 
    """devuelve el resultado del problema de asignación asociado a 
la matriz 
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    de distancias y la matriz de unos y ceros correspondiente a 
los subtours o tour optimo, modificado para obtener otros 
conjuntos se subtours a partir de cotas inferiores""" 
 
     
    Cmod = costo_relajado(cities)[0]   
    Cmod1 = costo_relajado(cities)[1] 
    Cost = cvxopt.matrix(Cmod) 
 
    A = matrix(0.0, (2*(distancias.nrows - 1), (distancias.nrows - 
1)*(len(cities)/vecs))) #original 
     
    for i in range(distancias.nrows - 1): 
        A[i, i*(len(cities)/vecs):(i+1)*(len(cities)/vecs)] = 1.0 
# upper half 
 
    for i in range(len(cities)):  #lower modificada        
        for j in range(len(Cmod1)): 
            if Cmod1[j][1] == i: A[i+(distancias.nrows - 1), j ] = 
1.0 
 
    b = matrix(1.0, (2*(distancias.nrows - 1), 1)) #original 
 
    #G = spdiag([-1.0]*((len(cities)/vecs)*(len(cities)))) 
 
    G1 = [[0 for j in range((len(cities)/vecs)*len(cities) + 1)] 
for i in range((len(cities)*(len(cities)/vecs)))] 
           
    for i in range((len(cities)*(len(cities)/vecs))): 
        G1[i][i + 1] = -1.0 




                if j == 0: G1[i][j] = -Cmod[i] 
                 
    G = matrix(G1, tc = 'd') 
 
  
    h = matrix(0.0, ((distancias.nrows - 1)*(len(cities)/vecs) + 
1, 1)) 
    h[0,0] = -cota 
 
    #sol = solvers.lp(Cost, G, h, A, b) 
    #solglpk = solvers.lp(Cost, G, h, A, b,'glpk') 
    intsol_glpk = ilp(Cost, G, h, A, b, set(range(len(Cost)))) 
 
 
    #X = matrix(solglpk['x'],(distancias.nrows - 
1,len(cities)/vecs)) 
    #X1 = solglpk['x'] 
    X1 = intsol_glpk[1] 
    X2= intsol_glpk[0] 
    #print X 
 
    #print "solution:" 
    #for k, v in solglpk.iteritems(): 
        #print k 
        #print v 
 
    f = X1 
    cont = 0 
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    l =[[0 for j in range(len(cities)/vecs)] for i in 
range(distancias.nrows - 1)] 
 
    for i in range(distancias.nrows - 1): 
        for j in range(len(cities)/vecs): 
            if f[cont] == 1: l[i][j] = f[cont] 
            cont = cont + 1 
         
 
    #return FO 
    #print FO 
    #return X 
    #print time.clock() 





     
    FO = 0 
    print time.clock() 
    l = APmod_cvxopt(cities) 
    print time.clock() 
    ST = [] 
    #ST = [range(distancias.nrows - 1)] 
    ult = first(cities) 





    while unvisited: 
 
        st =["dummy", ult] 
        cont = 0 
         
        while st[0] <> st[-1]: 
 
              st.append(max(set(range(distancias.nrows - 1)), key 
= lambda x: l[ult][x])) 
              ult = st[-1] 
              unvisited = unvisited - {ult} 
              if cont == 0 : st.remove("dummy") 
              cont = cont + 1 
 
        #print st 
        ult = first(unvisited) 
        ST.append(st) 
 
    print len(ST) 
    print time.clock() 
 




   
    #vecs = 5 
    FO = 0 
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    #print time.clock() 
    l = APmodmod_cvxopt(cities)[0] 
    pointer = costo_relajado(cities)[2] 
    #print time.clock() 
    ST = [] 
    #ST = [range(distancias.nrows - 1)] 
    ult = first(cities) 
    unvisited = cities - {ult} 
 
    while unvisited: 
 
        st =["dummy", ult] 
        cont = 0 
         
        while st[0] <> st[-1]: 
 
              buscar1 = max(set(range(len(cities)/vecs)), key = 
lambda x: l[ult][x]) 
              st.append(pointer[st[-1]][buscar1][1]) 
              ult = st[-1] 
              unvisited = unvisited - {ult} 
              if cont == 0 : st.remove("dummy") 
              cont = cont + 1 
 
        #print st 
        ult = first(unvisited) 





    print len(ST) 
    #print time.clock() 
 
    return ST 
 
def subtours_optroutes(APsolution): 
   
    #vecs = 5 
    FO = 0 
    #print time.clock() 
    l = APsolution[0] 
    Cota = APsolution[1] 
     
    pointer = costo_relajado(cities)[2] 
    #print time.clock() 
    ST = [] 
    #ST = [range(distancias.nrows - 1)] 
    ult = first(cities) 
    unvisited = cities - {ult} 
 
    while unvisited: 
 
        st =["dummy", ult] 
        cont = 0 
         
        while st[0] <> st[-1]: 
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              buscar1 = max(set(range(len(cities)/vecs)), key = 
lambda x: l[ult][x]) 
              st.append(pointer[st[-1]][buscar1][1]) 
              ult = st[-1] 
              unvisited = unvisited - {ult} 
              if cont == 0 : st.remove("dummy") 
              cont = cont + 1 
 
        #print st 
        ult = first(unvisited) 
        ST.append(st) 
 
    print len(ST) 
    #print time.clock() 
 




     
    NST = [] #lista de subtours cortados AL DERECHO Y AL REVES 
IDEAL PARA ARMAR TSP'S 
    NN = [] #lista de posibles vecinos 
     
 
    for i in range(len(ST)): 
         
        if len(ST[i]) < 4: 




            NST.append(a[0]) 
            NST.append(a) 
            NST.append(a[-1]) 
            NST.append(a[::-1]) 
            NN.append(a[0]) 
            NN.append(a[-1]) 
             
        else:  
            a = ST[i][:-1] 
            b = ST[i][1:] 
 
            if route_distance1(a) < route_distance1(b): #se toma 
solo la cola menor del subtour 
                NST.append(a[0]) 
                NST.append(a) 
                NST.append(a[-1]) 
                NST.append(a[::-1]) 
                #NST.append(b[0]) #.. sólo para integrar más 
posibilidades, estas en rojo sólo sirven para eso pues son más 
costosas 
                #NST.append(b) 
                NN.append(a[0]) 
                NN.append(a[-1]) 
                #NN.append(b[0]) 
            else: 
                NST.append(b[0]) 
                NST.append(b) 
                NST.append(b[-1]) 
                NST.append(b[::-1]) 
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                #NST.append(a[-1]) 
                #NST.append(a[::-1]) 
                NN.append(b[0]) 
                NN.append(b[-1]) 
                #NN.append(a[-1]) 
 
                ## asi se integran todas las colas del subtour... 
##                NST.append(a) 
##                NST.append(b[::-1]) 
##                NST.append(a[::-1]) 
##                NST.append(b) 
##                NN.append(ST[i][0]) 
##                NN.append(ST[i][-2]) 
##                NN.append(ST[i][1]) 
 




     
    NST = [] #lista de subtours cortados AL DERECHO Y AL REVES 
IDEAL PARA ARMAR TSP'S 
    NN = [] #lista de posibles vecinos 
     
 
    for i in range(len(ST)): 
 




         
            if len(ST[i]) < 4: 
                a = ST[i][:-1] 
                NST.append(a[0]) 
                NST.append(a) 
                NST.append(a[-1]) 
                NST.append(a[::-1]) 
                NN.append(a[0]) 
                NN.append(a[-1]) 
                 
            else: 
                br_arc = maxarc(ST[i])[0] 
                a = ST[i][br_arc + 1:] 
                b = ST[i][:br_arc + 1] 
                st = a + b[1:] 
                        
                NST.append(st[0]) 
                NST.append(st) 
                NST.append(st[-1]) 
                NST.append(st[::-1]) 
                #NST.append(b[0]) #.. sólo para integrar más 
posibilidades, estas en rojo sólo sirven para eso pues son más 
costosas 
                #NST.append(b) 
                NN.append(st[0]) 
                NN.append(st[-1]) 
                #NN.append(b[0]) 
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        else: 
 
            a = ST[i] 
            NST.append(a[0]) 
            NST.append(a) 
            NST.append(a[-1]) 
            NST.append(a[::-1]) 
            NN.append(a[0]) 
            NN.append(a[-1]) 
             
 
    return NST, NN 
 
 
def maxarcs(route, breaks): 
 
    """igual que la anterior pero para conjuntos que comienzan en 
cero""" 
 
    MAX = [] 
    orden = range(len(route)-1) 
 
    for i in range(breaks): 
         
        if len(MAX) > 0: 
            #print orden 
            orden.remove(MAX[-1]) 





        else: 
            #print orden 
            arcmax = max(orden, key = lambda 
x:C1[route[x]][route[x+1]]) 
 
        MAX.append(arcmax)                 
 





    MAX = [] 
 
    for i in range(len(route)): 
 
        if i < len(route) - 1: 
 
            MAX.append(i,C1[route[i]][route[i+1]], 
[route[i],route[i+1]]) 
 
        elif i == len(route) - 1: 
 
            MAX.append(i, C1[route[i]][route[i+1]], 
[route[i],route[i+1]]) 
 
    return MAX 
 
def K_opt(route, breaks): 
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    """procedimiento 2-opt, modifica el tour cada que encuentra 
mejora y vuelve a recalcular""" 
 
##    cont = 0 
##    while cont = 0: 
    cont1 = 0 
       
    while cont1 == 0: 
 
        #print "hola1" 
        cont = 0  
        while cont == 0: 
 
            #print cont 
            exparcs = maxarcs(route, breaks)[0] 
            #print "hola" 
 
            for i in exparcs: 
                 
                if cont > 0: break 
                #print i 
                #print cont 
                 
                for j in range(len(route) - 1): 
                    #print j 
                    if i <> j: 
                        if i < j: 




                            if (C1[route[i]][route[i+1]] + 
C1[route[j]][route[j+1]]) - (C1[route[i]][route[j]] + 
C1[route[i+1]][route[j+1]]) > 0: 
                                a = route[:i + 1] 
                                #print a 
                                b = route[i + 1:j + 1][::-1] 
                                c = route[j + 1:] 
                                route = a + b + c 
                                #print route 
                                cont = cont + 1 
                                #print cont 
                                break 
                        else: 
                            if (C1[route[j]][route[j+1]] + 
C1[route[i]][route[i+1]]) - (C1[route[j]][route[i]] + 
C1[route[j+1]][route[i+1]]) > 0: 
                                a = route[:j + 1] 
                                #print a 
                                b = route[j + 1:i + 1][::-1] 
                                c = route[i + 1:] 
                                route = a + b + c 
                                #print route 
                                cont = cont + 1 
                                #print cont 
                                break 
 
            if cont == 0: 
                cont1 = 1 
                break 





    return route 
 
 
def K_opt1(route, breaks): 
    """procedimiento 2-opt, recorre todo un i, al final selecciona 
la mejor ruta obtenida por cortes 
    sino sigue con el siguiente i, pero solo actualiza la ruta al 
terminar de recorrerlo todo (el cortei""" 
 
    cont = 0 
 
    while cont == 0: 
 
        exparcs = maxarcs(route, breaks)[0] 
        #print 'hola', exparcs 
        cont1 = 0 
         
        for i in exparcs: 
     
            better = [] 
            cont1 = cont1 + 1 
            #print cont1, 'entra i =' 
             
            for j in range(len(route) - 1): 
                
                if i <> j: 




                         
                        if (C1[route[i]][route[i+1]] + 
C1[route[j]][route[j+1]]) - (C1[route[i]][route[j]] + 
C1[route[i+1]][route[j+1]]) > 0: 
                            a = route[:i + 1] 
                            b = route[i + 1:j + 1][::-1] 
                            c = route[j + 1:] 
                            route1 = a + b + c 
                            better.append(route1) 
                             
                    else: 
                        if (C1[route[j]][route[j+1]] + 
C1[route[i]][route[i+1]]) - (C1[route[j]][route[i]] + 
C1[route[j+1]][route[i+1]]) > 0: 
                            a = route[:j + 1] 
                            b = route[j + 1:i + 1][::-1] 
                            c = route[i + 1:] 
                            route1 = a + b + c 
                            better.append(route1) 
                      
            if better: 
                route = shortest(better) 
                #print route 
                break 
                     
        if cont1 == len(exparcs): break 
 
    return route 
 




def TSPlike_tours(cities,ST,cuts, start = None): 
 
    #print time.clock() 
 
    NST = breakST_2(ST)[0] 
    NN = breakST_2(ST)[1] 
    if start is None: 
 
        start = NST[1] 
 
        TOURS = start           
 
        unvisited = set(NN) - set(TOURS) 
 
        while unvisited: 
             
                vec = vecinocercano(TOURS[-1], unvisited) 
                stvec = NST[NST.index(vec) + 1] 
                TOURS = TOURS + stvec 
                unvisited = unvisited - set(stvec) 
        TOURS = [TOURS] 
                 
    elif start == 'all': 
 
        TOURS =[] 
 




         
            tour = i  
 
            unvisited = set(NN) - set(tour) 
 
            while unvisited: 
                 
                    vec = vecinocercano(tour[-1], unvisited) 
                    stvec = NST[NST.index(vec) + 1] 
                    tour = tour + stvec 
                    unvisited = unvisited - set(stvec) 
 
            TOURS.append(tour) 
            #print route_distancedepot1(tour) 
 
    #print time.clock() 
 
    ShTOURS = [] 
    #print len(TOURS), 'hola' 
 
    if len(TOURS) >= cuts: 
         
        for i in range(cuts): #nuevo.. 
 
            T = shortest(TOURS) 
            ShTOURS.append(T) 
            TOURS.remove(T) 
    else: 
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        for i in range(len(TOURS)): 
            T = shortest(TOURS) 
            ShTOURS.append(T) 
            TOURS.remove(T) 
 
    #print route_distancedepot1(shortest(ShTOURS)) 
    #print TOURS 
 
    SSHTOURS = ShTOURS 
 
    TOURS2 = [] 
 
    for i in range(len(ShTOURS)): 
 
        tour = ShTOURS[i] 
        #tour = shortest(TOURS) 
        #h = tour 
        h = K_opt1(tour, 10) 
 
        while True: 
             
            prove = route_distancedepot1(h) 
            k = maybe_move_cities(h) 
            if route_distancedepot1(k) == prove: break 
 
        c = K_opt1(k, 10) 





        #print TOURS2     
 
    #print time.clock() 
 
    #print route_distancedepot1(shortest(ShTOURS)) 
    #print route_distancedepot1(shortest(TOURS2)) 
 
     
    return TOURS, shortest(ShTOURS), NST, 
route_distancedepot1(shortest(ShTOURS)), shortest(TOURS2), 
shortest(SSHTOURS) 
             
 
 
def TSPlike_tours_2starts(cities,ST,start = None): 
 
    """realiza tours por NN uniendo subtoours quebrados. pero 
comenzando en dos puntos del grafo (dos cadenas)""" 
 
    #print time.clock() 
## 
##    NST = breakST_2(ST)[0] 
##    print NST 
##    NN = breakST_2(ST)[1] 
##    print NN 
    ALLTOURS = [] 
 
    #if start is None: start = NST[1] 
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    for i in range(len(breakST_2(ST)[0]))[1::2]: 
 
        NST = breakST_2(ST)[0] 
        #print NST 
        NN = breakST_2(ST)[1] 
        #print NN 
         
        tour1 = NST[i] #start 
        unvisited = set(NN) - set(tour1) 
        #print unvisited 
        #r = random.choice(list(unvisited)) 
        r = random.randint(0, len(unvisited)) 
 
        tour2 = NST[NST.index(list(unvisited)[r]) + 1]  
        #tour2 = [NST[NST.index(vecinocercano([start][0], 
unvisited - set(tour1))) + 1]] 
        unvisited = unvisited - set(tour2) 
         
        while unvisited: 
            #nn = np.argmin(tour[-1]) 
            C = vecinocercano(tour1[-1], unvisited) 
            stvec = NST[NST.index(C) + 1] 
            tour1 = tour1 + stvec 
            #print tour1 
            unvisited = unvisited - set(stvec) 
            if unvisited: 
                D = vecinocercano(tour2[-1], unvisited) 




                tour2 = tour2 + stvec1 
                #print tour2 
                unvisited = unvisited - set(stvec1) 
 
        tour1 = tour1 + tour2[::-1] 
        tour2 = tour1 + tour2 
 
        if route_distance1(tour1) < route_distance1(tour2): 
 
            tour = tour1 
 
        else: 
             
            tour = tour2 
 
        ALLTOURS.append(tour) 
 
    ShTOURS = [] 
    #print len(TOURS), 'hola' 
 
    if len(ALLTOURS) >= 20: 
         
        for i in range(20): #nuevo.. 
 
            T = shortest(ALLTOURS) 
            ShTOURS.append(T) 
            ALLTOURS.remove(T) 
    else: 
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        for i in range(len(ALLTOURS)): 
            T = shortest(ALLTOURS) 
            ShTOURS.append(T) 
            ALLTOURS.remove(T) 
 
     
    #print TOURS 
 
    TOURS2 = [] 
 
    for i in range(len(ShTOURS)): 
 
        tour = ShTOURS[i] 
        #tour = shortest(TOURS) 
        #h = tour 
        h = K_opt1(tour, 10) 
 
        while True: 
             
            prove = route_distancedepot1(h) 
            k = maybe_move_cities(h) 
            if route_distancedepot1(k) == prove: break 
 
        c = K_opt1(k, 10) 
         
        TOURS2.append(c) 
     









def AP_subtours(ST, VECS): 
 
    ST = ST 
    NN1 = breakST_2(ST)[1] #obtengo posibles vecinos, es decir los 
extremos de los subtours quebrados# 
    #print NN1 
    NST = breakST_2(ST)[0] #obtengo todos los subtours quebrados 
precedidos por el nodo con el cual comienzan (st al derecho y al 
revés 
    #print len(NST), 'len NST apst' 
    vecs = VECS 
    #print VECS 
    #print NN1 
    RefMatrix = [[0 for j in range(vecs)] for i in 
range(len(NST[0::2]))] 
    RefCost = [[0 for j in range(vecs)] for i in 
range(len(NST[0::2]))] 
    CC = [] 
    Costo = [] 
     
    for i in range(len(NST[0::2])): 
        NNs = vecinos1(NST[i*2], set(NN1) - set(NST[i*2 + 1]), 
vecs) 
        #print NNs 
        #NNs = vecinos1(NST[i*2], NN1, vecs) 
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        for j in range(vecs): 
            RefMatrix[i][j] = C1[NST[i*2]][NNs[j]] 
            RefCost[i][j] = [NST[i*2], NNs[j], RefMatrix[i][j]] 
            CC.append(RefCost[i][j]) 
            Costo.append(C1[NST[i*2]][NNs[j]]) 
 
 
    Cost = cvxopt.matrix(Costo) 
 
    #A = matrix(0.0, (2*(len(NST[0::2])), 
(len(NST[0::2]))*(vecs))) 
    A = matrix(0.0, ((len(NST[0::2])), (len(NST[0::2]))*(vecs))) 
 
##    for i in range(len(NST[0::2])): 
##        A[i, i*(vecs):(i+1)*(vecs)] = 1.0 # upper half 
 
##    for i in range(len(NST[0::2])):  #lower modificada        
##        for j in range(len(Costo)): 
##            if CC[j][1] == NST[i*2]: A[i+(len(NST[0::2])), j ] = 
1.0 
 
    for i in range(len(NST[0::2])):  #lower modificada        
        for j in range(len(Costo)): 
            if CC[j][1] == NST[i*2] or CC[j][0] == NST[i*2]: A[i, 
j] = 1.0  
             
     
    #b = matrix(1.0, (2*(len(NST[0::2])), 1)) 




    #print b 
 
##    for i in range(2): ## se usa solo si quiero obligar a 
determinados arcos entrar y salir del deposito 
##        b[i*len(cities),0] = 3 
 
    G = spdiag([-1.0]*((vecs)*(len(NST[0::2])))) 
    #print G 
 
##    G1 = [[0 for j in range(2*(len(cities)**2))] for i in 
range((len(cities)**2))] 
## 
##    for i in range(2*(len(cities)**2)): 
##            if i < len(cities)**2: G1[i][i] = -1 
##            else: G1[i - (len(cities)**2)][i] = 1 
## 
##    G = matrix(G1, tc = 'd') 
 
  
    h = matrix(0.0, ((len(NST[0::2]))*(vecs), 1)) 
    #print h 
 
##    h1 = [[0 for j in range(2*(len(cities)**2))] for i in 
range(1)] 
## 
##    for i in range(2*((len(cities)**2))): 
##            if i < len(cities)**2: h1[0][i] = 0 
##            else: h1[0][i] = 1 
## 
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##    h = matrix(h1, tc = 'd') 
     
 
    #sol = solvers.lp(Cost, G, h, A, b) 
    solglpk = solvers.lp(Cost, G, h, A, b,'glpk') 
    #intsol_glpk = ilp(Cost, G, h, A, b, set(range(len(Costo)))) 
     
    #print intsol_glpk 
    #print solglpk 
 
    X = matrix(solglpk['x'],(len(NST[0::2]),vecs)) 
    X1 = solglpk['x'] 
    #X2 = intsol_glpk[1] 
    #print X2 
    #print X 
 
    f = X1 
    #print f 
    cont = 0 
    l =[[0 for j in range(vecs)] for i in range(len(NST[0::2]))] 
    Asig = [] 
    nonfeasible = [] ## soluciones no factibles.. estrucutura para 
intentar controlar el problema 
     
    for i in range(len(NST[0::2])): 
        for j in range(vecs): 
            if f[cont] == 1: 




                Asig.append(CC[cont][0]) 
                Asig.append([CC[cont][0], CC[cont][1]]) 
                Asig.append(CC[cont][1]) 
                Asig.append([CC[cont][1], CC[cont][0]]) 
            elif f[cont] > 0: 
                #print f[cont] 
                nonfeasible.append([CC[cont][0], CC[cont][1]])     
             
            #l[i][j] = f[cont] 
            cont = cont + 1 
    #print nonfeasible         
    #print nonfeasible 
    #print Asig 
    #convertir solucion del problema de asignacion aplicado a 
subtours fracturados en los nuevos subtours 
 
    #print nonfeasible 
 
    while len(nonfeasible) > 1: 
        a = shortestpath(nonfeasible) 
        if a[0] not in Asig and a[1] not in Asig: 
            Asig.append(a[0]) 
            Asig.append([a[0], a[1]]) 
            Asig.append(a[1]) 
            Asig.append([a[1], a[0]]) 
            #print Asig 
 
        nonfeasible.remove(a) 
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    #print Asig 
    #print nonfeasible 
     
    #ST1 = [] 
    ST2 = [] #nuevo 
    unvisited = cities 
    NN = set(NN1) 
    #print len(NST[0::2]) 
 
    for i in range(len(NST[0::2])): #nuevo 
 
        ST1 = [] #nuevo' 
        unvisited = cities #nuevo' 
        NN = set(NN1) #nuevo' 
        while unvisited: 
             
            #print unvisited 
            if len(ST1) == 0: subtour = NST[i*2 + 1] #nuevo' 
            else: 
                if first(unvisited) in NST: subtour = 
NST[NST.index(first(unvisited)) + 1] 
                else: subtour = NST[NST.index(first(NN)) + 1] 
             
            while True: 
 
                ult = subtour[-1] 
                #print Asig.index(ult) 




                    if Asig[Asig.index(ult) + 1][-1] in unvisited: 
                        stindex = Asig[Asig.index(ult) + 1] 
                    else: stindex = ['dummy', subtour[0]] 
                                      
                else: stindex = ['dummy', subtour[0]] 
                #stindex = Asig[Asig.index(ult) + 1] if ult in 
Asig else ['dummy', subtour[0]] 
                subtour = subtour + stindex[1::] 
                #print subtour 
                unvisited = unvisited - set(subtour) 
                NN = NN - set(subtour) 
                #print subtour 
                if subtour[0] == subtour[-1]: break 
                ult = subtour[-1] 
                stindex = NST[NST.index(ult) + 1] 
                subtour = subtour + stindex[1::] 
                unvisited = unvisited - set(subtour) 
                NN = NN - set(subtour) 
                if subtour[0] == subtour[-1]: break 
                 
                #print subtour 
            #print unvisited 
            ST1.append(subtour) 
        ST2.append(ST1) 
    #print len(ST1), 'ST1' 
    #print len(ST2), 'ST2' 
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    return l, RefMatrix, RefCost, CC, Costo, Asig, ST1, ST2, 
nonfeasible 
                              
         
         
def constructive(cities, bests): 
    'integra constructive con TSPlike_tours, cada tsp like realiza 
maybe move y 2 opt sobre bests de todos los tours' 
 
    print time.clock() 
    ST = subtours_modmod(cities) 
    print ST 
    TOURS =[] 
    TOURS.append(TSPlike_tours(cities, ST, bests, 'all')[4]) 
    #TOURS.append(TSPlike_tours_2starts(cities, ST)) 
     
 
    while len(ST) > 1: 
         
##        if len(ST) > 100: VECS = ((len(ST) - 1)*2/20)  
##        elif len(ST) > 50 and len(ST) <= 100: VECS = ((len(ST) - 
1)*2/10)  
##        elif len(ST) > 9 and len(ST) <=50: VECS = ((len(ST) - 
1)*2/5) 
##        else: VECS = len(ST) ## 5 y 9 
        VECS = ((len(ST) - 1)*2/5) if len(ST) > 9 else len(ST) 
        #print VECS  
        newST = AP_subtours(ST, VECS)[7][0] 





        print  
        #if len(newST) > 1: 
TOURS.append(TSPlike_tours_2starts(cities, newST)) 
        #print newST 
        #ST = newST 
        #print len(ST) 
        if len (ST) <> len(newST): 
             
            ST = newST 
        else: break 
 
    print time.clock() 
    return ST, shortest(TOURS), largest(TOURS) 
         
         
def TSPlike_tours_all(ST): 
     
    return shortest(TSPlike_tours(cities, newST, 'all')[4] 
                         for newST in ST) 
                     







    NST = breakST_2(subtours_modmod(cities)) 
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    return shortest(TSPlike_tours_2starts(cities, 
subtours_modmod(cities))[1]  
                         for i in range(10)) 
 
def NN_all_plus(cities, cuts): 
     
    print time.clock() 
    T = NN_all_all(cities) 
    ShTOURS = [] 
    #print len(TOURS), 'hola' 
 
    if len(T) >= cuts: 
         
        for i in range(cuts): #nuevo.. 
 
            t = shortest(T) 
            ShTOURS.append(t) 
            T.remove(t) 
    else: 
        for i in range(len(T)): 
            t = shortest(T) 
            ShTOURS.append(t) 
            T.remove(T) 
 
     





    TOURS2 = [] 
 
    for i in range(len(ShTOURS)): 
 
        tour = ShTOURS[i] 
        #tour = shortest(TOURS) 
        #h = tour 
        h = K_opt1(tour, 10) 
 
        while True: 
             
            prove = route_distancedepot1(h) 
            k = maybe_move_cities(h) 
            if route_distancedepot1(k) == prove: break 
 
        c = K_opt1(k, 10) 
         
        TOURS2.append(c) 
    print time.clock() 
 
    return shortest(TOURS2) 
 
 
def subroutes(subtour, Q): 
    """obtengo rutas a partir de un subtour""" 
 
    routes = [] 
    if 0 in subtour: 
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        if len(subtour) > 3: 
            if subtour[0] == 0: 
                l = subtour[1:-1] + subtour[1:-1] 
            else: 
                l = subtour[subtour.index(0)+1:] + 
subtour[1:subtour.index(0)] + subtour[subtour.index(0)+1:] + 
subtour[1:subtour.index(0)] 
             
        else: 
            routes.append(subtour) 
            l = "no aplica" 
    else: l = subtour[:-1] + subtour[:-1] 
     
    if len(routes) == 0: 
        if route_demand(subtour) <= Q: 
            for i in range(len(l)/2): 
                for j in range(i + 1, len(l)): 
                     
                    r = [0] + l[i:j] + [0] 
                    routes.append(r) 
                    if l[i] == l[j]: break 
        else: 
            for i in range(len(l)/2): 
                for j in range(i + 1, len(l)): 
                     
                    r = [0] + l[i:j] + [0] 
                    if route_demand(r) <= Q: routes.append(r) 
                    if l[i] == l[j]: break 




    return  routes, l 
 
def subroutes1(subtour, Q): 
    """obtengo rutas a partir de subtours""" 
 
    routes1 = [] 
 
    for i in range(len(subtour)): 
         
        routes =[] 
        if 0 in subtour[i]: 
            if len(subtour[i]) > 3: 
                if subtour[i][0] == 0: 
                    l = subtour[i][1:-1] + subtour[i][1:-1] 
                else: 




            else: 
                routes.append(subtour[i]) 
                if subtour[i] not in routes1: 
routes1.append(subtour[i]) 
                l = "no aplica" 
        else: l = subtour[i][:-1] + subtour[i][:-1] 
         
        if len(routes) == 0: 
            if route_demand(subtour[i]) <= Q: 
                for i in range(len(l)/2): 
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                    for j in range(i + 1, len(l)): 
                         
                        r = [0] + l[i:j] + [0] 
                        routes.append(r) 
                        if r and r[::-1] not in routes1: 
routes1.append(r) 
                        if l[i] == l[j]: break 
            else: 
                for i in range(len(l)/2): 
                    for j in range(i + 1, len(l)): 
                         
                        r = [0] + l[i:j] + [0] 
                        if route_demand(r) <= Q: 
                            routes.append(r) 
                            if r and r[::-1] not in routes1: 
routes1.append(r) 
                        if l[i] == l[j]: break 
         
    return  routes1 #, l 
 
 
def failure_prob(client, route, Q, stop): 
    """obtengo número de fallos esperados en un cliente""" 
    criteria = stop 
    U = 0 
    failurep = 0 
        
    while True: 




        U = U + 1 
        #print U 
        prob1 = poisson.cdf(U*Q, route_demand(route[:client + 1])) 
        if route_demand(route[:client]) == 0: 
            prob2 = 1 
        else: 
            prob2 = poisson.cdf(U*Q, route_demand(route[:client])) 
        #print prob1 
        #print prob2 
        uprob = prob2 - prob1 
        #print uprob 
        failurep = failurep + uprob 
        #failurep1 = failure - uprob ##ojoooooooooooooo 
         
        #print failurep 
        #if U == 5: break 
        if U > 1 and  uprob < criteria: break 
         
         
    return failurep 
         
def failure_cost(route, Q, stop): 
    """Costo esperado por route failures en una ruta""" 
 
    #C_failure = [failure_prob(client, route, Q, stop) 
                         #for client in range(1, len(route) - 1)] 
 
    #print C_failure 




    Ecost = 0 
     
    for i in range(1,len(route) - 1): 
      
        Ecost = Ecost + (failure_prob(i, route, Q, 
stop)*2*C1[route[i]][0]) 
        #Ecost = Ecost + (C_failure[i-1]*2*C1[route[i]][0]) 
 
    Tcost = Ecost + route_distance1(route) 
 
    return Ecost, Tcost 
 
def failure_cost1(route, Q, stop): 
    """Costo esperado por route failures en una ruta""" 
 
    #C_failure = [failure_prob(client, route, Q, stop) 
                         #for client in range(1, len(route) - 1)] 
 
    #print C_failure 
 
    Ecost = 0 
     
    for i in range(1,len(route)): 
      
        Ecost = Ecost + (failure_prob(i, route, Q, 
stop)*2*C1[route[i]][0]) 





    Tcost = Ecost + route_distancedepot1(route) 
 
    return Ecost, Tcost 
 
def shortEST_tour(routes, Q, stop): 
 
    cost = [] 
     
    for i in range(len(routes)): 
        cost.append(failure_cost1(routes[i], Q, stop)[1]) 
 
    t = min(cost) 
    shortEST = routes[cost.index(t)] 
     
    return shortEST 
 
 
def min_Ecostroute(route, Q, stop): 
     
    #print route 
    if len(route) < 1: 
        r = route 
        Tcost = route_distance1(r) 
    else: 
        r1 = route 
        r2 = route[::-1] 
        f1 = failure_cost(r1,Q,stop)[1] 
        f2 = failure_cost(r2,Q,stop)[1] 
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        if f1 > f2: 
            r = r2 
            Tcost = f2 
        else: 
            r = r1 
            Tcost = f1 
         
    detcost = route_distance1(r) 
     




def TSPlike_toursEST(cities,ST,cuts, Q, stop, start = None): 
 
    #print time.clock() 
 
    NST = breakST_2(ST)[0] 
    NN = breakST_2(ST)[1] 
    if start is None: 
 
        start = NST[1] 
 
        TOURS = start           
 
        unvisited = set(NN) - set(TOURS) 
 




             
                vec = vecinocercano(TOURS[-1], unvisited) 
                stvec = NST[NST.index(vec) + 1] 
                TOURS = TOURS + stvec 
                unvisited = unvisited - set(stvec) 
        TOURS = [TOURS] 
                 
    elif start == 'all': 
 
        TOURS =[] 
 
        for i in NST[1:-1:2]: 
         
            tour = i  
 
            unvisited = set(NN) - set(tour) 
 
            while unvisited: 
                 
                    vec = vecinocercano(tour[-1], unvisited) 
                    stvec = NST[NST.index(vec) + 1] 
                    tour = tour + stvec 
                    unvisited = unvisited - set(stvec) 
 
            t = tour[tour.index(0):] + tour[:tour.index(0)] 
            TOURS.append(t) 
            #print route_distancedepot1(tour) 
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    #print time.clock() 
 
    ShTOURS = [] 
    #print len(TOURS), 'hola' 
 
    if len(TOURS) >= cuts: 
         
        for i in range(cuts): #nuevo.. 
 
            T = shortEST_tour(TOURS, Q, stop) 
            ShTOURS.append(T) 
            TOURS.remove(T) 
    else: 
        for i in range(len(TOURS)): 
            T = shortEST_tour(TOURS, Q, stop) 
            ShTOURS.append(T) 
            TOURS.remove(T) 
 
     
    #print TOURS 
 
    TOURS2 = [] 
 
    for i in range(len(ShTOURS)): 
 
        tour = ShTOURS[i] 
        #tour = shortest(TOURS) 




        h = K_opt1(tour, 10) 
 
        while True: 
             
            prove = route_distancedepot1(h) 
            k = maybe_move_cities(h) 
            if route_distancedepot1(k) == prove: break 
 
        c = K_opt1(k, 10) 
        TOURS2.append(c)#(k) 
 
        #print TOURS2     
 
    #print time.clock() 
 
    return TOURS, shortest(ShTOURS), NST, 






def routes_constructive(cities, bests, Q, feasibility): 
    """integra constructive con TSPlike_tours, cada tsp like 
realiza maybe move y 2 opt sobre bests de todos los tours, 
        construye subtours que son quebrados en rutas se evalua su 
costo y se realiza set partitioning""" 
 
    stop = 0.000000000000001 
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    print time.clock() 
    ST1 =[] 
    ST = subtours_modmod(cities) 
    ST1 = ST1 + ST 
    #ST1 = ST 
    print ST 
    TOURS =[] 
    #TOURS.append(TSPlike_toursEST(cities,ST, bests, Q, stop, 
'all')[4]) 
    TOURS.append(TSPlike_tours(cities, ST, bests, 'all')[4]) 
    TOURS.append(TSPlike_tours(cities, ST, bests, 'all')[1]) 
    
    #TOURS.append(TSPlike_tours_2starts(cities, ST)) 
 
 
    while len(ST) > 1: 
 
         
        VECS = ((len(ST) - 1)*2/5) if len(ST) > 9 else len(ST) 
        newST = AP_subtours(ST, VECS)[7][0] 
        dummie = AP_subtours(ST, VECS)[7] 
        #print newST 
        #TOURS.append(TSPlike_toursEST(cities,newST, bests, Q, 
stop, 'all')[4]) 
        TOURS.append(TSPlike_tours(cities, newST,bests, 'all')[4]) 
        TOURS.append(TSPlike_tours(cities, newST, bests, 
'all')[1]) 
        #if len(newST) > 1: 
TOURS.append(TSPlike_tours_2starts(cities, newST)) 




        if len (ST) <> len(newST): 
 
            ST = newST 
            ST1 = ST1 + newST 
             
        else: break 
 
    for i in range(len(TOURS)): 
        t = TOURS[i][0] 
        TOURS[i].append(t) 
 
    ST1 = ST1 + TOURS 
 
    print ST1 
    routes = subroutes1(ST1, Q) 
    #print routes 
    defroutes = [min_Ecostroute(route, Q, stop) for route in 
routes] 
 
    #Refroutescost = [failure_cost(route, Q, stop) for route 
routes] 
 
    Costo = [defroutes[i][1] for i in range(len(defroutes))] 
    #Costo = [defroutes[i][2] for i in range(len(defroutes))] 
 
    Cost = cvxopt.matrix(Costo) 
    #print Cost 
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    A = matrix(0.0, ((len(cities) - 1), (len(defroutes)))) 
 
    for i in range(1, len(cities)):  #lower modificada        
        for j in range(len(Costo)): 
            if i in defroutes[j][0] : A[i-1, j] = 1.0  
             
     
    b = matrix(1.0, ((len(cities)-1), 1)) 
 
    G = spdiag([-1.0]*(len(defroutes))) 
  
    h = matrix(0.0, ((len(defroutes), 1))) 
     
 
 
    if feasibility == "si": 
        intsol_glpk = ilp(Cost, G, h, A, b, 
set(range(len(Costo)))) 
        X = intsol_glpk[1] 
        solution =[] 
        Ecost = 0 
        Detcost = 0 
        for i in range(len(X)): 
            if X[i] ==  1: 
                solution.append(defroutes[i][0]) 
                Ecost = Ecost + defroutes[i][1] 
                Detcost = Detcost + defroutes[i][2] 




    else: 
        solglpk = solvers.lp(Cost, G, h, A, b,'glpk') 
        X = solglpk['x'] 
         
    #sol = solvers.lp(Cost, G, h, A, b) 
 
     
    print time.clock() 
    return ST, ST1, routes, defroutes, X, Ecost, Detcost, 
solution, TOURS, dummie #, shortest(TOURS), TOURS     
 
  
     
def routes_constructive2(ST, bests, Q, feasibility): 
    """integra constructive con TSPlike_tours, cada tsp like 
realiza maybe move y 2 opt sobre bests de todos los tours, 
        construye subtours que son quebrados en rutas se evalua su 
costo y se realiza set partitioning... modificado para varios 
conjuntos subtours""" 
 
    stop = 0.00000000000000001 
    #print time.clock() 
    ST1 =[] 
    ST = ST 
    ST1 = ST1 + ST 
    #ST1 = ST 
    #print ST 
    TOURS =[] 
    #TOURS.append(TSPlike_toursEST(cities,ST, bests, Q, stop, 
'all')[4]) 
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    TOURS.append(TSPlike_tours(cities, ST, bests, 'all')[4]) 
    TOURS.append(TSPlike_tours(cities, ST, bests, 'all')[5]) 
    #TOURS.append(TSPlike_tours(cities, ST, bests, 'all')[0]) 
    #TOURS.append(TSPlike_tours_2starts(cities, ST)) 
 
    while len(ST) > 1: 
 
         
        VECS = ((len(ST) - 1)*2/5) if len(ST) > 9 else len(ST) 
        newST = AP_subtours(ST, VECS)[7][0] 
        dummie = AP_subtours(ST, VECS)[7] 
        #print newST 
        TOURS.append(TSPlike_toursEST(cities,newST, bests, Q, 
stop, 'all')[4]) 
        TOURS.append(TSPlike_tours(cities, newST,bests, 'all')[4]) 
        TOURS.append(TSPlike_tours(cities, newST, bests, 
'all')[5]) 
 
        #if len(newST) > 1: 
TOURS.append(TSPlike_tours_2starts(cities, newST)) 
         
        if len (ST) <> len(newST): 
 
            ST = newST 
            ST1 = ST1 + newST 
             
        else: break 
 




        t = TOURS[i][0] 
        TOURS[i].append(t) 
 
    ST1 = ST1 + TOURS 
     
    #print time.clock() 




def opt_routes(Q, bests, feasibility, est): 
 
    Q = Q 
 
    print time.clock() 
    stop = 0.0000000000000000001 
    SUBTOURS = [] 
    TOURS = [] 
 
    APsolution = APmodmod_cvxopt(cities) 
    ST = subtours_optroutes(APsolution)[0] 
    #print ST 
     
    Cota = APmodmod_cvxopt(cities)[1] 
    #print Cota 
    ## generar todos los subtours y tours y luego eso eterlo todo 
en subroutes para evitar repeticion de rutas 
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    ST1 = routes_constructive2(ST, bests, Q, feasibility)[0] 
    #print ST1 
    #TOURS = TOURS + routes_constructive2(ST, bests, Q, 
feasibility)[1]   
    SUBTOURS = SUBTOURS + ST1 
 
    for i in range(4): 
 
        Cota = 1.2*Cota 
        #print Cota 
        APsolution = APmodmod_COTA(cities, Cota) 
        ST = subtours_optroutes(APsolution)[0] 
        ST1 = routes_constructive2(ST, bests, Q, feasibility)[0] 
        #print ST1 
        #TOURS = TOURS + routes_constructive2(ST, bests, Q, 
feasibility)[1]   
        SUBTOURS = SUBTOURS + ST1 
     
    #print SUBTOURS 
     
    routes = subroutes1(SUBTOURS, Q) 
    #print routes 
    if est == 'si': defroutes = [min_Ecostroute(route, Q, stop) 
for route in routes] 
    else: 
        Defroutes = [route_distance1(route) for route in routes] 
 






    if est == 'si': Costo = [defroutes[i][1] for i in 
range(len(defroutes))] 
    else: Costo = [route_distance1(route) for route in routes] 
 
    Cost = cvxopt.matrix(Costo) 
    #print Cost 
 
    #A = matrix(0.0, ((len(cities) - 1), (len(defroutes)))) 
    A = matrix(0.0, ((len(cities) - 1), (len(routes)))) 
 
    for i in range(1, len(cities)):  #lower modificada        
        for j in range(len(Costo)): 
            if i in routes[j]:A[i-1,j] = 1.0 
            #if i in defroutes[j][0] : A[i-1, j] = 1.0  
             
     
    b = matrix(1.0, ((len(cities)-1), 1)) 
 
    #G = spdiag([-1.0]*(len(defroutes))) 
    G = spdiag([-1.0]*(len(routes))) 
  
    #h = matrix(0.0, ((len(defroutes), 1))) 
    h = matrix(0.0, ((len(routes), 1))) 
 
    print time.clock() 
    if est == 'si': 
        if feasibility == "si": 
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            intsol_glpk = ilp(Cost, G, h, A, b, 
set(range(len(Costo)))) 
            X = intsol_glpk[1] 
            solution =[] 
            Ecost = 0 
            Detcost = 0 
            for i in range(len(X)): 
                if X[i] ==  1: 
                    solution.append(defroutes[i][0]) 
                    Ecost = Ecost + defroutes[i][1] 
                    Detcost = Detcost + defroutes[i][2] 
             
        else: 
            solglpk = solvers.lp(Cost, G, h, A, b,'glpk') 
            X = solglpk['x'] 
 
    else: 
        intsol_glpk = ilp(Cost, G, h, A, b, 
set(range(len(Costo)))) 
        X = intsol_glpk[1] 
        solution =[] 
        Detcost = 0 
        Ecost = 0 
        for i in range(len(X)): 
            if X[i] ==  1: 
                solution.append(routes[i]) 
                Detcost = Detcost + Defroutes[i] 
         




    print len(solution) 
    print Ecost 
    print Detcost 
     









##k = [min_Ecostroute(route, 70, 0.0000000000001)[1] for route in 
o[1]] 
##cont = 0 
##for i in range(len(k)): 
## cont = cont +k[i] 
 
