Abstract. The T -adic deformation of p-adic exponential sums is defined. It interpolates all classical p-power order exponential sums over a finite field. Its generating L-function is a T -adic entire function. We give a lower bound for its T -adic Newton polygon and show that the lower bound is often sharp. We also study the variation of this L-function in an algebraic family, in particular, the T -adic version of the Adolphson-Sperber conjecture on generic ordinariness, Wan's limiting conjecture on generic Newton polygon, and Dwork's unit root conjecture.
Introduction
Let p be a fixed prime number, Z p the ring of p-adic integers, Q p the field of p-adic numbers, and Q p a fixed algebraic closure of Q p . For every positive integer n, we denote by µ n the group of n-th roots of unity in Q p . For every p-power q, let F q denote the finite field of q elements and let Z q := Z p [µ q−1 ] and Q q := Q p (µ q−1 ).
Let f (x) ∈ F q [x One can associate to f the following sequence of T -adic exponential sums:
S f,k (T ) = 1 (q k − 1) n x∈µ n q k −1
The trivial factor (q k − 1) −n is included so that the corresponding L-function has better property in our study. The T -adic sum S f,k (T ) is simply the Amice transform of the following normalized p-adic measure on Z p : .
By convention, we define π 0 = ζ 1 − 1 = 0. Taking T = π m , one finds that the specializations
p m , k = 1, 2, · · · are the classical p-power order exponential sums over the n-torus G n m over F q , which have been studied extensively in the literature via both p-adic and ℓ-adic methods, where ℓ is any prime different from p. In particular, p-adic properties of such sums were investigated in detail in [1, 2] [19, 20] for m = 1, and in [14] [13] for all m ≥ 1.
We call the power series S f,k (T ) (k = 1, 2, · · · ) T -adic deformations of p-adic exponential sums. We encode this sequence into an L-function:
This is a formal power series in the two variables s and T with coefficients in Z p . It has an infinite Euler product which explains why the coefficients are integral. In fact, let
which is just the L-function of the sequence (q k − 1) n S f,k (T ) (k = 1, 2, · · · ). One checks that 
The two functions L f (s, T ) and Z f (s, T ) determine each other. They are related by
and
They can be viewed as some sort of universal L-function of p-adic exponential sums.
Remark. The definition of the T -adic exponential sums depends on the choice of a p-adic lifting of f . We choose the Teichmüller lifting for simplicity of results and for the one to one correspondence it provides between Laurent polynomials over F q and certain p-adic Laurent polynomials. If we choose a different p-adic lifting of f , a similar theory holds but it is more complicated to describe the Newton polygon of the L-function.
We shall view L f (s, T ) as a power series in the single variable s with coefficients in the complete discrete valuation ring Q p ((T )) with uniformizer T . The aim of this paper is to study the basic T -adic analytic properties of this L-function and its variation when f moves in an algebraic family. Specializing T = π m , we then obtain corresponding p-adic properties of classical L-functions. We have
The second part of the corollary follows from the Borel-Dwork rationality criterion [6] . It can also be proved using Grothendieck's ℓ-adic trace formula [9] , as the specialization at T = π m of the representation ρ f is a finite character of order p m . It would be interesting to know if the first part of the corollary, namely the entireness of L f (s, π m ), can be proved by ℓ-adic methods. This question was raised by Dwork in the case m = 1, see for instance p71 in [8] . It is unlikely that Theorem 1.1 itself could be proved by ℓ-adic methods, due to its transcendental nature. We note that the function Z f (s, T ) itself is not rational in s. It would be interesting to know if the function Z f (s, T ) has any other finiteness properties. For example, are there other specializations of T (other than T = π m ) for which Z f (s, T ) becomes rational in s?
Knowing the analytic continuation of L f (s, T ), we are then interested in the location of its zeros. More precisely, we would like to determine the T -adic Newton polygon of this L-function. This is expected to be a difficult problem in general. Our first goal is then to prove a good lower bound, called the q-Hodge bound.
The q-Hodge polygon of f is defined as follows. Let ∆ be the convex polyhedron in R n associated to f , which is generated by the origin and the exponent vectors of the nonzero monomials of f . Let C(∆) be the cone in R n generated by ∆. There is a R ≥0 -linear degree function u → deg(u) on C(∆) such that deg(u) = 1 when u lies on a face of ∆ that does not contain the origin. We call it the degree function associated to ∆. We have
, and the equality holds if and only if u and v are co-facial. In other words, the number
is 0 if u, v ∈ C(∆) are co-facial, and is positive otherwise. We call that number c(u, v) the co-facial defect of u and v. Let
be the set of integral points in the cone C(∆). Let D be the denominator of the degree function, which is the smallest positive integer such that
For every natural number k, we define
to be the number of points of degree
The q-Hodge polygon of f is the polygon with vertices (0, 0) and
It is also called the q-Hodge polygon of ∆ and denoted by HP q (∆). It depends only on q and ∆. We have For each positive integer m, the specialization
Since the coefficients A k (T )'s are integral, it follows that
This inequality together with the previous theorem implies 
If we we drop the middle term in the above inequalities, the result is essentially the lower bound of Adolphson-Sperber [2] for m = 1 and the lower bound of Liu-Wei [14] for all m. 
The the above q-Hodge bound implies that we can write
for every i. In particular,
for every m and every i. If now f is π m -adically ordinary for one m, then B k(i) (π m ) is a π m -adic unit for this m and for all i. This implies that the constant term of B k(i) (T ) is a p-adic unit for all i and thus B k(i) (π m ) is a π m -adic unit for all m and all i. Namely, f is π m -adically ordinary for all m and at the same time T -adically ordinary.
As an example, we give Corollary 1.7 (Kloosterman sums are always ordinary). Let
Then both the T -adic Newton polygon and the π m -adic Newton polygon of f coincide with the q-Hodge polygon HP q (∆) for every positive integer m.
This corollary was first proved by Sperber [18] in the case m = 1. The general case follows from the above theorem. The results in [20] can be used to provide many more interesting examples.
The T -adic Newton polygon provides an intermediate bound between the π m -adic Newton polygon and the q-Hodge polygon. It is slightly more realistic to calculate than the π m -adic Newton polygon. When the T -adic Newton polygon is not equal to HP q (∆) (T -adically non-ordinary case), we get a strict uniform improvement for the π m -adic Newton polygon for all m. It is possible that f is T -adically ordinary but not π m -adically ordinary. This happens when the constant term of B k(i) (T ) is not a p-adic unit for some i. Thus, it remains of interest to study exactly when f is T -adically ordinary.
In section 3, we extend the facial decomposition theorem in Wan [19] to T -adic and π madic cases. For any closed face σ of ∆, we let f σ denote the sum of monomials of f whose exponent vectors lie in the polyhedron generated by σ and the origin. These two decomposition theorems together with the π m -Stickelberger theorem in Liu [13] and Blache [3] can be used to prove that in many cases, f is both π m -adically ordinary and T -adically ordinary. Presumably, the π m -adic Stickelberger theorem in Liu [13] and Blache [3] extends to T -adic case as well.
In section 4, we discuss the variation of the T -adic L-function in an algebraic family. The main question is the generic ordinariness, generic Newton polygon, the analogue of the Adolphson-Sperber conjecture [1], Wan's limiting conjecture [20] , Dwork's unit root conjecture [7] in the T -adic and π m -adic case. In the non-ordinary case, we cannot prove the conjectural existence of generic T a(p−1) -adic Newton polygon yet, as this seems to need the extension of the Dieudonne-Manin isogeny theorem [16] and the Grothendieck specialization theorem [12] from classical finite rank setting to certain nuclear infinite rank setting. These infinite rank extensions are not available yet in the non-ordinary case, and they are also important in proving the generalized Dwork conjecture [21] [22] [23] in the non-ordinary infinite rank setting.
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Analytic continuation and q-Hodge bound
In this section, we prove the T -adic analytic continuation of the L-function L f (s, T ). The idea is to employ Dwork's trace formula in the T -adic case. The q-Hodge bound for the T -adic Newton polygon then follows in a standard mannner.
Note that the Galois group Gal(Q q /Q p ) is cyclic of order a = log p q. There is an element in the Galois group whose restriction to µ q−1 is the p-power morphism. It is of order a, and is called the Frobenius element. We denote that element by σ.
We define a new variable π by the relation E(π) = 1 + T , where
is the Artin-Hasse exponential series. Thus, π and T are two different uniformizers of the
] but keeping π fixed. The Artin-Hasse exponential series has a kind of commutativity expressed as the following lemma.
Lemma 2.1 (Commutativity). We have the following commutative diagram
That is, if x ∈ µ q−1 , then
Proof. Since
we have
The lemma is proved. Write
It lies in the space
This is a Banach algebra over the ring
where a is the order of Gal(Q q /Q p ).
Proof.
We have
It is a T -adic Banach algebra, and the monomials
Then the map ψ p • E f sends B to B.
Then, we have
where c(pw − u, u) is the co-facial failure defect of pw − u and u.
Proof (ψ ak ).
Proof. Let g(x) ∈ B. We have
So the trace of
β (q k −1)u . But, by Dwork's splitting lemma, we have
The theorem now follows.
Theorem 2.5 (Analytic trace formula). We have
Proof. It follows from the last theorem and the identity
The analytic trace formula reduces the study of L f (s, T ) to the study of ψ a . We study ψ first. Note that ψ operates on B and is linear over 
Proof. Let ζ q−1 be a primitive (q − 1)-th root of unity. Write
That is, the matrix of ψ over
] with respect to the basis {ζ
So, the T -adic Newton polygon of det ( Proof of Theorem 1.3. By the above theorem, it suffices to prove the claim that the Newton polygon of det ( 
The claim now follows from the equality
Theorem 1.3 is proved.
Facial decomposition
In this section, we extend the facial decomposition theorem in [19] . We begin with the following theorem.
Theorem 3.1. The T -adic Newton polygon (resp. π m -adic Newton polygon) of f coincides with HP q (∆) if and only if the T -adic Newton polygon (resp. the π m -adic Newton polygon at
coincides with the polygon with vertices (0, 0) and
Proof. In the proof of Theorem 1.3, we showed that the T -adic Newton polygon of L f (s a , T ) coincides with that of det ( 
share the same T -adic Newton polygon. So the theorem is equivalent to the statement that the T -adic
Therefore it suffices to show that the determinant of the matrix
] if and only if the determinant of the matrix
Note that the determinant of the matrix
is conjugate to the first and differs from the second by a root of unity. The theorem for T -adic case now follows. The π m -adic case is completely similar. One simply takes T = π m in the above proof and replaces the sentence "not divisible by
The theorem is proved.
We now define the facial decomposition . Then v 1 , · · · , v j must be co-facial. So the interior of the cone generated by those vectors is contained in a unique element of F (∆). As that interior has a common point u with σ, it must be σ. It follows that v 1 , · · · v j lie in the closure of σ. The lemma is proved.
Lemma 3.3. Let σ, τ ∈ F (∆) be distinct. Let w ∈ σ, and u ∈ τ . Suppose that the dimension of σ is no greater than that of τ . Then pw − u and u are not co-facial, i.e. c(pw − u, u) > 0.
Proof. Suppose that pw − u and u are co-facial. Then the interior of the cone generated by pw − u and u is contained in a unique element of F (∆). As that interior has a common point u with σ, it must be σ. It follows that u lies in the closure of σ. As σ and τ are distinct, u lies in the boundary of σ. This implies that the dimension of τ is less than that of σ, which is a contradiction. Therefore pw − u and u are not co-facial. The lemma is proved.
We 
Proof. By Theorem 3.1, the T -adic Newton polygon of L(s, T, A f ) coincides with the Hodge polygon of f if and only if the determinants of the matrices
The facial decomposition shows that A (k) has the block form (A
. The last lemma shows that the block form modulo π 1 D is triangular if we order the cones in F (∆) in a dimension-increasing order. It follows that det
if and only if the determinant of the matrix
The π m -adic case is completely similar. The theorem is proved.
Applying the open facial decomposition to each closed codimension 1 face σ not containing the origin, we deduce the closed T -adic facial decomposition result as stated in Theorem 1.8. The π m -adic version (Theorem 1.9) is completely similar. Alternatively, one could use Theorem 1.6 together with the π 1 -adic facial decomposition in [19] .
Proof of Corollary 1.7. By the facial decomposition theorem, we are reduced to the
where each factor on the right side is the L-function on the one-dimensional torus G m . The q-Hodge polygon can be decomposed in a similar way. Thus, we are reduced to the one variable case f (x) = x. For each positive integer m, the quotient
is the classical L-function studied in [14] . By Theorem 1.3 in [13] , it is a polynomial of degree p m−1 , with precisely one reciprocal root of q-slope k/p m−1 for each 0 ≤ k < p m−1 . Thus,
is a π m -adic entire function with precisely one reciprocal root of π m -slope a(p − 1)k for each non-negative integer 0 ≤ k < ∞. This implies that the polynomial f (x) = x is π m -adically ordinary for every m. The corollary is proved.
Variation of L-functions in a family
Fix an n-dimensional integral convex △ in R n containing the origin. For each prime p, let Y p (∆) denote the parameter space of all Laurent polynomials f (x) overF p such that ∆(f ) = ∆. This is a rational variety defined over
We would like to study how L f (s, T ) varies when f varies in the algebraic variety Y p (∆).
4.1. Generic ordinariness. The first question is how often f is T -adically ordinary (resp. π m -adically ordinary) when f varies in Y p (∆). The ordinariness of f is independent of the finite ground field for which f can be defined. It depends only on the closed point that f represents in Y p (∆). Let U p (∆, T ) (resp. U p (∆, π m )) denote the subset of f ∈ Y p (∆) such that f is T -adically ordinary (resp. π m -adically ordinary). The proof of Theorem 3.1 shows that both U p (∆, T ) and U p (∆, π m ) are Zariski open in Y p (∆). The question is for which p, they are Zariski dense. Theorem 1.6 implies that U p (∆, π m ) is independent of m. Denote this common variety by U p (∆). Theorem 1.6 further implies
In the case m = 1, the Adolphson-Sperber conjecture [1] 
. This conjecture was proved to be true in [19] [20] if n ≤ 3. In particular, this implies The smallest possible D * (∆) is rather subtle to compute in general, and it can be much larger than D. We now state a conjecture giving reasonably precise information on D * (∆).
Definition 4.3. Let S(△) be the monoid generated by the degree 1 lattice points in M(∆).
Define the exponent of △ by
, then the degree of Du will be integral but Du may not be a non-negative integral combination of degree 1 elements in M(∆) and thus Du may not be in S(∆). It is not hard to show that I(∆) ≥ D. In general they are different but they are equal if n ≤ 3. This explains why the Adolphson-Sperber conjecture is true if n ≤ 3 and it can be false if n ≥ 4. The following conjecture is a modified form, and it is a consequence of Conjecture 9.1 in [19] .
By the facial decomposition theorem, in proving the above conjecture, it is sufficient to assume that ∆ has only one codimension 1 face not containing the origin.
Generic Newton polygon.
In the case that U p (∆, T ) is empty, we expect the existence of a generic T -adic Newton polygon. For this purpose, we need to re-scale the
is independent of the choice of a for which f is defined over F p a . We call them the absolute T -adic Newton polygon of f (resp., the absolute π m -adic Newton polygon of f ). More generally, one expects that much of classical theory for finite rank F -crystals extends to a certain nuclear infinite rank setting. This includes the Dieudonne-Manin isogeny theorem, the Grothendieck specialization theorem, the Katz isogeny theorem [12] . All these can be proved in the ordinary infinite rank case, but open in the non-ordinary infinite rank case.
Conjecture 4.5. There is a Zariski open dense subset
The existence of G p (∆, π m ) can be proved at least for large p. Since then, a generic f is non-degenerate with respect to ∆ and the L-function L f (s, π m ) is determined by a single finite rank F -crystal via a Dwork type cohomological formula for Z f (s, π m ). In the T -adic case, we are not aware of any such finite rank reduction.
Assume the existence of the generic Newton polygon. We would like to know its variation as p varies. Let HP (∆) denote the absolute Hodge polygon with vertices (0, 0) and
Note that HP (∆) depends only on ∆, not on q any more. It is re-scaled from the q-Hodge polygon HP q (∆). Clearly, we have the relation
It would be very interesting to determine these generic Newton polygons. Conjecture 4.4 says that if p ≡ 1 mod I(△), then both π m − GNP (∆, p) and T − GNP (∆, p) are equal to HP (∆). In general, the generic Newton polygon lies above HP (∆) but for many ∆ it should be getting closer and closer to HP (∆) as p goes to infinity. We now make this more precise. Let E(∆) be the monoid generated by the lattice points in ∆. This is a subset of M(∆). Generalizing the limiting Conjecture 1.11 in [20] for m = 1, we have This conjecture is equivalent to the existence of the limit. This is because for all primes p ≡ 1 ( mod D * (∆)), we already have the equality π m − GNP (∆, p) = HP (∆) by Theorem 4.2. A stronger version of this conjecture (namely, Conjecture 1.12 in [20] ) has been proved by Zhu [25] [26] [27] in the case m = 1 and n = 1, see also Blache and Férard [4] [5] and Liu [15] for related further work in the case m = 1 and n = 1, Hong [10] [11] and Yang [24] for more specialized one variable results.
It may well be that for each fixed ∆, the generic Newton polygon π m − GNP (∆, p) is equal to the T -adic generic Newton polygon T − GNP (∆, p) for all m and all sufficiently large p.
4.3.
T -adic Dwork Conjecture. In this subsection, we describe the T -adic version of Dwork's conjecture [7] on pure slope zeta functions.
Let Λ be a subvariety of Y p (∆) defined over F p . Let f λ be a family of Laurent polynomials parameterized by λ ∈ Λ. For each closed point λ ∈ Λ, the Laurent polynomial f λ is defined over the finite field F p deg(λ) . The T -adic entire function L f λ (s, T ) has the pure slope factorization L f λ (s, T ) = where |Λ| denotes the set of closed points of Λ over F p .
The T -adic version of Dwork's conjecture is then the following Conjecture 4.8. For α ∈ Q ≥0 , the T -adic pure slope L-function L α (f Λ , s) is T -adic meromorphic in s.
In the ordinary case, this conjecture can be proved using the methods in [21] [22] [23] . It would be interesting to prove this conjecture in the general case. The π m -adic version of this conjecture is essentially Dwork's original conjecture, which can be proved as it reduces to finite rank F -crystals. The difficulty of the T -adic version is that we have to work with infinite rank objects, where much less is known in the non-ordinary case.
