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We consider second-order quasilinear elliptic systems on un-
bounded domains in the setting of Sobolev spaces. We complete
our earlier work on the Fredholm and properness properties of the
associated differential operators by giving veriﬁable conditions for
the linearization to be Fredholm of index zero. This opens the way
to using the degree for C1-Fredholm maps of index zero as a tool
in the study of such quasilinear systems. Our work also enables
us to check the Fredholm assumption which plays an important
role in Rabier’s approach to proving exponential decay to zero at
inﬁnity of solutions.
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1. Introduction
We deal with elliptic systems of m nonlinear partial differential equations of second-order for m
unknown functions u1, . . . ,um on an open, unbounded subset Ω of RN :
L11u1 +· · ·+ L1mum + b1 =0
...
...
...
Lm1u1 +· · ·+ Lmmum + bm =0
where
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N∑
α,β=1
aijαβ(x,u,∇u)∂2αβu j and
bi = bi(x,u,∇u) for i, j = 1, . . . ,m.
When ∂Ω = ∅, we impose also the Dirichlet boundary condition
ui(x) = 0 for all x ∈ ∂Ω and i = 1, . . . ,m.
To deal with such quasilinear systems, we adopt a matrix–vector notation which we intro-
duced in [3]. Let u = (u1,u2, . . . ,um) : Ω → Rm be a vector-valued function, ∇u = (∂1u, . . . , ∂Nu) =
(∂1u1, . . . , ∂1um, . . . , ∂Nu1, . . . , ∂Num), b : Ω × Rm × Rm×N → Rm a vector-valued map, and aαβ :Ω ×
R
m ×Rm×N → Rm×m a family of matrix-valued maps (α,β = 1, . . . ,N). Then the system can be writ-
ten as F (u) = 0 where
F (u) = −
N∑
α,β=1
aαβ(.,u,∇u) · ∂2αβu + b(.,u,∇u) (1.1)
since
[
aαβ(.,u,∇u) · ∂2αβu
]
i =
m∑
j=1
aijαβ(.,u,∇u)∂2αβu j = −
m∑
j=1
Li ju j.
For problems on bounded domains, there are strong connections between ellipticity and Fredholm-
ness. Let us mention in particular the theorems on complete collections of isomorphisms (see Roït-
berg [15] or Agranovich [1] for example). Following earlier work by Rabier and Stuart in [13,14]
for single equations (m = 1), our aim in [3] was to consider F as a mapping from W 2,p(Ω;Rm)
to Lp(Ω;Rm) for some p ∈ (N,∞), and then, with a view to exploiting degree theory, to inves-
tigate conditions for the Fredholmness and the properness1 of F on the closed bounded subsets
of W 2,p(Ω;Rm) ∩ W 1,p0 (Ω;Rm). The ﬁrst part of this paper is a continuation of that work. Under
conditions on aαβ and b which ensure that F ∈ C1(W 2,p(Ω;Rm), Lp(Ω;Rm)), it is shown in [3] that,
when F is elliptic in the sense of Petrovskii, the derivative DF (u) is a linear Fredholm operator of in-
dex μ from Dp(Ω) ≡ W 2,p(Ω;Rm)∩W 1,p0 (Ω;Rm) into Lp(Ω;Rm) for every u ∈ Dp(Ω) if and only if
there exists one element u0 ∈ Dp(Ω) such that DF (u0) : Dp(Ω) → Lp(Ω;Rm) is a Fredholm operator
of index μ. For this result to be useful in practice, we require effective criteria for showing that a
linear elliptic operator is Fredholm. Section 3 of the present paper is devoted to this problem. In the
case Ω = RN , we ﬁrst give conditions for a linear second-order operator with constant coeﬃcients
to be an isomorphism from W 2,p(RN ;Rm) onto Lp(RN ;Rm) and then we use this to formulate con-
ditions ensuring that an operator with variable coeﬃcients is Fredholm of index zero between these
spaces. It turns out that ellipticity in the stronger sense of Legendre–Hadamard has some advantages
in this discussion. Combined with our earlier work [3], this furnishes a set of veriﬁable conditions
on aαβ and b under which F : W 2,p(RN ;Rm) → Lp(RN ;Rm) is a C1-Fredholm map of index zero
which is proper on the closed bounded subsets of W 2,p(RN ;Rm). A concrete application of this to
the equations of nonlinear elasticity is given in our paper [4].
The Fredholm properties of linear elliptic systems have been discussed in great generality in [20],
where ellipticity is taken in the sense of Douglis–Nirenberg. A broad class of unbounded domains Ω
is allowed and the corresponding differential operators can act between various function spaces of
Sobolev type. The criteria ensuring that the operator is Fredholm involve studying limit operators on
1 See Appendix A for the Fredholm properties. Properness however is not considered in the present paper.
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enabling us to give a self-contained derivation of conditions ensuring that an operator is Fredholm
of index 0. Although our work in [3] was placed in the context of an open subset of RN with a
bounded boundary, in the present paper we restrict our attention to the case where Ω is unbounded,
thus Ω is either an exterior domain or all of RN . In the case where Ω is bounded with a smooth
boundary the Fredholmness of a quasilinear elliptic system has been studied recently in [16] by Shi
and Wang. They deal with an operator which is elliptic in the sense of Petrovskii and allow a gen-
eral boundary condition satisfying the Lopatinskii–Shapiro complementing condition. Of course, cases
where Ω is unbounded but has an unbounded boundary are also of great interest and, in [12], Rabier
has investigated the Fredholmness of linear systems under various types of ellipticity, including Petro-
vskii ellipticity, in the case of a cylindrical domain Ω = ω × R where ω is a bounded subset of RN .
All of these issues could also be studied in the context of Hölder spaces and we refer to [18,19] for
work in that direction.
In Section 4 we suppose that F (0) = 0 and we consider the extent to which exponential decay at
inﬁnity of solutions in Dp(Ω) of the inhomogeneous equation F (u) = f is inherited from exponential
decay of f : Ω → Rm . There are several approaches to this issue, but a major advance was made by
P.J. Rabier in [10] where he placed the problem in a much broader setting, exposing its relation to the
Fredholm property, and obtained results of remarkable generality which can easily be seen to cover
systems of the type we are considering here. Since the Fredholm property is a crucial hypothesis in
Rabier’s results, our results from Section 3 also play a role in practical applications of that work to
elliptic systems. Moreover, in certain contexts, it may be important to know whether, as f varies
through some set of exponentially decaying functions, there is some kind of uniform exponential
decay of all solutions to F (u) = f that vary in a bounded subset of Dp(Ω). In Section 4, based on
slight sharpening of this conclusion, we show that one can obtain such information for our system by
following Rabier’s method. In the case where F has index zero, which is our principal concern, our
presentation is essentially self-contained. Exponential decay for very general linear elliptic systems is
established in [20].
2. Assumptions on F and some background material
Throughout this paper, Ω is an open unbounded subset of RN , whose boundary is Lipschitz con-
tinuous and bounded. This covers cases where Ω is an exterior domain as well as the case where
Ω = RN (the boundary is empty). We work in the context of (products of) standard Sobolev and
Lebesgue spaces W 2,p(Ω,Rm) = (W 2,p(Ω))m and Lp(Ω,Rm) = (Lp(Ω))m with N < p < ∞. By some
known embedding theorems, the last condition ensures that the elements of W 2,p(Ω,Rm) are con-
tinuously differentiable and vanish at inﬁnity along with their gradients. Another important feature
of these spaces is that they are reﬂexive. To simplify the writing we often use Yp(Ω) = (Lp(Ω))m ,
and Xp(Ω) = (W 2,p(Ω))m . When Ω = RN , we write Xp and Yp . The norm in Yp(Ω) is denoted by
‖ · ‖0,p,Ω and the norm in Xp(Ω) is denoted by ‖ · ‖2,p,Ω . In the case where Ω = RN the system of
partial differential equations should be accompanied by a boundary condition on ∂Ω . We have chosen
to deal only with the case of a homogeneous Dirichlet boundary condition. For this we use the space
Dp(Ω) = (W 2,p(Ω) ∩ W 1,p0 (Ω))m . Note that Dp(Ω) is a closed subspace of Xp(Ω) and so it is also
reﬂexive. Finally Dp(RN ) = Xp(RN ) = Xp .
In this preliminary section we give a more precise form to some of the statements alluded to in
the introduction about the Fredholm properties of quasilinear second-order operators. Some termi-
nology concerning Fredholm operators is recalled in Appendix A. Our ﬁrst task in [3] was to make
sure that the operator in (1.1) maps W 2,p(Ω,Rm) to Lp(Ω,Rm) and has enough smoothness for the
subsequent discussion. Therefore it was necessary to study the smoothness of the Nemytskii opera-
tors u → b(.,u,∇u) and u → aαβ(.,u,∇u), entering in F . This leads us to consider maps of the type
f : Ω × (Rm × Rm×N ) → Rd . Note that if f = ( f 1, . . . , f d) and each component f j gives rise to a
Nemytskii operator f j , then the Nemytskii operator associated with f is f = ( f 1, . . . , f d), and any
smoothness property of f is equivalent to the same property of each component. So it is suﬃcient
to study scalar-valued maps. It is clear that the smoothness of a Nemytskii operator generated by
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lowing property of equicontinuity played an important role. It was ﬁrst introduced in [13]. Points in
Ω × RM will usually be written as (x, ξ) with x ∈ Ω and ξ ∈ RM . When M =m(N + 1), we write
ξ = (ξ0, ξ1, . . . , ξN) where ξi ∈ Rm for i = 0, . . . ,N.
Deﬁnition 2.1. We say that f : Ω × RM → Rd is an equicontinuous C0-bundle map if f is continuous
and the collection ( f (x, .))x∈Ω is equicontinuous at every point of RM . If k  0 is an integer, we
say that f is an equicontinuous Ckξ -bundle map if the partial derivatives D
γ
ξ f , |γ | k, exist and are
equicontinuous C0-bundle maps.
Now we can state the smoothness assumptions that we imposed on the coeﬃcients of F in (1.1).
aαβ are equicontinuous C1ξ -bundle maps, 1 α,β  N, (2.1)
aαβ(.,0) and ∇ξaαβ(.,0) are bounded on Ω, 1 α,β  N, (2.2)
b is an equicontinuous C1ξ -bundle map, (2.3)
b(.,0) ∈ Lp(Ω,Rm), and ∇ξb(.,0) is bounded on Ω. (2.4)
Under the above assumptions, we obtained the following.
Theorem 2.1. (See Theorem 2.18 in [3].) The operator F in (1.1) is of class C1 from Xp(Ω) = W 2,p(Ω,Rm) to
Y p(Ω) = Lp(Ω,Rm), with Fréchet derivative
DF (u)v = −
N∑
α,β=1
aαβ(u)∂
2
αβ v +Db(u)v −
N∑
α,β=1
(
Daαβ(u)v
)
∂2αβu. (2.5)
In particular, the restriction of F to the subspace Dp(Ω) = (W 2,p(Ω) ∩ W 1,p0 (Ω))m is C1 from Dp(Ω)
to Lp(Ω,Rm).
Remark 2.1. With the notation ∂0v = v , Db(u) and Daαβ(u) are given by
Db(u)v = (Db1(u)v, . . . ,Dbm(u)v) with for k = 1, . . . ,m
Dbk(u)v =
N∑
i=0
∇ξi bk(.,u,∇u) · ∂i v
⎫⎪⎪⎬⎪⎪⎭ (2.6)
and
Daαβ(u)v =
(
Dak, jαβ(u)v
)
k, j=1,...,m with
Dak, jαβ(u)v =
N∑
i=0
∇ξi ak, jαβ(.,u,∇u) · ∂i v.
⎫⎪⎪⎪⎬⎪⎪⎪⎭ (2.7)
Remark 2.2. The derivative of F in (1.1) can be written as
DF (u) = L(u) − K (u)
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L(u)v := −
N∑
α,β=1
aαβ(u)∂
2
αβ v +Db(u)v (2.8)
and
K (u)v :=
N∑
α,β=1
(
Daαβ(u)v
)
∂2αβu. (2.9)
Furthermore, it was shown in Lemma 3.1 in [3] that for each u ∈ Xp(Ω), K (u) is a compact operator
from Xp(Ω) to Yp(Ω).
The Fredholm properties require some sort of ellipticity of the differential operator. We recall that
a second-order linear (m×m)-system with variable coeﬃcients
Lu = −
N∑
α,β=1
Aαβ∂
2
αβu +
N∑
α=1
Bα∂αu + Cu (2.10)
where Aαβ, Bα and C are real m ×m matrices, is strictly elliptic on K in the sense of Petrovskii if
there exists a constant μ > 0 such that
det
(
N∑
α,β=1
ηαηβ Aαβ(x)
)
 γ |η|2m for all η ∈ RN and x ∈ K .
This leads to the following notion of Petrovskii ellipticity on Ω for the quasilinear operator (1.1)
under the hypotheses (2.1)–(2.4): there exists γ : Ω × (Rm ×Rm×N ) → (0,∞) which is bounded from
below by a positive constant on every compact subset of Ω × (Rm × Rm×N ) such that
for all η ∈ RN , (x, ξ) ∈ Ω × (Rm × Rm×N)
det
(
N∑
α,β=1
ηαηβaαβ(x, ξ)
)
 γ (x, ξ)|η|2m.
⎫⎪⎪⎬⎪⎪⎭ (2.11)
This condition ensures that, at each point u ∈ Xp(Ω), the associated linear operator L(u), deﬁned
by (2.8) is strictly elliptic in the sense of Petrovskii on every compact subset K of Ω . Under the above
assumptions (2.1)–(2.4) and (2.11) we obtained the following theorem.
Theorem 2.2. (See Theorem 3.9 in [3].) Let ∂Ω be of class C2 . The operator F in (1.1) is semi-Fredholm of
index μ ∈ Z ∪ {−∞} (i.e. DF (u) ∈ Φμ(Dp(Ω), Yp(Ω)) for every u ∈ Dp(Ω)), if and only if there is some
u0 ∈ Dp(Ω) such that DF (u0) ∈ Φμ(Dp(Ω), Yp(Ω)).
Remark 2.3. By (2.5), DF (u) is a linear operator of the form (2.10) and the choice u0 = 0 leads to
Aα,β(x) = aαβ(x,0), Bα(x) = ∇ξαb(x,0) and C(x) = ∇ξ0b(x,0)
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to be conclusive it must be supplemented by some explicit criteria for checking that a linear second-
order elliptic operator is Fredholm. This is the object of our work in Section 3 and, once this has been
done we can complete our discussion of the Fredholm properties of (1.1).
We end this summary with a technical lemma that will be used in Section 3. It is derived in [3]
from the fundamental ‘a priori’ estimates due to Koshelev [5].
Lemma 2.1. (See Lemma 3.5 in [3].) Assume that ∂Ω is of class C2 . Let L be a second-order linear differential
operator, strictly Petrovskii-elliptic on the compact subsets of Ω , with continuous bounded coeﬃcients.2 If
(un) ⊂ Dp(Ω) is a sequence converging weakly to zero in Dp(Ω), and Lun → 0 in Y p(Ω), then un → 0 in
Xp(Ω ′) for all open and bounded subsets Ω ′ ⊂ Ω .
Some results from this paper and [3] have been applied to a problem in elastostatics [4].
3. Fredholm properties
We deal ﬁrst with linear systems on RN with constant coeﬃcients and then we pass to the case
of variable coeﬃcients. Finally we return to the quasilinear system (1.1). Linear systems with constant
coeﬃcients are treated using the Fourier transform so we begin by recalling some basic results which
we shall use.
3.1. Results from Fourier analysis
In this subsection we shall appeal to some properties of the Fourier transform and for this reason
we use, where necessary, spaces of complex-valued functions. Let S = S(RN ,C) denote the Schwartz
space of rapidly decreasing functions and S ′ its dual, the space of tempered distributions. Recall that
Lp(RN ) ⊂ S ′ for 1 p ∞, in the sense that T f ∈ S ′ for all f ∈ Lp(RN ) where T f is deﬁned by
〈T f ,ϕ〉 =
∫
RN
f ϕ dx for all ϕ ∈ S.
Multiplication by any function Φ ∈ C∞(RN ,C) which is slowly increasing (that is, Φ and all its partial
derivatives have at most polynomial growth at inﬁnity) deﬁnes a continuous mapping of S into itself
and consequently a multiplication in S ′, denoted by Φ(η) : S ′ → S ′, can be deﬁned through〈
Φ(η)u,ϕ
〉= 〈u,Φϕ〉 for all u ∈ S ′ and ϕ ∈ S,
and is a continuous mapping of S ′ into itself. In the same way, the Fourier transform F deﬁned by
(Fϕ)(η) = (2π)− N2
∫
RN
e−ix·ηϕ(x)dx
which is a continuous bijection of S onto itself, induces a continuous bijection F : S ′ → S ′ by
〈Fu,ϕ〉 = 〈u,Fϕ〉 for all u ∈ S ′ and ϕ ∈ S.
Recall also that (see for instance [17, Theorem 2.3.3, p. 177]), for 1< p < ∞,
2 The boundedness of the coeﬃcients ensures that L maps continuously W 2,p(Ω,Rm) into Lp(Ω,Rm).
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(
R
N)= {g ∈ Lp(RN) ∣∣ F−1(1+ |η|2)FT g = T f for some f ∈ Lp(RN)}
and that there is a constant K > 0 such that
‖g‖2,p  K‖ f ‖0,p.
A function Φ : RN → C is called a multiplier in Lp if u → F−1Φ(η)Fu deﬁnes a continuous linear
map from Lp(RN ) into itself. As a special case of a result due to Mikhlin (Theorem 2, Appendix [7])
we can formulate the following suﬃcient condition for a function to be a multiplier.
(M) Φ ∈ C∞(RN ) is a slowly increasing function and there exists a constant M > 0 such that, for all
k ∈ {0,1, . . . ,N},
|η|k
∣∣∣∣ ∂kΦ(η)∂η j1 · · · ∂η jk
∣∣∣∣ M for all η ∈ RN ,
where 1 j1 < j2 < · · · < jk  N .
If Φ satisﬁes (M), then, for 1< p < ∞, there is a constant Cp > 0 such that
∣∣〈F−1Φ(η)FT f ,ϕ〉∣∣ Cp‖ f ‖0,p‖ϕ‖0,p′ for all f ∈ Lp(RN) and ϕ ∈ S,
where 1p + 1p′ = 1. Hence there is a unique element θΦ( f ) ∈ Lp(RN ) such that
〈F−1Φ(η)FT f ,ϕ〉= ∫
RN
ϕθΦ( f )dx for all ϕ ∈ S.
Thus F−1Φ(η)F T f = TθΦ( f ) and θΦ ∈ L(Lp(RN ), Lp(RN )).
We can now formulate a condition ensuring that θΦ ∈ L(Lp(RN ),W 2,p(RN )).
(W) Let Φ and Ψ satisfy the condition (M) where Ψ (η) = (1+ |η|2)Φ(η).
If (W) is satisﬁed by Φ and f ∈ Lp(RN ), we have that TθΦ( f ) = F
−1
Φ(η)F T f ∈ S ′ and
F−1(1+ |η|2)FTθΦ( f ) = F−1(1+ |η|2)Φ(η)FT f = TθΨ ( f )
where θΨ ( f ) ∈ Lp(RN ) since Ψ also satisﬁes (M). Thus θΦ( f ) ∈ W 2,p(RN ) and there exists a constant
K > 0 such that
∥∥θΦ( f )∥∥2,p  K∥∥θΨ ( f )∥∥0,p  K1‖ f ‖0,p for all f ∈ Lp(RN),
showing that θΦ ∈ L(Lp(RN ),W 2,p(RN )) for 1 < p < ∞.
All the above discussion extends to vector-valued functions and distributions in an obvious way.
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For a second-order linear (m ×m)-system with constant coeﬃcients
Lu = −
N∑
α,β=1
Aαβ∂
2
αβu +
N∑
α=1
Bα∂αu + Cu (3.1)
where Aαβ, Bα and C are real m×m matrices, its characteristic polynomial (or symbol) is the m×m
matrix polynomial S(η) deﬁned by
S(η) =
N∑
α,β=1
ηαηβ Aαβ + i
N∑
α=1
ηαBα + C .
Note that the characteristic polynomial of the formal adjoint operator
Ltu = −
N∑
α,β=1
ATαβ∂
2
αβu −
N∑
α=1
BTα∂αu + CT u
is the matrix S(η)∗ = S(η)T where T denotes the transpose of a matrix.
For m×m characteristic polynomials, we introduce the following condition which will ensure that
(3.1) is an isomorphism from W 2,p(RN ,Rm) onto Lp(RN ,Rm) and then we relate this condition to
the ellipticity of L.
(S) There exist constants μ > 0 and γ > 0 such that
∣∣det S(η)∣∣μ|η|2m + γ for all η ∈ RN .
Then, since
S(η)
−1 = 1
det S(η)
[
Cof S(η)
]T
,
and the elements of the cofactor matrix Cof S(η) are polynomials in η of degree at most 2m − 2, it
follows that all the elements of the matrix S(η)−1 satisfy the condition (W) when (S) holds.
Recall that L acts on S ′ , through the relation
〈Lu,ϕ〉 = 〈u, Ltϕ〉 for all u ∈ S ′ and ϕ ∈ S.
Furthermore, F Lu = S(η)Fu for all u ∈ S ′ and so
F Ltu = S(η)∗Fu.
Theorem 3.1. Let L be a linear differential operator of the form (3.1) whose characteristic polynomial satis-
ﬁes (S). Then L : W 2,p(RN ,Rm) → Lp(RN ,Rm) is an isomorphism.
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〈F Lu,ϕ〉 = 〈FT f ,ϕ〉 for all ϕ ∈ S
⇐⇒ 〈S(η)Fu,ϕ〉= 〈FT f ,ϕ〉 for all ϕ ∈ S
⇐⇒ 〈u,ϕ〉 = 〈F−1 S(η)−1FT f ,ϕ〉 for all ϕ ∈ S.
Hence w := F−1S(η)−1F T f ∈ S ′ and it is the unique solution in S ′ of the equation Lu = T f . Since the
elements of the matrix S(η)−1 satisfy the condition (W) it follows that there exists g ∈ W 2,p(RN ,Rm)
such that T g = w. Thus, for all ϕ ∈ S,∫
RN
(Lg) · ϕ dx =
∫
RN
(
Ltϕ
) · g dx = 〈T g, Ltϕ〉= 〈w, Ltϕ〉= 〈Lw,ϕ〉 = 〈T f ,ϕ〉 = ∫
RN
f · ϕ dx,
showing that Lg = f . 
Lemma 3.1. Let L be a linear differential operator of the form (3.1) that is elliptic in the sense of Petrovskii.
Then its characteristic polynomial satisﬁes (S) if and only if det S(η) = 0 for all η ∈ RN .
Proof. If there exists a point η ∈ RN such that det S(η) = 0 then S(η) clearly cannot satisfy (S).
Since L is elliptic in the sense of Petrovskii, there exists γ > 0 such that
det
(
N∑
α,β=1
ηαηβ Aαβ
)
 γ |η|2m for all η ∈ RN .
We claim that there exists a constant R > 0 such that
∣∣det(|η|−2S(η))∣∣ γ
2
for all η ∈ RN with |η| R.
If not, there exists a sequence (ηk) ⊂ RN such that
∣∣ηk∣∣→ ∞ and ∣∣det(∣∣ηk∣∣−2S(ηk))∣∣< γ
2
.
Setting ζ k = ηk|ηk| and passing to a subsequence, we have that ζ k → ζ where |ζ | = 1, and
1
|ηk|2 S
(
ηk
)= N∑
α,β=1
ζ kαζ
k
β Aαβ + i
N∑
α=1
ζ kα
|ηk| Bα +
1
|ηk|2 C −→
N∑
α,β=1
ζαζβ Aαβ.
By the continuity of the determinant this implies that
det
(
N∑
α,β=1
ζαζβ Aαβ
)
 γ
2
= γ
2
|ζ |2m,
contradicting the choice of γ . It follows that, for all η ∈ RN with |η| R,
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2
|η|2m  γ
4
|η|2m + γ R
2m
4
.
If det S(η) = 0 for all η ∈ RN , there exists δ > 0 such that |det S(η)| δ for all η ∈ RN with |η| R.
Thus, setting ν = δ/(2R2m), we have that
∣∣det S(η)∣∣ δ
2
+ νR2m  ν|η|2m + δ
2
for all η ∈ RN with |η| R, showing that S(η) satisﬁes (S). 
Corollary 3.1. Let L be a linear differential operator of the form (3.1) that is elliptic in the sense of Petrovskii
and such that the determinant of its characteristic polynomial has no zeros in RN . Then L : W 2,p(RN ,Rm) →
Lp(RN ,Rm) is an isomorphism.
3.3. Linear systems with variable coeﬃcients on RN
We can now obtain information about the Fredholm properties of linear systems with variable
coeﬃcients which are asymptotically constant. Consider (cf. (2.10)):
Lu = −
N∑
α,β=1
Aαβ(x)∂
2
αβu +
N∑
α=1
Bα(x)∂αu + C(x)u (3.2)
where
(C) Aαβ, Bα and C are continuous functions from RN into the space of real m×m matrices, and there
exist matrices A∞αβ, B∞α and C∞ such that
Aαβ(x) → A∞αβ, Bα(x) → B∞α and C(x) → C∞ as |x| → ∞.
Let
L∞u = −
N∑
α,β=1
A∞αβ∂2αβu +
N∑
α=1
B∞α ∂αu + C∞u
and let S∞(η) be its characteristic polynomial.
Theorem 3.2. Under the hypothesis (C), suppose that the operators Lt = tL + (1 − t)L∞ are strictly elliptic
on RN in the sense of Petrovskii for all t ∈ [0,1] and that det S∞(η) = 0 for all η ∈ RN . Then L ∈ Φ0(Xp, Yp).
For the proof, we need the following concept introduced in [13].
Deﬁnition 3.1. Let X and Y be real Banach spaces with X reﬂexive and let T , L ∈ L(X, Y ) be
given. We say that T is compact modulo L if, for every sequence (un) ⊂ X , we have {un ⇀ 0 in X,
Lun → 0 in Y } ⇒ Tun → 0 in Y .
Lemma 3.2. (See Lemma 3.7 of [13].) Let X and Y be real Banach spaces with X reﬂexive and let L0, L1 ∈
L(X, Y ) be given. Suppose that L0 − L1 is compact modulo both L0 and L1 . Then we have the following.
(i) If (un) ⊂ X is a sequence converging weakly to zero, we have L0un → 0 in Y if and only if L1un → 0.
(ii) L0 ∈ Φ0(X, Y ) if and only if L1 ∈ Φ0(X, Y ).
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holds.
(iii) Lt ∈ Φ0(X, Y ) for all t ∈ [0,1] if and only if this holds for some t0 ∈ [0,1], and in this case, the index of Lt
is independent of t.
Proof of Theorem 3.2. Our assumptions ensure that L∞ is elliptic and so by Corollary 3.1 we have
that L∞ : Xp → Yp is an isomorphism. Furthermore Lt : Xp → Yp is a bounded linear operator for all
t ∈ [0,1].
We now consider T = L − L∞ and claim that it is compact modulo Lt for all t ∈ [0,1]. To see this,
we consider a sequence (un) ⊂ Xp such that un ⇀ 0 in Xp and Ltun → 0 in Yp for some t ∈ [0,1].
Thus (un) is bounded in Xp and it follows as in Lemma 5.1 of [3], that for any ε > 0, there exists
r > 0 such that ‖Tun‖0,p,B˜r  ε for all n where B˜r = {x ∈ RN | |x| > r}. By Lemma 2.1, we have that
un → 0 in Xp(Br) (where Br is the ball with center 0 and radius r) and so Tun → 0 in Yp(Br). Thus
we may conclude that Tun → 0 in Yp, showing that T is compact modulo Lt . Since L∞ : Xp → Yp
is an isomorphism, L0 = L∞ ∈ Φ0(Xp, Yp). The conclusion now follows from part (iii) of the previous
lemma with L1 = L. 
The previous theorem can be strengthened if a stronger type of ellipticity is used.
Deﬁnition 3.2. An operator of the form (3.2) is called strongly elliptic at x in the sense of Legendre–
Hadamard, if there is γ = γ (x) > 0, such that
ζ T
(
N∑
α,β=1
ηαηβ Aαβ(x)
)
ζ  γ |η|2|ζ |2 for all η ∈ RN , ζ ∈ Rm. (3.3)
We say that L is strongly elliptic on a subset K ⊂RN in the sense of Legendre–Hadamard, if (3.3)
holds with the same γ > 0 for all x ∈ K .
This kind of ellipticity is stronger than Petrovskii ellipticity, since (3.3) implies that the matrix
N∑
α,β=1
ηαηβ Aαβ(x)
is positive deﬁnite for η = 0 (and so all its real eigenvalues are positive), whereas Petrovskii condi-
tion means that it has a positive determinant. Note that the strong Legendre–Hadamard condition is
“convex” in the sense that all operators on the segment joining two elliptic operators (in the sense
of Legendre–Hadamard) are elliptic. However, this is not true for Petrovskii-ellipticity. On the other
hand, both conditions concern only the higher order coeﬃcients of the system, and furthermore they
are stable under small enough perturbation of the leading coeﬃcients. We mention ﬁnally that strong
ellipticity in the sense of Legendre–Hadamard is also known (especially in the Russian literature) as
ellipticity in the sense of Vishik or just as strong ellipticity (see [1,2]).
If this new condition is used, then the assumption “Lt = tL+(1−t)L∞ are elliptic” in the preceding
theorem becomes redundant, and we get
Corollary 3.2. Let condition (C) hold and L be strongly elliptic on RN in the sense of Legendre–Hadamard.
Suppose that det S∞(η) = 0 for all η ∈ RN . Then L ∈ Φ0(Xp, Yp).
Proof. Letting |x| → ∞ in (3.3), we see that L∞ is also elliptic in the sense of Legendre–Hadamard.
Then Lt is elliptic in the sense of Legendre–Hadamard and therefore in the sense of Petrovskii. Thus
the conclusion follows from Theorem 3.2. 
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produced by the studies of Cordes and Illner leading to results like Theorem 2.1 in [11]. However,
in view of the comments in [11] about the accessibility of that theory, we hope that our short self-
contained development may not be out of place.
3.4. F is a C1-Fredholm map of index zero
Consider the operator (1.1) with Ω = RN and N < p < ∞. Suppose that the conditions (2.1)–(2.4)
and (2.11) are satisﬁed. For any u0 ∈ Xp , the derivative DF (u0) is a linear differential operator of
second-order and so we can try to prove that it is Fredholm of index zero by appealing to either
Theorem 3.2 or Corollary 3.2. For a general system (1.1), the choice u0 = 0 seems most transparent so
we deal only with it here.
Suppose also that there exist m ×m matrices A∞αβ, B∞α and C∞ such that
aαβ(x,0) → A∞αβ, ∇ξαb(x,0) → B∞α and ∇ξ0b(x,0) → C∞ as |x| → ∞
for 1 α,β  N . Let
L∞u = −
N∑
α,β=1
A∞αβ∂2αβu +
N∑
α=1
B∞α ∂αu + C∞u
and let S∞(η) be its characteristic polynomial.
Theorem 3.3. Suppose that the linear operator
DF (0) = −
N∑
α,β=1
aαβ(x,0)∂
2
αβu +
N∑
α=1
∇ξαb(x,0)∂αu + ∇ξ0b(x,0)u
is strongly elliptic on RN in the sense of Legendre–Hadamard and that det S∞(η) = 0 for all η ∈ RN . Then
F : Xp → Yp is a C1-Fredholm map of index zero. (That is, F ∈ C1(Xp, Yp) and DF (u) ∈ Φ0(Xp, Yp) for all
u ∈ Xp.)
Proof. By Theorems 2.1 and 2.2, it is enough to prove that DF (0) ∈ Φ0(Xp, Yp) and this now follows
from Corollary 3.2. 
Remark 3.2. Properness on the closed bounded subsets of Xp will follow from Theorem 5.5(ii) of [3]
under the additional assumptions about the behavior of aα,β and b as |x| → ∞ formulated in Sec-
tion 5 of [3].
3.5. Linear systems on Ω
The operator L in (3.2) acts as an operator from Xp to Yp , but also as an operator from Dp(Ω)
to Yp(Ω). To distinguish them we denote the second operator by LΩ , i.e. LΩ ∈ L(Dp(Ω), Yp(Ω)), and
we continue to write L ∈ L(Xp, Yp) for the ﬁrst operator.
What then is the connection between the Fredholmness of L and LΩ? We do not have a complete
answer to this question but we can relate their left-Fredholm properties.
Theorem 3.4. Let Ω and have a C2 boundary. Then
LΩ ∈ Φ+
(
Dp(Ω), Yp(Ω)
) ⇐⇒ L ∈ Φ+(Xp, Yp).
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quence (vn) from Xp weakly convergent to 0, and such that Lvn → 0 in Yp . We show that vn → 0
in Xp .
Let Br be a ball with center 0 containing ∂Ω (and consequently also K = Ω , see Remark 2.1
in [3]), and let R > r, and φ ∈ C∞0 (RN ) be such that φ = 1 outside BR , φ = 0 on Br . Then consider the
restriction to Ω of (φvn) that we denote by (un). We have clearly (un) ⊂ Dp(Ω), and furthermore:
• un ⇀ 0 in Dp(Ω). Indeed vn ⇀ 0 in Yp so φvn ⇀ 0 in Yp (because if f ∈ Lp′ , then also f φ ∈ Lp′ ,
so that
∫
f φvn → 0 ∀ f ∈ Lp′ ). For 1  α,β  N , ∂α(φvn) = (∂αφ)vn + φ∂αvn , and so for the same
reasons as above, we have ∂α(φvn) ⇀ 0 in Yp . Next since
∂2αβ(φvn) =
(
∂2αβφ
)
vn + (∂βφ)∂αvn + (∂αφ)∂β vn + φ∂2αβ vn,
we have ∂2αβ(φvn) ⇀ 0 in Yp .
Now weak convergence to 0 in W 2,p of a sequence is equivalent to the weak convergence to 0
in Lp of all its derivatives up to order 2. Thus, φvn ⇀ 0 in Xp and so also in Dp(Ω).
• Since un = vn outside BR , we have that LΩun → 0 in Yp(B˜ R). But a direct calculation shows that
LΩun = φLvn +
∑
α,β
(
∂2αβφAαβ
)
vn +
∑
α,β
(∂αφAαβ)∂β vn +
∑
α,β
(∂βφAαβ)∂αvn +
∑
α
(∂αφBα)vn
∣∣∣∣
Ω
.
Let ΩR = Ω ∩ BR . Recalling that the imbedding W 2,p(RN ) ↪→ W 1,p(ΩR) is compact, we see that
vn → 0 in W 1,p(ΩR ,Rm). This fact together with the boundedness of φ, its derivatives and of the
coeﬃcients of L, implies that LΩun → 0 in Yp(ΩR). So in fact LΩun → 0 in Yp(Ω).
Now by hypothesis LΩ ∈ Φ+(Dp(Ω), Yp(Ω)) and therefore un → 0 in Dp(Ω). Next as already
observed vn = un outside BR , so vn → 0 in Xp(B˜ R). And by Lemma 2.1 (with Ω = RN ) vn → 0
in Xp(BR). Thus ﬁnally vn → 0 in Xp , and the proof of the ﬁrst part is complete.
(ii) Let now L ∈ Φ+(Xp, Yp), and (un) be a sequence from Dp(Ω) converging weakly to 0, and
LΩun converging to 0 in Yp(Ω) (weak convergence in Dp(Ω) is the same as weak convergence
in Xp(Ω)). Take the same r, R and φ as in the proof of (i), and deﬁne the sequence (vn) by
vn(x) = φ(x)un(x) if x ∈ Ω and 0 elsewhere.
Now one can check that vn ∈ Xp , and furthermore as in the proof of the ﬁrst part, that vn ⇀ 0
in Xp .
On the other hand, by construction un = vn outside BR , therefore LΩun → 0 in Yp(B˜ R) and since
Lvn|Ω = φLΩun +
∑
α,β
(
∂2αβφAαβ
)
un +
∑
α,β
(∂αφAαβ)∂βun +
∑
α,β
(∂βφAαβ)∂αun +
∑
α
(∂αφBα)un,
we deduce as in the proof of the ﬁrst part that Lvn → 0 in Yp(r < |x| < R). Next, vn = 0 on Br , so
Lvn → 0 in Yp(Br). Therefore Lvn → 0 in Xp .
The left-Fredholmness of L implies that vn → 0 in Xp , and so un → 0 in Xp(B˜ R). By Lemma 2.1,
un → 0 in Xp(ΩR). Thus ﬁnally un → 0 in Xp(Ω) and the proof is complete. 
4. Exponential decay
Exponential decay of solutions is an important question in the ﬁeld of partial differential equations.
Consider the operator F in (1.1) when F (0) = 0, and let f ∈ Yp(Ω) decay exponentially at inﬁnity (in
particular this happens when f = 0). Do all possible solutions in Dp(Ω) of F (u) = f have exponential
decay? As we shall see, this issue is connected with the Fredholm property of the operator F .
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We follow closely the approach laid down by P.J. Rabier [10]. As he points out, for u ∈ Lp(RN ),
the intuitive idea that u(x) decays exponentially as |x| → ∞ is usually captured by the condition
that ‖u‖Lp(|x|>r) = O (e−sr) for some s > 0 as r → ∞, and this happens in particular if u = e−s|x|v
for some v ∈ Lp(RN ) and s > 0. The observation that multiplication by e−s|x| generates a semigroup
on L(Lp(RN )) leads Rabier to study the problem in an abstract setting. We brieﬂy describe his results.
Recall ﬁrst that given a Banach space X , a C0 or strongly continuous semigroup of bounded linear
operators on X is a family (T (t))t0 ⊂ L(X) satisfying
(i) T (0) is the identity operator on X .
(ii) T (s + t) = T (t)T (s) for every t, s 0.
(iii) limt→0 T (t)x = x for every x ∈ X .
The uniform boundedness principle then implies that the function t → ‖T (t)‖L(X) is bounded on
the bounded subsets of [0,∞). In turn, this fact implies that, for every x ∈ X , the map t → T (t)x is
continuous from [0,∞) into X (see [8]).
Now let X and Y be two reﬂexive Banach spaces. Assume that there are two injective C0 semi-
groups (T (s))s0 ⊂ L(X) and (S(s))s0 ⊂ L(Y ). Let L ∈ L(X, Y ) be a Fredholm operator such that for
some σ > 0, we have
rge LT (s) ⊂ rge S(s) ∀s ∈ [0,σ ], (4.1)
S(s)
−1
LT (s) ∈ L(X, Y ) ∀s ∈ [0,σ ], (4.2)
lim
s→0
∥∥S(s)−1 LT (s) − L∥∥L(X,Y ) = 0. (4.3)
Under the above assumptions Rabier proves the following theorem.
Theorem 4.1. There is s0 ∈ (0, σ ], such that the following property holds. If f = S(s)g for some g ∈ Y , and
s > 0, and if u ∈ X satisﬁes Lu = f , then there is v ∈ X such that u = T (min(s, s0))v.
The proof is given in three steps. First the result is proved when L is surjective, and in this case
the index of L is nonnegative. The second step treats the case when L is injective (and then the index
is nonpositive). Finally, the general case is reduced to one of the previous situations (according to the
sign of the index) by adding a ﬁnite rank operator, and using the following lemma.
Lemma 4.1. Let E ∈ L(X, Y ) have ﬁnite rank. Then the mappings S(·)E : [0,∞) → L(X, Y ) and
ET (·) : [0,∞) → L(X, Y ) are continuous.
Indeed the proof becomes simpler if the index is zero, since by adding a ﬁnite rank operator, the
problem is reduced to the case when L is an isomorphism.
Now Theorem 4.1 leaves us with the following question. Suppose that s > 0 is ﬁxed, but g , and
the possible solutions u of Lu = S(s)g are allowed to vary. Then how does the element v behave with
respect to u and g? We now show that, if u and g remain bounded, then so does v . To prove this it
is convenient to express Theorem 4.1 somewhat differently.
Lemma 4.2. Under the hypotheses of Theorem 4.1 its conclusion is equivalent to the following statement: there
exists s0 > 0 such that
{
u ∈ X: Lu ∈ rge S(s)}= rge T (s) for all s ∈ [0, s0]. (4.4)
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that u ∈ X with Lu ∈ rge S(s) for some s ∈ (0, s0]. Then min{s, s0} = s and Theorem 4.1 shows that
u ∈ rge T (s). Hence {u ∈ X: Lu ∈ rge S(s)} ⊂ rge T (s). Conversely, if u ∈ rge T (s) then Lu ∈ rge S(s)
by (4.1) since s0  σ , showing that rge T (s) ⊂ {u ∈ X: Lu ∈ rge S(s)}. This proves (4.4) for s ∈ (0, s0]
and the statement is trivial for s = 0.
Now suppose that (4.4) holds. Clearly we can assume that s0  σ . Suppose now that u ∈ X is
such that Lu = f where f = S(s)g for some s > 0 and g ∈ Y . Let t = min{s, s0}. Since t  s and
hence rge S(s) ⊂ rge S(t), by the semigroup property, we have that Lu = f ∈ rge S(t) and so, by (4.4),
u ∈ rge T (t) which is the conclusion of Theorem 4.1. 
We can now formulate a slightly sharper form of Theorem 4.1.
Theorem 4.2. Under the hypotheses of Theorem 4.1, there exists s0 ∈ (0, σ ] such that (4.4) holds and, for every
s ∈ [0, s0], there exists a constant Cs such that∥∥T (s)−1u∥∥X  Cs{∥∥S(s)−1Lu∥∥Y + ‖u‖X} for all u ∈ X such that Lu ∈ rge S(s). (4.5)
Remark 4.1. In the notation of Theorem 4.1, the estimate (4.5) becomes
‖v‖X  Ks
{‖g‖Y + ‖u‖X}.
In the case where L : X → Y is an isomorphism, the term ‖u‖X can be dropped since ‖u‖X =
‖L−1S(s)g‖X  ‖L−1‖‖S(s)g‖Y  ‖L−1‖‖S(s)‖‖g‖Y .
Proof. Fix s ∈ [0, s0] and set R = rge T (s). Using (4.4) we can deﬁne a norm on R by ‖u‖R =
‖S(s)−1Lu‖Y + ‖u‖X for u ∈ R. To show that (R,‖ · ‖R) is a Banach space, consider a Cauchy se-
quence {un}. Then {un} and {S(s)−1Lun} are Cauchy sequences in X and Y , respectively and so there
exist u ∈ X and g ∈ Y such that un → u in X and S(s)−1Lun → g in Y . But, by (4.4), there exists
gn ∈ Y such that Lun = S(s)gn . Hence gn → g in Y and then we obtain Lu = S(s)g since L ∈ L(X, Y )
and S(s) ∈ L(Y , Y ). Thus u ∈ R by (4.4) and we see that ‖un − u‖R → 0, showing that (R,‖ · ‖R) is
a Banach space. Now consider T (s) : (X,‖ · ‖X ) → (R,‖ · ‖R). Clearly this is a linear bijection between
Banach spaces. The following inequality shows that it is bounded. For any u ∈ X ,∥∥T (s)u∥∥R = ∥∥S(s)−1LT (s)u∥∥Y + ∥∥T (s)u∥∥X  {∥∥S(s)−1LT (s)∥∥+ ∥∥T (s)∥∥}‖u‖X
by (4.2). By the open mapping theorem, there exists a constant Cs such that ‖T (s)−1u‖X  Cs‖u‖R
for all u ∈ R , proving (4.5). 
We have deduced Theorem 4.2 from Theorem 4.1 and they hold for Fredholm operators of any
index. Since the case where the index is zero is particularly important for us, we give a short proof
of Theorem 4.1 via (4.4).
Proof of Theorem 4.1 when L ∈Φ0(X,Y ). By Lemma 4.2, we need only establish (4.4) and we already
saw that rge T (s) ⊂ {u ∈ X: Lu ∈ rge S(s)} for all s ∈ [0, σ ] by (4.1). Since L is Fredholm of index zero
there exists E ∈ L(X, Y ) such that dimrge E < ∞ and L + E : X → Y is an isomorphism. By (4.3) and
Lemma 4.1,∥∥S(s)−1LT (s) − L∥∥→ 0, ∥∥S(s)E − E∥∥→ 0 and ∥∥ET (s) − E∥∥→ 0 as s → 0+ .
Hence, there exists s0 ∈ (0, σ ] such that
L + S(s)E : X → Y and S(s)−1LT (s) + ET (s) : X → Y are isomorphisms for all s ∈ [0, s0].
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v = [S(s)−1LT (s) + ET (s)]−1{S(s)−1Lu + Eu}. (4.6)
Then
[
S(s)−1LT (s) + ET (s)]v = S(s)−1Lu + Eu which implies that
S(s)−1
[
L + S(s)E]T (s)v = S(s)−1[L + S(s)E]u which implies that
T (s)v = u since S(s)−1[L + S(s)E] is injective.
This proves that u ∈ rge T (s) and we have proved (4.4). 
Remark 4.2. We note that in this index zero situation, (4.6) gives a formula for v in terms of u from
which (4.5) follows directly due to (4.2).
4.2. Linear systems
Consider the second-order differential operator of the form
Lv := −
N∑
α,β=1
Aαβ(x)∂
2
αβ v +
N∑
α=1
Bα(x)∂αv + C(x)v (4.7)
with its coeﬃcients being continuous and bounded on Ω .
It is clear that L ∈ L(Xp(Ω), Yp(Ω)).
Let Br be a ball containing ∂Ω (and consequently also K = Ω , see Remark 2.1 in [3]), R > r,
and φ ∈ C∞0 (RN ) be such that φ = 1 outside BR , φ = 0 on Br . Set θ(x) = φ(x)|x|. Then θ ∈ C∞(RN ),
θ(x) = |x| when |x| R , and θ(x) = 0 when |x| r.
Furthermore for x = 0
∂θ
∂xi
= φ xi|x| + ∂iφ|x|, (4.8)
∂2θ
∂x j∂xi
= φ ·
(
δi j
|x| −
xix j
|x|3
)
+ ∂ jφ xi|x| + ∂iφ
x j
|x| + ∂
2
i jφ|x|. (4.9)
When |x| r, θ = 0 and when |x| > R , φ = 1 so its derivatives vanish. Therefore from (4.8) and (4.9),
we deduce that all the derivatives of θ are bounded on RN .
Deﬁne for every s 0 and u ∈ Yp(Ω), S(s)u := e−sθu. Let T (s) be the restriction of S(s) to Xp(Ω).
Now we check that T and S satisfy all the assumptions of Theorem 4.1.
• We clearly have that e−sθ ∈ C∞(RN ) and is bounded by 1 (because θ  0), therefore S(s) maps
Yp(Ω) into itself, T (s) maps Xp(Ω) into itself, and Dp(Ω) into itself. T and S clearly satisfy condi-
tions (i) and (ii) in the deﬁnition of a semigroup. They are also injective since e−sθ > 0.
We check condition (iii). Let u ∈ Yp(Ω) be ﬁxed, then it follows from the Lebesgue dominated
convergence that
lim
s→0 e
−sθu = u in Yp(Ω). (4.10)
Therefore S is a C0 semigroup on L(Yp(Ω)).
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lim
s→0 e
−sθ ∂αu = ∂αu in Yp(Ω), (4.11)
lim
s→0 e
−sθ ∂2αβu = ∂2αβu in Yp(Ω), (4.12)
for all 1 α,β  N . Now a direct calculation (in Yp(Ω)) shows that
∂α
(
e−sθu
)− e−sθ ∂αu = −s∂αθe−sθu, (4.13)
∂2αβ
(
e−sθu
)− e−sθ ∂2αβu = −se−sθ (∂βθ∂αu + ∂αθ∂βu + ∂2αβθu − s∂αθ∂βθu). (4.14)
Therefore
lim
s→0
(
∂α
(
e−sθu
)− e−sθ ∂αu)= 0, (4.15)
lim
s→0
(
∂2αβ
(
e−sθu
)− e−sθ ∂2αβu)= 0. (4.16)
Now, recalling (4.11) and (4.12), we see that ∂α(e−sθu) → ∂αu, and ∂2αβ(e−sθu) → ∂2αβu in Yp(Ω)
when s → 0. All this means that e−sθu → u in Xp(Ω), that is lims→0 T (s)u = u in Xp(Ω). This proves
the strong continuity of the semigroup T .
• Now, we prove that condition (4.1) is satisﬁed. Let u ∈ Xp(Ω), from (4.13) we see that
Bα∂α(e−sθu) = e−sθηα where ηα is some function in Yp(Ω) (because Bα is bounded). From (4.14)
we see that Aαβ∂2αβ(e
−sθu) = e−sθ ζαβ where ζαβ ∈ Yp(Ω). Hence
L
(
e−sθu
)= e−sθ( N∑
α,β=1
ζαβ +
N∑
α=1
ηα + Cu
)
.
That is LT (s)u = L(e−sθu) = e−sθ g = S(s)g for some g in Yp(Ω), and every s 0.
• We prove (4.2) and (4.3). Again using (4.13) and (4.14) we see that for all u ∈ Xp(Ω)∥∥S(s)−1LT (s)u − Lu∥∥0,p,Ω  sM‖u‖2,p,Ω (4.17)
where M is a suitable bound of the coeﬃcients Aαβ, Bα,C and the derivatives of θ . This proves at
the same time (4.2) and (4.3), when X = Xp(Ω) and indeed also when X = Dp(Ω).
We can now use Theorem 4.2.
Theorem 4.3. Let the differential operator L in (4.7) be Fredholm between Dp(Ω) and Yp(Ω). There exists
a constant s0 > 0 with the following property. Suppose that B is a subset of Dp(Ω) and that, for some ﬁxed
s > 0, {esθ Lu: u ∈ B} ⊂ Yp(Ω). Let t = min{s, s0}. Then there exists a positive constant C(t) such that∥∥etθu∥∥2,p  C(t){∥∥etθ Lu∥∥0,p + ‖u‖2,p} (4.18)
for all u ∈ B.
If B is bounded in Dp(Ω) and esθ LB is bounded in Y p(Ω), this yields uniform exponential decay of the
functions u in the sense that there exists a constant K such that∣∣u(x)∣∣+ ∣∣∇u(x)∣∣ Ke−t|x| for all |x| R and all u ∈ B.
In particular, this estimate holds if B is a bounded subset in the kernel of L.
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Fredholm property.
4.3. Quasilinear systems
In order to deal with quasilinear systems, we start by establishing a useful result about the factor-
ization of F in (1.1). As usual we assume that the conditions (2.1)–(2.4) are satisﬁed. The semigroups
(S(s))s0 and (T (s))s0 are the same as those used for linear systems.
Theorem 4.4. There exists an operator G : Xp(Ω) → L(Xp(Ω), Yp(Ω)) having the following properties.
(a) F (u) − F (0) = G(u)u, for every u ∈ Xp(Ω).
(b) For every μ ∈ Z ∪ {−∞} and u ∈ Dp(Ω), we have DF (u) ∈ Φμ(Dp(Ω), Yp(Ω)) if and only if G(u) ∈
Φμ(Dp(Ω), Yp(Ω)).
(c) G is continuous and maps bounded subsets of Xp(Ω) into bounded subsets of L(Xp(Ω), Yp(Ω)).
(d) For every u ∈ Xp(Ω), G(u) is a linear second-order operator of the form (4.7) with coeﬃcients which are
continuous and bounded on Ω .
Proof. (a) Recall that
F (u) = −
N∑
α,β=1
aαβ(u)∂
2
αβu + b(u), (4.19)
and b(u) can be written as
b(u) = b(0) +
N∑
i=0
c i(u)∂iu (4.20)
where c i is the Nemytskii operator generated by the (matrix-valued) equicontinuous C0-bundle map
c i(x, ξ) =
1∫
0
∇ξi b(x, tξ)dt.
By Theorem 2.1,
DF (u)v = −
N∑
α,β=1
aαβ(u)∂
2
αβ v + Db(u)v −
N∑
α,β=1
(
Daαβ(u)v
)
∂2αβu
= −
N∑
α,β=1
aαβ(u)∂
2
αβ v +
N∑
i=0
bi(u)∂i v − K (u)v (4.21)
where K (u) is compact as noted in Remark 2.2, and bi is the Nemytskii operator associated with
∇ξi b(x, ξ). In particular when v = u we obtain
DF (u)u = −
N∑
α,β=1
aαβ(u)∂
2
αβu +
N∑
i=0
bi(u)∂iu − K (u)u. (4.22)
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F (u) − F (0) = DF (u)u + K (u)u −
N∑
i=0
(
bi(u) − c i(u)
)
∂iu. (4.23)
Letting
T (u)v =
N∑
i=0
(
bi(u) − c i(u)
)
∂i v, (4.24)
and
G(u) = DF (u) + K (u) − T (u) = L(u) − T (u), (4.25)
we obtain F (u) − F (0) = G(u)u.
Note that since T (0) = K (0) = 0, we have G(0) = L(0) = DF (0).
(b) We show that T (u) is compact. From the equicontinuity of (∇ξi b(x, .))x at ξ = 0, given any
ε > 0, there is δ > 0 such that ∀x ∈ Ω∣∣∇ξi b(x, ξ) − ∇ξi b(x,0)∣∣< ε2
whenever |ξ | < δ. Therefore ∀x ∈ Ω , ∀t ∈ [0,1], we have |∇ξi b(x, ξ) − ∇ξi b(x, tξ)| < ε if |ξ | < δ. But
since u vanishes at inﬁnity along with its gradient, there is an r > 0 such that |(u(x),∇u(x))| < δ
whenever |x| > r. All this means that ∀t ∈ [0,1], |x| > r, we have∣∣∇ξi b(x,u(x),∇u(x))− ∇ξi b(x, tu(x), t∇u(x))∣∣< ε,
and so by integrating with respect to t we get
lim|x|→∞
(
∇ξi b
(
x,u(x),∇u(x))− 1∫
0
∇ξi b
(
x, tu(x), t∇u(x))dt)= 0.
But multiplication by a bounded function vanishing at inﬁnity is a compact operator from W 1,q to Lq
for all 1 < q < ∞ (see the appendix in [3]). Therefore T (u) is compact from Dp(Ω) to Yp(Ω) for all
u ∈ Dp(Ω).
(c)
G(u)v = L(u)v − T (u)v = −
N∑
α,β=1
aαβ(u)∂
2
αβ v +
N∑
α=0
cα(u)∂αv. (4.26)
Therefore,
∥∥G(u)v − G(u0)v∥∥0,p,Ω  N∑
α,β=1
∥∥aαβ(u) − aαβ(u0)∥∥0,∞,Ω∥∥∂2αβ v∥∥0,p,Ω
+
N∑∥∥cα(u) − cα(u0)∥∥0,∞,Ω‖∂αv‖0,p,Ω .
α=0
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L∞(Ω,Rm×m). Accordingly, given ε > 0, there is δ > 0 such that
∥∥aαβ(u) − aαβ(u0)∥∥0,∞,Ω  ε and ∥∥cα(u) − cα(u0)∥∥0,∞,Ω  ε,
whenever ‖u − u0‖ δ. Consequently,
∥∥G(u)v − G(u0)v∥∥0,p,Ω  const. × ε‖v‖2,p,Ω ,
and therefore,
∥∥G(u) − G(u0)∥∥L(Xp(Ω),Yp(Ω))  const. × ε.
The boundedness property follows from the boundedness of aαβ and cα .
(d) By (4.25) and (4.26), G(u) has the form (4.7) with
Aα,β(x) = aα,β
(
x,u(x),∇u(x)),
Bα(x) =
1∫
0
∇ξαb
(
x, tu(x), t∇u(x))dt,
C(x) =
1∫
0
∇ξ0b
(
x, tu(x), t∇u(x))dt
for 1 α,β  N . 
We shall also use the following result.
Proposition 4.1. S(s)−1G(u)T (s) converges to G(u) in L(Xp(Ω), Yp(Ω)) as s → 0, uniformly with respect
to u in bounded subsets of Xp(Ω).
Proof. We have
G(u)T (s)v = G(u)(e−sθ v)= − N∑
α,β=1
aαβ(u)∂
2
αβ
(
e−sθ v
)+ N∑
α=0
cα(u)∂α
(
e−sθ v
)
= −
N∑
α,β=1
aαβ(u)
(−se−sθ (∂βθ∂αv + ∂αθ∂β v + ∂2αβθ v − s∂αθ∂β v)+ e−sθ ∂2αβ v)
+
N∑
α=1
cα(u)
(−s∂αθe−sθ v + e−sθ ∂αv)+ c0(u)e−sθ v.
Therefore,
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N∑
α,β=1
aαβ(u)
(
∂αθ∂β v + ∂βθ∂αv + ∂2αβθ v − s∂αθ∂βθ v
)
− s
N∑
α=1
cα(u)(∂αθ v).
Let u belong to a bounded subset of Xp(Ω). It follows that there is a positive constant M such that∥∥S(s)−1G(u)T (s)v − G(u)v∥∥0,p,Ω  sM‖v‖2,p,Ω . 
From now on we assume that F (0) = 0. It follows from Theorem 4.4 that F (u) = G(u)u, where
for a ﬁxed u ∈ Dp(Ω), G(u) is a linear differential operator that satisﬁes (4.1), (4.2) and (4.3) and
G(u) is Fredholm whenever DF (u) is a Fredholm operator. From Theorem 4.3 we immediately get the
following result.
Theorem 4.5. Let the operator F : Dp(Ω) → Yp(Ω) in (1.1) be a C1-Fredholm map of index μ ∈ Z with
F (0) = 0. Let f ∈ Yp(Ω) satisfy esθ f ∈ Yp(Ω), for some s > 0. Then for all possible solutions u ∈ Dp(Ω)
of F (u) = f , there is t = t(u, s) > 0 and v ∈ Dp(Ω), such that u = e−tθ v.
Theorem 4.6. With the additional assumption that b is a C2ξ -bundle map, with ∇2ξ b(.,0) bounded, the num-
ber t in Theorem 4.5 can be chosen independently of u.
Proof. We begin with some notation. By the fundamental theorem of calculus, a scalar equicontinuous
C1ξ -bundle map h : Ω × Rm × Rm×N → R can be written in the form
h(x, ξ) = h(x,0) +
N∑
α=0
( 1∫
0
∇ξαh(x, tξ)dt
)
· ξα. (4.27)
If now h takes values in Rm , applying the above equality to each component hk and letting ∇ξαh
denote the matrix of lines ∇ξαhk , then (4.27) also holds for h in this case. We make one more step
in the matrix–vector notation. If h takes values in Rm×m , we apply what has been said to each col-
umn h j . Let then ∇ξαh(x, ξ) denote the array of length m of matrices, with each component being the
matrix ∇ξαh j(x, ξ). Then (4.27) still holds for h in this case as well.
Now we go to the proof of the theorem. Since b is an equicontinuous C1ξ -bundle map with
b(x,0) = 0, we can write
b(x, ξ) =
N∑
α=0
cα(x, ξ)ξα.
But b is supposed to be C2ξ and so one can check that cα is an equicontinuous C
1
ξ -bundle map.
According to what has been said, there is a family of equicontinuous C0-bundle map cα such that
cα(x, ξ) = cα(x,0) +
N∑
=0
cα(x, ξ)ξ.
Note that bα(.,0) = cα(.,0), and condition (2.4) implies that they are bounded functions.
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aαβ(x, ξ) = aαβ(x,0) +
N∑
=0
aαβ(x, ξ)ξ,
where aαβ are equicontinuous C
0-bundle maps.
Then
F (u) = −
N∑
α,β=1
(
aαβ(0) +
N∑
=0
aαβ(u)∂u
)
∂2αβu +
N∑
α=0
(
cα(0) +
N∑
=0
cα(u)∂u
)
∂αu,
and
G(0)u = DF (0)u = −
N∑
α,β=1
aαβ(0)∂
2
αβu +
N∑
α=0
bα(0)∂αu.
Therefore, since bα(0) = cα(0), we get
G(0)u − f = G(0)u − F (u)
=
N∑
α,β=1
N∑
=0
(
aαβ(u)∂u
)
∂2αβu −
N∑
α=0
N∑
=0
(
cα(u)∂u
)
∂αu. (4.28)
Now, let s0 be the number given by Theorem 4.1, for the linear operator G(0). Indeed it suﬃces to
prove the result, when s  s0, for if s > s0, then the condition esθ f ∈ Yp(Ω), implies that es0θ f ∈
Yp(Ω).
Theorem 4.5, already ensures that u = e−tθ v , for some t (depending on u) and some v ∈ Dp(Ω).
Recalling (4.13) and (4.14), we see that the derivatives of u have also an exponential decay i.e.
they have the form e−tθ y where y ∈ Yp(Ω). Therefore, replacing u by e−tθ v in the right-hand side
of (4.28), we see that we get the factor e−tθe−tθ = e−2tθ , and what is left is a function we call g0, i.e.
G(0)u − f = e−2tθ g0.
We claim that g0 ∈ Yp(Ω). First, conditions (2.2) and (2.4) imply that aαβ(.,0), cα(.,0) are bounded.
The assumption that ∇2ξ b(.,0) is bounded implies that bα(.,0) are bounded as well. Therefore, aαβ(u),
and cα(u) are bounded functions. Second, v and its ﬁrst derivatives are in L
∞ and in Lp , and the
second derivatives are in Lp . Therefore, g0 is a sum of functions in Yp(Ω), and the claim is proved.
Consequently, we can write
G(0)u = f + e−2tθ g0 = e−min(s,2t)θ
(
emin(s,2t)θ f + e(−2t+min(s,2t))θ g0
)
.
Now, |emin(s,2t)θ(x) f (x)|  |esθ(x) f (x)| for every x ∈ Ω and so emin(s,2t)θ f ∈ Yp(Ω). And similarly,
e(−2t+min(s,2t))θ g0 ∈ Yp(Ω).
As a result, Theorem 4.1 for G(0) yields an element v1 ∈ Dp(Ω), such that
u = e−min(s0,min(s,2t))θ v1 = e−min(s,2t)θ v1,
since min(s,2t) s s0 by assumption.
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G(0)u = f + e−4tθ g1 = e−min(s,4t)θ
(
emin(s,4t)θ f + e(−4t+min(s,4t))θ g0
)
.
Then, again, Theorem 4.1 yields an element v2 ∈ Dp(Ω) such that
u = e−min(s,4t)θ v2.
If s  4t , then u = e−sθ v2 and this is the claimed result. If not, then u = e−4tθ v2, and replacing this
value of u in (4.28), leads again to an alternative. But this procedure ends in a ﬁnite number k of
steps (depending on u), for which s 2kt , and we have
u = e−sθ vk,
for some vk ∈ Dp(Ω). 
Appendix A
We recall here some concepts from functional analysis. A bounded linear operator L : X → Y be-
tween two Banach spaces X and Y is called semi-Fredholm, if rge L is closed and at least one among
dimker L and codimrge L is ﬁnite. The index of L is μ = dimker L − codimrge L ∈ Z∪ {±∞}. The case
where μ = +∞ is not needed in our work, so following Quinn and Sard [9], a semi-Fredholm op-
erator with index μ = +∞ will be called left-Fredholm. Otherwise stated, a left-Fredholm operator
is an operator with closed range and ﬁnite dimensional kernel. We denote by Φμ(X, Y ) the set of
left-Fredholm operators of index μ and we set
Φ+(X, Y ) =
⋃
μ∈Z∪{−∞}
Φμ(X, Y ).
A semi-Fredholm operator with ﬁnite index is called Fredholm. When an operator G ∈ C1(X, Y ) is
not necessarily linear, it is semi-Fredholm if for every u ∈ X , the Fréchet derivative DG(u) ∈ L(X, Y )
is semi-Fredholm. We state three fundamental properties of semi-Fredholm operators. See for in-
stance [6, pp. 78–79].
(a) The index of semi-Fredholm operators is a locally constant function, or equivalently Φμ(X, Y ) is
open in L(X, Y ).
(b) If L ∈ Φμ(X, Y ) and K ∈ L(X, Y ) is compact, then L + K ∈ Φμ(X, Y ) (stability under a compact
perturbation).
(c) An operator L ∈ L(X, Y ) is Fredholm of index zero if and only if it is a ﬁnite rank perturbation of
an isomorphism.
The set of isomorphisms from X to Y is denoted by GL(X, Y ).
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