Abstract. In this paper, we study rigidity problems for hypersurfaces with constant curvature quotients
Introduction
Let Σ n−1 be a closed smooth hypersurface isometrically immersed in an n-dimensional Riemannian manifold (M n , g). Assume that Σ t is a variation of Σ with the unit normal vector field ν t as the variational vector field. It is well known that the first variation of the area functional Area(Σ t ) is given by
where H is the mean curvature of Σ with respect to the inner normal and dµ is the area element of Σ. On the other hand, it is well known that the first variation of the total scalar curvature functional Σ Rdµ is given by
where E ij = R ij − 1 2 Rg ij and h ij are respectively the Einstein tensor and the second fundamental form of Σ with respect to the inner normal in local coordinates.
There is a natural generalization of scalar curvature, called Gauss-Bonnet curvatures L k for an integer 1 ≤ k ≤ The first variation of the total Gauss-Bonnet curvature functional Σ L k dµ has been considered long time ago by Lovelock [19] . In [17] Li also computed the first variation of these functionals as well as the second variation for submanifolds in general ambient Riemannian manifolds. Recently an alternative computation was given by Labbi in [14] . It tells that
where E ij (k) is the generalized Einstein tensor defined by (2.1) in Section 2. Labbi [15] referred to the critical point of Σ L k dµ as 2k-minimal submanifolds. In this sense, the ordinary minimal submanifolds are referred as 0-minimal submanifolds.
For the ambient space M n = R n , by the Gauss equation, one can verify that L k = (2k)!σ 2k and −2 Throughout this paper, we use the notations
and call them (2k)-mean curvature and (2k + 1)-mean curvature respectively. We emphaysize here that in general these mean curvatures are different from the usual ones defined by σ k except H 0 and H 1 . The 0-mean curvature H 0 is equal to 1 and the 1-mean curvature H 1 is equal to the usual mean curvature H.
In this paper, we will consider some rigidity problem related to H 2k and H 2k+1 in a class of Riemannian manifolds -warped product manifolds. A warped product manifold (M,ḡ) is the product manifold of one dimensional interval and an (n − 1)-dimensional Riemannian manifold with some smooth positive warping function. Precisely,
where (N n−1 , g N ) is an (n−1)-dimensional Riemannian manifold and λ : [0,r) → R + is a smooth positive function. The rigidity problems for hypersurfaces in Riemannian manifolds with constant curvature functions are one of the central problems in classical differential geometry. Historically, the rigidity problems for hypersurfaces in the Euclidean space was studied by Liebmann [18] , Hsiung [11] , Süss [26] , Alexandrov [4] , Reilly [24] , Ros [25] , Korevaar [13] etc.. Recently, Many works concerning about rigidity for hypersurfaces in warped product manifolds appeared, see for example Montiel [20] , Alías-Impera-Rigoli [3] , Brendle [6] , Brendle-Eichmair [9] , Wu-Xia [27] and the references therein.
In all above works, the curvature functions are related to the elementary symmetric functions σ k of principal curvatures of hypersurfaces. Our concern in this paper is the curvature functions H 2k and H 2k+1 . In view of Gauss equation, for hypersurfaces in general ambient Riemannian manifolds, H 2k and H 2k+1 depend not only on σ k but also on the Riemannian curvature tensor of the ambient manifolds. Therefore, except for the case that the ambient spaces are the space forms, for which H 2k and H 2k+1 can be written as linear combinations of σ k , one cannot express them as pure functions on the principal curvatures of hypersurfaces.
The first attempt in which we succeed is the rigidity on the curvature quotients
in a class of warped product manifolds. These quotients can be viewed as a generalization of the usual mean curvature H since the case k = 0 corresponds to H. We remark that the rigidity on the quotients of σ k in a class of warped product manifolds has been considered by the authors in [27] . However, as mentioned before, these two kinds of quotients have large differences in general. Many techniques seem to be difficult to apply for the quotients
The first main result of this paper is stated as follows. 
is a constant, then Σ is a slice {r 0 } × N for some r 0 ∈ [0,r) and the constant is (n − 1 − 2k) log λ(r 0 ).
The star-shapedness means that Σ can be written as a graph over N , alternatively, ∂ ∂r , ν ≥ 0, where ν is the outer normal of Σ. The method to prove Theorem 1.1 is to apply the maximum principle to an elliptic equation. This method was previously indicated by Montiel [20] and has been used widely by Alías et. al. [1] , [2] .
The condition (1.1) imposed on M only depends on the warped product function λ but not on the fiber manifold N . We notice that the condition excludes the usual space forms R n , S n + and H n in which cases λλ ′′ − (λ ′ ) 2 = −1. For R n , since the quotient
, the result still holds, see Korevaar [13] and Koh [12] . We will consider the case S n + (semi-sphere) and H n elsewhere since the proof has a different flavor. We also notice that the condition (1.1) is satisfied by some local space forms such as [0, ∞) × e r R n−1 or [0, ∞) × cosh r R n−1 . There are also non constant curvature manifolds which satisfy (1.1). A typical example for which the condition (1.1) is satisfied is the so-called Kottler-Schwarzschild spaces [0, ∞) × λ N (κ), whose warped product fact λ satisfies λ ′ (r) = κ + λ(r) 2 − 2mλ(r) 2−n and N (κ) is a closed space form of constant sectional curvature κ = 0 or −1. See Appendix A for a detailed explanation.
Rg ij is the Einstein tensor, so that in k = 1 case, the semi-definite condition of E (1) is just the semi-definiteness of the Einstein tensor. In particular, if M = R n , one readily sees that −E (k) = (2k)! 2 T 2k , where T 2k is the 2k-Newton tensor associated to the hypersurface Σ, and the semi-definite condition of E (k) relates to 2k-convexity.
In order to extend the above result to non-compact hypersurfaces, we need a generalization of the Omori-Yau maximum principle for the trace type semi-elliptic operators. The classical Omori-Yau maximum principle is initially stated for the Laplacian ∆. A Riemannian manifold M is said to satisfy the Omori-Yau maximum principle if for any function u ∈ C 2 (Σ) with sup Σ u < +∞, there exists a sequence {p i } i∈N ⊂ Σ such that for each i, the following holds:
This principle was first proved by Omori [21] and later generalized by Yau [28] under the condition that the Ricci curvature is bounded from below. It has proved to be very useful in the framework of non-compact manifolds and has attracted considerable extending works. It was improved by Chen-Xin [8] and Ratto-Rigoli-Setti [23] by assuming that the radial curvature decays slower than a certain decreasing function. Recently, the essence of the Omori-Yau maximum principle was captured by Pigola, Rigoli and Setti (see Theorem 1.9 in [22] ) that the validity of Omori-Yau maximum principle is assured by the existence of some non-negative C 2 function satisfying some appropriate requirements, and thus may not necessarily depend on the curvature bounds. Also in the same paper, they discussed the generalizations for trace type differential operators (see Definition 3.1) which will be used in this paper. For a detailed discussion of sufficient condition to guarantee the Omori-Yau maximum principle for trace type differential operators to hold, see Alías-Impera-Rigoli [3] or Section 3 below. We have the following rigidity result for non-compact hypersurfaces. is a constant, then Σ is a slice {r 0 } × N for some r 0 ∈ [0,r) and the constant is (n − 1 − 2k) log λ(r 0 ).
Motivated by analogous Bernstein type result on the quotient of the usual mean curvatures [5] , we can establish corresponding result in our case. More precisely, instead of assuming the curvature quotient
being constant, we can establish the rigidity result via assuming a natural comparison inequality between
and its value on the slices. 
, and |∇r| ≤ inf
then the hypersurface Σ is a slice {r 0 } × M for some r 0 ∈ [0,r).
We remark that we do not assume the log-convexity of the warped product function for Theorem 1.3.
Preliminaries
In this section, we first recall the work of Lovelock [19] 
For
Rg ij is very important in theoretical physics. It is a conversed quantity, i.e., ∇ j E j i = 0, where ∇ is the covariant derivative with respect to the metric g.
In [19] Lovelock studied the classification of tensors A satisfying
It is clear that the Einstein tensor E ij satisfies all conditions. Lovelock classified all 2-tensors satisfying (i)-(iii). For an integer 0 ≤ k ≤ n−1 2 , let us define a 2-tensor E (k) locally by
Here the generalized Kronecker delta is defined by
One can check that E (k) satisfies (i)-(iii). Lovelock proved that any 2-tensor satisfying (i)-(iii) has the form
with certain constants α k , k ≥ 0. The E (k) 's are called the generalized Einstein tensors.
For an integer 0 ≤ k ≤ n−1 2 , the Gauss-Bonnet curvatures L k are defined by
Euler density in physics. We set E (0) = − 1 2 g and L 0 = 1. It is clear from the definitions (2.1) and (2.2) that
It is easy to see that (E (1) ) ij = R ij − 1 2 Rg ij is the Einstein tensor and L 1 = R is the scalar curvature. One can also check that
and
In [19] Lovelock proved that the first variational formula for the total Gauss-Bonnet curvature functional is given in terms of the generalized Einstein tensor. It was also presented in [17, 14] , although with different notation and formalism. For the convenience of readers, we include a proof here.
Proposition 2.1 ([19]). Let (Σ n−1 , g) be a closed manifold. Assume that (Σ t , g t ) is a variation of Σ with
∂ ∂t t=0 g ij = v ij for a symmetric 2-tensor v, then d dt t=0 Σt L k dµ t = Σ −E ij (k) v ij dµ. (2.4)
In particular, if (Σ n−1 , g) is a closed, smooth hypersurface immersed in an n-dimensional Riemannian manifold (M n ,ḡ) and the variational vector field is given by the outward unit normal
where h ij denotes the second fundamental form of Σ with respect to −ν.
Proof. By the simple fact that
where the 4-tensor P (k) is given by
We remark that P (k) shares the same symmetry as the Riemann curvature tensor, that is
. Furthermore, by applying the second Bianchi identity of the curvature tensor, one can check that P (k) has the crucial property of being divergence-free (see Lemma 2.2 in [10] for a proof) (2.9)
To calculate the first term in (2.6), we recall that if ∂ ∂t g = v, then the evolution equation of the curvature tensor is given by (cf. (2.66) in [7] )
Then we use (2.8) and (2.9) to compute that
where in the last equality we used (2.9), (2.8) and the simple observation that (R ijm l v ms − R ijm s v ml ) and (−R ijp l v sp − R s ij q v lq ) are both anti-symmetric with respect to the pair (s, l). Going back to (2.6), we obtain that
On the other hand, from the definitions (2.1), (2.2) and (2.7), it is direct to check that
Hence we complete the proof of (2.4). In the case that Σ is a hypersurface, one only needs to note that ∂ ∂t g ij = 2h ij for the evolving hypersurfaces.
The second aim of this section is to give several simple facts on the warped product manifolds. Let M n = [0,r)× λ N n−1 (0 <r ≤ ∞) be a warped product manifold equipped with a Riemannian metricḡ
where λ : [0,r) → R is a smooth positive function. Let Σ be a smooth hypersurface in (M,ḡ) with induced metric g. We denote by∇ and ∇ the covariant derivatives with respect toḡ and g respectively. We define a vector field X on M by
Let {e 1 , · · · , e n−1 } be a local frame on Σ, it is well known that X is a conformal Killing vector field satisfying∇
We denote by r the height function which is obtained by the projection of Σ in M onto the first factor [0,r). Let φ(r) be a primitive of λ(r).
Proposition 2.2. The restriction of φ on Σ, still denoted by φ, satisfies
The height function r on Σ satisfies
Consequently, we have
Proof. Using (2.11), we have
Equation (2.13) follows from (2.12) and
For equations (2.14) and (2.15), we only need to notice that
3. rigidity for the quotient
In this section, we prove our main theorems. Proof of Theorem 1.1: Since Σ is compact, there exist points p min , p max ∈ Σ such that the height function r attains its maximum and minimum values respectively, i.e.,
At these points,
It follows from (3.1) and the star-shapedness of Σ that
By using (3.1) and (3.3) in (2.15), we obtain
We claim that the quotient
Consider first the case that −2E ij (k) is positive semi-definite. It follows from (3.2), (3.4) and (3.5) that
, together with the assumption that H 2k is non-vanishing on Σ, we know that H 2k > 0. Hence the claim in this case follows from (3.7) and (3.8) immediately. For the second case that −2E ij (k) is negative semi-definite, similar argument applies by taking H 2k < 0 into account. We finish the proof of the claim. Now using the assumption that log λ is convex, we obtain from (3.6) that
Since the quotient
is constant, we have from above that
which yields that (log λ) ′ (r) is a constant function on Σ. Substituting (3.9) into (2.14), we have
Notice that ∂ r , ν ≤ 1 and H 2k+1 = cH 2k does not change sign on Σ. Applying the classical maximum principle to the elliptic equation (3.10), we conclude that φ(r) is a constant function on Σ. Since φ is an increasing function with respect to r due to the fact φ ′ = λ > 0, we conclude that the height function r is a constant function on Σ, i.e. Σ is a slice {r 0 } × N .
To extend the previous result to non-compact hypersurfaces, we will apply a generalization of the Omori-Yau maximum principle for trace type differential operators. Consider a Riemannian manifold Σ and a semi-elliptic operator L = tr(T • ∇ 2 ), where T : T Σ → T Σ is a positive semi-definite symmetric tensor, ∇ 2 is the Hessian on Σ and tr is the trace operator with respect to the induced metric on Σ.
Definition 3.1. We say that the Omori-Yau maximum principle holds on Σ for L, if for any function u ∈ C 2 (Σ) with sup Σ u < +∞, there exists a sequence {p i } i∈N ⊂ Σ such that for each i, the following holds:
Since inf Σ u = − sup Σ (−u), the above is equivalent to that for any function u ∈ C 2 (Σ) with inf Σ u > −∞, there exists a sequence {p i } i∈N ⊂ Σ such that for each i, the following holds:
Assume the generalized Omori-Yau maximum principle holds for trace-type operator L = tr(−2E (k) ∇ 2 ), one can prove the analogous result for non-compact hypersurfaces.
Proof of Theorem 1.2: By the generalized Omori-Yau maximum principle, we have two sequences {p i } and {q i } with properties
Since φ(r) is strictly increasing due to φ ′ (r) = f (r) > 0, we have
and thus lim
Using the above facts in (2.14) and letting i → +∞, we get
By the assumption that (log λ) ′′ ≥ 0 with equality only at isolated points, we obtain the desired result that r is constant. That is, Σ is a slice {r 0 } × M .
In the following, we discuss some sufficient condition to guarantee the generalized Omori-Yau maximum principle to hold. Inspired by Pigola-Rigoli-Setti [22] , Alías, Impera and Rigoli (see [3] , Theorem 1 and Corollary 3) proved that the Omori-Yau maximum principle holds for a trace type elliptic operator L = tr(T • ∇ 2 ) with positive semi-definite T satisfying sup Σ trT < ∞ on a Riemannian manifold Σ, provided that the radial sectional curvature (the sectional curvature of the 2-planes containing ∇ρ, where ρ is the distance function on Σ from a fixed point in Σ) of Σ satisfies the condition K rad Σ (∇ρ, ∇ρ) > −G(ρ), (3.12) where G : [0, +∞) → R is a smooth function satisfying G(0) > 0, G(t) > 0, A special case for which (3.12) holds is that the sectional curvature of Σ is bounded from below (one can choose G(ρ) = ρ 2 ).
In particular, Alías, Impera and Rigoli proved (see [3] , Corollary 4) that for a hypersurface Σ in a slab of a warped product manifold [r 1 , r 2 ] × N , (3.12) holds for L with positive semi-definite T satisfying sup Σ trT < ∞, provided that the radial sectional curvature of the fiber manifold N satisfies (3.14) whereρ is the distance function on the fiber N from a fixed point in N and G : [0, +∞) → R is a smooth function satisfying the conditions listed in (3.13), together with sup Σ h 2 < +∞ on Σ. Hence as a direct consequence of Theorem 1.2, we have Following the argument close to the one of the proof of Theorem 1.2, one may prove the Bernstein-type result in this case.
