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Abstract
Process migration provides many benefits for parallel environments including
dynamic load balance, data access locality, or fault tolerance. This work pro-
poses a solution that reduces the memory and I/O overhead in an application-
level checkpoint-based migration approach. The proposal splits the checkpoint
files in order to overlap the writing of the state in the terminating processes with
the read and restarting operation in the newly spawned processes. It has been
tested using the MPI NAS Parallel Benchmarks, showing encouraging results,
both in terms of memory consumption and I/O migration times.
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1. Introduction
Process migration consists of transferring a process from one system to an-
other during its execution. It is an attractive feature as it enables dynamic load
balancing, by migrating processes from loaded nodes to less loaded ones; data
access locality, by moving processes closer to the data that they are processing;
and/or fault tolerance, by preemptively migrating processes from nodes that are
about to fail.
Nowadays, many parallel applications are written using MPI. However, MPI
does not provide explicit support for migration. In a previous work [2], the
authors describe a checkpoint-based approach to achieve process migration in
MPI codes. The proposal is implemented at the application-level using the
CPPC checkpointing framework [3]. When a signal with a migration request is
received, the state of each process to be migrated is stored into memory and
transferred to a newly spawned process, which reads this file and recovers the
state of the terminating process.
1This work is an extended version of a paper presented at the 26th International Symposium
on Computer Architecture and High Performance Computing [1]
Preprint submitted to Elsevier July 14, 2015
This work proposes the split of the generated checkpoint files to overlap the
different phases of a migration operation (state file writing in the terminating
processes, data transfer through the network, and state file read and restart
operations in the new processes), thus, reducing the migration time. Moreover,
the split of the state files also allows for reduction in memory consumption,
since it avoids storing the complete checkpoint file. Both improvements will be
especially important for those applications with large checkpoint files.
The structure of the paper is as follows. Section 2 presents related work.
Section 3 presents an overview of CPPC, the checkpointing framework used for
the migration of MPI processes. Section 4 details the design and implementation
of the proposed approach to reduce the migration overhead. Section 5 evaluates
the performance of the solution, focusing on the reduction obtained both in
terms of migration time and memory consumption. Finally, Section 6 concludes
the paper.
2. Related work
Process migration may be implemented either through dynamic migration
or based on the simple stop-and-restart approach [4, 5]. This section will focus
on proposals that, similar to the one proposed in this work, address dynamic
process migration.
Some existing approaches rely on operating system virtualization techniques.
The use of OpenVZ is investigated in [6] to perform dynamic migration of parallel
applications. Charm++ [7] and Adaptive MPI (AMPI) [8] are used in [9] to
implement a transparent proactive fault tolerance approach through migration.
In [10] the live migration mechanism in Xen [11] is exploited to implement a
live migration solution. However, in an HPC context, solutions at the process
level are more widely accepted than those based on virtualization [12], mainly
due to the lower penalty in performance.
In [13] a process level solution through checkpointing using a system-level
migration based on the BLCR (Berkeley Lab’s Checkpoint/Restart Library) [14]
Linux Module is presented. The proposal extends both BLCR and LAM/MPI
to allow process migration. Although the paper does not present experimental
results, it explicitly states that the checkpoint file writing has a high overhead.
In [15] this overhead is reduced through a live migration solution. In this ap-
proach, execution proceeds while a process image is asynchronously transferred
to a spare node. Its main disadvantage is the increase in the evacuation time
of the terminating processes. The migration mechanism implemented in MVA-
PICH2 [16] also relies on BLCR. It takes advantage of the Remote Direct Mem-
ory Access (DRMA) over InfiniBand to reduce the I/O overhead [17]. A similar
proposal that uses a different migration mechanism is MPI Mitten [18], an MPI
library implemented on the HPCM (High Performance Computing Mobility)
middleware [19] which achieves some independence from the underlying MPI
implementation. All these solutions are based on a coordinated checkpointing
approach to reach a consistent global state.
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Checkpointing is, thus, the most popular solution to perform migration at
the process level. However, its cost in terms of network utilization or memory
consumption can be a limiting factor for large applications. Since the check-
point file size is the most important factor in determining checkpointing perfor-
mance, a widespread solution to minimize the checkpointing cost is to reduce
the checkpoint file size. Techniques to reduce the checkpoint file size present
in the literature, such as data compression of the checkpoint files [20, 21], or
memory exclusion [22], could be used to improve migration solutions. Another
way to optimize the I/O cost of migration based on checkpointing is to overlap
the I/O operations. In [23] a pipelined process migration using data streaming
through RDMA transport is presented.
The approach proposed in this paper also provides a process level checkpoint-
based solution. Its main advantage, when compared with previous works, is that
it is implemented at the application–level, thus, providing several benefits. It
is independent of lower-level layers, such as the OS or the MPI implementation
used, and of any higher-level frameworks, such as job submission frameworks.
Besides, by storing only portable data in a portable manner, it enables the
restart on different architectures.
Additionally, our proposal comprises different techniques to reduce the over-
head. First, CPPC already implements different mechanisms for reducing the
checkpoint files sizes [24]. Second, as a result of splitting the checkpoint files,
the write and read of process state can be overlapped, thus minimizing migration
time and memory overhead.
3. CPPC Framework
CPPC (ComPiler for Portable Checkpointing) [3] is an application-level
checkpointing tool focused on the insertion of fault tolerance into long-running
message-passing aplications. It is available under GNU general public license
(GPL) at http://cppc.des.udc.es.
CPPC appears to the user as a compiler tool and a runtime library. As
shown in Figure 1, at compile time the CPPC compiler automatically transforms
a parallel code into an equivalent fault-tolerant version with calls to the CPPC
library to instrument checkpointing.
The CPPC framework solves several issues in implementing practical check-
point solutions for parallel applications, such as checkpoint consistency, memory
requirements and portability.
As for checkpoint consistency, in order to avoid consistency problems caused
by messages between processes, checkpoints are taken at locations where it is
guaranteed that there are neither in-transit nor inconsistent messages. These
locations are called safe points. The CPPC compiler automatically detects safe
points. Besides, based in a heuristic evaluation of computational cost, it iden-
tifies the most expensive loops in the application code and inserts a checkpoint
call (CPPC_Do_checkpoint()) in the first safe point of these loops [25]. However,
not all checkpoint function calls will generate checkpoint files. In a traditional
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Figure 1: CPPC overview
fault tolerance context, a checkpoint file will be generated every N calls to this
function, being N user-defined. In a migration context, the checkpoint dumping
will be triggered when a signal with a migration request is received.
Regarding memory requirements, CPPC implements different mechanisms
for reducing the checkpoint files sizes [24]. It reduces the amount of data to be
saved by working at the variable level and performing a live variable analysis
that identifies those variable values that are needed for the correct restart of the
execution. Additionally, CPPC applies a size reduction technique called zero-
blocks exclusion which consists in avoiding the storage of memory blocks that
contains only zeros. Also, CPPC allows the compression of the checkpoint files
to remove redundant information. Besides, it provides multithreaded dumping,
overlapping the checkpoint file writing with the computation of the application.
Working at variable level allows both to reduce the amount of data to be
saved and to store only portable data, hence making restart possible on different
architectures. The variables that need to be stored into state files are explicitly
marked by the compiler at compilation time. This process is called variable
registration.
However, storing only portable data in state files involves extra work at
restart time, when non-portable state created in the original execution must
also be recovered. CPPC uses code reexecution to achieve complete application
state recovery. A piece of code is defined as Required-Execution Code (REC)
if it must be re-executed at restart time to ensure correct state recovery. The
compiler will automatically identify both the variables to be dumped to the
checkpoint file and the non-portable code to be re-executed upon restart; and
insert the necessary CPPC functions and flow control code. Thus, the restart
is divided into two steps: checkpoint file read and effective state recovery.
CPPC uses a configuration file to set certain parameters such as checkpoint
frequency or compression type. A default file is provided, but it can be modified
to specify a different behavior.
For more details about CPPC and its restart protocol, the reader is referred
to [3, 26].
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Figure 2: CPPC migration with sequential write-transfer-restart steps
3.1. Migration operation
Dynamic migration in parallel applications is based on spawning new pro-
cesses that will be in charge of resuming the work of the terminating processes
on other computation nodes. In a checkpoint-based solution, when a signal with
a migration request is received, the terminating processes write their state to
checkpoint files, while each newly spawned process read the respective file and
recovers the state of its corresponding process that is being terminated.
Before resuming the execution, communication groups must be rebuilt to
exclude terminating processes and include the newly spawned ones. This step
is crucial, since messages sent/received using old communicators cannot be re-
ceived/sent using the new ones. The solution based on CPPC performs the
migration in locations where there are no pending communications, i.e. in safe
points. As commented above, those points are detected automatically by the
CPPC compiler, which inserts calls to the CPPC_Do_checkpoint() function in
selected safe locations. These calls could be used as migration points. However,
conducting the migration from different checkpoint calls in different processes
may lead to inconsistencies. Therefore, a negotiation protocol is performed at
runtime to select a single checkpoint call as the place to trigger the migration
operation to achieve a consistent global state after migration. The negotiation
algorithm is included inside the CPPC_Do_checkpoint() function and executed
only when a migration request is received.
Once the migration point is reached, the migrating processes save their pro-
cess state. Then, new processes are spawned in the target nodes to replace the
migrating ones and the global communicator is reconstructed. The dynamic pro-
cess management facilities of MPI-2 are used for these operations. Afterwards,
the checkpoint files of the terminating processes are sent using MPI communi-
cations. At this point the terminating processes can safely finalize. Then, the
new processes recover the saved state by reading the checkpoint files and exe-
cuting the necessary RECs to regenerate non–portable state. This is achieved
by delegating to CPPC and employing its native capabilities. The migration
process is depicted in Figure 2.
The multithread dumping provided by CPPC does not get to hide the I/O
cost in a migration context, since the checkpoint dumping, and its transfer and
read, cannot be overlapped with further computation, neither in the terminating
process, nor on the new spawned one. Thus, the time required to write/read the
checkpoint files to/from disk was determined to be the main cause of overhead
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during the migration operation. To take advantage of network bandwidth and
avoid the bottleneck of disk accesses, in-memory checkpoint files and network
transfers were proposed in [2]. The experimental results of this work show that
the in-memory approach significantly reduces the I/O cost of the migration
process. However, the significance of this reduction depends heavily on the
network used. Additionally, it has large memory requirements, as a copy of the
whole checkpoint has to be stored into memory. Thus, a further improvement
is proposed in this paper to reduce both the memory and the I/O overhead.
4. Reducing the overhead in the migration process
In the proposal described in the previous section the writing of the state
file, the transfer of this file to the new process and the read and recovery of the
saved state are executed in a sequential way. When the size of the checkpoint
files is large, the time due to the serialized execution of these three phases may
become unreasonable. To reduce this time, these three steps could be executed
in a pipeline fashion. To that end, the checkpoint files are split into multiple
smaller files so that the new process can start with the read step while the
original process continues to write other checkpoint fragments. In this way, the
time that the new process has to wait to begin the restart operation is short-
ened, thus reducing the whole time of the migration operation. Moreover, less
memory storage is required, since only those fragments that are being written
and transferred in each step need to be temporarily stored.
Next section describes the structure of the checkpoint files generated by
CPPC and how these files are split to make the pipeline operation possible.
4.1. Splitting the checkpoint files
In CPPC, checkpoint files are stored using HDF5 [27], a data format and
associated library for the portable transfer of graphical and numerical data be-
tween computers. HDF5 files consist of two primary types of objects: groups
and datasets. An HDF5 group is a container structure which can hold datasets
and other groups. An HDF5 dataset is a multidimensional array of data ele-
ments. Both types support metadata. Any HDF5 group or dataset may have an
associated attribute list, which is a user-defined HDF5 structure that provides
extra information about an HDF5 object.
CPPC checkpoint files contain not only the relevant data needed to continue
with the execution, but also all the context information needed for the correct
restart of the application. They are structured hierarchically using HDF5 as
depicted in Figure 3. Each state file is divided in two different parts: a meta-
data section and an application data section. The metadata section consists of
three main parts, a dataset called Header and two groups: FileMap and Con-
text. The dataset Header contains information about the checkpoint file, such
as the compression type. The FileMap group records all the files opened during
the execution. The Context group keeps track of execution context changes.
Each context object represents a call to a procedure, and contains the informa-
tion required for recovering data in that procedure scope. Contexts can contain
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Figure 3: Structure of the CPPC checkpoint files
subcontexts, created by nested calls to the same or other procedures. This hi-
erarchical representation allows for the sequence of procedure calls made by the
original execution to be recreated upon restart. In this way, the application
stack is rebuilt, and the relevant state is recovered inside its appropriate scope.
Finally, the application data section contains the MemBlocks group, which in-
cludes the value of all the registered variables. This group contains a subgroup,
MemoryBlock from now on, for each variable. Each subgroup includes one or
more datasets. The MemBlocks group is the largest portion of the checkpoint
file.
Considering the CPPC restart operation, the checkpoint files are split into
two main parts. The first part includes three objects: Header, FileMap and
Context. Once the new process receives this part, it can begin to rebuild the
application stack and open the necessary files. Thus, this first part is trans-
ferred in a single fragment. Although the size of this fragment depends on the
application, and, more specifically, on the context changes of the application, it
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is always negligible compared to the total checkpoint file size (inferior to 1% for
all the applications used in this paper).
The second part contains the object MemBlocks, which represents the bulk
of the checkpoint file. This part, in turn, can be split in multiple chunks. The
maximum size of each chunk can be specified into the CPPC configuration file.
Its default value is set to 64 MB, that demonstrated a good cost/efficiency
relation in the experimental tests. Attending to the maximum size of each
chunk, the MemBlocks group will be split at a different structure level:
• MemoryBlock level, when the MemBlocks group is split into two or more
files, each one containing one or more MemoryBlocks.
• Dataset level, if a MemoryBlock contains several datasets, it can be split
by grouping one or more datasets in different files.
• Element level, when each dataset is divided into two or more chunks. In
this level, when a dataset represents a block of zeros, it will never be split,
since, thanks to the zero-blocks exclusion technique applied by CPPC, it
will only contain one element.
When the splitting is done at dataset or element level, some extra infor-
mation has to be added to allow the new process to restore the MemoryBlock
accurately. This information is inserted in the checkpoint file using three new
defined HDF5 attributes:
• isNotFirstChunk, associated with de group Content, indicates that this
MemoryBlock has already been created. Therefore, during restart, the
new process should search for it rather than create a new one.
• FragmentTotalElements, included only in the first fragment of a frag-
mented dataset, it indicates total number of items in the dataset and it is
used by the new process to allocate memory for the complete dataset.
• PositionOfFragment, indicates the starting position of the elements in
the dataset. This attribute is included in all dataset chunks except for the
first.
4.2. Implementation issues
To implement the overlap in writing, transfer and read phases of the migra-
tion process, the CPPC migration operation seen in Section 3 (see Figure 2) is
modified as shown in Figure 4. Negotiation phase remains unchanged. How-
ever, the spawn of the new process and the reconfiguration of communicators
is brought forward at the beginning of the operation. In this way, the original
process is able to send the different chunks, step by step, instead of sending the
complete state file at the end.
Additionally, the CPPC writing layer (see Figure 1) is modified to split the
MemoryBlocks complying with the chunk size specified in the CPPC configu-
ration file and to add the HDF5 attributes commented in previous subsection.
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Now, every time a MemoryBlock is dumped, the writing function checks whether
it should be split at dataset level, or even at element level. The new writing
layer is depicted in Figure 5. The process state is stored chunk by chunk to
memory using the HDF5 core driver. Then, a buffered copy of each chunk is
sent through the network to the newly spawned processes using the MPI library.
In each step, HDF5 starts to dump the next chunk at the same time that the
chunk copied into the buffer is sent to the new process. Thus, the memory
overhead is twice the chunk size.
The CPPC reading function is also modified. Now, whenever a chunk is
read, it is necessary to check if the MemoryBlock has been split, and at which
level. If it has been split, CPPC checks whether it is the first chunk or not. In
the first case, space for the whole MemoryBlock will be reserved. In the second
case, the position of that chunk in the MemoryBlock is stated.
After the checkpoint file read, the memory addresses for the registered vari-
ables will be back-calculated to point to the address containing its data. There-
fore, the memory used to store the transferred chunks will be the final memory
used by the restored variables, and there will be no memory overhead in the
new spawned process.
Finally, the blocking MPI communications used for the transfer of the check-
point files in the previous version [2] are replaced by non-blocking MPI calls so
that they can be overlapped with writing and reading steps.
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5. Experimental results
This section explores the efficiency of the proposed solution. A multicore
cluster was used to carry out these experiments. It consists of nodes powered
by two octo-core Intel Xeon E5-2660 with 64 GB of RAM. The cluster nodes
are connected through an Infiniband FDR network. The MPI implementation
used was OpenMPI v1.6.4.
The application testbed is composed of six out of the eight applications in
the MPI version of the NAS Parallel Benchmarks [28] (NPBs from now on).
The IS benchmark was discarded due to its low execution time and the EP
benchmark due to the small size of its checkpoint files. The NPBs represent a
set of typical and varied HPC application kernels, which makes them a good
option for comparison purposes. For all the executions, the benchmark size used
is class D.
All the experiments were carried out using 32 processes in 2 nodes (except
BT and SP that need a square number of processes and, thus, they were executed
with 36 processes using a third node). The experiments were focused on the
performance evaluation both in terms of reduction in memory consumption and
reduction in migration time with respect to the previous CPPC version [2]. The
experiments were designed so that, for each application, the migration were
triggered always at the same point for all the executions. We had exclusive
access to the cluster during the run of the experiments.
5.1. Memory consumption
One of the most valuable goals associated to the proposed solution is that
it requires considerably less memory space than the serialized classical version,
which might be decisive to assure the feasibility of the migration.
Figure 6 shows the results of memory consumption per process for a 32-
process execution of: an execution without migration (Mig. free); an execution
performing one migration based on dumping the complete checkpoint file into
memory before transferring it to the new spawned process (Original); and an
execution performing one migration where the checkpoint file is split and the
write, transfer and read phases are overlapped (Split). The increase in memory
consumption during the migration is due to the memory requirements to save
the state file. In the original non-split version, the increase in the memory
consumption is according to the size of the checkpoint file per process (shown
also in this figure). When the splitting technique proposed in this paper is
applied, only the checkpoint data that corresponds with the segment that is
being written or read at that moment need to be stored. In the experiments
shown in this figure a chunk size of 64 MB (the default value) has been used.
In this case, the actual memory requirements are double of the segment size,
since, as commented in Section 4.2, while a copy of the written segment is being
transferred, another segment begins to be dumped in the HDF5 buffer.
Note that the increase in memory consumption only arises in those processes
that are being migrated. Thus, the memory consumption per computational
node depends on the number of migrating processes in each node. Figure 7
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Figure 6: Checkpoint file size and memory consumption per process in a 32-process execution
(in GB).
shows the memory consumption per node when different number of processes
are migrated. The system used has 64 GB of RAM per node which means that
FT (class D) application cannot be migrated using in-memory storage unless the
splitting technique is employed. Therefore, the save in memory consumption is
particularly relevant because, if the size of the complete checkpoint file is too
large to fit in memory, the pipeline solution allows for avoiding the use of disk
storage that would represent a significant bottleneck in the migration operation,
as illustrated in next subsection.
5.2. Migration time
The migration time is the execution time between the migration request and
the completion of the restart operation in the new process. For the original
version, the migration time is broken down into 5 parts (see Figure 2):
• Negotiation: execution time between the mpirun migration request and
the arrival to the migration point.
• WriteCkpt : time required for the checkpoint writing.
• Spawn: execution time of the spawn function and the reconfiguration of
the communicators.
• TransferRead : time required for the transfer of the checkpoint files and
the read of these files in the newly spawned processes.
• Restart : time required for the restart of the application once the check-
point files have been read. It includes the execution of the RECs, as
explained in Section 3.
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Figure 7: Memory consumption (in GB) per node (16 cores) in a 32-process execution when
different number of the 16 processes per node are migrated.
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Figure 8: Migration time in the original CPPC version in a 32-process execution when 16
processes are migrated.
Figure 8 shows the migration time in the original CPPC approach in a 32-
process execution when all the processes of a node (16 processes) are migrated.
The breakdown of the migration time shown in the figure corresponds to the
slowest migrating process.
The Negotiation time depends on: the frequency of the checkpoint function
calls, as the negotiation algorithm is included inside this function; the inherent
synchronization between the processes during the execution of the application,
since the same checkpoint call has to be reached by all processes; and the over-
head introduced by the negotiation protocol itself. To measure the worst case,
the migration signal is received, by at least one of the processes, just after a
checkpoint call. Thus, the negotiation time will be at least the time between
two consecutive checkpoint calls. In all the NPB, the CPPC checkpoint function
is called once in each iteration of the main computational loop. The processes
of these applications are inherently synchronized in every internal iteration of
the application. This means that, during the negotiation phase, one process
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will never advance more than one iteration before reaching the migration point.
Results shown in Figure 8 prove that the overhead associated to the negotiation
protocol is almost negligible, even in this worst case.
The Spawn time is almost constant for all the applications. The spawn func-
tion is a collective operation, thus, it depends on the total number of processes
involved in the application execution.
The Restart time depends on the RECs that need to be executed, and, thus,
it is dependent on the application. For all the benchmarks considered, the
Restart time does not contribute significantly to the migration time.
The most impacting contributions to the migration overhead are: WriteCkpt,
and TransferRead, despite the fact that checkpoint files are stored in memory.
Note that the migration using the original approach in FT cannot be performed
in-memory (see Table 7), and disk storage is used instead, thus, increasing
significantly the WriteCkpt and TransferRead times.
In the new proposal WriteCkpt is overlapped with TransferRead in order
to reduce the migration times. This time will be labeled as WriteTransferRead
in the next figures and it corresponds to the time between the end of the re-
configuration phase in the newly spawned processes and the actual restart (see
Figure 4). Note that the maximum improvement that can be achieved with the
pipeline proposal is limited by the minimum between the WriteCkpt time and
the TransferRead time in the original one.
5.2.1. Impact of the number of migrating processes
This subsection shows the improvement obtained in the write-transfer-read
times with the split approach in function of the number of processes that migrate
from one node. Note that the most realistic situation would be that in which
several processes in one node have to be migrated (if the node is overloaded), or
even the whole node needs to be migrated (if the node is about to fail). Figure 9
shows the results for each benchmark using 32 processes and migrating 4, 8 and
16 processes from the same node. The times shown in the figure correspond to
the slowest migrating process.
The amount of data to be dumped into the node memory and to be trans-
ferred through the network increases with the number of migrating processes.
Therefore, the overhead of the WriteCkpt and TransferRead phases in the orig-
inal approach, and the WriteTransferRead step in the split solution increases
when the number of migrating processes per nodes grows.
The new approach outperforms the original one in all the cases. The overall
improvement achieved with the split approach becomes larger when the number
of migrating processes per node grows, since the contribution of the WriteCkpt
and TransferRead phases in the original approach also increases. Particularly
significant is the case of FT, because in the original version the checkpoint files
have to be written to disk due to insufficient memory.
5.2.2. Impact of the chunk size
The impact of the chunk size in the WriteTransferRead time is analyzed in
this section. Figure 10 shows the WriteTransferRead times for each benchmark
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Figure 9: Times of the write-transfer-read steps in the original and the split CPPC version in
a 32-process execution when 4, 8 and 16 processes are migrated.
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Figure 10: Times of the WriteTransferRead step of the split CPPC version for different chunk
sizes.
running 32 processes and migrating 16 processes from the same node, for chunk
sizes from 16 to 256 MB. The times for FT with a chunk size of 256 MB are not
shown as there is not enough memory to store that chunk size.
The largest improvement have been obtained mainly using intermediate
chunk sizes, being 64 MB (the default value) the optimal value in most of the
experiments. For smaller chunks the migration time is higher because more mes-
sages are needed, and, thus, the transfer overhead is bigger. On the other hand,
when the chunks are larger, the overlap between writing and read is smaller,
since the writing of the first chunk and the read of the last one cannot be over-
lapped. Regardless, the sum of the WriteCkpt and the TransferRead in the
original CPPP approach is always larger than the WriteTransferRead times of
the pipeline version for all the chunk sizes considered. Thus, the new proposal
reduces the write-transfer-read times in all the cases.
6. Conclusion
Checkpoint-based migration is the most popular technique to perform mi-
gration at the process level. It makes use of state files stored in memory and
transferred to new locations, and restart mechanisms to perform the migration
operation. However, the main drawback of checkpoint-based migration is its
high overhead, both in terms of memory consumption, to store the state files,
and in terms of high I/O cost, to transfer them. To overcome this issue, this
work proposes to split the checkpoint files of an application-level migration ap-
proach into multiple smaller files, in order to overlap the writing of the state in
the terminating processes with the read and restarting operation in the newly
spawned processes. The solution proposed uses the HDF5 library, and respects
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the hierarchy of checkpoint files used in the original version, preserving the most
important feature of the CPPC framework, the portability.
Experimental results prove the efficiency of the solution, both in terms of
reduction in memory consumption and I/O migration times. The reduction in
migration time is always worthwhile, but it becomes of particular importance
in solutions where the migration of processes are used to prevent application
failures proactively, i.e., the processes are migrated away from those nodes that
are supposed to fail. Also, the reduction in memory consumption, when the
application presents very large checkpoint files, allows for avoiding the use of disk
storage, that would inflict a significant penalty in the migration time. Proposals
like this one, that aims to reduce the overhead of the migration operation, can
make a difference when determining whether the migration operation is viable
or not.
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