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ABSTRACT 
 
     Correlated survival data with possible censoring are frequently encountered in survival 
analysis. This includes multi center studies where subjects are clustered by clinical or other 
environmental factors that influence expected survival time, studies where times to several 
different events are monitored on each subject, and studies using groups of genetically 
related subjects. To analyze such data, we propose accelerated failure time (AFT) models 
based on lognormal frailties. AFT models provide a linear relationship between the log of the 
failure time and covariates that affect the expected time to failure by contracting or 
expanding the time scale. These models account for within cluster association by 
incorporating random effects with dependence structures that may be functions of unknown 
covariance parameters. They can be applied to right, left or interval-censored survival data. 
To estimate model parameters, we consider an approximate maximum likelihood estimation 
procedure derived from the Laplace approximation. This avoids the use of computationally 
intensive methods needed to evaluate the exact log-likelihood, such as MCMC methods or 
numerical integration that are not feasible for large data sets. Asymptotic properties of the 
proposed estimators are established and small sample performance is evaluated through 
several simulation studies.  The fixed effects parameters are estimated well with little 
absolute bias. Asymptotic formulas tend to underestimate the standard errors for small cluster 
sizes. Reliable estimates depend on both the number of clusters and cluster size. The 
methodology is used to analyze data taken from the Minnesota Breast Cancer Family 
Resource to examine age-at-onset of breast cancer for women in 426 families. 
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GENERAL INTRODUCTION 
 
 
1 Introduction 
 
There are two important classes of regression models for survival data, Cox proportional 
hazards (PH) models (Cox, 1972) and accelerated failure time (AFT) models (Collett, 2003). 
Cox proportional hazards models relate the hazard function to covariates, while the AFT 
models specify a direct relationship between the failure time and covariates. Cox models 
have been extensively applied in medical research. AFT models are especially useful in 
industrial applications in which failure is accelerated by thermal, high-voltage or other 
factors. The theme of this dissertation is the application of accelerated failure time models to 
correlated survival data. 
Traditional applications and development of the proportional hazards and AFT models 
have relied on the assumption of independent responses from the monitored units that are 
subject to failure. Correlated survival data with possible censoring, however, are frequently 
encountered in survival analysis and models for correlated survival data are receiving 
increasing attention. Correlated data may arise from multiple observations on the same 
individuals, for instance, recurrent infections in clinical trials. The lack of independence also 
appears when observations are clustered, for example, in a multi-center study of kidney 
transplant survival (Lambert et al., 2004), survival times of patients from the same transplant 
center were associated since the transplants might be carried out by the same surgical team. 
Correlated survival time may also arise when genetically or socially related subjects, such as 
family members or classmates, are followed until some specific event occurs. Traditional 
methods of estimation that treat observations as independent are inappropriate for such data. 
      Various methods have been developed for analysis of correlated observations. One basic 
approach introduces random effects into models to induce correlations. In survival analysis 
such random effects models are commonly referred to as frailty models. Another approach is 
to use estimation methods developed for independent observations, such as partial likelihood 
estimation, and then adjust the covariance matrix of the resulting estimators to reflect the 
  
2
 
correlations. Robust or “Sandwich” covariance estimators, or appropriate resampling 
methods, can be used to obtain consistent estimates of covariance matrices and standard 
errors. While this approach provides appropriate large sample inferences, the estimators tend 
to be inefficient because information provided by the correlations among the survival time is 
not fully incorporated into the estimating equations. This is a special case of generalized 
estimating equations. It has the advantage of not requiring a specific model for the joint 
distribution of the correlated responses, which may be difficult to assess for small or 
moderate samples. Estimating equations that incorporate information about the correlation 
structure of the observations can be developed without completely specifying a model for the 
joint distribution of the observations, and such equations can improve the efficiency of 
estimators. By completely specifying joint distributions for correlated observations, 
maximum likelihood, maximum partial likelihood, or Bayesian estimation methods can be 
used. Although efficiency may be gained, one practical problem with this approach is that the 
derivation of the marginal likelihood, or marginal partial likelihood, for the observed may be 
intractable. Numerical integration is usually not feasible, and marginal likelihoods, or 
marginal partial likelihoods, are either evaluated with simulation techniques or approximated. 
The former may be quite expensive computationally, and the latter is an approximation that 
may reduce efficiency of estimation. 
The concept of frailty initially was used to explain variability due to heterogeneity of 
members of a population in the context of mortality studies (Vaupel et al, 1979). Frailties are 
basically random effects in survival models. Hougaard (1986) examined a shared frailty 
model with Weibull hazards. Whitmore and Lee (1991) discussed an inverse Gaussian shared 
frailty model with constant individual hazards. A shared frailty describes some common 
effects on the members of a cluster. The shared frailty model has gained broad acceptance 
over the last few years for clustered survival data.  
When there are dependencies among observed survival times, traditional partial 
likelihood estimation for the Cox proportional hazards model that assumes independent 
responses may not provide reliable inferences. Although parameter estimates are generally 
consistent, ignoring the dependence of correlated survival data adversely affects the precision 
of the parameter estimates (Wei, Lin, and Weissfeld, 1989). More importantly, the estimated 
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variances of parameter estimates are biased. Therefore, the Cox proportional hazards model 
with random effects was proposed to account for such dependences. Many approaches have 
been developed to estimate parameters in the Cox proportional hazards model with random 
effects. Next, we will briefly review several estimation procedures for this model. 
 
2 Cox Proportional Hazards Model with Random Effects  
 
      Let *ijT  denote the event time or survival time for the j
th (j = 1, …, ni ) subject from the ith 
cluster (i = 1, …, N), and let *ijC represent the censoring time. Then, the observed time is ijT = 
min ( ** , ijij CT ), the indicator function })({
**
ijiji CTI ≤=δ  is 1 if the response time is 
uncensored and 0 if the response time is censored. Given random effects, survival times are 
assumed to be conditionally independent. The hazard function for the jth subject from the ith 
cluster of a shared frailty model is given by  
                               )exp()()( 0 βx ijiij tt ′= ωλλ                                                (1) 
where λ0 is the baseline hazard function, β is a vector of fixed effects corresponding to 
covariate vector xij, and ωi are independent, identically distributed random variables with 
some common density function.  
      Shared frailty models have some limitations. For example, they can’t accommodate the 
situation where the frailty is not the same for all the individuals in a cluster. In order to 
account for more complicated frailty structure, the shared frailty model needs to be extended. 
The hazard function for a more general mixed-effects proportional hazards model can be 
defined as 
                                   )exp()()( 0 iijijij tt bzβx ′+′= λλ                                          (2) 
where bi is a vector of random cluster effects associated with individual vectors of covariates 
zij.  The random effects bi are assumed to be distributed according to some distribution with 
mean 0 and covariance matrix D = D(θ), where θ is a vector of unknown parameters.  
Several approaches have been proposed to estimate the parameters of model (2). 
McGilchrist and Aisbett (1991) and McGilchrist (1993) used a penalized partial likelihood 
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approach to estimate the fixed effects and an approximate residual maximum likelihood 
(REML) approach to estimate the variance covariance parameters based on a normal 
approximation to the distribution of the residuals. They only considered the special case 
where the random effects are normally distributed with mean zero and diagonal variance-
covariance matrix D. 
In an animal-breeding context, Ducrocq and Casella (1996) introduced a Bayesian 
approach to estimate the parameters of a special form of model (2) with Weibull baseline 
hazards and one set of random sire effects with either log-gamma or Gaussian distributions. 
For those models, the sire effects can be integrated out of the posterior distribution 
algebraically. The marginal posterior distribution for the dispersion parameter cannot be 
obtained algebraically and a Laplace approximation was considered. Simulation results 
showed that the estimation procedure performed well when there are few sires and many 
daughters per sire, but did not always perform well when there were many sires with only a 
few daughters per sire. 
Ripatti and Palmgren (2000) proposed an approximate marginal likelihood approach for a 
multivariate lognormal frailty model based on a penalized partial likelihood.  Their approach 
allows for more complex dependence frailty structures. The random effects are assumed to be 
log-normally distributed with positive definite variance-covariance matrix D(θ). The Laplace 
approximation was applied to get an approximate marginal likelihood as the integral cannot 
be evaluated analytically. This leads to estimating equations based on a penalized partial 
likelihood. The estimating procedure is simple but it tends to result in an underestimation of 
the variance of the estimated fixed effects parameters. 
EM-algorithm based estimation approaches have been applied by several authors. Ripatti, 
Larsen and Palmgren (2002) developed an estimation procedure based on a Monte Carlo EM 
algorithm with the aim of obtaining the maximum marginal likelihood estimation rather than 
an approximation of the marginal likelihood estimation (Ripatti and Palmgren 2000). The 
frailties are treated as missing data and imputed in the E-step. The expectation in the E-step 
cannot be solved analytically and it is approximated by sampling from the conditional 
distribution of the frailties given the observed data. The M-step maximizes the complete data 
log-likelihood using the imputed frailties as if they were observed. This procedure alternates 
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between the E-step and the M-step. It is computationally intensive. The more complicated the 
frailty structure, the more computationally involved the evaluation of the E-step becomes. 
Cortinas and Burzykowski (2004) proposed a modified EM algorithm, using a Laplace 
approximation at the E-step to numerically simplify the estimation procedure.  
Also, Cortinas (2004) used simulations to compare the performance of the estimation 
procedures proposed by McGilchrist and Aisbett (1991), Ducrocq and Casella (1996), Ripatti 
and Palmgren (2000), and Cortinas and Burzykowski (2004). This study assumed that model 
(3) was correctly specified with a given baseline hazard λ0. Parameters of the model were 
chosen to mimic a real bladder cancer clinical trial data (Royston, Parmar, and Sylvester, 
2004) with 2323 patients distributed over 37 centers. The data were generated according to 
the proportional hazards model, 
                                        ))(exp()()|( 100 iijiiij bβxbtβ,t ++= λλ b                              (3) 
with ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎦
⎤⎢⎣
⎡⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛
1
0
1
0 0
0
,
0
0
~ θ
θ
N
b
b
i
i . There were 37 random effects for center-specific baseline 
hazards and 37 random coefficients for the center-specific covariate. 
All four methods produced comparable regression parameter point estimates. The 
McGilchrist and Aisbett approach has problems with the estimation of the standard errors of 
the variance components. Their variance component estimation has large bias in the heavy 
censoring setting, especially when variances of random effects are large. Ducrocq and 
Casella’s approach provides good estimates of standard errors for regression parameters. 
While the standard errors tend to be slightly underestimated for the Cortinas’s EM algorithm 
and the Ripatti and Palmgren approach. The method proposed by Ducrocq and Casella yields 
conservative estimates of the standard errors of the variance components. The Cortinas’s EM 
algorithm and the Ripatti and Palmgren method tend to underestimate the standard errors of 
the variance components. This study also found that Ducrocq and Casella’s approach does 
not suffer from the convergence problems that occurred with the other two methods. 
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3 Accelerated Failure Time Models 
 
      Although the Cox proportional hazards model has been extensively used in medical 
research, the assumption of proportional hazard functions is rather strong and may often be 
violated. The omission of important covariates can lead to deviations from proportional 
hazards and bias in the estimation of regression parameters in Cox models (Solomon, 1984). 
Accelerated failure time models are an important alternative to the Cox proportional hazards 
model even though they have been rarely considered in the medical literature. Chapman et al. 
(1992) applied four parametric survival models (exponential, Weibull, log logistic, and log 
normal) to the effects of prognostic factors on breast cancer survival and concluded that the 
lognormal model provided the best fit to the data. Royston (2001) demonstrated the practical 
value of the lognormal AFT model in the analysis of survival times of breast and ovarian 
cancer patients. More recently, an AFT model has been implemented to analysis of the time 
to AIDS onset in the Women’s Interagency HIV Study (Komarek et al., 2004). Lambert et al. 
(2004) applied AFT models with shared frailty to determine prognostic factors for the 
survival time of a kidney graft in patients from 31 transplant centers in the UK. An advantage 
of AFT models, and other parametric approaches, is that you can characterize the shape of 
the hazard function. 
AFT models specify a direct linear relationship between the log of the failure time and 
covariates, which may be appropriate when a covariate acts to speed up or slow down the 
expected time to failure by contracting or expanding the time scale. The regression 
parameters can be more intuitively interpreted with respect to expected change in median 
survival time. For example, a natural way of expressing a treatment effect in an AFT model 
is an improvement of 20% in median survival time.  
Also, the log-linear formulation of AFT models yields the independence of regression 
parameter estimates and random frailty effects (Keiding et al., 1997). Misspecification of a 
parametric family for the frailty distribution may not be a serious issue. Empirical results of 
Lambert et al. (2004) demonstrated the robustness of regression parameters estimates with 
respect to misspecification of the frailty distribution for Weibull, Gamma, lognormal, and 
log-logistic models. Compared to Cox proportional hazards models, AFT models for 
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correlated survival data have received much less attention. In this dissertation, we will 
incorporate random effects into the AFT model to allow for correlations and propose an 
estimation procedure for AFT models with random effects. 
 
3.1     AFT Models 
 
       Accelerated failure time models are useful in many fields of application. Given the 
values of the covariates x, the density function has the following form,  
                                            ))(loglog()()( 0
1
σ
ψσ x−= − tfttf                                         (4) 
where σ is the scale parameter, and )(xψ is some function of covariates. One of the most 
common choices for )(xψ is  
                                                 )exp()( βxx ′=ψ                                                              (5) 
The corresponding AFT model can be expressed in a regression form as,   
                                                 σε+′= βxTlog                                                                (6) 
where ε  is a random variable with density function )(0 εf  and the corresponding baseline 
survivor function )(0 εS . Accelerated failure time models allow a wide range of parametric 
forms for the density function. The standard normal distribution is a common choice for the 
random variableε . Also, the extreme value and logistic distributions are frequently used. 
These three distributions have the property that the logarithmic transformation of the lifetime 
Tlog  has a location-scale distribution on (-∞, ∞). AFT models assume a survivor function 
of the following form,  
                                         ])
)(
[()()Pr(
1
*
0
σ
ψ x
tStStT ==≥                                       (7) 
where *0S is baseline survivor function. 
The Weibull, lognormal, and log-logistic distributions for lifetime correspond to extreme 
value, normal, and logistic distributions for log of the lifetime, and the survivor function is 
given by 
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                                              ))(loglog()( 0 σ
ψ x−= tStS                                                  (8) 
If )exp()( βxx ′=ψ , the survivor function can be rewritten as        
                                                )log()( 0 σ
βx ′−= tStS                                                           (9) 
The )(0 εS  functions for some common distributions are: 
 Normal:                                    )(1)(0 εε Φ−=S  
Extreme value:                         )exp()(0
εε eS −=                                                             (10)                         
 Logistic:                                   10 )1()(
−+= εε eS  
 
3.2     Inference for AFT Models 
 
For random lifetime Ti of subjects i = 1, …, n, with possible right-censoring, the 
likelihood function under model (9) is given by Lawless (2003) as 
                ii i
n
i
i tStfL δδ σσσσ
−
=
′−′−= ∏ 10
1
0 )
log()]log(1[),( βxβxβ                                 (11)    
Using σε
βx′−= ii tlog , the log-likelihood function assumes the form                                                     
               ∑
=
−++−=
n
i
iiii Sfr
1
00 )](log)1()(log[log),( εδεδσσβl                           (12) 
where ∑= ir δ  is the number of uncensored event times. Let ),...,,...,( 1 ipijii xxx=′x  denote 
the set of covariates under which the i-th subject responds. The first partial derivatives of 
),( σβl  are  
 
              ij
n
i i
i
i
i
i
i
j
xSf∑
= ∂
∂−+∂
∂−=∂
∂
1
00 ])(log)1()(log[1 ε
εδε
εδσβ
l                                  (13) 
 
              ∑
= ∂
∂−+∂
∂−−=∂
∂ n
i i
i
ii
i
i
ii
Sfr
1
00 ])(log)1()(log[1 ε
εεδε
εεδσσσ
l                           (14) 
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The maximum likelihood estimators βˆ and σˆ  are found by solving the equations 0
β
=∂
∂l  
and 0=∂
∂
σ
l . The observed information matrix is 
                          
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛
∂
∂−′∂∂
∂−
∂∂
∂−′∂∂
∂−
=
2
22
22
),(
σσ
σσ ll
ll
β
ββββI                                                     (15) 
Assuming needed smoothness conditions on S0, we can use the approximate normality of 
the m.l.e.’s or a chi-squared approximation to likelihood ratio tests to test hypotheses about 
regression coefficients. This application is illustrated by Lawless (2003). For testing H0: 
0
11 ββ = , a Wald test statistic is constructed as 
                                             )()( 011
1
11
0
11 ββββ −′−=Λ
∧−∧ V                                              (16) 
Here ),( 21
∧∧= βββ and 1),( −∧∧= σβIV  is partitioned as 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
2221
1211
VV
VV
V , 
An alternative method for testing 011 ββ =  is to use the likelihood radio statistic 
                                         )~,~,(2),,(2 2
0
121 σσ ββββ ll −=Λ
∧∧∧
                                   (17) 
When the null hypothesis is true, both tests have asymptotic central chi-squared distributions 
with degree of freedom equal to the rank of V11. Unless otherwise stated, we will assume that 
the model is parameterized so that V11 has full rank. 
 
3.3     AFT Models with Shared Frailty 
 
For the clustered failure time data with N clusters, let *ijT  represent the survival time for 
the jth ( j = 1, …, ni ) individual from the ith  ( i =1, …, N) cluster and let *ijC  represent 
censoring time. Then, the observed time is ijT = min (
** , ijij CT ). Censoring is indicated by the 
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indicator function, })({ ** ijijij CTI ≤=δ , which is 1 if the individual is uncensored and 0 if 
the individual is censored.  In a classical AFT model, the survivor function at time t is 
assumed to be of the form 
                                                ])
)(
[()(
1
*
0
σ
ψ ijij
tStS
x
=                                                         (18) 
where σ is an unknown scale parameter, *0S  is the baseline survivor function, and )( ijxψ  is 
some function of covariates xij. Here, it is assumed that 
                                                 )exp()( βxx ijij ′=ψ                                                                 (19) 
The AFT regression model can equivalently be expressed as a log linear model for the 
random variable Tij, the lifetime of the jth individual in the ith cluster. Similar to equation (6), 
the AFT model can be written as,       
                                                 ijijijT σε+′= βxlog                                                             (20) 
where εij  are random variables.  
For clustered data, subjects are correlated within a cluster. Shared frailty models account 
for the lack of independence by introducing a random component in Equation (20), which 
could be modified as 
                                                  ijijiijT σεω +′+= βxlog                                                   (21) 
Here, =iα exp iω  is a random frailty distributed across clusters with some distribution. 
Usually, the frailty distribution is assumed to be gamma, inverse Gaussian, lognormal, or 
positive stable. AFT models with shared frailty are applied in situations where the 
unexplained survival time heterogeneity is common to all individuals within a cluster. This 
model can be fitted using standard software packages such as R, Splus or SAS.  
 
3.4     AFT Models with Random Effects 
 
Shared frailty AFT models have some limitations. Firstly, these models require the frailty 
to be the same for all the subjects within a cluster. Another restriction is that shared frailty 
can only induce positive association within the cluster, which might not always reflect 
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reality. Limited resources shared by individuals in a cluster could result in some competition, 
and negative correlations among some response times. Therefore, AFT models with shared 
frailty need to be extended to incorporate more complicated covariance structure. AFT 
models that include random effects in the regression expression, as in a classical linear mixed 
model, have been considered. The basic model is, 
                                          ijiijijijT σε+′+′= bzβxlog                                                (22) 
where β  is the vector of unknown  regression coefficients corresponding to the covariate 
vector for fixed effects ijx  and ),...,( 1 ′= iqii bbb is the random effects vector associated 
with a second set of covariate values denoted by zij. It is assumed that the bi’s are distributed 
with mean 0 and covariance matrix )(θDD = , whereθ  is a vector of unknown parameters. 
The density function for bi is denoted by f (bi). 
Pan and Louis (2000) proposed an estimation procedure that iterates between (a) 
estimating the marginal distribution of )(log βx ijijT ′− using Kaplan-Meier estimation and 
imputation of censored event times, and (b) estimation of regression coefficients using a 
Monte Carlo EM algorithm. But only a univariate random effect with zij =1 is considered in 
their approach. 
To account for more complicated frailty structure, Komarek and Lesaffre (2004) have 
developed a full Bayesian approach to estimate the parameters of model (22). The advantage 
of this approach is that a general random effect vector is included in the model. Also this 
approach can be applied to not only right or left censored survival data but also interval 
censored survival data.  
In the Bayesian context, the distribution of error terms ijε  is modeled as a mixture of an 
unknown number of normal distributions. A Markov Chain Monte Carlo (MCMC) algorithm 
is used to estimate the number of normal components as well as the parameters of the normal 
distributions. The density )(εf of the error term ijε  in model (22) is specified as  
                                         ∑
=
=
K
k
kkkf
1
2 ),|()( σμεϕωε                                                            (23) 
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where ),|(. 2kk σμϕ is the density of ),( 2kkN σμ . The number of mixture components K, 
mixture weights ),,( 1 ′= kωω Lω , means ),,( 1 ′= kμμ Lμ  and variances ),,( 2212 ′= kσσ Lσ  
are unknown. Let ijr  be the label of the group from which the random error ijε  is drawn. That 
is, ijε  is drawn from ),( 2ijij rrN σμ . The prior for the mixture weights ω is assumed to be a 
symmetric K-dimensional Dirichlet distribution, and the mean and variance of each 
component distribution are drawn independently from priors with normal and inverse-gamma 
distributions. The estimates of K, ω, μ and σ2 are updated by a reversible jump MCMC 
algorithm of Green (1995). The conditional distribution of the log-event times is                                          
                                ),(~,,,,,,| 22
ijij riijijrijijiijij
Nry σμ bzβxzxbβσμ ′+′+                            (24) 
The prior distribution for each regression coefficient is assumed to be independently and 
normally distributed. The distribution for the random effect vector bi is assumed to be 
multivariate normal, 
                                               bi | γ, D ~ Nq(γ, D)                                                                  (25) 
and independently distributed for i = 1, …, N, where ),,( 1 ′= qγγ Lγ . Each γj has an 
independent normal prior ),( 2,, jjvN γγ ψ . The covariance matrix D of random effects is 
assumed to have an inverse-Wishart prior. The regression part of the model is updated using 
the Gibbs sampler.  
However, this method is computationally intensive and cannot be practically applied 
when the dimension of D is large. In the next chapter, we will propose a method of 
estimation for model (22) based on a penalized likelihood developed by applying the Laplace 
approximation to the marginal likelihood function. It is possible to include random effects 
with general variance structure in the analyses of survival data through this method. This 
method makes analyses of correlated survival data feasible and computationally efficient, 
even for large data sets. 
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4 Dissertation Organization 
 
This dissertation is organized into four major parts in the paper format. The first part is 
the general introduction including literature reviews of past work on the Cox proportional 
hazards models for correlated survival data, the motivation for this research, and an 
introduction to AFT models. The next two parts are two papers in the form to be submitted to 
journals. The final part summarizes the results of the previous chapters and discusses 
additional issues. 
The first paper proposes an estimation approach for the AFT model with random effects. 
Simulation studies are used to evaluate the performance of the estimation approach for AFT 
models with shared frailty and AFT models with nested frailties. In the second paper, we 
apply the method to a dataset from the Minnesota Breast Cancer Family Resource using the 
AFT model with random effects.  
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ESTIMATION OF ACCELERATED FAILURE TIME MODELS 
WITH RANDOM EFFECTS 
 
Yaqin Wang, Kenneth J. Koehler, Terry M. Therneau 
 
A paper to be submitted to Biometrics 
 
 
 
Abstract 
 
There is an increasing interest in incorporating multivariate frailties into the analysis of 
survival data to account for correlated outcomes. We propose accelerated failure time (AFT) 
models based on frailties with a multivariate lognormal joint distribution. It allows for 
random effects with a complicated dependence structure that may be a function of unknown 
covariance parameters. The proposed models can be applied to right, left or interval-censored 
survival data. An estimation procedure is developed for AFT models with random effects, 
which is based on the Laplace approximation to the marginal likelihood. The performance of 
this approximation is evaluated through several simulation studies. 
     Key Words: AFT models; multivariate frailties; correlated survival data; random effects; 
Laplace approximation. 
 
1 Introduction 
 
Correlated survival data with possible censoring are frequently encountered in survival 
analysis. The observations may be clustered in multi center studies, e.g., a group of patients 
may share unobserved environmental, procedural, or genetic factors that induce within 
cluster association among response times. Correlated data may also arise from taking 
multiple observations on individual subjects. Alternatively, event times may be monitored for 
socially related subjects, such as classmates, or genetically related subjects, such as family 
members in human studies, or littermates in animal studies.  
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In survival analysis, one of the most common assumptions is that event times are 
independent from one observation to another given survival to a specific time and observed 
covariate values. When there are dependencies among observed event times, models based 
on this assumption are not plausible. Common regression models for survival analysis are 
Cox proportional hazards (PH) models (Cox, 1972) and accelerated failure time models 
(Collett, 2003). For either Cox models or AFT models, ignoring dependencies in the analysis 
of the data may result in misleading inferences. Although parameter estimates may be 
generally consistent, estimation of the variability of parameter estimates may be biased.  
     Many methods that deal with correlations among survival times have appeared in the 
literature. Due to its widespread use, most of the attention has been given to extensions of the 
Cox proportional hazards model to incorporate random effects, known as frailties, to account 
for correlations among response times. There is a rather extensive literature on the Cox 
proportional hazards model with random effects. We will consider clustered failure-time data 
with N clusters. Given the random effects, or frailties, the conditional hazard function for the 
jth observation from the ith cluster is generally assumed to have the form  
                                    )exp()(),|( 0 bzβxbβ ijijij tt ′+′= λλ                                         (1) 
where )(0 tλ is the baseline hazard, t is the event time, β  is the unknown regression 
coefficient vector, xij is the covariate vector of fixed effects for the jth observation from the ith 
cluster, and bi is a vector of random effects associated with a vector of covariates zij. The 
random effects are assumed to be distributed according to some distribution with mean 0 and 
covariance matrix D = D(θ), where θ is a vector of unknown parameters unrelated to β . For 
a shared frailty model, bi is a scalar that expresses a cluster specific deviation, where zij is an 
indicator variable defining cluster membership. More complex patterns of association can be 
modeled by allowing zij to define additional sub-clusters. 
Several approaches have been proposed to estimate the parameters of the proportional 
hazards model with random effects. McGilchrist and Aisbett (1991) and McGilchrist (1993) 
used a penalized partial likelihood approach to estimate the fixed effects parameters and an 
approximate residual maximum likelihood (REML) approach to estimate the covariance 
parameters for the random effects. This approach has a problem with the estimation of the 
standard errors of the variance components. The variance component estimation has large 
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bias in the heavy censoring setting, especially when variances of random effects are large. 
Ducrocq and Casella (1996) introduced a Bayesian approach that yields conservative 
estimates of the standard errors of the variance components. Ripatti and Palmgren (2000) 
proposed estimation based on penalized partial likelihood for the Cox proportional hazards 
model. Their approach allows for more complex dependence frailty structure and the 
estimation procedure is simple, but it tends to underestimate the standard errors of the 
variance components. EM-algorithm based estimation approaches have been applied by 
several authors. Ripatti, Larsen and Palmgren (2002) developed an estimation procedure 
based on a Monte Carlo EM algorithm, but this approach is numerically intensive. Cortinas 
and Burzykowski (2004) proposed a modified EM algorithm, using a Laplace approximation 
in the E-step to simplify the estimation procedure. However, this approach also tends to 
underestimate the standard errors of the variance components. 
Although the Cox model has been extensively applied in medical research, the 
assumption of proportional hazards is rather strong and may often be violated. A useful 
alternative to proportional hazards models is accelerated failure time models. Accelerated 
failure time models use expansion and contraction of time scales to relate the lifetime 
distribution to the covariates. The distribution of the event times can be defined through the 
survivor function or hazard function. In typical AFT models, the logarithms of the event 
times are assumed to be independently and identically drawn from some distribution such as 
the normal distribution (log normal regression), extreme value distribution (Weibull 
regression), or the logistic distribution (log-logistic regression). Chapman et al. (1992) 
applied four parametric survival models (exponential, Weibull, log logistic, and log normal) 
to prognostic factors in breast cancer and concluded that the lognormal model provided the 
best fit to the data. These models provided for a wide variety of shapes of hazard functions 
that can be further extended by using mixtures of distributions. 
In this paper, we consider AFT models with random effects to allow for possible 
correlations among the survival times. The variability in survival times is generally modeled 
as arising from two different sources. The first one is the usual variability associated with the 
baseline hazard function. The second source is induced by variation in random effects and 
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fixed covariates. Conditionally on the random effects, the survival times are often assumed to 
be statistically independent across observations in these random effects models.  
We propose an estimation procedure based on an approximate penalized log-likelihood, 
which is similar to that used by Breslow and Clayton (1993) for generalized linear mixed 
models with Gaussian random effects. Estimates of variance components can be used to 
assess the strength of association among event times within clusters. Under the proposed 
random effects models, the regression parameters β  express the effect of covariates both 
conditionally (given the random effects) and marginally (after integrating random effects 
out). Keiding et al. (1997) reported that estimates of the regression parameters are robust 
against the misspecification of the frailty distribution for Weibull AFT models. This finding 
is supported by the empirical results of Lambert et al. (2004) for AFT models with shared 
frailty. 
The organization of the article is as follows. A description of the parametric accelerated 
failure time models with shared frailty is given in Section 2.1. Section 2.2 continues with an 
extension to AFT models with more general random effects. In section 3.1, an estimation 
procedure for AFT models with random effects is introduced and the asymptotic properties 
of the estimators are reviewed in section 3.2. Section 4 is devoted to simulation studies that 
provide empirical validation of estimation procedures. Section 5 summarizes the results and 
discusses some additional issues. 
 
2 Accelerated Failure Time Models with Random Effects 
 
      In this paper, the data are assumed to consist of right censored event time observations 
from N clusters with ni observations from the ith cluster. Let *ijT  represent the event time 
corresponding to the jth  (j = 1, …, ni ) individual from the ith cluster ( i =1, …, N), and let *ijC  
represent a corresponding censoring time that is independent of the event time. Thus, the 
observed data consist of the observed follow-up time ijT = min (
** , ijij CT ), and a censoring 
indicator })({ ** ijijij CTI ≤=δ  which is 1 if the individual is uncensored and 0 otherwise. In 
this setting, it is natural to assume that observations within a cluster will be correlated. In the 
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literature, many authors have proposed using a shared frailty model to account for within 
cluster dependencies.  
 
2.1 AFT Models with Shared Frailty 
 
      Shared frailty models are appropriate when observations within a cluster share a common 
unobservable frailty. In these models, each observation belongs to only one cluster, and 
frailties of different clusters are independent. Many different frailty distributions have been 
considered in generalizations of the Cox proportional hazards model that implement random 
effects: the gamma distribution (Clayton, 1991; Klein, 1992), the positive stable distribution 
(Hougaard, 1986a), the inverse Gaussian (Hougaard, 1986b) and the lognormal distribution 
(McGilchrist and Aisbett, 1991). AFT models with shared frailty have also received some 
attention recently. Klein et al. (1999) considered a lognormal regression model with a shared 
lognormal frailty and Pan (2001) explored AFT models with gamma frailty.  
      Conditional on the frailty, within cluster survival times are assumed to be independent. 
The AFT models with shared frailty can be expressed as a log linear model for the logarithm 
of the event time as follows 
ijiijij bT σε++′= βxlog                                                       (2) 
where β  is a vector of fixed effects corresponding to covariate vector xij, σ  is a scale 
parameter, the ijε ’s are independent and identically distributed random errors, and the bi’s are 
the cluster-specific random effects which are assumed to be independent, identically 
distributed random variables with density function )( ibp . In these models, frailty could be 
considered as an unobserved covariate that is additive on the log failure time scale and 
describes some reduced or increased event times for different clusters. All observations 
within a cluster share a common unobserved random effect. 
     AFT models with shared frailty specify a direct linear relationship between the log of 
failure time and the covariates. The regression parameters can be intuitively interpreted with 
respect to the expected log of the failure time. However, the formulation based on the 
survivor function and hazard function is more convenient for the description in the next 
section. The survivor function for an AFT model at time t has the form 
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whereσ is the scale parameter, *0S  is a survivor function defined on ),0( ∞ , and 0S  is the 
baseline survivor function satisfying the relationship )(log)( 0
*
0 ωω SS = , and ijψ  is some 
function of the covariates. One of the most common choices for AFT models with shared 
frailty is  
      )exp( iijij b+′= βxψ                                                             (4) 
      Some failure time distributions, such as the lognormal, Weibull, and log-logistic 
distributions, have the property that log of the failure time has a location-scale distribution. 
Conditional on the random effects, the survivor function in (3) can be rewritten in the 
following form:  
                             )|
log
()|( 0 i
iij
iij b
bt
SbtS σ
−′−= βx                                  (5) 
AFT models with shared frailty have some limitations. First, a shared frailty model forces 
the frailty to be the same for all the observations within a cluster. Clearly, there is a need for 
extensions of shared frailty models to incorporate more complicated frailty structure, e.g., 
one may wish to use a hierarchical nested frailty model. Another restriction is that shared 
frailty can only induce positive association within the cluster, which might not always reflect 
reality.  To deal with more complex association structures, AFT models with random effects 
are proposed. 
 
2.2 AFT Models with Random Effects 
 
Given a q-dimensional vector of random effects bi, the within cluster event times are 
assumed independent. For the AFT models with random effects, the regression model in 
equation (2) can be extended as follows, 
ijiijijijT σε+′+′= bzβxlog                                             (6) 
The conditional survivor function of observation j from cluster i has the form 
)|
log
()|( 0 i
iijij
iij
t
StS b
bzβx
b σ
′−′−=                               (7) 
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where )(0 •S  is the survivor function of ijε  and β  is a vector of fixed effects associated with 
a vector of covariates xij measured on the jth observation in the ith cluster. We assumed that 
the random effect bi is randomly distributed according to a multivariate normal distribution 
with mean zero and covariance matrix Di(θ), where θ is an unknown vector of parameters. 
The density function for bi is denoted by p(bi ; Di(θ)).  
      With σε
iijijij
ij
T bzβx ′−′−= log , the conditional survivor and hazard functions are 
                                        )|()|( 0 iijiij StS bb ε=                                                       (8) 
        )|(1)|( 0 iijiij ht
th bb εσ=                                                (9) 
respectively, where )(0 •h  is the hazard function of ijε . 
Let N denote the number of the clusters and ni denote the sample size within the ith 
cluster. If conditional on the random effects the censoring is assumed to be independent of 
survival, the conditional likelihood for the observed data is, 
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=                                  (10) 
Integrating out the unobserved frailties bi, the marginal likelihood function for all clusters 
can be expressed as: 
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Our aim is to use the maximum likelihood approach to maximize the integral with respect 
to unknown parameters σ , β  and θ and make inferences. The integral in (11) is multi-
dimensional and will be difficult to evaluate analytically. Computationally intensive methods, 
such as MCMC methods or numerical integration, can be used to evaluate the exact log-
likelihood numerically. However, these methods may not be feasible for large data sets with 
correlated observations.  In this paper, we propose an approximate maximum likelihood 
estimation procedure derived from a Laplace approximation to the marginal likelihood. 
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3 Estimation  
  
      When the integration in equation (11) is analytically intractable, one option is to 
maximize the integral is to maximize an approximate likelihood obtained from the Laplace 
approximation to the integral. The Laplace approximation has been widely used to obtain 
approximate posterior distributions (Tierney and Kadane 1986) and approximate likelihoods 
(Solomon and Cox 1992; Shun and McCullagh, 1995).  First partial derivatives of the 
approximated log-likelihood yield a set of estimating equations that produce consistent 
parameter estimates with large sample normal distributions under relatively broad conditions. 
 
3.1 Approximate Likelihood 
 
To simplify the discussion, we restrict the q-dimensional vector bi to follow a 
multivariate normal distribution as set forth by Ripatti and Palmgren (2000). Thus, we can 
use arbitrary covariance matrices and handle negative dependencies within clusters. 
Following the application of the Laplace approximation for the generalized linear mixed 
model (Breslow and Clayton, 1993), approximate integrated log likelihood can be derived.  
We assume the conditional independence of the observations within a cluster given bi. 
Then up to a constant factor, the conditional likelihood for the ith cluster is 
                                )|())|(1( )|( 00
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and the corresponding marginal likelihood is 
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Although the penalized log likelihood is a function of all unknown parameters, we simplify 
the notation as )( ii bK in the following derivation. Writing contribution to the marginal 
likelihood from the ith cluster in the form of (13) with ]/)([)( iiiiii nn bKbK = , we can apply 
the Laplace method for integral approximation. The Laplace method is a family of 
asymptotic methods used to approximate integrals of the form ∫ im de i bb )(l (See Appendix 
1). The approximation is given by 
∫ ′′−≈ − )~(2/12/)( |)~(|)2( ii miqm emde bb bb ll lπ                               (15) 
where ib  is a q-dimensional vector and ib
~ denotes the solution to the equations obtained 
from setting the first partial derivatives of )( im bl  with respect to ib  equal to zero. 
Therefore, the contribution of the ith cluster to the overall log marginal likelihood can be 
approximated as 
                           |)~(|log
2
1|)(|log
2
1)~()~(* iiiiiii bKθDbKb ′′−−−=l                                 (16)   
The order of accuracy associated with Laplace approximation is )( 1−inO . Let b
~  denote the 
vector obtained from “stacking” the ib
~ vectors for all clusters. The covariance matrix, D(θ), 
can capture the structure for within cluster dependence and between cluster heterogeneity. 
Here θ is a vector of unknown parameters, which do not depend on β . Across all clusters, the 
approximate log marginal likelihood is given by 
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Alternatively, the approximate log marginal likelihood can be rewritten as 
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2
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where b~ is a function of all unknown parameter ),( θβ,σ , )~(bK is the penalized log 
likelihood given by bθDbbK ~)(~
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and )~(bK ′′  are the second partial derivatives of K(b) with respect to b evaluated at b~  given 
by 
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3.2 Asymptotic Properties of Laplace-Based Estimation  
 
Maximizing the approximate log-likelihood obtained using the Laplace method results in 
approximate maximum likelihood estimation. The corresponding estimates differ from those 
obtained using the true maximum likelihood and are not necessarily consistent. However, the 
estimates are shown to be consistent under some conditions and the rate of convergence 
depends on both the number of clusters and cluster sizes. Also, under some regularity 
conditions, we can establish the asymptotic normal distribution of estimated parameters. 
 
3.2.1 Consistency of the Laplace-Based Estimator 
 
      The Laplace approximation is applied to the random effects of the integrated likelihood 
for each cluster. This approach allows the random effects to have a q-dimensional 
distribution within each cluster and be correlated. Let ),( ′′= βγ σ . Up to a constant, the ith 
cluster’s contribution to the overall log-likelihood (See Appendix 1) is equivalent to 
)()(|)(|log
2
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penalized log-likelihood. Let )(γl denote )(
1
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N
i
il . Here, we assume homogeneous cluster 
sizes for convenience. Up to a constant, the true log-likelihood with respect to γ  can be 
written as,   
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l ,  N is the number of clusters 
and n is the common cluster size. For fixed q, the omitted terms in the approximation of the 
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log-likelihood are the order of )( 1−NnOp . A more highly accurate approximation could be 
obtained by using higher order terms in the expansion of the logarithm of the integrand (See 
Appendix 1).  
       Let 1for)(1 >= −− ααNOn p so that the accuracy of the Laplace approximation to the 
marginal log-likelihood is approximately )1()( 1 pp oNO =−α  by (21). That is, the Laplace 
approximation to the marginal log-likelihood is op(1) if the cluster size, n , grows faster than 
the number of clusters N.  Then, )(* γl converges to )(γl .   
       The consistency of the Laplace based maximum likelihood estimator can be established 
by arguments similar to those used by Vonesh (1996) for the nonlinear mixed-effects models. 
The following conditions are assumed: 
(i) ib  and iε  are independent of one another. 
(ii)  Let )(γl , the true but unspecified log marginal likelihood function, satisfy the 
following regularity conditions:  
         C1: The distributions of log-event times have common support for all Β∈γ ,  
                where Β is the parameter space for γ . 
         C2: There exists an open subset ω of Β  containing the true parameter point        
                Tγ such that )(γl is third differentiable as a function of γ  for all ω∈γ .  
         C3: 0γ =∇ )]([E Tl  and )()]([1 2 γIγ →∇− lNn , where the Fisher information 
                matrix, )(γI , is finite and positive definite for all ω∈γ . 
(iii) The fifth order derivatives of )(γil  exist and are continuous in an open   
neighborhood of Tγ for all clusters. 
      (iv) Let |||| A be the Euclidean norm for a matrix A and assume that 
∞<Δ<∇−∇ +δ2||/)])(E[)((||E n
TiTi
γγ ll  for some 0>Δ  and 0>δ  and for all  
                i. Let n
TiTni
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is  
                positive definite with minimum eigenvalue 0min >λ . 
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      Let )()( γγ l∇=U  be the first order partial derivatives of the true marginal log-likelihood 
)(γl , and let Tγ  denote the true parameter value. Let )()( ** γγ l∇=U  be the first order 
partial derivatives of )(* γl  and let γˆ  denote the approximate maximum likelihood estimator 
satisfying 0)ˆ(* =γU . From regularity condition (iii) and equation (A.8) of Appendix1, we 
have )()ˆ()ˆ( 1* −+= NnOUU pγγ . That is, 
)()ˆ(1)ˆ(1 2* −+= nOU
Nn
U
Nn p
γγ                                             (22) 
Under the above regularity conditions on )(γl and assuming that γˆ  is an interior point in a 
neighborhood containing Tγ , a Taylor series expansion about Tγ  yields: 
)()ˆ(1)(1)ˆ(1 cTT MNn
U
Nn
U
Nn
γγγγγ −+=                            (23) 
where cγ  is between γˆ  and Tγ , and ccM γγγγ =∇= |)()( 2l . From condition C3, we have 
)1()(1 pc OMNn
=γ                                                                 (24) 
 for ω∈γˆ . 
      To get the asymptotic distribution of )(
)(
1
TUNn
γ , we can use the following lemma 
(Hansen, 2005) that provides a suitable CLT as ∞→},{ nN jointly. The detailed proof of the 
following lemma is available in Hansen’s technical appendix. 
 
Hansen’s lemma:  
For k x 1 vectors niZ , , suppose }{ ,niZ are independent across i for all n with 0=][E ,niZ , 
ninini ZZ ,,, ][E B=′ , and ∞<Δ<+δ2, ||||E niZ  for some 0>δ  and all i. Assume 
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N
i
nN N ,1,
1
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 as ∞→},{ nN  jointly. 
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      Let nZ
TiTini
/)])(E[)((, γγ ll ∇−∇=  for cluster i, which are independent across 
clusters for all n with 0=][E ,niZ . Let nTiTni /))(var()(, γγB l∇= for all i. By condition (iv), 
we have 
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As long as )(1 cMNn
γ is invertible, from the results of (22)-(26), it follows that 
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      We obtain a consistent estimator as both the number of clusters and the cluster size go to 
infinity. The requirement that ∞→n comes from the Laplace approximation. In particular, as 
n grows faster than 3
1
N , we have ))(()ˆ( 2
1−=− NnOpTγγ .  
      
3.2.2 Asymptotic Normality 
 
 Let ))(|)(|log
2
1|)(|log
2
1()(* γKγKθDγ iiii +′′−−−=l . Then, )()(*
1
* γγ ∑=
=
N
i
ill  is the 
approximate log-likelihood obtained from the Laplace approximation. Let γˆ  be the estimator 
obtained by maximizing )(* γl . We explore the asymptotic properties of γˆ  in cases where N 
and n  go to infinity jointly and n grows faster than 3
1
N . The following conditions are 
assumed: 
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(1) )(* γl  is twice continuously differentiable for all Β∈γ and )()(*1 2 γHγ →∇ l
Nn
,    
where )]([ γH− is positive definite and finite for all ω∈γ . 
(2) ∞<Δ<∇−∇ +δ2||/)])(*[E)(*(||E nii γγ ll  for some 0>δ  and for all i. 
Let nini /))(*var()(, γγB l∇=  and assume that )(1lim)( ,
1
, γBγB ni
N
i
nN N
∑=
=
is positive 
definite with minimum eigenvalue 0min >λ  for all ω∈γ . 
Let )(* Tγl∇ denote the first partial derivatives of )(* γl evaluated at the true parameter 
value Tγ .  A Taylor series expansion about Tγ  yields: 
           )ˆ)((*1)(*1)ˆ(*1 2 TcT NnNnNn
γγγγγ −∇+∇=∇ lll                      (28)                         
Note that 0)ˆ(* =∇ γl .  As long as )(*1 2 cNn γl∇  is invertible, it follows 
                        )/()(*)](*1[)ˆ( 12 Nn
Nn
Nn TcT γγγγ ll ∇∇−=− −                                 (29)  
Given the conditions in 3.2.1, γˆ  is consistent for Tγ as N and n  go to infinity jointly and 
n grows faster than 3
1
N . Since cγ  is between γˆ  and Tγ , it follows that cγ is consistent for 
Tγ . From condition (1), 0)()(
*1 2 ⎯→⎯−∇ PTcNn γHγl , and we have 
                       )1()]/()(*[)()ˆ( 1 pTTT oNnNn +∇−=− − γγHγγ l                                (30) 
Then, the asymptotic distribution of )ˆ( TNn γγ −  is determined by the asymptotic 
distribution of )/()(* NnTγl∇ .  We can use Hansen’s lemma (2005) to establish asymptotic 
normality for )/()(* NnTγl∇  as ∞→},{ nN jointly. Let nZ iini /)])([E)(( **, γγ ll ∇−∇= . 
Given condition (2), Hansen’s lemma provides the following asymptotic result 
))(,()])(*[E)(*(
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ll                     (31)                         
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where ))(*var(1lim)(
1
, γγB i
N
i
nN Nn
l∇∑=
=
. We can use Slutsky’s theorem to 
obtain )1()]([
)(
1 *
poNn T
=∇Ε γl  since γˆ  is consistent for Tγ as n grows faster than 3
1
N  
and 0)]ˆ([
)(
1 * =∇Ε γl
Nn
. Thus, we have  
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l                                         (32) 
Combining the results of (30) and (32), we have 
))()()(,()ˆ( 11 −−⎯→⎯− TTTDT NNn γHγBγH0γγ                             (33) 
as ∞→},{ nN jointly with n growing faster than 3
1
N . 
 
3.3 Estimation 
 
       For givenθ , the estimates of σ and β  are obtained by maximizing the approximated log 
likelihood (18). Also the value of b~ needed to evaluate the Laplace approximation to the log 
likelihood. Ignoring the second term of (18), which is only a function of θ , and the third 
term, the penalized log likelihood )|~,( θbβ,K σ can be used to estimateσ  and β .  
      Ignoring the last two terms in (18) simplifies the estimation procedure, but some 
information may be lost. For the generalized linear mixed model, Breslow and Clayton 
(1993) argue that if the variance function varies slowly, the last two terms in (18) may be 
ignored. Also, simulation study of the use of corresponding penalized partial likelihood for 
the Cox proportional hazards model (Rapatti and Palmgren, 2000) suggests that the 
information loss may be small. 
      The maximization of the approximate likelihood (18) is decomposed into two steps. First, 
the log of the penalized likelihood is maximized with respect to σ , β  and b~ . The initial 
values for the fixed effects parameters could be the maximum likelihood estimates obtained 
under the incorrect assumption of independence. 
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      For given initial value of θ , the first partial derivatives of the penalized likelihood are of 
the form: 
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The estimating equations are obtained by setting the first partial derivatives to zero.  We will 
use a Newton-Raphson algorithm to solve these equations.  
      Second, the parameter estimates for θ  are obtained by maximizing the approximate 
profile log-likelihood function derived from (18), 
|)ˆˆ,ˆ|(|log
2
1|)(|log
2
1)ˆˆ,ˆ|()ˆˆ,ˆ|( b,βθKθDb,βθKb,βθ σσσ ′′−−−≈l                     (37) 
The method of a box-constrained optimization (Byrd et. al., 1995) is used to update the 
estimated value of θ . These two steps are iterated until convergence. 
      The inverse of the negative second partial derivative matrix can be used as an 
approximate covariance matrix for the fixed effects. The box-constrained estimation ofθ  
does not produce a Hessian matrix that can be inverted to obtain an estimate of the large 
sample covariance matrix for θˆ . Estimated variances for the elements of θˆ  may be obtained 
from the profile log-likelihood.  
 
4 Simulation Studies 
 
      Simulation studies were carried out to investigate small sample properties of the proposed 
estimation procedure with the Laplace approximation. The performance of estimators is 
evaluated in two sets of simulation studies: (i) AFT model with shared frailty and (ii) AFT 
model with hierarchical frailty. A wide range of parameter configurations was considered in 
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each set of simulations. R software was used for all data simulation and parameter 
estimation. The lognormal AFT model with random effects was fitted with the survme 
function developed in R. R version 2.1.1 for windows is downloadable for free from the R 
home page.  
      Estimators are evaluated with respected to the following properties. The bias of an 
estimator for an unknown parameter is computed as the difference between the sample mean 
of the simulated estimates and the true value. The mean asymptotic standard errors are 
compared to empirical standard errors to determine whether estimated standard errors tend to 
overestimate or underestimate true standard errors. Also, coverage rates of nominal 95% 
confidence intervals are calculated to assess quality of inferences. The coverage rate is the 
observed proportion of confidence intervals that contain the true parameter value for the 
simulated datasets.  
 
4.1 Description of Simulation I 
 
The first simulation evaluates the performance of estimation procedures for the AFT 
model with shared frailty. Several types of datasets were generated from a lognormal AFT 
model with shared frailty and three fixed covariates. The true event time model is 
                  ijiijijijij bxxxT ε*5.0*5.01log 321 +++−+=           i =1, …, N,    j =1, ..., n  (38) 
where the ijε were generated as independent standard normal random variables. Covariates 
ijx1  and ijx2  were independently generated according to a standard normal distribution, and 
ijx3  was generated as a binary variable taking a value of 1 with probability 0.5 and 0 
otherwise. The values of the coefficients corresponding to the covariate vector 
),,,1( 321 ijijij xxx=′x  were )1,5.0,1,1(),,,( 3210 −==′ βββββ . The random cluster 
effects, ib , were independently drawn from a normal distribution with mean 0 and variance 
θ . The scale parameterσ was set to 0.5. 
Under this model samples of data are simulated with N clusters per sample indexed by i 
and containing n potentially censored failure times for the ith cluster. Here bi is a cluster-
specific random effect that shares a common value within clusters but varies independently 
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from one cluster to another. This setting can be viewed as a multi-center clinical trial with 
centers as clusters. Center effects are regarded as random and one failure time is recorded for 
each patient within each center. The binary covariate ijx3  can be considered as a treatment 
effect and patients are randomly assigned to one of two treatments within each center. 
The aim of this study is to evaluate the performance of the proposed estimation method 
with regard to cluster sizes, the number of clusters, variance of the cluster effects, and level 
of censoring. The cluster sizes were homogeneous for all simulated data sets. For 20 or 50 
clusters and 1=θ , the number of observations per cluster varies from 4 to 50 (n = 4, 10, 20, 
50). For 4 or 20 subjects within each cluster and 1=θ , the number of clusters ranged from 20 
to 100 (N = 20, 50, 100). Also, three different values for the variance component θ  were 
investigated for the parameter setting with N = 50, n = 20, i.e., ,5.0,2.0=θ  or 1. Either no 
censoring or 20% right censoring was used. Censoring was imposed by comparing an event 
time Tij simulated from model (38) to a censoring time Cij that is conditionally independent 
of the event time given the random effects. In these simulations, Cij has an exponential 
distribution with parameter selected to provide the specified level of censoring. In this study, 
250 datasets were created for each combination of parameter settings. 
 
4.2 Results of Simulation I      
 
For the proposed estimation procedure with Laplace approximation, Figure 1.1 shows the 
histograms with smoothed density curves of the estimated fixed effects ),,,( 3210 ββββ=′β  , 
σ , and θ  based on an AFT shared frailty model with N = 20 and n = 10 for the case of no 
censoring.  The estimated regression parameters are approximately symmetrically distributed 
and exhibit little bias. On average, the estimates are close to the true values of the parameters 
)1,5.0,1,1( −=′β . The nominal empirical means and standard errors of the point estimates 
and coverage rates for 95% confidence intervals are presented in Tables 1.1- 1.9 for datasets 
with different numbers of clusters, cluster sizes, values of the frailty variance component, and 
percentages of censored observations.  
Table 1.1 reports the mean parameter estimates, empirical bias, empirical and mean 
asymptotic standard errors and coverage rate of 95% confidence intervals for the AFT shared 
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frailty model given by (38). Each of 250 simulated datasets contained 20 clusters with 
homogeneous cluster sizes ranging from 4 to 50 (n = 4, 10, 20, 50). The empirical mean 
shown in the third column of the table, )ˆ(βm , is the average of the estimates from the 
simulated samples. If kβˆ  denotes the estimate of β based on the k
th simulated sample, 
250/ˆ)ˆ(
250
1
k
k
m ββ ∑
=
= and the empirical standard error given in Table 1.1 is evaluated 
as )1250/())ˆ(ˆ(
250
1
2 −−∑
=k
k m ββ . The column named as mean asymptotic standard error 
shows the average of the model-based estimates of the large sample standard errors for the 
parameter estimates. The fixed effects are estimated well by the approximate marginal 
likelihood estimation approach with a relative absolute bias less than 2% for all cases 
considered in the table. In general, the relative biases of the fixed effects became smaller as 
the cluster sizes increased. 
      The variability of estimates is measured by the empirical standard errors. An increase in 
both number of clusters and the cluster sizes can reduce standard errors and increase 
precision of the estimation procedure. Compared to the empirical standard errors of βˆ , the 
asymptotic standard errors are underestimated, especially for smaller cluster sizes. Due to the 
underestimation of the standard error, the coverage rates of 95% confidence intervals for 
regression parameters vary from 81.6% to 95.6% in Table 1.1. And the coverage rates tend to 
be closer to 95% when cluster sizes are larger.  
      Additionally, results of simulations with N = 50 clusters are reported in Table 1.2. The 
results were quite similar to those in Table 1.1 for N = 20 clusters. Both the empirical and 
mean asymptotic standard errors are reduced by increasing cluster size n. The table indicates 
that some additional bias reduction for estimates of regression parameters is obtained by 
increasing the number of clusters to 50, but bias in the estimation of θ  was not necessarily 
reduced.  
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Figure 1.1 Histograms with density curves of the estimates from 250 simulations based on an 
AFT shared frailty model with N = 20, n = 10, )1,5.0,1,1( −=′β , 5.0=σ , 1=θ  for the case 
of no censoring. 
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Table 1.1  Effects of cluster size on mean parameter estimates, empirical bias, empirical and 
mean asymptotic standard errors and coverage rate for 95% confidence intervals in 250 
simulations based on an AFT shared frailty model with N = 20, )1,5.0,1,1( −=′β , 5.0=σ , 
1=θ  for the case of no censoring. 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE 
Coverage 
Rate 
n = 4 
0βˆ  1 1.0080 0.0080 0.0768 0.0703 93.2% 
1βˆ  1 1.0017 0.0017 0.0698 0.0507 82.8% 
2βˆ  -0.5 -0.4984 0.0016 0.0710 0.0505 81.6% 
       
3βˆ  1 0.9846 -0.0154 0.1176 0.0987 90.0% 
σˆ  0.5 0.4414 -0.0586 0.0421 0.0352 51.6% 
θˆ  1 0.9342 -0.0658 0.3148 -- -- 
n = 10 
0βˆ  1 1.0026 0.0026 0.0516 0.0470 92.8% 
1βˆ  1 0.9984 -0.0016 0.0386 0.0333 91.2% 
2βˆ  -0.5 -0.4991 0.0009 0.0381 0.0335 90.8% 
       
3βˆ  1 0.9983 -0.0017 0.0743 0.0662 91.6% 
σˆ  0.5 0.4684 -0.0316 0.0259 0.0235 72.8% 
θˆ  1 0.9474 -0.0526 0.3269 -- -- 
n = 20 
0βˆ  1 1.0061 0.0061 0.0376 0.0344 91.2% 
1βˆ  1 0.9962 -0.0038 0.0266 0.0244 92.8% 
2βˆ  -0.5 -0.4983 0.0017 0.0266 0.0244 94.4% 
       
3βˆ  1 0.9960 -0.0040 0.0519 0.0485 92.8% 
σˆ  0.5 0.4853 -0.0147 0.0180 0.0172 83.6% 
θˆ  1 0.9626 -0.0374 0.3234 -- -- 
n = 50 
0βˆ  1 1.0007 0.0007 0.0235 0.0220 94.4% 
1βˆ  1 0.9993 -0.0007 0.0168 0.0156 94.0% 
2βˆ  -0.5 -0.4997 0.0003 0.0152 0.0156 95.2% 
       
3βˆ  1 0.9999 -0.0001 0.0314 0.0311 95.6% 
σˆ  0.5 0.4922 -0.0078 0.0116 0.0110 87.2% 
θˆ  1 0.9571 -0.0429 0.2964 -- -- 
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Table 1.2  Effects of cluster size on mean parameter estimates, empirical bias, empirical and 
mean asymptotic standard errors and coverage rate for 95% confidence intervals in 250 
simulations based on an AFT shared frailty model with N = 50, )1,5.0,1,1( −=′β , 5.0=σ , 
1=θ  for the case of no censoring 
 
 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE 
Coverage 
Rate 
n = 4 
0βˆ  1 1.0025 0.0025 0.0469 0.0433  91.2% 
1βˆ  1 1.0006 0.0006 0.0418 0.0307 84.4% 
2βˆ  -0.5 -0.5024 -0.0024 0.0399 0.0306 86.8% 
       
3βˆ  1 1.0010 0.0010 0.0665 0.0610 92.4% 
σˆ  0.5 0.4315 -0.0685 0.0267 0.0216 17.6% 
θˆ  1 0.9372 -0.0628 0.2192 -- -- 
n = 10 
0βˆ  1 1.0043 0.0043 0.0328 0.0300 91.2% 
1βˆ  1 1.0000 0.0000 0.0244 0.0213 92.0 % 
2βˆ  -0.5 -0.5008 -0.0008 0.0243 0.0213 90.8 % 
       
3βˆ  1 0.9957 -0.0043 0.0433 0.0424 94.8 % 
σˆ  0.5 0.4743 -0.0257 0.0158 0.0150 59.2 % 
θˆ  1 0.9683 -0.0317 0.2035 -- -- 
n = 20 
0βˆ  1 1.0002 0.0002 0.0229 0.0218 93.2% 
1βˆ  1 1.0001 0.0001 0.0168 0.0154 92.8% 
2βˆ  -0.5 -0.4998 0.0002 0.0164 0.0154 95.2% 
       
3βˆ  1 1.0011 0.0011 0.0308 0.0308 94.0% 
σˆ  0.5 0.4868 -0.0132 0.0115 0.0109 73.2% 
θˆ  1 0.9568 -0.0432 0.1989 -- -- 
n = 50 
0βˆ  1 1.0002 0.0002 0.0136 0.0139 94.4% 
1βˆ  1 0.9999 -0.0001 0.0108 0.0099 94.0% 
2βˆ  -0.5 -0.4999 0.0001 0.0101 0.0099 92.4% 
       
3βˆ  1 0.9988 -0.0012 0.0202 0.0197 93.2% 
σˆ  0.5 0.4929 -0.0071 0.0079 0.0069 79.6% 
θˆ  1 0.9551 -0.0449 0.1852 -- -- 
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Table 1.3  Effects of variance component θ  on mean parameter estimates, empirical bias, 
empirical and mean asymptotic standard errors and coverage rate for 95% confidence 
intervals in 250 simulations based on an AFT shared frailty model with N = 50, n = 20, 
)1,5.0,1,1( −=′β , 5.0=σ  for the case of no censoring. 
 
 
 
 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE 
Coverage 
Rate 
2.0=θ  
0βˆ  1 1.0000 0.0000 0.0215 0.0218 94.0 % 
1βˆ  1 0.9992 -0.0008 0.0157 0.0155 94.8 % 
2βˆ  -0.5 -0.5016 -0.0016 0.0165 0.0155 93.6 % 
3βˆ  1 0.9984 -0.0016 0.0295 0.0309 95.2 % 
σˆ  0.5 0.4883 -0.0117 0.0121 0.0110 78.0 % 
θˆ  0.2 0.1842 -0.0158 0.0391 -- -- 
5.0=θ  
0βˆ  1 1.0016  0.0016 0.0222 0.0218 93.2 % 
1βˆ  1 1.0000 0.0000 0.0159 0.0154 94.8 % 
2βˆ  -0.5 -0.5001 -0.0001 0.0165 0.0155 92.8 % 
3βˆ  1 0.9977 -0.0023 0.0312 0.0308 95.2% 
σˆ  0.5 0.4875 -0.0125 0.0112 0.0109 77.2 % 
θˆ  0.5 0.4814 -0.0186 0.0998 -- -- 
1=θ  
0βˆ  1 1.0002 0.0002 0.0229 0.0218 93.2% 
1βˆ  1 1.0001 0.0001 0.0168 0.0154 92.8% 
2βˆ  -0.5 -0.4998 0.0002 0.0164 0.0154 95.2% 
       
3βˆ  1 1.0011 0.0011 0.0308 0.0308 94.0% 
σˆ  0.5 0.4868 -0.0132 0.0115 0.0109 73.2% 
θˆ  1 0.9568 -0.0432 0.1989 -- -- 
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     Table 1.3 reports the results from the simulation of AFT shared frailty model with N = 50 
clusters and n = 20 subjects per clusters. Three different frailty variances were used, i.e., 
,2.0=θ 0.5, or 1. It shows that increasingθ  from 0.2 to 1 has little influence on the bias of 
the estimates of fixed effect parameters and the scale parameter σ . The empirical standard 
errors of these estimates tend to be slightly larger when there is greater between cluster 
variability. The standard errors of the estimator for θ  increase as the value of θ  increases. 
     Table 1.4 and Table 1.5 present simulation results for cases with 20% right censoring 
corresponding to the same sets of parameters for Table 1.1 and Table 1.2, respectively. The 
estimated fixed effects had larger biases than those in Table 1.1 and Table 1.2. Because the 
amount of information available to estimate the parameters is reduced. The standard errors 
are a little larger than those in Table 1.1 and Table 1.2 with larger percentage increases in 
standard error for smaller cluster size. 
Tables 1.6-1.7 show the effects of increasing the number of clusters on mean parameter 
estimates, empirical bias, and mean asymptotic standard errors for parameter estimates from 
simulated samples. The average of 250 estimates of the empirical standard errors and 
coverage rates for 95% confidence intervals are also shown in the tables for the shared frailty 
AFT model with no censoring. The cluster sizes were fixed at 4 and 20 respectively, and the 
number of clusters ranged from 20 to 100. Corresponding results for 20% right censoring 
cases are reported in Tables 1.8-1.9.  The estimates of the fixed effects are relatively stable 
and very close to the true values. While increasing the number of clusters reduces the 
standard errors of the estimates of the regression parameters, the model-based asymptotic 
standard errors underestimate the actual standard errors by 8 to 35 percent for n = 4, and to a 
much lesser extent when n =20 with no systematic improvement when the number of clusters 
is increased. Consequently, there is little change in confidence interval coverage rates as the 
number of clusters increases.  
The estimator for σ  is negatively biased. Relative biases of the estimator of σ  are 
plotted against cluster sizes in Figure 1.2. There is a moderate bias for small sizes and the 
bias is reduced with increasing cluster size. This result is seen in Tables 1.1, 1.2, 1.4, and 1.5 
when the cluster size increases from 4 to 50. However, increasing the number of clusters 
from 20 to 100 for a fixed cluster size provides little additional bias reduction. The trends in 
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the coverage rates of the 95% confidence intervals for σˆ  presented in Tables 1.6 through 1.9 
show that coverage rates deteriorate as the number of clusters is increased for a fixed cluster 
size. In general, the scale parameter is not estimated as well as the fixed effects parameters 
unless cluster sizes are large relative to the number of clusters. It is difficult for the 
estimation procedure to distinguish between individual variability and cluster-specific 
variability for data with many small clusters, although reliable inference about fixed effects 
parameters can be made. 
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Figure 1.2  Relative bias of the scale parameterσ  based on an AFT shared frailty model with 
)1,5.0,1,1( −=′β , 5.0=σ , 1=θ  for the case of no censoring with cluster sizes n = 4, 10, 
20, 50 and number of clusters N = 20 and 50. 
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Table 1.4  Effects of cluster size on mean parameter estimates, empirical bias, empirical and 
mean asymptotic standard errors and coverage rate for 95% confidence intervals in 250 
simulations based on an AFT shared frailty model with N = 20, )1,5.0,1,1( −=′β , 5.0=σ , 
1=θ  for the case of 20% censoring. 
 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE 
Coverage 
Rate 
n = 4 
0βˆ  1 0.9986 -0.0014 0.0913 0.0717 85.2% 
1βˆ  1 1.0101 0.0101 0.0800 0.0536 80.0% 
2βˆ  -0.5 -0.5050 -0.0050 0.0784 0.0512 80.8% 
3βˆ  1 1.0028 0.0028 0.1287 0.1007 86.8% 
σˆ  0.5 0.4106 -0.0894 0.0532 0.0365 37.2% 
θˆ  1 0.9238 -0.0762 0.3500 -- -- 
n = 10 
0βˆ  1 0.9993 -0.0007 0.0520 0.0506 93.6% 
1βˆ  1 1.0035 0.0035 0.0443 0.0373 89.2% 
2βˆ  -0.5 -0.5019 -0.0019 0.0388 0.0364 92.8% 
3βˆ  1 1.0017 0.0017 0.0811 0.0713 92.4% 
σˆ  0.5 0.4675 -0.0325 0.0302 0.0259 69.2% 
θˆ  1 0.9270 -0.0730 0.3168 -- -- 
n = 20 
0βˆ  1 0.9978 -0.0022 0.0387 0.0373 95.2% 
1βˆ  1 1.0046 0.0046 0.0281 0.0275 94.4% 
2βˆ  -0.5 -0.4999 0.0001 0.0296 0.0268 91.2% 
3βˆ  1 1.0037 0.0037 0.0557 0.0527 93.6% 
σˆ  0.5 0.4876 -0.0124 0.0198 0.0191 87.6% 
θˆ  1 0.9605 -0.0395 0.3033 -- -- 
n = 50 
0βˆ  1 0.9979 -0.0021 0.0255 0.0240 93.2% 
1βˆ  1 1.0023 0.0023 0.0186 0.0177 93.2% 
2βˆ  -0.5 -0.5006 -0.0006 0.0175 0.0171 94.4% 
3βˆ  1 1.0018 0.0018 0.0366 0.0339 94.8% 
σˆ  0.5 0.4964 -0.0036 0.0125 0.0123 90.8% 
θˆ  1 0.9539 -0.0461 0.2931 -- -- 
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Table 1.5  Effects of cluster size on mean parameter estimates, empirical bias, empirical and 
mean asymptotic standard errors and coverage rate for 95% confidence intervals in 250 
simulations based on an AFT shared frailty model with N = 50, )1,5.0,1,1( −=′β , 5.0=σ , 
1=θ  for the case of 20% censoring. 
 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE 
Coverage 
Rate 
n = 4 
0βˆ  1 0.9963 -0.0037 0.0538 0.0455 88.4% 
1βˆ  1 1.0112 0.0112 0.0496 0.0338 80.4% 
2βˆ  -0.5 -0.5003 -0.0003 0.0468 0.0326 85.2% 
3βˆ  1 1.0122 0.0122 0.0761 0.0641 91.2% 
σˆ  0.5 0.4174 -0.0826 0.0260 0.0231 10.8% 
θˆ  1 0.9225 -0.0775 0.2107 -- -- 
n = 10 
0βˆ  1      0.9962 -0.0038 0.0329 0.0323 95.6 % 
1βˆ  1 1.0068 0.0068 0.0272 0.0237 91.6 % 
2βˆ  -0.5 -0.5030 -0.0030 0.0267 0.0231 88.0 % 
3βˆ  1 1.0082 0.0082 0.0496 0.0456 91.2 % 
σˆ  0.5 0.4717 -0.0283 0.0178 0.0166 59.6 % 
θˆ  1 0.9169 -0.0831 0.1897 -- -- 
n = 20 
0βˆ  1 1.0006 0.0006 0.0229 0.0235 92.8% 
1βˆ  1 1.0018 0.0018 0.0187 0.0173 93.2% 
2βˆ  -0.5 -0.5039 -0.0039 0.0194 0.0168 89.6% 
3βˆ  1 1.0042 0.0042 0.0322 0.0332 93.6% 
σˆ  0.5 0.4861 -0.0139 0.0128 0.0120 74.8% 
θˆ  1 0.9691 -0.0309 0.1919 -- -- 
n = 50 
0βˆ  1 1.0054 0.0054 0.0158 0.0152 92.8% 
1βˆ  1 0.9989 -0.0011 0.0128 0.0112 91.6% 
2βˆ  -0.5 -0.5011 -0.0011 0.0113 0.0109 92.0% 
3βˆ  1 0.9999 -0.0001 0.0226 0.0215 94.4% 
σˆ  0.5 0.4964 -0.0036 0.0079 0.0078 92.0% 
θˆ  1 0.9602 -0.0396 0.2164 -- -- 
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Table 1.6  Effects of number of clusters on mean parameter estimates, empirical bias, 
empirical and mean asymptotic standard errors and coverage rate for 95% confidence 
intervals in 250 simulations based on an AFT shared frailty model with 4=n , 
)1,5.0,1,1( −=′β , 5.0=σ , 1=θ  for the case of no censoring. 
 
 
 
 
 
 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE 
Coverage 
Rate 
N = 20 
0βˆ  1 1.0080 0.0080 0.0768 0.0703 93.2% 
1βˆ  1 1.0017 0.0017 0.0698 0.0507 82.8% 
2βˆ  -0.5 -0.4984 0.0016 0.0710 0.0505 81.6% 
       
3βˆ  1 0.9846 -0.0154 0.1176 0.0987 90.0% 
σˆ  0.5 0.4414 -0.0586 0.0421 0.0352 51.6% 
θˆ  1 0.9342 -0.0658 0.3148 -- -- 
N = 50 
0βˆ  1 1.0025 0.0025 0.0469 0.0433  91.2% 
1βˆ  1 1.0006 0.0006 0.0418 0.0307 84.4% 
2βˆ  -0.5 -0.5024 -0.0024 0.0399 0.0306 86.8% 
3βˆ  1 1.0010 0.0010 0.0665 0.0610 92.4% 
σˆ  0.5 0.4315 -0.0685 0.0267 0.0216 17.6% 
θˆ  1 0.9372 -0.0628 0.2192 -- -- 
N = 100 
0βˆ  1 1.0024 0.0024 0.0351 0.0308 91.6 % 
1βˆ  1 0.9989 -0.0011 0.0300 0.0218 86.8 % 
2βˆ  -0.5 -0.5003 -0.0003 0.0294 0.0218 86.8 % 
3βˆ  1 1.0001   0.0001 0.0512 0.0435 90.0 % 
σˆ  0.5 0.4350 -0.0650 0.0198 0.0155 6.8% 
θˆ  1 0.9552 -0.0448 0.1600 -- -- 
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Table 1.7  Effects of number of clusters on mean parameter estimates, empirical bias, 
empirical and mean asymptotic standard errors and coverage rate for 95% confidence 
intervals in 250 simulations based on an AFT shared frailty model with 20=n , 
)1,5.0,1,1( −=′β , 5.0=σ , 1=θ  for the case of no censoring. 
 
 
 
 
 
 
 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE 
Coverage 
Rate 
N = 20 
0βˆ  1 1.0061 0.0061 0.0376 0.0344 91.2% 
1βˆ  1 0.9962 -0.0038 0.0266 0.0244 92.8% 
2βˆ  -0.5 -0.4983 0.0017 0.0266 0.0244 94.4% 
3βˆ  1 0.9960 -0.0040 0.0519 0.0485 92.8% 
σˆ  0.5 0.4853 -0.0147 0.0180 0.0172 83.6% 
θˆ  1 0.9626 -0.0374 0.3234 -- -- 
N = 50 
0βˆ  1 1.0002 0.0002 0.0229 0.0218 93.2% 
1βˆ  1 1.0001 0.0001 0.0168 0.0154 92.8% 
2βˆ  -0.5 -0.4998 0.0002 0.0164 0.0154 95.2% 
3βˆ  1 1.0011 0.0011 0.0308 0.0308 94.0% 
σˆ  0.5 0.4868 -0.0132 0.0115 0.0109 73.2% 
θˆ  1 0.9568 -0.0432 0.1989 -- -- 
N = 100 
0βˆ  1 1.0009 0.0009 0.0158 0.0154 94.8 % 
1βˆ  1 0.9995 -0.0005 0.0109 0.0109 94.8 % 
2βˆ  -0.5 -0.4978 0.0022 0.0113 0.0109 94.8 % 
3βˆ  1 1.0011 0.0011 0.0228 0.0218 94.0 % 
σˆ  0.5 0.4864 -0.0136 0.0082 0.0077 56.4 % 
θˆ  1 0.9861 -0.0139 0.1511 -- -- 
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Table 1.8  Effects of number of clusters on mean parameter estimates, empirical bias, 
empirical and mean asymptotic standard errors and coverage rate for 95% confidence 
intervals in 250 simulations based on an AFT shared frailty model with 4=n , 
)1,5.0,1,1( −=′β , 5.0=σ , 1=θ  for the case of 20% censoring. 
 
 
 
 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE 
Coverage 
Rate 
N = 20 
0βˆ  1 0.9986 -0.0014 0.0913 0.0717 85.2% 
1βˆ  1 1.0101 0.0101 0.0800 0.0536 80.0% 
2βˆ  -0.5 -0.5050 -0.0050 0.0784 0.0512 80.8% 
3βˆ  1 1.0028 0.0028 0.1287 0.1007 86.8% 
σˆ  0.5 0.4106 -0.0894 0.0532 0.0365 37.2% 
θˆ  1 0.9238 -0.0762 0.3500 -- -- 
N = 50 
0βˆ  1 0.9963 -0.0037 0.0538 0.0455 88.4% 
1βˆ  1 1.0112 0.0112 0.0496 0.0338 80.4% 
2βˆ  -0.5 -0.5003 -0.0003 0.0468 0.0326 85.2% 
3βˆ  1 1.0122 0.0122 0.0761 0.0641 91.2% 
σˆ  0.5 0.4174 -0.0826 0.0260 0.0231 10.8% 
θˆ  1 0.9225 -0.0775 0.2107 -- -- 
N = 100 
0βˆ  1 1.0055 -0.0055 0.0375 0.0323 90.8 % 
1βˆ  1 1.0096 0.0096 0.0363 0.0238 80.8 % 
2βˆ  -0.5 -0.5070 -0.0070 0.0307 0.0231 85.6 % 
3βˆ  1 1.0015 0.0015 0.0549 0.0456 89.6 % 
σˆ  0.5 0.4198 -0.0802 0.0191 0.0164 2.4 % 
θˆ  1 0.9670 -0.0330 0.1646 -- -- 
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Table 1.9  Effects of number of clusters on mean parameter estimates, empirical bias, 
empirical and mean asymptotic standard errors and coverage rate for 95% confidence 
intervals in 250 simulations based on an AFT shared frailty model with 20=n , 
)1,5.0,1,1( −=′β , 5.0=σ , 1=θ  for the case of 20% censoring. 
 
 
 
 
 
 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE 
Coverage 
Rate 
N = 20 
0βˆ  1 0.9978 -0.0022 0.0387 0.0373 95.2% 
1βˆ  1 1.0046 0.0046 0.0281 0.0275 94.4% 
2βˆ  -0.5 -0.4999 0.0001 0.0296 0.0268 91.2% 
3βˆ  1 1.0037 0.0037 0.0557 0.0527 93.6% 
σˆ  0.5 0.4876 -0.0124 0.0198 0.0191 87.6% 
θˆ  1 0.9605 -0.0395 0.3033 -- -- 
N = 50 
0βˆ  1 1.0006 0.0006 0.0229 0.0235 92.8% 
1βˆ  1 1.0018 0.0018 0.0187 0.0173 93.2% 
2βˆ  -0.5 -0.5039 -0.0039 0.0194 0.0168 89.6% 
3βˆ  1 1.0042 0.0042 0.0322 0.0332 93.6% 
σˆ  0.5 0.4861 -0.0139 0.0128 0.0120 74.8% 
θˆ  1 0.9691 -0.0309 0.1919 -- -- 
N = 100 
0βˆ  1 1.0056 0.0056 0.0181 0.0166 90.8 % 
1βˆ  1 1.0020 0.0020 0.0147 0.0122 90.4 % 
2βˆ  -0.5 -0.5012 -0.0012 0.0129 0.0119 92.4 % 
3βˆ  1 1.0025 0.0025 0.0229 0.0235 96.4 % 
σˆ  0.5 0.4857 -0.0143 0.0085 0.0085 61.6 % 
θˆ  1 0.9780 -0.0220 0.1329 -- -- 
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     The estimates of the variance component θ  are biased toward zero in most of the cases. 
The bias of the estimator for θ  is reduced by increasing both the cluster sizes and the number 
of clusters. These results are evident in Tables 1.1-1.2 and Tables 1.4-1.9, respectively. Also, 
the empirical standard errors for the estimator of θ  are reduced by increasing the number of 
clusters N. Increasing cluster size has little effect for a fixed number of cluster. The profile 
log-likelihood for the variance component θ  is asymmetric in most cases (Figure 1.3). 
Figure 1.3 provides a graphical representation of the profile log-likelihood of θ . The points 
where the profile log-likelihood crosses the horizontal line provide the endpoints for an 
approximate 95% confidence interval. 
 
 
Figure 1.3  Graphical representation of the profile log-likelihood of θ  and 95% confidence 
interval cutoff based on an AFT shared frailty model with N = 20 and n = 10, 
)1,5.0,1,1( −=′β , 5.0=σ , 1=θ  for the case of no censoring. 
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4.3 Description of Simulation II 
 
The AFT hierarchical frailty model that we considered has N (indexed by i) independent 
clusters, each containing 2 sub-clusters (indexed by k).  Each sub-cluster has n observations 
indexed by j. Then, each simulated dataset has N*(2n) event or censoring times. The data 
were generated from the following lognormal AFT model: 
ijkiikiikiijkijk bzbzbxT ε*5.0**1log 33221 +++++=                         (39) 
i =1, …, N,    j =1, ..., n,    k = 1, 2 
where a fixed effect of a single covariate is considered with coefficient 1β =1. The covariate 
ijkx  was generated according to a standard normal distribution. b1 is a vector of frailties on 
the cluster level, b2 and b3 are vectors of frailties for the first and second sub-cluster, 
respectively. Each bm, m = 1, 2, 3 is a 1 x N vector with elements that were drawn 
independently from a N(0, θm) distribution. Thus, the random frailty effects for two event 
times from the same cluster but different sub-clusters have joint distribution: 
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The frailty variances were set to be θ′ )5.0,5.0,5.0(),,( 321 == θθθ . So, the variances 
associated with the random cluster effects were assumed to be equal with 
13121 =+=+ θθθθ  and the covariance is 0.5, resulting in the correlation coefficient 0.5. Z2ik 
and Z3ik are 0/1 indicator variables that specify which sub-cluster an observation belongs to. 
The scale parameter was set to be 0.5 and the error term ijkε was generated from a standard 
normal distribution. 
      Two sets of conditions were considered in this simulation. The number of observations 
within a cluster was set to be 4 or 20, respectively.  The number of clusters ranged between 
20 and 100 (N = 20, 50, 100) for each setting, and 250 datasets were generated for each 
setting. This model is similar to the model in the third simulation of Ripatti and Palmgren 
(2000). They considered N = 50 clusters with n = 2 observations for each of the two failure-
times for a proportional hazards model. 
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4.4 Results of Simulation II 
 
The results of the second simulation study are displayed in Table 1.10 and Table 1.11. 
Table 1.10 presents the results of the AFT hierarchical frailty model with n = 4, 
1,1 10 == ββ , 5.0=σ , )5.0,5.0,5.0(=′θ  for the no censoring case. Table 1.11 presents the 
simulation results for the same set of parameters with the cluster size increased to n = 20.  
The fixed effect parameter β  is estimated well with relative absolute bias less than 0.5 % 
in all of the considered cases. Similar to the simulation I, the empirical standard errors were 
computed to measure the variability of estimates of  β . In general, the model-based standard 
errors underestimate the empirical variability in most of cases. However, asymptotic standard 
errors for the estimated components of β  tend to be close to the empirical values for cluster 
size 20. Consequently, the confidence interval coverage rates for n = 20 is much better than 
the corresponding coverage rates for n= 4. 
The relative bias of estimator for σ is larger than that of the fixed effect. There is a 
moderate bias when the size of clusters is small (n = 4). Due to the bias, the confidence 
interval coverage rate is relatively low for the scale parameter. We observed that the absolute 
bias of the scale parameter estimator was diminished considerably by the larger cluster size. 
While little bias reduction was observed when the number of clusters N increased from 20 to 
100 for either fixed cluster size. The overall results for estimation of σ  are similar to those in 
the shared frailty simulations. 
The estimation procedure tends to underestimate the cluster specific variance 
component 1θ , 2θ , and 3θ . The absolute biases for those variance component estimates 
generally decrease with increasing N. Also, the empirical standard errors for θˆ  are reduced 
by increasing the number of clusters as in simulation I. Again, the profile log-likelihood for 
the variance parameter is asymmetric in general. We could use the profile log-likelihood to 
obtain confidence intervals for the elements of θˆ .  
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Table 1.10  Effects of number of clusters on mean parameter estimates, empirical bias, 
empirical and mean asymptotic standard errors and coverage rate for 95% confidence 
intervals in 250 simulations based on an AFT hierarchical frailty model with n = 4, 
1,1 10 == ββ , 5.0=σ , )5.0,5.0,5.0(=′θ  for the case of no censoring. 
 
 
 
 
 
 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE 
Coverage 
Rate 
N = 20 
0βˆ  1 0.9981 -0.0019 0.0417 0.0349 89.2 % 
1βˆ  1 0.9974 -0.0026 0.0487 0.0353 86.0 % 
σˆ  0.5 0.4405 -0.0595 0.0408 0.0250 25.2 % 
        
1ˆθ  0.5 0.4518 -0.0482 0.2228 -- -- 
2θˆ  0.5 0.5152 0.0152 0.2595 -- -- 
3ˆθ  0.5 0.4885 -0.0115 0.2472 -- -- 
N = 50 
0βˆ  1 0.9963 -0.0037 0.0545 0.0219 78.4 % 
1βˆ  1 0.9972 -0.0028 0.0289 0.0219 85.2 % 
σˆ  0.5 0.4371 -0.0629 0.0218 0.0155 4.4  % 
        
1ˆθ  0.5 0.4788 -0.0212 0.1579 -- -- 
2θˆ  0.5 0.5000 0.0000 0.1625 -- -- 
3ˆθ  0.5 0.5193 0.0193 0.1619 -- -- 
N = 100 
0βˆ  1 1.0008 0.0008 0.0195 0.0154 86.8 % 
1βˆ  1 0.9987 -0.0013 0.0212 0.0154 87.6 % 
σˆ  0.5 0.4366 -0.0634 0.0146 0.0109 0.0 % 
        
1ˆθ  0.5 0.4965 -0.0035 0.1198 -- -- 
2θˆ  0.5 0.5021 0.0021 0.1124 -- -- 
3ˆθ  0.5 0.5157 0.0157 0.1129 -- -- 
  
51
 
Table 1.11  Effects of number of clusters on mean parameter estimates, empirical bias, 
empirical and mean asymptotic standard errors and coverage rate for 95% confidence 
intervals in 250 simulations based on an AFT hierarchical frailty model with n = 20, 
1,1 10 == ββ , 5.0=σ , )5.0,5.0,5.0(=′θ  for the case of no censoring. 
 
 
 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE 
Coverage 
Rate 
N = 20 
0βˆ  1 0.9981 -0.0019 0.0228 0.0172 87.6 % 
1βˆ  1 0.9996 -0.0004 0.0179 0.0173 94.0 % 
σˆ  0.5 0.4875 -0.0125 0.0123 0.0122 78.4 % 
       
1ˆθ  0.5 0.4696 -0.0304 0.2209 -- -- 
2θˆ  0.5 0.5156 0.0156 0.2506 -- -- 
3ˆθ  0.5 0.5070 0.0070 0.2202 -- -- 
N = 50 
0βˆ  1 0.9995 -0.0005 0.0116 0.0109 94.0 % 
1βˆ  1 0.9984 -0.0016 0.0124 0.0109 91.6 % 
σˆ  0.5 0.4872 -0.0128 0.0086 0.0077 59.2 % 
        
1ˆθ  0.5 0.4707 -0.0293 0.1404 -- -- 
2θˆ  0.5 0.5175 0.0175 0.1543 -- -- 
3ˆθ  0.5 0.4919 -0.0081 0.1575 -- -- 
N = 100 
0βˆ  1 1.0000 0.0000 0.0077 0.0077 95.2 % 
1βˆ  1 0.9988 -0.0012 0.0084 0.0077 92.4 % 
σˆ  0.5 0.4881 -0.0119 0.0055 0.0055 42.0 % 
        
1ˆθ  0.5 0.4922 -0.0078 0.1147 -- -- 
2θˆ  0.5 0.4925 -0.0075 0.1107 -- -- 
3ˆθ  0.5 0.4980 -0.0020 0.1122 -- -- 
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4.5 Approximate Grouped Jackknife Estimator 
 
       As shown in the simulation studies, the asymptotic results underestimate the standard 
errors of the fixed effects, especially for smaller cluster sizes. Consequently, better small 
sample estimators for standard errors are needed. We found that the traditional grouped 
jackknife variance estimator tends to overestimate the variances for small sample sizes. A 
more accurate estimator is obtained from robust variance estimation based on an approximate 
grouped jackknife estimator, using the same Newton-Raphson argument that Therneau and 
Grambsch (2000) used for Cox model. The change in the estimated coefficient vector βˆ  at 
each Newton-Raphson iteration is 
                                                        )( 1−′=Δ UI1β                                                             (40) 
 
where 1 is the n x 1 vector of 1’s, U is the n x p matrix of  the first partial derivatives of log-
likelihood and I is the information matrix. After convergence, βΔ must be 0. Imagine that we 
remove cluster i from the data set and perform one more Newton-Raphson iteration. The 
resulting estimate of β  approximates )(ˆ iβ , the maximum likelihood estimate of a fit that 
leaves out cluster i. Define a matrix J  such that the ith row of J is )(ˆˆ ii ββJ −= . Then, the 
approximate change in the estimated coefficient is the negative of iJ . The robust variance 
estimate can be written as the matrix product JJ′ . Table 1.12 shows mean asymptotic 
standard errors and the robust standard errors derived from the approximate jackknife JJ′  for 
shared frailty model with cluster size 4=n for 250 simulated samples. The approximate 
jackknife tends to overestimate the variance of 0β , but it performs better than asymptotic 
variance for small cluster sizes. The coverage rates for nominal 95% confidence intervals 
obtained from the robust standard errors tend to be close to 95%. We also performed shared 
frailty simulation for clusters of size 20 with no censoring and for both clusters of size 4 and 
20 with 20% censoring. The results were quite similar. The use of JJ′  tends to provide more 
accurate variance estimate for the AFT model with random effects, even for samples with 
small cluster sizes. 
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Table 1.12  Effects of number of clusters on mean parameter estimates, empirical bias, 
empirical standard errors, mean asymptotic and mean robust standard errors, and 
corresponding coverage rate for 95% confidence intervals in 250 simulations based on an 
AFT shared frailty model with 4=n , )1,5.0,1,1( −=′β , 5.0=σ , 1=θ  for the case of no 
censoring. 
 
 
 
 
 
 
 
 
Parameter 
 
True 
Value 
Mean 
Parameter 
Estimate 
Empirical 
Bias 
Empirical 
SE 
Mean 
Asymptotic 
SE (Rate) 
Mean 
Robust 
SE (Rate) 
N = 20 
0βˆ  1 1.0011 0.0011 0.0793 0.0704  (92.0%) 0.1170  (98.0%) 
1βˆ  1 0.9945 -0.0055 0.0691 0.0505  (85.6%) 0.0745  (95.2%) 
2βˆ  -0.5 -0.4987 0.0013 0.0674 0.0504  (85.6%) 0.0743  (95.6%) 
3βˆ  1 0.9927 -0.0073 0.1192 0.0989  (88.8%) 0.1090  (92.4%) 
σˆ  0.5 0.4422 -0.0578 0.0408 0.0352  (52.4%) 0.0407  (62.0%) 
θˆ  1 0.9582 -0.0418 0.3347 -- -- 
N = 50 
0βˆ  1 1.0007  0.0007 0.0485 0.0435  (90.8%) 0.0720  (100%) 
1βˆ  1 0.9994 -0.0006 0.0416 0.0308  (85.2%) 0.0469  (95.6%) 
2βˆ  -0.5 -0.4975 0.0025 0.0397 0.0306  (89.2%) 0.0462  (98.2%) 
3βˆ  1 0.9979 -0.0021 0.0672 0.0613  (92.8%) 0.0689  (94.0%) 
σˆ  0.5 0.4335 -0.0665 0.0260 0.0217  (25.6%) 0.0250  (30.0%) 
θˆ  1 0.9586 -0.0414 0.2166 -- -- 
N = 100 
0βˆ  1 0.9970 -0.0030 0.0379 0.0309  (90.4%) 0.0505  (99.2%) 
1βˆ  1 1.0002 0.0002 0.0311 0.0218  (82.8%) 0.0333  (96.0%) 
2βˆ  -0.5 -0.5004 -0.0004 0.0318 0.0219  (82.8%) 0.0333  (95.6%) 
3βˆ  1 1.0052 0.0052 0.0503 0.0436  (91.6%) 0.0495  (93.6%) 
σˆ  0.5 0.4360 -0.0640 0.0188 0.0155  (4.40%) 0.0184  (9.20%) 
θˆ  1 0.9567 -0.0433 0.1442 -- -- 
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5 Discussion 
  
      The AFT model with random effects is very useful in a variety of survival analyses, but 
the computational complexity of this model currently limits its use. In this paper, we have 
investigated approximate likelihood estimation based on the Laplace approximation. This 
provides a penalized likelihood estimating equation that is computationally simple. The 
accuracy of the proposed estimation procedure was validated through the simulations studies. 
       In the model we examined, the random effects are assumed to be drawn from a 
multivariate lognormal distribution. One of the advantages is that the correlation structure 
among the random effects can be more flexibly modeled via arbitrary covariance matrices. 
For example, hierarchical frailties for which one level of random effects is nested within 
another can be easily handled by this approach. Furthermore, we can apply the proposed 
models to different types of censored data. Right-censored data have been analyzed in the 
simulations, but this approach can also be applied to left or interval-censored survival data. 
The attractive features of this estimation approach are its generality and its computational 
feasibility. 
       The proposed estimation approach is a two-step procedure. The fixed effects and the 
scale parameter are estimated keeping the frailty variance components θ  fixed. Then the 
value of θˆ  is updated by maximizing the profile log-likelihood. These two steps are iterated 
until convergence. The results of the simulations show that fixed effects parameters are 
estimated well with little absolute bias. Estimates of the scale parameter σ show moderate 
bias toward 0, which diminishes with increasing cluster size. Increasing the number of 
clusters has only a small effect on reducing the bias in the estimation of σ . Also, there are 
corresponding biases for the estimates of variance componentsθ . The absolute bias for θˆ  can 
be reduced by increasing the number of clusters.  
       As shown in the simulation studies, the asymptotic formulas tend to underestimate the 
standard errors of the fixed effects, especially for small cluster sizes. We suggest a more 
accurate estimator based on an approximate grouped jackknife. Simulation studies showed 
that the approximate grouped jackknife provides significant improvements in estimates of 
standard errors, especially for data with small cluster sizes. The coverage rates of nominal 
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95% confidence intervals obtained from the robust standard errors tended to be close to 95% 
while asymptotic methods often yielded confidence intervals with coverage rates 
substantially less than 95%. The approximate group jackknife procedure provides accurate 
estimates of standard errors while avoiding excess computation. 
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Appendix 1 The Accuracy of the Laplace Approximation 
 
      Laplace’s method has been widely used to obtain approximations for integrals of the 
form ∫ bb de m )(l , when m is large. The approximation has the form 
∫ −′′−≈ )~(2/12/)( |)~(|)2( bb bb ll l mqm emde π                               (A.1) 
where b is a q-dimensional parameter vector and b~  maximizes )(blm . For fixed ∞<q , the 
order of accuracy of the Laplace approximation can be derived following Raudenbush et al. 
(2000) in their approach for the generalized linear models with nested random effects. Here, 
we use the notation and two theorems introduced in their paper. A general representation of 
Taylor’s theorem is 
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where )(bh  is a scalar function of vector b and all its partial derivatives are continuous in a 
neighborhood of b~ , bbb
bb ~
)1(
)( |)()~( =
−
′∂
∂=
k
k vechh , and uuuu
k ⊗⊗⊗=⊗ L , there being k u’s 
in the Kronecher product.  
Theorem 1.  Suppose h(b) has a maximum at bb ~= . Then, for qR∈b , 
]}))~)(~()]~(([
!
1{exp[)]~(exp[||)2())(exp(
3
)(
1
2/12/ ∑∫ ∞
=
− −−⊗=
k
k
k
q
R
h
k
EhVdh
q
bbbbbbbb π         (A.3) 
Here )(⋅E  is an expectation operator with respect to a multivariate normal distribution with 
mean vector 0 and covariance matrix 1)2( )]~([ −−= bhV . 
By applying Theorem 1 to integrate ))(exp( blm , we have   
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∂
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k vecmm ll . Defining ∑ ∞=≡ 3k kTR  with 
)~))(~()()~((
!
1 )(1 bbbbb −′−⊗= − kkk mkT l , equation (A.4) can be written as 
  
59
 
)}{exp(||)2( )
~(2/12/)( REeVde mqm∫ = bb b ll π                                   (A.5) 
Expanding )exp( R as ...!/...2/1)exp( 2 +++++= kRRRR k , we need to evaluate )( kRE for 
k=1,2,…. Theorem 2 given by Raudenbush et al. (2000) is useful, for evaluating E(R) and 
E(R2). 
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      The expansion of exp(R) involves 4T , 6T , 8T , 2/
2
3T , 2/53 TT , 2/
2
4T …. The terms 
diminish as a function of m. According to definition 1 given by Pratt (1959), 4T  and 2/
2
3T  
are )( 1−mOp  and higher order terms are )(
2−mOp or smaller. Then (A.5) becomes 
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      The Laplace method can be useful for approximations of marginal distributions. Higher 
order terms decrease with sample size m in (A.6). The Laplace method typically has an error 
of order )( 1−mOp . An alternative approximation of (A.6) is 
))(exp(||)2( 2)
~(2/12/)( −+∫ == mOm
aeVdeL p
mqm bb b ll π                      (A.7) 
Taking the log of (A.7) 
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The order of accuracy associated with Laplace’s approximation to log (L) is )( 1−mOp . More 
accurate approximations of the integrand can be obtained by including higher order terms.  
     We can apply the Laplace method to integrate ))(exp( ii bK given in (13), the likelihood 
contributed by the ith cluster. If the terms 4T  and 
2
3T  in (A.6) are replaced by a random 
sequence )(4 i
nT  and 2)(3 )( i
nT , where in  is the size of the i
th cluster, the order of these terms 
are )( 1−ip nO  since the random variable 
)(
4
inT  and 2)(3 )( i
nT has order )( 1−ip nO . Consequently, 
the order of accuracy associated with Laplace’s approximation to the contribution of the ith 
cluster to the log-likelihood is )( 1−ip nO . 
 
Appendix 2 Programs for AFT Models with Random Effects 
 
      R software was used for all data simulation and parameter estimation. The lognormal 
AFT model with random effects is fitted with the survme function developed in R. Most of 
the arguments of survme are similar to those of coxme that is used to fit a mixed effects Cox 
model in R, including fixed, data, random, weights, subset, na.action, init, 
varlist, and control. Therefore, these arguments of survme can be referenced in the on-
line help available for coxme. Additionally, the survme function has an extra argument for 
distribution options, dist, which is the assumed conditional distribution for the event times 
given the random effects. The option in the coxme function that indicates how to handle 
observations that have tied survival times, ties = c("efron", "breslow", "exact"), is 
not needed and therefore not included in the survme function. The required arguments of 
survme include: 
• fixed is the formula to describe the fixed effects part of the model. The left side of 
the model formula is a survival object, created by the Surv function in R. In the 
simple case of right-censored data, Surv has the form Surv(time, event), where 
time is either the event time (event = 1)or the censoring time (event = 0). 
• data is a data frame containing the variables. 
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• random indicates a formula describing the random effects part of the model. 
Among the remaining arguments to survme: 
• subset describes the subset of  the data that should be used in the fit. 
• control contains the result of a call to survme.control. 
• varlist are the variance specifications that describe the variance covariance 
structure of the random effects. 
• If robust is true, survme will calculate an approximated grouped jackknife variance 
estimates. 
The routine returns several values, including "fixcoef", "scale", "loglik0", and "loglik1". 
"fixcoef" is a vector of estimated  fixed coefficients and  log of the scale parameter. "scale" is 
the estimate of the scale parameter. "loglik0" is the log-likelihood for the intercept only 
model and "loglik1" is the conditional log-likelihood given the random effects. 
 
2.1 Algorithm Description 
 
      The routine consists of a single main program with many functions. The main function of 
survme is survme.fitnew that includes an outer iteration and an inner iteration. The inner 
iteration is used to estimate σˆ  and βˆ as well as evaluate bˆ  for given variance component 
θ . The Newton-Raphson algorithm is used to maximize the approximate log-likelihood that 
includes the conditional log-likelihood with an additional penalty term. The fitinner function 
is called to execute the inner iteration in an appropriate place of the routine. In the outer 
iteration, the optim function with method “L-BFGS-B”, which is based on Fortran code by 
Zhu, Byrd, Lu-Chen and Nocedal (1995), is called to maximize the approximate profile log-
likelihood and obtain the parameter estimates of θ  for obtainedσˆ , βˆ , and bˆ . 
      The survreg6.c routine calculates the conditional log-likelihood, the first partial 
derivatives of the conditional log-likelihood and the information matrix. It is based on the 
survreg2.c routine in survival library in R. We used R CMD SHLIB to create survreg6.dll 
and dyn.load it into R. This routine is called many times by the fitinner function during the 
inner iterations. The survme.control function creates a list of control values for fitting AFT 
models with random effects. The logfun function can calculate the approximate profile log-
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likelihood function of θ , which is maximized by calling the optim function in R.  The dfbeta 
function evaluates the approximate grouped jackknife variance. 
Many other programs are called from the kinship, survival, or other libraries in R, 
including the kfun function to generate the variance matrix of class bdmatrix, the gchol 
function to perform the generalized Cholesky decomposition of a real symmetric matrix, the 
derfun function to defines the first and second derivatives used for starting estimates. 
 
2.2 Algorithm Testing  
 
     The shared frailty models in the simulation studies can be fitted as a penalized random 
effects (frailty) model using the survreg function in R. For a given variance component θ , 
survreg can find the MLE of parameters of an AFT model with shared frailty and return 
correct conditional log-likelihood value. As an example, consider a simulated data set 
generated according to the lognormal AFT shared frailty model with N = 20, n = 10, 
)1,5.0,1,1( −=′β , 5.0=σ , 1=θ  as those in section 4.1.  
     For given θ , both the survreg function and survme function maximize penalized log-
likelihoods, which are different up to a constant factor. Assuming the survreg function in R is 
right, we can test the correctness of survme function by comparing the conditional log-
likelihood given the random effects from the survme function and log-likelihood for the 
frailty model fitting by the survreg function. The data set was generated by the following 
code: 
 
> x1    <- c(rnorm(200, mean=0, sd=1))  
> x2    <- c(rnorm(200, mean=0, sd=1))  
> x3    <- c(rep(0:1, each=100)) 
> b     <- c(rep(rnorm(20, mean=0, sd=sqrt(1)),10)) # theta=1  
> e     <- c(rlnorm(200, mean=0, sd=.5))            # scale=0.5 
> t     <- exp(1+x1-x2*0.5+x3+ b)* e   
> data1 <- data.frame(t,status=c(rep(1,200)), x1,x2,x3, b) 
      
      The results of fitting the shared frailty model using function survme were returned by fit1. 
  
> fit1  <-survme(Surv(t, status) ~x1+x2+x3, data=data1, dist='lognormal', 
+               control=list(eps=1e-4,  
+                     toler.chol = .Machine$double.eps ^ .75,  
+                     toler.ms = 1e-3, 
+                     inner.iter=15, 
+                     iter.max=10, 
  
63
 
+                     failure=1, 
+                     debug=0, 
+                     simplex = 1, 
+                     lower = 1e-3, 
+                     upper = 5, 
+                     sparse.calc=NULL),  
+               random = ~ 1|b, variance=c(0), vinit=c(0.9)) 
> theta   <- fit1$par 
     
The results from fitting a penalized frailty model for given θ were given by fit2. 
 
> fit2    <- survreg(Surv(t,status) ~x1+x2+x3+ 
+                    frailty(b,dist='gauss', theta=theta),  
+                    data=data1, dist= 'lognormal') 
> summary(fit2) 
 
Call: 
survreg(formula = Surv(t, status) ~ x1 + x2 + x3 + frailty(b,  
    dist = "gauss", theta = theta), data = data1, dist = "lognormal") 
             Value Std. Error      z         p 
(Intercept)  1.314     0.2964   4.43  9.26e-06 
x1           1.043     0.0353  29.52 1.82e-191 
x2          -0.459     0.0382 -12.01  3.31e-33 
x3           0.952     0.0701  13.57  6.43e-42 
Log(scale)  -0.719     0.0501 -14.37  8.13e-47 
 
Scale= 0.487  
 
Log Normal distribution 
Loglik(model)= -498.5   Loglik(intercept only)= -772.1 
        Chisq= 547.25 on 20.8 degrees of freedom, p= 0  
Number of Newton-Raphson Iterations: 1 7  
n= 200 
 
       The parameter estimates (fit1$fixcoef) from fit1 using the survme function agree with 
the same run of fit2 using the survreg function. Also, survreg returns a likelihood vector 
(fit2$loglik) of two elements: the log-likelihood for the intercept only model and for the full 
model. The corresponding log-likelihoods returned by survme (fit1$loglik0 and fit1$loglik1) 
are consistent with the results of survreg (fit1$loglik0). 
 
> round(rbind(fit1$fixcoef, c(fit2$coefficients, log(fit2$scale))), 3) 
     (Intercept)    x1     x2    x3  
[1,]       1.314 1.043 -0.459 0.952 -0.719 
[2,]       1.314 1.043 -0.459 0.952 -0.719 
 
> round(rbind(c( fit1$loglik0, fit1$loglik1), fit2$loglik), 1) 
       [,1]   [,2] 
[1,] -772.1 -498.5 
[2,] -772.1 -498.5  
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     Another verification is the 20% censoring case for the simulated data set generated 
according to the AFT shared frailty model with N = 20, n = 10, )1,5.0,1,1( −=′β , 5.0=σ , 
1=θ . Similarly, the data set with 20% censoring was generated by the following code. 
 
> x1     <- c(rnorm(200, mean=0, sd=1))  
> x2     <- c(rnorm(200, mean=0, sd=1))  
> x3     <- c(rep(0:1, each=100)) 
> b      <- c(rep(rnorm(20, mean=0, sd=sqrt(1)),10)) #theta=1 
> e      <- c(rlnorm(200, mean=0, sd=.5))            #scale=0.5 
> tt     <- exp(1+x1-x2*0.5+x3+ b)* e  
> cc     <- c(rexp(200, 1/quantile(tt, .945))) 
> status <- ifelse(cc <= tt, 0, 1) 
> t      <- pmin(tt,cc) 
> data2  <- data.frame(t, status, x1,x2,x3,b)  
> pcc    <- 1-sum(status)/200                        # 20% censoring 
> pcc 
[1] 0.2 
 
  fitc1 is the fitting for the shared frailty model from function survme and fitc2 is the fitting 
from the survreg function for givenθ . 
 
> fitc1   <-survme(Surv(t, status) ~x1+x2+x3, data=data2,  
+                  dist='lognormal', 
+                  control=list(eps=1e-4,  
+                     toler.chol = .Machine$double.eps ^ .75,  
+                     toler.ms = 1e-3, 
+                     inner.iter=15, 
+                     iter.max=10, 
+                     failure=1, 
+                     debug=0, 
+                     simplex = 1, 
+                     lower = 1e-3, 
+                     upper = 5, 
+                     sparse.calc=NULL),  
+               random = ~ 1|b, variance=c(0), vinit=c(0.9)) 
>  
> theta    <- fitc1$par 
> fitc2    <- survreg(Surv(t,status) ~x1+x2+x3 
+                    + frailty(b,dist='gauss', theta=theta),  
+                    data=data2, dist= 'lognormal') 
> summary(fitc2) 
 
Call: 
survreg(formula = Surv(t, status) ~ x1 + x2 + x3 + frailty(b,  
    dist = "gauss", theta = theta), data = data2, dist = "lognormal") 
             Value Std. Error      z         p 
(Intercept)  0.665     0.2638   2.52  1.17e-02 
x1           0.960     0.0363  26.45 3.32e-154 
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x2          -0.490     0.0363 -13.52  1.26e-41 
x3           0.946     0.0671  14.10  3.73e-45 
Log(scale)  -0.825     0.0547 -15.08  2.28e-51 
 
Scale= 0.438  
 
Log Normal distribution 
Loglik(model)= -245.3   Loglik(intercept only)= -495.8 
        Chisq= 501.1 on 20.7 degrees of freedom, p= 0  
Number of Newton-Raphson Iterations: 1 7  
n= 200 
> round(rbind(fitc1$fixcoef, c(fitc2$coefficients, log(fitc2$scale))), 3) 
     (Intercept)    x1    x2    x3        
[1,]       0.665 0.960 -0.49 0.946 -0.825 
[2,]       0.665 0.960 -0.49 0.946 -0.825 
> round(rbind(c( fitc1$loglik0, fitc1$loglik1), fitc2$loglik), 1) 
   [,1]   [,2] 
[1,] -495.8 -245.3 
[2,] -495.8 -245.3 
 
      The results returned by survme are consistent with the results of survreg. According to 
the testing results, the survme function returns the correct log-likelihood values and 
parameter estimates. 
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Abstract 
 
Correlated survival data with possible censoring are frequently encountered in survival 
analysis. One example is the time to onset of breast cancer data from the Minnesota Breast 
Cancer Family Resource. This study followed 544 Minnesota families associated with a 
cohort of breast cancer patients ascertained between 1944 and 1952. Family members were 
followed through 1996. The observations collected from the follow-up study may be 
correlated due to genetic relationships or shared environment. Results of a random-effects 
Cox proportional hazards analyses of these data (Pankratz, et al., 2005) are reviewed. We 
explore an alternative analysis based on an AFT log normal model with random effects to 
account for dependencies among event times within family groups. An approximate 
maximum likelihood estimation procedure based on the Laplace approximation to the 
marginal likelihood is used to estimate model parameters. We illustrate the methodology 
with application to time to breast cancer data from the Minnesota Breast Cancer Family 
Resource. 
Key Words: Survival analysis; random effects; Cox model; AFT model; Laplace 
approximation; breast cancer. 
 
1 Introduction 
 
Correlated survival data with possible censoring are frequently encountered in survival 
analysis. The observations may be clustered in multi center studies, e.g., a group of patients 
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may have unobserved environmental or genetic factors in common that introduce association 
within a group. Also, correlated data may arise from making multiple observations on times 
to events on each individual in a study. Another situation arises when event times are 
monitored for genetically related subjects such as family members in human studies or litter 
mates in animal studies. Various methods have been developed for analysis of correlated 
observations. One basic approach introduces random effects into models to account for 
correlations among event times. In survival analysis such random effects models are 
sometimes referred to as frailty models.  
The Cox proportional hazards model (Cox, 1972) for censored survival data has been 
extensively applied in medical research. It focuses on partial likelihood estimation of relative 
hazards as functions of covariate values. The popularity of the Cox model is partially due to 
the convenience of applying the model without specifying a specific baseline survival time 
distribution and widespread availability of software to implement the analysis. When there 
are dependencies among observed survival times, traditional partial likelihood estimation for 
the Cox model, which based on the assumption of independent responses, may not provide 
reliable inferences. Although parameter estimates are generally consistent, ignoring the 
dependencies among survival times affects the standard errors and correlation among 
parameter estimates (Wei, Lin, and Weissfeld, 1989), resulting in biased estimates of 
standard errors and unreliable inferences. Cox proportional hazards models with random 
effects has been proposed to account for such dependences (McGilchrist and Aisbett, 1991, 
Ducrocq and Casella, 1996, Ripatti and Palmgren, 2000, Cortinas and Burzykowski, 2004). 
Although the Cox model is widely used in the medical field, the assumption of 
proportional hazard functions may often be violated, especially in datasets with long follow-
up times (Valsecchi, et al. 1996). Accelerated failure time (AFT) models provide an 
important alternative to the Cox proportional hazards model that has been largely neglected 
in the medical literature. AFT models specify a direct linear relationship between the log of 
the failure time and covariates, which act to speed up or slow down expected time to failure 
by contracting or expanding time scales. For example, a natural way of expressing a 
treatment effect in AFT model is an improvement of 20% in median survival time. Unlike the 
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Cox model, which does not estimate the baseline hazard function, AFT models provide a 
completely specified probability distribution for the observations.  
Assuming mutually independent outcomes, Chapman et al. (1992) applied four 
parametric AFT models (exponential, Weibull, log logistic, and log normal) to model 
prognostic factors in breast cancer and concluded that the lognormal distribution provided the 
best fit to the data. Royston (2001) demonstrated the practical value of lognormal model in 
the analysis of survival times of breast and ovarian cancer patients. More recently, an AFT 
model has been implemented to analyze time to AIDS onset in the Women’s Interagency 
HIV Study (Komarek and Lesaffre, 2004). In cancer or AIDS research, institutional 
variations in multi-center clinical trails are frequently encountered. Random effects or 
frailties can be introduced into AFT models to account for correlations. Lambert et al. (2004) 
applied AFT models with shared frailty to determine prognostic factors for the survival of 
kidney graft patients from 31 transplant centers in the UK. 
      It is obvious that parametric AFT models, particularly the lognormal model, are very 
useful in many areas of medical research. Our study was motivated by the analysis of the 
data from the Minnesota Breast Cancer Family Resource (Sellers et al. 1995). In this large 
familial cohort study, individuals are correlated due to genetic relationships and shared 
environments. To account for these dependencies in the analyses, Pankratz, et al. (2005) 
applied a mixed effects Cox proportional hazards model with structured random effects to 
analyze the age-at-onset breast cancer data from the Minnesota Breast Cancer Family 
Resource. In this paper, we use an alternative AFT model with log normally distributed 
random effects. By using an approximate maximum likelihood estimation procedure obtained 
from a Laplace approximation, it is possible to incorporate random effects with general 
variance structure, even with large data sets. We illustrate the methodology and provide a 
new analysis of the age-at-onset of breast cancer data collected from the Minnesota Breast 
Cancer Family Resource. 
The paper is organized as follows. Descriptions of the Minnesota Breast Cancer Family 
Resource and earlier studies are given in Section 2. Section 3 reviews the mixed effects 
Cox’s proportional hazards model that Pankratz, et al. (2005) used to analyze the age-at-
onset data collected from the Minnesota Breast Cancer Family Resource. The underlying 
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assumption of proportional hazards is examined in section 4. An alternative AFT model with 
random effects is introduced in section 5 and applied to the same data in section 6. Some 
additional discussion is provided in section 7. 
 
2 Minnesota Breast Cancer Family Studies 
 
Breast cancer is a complex disease with heterogeneity in the incidence of disease, 
including variability in the age at disease onset. Reproductive factors, such as nulliparity 
(never having given birth to a child) and late age at first birth, are associated with an 
increased risk of breast cancer (Kelsey, 1979). Other risk factors include presence of benign 
breast disease (Page et al., 1985) and presence of the disease in the immediate family 
(Anderson, 1972). It is estimated that approximately 40-50% of the variability in incidence of 
the disease can be accounted for by the known risk factors (Miller et al., 1992).  
It has been well recognized that family history of breast cancer is an important predictor 
of women’s risk of breast cancer (Anderson, 1972) and certain families have higher 
incidence of breast cancer than other families (Sellers et. al 1995). Family studies of cancer 
have been carried out to determine how inherited susceptibility and environmental factors 
affect time to onset and incidence of breast cancer.  
 
2.1 Minnesota Breast Cancer Family Resource 
 
The Minnesota Breast Cancer Family Studies were initiated at the Dight Institute for 
Human Genetics at the University of Minnesota to examine factors thought to influence the 
occurrence of breast cancer and examine how these factors are associated with age at onset of 
breast cancer (Anderson et al. 1958). Data were collected on 544 families. The probands 
were breast cancer patients who were diagnosed at the Tumor Clinic of the University of 
Minnesota Hospital between 1944 and 1952. These 544 probands were asked about the 
history of cancer in their parents, brothers and sisters, sons and daughters, and other relatives. 
Family members were mailed follow-up letters or interviewed by telephone calls to gather 
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additional information on medical history and lifestyle factors. Altogether, 4418 family 
members were originally included, additional family members were added as the study 
progressed.  
This collection of 544 Minnesota families is a valuable resource for studying the 
aggregation of breast cancer within families. The probands were a consecutive series of all 
breast cancer patients who are geographically representative the distribution of breast cancers 
in the state at that time. Dr. Thomas Sellers and colleagues (1995) conducted a follow-up 
study of this cohort of families between 1991 and 1996. The follow-up study, funded by the 
National Cancer Institute, sought to determine if the clustering of cancer is partially a result 
of certain environmental or lifestyle factors shared by family members or primarily an 
influence of hereditary susceptibility.  
This follow-up study identified new family members resulting from births or marriages 
and updated the pedigrees. They excluded 58 families ascertained before 1940 and 19 other 
families because they were no or very few living relatives at the time of first study. 
Furthermore, 33 families were lost to follow-up or had no living members and 8 families 
declined participation. Therefore, a total of 426 families participated in the subsequent study. 
The initial families resided throughout Minnesota and a vast majority of the participants have 
remained in the state. Also, loss to follow-up within the study families was low. Women who 
married into the study families were assumed to represent the general population of women 
in Minnesota and were used as a control group.  
After the pedigrees were updated, all female family members over age of 18 years were 
interviewed to collect data on breast cancer incidence and risk factors. The information 
collected by the interviewers includes marital status, education, occupational class, medical 
history, mammography, menstrual and pregnancy history, oral contraceptive use, smoking, 
and alcohol intake. Data on deceased female relatives were obtained through interviews of 
designated surrogates. Participation rates were more than 98 percent. Also, a 153-item Food 
Frequency Questionnaire and a Body Measurement Questionnaire were mailed to family 
members to assess usual dietary intake, current height and weight, relative weight at different 
ages and circumference of the waist and hips. 
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Many of the well-known breast cancer risk factors were confirmed in the follow-up 
study. Compared to females who married into the families, first-degree relatives, such as 
sisters and daughters, were at a 1.9-fold increased risk, and second-degree relatives, such as 
nieces or granddaughters, were at 1.5-fold increased risk for breast cancer. This study 
supported previous evidence that family history of breast cancer is a significant risk factor for 
the disease (Sellers, et al., 1999). Most of the earliest studies of breast cancer claimed that 
cigarette smoking is not a risk factor. One study performed on women at high genetic risk 
reported that smoking might lower risk of breast cancer (Brunet, et al. 1998). However, the 
results from this follow-up study suggest that smoking might increase risk for breast cancer 
in families with multiple cases of breast or ovarian cancer (Couch, et al. 2001). This follow-
up study also provides evidence that an increased frequency of alcohol consumption may 
increase the risk of breast cancer for women with a family history of breast cancer (Vachon, 
et al., 2001).    
To study the age-at-onset of breast cancer, Pankratz, Andrade and Therneau (2005) 
applied a series of mixed effects proportional hazards analyses to the Minnesota Breast 
Cancer Family Resource data. In these analyses, 426 of the 544 original families were 
included and the family sizes ranged from 1 to more than 100 (Table 2.1) spanning up to five 
generations (Therneau, 2003). Individuals in a family of size 1 in the table are those who 
have married into one of the 426 families but have not had any children. There are 26,050 
individuals in the dataset, of which 12,701 are female and 13,349 are male. There are a total 
of 1063 breast cancer cases in which 426 cases are from the probands. Analyses were 
conducted excluding the probands. 
     In analyzing these data, it is important to account for genetic and environmental 
associations when examining covariates such as parity or other life factors. Models with 
single per-family random effects assume a common effect within each family. An appealing 
alternative incorporates per-subject random effects correlated according to a genetic 
relationship matrix. 
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Table 2.1  Family size of Minnesota Breast Cancer Family Data 
 
Family Size 1 4-20 21-50 51-100 >100 
Count 8191 72 228 115 11 
    
2.2 Kinship 
 
There are many possible relationship matrices (Lange, 1997) that can be used to model 
relationships within multigenerational families. The elements of these matrices express the 
relative strengths of genetic bond among family members.  
One numerical measure is the coefficient of relationship. It is based on an assumption 
that common genes shared by two related individuals are descended from the same 
origin. The coefficient of relationship between two individuals is a measure of pedigree 
relationship, which is the probability that any two individuals share a given gene by virtue of 
being descended from a common ancestor. If there is no inbreeding, the relationship between 
two individuals that are only related through a single line of descent is k−2 , where k is the 
number of steps between the two individuals in the pedigree. For instance, there is a single 
step between parent and offspring in the pedigree. Therefore, there are 1’s on the diagonal of 
the relationship matrix for self and off diagonal elements are 1 for identical twins, 0.5 for 
parent-offspring or full sibling relationships, 0.25 for grandparent-grandchild, uncle-nephew, 
and half siblings relationships. In large human populations, two individuals picked at random 
would likely have a coefficient of 0. 
A small example of a relationship matrix is displayed in Table 2.2. The five individuals 
shown in the table represent members of a single family. The first two are a married couple, 
and individuals 3 and 4 are their children. The fifth person is the grandchild of the couple. 
The coefficient K21 is 0 because married adults are genetically unrelated. K31, K32, K41 and 
K42 are all 0.5, indicating parents-children relationships. K51 and K52 are 0.25, denoting 
grandparent-grandchild relationships. 
Another important measure of family relationship is the kinship coefficient. If there are 
two alleles at a chosen locus and one is picked at random from individual i and the other is 
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picked at random from individual j, the kinship coefficient ijK  is defined as the probability 
that these two genes will be identical by descent. The value of Kij should be 0 for genetically 
unrelated individuals from different family trees. If there is no inbreeding in the pedigree, Kij 
will be 0.5 for individuals paired with themselves as we could choose the same allele twice 
with probability 0.5. Consequently, the diagonal elements of the kinship coefficient matrix 
are 0.5. When there is no inbreeding, the elements of kinship matrix are each half of the 
corresponding coefficients in the relationship matrix in Table 2.2. The relationship and 
kinship matrices are both symmetric block diagonal matrices. 
 
Table 2.2  Coefficients of relationship matrix 
 
 
 
 
 
 
 
 
 
A kinship matrix can be obtained by running the kinship routine in the R statistical 
software package (Therneau, 2003). First, the individuals are sorted by generation such that 
no child appears before his or her parents. The computation is based on a recursive algorithm 
described in Lange (1997). Since kinship only depends on ancestries, the kinship function 
can generate a full n by n matrix to express genetic relationships for any set of n subjects 
with known parentage relationships.  
      For the Minnesota Breast Cancer Family Resource data, there are 26050 subjects in 426 
families of varying sizes. The full kinship matrix is a 26050 by 26050 array. When there are 
multiple families, the kinship matrix is a block-diagonal matrix with many zeros. With a 
large number of blocks corresponding to different families, non-zero elements can be less 
than 1% of the elements in the kinship matrix. Hence, substantial storage savings can be 
achieved by storing the kinship matrix in a compressed bdsmatrix form without the zeros. 
 1 2 3 4 5 
1 1.00 0.00 0.50 0.50 0.25 
2 0.00 1.00 0.50 0.50 0.25 
3 0.50 0.50 1.00 0.50 0.25 
4 0.50 0.50 0.50 1.00 0.50 
5 0.25 0.25 0.25 0.50 1.00 
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The makekinship function in R calls the kinship routine once per family and creates a sparse 
kinship matrix. In this study, 8191 of the 26050 subjects are isolated individuals. These 
individuals, who are usually marry-ins with no children or parents in the pedigree, are placed 
first in the kinship matrix. The row/column order of the kinship matrix produced by the 
makekinship function does not necessarily match the order of subjects in the original data set. 
To create the kinship matrix for a subset of the subjects, e.g. the kinship matrix for all 
females, the make kinship function needs to create the full kinship matrix for all subjects and 
then choose the appropriate rows and columns using individual subject identifiers. If only 
females are used to create the kinship matrix, however, it will not detect that a particular 
man’s mother and daughter are related. The information on male relatives is essential for 
creating the appropriate kinship matrix for the female members of the families. 
 
3 Mixed Effects Cox Models  
 
Cox proportional hazards models have been routinely used to analyze uncorrelated 
survival data. The Cox model relates the hazard function to covariates without requiring a 
parametric specification of the baseline hazard function. Various methods have been 
developed to perform survival analyses on data with correlated observations. A mixed effects 
Cox proportional hazards model has been introduced in the survival literature (Pankratz, et 
al., 2005), which parallels mixed effects linear models. An approximate maximum likelihood 
estimation approach that is based on the Laplace approximation (Ripatti and Palmgren, 2000) 
makes analyses of correlated survival data using mixed effects models feasible and 
computationally efficient for large data sets. This approach retains the full flexibility of Cox 
regression while accommodating associations among individual response times. 
We will briefly consider the formulation of the mixed effects Cox model. Let iT  denote 
the event time or survival time for the ith (i = 1, … , n) subject, and let iC represent the 
corresponding censoring time. The indicator function })({ iii CTI ≤=δ  is 1 if the event 
time is uncensored and 0 if the event time is censored at iC . The hazard function for the i
th 
subject is given by  
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                                             )exp()()( 0 iii btt +′= βxλλ                                                (1)                         
where λ0 is the baseline hazard function, β is a vector of fixed effects corresponding to the 
covariate vector xi, and bi is the per-subject random effect. These random effects are assumed 
to follow a multivariate Gaussian distribution as set forth by Ripatti and Palmgren (2000).  
The Gaussian random effects have mean zero and covariance matrix D = D(θ), where θ is a 
vector of unknown parameters. Let b denote the vector created by “stacking” the random 
effects bi’s for all observations into a single vector. For the breast cancer data, we can fit a 
mixed effects Cox model with ),(~ K0b pN θ . The covariance matrix has one variance 
component, the polygenic effect pθ , and correlations among random effects are obtained 
from the pedigree relationship matrix K. The correlation between two individuals from 
different family trees is zero because it is assumed that those individual do not share genes 
from common ancestors.  
Conditional on the random effects, the event times are assumed independent and the 
observed data partial likelihood is,  
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where ),( bβPL is the Cox partial likelihood and ),,( θbβPPL is the penalized partial log-
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The likelihood in equation (2) can be used to estimate fixed effects by integrating out the 
random effects b, which has dimension of order n. However, the multidimensional 
integration is generally intractable. Let H denote the second partial derivatives or Hessian of 
the PPL with respect to b.  We can use Laplace’s method to approximate the integrate in (2) 
(Ripatti and Palmgren, 2000). Ignoring a multiplicative constant, it leads to the approximate 
integrated log-likelihood 
                          )ˆ(|)ˆ(|log
2
1|)(|log
2
1
θ,bβ,θ,bβ,HθD PPL+−−−=l                                  (4) 
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where ),(ˆˆ θβbb =  is the solution of the equations obtained by setting the first partial  
derivative of  PPL with respect to b equal to zero.  
If the random effects b are viewed as another set of unknown parameters, maximizing (4) 
leads to approximate maximum likelihood estimates of the fixed effects and the variance 
component θ . This approximate maximum likelihood estimation approach can be applied 
using the coxme function developed by Therneau (2003) in Splus or R. The implementation 
of the mixed effects proportional hazards regression model relies on several numerical 
techniques. The major one is the use of the Laplace method to obtain an approximate 
integrated log-likelihood. Also, a sparse computation method is applied to the computation of 
the overall Hessian matrix. The generalized Cholesky decomposition of a symmetric matrix 
A is defined as DLLA ′= , where D is diagonal and L is full rank lower triangular with 1’s on 
the diagonal. The Hessian matrix is the sum of contributions from negatives of second partial 
derivatives of the logarithm of the Cox partial likelihood and a penalty term. If the penalty 
matrix is block-diagonal, which is true for nearly all of the random effects, only the block-
diagonal portion of the full Hessian is computed. Because the generalized Cholesky 
decomposition of the information matrix is applied with each Newton-Raphson iteration, the 
sparse routine is much faster per iteration than using the full matrix. When performing 
estimation in the mixed effects model, this numerical approximation can significantly save 
computation time and memory space. 
 
4 Modeling the Breast Cancer Data Using Mixed Effects Cox Models 
 
Pankratz et al. (2005) examined familial risk of breast cancer age-at-onset by applying a 
series of mixed effects proportional hazards analyses to the data from the Minnesota Breast 
Cancer Family Resource. For most of the familial members, the follow-up began at age 18. 
For individuals who married into the families, the follow-up began at the age that they 
married into the family. A single explanatory variable, parity, was considered in these 
models. The following variables are included in the data set: 1) gid: subject identification 
number; 2) sex (M/ F); 3) dadid: father gid; 4) momid: mother gid; 5) famid: family 
identification number; 6) startage: age at start of follow-up; 7) endage: age at end of follow-
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up; 8) parity: number of live births for females; 9) cancer: cancer diagnosis (0; absence, 1; 
presence); 10) proband: (1; proband, 0; otherwise). The parity covariate was recoded as 0 for 
women who have not had a child and 1 otherwise. There were complete data for 26050 
individuals and 12701 of them are women. A portion of the data set (the first 5 observations) 
is shown below. 
 
        gid        sex    dadid    momid   famid     startage  endage    parity   cancer  proband 
         1             M                                   1            40        NA         NA         0          0 
         2              F                                   1            18     78.05886     1           0          0 
         3              F       1            2            1            18     55.50000     1           0          0 
         4              F       1            2            1            18     48.00000     1           1          1 
         5              M      1            2            1            40    75.00342    NA         0          0 
 
Figure 2.1 displays the graph of the Kaplan-Meier estimate of the cumulative probability 
of breast cancer along with a point-wise 95-percent confidence band. The incidence of breast 
cancer is very low among twenty and thirty year-old women, gradually increases in forty and 
fifty year-old women, and more dramatically increases after age sixty. 
First, we provide the results from fitting a Cox proportional hazards model without 
random effects. In this analysis, 2876 observations were deleted due to missing information 
on parity, follow-up times or status. Excluding 426 probands, 9399 observations are 
represented in the analysis. For this study, the observed risk of breast cancer among women 
having given birth to at least one child is approximately 74% of the risk of those who never 
gave birth to a child. The resulting 95% confidence interval for the relative risk is (0.59, 
0.93). The likelihood-ratio and Wald tests of the null hypothesis that the relative risk is 1 are 
asymptotically equivalent. The values of these test statistics are 6.35 and 6.83, respectively, 
with corresponding p-values less than 0.012 and 0.009. These results may be distorted by 
using standard errors that tend to be too small due to correlated responses among family 
members. 
We also fitted a shared frailty model to the data with one common random effect per 
family. The hazard function of a shared frailty model for the jth women in the ith family group 
is given by  
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)exp()()( 0 iijij bβxtt += λλ                                                 (5) 
where )(0, fi θ~Nb with unknown familial variance fθ . The estimate of risk associated 
with the parity variable is close to that for the previous model. The estimate of the familial 
variance is 0.21. The standard deviation of the family random effects is estimated as 0.457. 
However, this may not be the best model to fit to these data since the same familial relative 
risk is assigned to all members from the same family including both blood relatives and 
marry-ins.  
 
 
Figure 2.1  Kaplan-Meier estimates of the cumulative probability curve along with point-
wise 95% confidence limits 
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A mixed effects Cox model with random effects correlated according to the relationship 
matrix K illustrated in Table 2.2 is fit to the data using the method reviewed in Section 3. 
This model has 9399 random effects, one per subject, and one fixed effect for the parity 
coefficient. The polygenic variance component pθ  is estimated as 0.92, with a 95% 
confidence interval of (0.55, 1.33). The profile log-likelihood for pθ  is shown in (Figure 
2.2).  The intersection of the profile log-likelihood with the horizontal line provides an 
approximate 95% confidence interval for pθ . There is evidence of significant heritability of 
age-at-onset of breast cancer. The parameter estimates from these models are presented in 
Table 2.3 (Pankratz et al., 2005). 
 
 
Figure 2.2  The profile log-likelihood curve and 95% confidence interval cutoff for pθ  
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Table 2.3  Parameter estimates from fitting Cox proportional hazards with random effects to 
breast cancer family data along with 95% confidence intervals 
 
Estimate (95% confidence interval) 
Model  
Parity fθ  pθ  Hazard Ratio 
No random effect 0.74 (0.59, 0.93) 
  2.10  
(1.80, 2.53) 
Shared frailty 0.74 (0.59, 0.93) 
0.21 
(0.09, 0.35) 
 2.10 
(1.80,2.53) 
Mixed effects 0.72 (0.57, 0.92) 
 0.92  
(0.55, 1.33) 
2.05  
(1.77, 2.51) 
 
      
     The underlying assumption of proportional hazards was checked with the plot of the log- 
cumulative hazard against time for the parity covariate (Figure 2.3). Under the assumption of 
proportional hazards, the survivor function is ))(exp()( 0 βii xttS Λ−= , that is, 
βii xttS +Λ=− )())](log(log[ 0 . The Kaplan-Meier plots of log-cumulative hazards for parity 
= 1 and parity = 0 should be approximately parallel if the assumption is valid. There is little 
evidence against the assumption of proportional hazards. 
An alternative diagnostic plot for proportional hazards may be based on the scaled 
Schoenfeld residuals. Figure 2.4 is the graph of the scaled Schoenfeld residuals for parity 
against time. Parity is a dummy variable that accounts for the two bands in the graph. The 
solid line is a smoothing-spline fit to the plot with the broken lines representing 90% point- 
wise confidence bands. Systematic departures from a horizontal line are indicative of non-
proportional hazards. There appears to be a trend in the plot with the parity effect increasing 
over time when age is less than 50 or greater than 65. Although a proportional hazard model 
is quite reasonable, an alternative accelerated failure time model is considered here.  
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Figure 2.3  Log-cumulative hazard plots for females with different parity values 
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Figure 2.4  Plot of scaled Schoenfeld residuals for parity against age 
 
 
5 AFT Models with Random Effects 
 
Random effects can also be incorporated into AFT models to account for dependencies 
among events times. Let iT  and iC denote the event time and the censoring time for the i
th (i 
= 1, …, n) subject, respectively. The indicator function })({ iii CTI ≤=δ  is 1 if the event 
time is uncensored and 0 otherwise. Given random effects b, event times are assumed to be 
independent. The log-linear form of the mixed effects AFT model is, 
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where β is a vector of fixed effects corresponding to covariate vector xi, and iε is a random 
variable used to model the deviation of iTlog from the linear part of the model. The 
regression parameters reflect the effects that the covariates have on the survival time, which 
can be interpreted in terms of the expected log survival time. The random effects are assumed 
to follow a multivariate normal distribution with mean zero and covariance matrix D=D(θ). 
The covariance matrix is a function of unknown covariance parameters θ. Conditional on the 
random effects, the event times are assumed independent. 
     Conditional on b, the survivor function for the ith subject in an AFT model with random 
effects is, 
                                   )log()( σε
bzβx ii
i
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The corresponding hazard function is given by 
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where )( iiS εε and )( iih εε are the survivor and hazard function of σε
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i
T ′−′−= log  
respectively. If the survival times are assumed to have a lognormal distribution, the survivor 
function is given by 
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where )( •Φ is the standard normal distribution function. 
Given the random effects, the conditional likelihood of the n observed survival times can 
be expressed in terms of the survivor and hazard functions of iε , 
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Integrating out the unobserved frailties, the marginal likelihood function is 
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where ),,( bβσLC is the conditional likelihood given in (10) and ),,,( θbβσPLC is the 
penalized log-likelihood given by 
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and ∑= ir δ  is the number of uncensored times. The term∑
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1
)log(δ may be omitted from 
the penalized log-likelihood function since it does not involve any unknown parameters. In 
general, the marginal likelihood in (11) involves an intractable multidimensional integral. 
Using )()( 2 bbH PLC∇=  to denote the second partial derivatives of the PLC with respect 
to b, an approximation to (11) can be obtained from the Laplace approximation (Raudenbush 
et al., 2000). Ignoring a constant, it leads to an approximate integrated log-likelihood of the 
form 
                               )~(|)~(|log
2
1|)(|log
2
1)~( bbHθDb PLC+−−−=l                                   (13) 
where ),,(~~ θβbb σ=  is the solution to the equations obtained from setting the first partial  
derivatives of  PLC with respect to b equal to zero.  
      The maximization of the approximate likelihood (13) can be decomposed into two steps. 
First, for a specific initial value of θ  the log of penalized likelihood in (12) is maximized 
with respect toσ ,β  and b~ . The initial value for β could be the maximum likelihood estimate 
obtained under the assumption of independence among family members with the initial value 
for b set to zero. For any given value of θ , a Newton-Raphson algorithm can be used to 
solve the equations.  
     Second, an estimate for θ  is obtained by examining the approximate profile log-
likelihood, 
                     |)ˆ,ˆ,ˆ|(|log
2
1|)(|log
2
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as a function of θ . For specific values of σˆ , βˆ , and bˆ , the profile log-likelihood is 
maximized to find a new value of the estimate for θ . These two steps are iterated until 
convergence. Once the estimates of (σ , β ) are found, the negative of the final Hessian 
matrix is inverted to estimate the covariance matrix of the approximate maximum likelihood 
estimators. 
Numerical techniques used in the mixed effects proportional hazards regression model to 
handle sparse matrices (Therneau, 2003) have been implemented in the proposed estimation 
procedure to reduce the storage requirement and computation time for the overall Hessian 
matrix.  These sparse matrix procedures make the estimation of the regression coefficients 
and the variance components of the random effects feasible for the AFT models with many 
random effects. 
 
6 Modeling the Breast Cancer Data Using AFT Models with Random 
Effects  
 
To illustrate the proposed estimation procedure, we fit an AFT model with random 
effects to the Minnesota Breast Cancer Family Data examined in section 4. Complete follow-
up times and parity values were available for 9399 women. A single fixed variable, parity 
coded as 0 for women who did not bear any children and 1 otherwise, is included in the 
model.   
 
Table 2.4 Parameter estimates from fitting a lognormal AFT model to the Minnesota breast 
cancer family data 
 
No random effect 
Parameters 
Estimate Standard error 95% confidence interval 
Intercept 4.9633 0.0399 (4.8851,    5.0415) 
Parity 0.0842 0.0340 (0.0176,    0.1508) 
Scale ( 0σ ) 0.5509 0.0170 (0.5175,    0.5843) 
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The results for the lognormal model without random effects under the assumption of 
independence among family (no family effects) members are provided in Table 2.4. The 
parity coefficient is estimated as 0.0842 and standard error 0.0340. The magnitude of the 
parity effect can be assessed by calculating the deceleration factor. For example, the 
estimated deceleration factor for women having given birth to at least one child (parity = 1) 
relative to women who have not had a child (parity = 0) is exp (0.0842) or 1.0878. Thus, the 
women with parity =1 tend to have later age-at-onset of breast cancer than women with 
parity=0. 
 
Table 2.5 Parameter estimates from fitting a shared frailty lognormal AFT model with a 
single parity covariate to the Minnesota breast cancer family data 
 
 
Shared frailty  
Parameters 
Estimate Robust SE 95% confidence interval 
Intercept 4.9554 0.0362 (4.8844,    5.0264) 
Parity 0.0764 0.0315 (0.0147,    0.1381) 
Scale ( 1σ ) 0.5423 0.0138 (0.5153,    0.5693) 
1θ  0.0305 - (0.0180,    0.0460) 
 
 
For the shared frailty model, we assume members from the same family are all share a 
common unmeasured effect. All marry-ins without any offspring are assigned a single-family 
id and this group is considered as the “background Minnesota” group (Therneau, 2003). The 
results of fitting the lognormal AFT model with shared frailty (Table 2.5) are similar to those 
obtained in the previous AFT model with lognormal baseline hazard that contained no 
random effects. The parameter estimate of parity is 0.0764 with a 95% confidence interval of 
(0.0147, 0.1381). Since standard asymptotic methods tend to underestimate standard errors, 
the 95% confidence intervals are computed using robust standard errors estimated from a 
grouped jackknife method. The variance component 1θ  for the shared familial effect 
estimated from this model is 0.0305. The standard deviation of the family-specific random 
effects is 0.175. The average spread of age-at-onset of breast cancer among families is exp 
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(0.175) or 1.19. That is, the onset of breast cancer is on average about 19% sooner or later 
than the overall onset. 
 
Figure 2.5  Histogram of predicted random family effects for the AFT shared frailty model  
 
The estimated scale parameters of these two models are quite similar. The total variance 
in the independence model, 3035.0ˆ 20 =σ , is approximately equal to the sum of variance 
component 0305.0ˆ1 =θ  and the individual subject variance 2941.0ˆ 21 =σ  from the AFT 
model with shared frailty. To measure the strength of the association between family 
members, the correlation between the logarithms of age-at-onset of breast cancer, 
)/( 2111 σθθρ +=  can be estimated as 0939.0ˆ =ρ . This computation is not possible in Cox 
shared frailty model without individual random error variance. 
Figure 2.5 displays a histogram of the predicted random family effects for the AFT model 
with shared frailty. Families with negative values are those that tend to have younger age-at-
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onset of breast cancer. In Figure 2.6, we plot the predicted random effects in increasing order 
along with smoothed 95% prediction bands obtained from the standard errors of the 
individual random effects. Women in families on the left side of the plot tend to have 
younger age-at-onset of breast cancer, while those in families on the right side tend to have 
later age-at-onset of breast cancer. 
 
Figure 2.6   Random effect for each family along with smoothed 95% prediction bands 
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Figure 2.7  Check the fit of the lognormal AFT model with share frailty 
     
 A useful diagnostic method is based on generalized residuals defined by Klein et al. 
(1999). Under the lognormal model with shared frailty, log age-at-onset of breast cancer 
follows a normal distribution with mean βx i′ and variance 211 σθ + . A generalized residual 
can be defined as 2/1211 )/()(log σθ +′−= βx jj tR  (Klein et al., 1999). Because there is a 
significant association between family members, we randomly select a sample consisting of 
one subject from each family and calculate the generalized residual jR  for each selected 
subject. These jR ’s are approximately independent since only one member comes from each 
family. The sample ( jR , jδ ) should be a censored sample from a standard normal distribution 
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if the fitted model holds. We plot ))ˆ(ˆ1( 0
1
jRS−Φ − versus jRˆ , where )ˆ(ˆ0 jRS is the Kaplan-
Meier estimator obtained from the generalized residuals. This diagnostic plot can be used to 
check the fit of the model.  If the lognormal model with frailty holds, each plot should be 
close to the 45 degree line. Figure 2.7 shows the generalized residual plot for 5 samples 
from the fitted lognormal AFT model with shared frailty.  
        However, the shared frailty model may not be the best model to fit as all members 
within a family shared a common familial effect. A more reasonable model would 
incorporate kinship correlation structure for the blood relatives. Pankratz et al. (2005) 
consider a kinship-correlated frailty for breast cancer data. AFT models of the form given by 
(15) require the use of a random effect for each family member.  
iiii bT σε++′= βxlog                                              (15) 
 
where bi is the subject specific random effect. Let b  the “stacking” vector of bi’s for all 
observations, which has a multivariate normal distribution with covariance matrix K2θ  and 
K is the pedigree relationship matrix that reflects the degree of relationship among subjects.  
 
     Table 2.6 Parameter estimates from fitting a kinship frailty lognormal AFT model with a 
single parity covariate to the Minnesota breast cancer family data 
 
 
Kinship frailty I 
Parameters 
Estimate Robust SE 95% confidence interval 
Intercept 4.9632 0.0363 (4.8921,    5.0343) 
Parity 0.0843 0.0317 (0.0222,    0.1464) 
Scale ( 2σ ) 0.5509 0.0140 (0.5235,    0.5783) 
2θ  0.0180 - (0.0060,    0.0280) 
 
 
       Table 2.6 shows the results of fitting the lognormal AFT model with kinship frailty. The 
parameter estimate of parity is 0.0843 with a 95% confidence interval of (0.0222, 0.1464). 
The estimated parameters are quite similar to those obtained in the AFT model with 
lognormal AFT model that contained no random effects.  The variance component 2θ  is 
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estimated as 0.018, with a 95% confidence interval of (0.006, 0.028). The standard deviation 
of the individual-specific random effects is 0.134. The age-at-onset of breast cancer on 
average, attributable to the family relationships, is decelerated or accelerated by a factor of 
exp(0.134) = 1.14. The profile log-likelihood is computed for a number of values of 2θ  that 
are shown in (Figure 2.8).  The intersection of the profile log-likelihood with the horizontal 
line provides an approximate 95% confidence interval for 2θ . The estimate of the polygenic 
variance component may be smaller than its true value. As shown in simulations presented in 
Chapter 2 (Wang, 2006), the estimates of variance component tend to be biased toward zero.        
 
 
Figure 2.8  The profile log-likelihood curve and 95% confidence interval cutoff for 2θ  
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Figure 2.9  Cumulative probability curves estimated from the lognormal model with kinship 
frailty and Cox model for parity = 0 and parity = 1, together with the corresponding Kaplan-
Meier curves 
 
      When age-at-onset is analyzed as a quantitative trait, the estimates of genetic variance 
component and heritability give information about the strength that the genes influence the 
age-at-onset of breast cancer. AFT model with kinship frailty has an estimate of subject 
specific variance 3035.0ˆ 22 =σ . An estimation of heritability can be calculated 
as )/( 2222 σθθ + , the ratio of the polygenic variance component over the sum of the 
polygenic and individual subject variance components. The polygenic variance component 
2θ  did not account for all of the evidence for the genetic effect. Without knowledge of 
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specific genetic defects, the estimate of the heritability corresponding to an additive genetic 
component is 0.056. The data provide evidence for the heritability to the age-at-onset of 
breast cancer. This estimation is not feasible in mixed effects Cox models as there is no 
individual subject variance component. The mixed effects AFT models make it possible to 
perform quantitative genetic analysis of age-at-onset data with censoring when the data is 
correlated within families. 
Figure 2.9 shows cumulative probability curves estimated from the AFT model with 
kinship frailty and Cox model for parity = 0 and parity = 1, together with the corresponding 
Kaplan-Meier curves. The agreement between the AFT and Cox models is very good for 
women with parity = 1. However, the lognormal AFT model predicts a lower incidence rate 
of breast cancer for older women with parity = 0 relative to the predicted incidence rate given 
by the Cox model. It might due to a few breast cancer cases for older women without any 
offspring. For women without any offspring, four breast cancer cases (2.2%) occurred to 
women over 80 years, while 17% had breast cancer for women younger than 80.  Figure 2.9 
provides an informative approach to evaluate the fit of the mixed effects model by stratifying 
the values of parity and comparing the estimated cumulative probability functions across the 
observations in each parity group with the Kaplan–Meier estimates of cumulative probability.  
Table 2.7  Summary of women analyzed by number of children and breast cancer 
 
 
     In the previous analyses, the covariate parity was recoded as 0 for women who have not 
had a child and 1 otherwise. In the data set, the number of children that women had ranged 
between 0 and 16 except for one woman with a recorded value of 23 children. The detailed 
distribution of women by parity value and breast cancer cases is given in Table 2.7. 
According to this table, we generated 11 dummy variables, x0-x10, corresponding to the 
number of offspring. For example, x1 is coded as 1 for women who had one child 0 
otherwise. In the following analysis, the first group with parity value 0 is taken as the 
reference category.  
# of children 0 1 2 3 4 5 6 7 8 9 > 9 
No 1109 959 2138 1778 1163 671 384 201 142 97 144 Cancer Yes 87 74 138 107 87 55 20 18 8 9 10 
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Table 2.8 Parameter estimates from fitting a lognormal AFT model with kinship frailty to the 
Minnesota breast cancer family data 
 
 
Kinship frailty II 
Parameters 
Estimate Robust S.E. p-value 
Intercept 4.9599 0.0361 < 0.001 
Number of children: 1 0.0433 0.0445 0.3307 
Number of children: 2 0.0675 0.0355 0.0577 
Number of children: 3 0.0906 0.0384 0.0184 
Number of children: 4 0.0659 0.0389 0.0901 
Number of children: 5 0.0850 0.0427 0.0463 
Number of children: 6 0.1907 0.0655 0.0036 
Number of children: 7 0.1105 0.0717 0.1234 
Number of children: 8 0.2014 0.0983 0.0405 
Number of children: 9 0.0876 0.0965 0.3643 
Number of children: >9 0.2040 0.0801 0.0108 
3σ  0.5486 0.0139 < 0.001 
3θ  0.0185 - - 
 
 
     The lognormal AFT model containing these variables together with kinship correlated 
random effects was then fitted. The parameter estimates and their standard errors are 
presented in Table 2.8. According to the kinship frailty model II with a lognormal baseline 
survivor function, the number of children is an important effect. Compare to women who 
have never given birth to a child, the hazards of breast cancer at a given age for females who 
had 3, 5, 6, 8, or more than 9 children are significant lower. Figure 2.10 shows the estimated 
hazard at ages 40, 60 and 80 for women who had different number of children. The hazard 
increases as age increases. In general, women who had given birth to more children tended to 
exhibit slightly lower hazards at a given age. However, this model does not fit significantly 
better than the previous model that had a single parity effect.  
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Figure 2.10 Hazard plots for women with different number of children at ages 40, 60 and 80 
   
7 Discussion     
 
The analysis of the breast cancer data illustrates the use of the mixed effects lognormal 
AFT model to estimate both fixed effects and variance components of random effects. The 
random effects are additive with respect to the log failure times of the subjects. With a 
lognormal distribution for the random errors, this additivity allows for a correlation 
interpretation of variance components. However, other distributions, such as the Weibull 
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distribution or the log-logistic distribution could be used to model the distribution of the 
random errors. The random effects b are assumed to follow a multivariate normal distribution 
with mean zero and covariance matrix D = D(θ) that can be used to model a wide variety of 
covariance structures.  
The proposed model has the ability to model within cluster correlation structure that is 
more complex than the shared frailty model. The shared frailty model allows for sharing a 
common familial risk, but do not incorporate complex genetic and environmental 
relationship. A more attractive model is a frailty model with random effects correlated 
according to the pedigree relationship. The kinship-correlated frailty model with one random 
effect per subject can be fit to the data using the proposed estimation procedure. The AFT 
model with random effects presents a viable alternative to the mixed effects Cox proportional 
hazards model (Pankratz et al., 2005), where the frailty acts multiplicatively on the hazard 
rate.  
The Cox model requires the assumption of proportional hazards that is rather strong and 
may often be violated, especially in studies with long follow-up times (Valsecchi, et al. 
1996). The AFT model also rests on a strong assumption that the parametric form of the 
survival distribution is correct. AFT models, particularly the lognormal model, have been 
used in analyses of breast cancer data recently. For the breast cancer family data examined in 
this paper, the lognormal AFT model with random effects seems to provide reasonable fit. 
Both models identified parity as an important risk factor with nulliparous women associated 
with an increased risk of breast cancer. The Cox model estimates a common relative risk at 
all ages. The coefficient for parity in the AFT is more easily interpreted as expanding the 
time scale or delaying age-at-onset of breast cancer. Both models suggest that there is a 
degree of familial risk to age-at-onset of breast cancer. The application of the lognormal AFT 
model with random effects to large data set like the breast cancer data takes advantage of 
numerical procedures for sparse matrices.   
      A potential advantage of AFT models, relative to Cox model, is more stable estimation of 
the survivor function at older ages when there are few surviving subjects. The reduction in 
variability must be weighted against potential increases in bias due to misspecification of the 
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baseline survivor function. AFT models also allow for extrapolation beyond the end of the 
study.  
      Another advantage of the mixed effects AFT model is that the proposed model provides 
an appealing analysis tool to perform quantitative genetic analysis of age-at-onset data with 
censoring. An estimate of heritability can be obtained that provides evidence for the linkage 
to genes. This estimation is not possible in mixed effects Cox models as there is no 
individual random variance component. The mixed effect AFT models provide an 
opportunity to perform potential linkage analysis for age-at-onset of environmental or genetic 
determinants disease. 
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GENERAL CONCLUSIONS 
 
     In this dissertation, we have developed estimation procedures for AFT models with 
random effects to allow for possible correlations among the survival times. Under this model, 
we can assess the strength of association between event times. AFT models with random 
effects provide an attractive alternative to multivariate frailty proportional hazards models 
based on frailties with a multivariate lognormal joint distribution. We proposed an estimation 
procedure for the AFT model with random effects that is computationally feasible for large 
data sets. It is based on a Laplace approximation of the marginal likelihood function, which 
is similar to that used by Breslow and Clayton (1993) for generalized linear mixed models. 
The asymptotic properties of the estimators are outlined in the dissertation and the 
performance of this approximation is evaluated through several simulation studies. This 
approach makes it possible to perform analyses on large correlated survival data using AFT 
model. The methodology is illustrated by application to the data taken from the Minnesota 
Breast Cancer Family Resource. 
The proposed estimation approach is a two-step procedure. The fixed effects and scale 
parameters are estimated keeping the frailty variance components θ  fixed. Then the value of 
θˆ  is updated by maximizing the profile likelihood. This estimation approach results in 
approximate maximum likelihood estimators for regression parameters that have an 
asymptotic normal distribution. The consistency and asymptotic normality of the proposed 
estimators was established under conditions that require both the number of clusters and the 
cluster size to become large. According to the results of the simulations, the fixed effects are 
estimated well with small absolute biases, but the scale parameter estimator shows moderate 
bias that diminishes with increasing cluster size. The absolute bias for θˆ  reduces as the 
number of clusters increases. Asymptotic theory leads to the underestimation of the standard 
errors of the fixed effects, especially in the situation of small cluster sizes. The 
underestimation reduces considerably with larger cluster sizes and larger number of clusters. 
The alternative robust variance estimator that we developed from an approximate grouped 
jackknife method gives reliable standard errors and CI’s, especially for small cluster sizes. 
This method is slightly conservative for larger cluster sizes. 
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      In the second paper, we presented an application of an AFT model with random effects to 
modeling the age-at-onset of breast cancer for data collected from a large familiar cohort 
study. We reviewed the results of Pankratz, et al. (2005) who performed a series of mixed 
effects proportional hazards analyses on these data. An AFT model with random effects also 
appears to fit the data well. The implementation of the mixed effects lognormal AFT model 
relies on some numerical techniques for large sparse matrices. In optimizing the approximate 
integrated log-likelihood obtained from the Laplace method, the penalty matrix is stored and 
computed in a sparse fashion to take advantage of its block diagonal structure. This enables 
the use of mixed effects lognormal AFT model to analyze large correlated familial data. The 
results obtained from the lognormal AFT model with shared frailty are consistent with the 
findings of fitting mixed effects Cox models. Both models identify parity as a significant risk 
factor with women who have never given birth to a child associated with increased risk of 
breast cancer. These analyses also suggested a significant degree of familial risk to age-at-
onset of breast cancer. The mixed effects lognormal AFT model provides an appealing 
analysis tool to perform quantitative genetic analysis of age-at-onset data with censoring. The 
data provide evidence for the heritability to the age-at-onset of breast cancer.        
 
