Modelling resilience and sustainability of complex human-environment systems in agriculture and ecology by Fair, Kathyrn
Modelling resilience and
sustainability of complex
human-environment systems in
agriculture and ecology
by
Kathyrn Fair
A thesis
presented to the University of Waterloo
in fulfillment of the
thesis requirement for the degree of
Doctor of Philosophy
in
Applied Mathematics
Waterloo, Ontario, Canada, 2020
c© Kathyrn Fair 2020
Examining Committee Membership
The following served on the Examining Committee for this thesis. The decision of the
Examining Committee is by majority vote.
External Examiner: Nina H Fefferman
Professor,
Department of Ecology & Evolutionary Biology,
University of Tennessee, Knoxville
Supervisors: Chris T Bauch
Professor,
Department of Applied Mathematics,
University of Waterloo
Madhur Anand
Professor,
School of Environmental Sciences,
University of Guelph
Internal Members: Sue Ann Campbell
Professor,
Department of Applied Mathematics,
University of Waterloo
Matthew Scott
Associate professor,
Department of Applied Mathematics,
University of Waterloo
Internal-External Member: Peter Deadman
Associate professor,
Department of Geography and Environmental Management,
University of Waterloo
ii
Author’s Declaration
This thesis consists of material all of which I authored or co-authored: see Statement
of Contributions included in the thesis. This is a true copy of the thesis, including any
required final revisions, as accepted by my examiners.
I understand that my thesis may be made electronically available to the public.
iii
Statement of Contributions
• Chapter 2: The work in this chapter was performed by Kathyrn R Fair (KRF) under
the supervision of Prof. Chris T Bauch (CTB) and Prof. Madhur Anand (MA)
resulting in a co-authored paper published in Scientific Reports [97]. Contributions
are: CTB and MA conceived of the study, KRF analysed the model. All authors
developed the model and wrote the manuscript.
• Chapter 3: The work in this chapter is based on a manuscript under review at
Global Change Biology [98]. CTB and MA conceived of the study, KRF analysed the
model and wrote the first draft. All authors developed the model and revised and
commented on the manuscript.
• Chapter 4: The work in this chapter is based on a manuscript in preparation [96].
KRF conceived of the study, analysed the model and wrote the first draft. KRF,
MA, and CTB developed the model. KRF and CTB revised and commented on the
draft.
iv
Abstract
As we move further into the Anthropocene, numerous challenges to sustainable devel-
opment present themselves. Questions abound: How do we feed a growing population?
What steps must we take to conserve ecologically valuable ecosystems? How can we create
the greatest improvements in global food security and equality? The increasing impacts
of climate change on Earth’s systems only serve to heighten the importance of, and diffi-
culty in, answering these questions. Given the complexity of the systems – trade networks,
ecosystems, etc. – to which these questions pertain, it is crucial that we gain a comprehen-
sive understanding of their dynamics before taking action. Without this, any changes to
these complex human-environment systems could have unintended and potentially calami-
tous effects. As such, the value of modelling techniques for exploring the dynamics and
potential futures of these complex systems is high. This thesis uses models to examine the
behaviour and possible future trajectories of 3 such systems. We begin by delving into the
temporal evolution of the global wheat trade network using a dynamic network model. A
preferential attachment mechanism is found to provide a good fit to the empirical network,
based on several key metrics. Our modelled trade network is quite fragile to shocks. How-
ever, as it grows towards 2050, its resilience to attacks will increase. Next, we implement
a spatially-explicit agent-based model for the forest-grassland mosaics of Southern Brazil.
These ecologically valuable systems are fragile, with simulated mosaics persisting only over
a narrow range of conditions. Mosaics may cease to exist in scenarios where climate change
impacts greatly reduce fire-mediated recruitment thresholds. When climate change effects
are less severe mosaics that do not disappear exhibit substantial alterations to their spatial
structure. Finally, we explore the dynamics of a human metapopulation linked through
a trade network. Centrality to the network is key to obtaining high food per capita, and
differences in centrality may result in inequalities between patches. Inequalities and issues
of food security can also arise when patch-level behaviours differ. Larger and more regular
network structures facilitate more equal patch-level outcomes and higher levels of food se-
curity. However, when patch-level import behaviours are heterogeneous, the best course of
action is to first modify these behaviours before adjusting the network topology. Across all
3 projects, modelled systems display complex behaviours. This emphasizes the necessity of
further development of models for complex human-environment systems that can provide
a more complete understanding of system dynamics and potential futures. The insights
gained from these models can be used to inform policies for facilitating positive outcomes
in real-world complex systems.
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Chapter 1
Introduction
Recently, the field of “complexity science” has emerged as an attempt to grapple with com-
plex systems that have proved intractable via the established methods of more traditional
disciplines. Through interdisciplinary collaborations, researchers have attempted to gain
insight on, and in some cases predict, the behaviour of such complex systems.
Definitions of complexity, and of complex systems, vary widely (see [176] for example).
Here, we consider a system to be “complex” if it contains a large number of components
interacting with each other in such a way that the system displays behaviour not evident
from analysis of its constituents [338].
Commonly cited properties of complex systems include non-linearity, hierarchical or-
ganization, feedback, emergence, self-organization, robustness and lack of central control,
and numerosity [176, 338]. Though neither necessary nor sufficient conditions for classi-
fying a system as “complex” they do provide us with a reasonable set of guidelines for
distinguishing between complex and simple systems [338]. As such, we will describe them
briefly to give an idea of the scope of complex systems, and complexity science.
Mathematically speaking, a function, f(x), is considered to be linear if it satisfies 2
properties;
1. Additivity: f(x+ y) = f(x) + f(y),
2. Homogeneity: f(αx) = αf(x).
Functions that do not satisfy these properties are considered to be non-linear. Applying
this thinking to systems, we say a system is non-linear if a change to its input does not lead
1
to a proportional change in output [176]. For example, there is a non-linear relationship
between the amount of time an athlete spends training and their performance [305]. Going
from not training at all to training 1 hour/week should improve performance, but we cannot
assume that if they begin training 5 hours/week they will perform 5 times better than on a
1 hour/week schedule. Additionally, training 15 hours/week is unlikely to lead to a 15-fold
increase in performance, and may result in a drop in performance due to fatigue.
Figure 1.1: Positive feedback loop between human population and agricultural land.
Visualization of the positive feedback loop between human population and agricultural land [42].
In a system with feedback, the behaviour of a component will impact the behaviour of
other components, creating a “feedback loop” if these other components in turn influence
the original component. For example, when playing chess, the moves made by the “white”
player influence the moves the “black” player makes, in turn affecting the gameplay of the
“white” player. Feedback may be “positive”; if 2 components have a positive feedback
loop increases in the first will result in increases in the second, in turn resulting in further
increases to the first, creating an amplifying effect. An example of this is the relation-
ship between human population and food production (Figure 1.1), as human population
increases, food production must increase to meet growing demand, and this increased food
supply will in turn result in further population growth (unless populations undergo a de-
mographic transition) [42]. In contrast, negative feedback has a dampening effect, where
increases in one component result in decreases to the other, or vice versa. Blood pressure
regulation in the human body involves a negative feedback; baroreceptors detect when
blood pressure has become too low or too high, and signal for an increase (respectively
decrease) in heart rate to return blood pressure to within the desired range [133].
Self-organization in a system (also know as spontaneous order) means that random
local interactions between components can result in some global order [47, 176]. This
phenomenon arises in complex systems across a variety of fields, including biology, physics,
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economics, and linguistics. The collective behaviour of schools of fish, or flocks of birds (e.g.
Figure 1.2), arises from self-organization [66, 135, 47]. Additionally, it has been argued that
the market economy is self-organizing, via an “invisible hand”, and as a result distributes
resources more efficiently than if its order was determined by some overall design [236].
Figure 1.2: Simulated self-organization of flocking birds. Flocking model implemented in
NetLogo [324, 323].
The concepts of robustness and lack of central control are strongly linked to the idea of
self-organization. Systems that are self-organized, and thus not governed by some centrally
dictated order, tend to be robust to perturbations [176]. Returning to our earlier example
of a school of fish, the behaviour of the school is not likely to be greatly impacted by the
removal of a single fish; the remaining individuals in the school will re-order themselves
to maintain some overall organization. Conversely, if we removed the keystone from an
archway, we would expect that the archway would collapse, as the keystone’s role in the
arch’s ability to bear weight is crucial to the order of the system; its removal leaves us with
a disordered pile of rubble.
For complex systems, the behaviour and properties of the system as a whole differ
from that of its constituent parts. This phenomenon is known as “emergence” as these
characteristics emerge when we consider not only individual components of the system,
but how they interact with each other to create some larger whole [176, 150]. As such,
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self-organization is an example of emergence [67]. Complex systems have components
that often display very simple behaviours. However, the collective behaviour of the entire
system resulting from the interactions between these components is very complex [150].
This collective behaviour can be difficult to predict as, with a large number of components,
the number of potential interactions that must be considered is vast.
Emergent behaviour is often a result of the hierarchical organization of complex sys-
tems; the robust order created by the interactions of components at lower levels leads to
a distinct pattern of behaviour at a higher level [176]. The interaction of components, not
only within their level of the hierarchy, but across levels, contributes to complexity. For
example, the Fe´dr´ation Internationale de Football Association (FIFA) is the global gov-
erning body for the sport of football, which governs regional football associations such as
the Union of European Football Associations (UEFA). These regional associations in turn
oversee national associations such as England’s Football Association, and so on. These
components of the global system of organized football interact within their level of the
hierarchy. However cross-level interactions also occur, as when FIFA sanctions regional
associations for breaching the rules governing the sport.
As is evident from the above discussion, complex systems display numerosity; they are
made up of a large number of components that participate in a multitude of interactions
[176, 338]. This characteristic is quite intuitive; if there are very few components to a
system and/or if they very rarely interact, the behaviour of the system will tend to be
quite simple. Consider, for example, 2 people playing rock paper scissors; there are only 2
players, who are engaging in a single round of play, where the permutations (e.g. rock/rock,
rock/scissors, etc.) are quite limited. The numerosity of this system is quite low, especially
in contrast to something like a massively multiplayer online role-playing game (MMORPG).
Here, millions of players are interacting with each other, often multiple times, and are able
to engage in a much broader range of actions than simply choosing between rock, paper,
and scissors.
Understanding and predicting the behaviour of complex systems is a challenging task.
One method for doing so is through mathematical models. In order to do this we must find
a way of representing these systems that simplifies them while preserving their essential
characteristics. Once we have arrived at some satisfactory representation of the system
we may begin to model its behaviour. Through such models, we can gain insight into the
function of the system, and how it might behave in future. By using models to perform in
silico experiments, we can explore possible future trajectories for these systems without the
costs and potential for unintended consequences that would be incurred if we attempted
to manipulate aspects of the real-world system itself.
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1.1 A brief history of network models for complex
systems
Complex systems can be conceptualized as networks of interconnected components. In
such a network the components of the complex system are “nodes” that are connected to
each other via “edges”. Through this representation, we retain key information about the
system’s structure of interactions [338]. By reducing complex systems to their essential
characteristics in this way, we can better facilitate their analysis and modelling.
Using networks as a framework for studying complex systems is a relatively recent devel-
opment [36, 216, 3, 338, 19, 320]. However, it is rooted in graph theory, which originated in
the 18th century. The city of Ko¨nigsberg in Prussia, spread across both sides of the Pregel
river and the island of Kneiphof, possessed 7 bridges. This lead to a mathematical puzzle,
known as the “Seven Bridges of Ko¨nigsberg”; how to leave one point in the city, cross all
7 bridges exactly once, and return to the original location. While it was widely believed
that no such route existed, no proof of this was presented until Leonard Euler tackled the
problem in 1735 [92, 5]. He did so by creating a graph, treating each piece of land as a
node, and each bridge as a link. This was the first time a mathematical proof had been
demonstrated using a graph, and his published work on the topic is considered to be the
very first “graph theory” paper [92, 5, 18].
Fast-forwarding to the 20th century, scientists became interested in studying systems by
modelling them as components interacting on a lattice. Perhaps the most famous of these,
the Ising model (Figure 1.3) comes from statistical mechanics [163, 226]. First proposed
in 1920 to demonstrate ferromagnetism, this model describes atomic “spins” arranged
on a lattice. These spins have one of two states (−1, +1). Through interactions with
neighbouring spins, a spin may “flip” from −1 to +1 or vice versa. Another example is the
“voter models” developed in the 1970s, which describe the process of opinion formation
[151, 65]. Here each node in the lattice represents a voter, who has an opinion state (0 or
1). Voters are randomly selected, and their opinion changes with some probability, based
on the opinion of one of their neighbours. For example, if the neighbour has opinion state
1 and the selected voter has state 0, the selected voter flips their opinion state to 1. In
such models, consensus can occur where all voters have the same opinion state. However,
coexistence between opinion states, where the system reaches an equilibrium with both
opinions, is also possible. In this case, clustering of like opinions will be evident.
Lattices have also been employed to explore evolutionary game theory, as in pioneering
work on the spatial Prisoner’s Dilemma by Nowak & May from 1992 [221]. This model
explored how cooperative behaviour evolves in a spatial setting, where at each round of
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Figure 1.3: Spatial distribution of spins in the 2-dimensional Ising model. Model imple-
mented in NetLogo [324, 325], +1 spin shown in dark green, −1 spin in light green.
the game, agents situated on the nodes of a lattice play the Prisoner’s Dilemma with
their neighbours. The Prisoner’s Dilemma consists of 2 players, who choose whether they
will cooperate with the other, or defect, based on a set of payoffs for pursuing each of
these strategies (Table 1.1) [301, 242]. When T > R > P > S, it is clear that both
players obtain the best payoff by defecting. If Player Y defects, so should Player X (since
P > S), and if Player Y cooperates Player X should still defect as T > R (similarly
for Player Y ) [301, 242, 221]. While this behaviour is simply laid out for a single round
of the game between 2 individuals, outcomes are much more complex when the game
is played on a lattice. Nowak & May found that this implementation of the Prisoner’s
Dilemma leads to spatial patterns of cooperators and defectors that vary temporally, with
both strategies persisting indefinitely. Depending on the payoffs for different strategies,
the spatial patterns generated can vary widely. This work has implications for cooperative
behaviour in biological systems (e.g. between molecules, or organisms), with the authors
suggesting the spatial structure that emerges in such models is essential to the evolution
of cooperation [221].
Table 1.1: Payoffs in the Prisoner’s Dilemma. (x, y) indicate the payoffs for players X and
Y respectively, for the given set of strategies.
Player Y
Cooperate Defect
Player X
Cooperate (x, y) = (R,R) (x, y) = (S, T )
Defect (x, y) = (T, S) (x, y) = (P, P )
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These models are precursors to the modern network models used in complexity science.
However, due to their use of regularly structured lattices they are unable to capture the ob-
served complexity of real-world systems [338]. The field of “network science”, which begin
to gain in prominence in the late 1990s with two seminal works by Watts & Strogatz and
Baraba´si & Albert, provides an alternative [19, 320]. By employing networks, which have
more intricate structure and the potential to evolve temporally, analyses and modelling
efforts are better able capture the characteristics of real-world systems [338].
1.2 Basics of network science
Networks consist of components known as nodes (or vertices), connected to each other
by edges (or links). Networks may be undirected (Figure 1.4a), where only the pres-
ence/absence of a connection is considered, or directed, where edges have some inherent
direction (from one node to another), as in Figure 1.4b. Depending on the system being
considered, the directionality of interactions may or may not be essential information. A
network of actors that have collaborated with each other on films would not require di-
rected edges. However, directionality is important to a network of academic citations; it is
key that we know whether paper i cited paper j or vice versa.
Figure 1.4: Edge types in networks. Network with a) undirected and b) directed edges.
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A network containing N nodes can be represented via an N ×N adjacency matrix, A.
For an undirected network, we say that each element aij of the matrix A contains some
value
aij =
{
1 if node i is connected to node j,
0 if node i is not connected to node j,
(1.1)
where aij = aji, creating a symmetric network. For a directed network elements are defined
as
aij =
{
1 if there is an edge to node i from node j,
0 if node i is not connected to node j
(1.2)
such that we can store information on the direction of an edge [18].
The properties of networks, both at the network- and node-level, can be quantified in
a variety of ways. A few of the most common metrics, which are useful to us in describing
types of networks, are listed in Table 1.2. In regular networks (Figure 1.5a) all nodes have
the same number of edges, and thus the same degree [217]. In contrast, random networks
(Figure 1.5c) do not guarantee that all nodes will have the same number of edges. For
a set number of nodes, random networks can be generated either by randomly placing a
fixed number of edges between these nodes, or by connecting pairs of nodes via edges with
some probability p (in which case the number of edges is not fixed) [18, 217].
Table 1.2: A selection of common network metrics. Metrics for classifying network types.
Metric Description Source
Average node degree Average number of edges connected to a node
within a network
[18, 261]
Assortativity Measures the extent to which nodes with similar
characteristics (e.g. similar node degree) tend to
connect to each other
[18]
Average path length Average length of the shortest paths (along edges)
between pairs of nodes in a network
[18]
Average clustering coefficient Describes the degree to which a node’s neighbours
are themselves linked, averaged over the network
[217,
261]
The Watts-Strogatz algorithm can be used to generate both random and regular net-
works (Figure 1.5). By beginning with a ring lattice (a regular network) with a fixed
number of nodes and edges per node, and randomly rewiring each edge with probability p,
we can generate a regular (p = 0) or a random network (p = 1). Networks generated for
p ∈ (0, 1) may exhibit high clustering (like a lattice) and short path lengths between nodes
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(like a random network); these have been dubbed “small-world” networks (Figure 1.5b)
[320, 292]. Many real-world networks exhibit small-world properties including food webs,
power grids, and trade networks [160, 271, 326].
Figure 1.5: Common network types. Using the Watts-Strogatz algorithm with different
rewiring probabilities, p, we can generate a) regular (p = 0), b) small-world (p = 0.25), and c)
random (p = 1) networks with 10 nodes and 20 edges [320].
Networks that follow power-law degree distributions, called “scale-free” networks (e.g.
Figure 1.6a), are another commonly discussed network type due to their purported (though
disputed, see for example [41]) ubiquity in the real world [217, 19]. Definitions of what
requirements must be met to deem a network as “scale-free” vary, however it is generally
agreed that, in these networks, the probability that a node has degree k is given by
P (k) ∼ k−γ (1.3)
where γ > 1 (e.g. Figure 1.6b) [41]. Networks of this type can be generated via a prefer-
ential attachment mechanism, such as in the Bara´basi-Albert (BA) model [19]. In the BA
model, we begin with m0 nodes, and at each step add a new node with m ≤ m0 edges.
The probability that a new edge is connected to a node i already present in the system is
proportional to node i’s degree (ki), and is given by
Π(ki) =
ki∑
j kj
(1.4)
such that new nodes preferentially attach to nodes that are already highly connected [19].
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Figure 1.6: Characteristics of scale-free network degree distributions. a) A scale-free
network with 250 nodes and 249 edges generated using the Bara´basi-Albert model. b) The degree
distribution (green points) and associated power-law fit (black line) for the generated network
where P (k) ∼ k−1.499.
1.3 Sustainability, resilience, and vulnerability in com-
plex systems
Discussions around the impacts of an increasing human population have been ongoing
at least since Thomas Malthus first published “An Essay on the Principle of Popula-
tion” in 1798. Therein he raised concerns about the viability of feeding a population that
grows exponentially while food supply grows arithmetically; a concept now known as the
“Malthusian Law Of Population” [189]. Though his dire predictions of a malnourished
global population have not come to pass, in part due to technological advances such as the
manufacture of nitrogen fertilizer, new debates have ignited surrounding our consumption
of natural resources and anthropogenic impacts on ecosystems [297, 193, 126]. In 1972,
“The Limits to Growth” was published and proclaimed that yet another disaster awaited
humanity - one of civilization collapse in the 21st century, if the rates at which human
population, food production, resource depletion, industrialisation, and pollution have been
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increasing remain constant [199, 193]. Unlike Malthus, the authors of this report appear
to have been vindicated in their assertions, based on comparisons of their predictions to
actual post-1972 trajectories (see for example [303, 304, 126]).
The linked concepts of “sustainability” and “sustainable development” may provide us
with an avenue for avoiding such a catastrophic outcome for humanity in the 21st cen-
tury. While numerous definitions of these concepts exist, we focus on the characterization
introduced in the 1987 report “Our common future” from the World Commission on En-
vironment and Development. In it, sustainable development was defined as “development
that meets the needs of the present without compromising the ability of future generations
to meet their own needs” [225]. Thus, the long-term goal of sustainability – balancing
the maintenance of environmental integrity with the fulfilment human needs – can be met
through sustainable development [168, 332]. Sustainability can be conceptualized using
the “triple bottom line” framework which describes it as a goal that can only be attained
if social, environmental, and economic sustainability are achieved (Figure 1.7). These 3
types of sustainability are known as the “bottom lines” or pillars of sustainability [165].
Other frameworks have also been proposed, such as the “circles of sustainability” which
introduces cultural sustainability as a 4th pillar [167].
Figure 1.7: The 3 pillars of sustainability. Social, environmental, and economic sustainability
are the 3 pillars or “bottom lines” of sustainability, all of which are required for sustainability to
be achieved [165].
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The United Nations Sustainable Development Goals (SDGs) were introduced in 2015
as “the blueprint to achieve a better and more sustainable future for all”. Included are
17 goals for improving global sustainability by 2030 [214, 212]. Of these, 3 address issues
integral to the work presented in this thesis:
• Goal 2: “End hunger, achieve food security and improved nutrition and promote
sustainable agriculture”,
• Goal 13: “Take urgent action to combat climate change and its impacts”,
• Goal 15: “Protect, restore and promote sustainable use of terrestrial ecosystems,
sustainably manage forests, combat desertification, and halt and reverse land degra-
dation and halt biodiversity loss” [214].
Though we do not discuss methods for combating climate change, our exploration
of climate change impacts may be useful to designing effective strategies to combat its
impacts on ecosystems. Additionally, as noted in [99], achievement of Goal 1: “End
poverty in all its forms everywhere” and Goal 4: “Ensure inclusive and equitable quality
education and promote lifelong learning opportunities for all.” relies upon advancement
towards Goal 2. Poor food security can impede productivity and educational attainment,
inhibiting economic development and making it more difficult to break out of cycles of
poverty [99, 33, 158]. It is clear from these SDGs that issues of food security, climate
change, and ecosystem conservation are integral to sustainability.
The sustainability of a complex system depends strongly on its resilience [182, 156, 333].
While there are numerous characterizations and types of resilience, Holling’s definition of
ecological resilience is most useful to us here. Ecological resilience is the perturbation (or
shock, or disturbance) that can be absorbed by a system before it loses its self-organization
and undergoes a transition to a different stable state. This definition does not require that
a system be at (or near) an equilibrium, meaning we may still apply it to systems displaying
transient dynamics [153, 154, 155, 234]. Resilient systems adapt in the face of perturbations
or changing conditions; they are robust to disturbance [181, 156, 306]. Systems that are
unable to do so may be vulnerable, where vulnerability is characterized as the likelihood
of a system sustaining damage due to the introduction of a perturbation [302, 306]. As
such, consideration of resilience, vulnerability, and robustness are key to contextualizing
complex systems (the internet, trade networks, financial systems, ecosystems, etc.) in
terms of sustainable development [197, 245, 145, 287, 82, 277, 234, 214, 316, 332, 306].
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1.4 Study systems
This thesis explores the behaviour of several complex coupled human-environment systems
(HES) [187]. In HES, human and environmental components interact to create complex
behaviours, such as the human systems driving emissions of greenhouse gasses and the
Earth’s climate system [180] or human social behaviours and disease dynamics [318]. The
introduction of human influence to environmental systems may alter their dynamics and
stability [27, 180, 136]. Thus, gaining insight into the behaviour of these systems is vital,
as they are essential to humanity’s continued existence. In addition to describing our study
systems, we briefly discuss modelling techniques for these systems to provide context for
our work in later chapters.
1.4.1 Agri-food trade networks
Agri-food trade networks (e.g. wheat trade within South America in 2017, as in Figure 1.8)
are a key component of the global food supply system. Here the nodes are trading entities
(e.g. countries, cities), and the edges represent trade routes between them. These networks
display several properties of complex systems, most notably hierarchies of trade (from the
company to the country level), and self organization. The structure of these networks is not
determined by some overall guiding design, but by the multitude of interactions (trades)
between components. Previous work has characterized trade networks as small-world [271,
326]. In addition to the high clustering and short average path length characteristic of
small-worldness, these networks display heterogeneous degree distributions [89, 174, 51,
287, 110, 330].
Trade in agri-food products is crucial to the maintenance of food security, as it facili-
tates the redistribution of food supplies to meet demand. In a world where an expanding
population with shifting consumption patterns will require additional food resources from
a shrinking pool of viable agricultural land, the role of trade networks will become increas-
ingly important [258, 123, 177, 75]. Additionally, due to the environmental impacts of
trade and its role in driving land-use changes (e.g. deforestation), this complex system has
far-reaching effects [123, 177, 75]. Some authors have suggested that the clustering in these
networks, and their skewed degree distributions make them a “weak link” for food security
due to the potential for trade disruption in a globalizing world [89, 330, 174, 51, 287, 110].
However, others have stated that the temporal evolution of trade networks is not resulting
in a lower level of food security, and that their growth may make them less vulnerable to
certain types of disruptions [238, 263].
13
Figure 1.8: Wheat trade in South America. Visualization of the wheat trade network within
South America in 2017 using data from the Food and Agriculture Organization of the United
Nations [108].
Depending on the aims of a project, different types of models will be appropriate for
describing trade networks. If the focus is on the dynamic evolution of the trade network
itself, network formation models (e.g. preferential attachment) are developed, as in [117,
116, 110, 7, 94, 95, 288]. However, if the interaction of trade with other factors, such as
human population growth or land use, is the area of interest it is often simpler to use
a static network (which does not experience structural change during simulation) as in
[81, 82, 287]. Here, temporal dynamics are driven by the behaviours of the trading entities
(nodes), which interact with each other via a fixed network structure.
1.4.2 Forest-grassland mosaics
Forest-grassland mosaics are complex systems consisting of distinct patches of forest and
grassland coexisting in close proximity. They occur around the globe, from the Atlantic
forest-Campos grassland system in Southern Brazil (Figure 1.9), to Nigeria’s Jos Plateau
forest-grassland mosaics, and the montane forests in India’s South Western Ghats [224, 72,
80, 286, 29, 279, 39, 219]. In these systems, the self organization of forest and grassland
species into distinct clusters creates an overall “mosaic” pattern. Temporal trends in the
dominant land cover (from forest to grassland or vice versa) are driven by feedback loops
and threshold responses to changing disturbance regimes [136, 31, 34, 275, 286].
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Figure 1.9: Forest-grassland mosaics in Southern Brazil. Satellite image of the forest-
grassland mosaics surrounding the municipality of Cambara´ do Sul (29.02◦ S, 50.08◦ W) in the
state of Rio Grande do Sul generated using data from the Sentinel-2A satellite [2].
These unique ecosystems face disruptions due to the expansion of agricultural land
over both the natural forest and grassland states, as well as exotic species invasion, and
climate change [136, 224, 72, 80, 31, 227, 45, 293]. Previous fieldwork and modelling have
shown that fire, rainfall, and other aspects of environmental conditions are crucial to the
maintenance of forest-grassland systems [311, 280, 208, 1, 282, 253, 252, 278, 314]. Given
the ongoing effects of climate change on temperature, precipitation, and the frequency
and severity of disturbances (fire, hurricanes, etc.) in regions containing mosaics, the
continued stability of these systems is far from guaranteed [279, 29, 192]. Additionally,
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mosaic ecosystems are highly biodiverse and rich in endemic species, some of which (e.g.
the Parana´ Pine in Brazil) are endangered [136, 31, 209, 227, 275, 45, 293, 72]. As such,
these systems have high conservation value, and will need to be managed carefully in the
face of a broad range of threats. By building models of these systems, we can gain insight
into how to maintain the coexistence of forest and grassland, and potentially assist in site
selection for conservation reserves [220].
Previous models of these systems have generally focused on their stability (e.g. [136,
279, 282, 310, 161] amongst others). In mosaic ecosystems, forest and grassland can be
conceived of as alternative stable states, creating a system with bi-stability. Models of
forest-grassland bi-stability are “compartmental”, dividing the mosaic into sub-populations
with distinct characteristics, described as proportions of the total population. This can be
done by species (e.g. tree species in one compartment, grassland species in another, shown
in Figure 1.10a) [161] or by land use types (e.g. agricultural land, natural grassland,
natural forest as in [136]). Once this compartmental structure is established, we can
define rates of change that determine how individuals within the population move between
compartments, which is generally done using ordinary differential equations (ODEs). By
analysing the ODEs, we are able to determine what stable equilibria the system has. If
both stable grassland and stable forest equilibria are possible (under a certain parameter
regime) the system has forest-grassland bi-stability, and we can interpret this as a region
of the parameter space where mosaic ecosystems occur. The idea behind this is that if
(at a sufficiently fine scale) forest and grassland are alternative stable states, stochastic
processes and spatial heterogeneity will mean that at a broader scale we observe both stable
forest and stable grassland states. Perturbations to the system (e.g. disturbances such as
fire) will cause shifts from a forest to a grassland state (or vice versa) at the fine scale
(Figure 1.10b), creating overall temporal shifts in the proportions of forest and grassland.
Figure 1.10: Alternative stable states in forest-grassland mosaics. a) A compartmental
mosaic ecosystem model that produces forest-grassland bi-stability. b) A perturbation causing a
shift from a stable forest to a stable grassland state in a bi-stable mosaic ecosystem.
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While compartmental models are convenient in that they allow us to analyse the
stability of mosaic ecosystems, they do not incorporate spatial structure. Spatial in-
teractions (e.g. fire spread) are essential to maintaining the stability of these systems
[308, 266, 264, 34, 335, 311, 253, 252, 314]. Thus, non-spatial models may be disregarding
spatial information that is key to an accurate analysis of mosaic stability. Spatial models
for these systems can represent them in a variety of ways, from dividing the mosaic land-
scape into discrete cells [314, 266, 264, 34] to considering a continuous landscape where
densities of tree cover vary [335]. Often, discretization of the mosaic is achieved by treating
it as a lattice (Figure 1.11) where each cell of the landscape is a node connected by edges
to nearby cells. Here, each cell has a “state” property, which provides information on what
the cell contains (e.g. forest or grassland). Probabilities that a cell transitions from one
state to the other can be defined to describe how processes such as forest recruitment and
forest fire drive system dynamics.
Figure 1.11: Stylized forest-grassland mosaic. Representation of a forest-grassland mosaic
as cells containing forest (green) or grassland (yellow) on a lattice.
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1.5 Thesis outline
In this thesis we apply modelling techniques to several important complex systems, as
described in the previous section. These projects aim to enhance our understanding of
system behaviours, while also incorporating a predictive aspect. Through the development
of such models, we can gain insight into several challenges to the realization of sustainable
development over the remainder of the 21st century.
We begin in Chapter 2 by building a model of trade network growth, as applied to inter-
national wheat trade. This model employs a preferential attachment mechanism, similar to
that described in Section 1.2. While some previous work modelling the formation of trade
networks has been undertaken (e.g. [117, 116, 110, 7, 94, 95, 288]), these have considered
the trade network as a whole. This leads us to our goal of developing a commodity-specific
model of network evolution. Using this model, we explore how network growth is impacted
by shocks (e.g. climate change, disease spread) and their effect on network resilience. This
chapter has been published in Scientific Reports [97].
Chapter 3 describes the development of a spatially-explicit agent-based model of South-
ern Brazil’s forest grassland mosaics. This work expands on several previous non-spatial
models of forest-grassland mosaics [161, 136, 310, 282] to explore how environmental con-
ditions and disturbance regimes impact the spatial structure of these systems. In addition,
we consider specific scenarios of changing environmental conditions/disturbance regimes
driven by climate change, to project potential futures for these ecosystems. This chapter
[98] is currently in submission with Global Change Biology.
In Chapter 4 we develop a model linking human population growth to land-use and
food trade. This ODE model divides Earth’s land, food supply, and human population
into metapopulations located in spatially distinct “patches” linked by a network of trade.
Unlike previous work, we explicitly model not only human population and food supply,
but the land area required for food production [254, 81, 82]. Using this model, we explore
how both the characteristics of the patches, and of the network structure that they are
embedded in, impact model behaviour. We characterise behaviour in terms of outcomes
for the human population (e.g. food per capita, inequality in per capita food supply,
population size, etc.). This chapter [96] is being prepared for submission.
We conclude in Chapter 5 with a discussion of the complex behaviours exhibited by
our modelled systems, as well as the implications of these models for sustainability. The
thesis closes with final remarks and suggestions for future work.
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Chapter 2
Dynamics of the global wheat trade
network and resilience to shocks
This chapter is based on the paper: Kathyrn R Fair, Chris T Bauch, and Madhur Anand.
Dynamics of the global wheat trade network and resilience to shocks. Scientific reports,
7(1):1-14, 2017.
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Abstract
Agri-food trade networks are increasingly vital to human well-being in a globalising world.
Models can help us gain insights into trade network dynamics and predict how they might
respond to future disturbances such as extreme weather events. Here we develop a pref-
erential attachment (PA) network model of the global wheat trade network. We find that
the PA model can replicate the time evolution of crucial wheat trade network metrics from
1986 to 2011. We use the calibrated PA model to predict the response of wheat trade
network metrics to shocks of differing length and severity, including both attacks (outward
edge removal on high degree nodes) and errors (outward edge removal on randomly se-
lected nodes). We predict that the network will become less vulnerable to attacks but will
continue to exhibit low resilience until 2050. Even short-term shocks strongly increase link
diversity and cause long-term structural changes that influence the network’s response to
subsequent shocks. Attacks have a greater impact than errors. However, with repeated
attacks, each attack has a lesser impact the previous attack. We conclude that dynamic
models of multi-annual, commodity-specific networks should be further developed to gain
insight into possible futures of global agri-food trade networks.
2.1 Introduction
As nations become more interconnected in the era of globalisation, trade networks play an
increasingly significant role in the well-being of nation states. The ways in which countries
select trading partners; the global impact of local economic crises due to globalisation;
and how country-level characteristics are affected by network metrics can be explored by
analysing these complex systems [178]. A significant amount of research has characterized
trade networks and described how they change over time. However, a crucial subset of
these networks–trade in agri-food commodities–has not been explored in as much depth.
Trade in agri-food products will become more crucial to maintaining food security as global
population growth, urbanization, increasing demand, and shifting consumption patterns
decrease land resource availability [258, 43]. At a global scale, the success or failure of
sustainable development goals – heavily dependent on improved food security [99, 33, 158,
214, 212] – is tied to the dynamics of these trade networks.
Potential risks to the agri-food network are abundant, with more emerging due to a
variety of factors. In trade networks shocks generally manifest as the sudden inability of
countries to export due to a negative supply shock that alters network structure [289, 263,
118, 119]. A myriad of triggers can cause these shocks. The globalisation of agri-food
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trade has led to the threat of contaminants spreading across international borders, forcing
countries to close their borders to trade and affecting billions of people [78, 327, 330].
Reductions in availability and quality of cereal crops due to extreme weather conditions
impacting major agricultural producers will only be worsened by climate change [331, 238,
322]. Food crops being utilised in fuel production and higher demand for meat in low-
income nations results in increased pressure on global stocks of vegetable and cereal crops
[331]. Other shocks that could impact global food supply include agro-terrorism, crop
pests, and epidemics [238, 244, 251, 170, 84]. During food shortages countries often cease
exporting agri-food commodities [93, 238, 272, 205, 299, 76, 296, 83, 132, 10, 28, 100].
For example, as a result of the global food crisis in 2008 trade restrictions were imposed
by 6 of the top 17 wheat exporters and 4 of the top 9 rice exporters [238, 272]. These
export restrictions caused increased global prices and led to other countries imposing export
restrictions, resulting in even higher global prices in what has been dubbed a “multiplier
effect” [121]. As network connectivity increases these disturbances could severely impact
low-income countries, which depend greatly on imports of staple foods during shortages
and are heavily burdened by the resulting price shocks [74, 238]. Thus, an understanding of
how resilient trade networks are to shocks, and potential areas of vulnerability is essential
ton maintaining food security.
Previous network analyses of the agri-food trade network as a whole [89, 287]: the vir-
tual water trade network [289, 263, 174, 52, 51, 70]; and commodity-specific trade networks
[20, 330, 331, 238, 118, 119] have been undertaken with some consideration of shocks in
relation to food security [289, 331, 263, 89, 238, 118, 119, 110]. These studies have led to
conflicting views on how globalisation has impacted global food security in these networks.
Several reference the heterogeneous degree distributions of these networks or their clus-
tering as sources of vulnerability [89, 330, 174, 51, 287, 110], while others state that the
globalisation of trade has had little negative effect on global food security [263]. Network
vulnerability, measured using the magnitude of damage to network structure resulting from
shocks, is one aspect of network resilience. Definitions of resilience encompass not only
the robustness of a network to damage resulting from shocks but also the speed at which
it recovers from shocks [245]. Further research, especially regarding the resilience of trade
networks for globally important staple foods, could provide useful insights and guide the
development of food security policy.
Models that examine the self-organization of components within a trade network are
useful for understanding mechanisms that determine network structure [190]. By modelling
a network it becomes possible to perform experiments in silco to gain insights into system
dynamics, both in terms of future growth and shock scenarios. This can help ensure that
policy is pro-active instead of reactive [238].
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A review of the literature reveals that most trade network models focus either on net-
work formation or on simulating shocks. Network formation models generate a network
according to growth rules and treat the final network as a static, single-year “snapshot” of
the empirical network with different model parametrisations for each snapshot. Shock sim-
ulation models generally do not include growth mechanisms, meaning that the interaction
between network growth and response to shocks is not considered [119, 238, 289]. These
approaches do not permit an examination of the concurrent multi-year effects of temporal
network evolution and shocks on these networks–areas we propose to explore here.
Additionally, network formation models have been formulated for only the network of
all globally traded goods (WTN: the world trade network) [117, 116, 110, 7, 94, 95] and
the virtual water trade network (VWTN) [288], to our knowledge. Because networks for
individual commodities often have structural differences compared to the entire WTN,
models describing their evolution could differ in important ways from those created to
represent the entire WTN. Therefore models of individual commodity networks should be
further studied since they may yield unique insights [20].
To gain insight into these international trade networks, an understanding of how their
overall structure emerges from interactions between countries is critical. Two main theo-
ries as to how trade networks evolve have been proposed. Maoz found that partnerships
in the WTN form according to preferential attachment (PA) based on the total degree
centrality of nodes [190]. Preferential attachment captures the fact that nation states that
are already central to the network are often more desirable as potential partners [190, 90].
Alternatively, Garlaschelli and Loffredo assert that the mechanism driving the growth of
the WTN is a “good get richer” system, represented by a model based on the hidden
variable hypothesis (HVH). In this case, each node has an intrinsic fitness impacting the
probability of connection. They identified the hidden variable (fitness) for the WTN as
annual GDP and used this to model the growth of the WTN in specific years [117, 116].
While the HVH requires knowledge of economic data (e.g. GDP), the PA model does
not. Hence, its relative simplicity and fewer data requirements, together with the current
knowledge gap on applying PA models for such problems, make it an attractive prospect
for modelling dynamics of single commodity agri-food networks. Based on this review of
the literature, we formulated 2 questions to motivate our work. First, can a preferential
attachment model describe the growth of a trade network for a specific commodity over
many years? Second, if a PA model can describe such a network, how does that model
predict the network will respond to shocks? Our corresponding objectives were twofold:
to fit a PA model for a commodity-specific network using empirical data, and to use our
model to predict the response of that network to shocks.
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To this end, we constructed a dynamic network model of the global wheat trade network
that builds on previous work by considering the temporal evolution of the network and how
shocks impact it over time. The PA model was calibrated to describe the time evolution
of the empirical network. We carried out a vulnerability analysis of both empirical and
model networks to ascertain potential weaknesses, and to determine whether the network
is evolving over time to become more or less resilient in the face of shocks.
The global wheat trade network (Figure 2.1a) was chosen for analysis due to its global
importance to food security. From 1986-2010 wheat was the highest traded agri-food
commodity by volume, and in the top 10% of agri-food commodities both in regard to
number of countries trading and the number of trades [107]. Shocks impacting this network
have had significant impacts on global food security, most recently during the 2007-08 world
food crisis and in 2010-11 when several major producers imposed export restrictions [205,
299, 76, 296, 83, 238, 125, 100, 10]. An additional cause for concern is that climate change
driven shocks impacting global agri-food trade, and the wheat trade network specifically,
are expected to occur more frequently as we move further into the 21st century [101, 298].
2.2 Methods
2.2.1 Definition of empirical network
We began by defining the network we sought to model as a subset of the entire global wheat
trade network. To define a network we followed an approach similar to the existing practice
of creating a “backbone” network. These networks include only those edges corresponding
to the largest trades by volume and together accounting for 80 % of total trade volume.
This method is used to simplify analysis of trade networks while also retaining salient
aspects of network structure [89, 174, 122, 238, 288].
Previous research defines a backbone network for static networks and often over a single
year only. In contrast, we defined a “continuous wheat trade network” by including only
edges where trade was sustained over at least 3 years (Subsection A.1.1). We therefore
simplified the model by avoiding having to determine when and how edges should be
deleted. Also, using 3 years instead of 1 year increases the chance that our network reflects
the long-term features of network structure. We also assume that countries connected by a
trade link persisting over multiple years have a higher probability of being impacted by a
shock than countries that are only infrequently part of the network. Thus, continuous trade
networks are of interest when modelling long-term dynamics and the long-term impact of
shocks on the biggest traders.
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Figure 2.1: Comparison of empirical and model continuous wheat trade networks. (a)
Empirical network. (b) Exemplar model network. (c) Comparison of degree distributions for
empirical and exemplar model networks. All sub-figures correspond to the year 2013. For (a)
and (b), nodes are arranged clockwise, and in size and colour, by total degree.
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While our network is not defined in the same way a conventional backbone network,
it accounts for 66% of total trade volume despite containing only 30% of the trades, on
average (Figure A.7). By 2013, there were 108 countries engaged in 363 continuous trade
partnerships in this network [107]. The correlation between a country’s total degree in the
continuous trade network and its total trade volume in the empirical network is positive
and significant at the 5% level (Figure A.8). This suggests that countries important to our
continuous trade network are also important in a conventionally-defined backbone network.
The characteristics of the empirical network are further described in Subsection 2.2.5.
2.2.2 Overview of model network
We developed a preferential attachment (PA) model in order to mechanistically describe
the empirical network. The PA theory of trade network formation operates on the premise
that well-connected countries (namely, countries with high total degree centrality) are
more appealing to prospective trading partners [190, 90]. As already noted in the Intro-
duction, PA theory has not been applied to trade networks for specific commodities, to
our knowledge. Additionally, using a PA model does not require annual GDP as input
data, in contrast to the Hidden Variable Hypothesis (HVH) model, and therefore offers the
possibility of a more parsimonious theoretical model.
However, to create our PA model, we built on certain aspects of the HVH model of trade
network formation proposed by Garlaschelli et al. (see following subsections for details)
[117, 116]. For a PA model to describe a commodity network, the number of nodes in the
network must grow over time, and new nodes must initiate trades with highly-connected
pre-existing nodes (i.e. the network must be disassortative). These characteristics are
observed in the continuous wheat trade network we wish to model (Figure A.4)
Our model of the wheat trade network (Figure 2.1b) contains m directed, unweighted
edges and is represented by an N×N matrix A where N is the total number of countries in
the world. The (i, j)th element of the matrix contains information on import from country
j to country i (A(i, j) = 1 if i imports from j, and A(i, j) = 0 otherwise). The way trade
partnerships are formed to populate this matrix is discussed in Subsection 2.2.3. The rate
of network growth, in terms of number of edges, was estimated by extrapolating 26 years of
data from the United Nations Food and Agriculture Organization (FAO) (Subsection A.1.2)
[107]. As we considered a directed network, imports and exports between countries i and
j were represented as separate partnerships: if these countries engage in reciprocal trade,
they will possess 2 partnerships. All simulations were run in Matlab R2014b [195]. Network
analysis was conducted using the igraph package (version 1.0.1) [68] for Rstudio (version
3.2.2) [259]. Network visualization was conducted using Gephi (version 0.8.2) [24].
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2.2.3 Trade probability calculations in network model
The probability of a trade (import or export) occurring depends on the fitness of both
countries involved in the potential trade. For the PA model, a country’s trade fitness de-
pends on their total degree centrality [190, 90]. We defined the probability Pt[xi(m), xj(m)]
of a trade between countries i and j when there are m directed edges in the network as
Pt[xi(m), xj(m)] =
αxi(m)xj(m) + 
1 + βxi(m)xj(m)
, (2.1)
where xi(m) and xj(m) are the fitness for country i and country j when there are m
directed edges in the network, and  1 is some small probability of the formation of an
edge between countries i and j when one or both has zero fitness (i.e. one or both are
not yet engaged in any trade partnerships). α and β are free parameters, which we fit to
match characteristics of the empirical network (Subsection 2.2.5) [116]. α scales the overall
probability of connection whereas β controls how strongly the probability of connection
depends on fitness. For example, a very small β-value (β  1) would allow approximating
Equation 2.1 by Pt[xi(m), xj(m)] ≈ αxi(m)xj(m) + , and the product xi(m)xj(m) would
have a large impact on the overall probability.
It could be argued that a country with high export fitness would tend not to have
high import fitness. In this case, separate probabilities of import and export should be
calculated based on import and export fitness values for each country. However, we do
not believe this to be necessary. We examined the top 20 wheat importing and exporting
countries by year for 1961-2011, determining that 25% of countries were in the top 20
for both import and export volume each year [107]. Similar results have been found for
the maize network from 2000-2009 [330]. This overlap between the largest importers and
exporters suggests that there is considerable overlap between import and export fitness.
We defined the fitness of country i, when there are m directed edges in the network, as
xi(m) =
li(m)
m
, (2.2)
where li(m) is number of edges connected to country i when there are m directed edges in
the network (the country’s total degree). The degree of each node (country) is recalculated
every time a new edge is added to the network. Thus, a country’s fitness is dictated by
the fraction of total trades it is involved in, and is a unit-less quantity. Both the trade
probability and fitness equations are adapted from previous research [116].
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2.2.4 Model network formation
At each time-step a series of events occur, which may lead to a new edge being added to
the network (Figure A.7). The likelihood of a new edge being formed increases with the
fitness values of the countries involved in the potential trade. Our model permits reciprocal
trades, where a country both imports and exports the same good with the same partner
country. We allow for this as our analysis shows reciprocal trade within the continuous
wheat trade network (Figure A.4), and Shutters and Muneepeerakul note the existence
of reciprocal trades within agricultural trade networks [274]. However, self-loops, where a
country attempts to trade with itself, are excluded.
Initial attempts to emulate the observed characteristics of the empirical network, as
described in Comparison of Empirical and Model Networks, revealed that our model net-
works were not as disassortative as the empirical network. To address this, we introduced a
step of rewiring the network after the addition of each new edge using the Maslov-Sneppen
rewiring algorithm (MSRA), which has been shown to increase disassortativity. This algo-
rithm ensures that node degree is not impacted by rewiring and edges are uniquely defined
[194, 239]. Our rewiring led to a better fit of model to empirical network in terms of assor-
tativity (Figure A.5) [239]. The number of attempts to rewire the network (R(m)) decays
exponentially as the number of directed edges (m) in the network increases:
R(m) = Ce−λm. (2.3)
This functional form was chosen as it results in a good fit to the increases in assortativ-
ity over time in the empirical network. Rewiring acts as a random assignment of trade
partnerships for countries that are already engaging in trade. The good fit to the empiri-
cal network provided by an exponentially decaying number of rewiring attempts indicates
that as the network grows, the PA mechanism becomes increasingly dominant over these
random partnership assignments.
2.2.5 Comparison of model and empirical networks
We utilised a grid sweep to calibrate values of α, β, and  from Equation 2.1 as well as
C and λ from Equation 2.3. This generated approximately 5000 possible parameter sets
(Subsection A.1.3). Previous analysis has calculated α and β for an HVH model of the
WTN in individual years [116]. However, we wanted a single set that would replicate
characteristics of the empirical trade network over multiple years. Thus, we carried out
a parameter fitting instead of calculating values for specific years. The fitting sought
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a parameter set which resulted in a good fit to the number of nodes, reciprocity, and
assortativity coefficient of the empirical network for 1986-2011. The number of nodes and
reciprocity were chosen as fitting metrics as the functional forms for trade probabilities
taken from Garlaschelli et al. are related to the number of nodes and network reciprocity
[117, 116]. The requirement on assortativity arises because an assortative network responds
differently to shocks than a disassortative network [22, 197, 260].
To determine the best parameter sets, 25 networks were generated for each parameter
set and network metrics were averaged over these networks. The mean squared error (MSE)
from 1986-2011 between the model and empirical networks for assortativity, number of
nodes and reciprocity was calculated for each parameter set. For each metric the MSE
values were normalized, and then a combined normalized MSE over these metrics was
generated. Parameter sets were ranked according to their combined normalized MSE, and
the 100 “best” sets with the lowest MSE were used for all subsequent analysis.
We focused on a subset of network metrics to simplify analysis. To pick these metrics
we examined a wide range of metrics for empirical agri-food commodity trade networks
[107]. This analysis revealed strong correlations between many metrics, allowing us to
reduce the number of measures needed to describe a network fully (Section A.2). Average
path length, assortativity, and average clustering coefficient were thereby chosen as network
metrics. The average path length is the average of the all the shortest paths between pairs
of nodes; assortativity, by degree, is a measure of the extent to which nodes of a similar
degree tend to connect to each other; the average clustering coefficient describes the degree
to which a node’s neighbours are themselves linked, averaged over the entire network. [18]
We also included the sizes of the giant strong component (GSC) and giant weak com-
ponent (GWC) because of their relevance to network vulnerability analysis [244, 251, 170,
84, 157, 4, 317, 171, 232, 17, 320]. The GSC and GWC are defined as the largest strongly-
and weakly- connected components within the network, respectively [170]. The size of a
component – a collection of connected nodes – is given by the number of nodes it con-
tains [244, 251, 84]. In a directed network, a strongly-connected component contains nodes
that can all reach each other. A weakly-connected component contains all nodes in the
strongly connected component, as well as any nodes that could reach all other nodes in
the component if the network were undirected [170].
In addition to metrics of the vulnerability of networks to shocks we included 3 others
that are thought to impact network resilience: density, symmetry, and heterogeneity (the
latter 2 in terms of node in- and out-degree) [115]. Network density is the fraction of the
maximum possible number of links that are present in the network [217]. Symmetry, in
terms of node in- and out-degree, describes the extent to which nodes with a high in-degree
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also tend to have high out-degree. Degree heterogeneity measures the heterogeneity in the
in- and out-degree distributions of the network [115]. Network analysis often includes
a consideration of whether the degree distribution of the network follows a power-law.
The presence of a power-law distribution can can be determined using the Kolmogorov-
Smirnov (KS) statistic. However, the KS statistic is not accurate for networks containing
small numbers of nodes (approximately 100 or fewer nodes) [63]. Thus, the KS statistic
was only used to determine the shape of the degree distribution in networks containing
more than 100 nodes. For all other metrics, a network was generated for each of the 100
best parameter sets, and metrics were averaged across these 100 networks for comparison
to the empirical network.
2.2.6 Shock simulation
To ascertain the resilience of the wheat trade network and its response to shocks we sim-
ulated shocks to the model networks and compared the effects of different types of shocks
on model network structure. Throughout the shock analysis 1 network was generated for
each of the 100 best parameter sets, and metrics were averaged across these 100 networks.
Shocks to agri-food trade networks generally result in countries imposing export restric-
tions, while continuing to import [238, 109, 110, 205, 299, 76, 296, 83, 132, 125, 100]. Thus,
we implemented shocks that result in nodes having their outgoing (export) edges removed
[238, 109, 110].
Studies have considered 2 types of shocks to a network: errors and attacks [238, 4, 244,
183, 169]. In the case of an error we removed the outgoing edges of randomly selected
nodes to test the network’s error tolerance [4, 183, 169]. For an attack, nodes with the
highest connectivity are targeted, as these are assumed to be the most important nodes in
the network [4, 164]. We defined connectivity in terms of total degree centrality, meaning
the nodes with the most trade partners were targeted for outward edge removal. The
total degree metric was not recalculated between removals; we used a simultaneous attack
that assumes all countries targeted would be impacted at roughly the same time, as this
reduces computational time [157, 164]. In addition to single shocks, we experimented with
introducing multiple shocks to the networks.
We also explored variations. Attacks with removals based on out-degree centrality
(removal of the countries with the most export links) were simulated [169]. A sequential
attack was considered, as it may not be realistic to assume that cessation of exports
in multiple countries occurs simultaneously, and 1 country’s change in trade status will
impact the centrality of other countries in the network [164]. Details of how shocks were
implemented appear in Subsection A.1.4.
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We use empirical data to determine approximate ranges for the number of countries
affected by a shock (1-15 countries) and the number of years in which a shock would impact
a country’s exports (1-5 years) (Subsection A.1.5). Hence we classified the types of shocks
by severity–low (3 countries cease exports) or high (15 countries cease exports)–as well as
by duration–short (1 year) or long (5 years). Additionally, in the case of multiple shocks,
a gap of 2 years occurs between shocks [238, 294, 205, 299, 76, 296, 83, 132, 125, 100, 10].
Previous analysis has most often considered the effect of a shock on a static network
where nodes are removed, and an evaluation of the shock impact immediately afterwards
is carried out [4, 169, 183, 244, 188]. However, our focus was on the effect of shocks on the
wheat trade network as it evolves in time, to ascertain the impact of shocks over a larger
time frame. In some cases, the impact of shocks on trade networks has been measured by
dynamically redistributing volumes of trade [110, 238, 178, 169]. As we have the simpler
case of an unweighted network, no trade volume redistribution was considered. The effect of
exogenous disturbances to our networks was ascertained by introducing shocks of different
duration and severity during the process of network formation and evaluating their impact
on network metrics.
Several metrics were used to determine network vulnerability and resilience, as well
as the extent to which a shock has impacted a network. Average path length indicates
the speed at which a shock will disseminate through a network, with a small average
path length indicating quick spread, as most nodes in the network will tend to be near
each other [89, 273]. The robustness to errors and vulnerability to attacks displayed by
disassortative networks necessitates measurement of the assortativity coefficient [22, 197,
260]. The average clustering coefficient is a measure of cliquishness within networks, with
clustering reducing network efficiency and resulting in increased vulnerability to attacks
[197, 317, 320, 157]. The sizes of the GSC and GWC are respectively lower and upper
bounds on the maximum size of a shock, given that the shock begins in the giant component
[170].
When networks have a positive symmetry metric, high symmetry, heterogeneity, and
density contribute to network resilience [115]. Networks with power-law degree distribu-
tions are “scale-free,” and are robust where errors are concerned but are extremely fragile
with regards to attacks [4, 317]. This is because their high degree heterogeneity means re-
moving highly connected nodes results in rapid increases in network diameter and eventual
network fragmentation [4].
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2.3 Results
2.3.1 Comparison of empirical and model networks
Fitting a PA model to an empirical network evolving over several decades while using as few
parameters as possible to avoid over-fitting the data is challenging. Nevertheless, the 100
best parameter sets provide a reasonable fit to the empirical network metrics (Figure A.5),
as well as to the rest of the measured metrics (Figure 2.2), from 1986-2011 both qualitatively
and quantitatively. For the majority of metrics the empirical data falls within 2 standard
deviations of the mean of the model networks. The GSC size and symmetry for model
networks, while not displaying a good fit quantitatively, nevertheless display similar trends
to those for the empirical network (Figure 2.2d, f). From 1986-2011, the global wheat trade
network experienced several shocks [205, 299, 76, 296, 83, 238, 132, 272, 125, 100, 10]. Thus,
discrepancies between metrics in the empirical and model networks may be impacted by
the fact that our network simulations did not include shocks during calibration. Due to
the influence of the assortativity coefficient on network vulnerabilities we also fitted the
model using only assortativity as a measure of goodness-of-fit in an attempt to more closely
match the metric in the empirical network. While this led to a better quantitative fit to the
assortativity coefficient the increasing trend was lost (Figure A.10) so we proceeded with
the best parameter sets ranked by the normalized MSE. The addition of network rewiring
steps that decay in number over time (Equation 2.3) suggests that PA with an additional
random component drives network formation. The fact that a decaying number of rewiring
attempts leads to a good fit regarding network assortativity (Figure 2.2b) indicates that
as the size of the network increases, fitness plays a larger role in how edges are formed, as
compared to random chance.
Calculation of the Kolmogorov-Smirnov statistic indicated that we should reject the
hypothesis that the degree distributions for our empirical and model networks fit a power-
law distribution (KS statistic calculated at the 5% significance level for each year in which
number of nodes exceeded 100). As Konar et al. found that the degree distribution of the
global VWTN was fit well by an exponential decay distribution with the decay coefficient
given by the average degree of the network, we re-calculated the KS statistic to determine
whether the same was true of our networks [174]. These calculations revealed that the
exponential decay distribution provided a good fit to our network’s degree distributions at
5% significance, measured yearly. As a result, we cannot draw conclusions about network
vulnerability using the scale-free property. However, because exponential networks also
have a highly skewed node degree distribution, other network metrics can be utilised to
make many of the same judgments, as we will subsequently show.
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Figure 2.2: Selected empirical and model network metrics, 1986-2011. Red lines represent
the mean metrics for model networks generated using the top 100 parameter sets ranked by least
MSE normalized over assortativity, number of nodes, and reciprocity. The envelopes represents
a range of ±2 standard deviations from the mean metrics for the model networks. Black lines
represent the metrics of the empirical network.
To illustrate the similarities between the model and empirical network, we visualized a
single-year snapshot of the empirical continuous wheat trade network (Figure 2.1a) and an
exemplar model network (Figure 2.1b) for 2013. These networks show several similarities
including complex structure and heterogeneous degree distributions (Figure 2.1c).
2.3.2 Shocks and model network growth
Notably, even shocks with low duration and severity, which result in 1-year export bans
for < 2% of nodes, have substantial and long-lasting effects on model network metrics
(Figure 2.3, Figure 2.4). These impacts are especially heightened when networks experience
attacks (Figure 2.4). In the short term, networks affected by shocks will experience slower
spread of subsequent shocks due to increased average path length (Figure 2.3a, Figure 2.4a).
They will also have a broader range of maximum shock sizes (higher maximum and lower
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minimum bounds due to changes in GWC and GSC size) (Figure 2.3c, d, Figure 2.4c, d).
Additionally, these networks will be more heterogeneous, and less dense and symmetric,
resulting in short-term changes in network resilience (Figure 2.3f-h, Figure 2.4f-h).
Increasing the severity or duration of a shock will increase its impact on network metrics.
For errors, increasing the duration of a shock by 500% was more effective than increasing
its severity by the same factor, with regards to changes in network metrics (Figure 2.3).
For attacks, the opposite was generally true: a severe shock had more influence on net-
work metrics than a longer duration shock (Figure 2.4). An exception to these trends is
assortativity. While the error scenario leads to increases in assortativity for short duration
shocks, long shocks result in an overall decrease this metric (Figure 2.3b). Under an attack
scenario, low-severity shocks cause a decrease in assortativity, while high severity shocks
result in an increase (Figure 2.4b). The long-term impacts of shocks on assortativity are
much more durable for low-severity attacks than for high-severity attacks or errors of any
severity and increased duration leads to a larger impact (Figure 2.3b, Figure 2.4b).
The long-lasting effects of shocks on network resilience are minimal under an error
scenario: by 2050 network heterogeneity, symmetry and density are approximately the
same for shocked and unshocked networks (Figure 2.3f-h). Similar trends in density and
heterogeneity exist when a network is attacked (Figure 2.4g, h). However, the long-term
resilience of the network under attacks will be lowered due to the considerable and long-
lasting decreases in symmetry (Figure 2.4f). Shock type does not impact the upper bound
on maximum shock size (by increasing the GWC size) in the long term, though attacks
will result in a larger lower bound on shock size (larger GSC size) as shown in Figure 2.3c,
d and Figure 2.4c, d.
Interpreting the meaning of changes in assortativity and average clustering coefficients
(ACC) lead us to a contradiction. Networks that have experienced attacks, and are thus
more disassortative than networks that have experienced an error or are unshocked, should
be the most vulnerable to any subsequent attack. However, based on ACC, attacks will
result in networks that are the least vulnerable to subsequent attacks due to their low
clustering (Figure 2.3e, Figure 2.4e). It is unclear whether the lowered ACC or the in-
creased disassortativity will have the dominant impact on vulnerability. This discrepancy
is discussed further in Subsection 2.3.3.
As the network evolves it approaches a constant low level of assortativity and clustering,
suggesting that the network is evolving to be less vulnerable to attacks (Figure 2.3b, e,
Figure 2.4b, e). As a result, the network’s resilience varies over time: symmetry increases
and density and heterogeneity decrease, on the whole (Figure 2.3f-h, Figure 2.4f-h). Low
levels of network heterogeneity and density may indicate that poor network resilience will
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Figure 2.3: Future errors have substantial impacts on model network metrics. Shocks
occurred in 2017-18. Coloured lines represent the mean metrics for model networks generated
using the top 100 parameter sets ranked by least MSE normalized over assortativity, number of
nodes, and reciprocity. The envelopes represent a range of ±2 standard deviations from the mean
metrics for the model networks. Black lines represent the metrics of the empirical network using
data from 1986 to 2011.
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Figure 2.4: Future attacks have substantial impacts on model network metrics. Shocks
occurred in 2017− 18. Coloured lines represent the mean metrics for model networks generated
using the top 100 parameter sets ranked by least MSE normalized over assortativity, number of
nodes, and reciprocity. The envelopes represent a range of ±2 standard deviations from the mean
metrics for the model networks. Targets with largest total degree are selected for attacks. Black
lines represent the metrics of the empirical network using data from 1986 to 2011.
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persist as we approach 2050 (Figure 2.3f-h, Figure 2.4f-h). For both errors and attacks,
networks show some long-term resilience (Figure 2.3a, g, h, Figure 2.4a, g, h). Regardless
of whether a shock has been introduced to the network, the majority of the 244 countries
in the world are included in the GWC by the year 2050, though shocks increase the size of
this component, as well as of the GSC (Figure 2.3c, d, Figure 2.4c, d). As the giant strong
component grows to include all countries in the world, a larger number of countries will
have the potential to be impacted by shocks. Additionally, all shock types produce long-
lasting reductions in network clustering, creating a less cliquish trade network (Figure 2.3e,
Figure 2.4e).
While the mean changes in network metrics are unique for each combination of shock
type, duration, and severity, variability in the impact of a specific shock on the network
means that a variety of different shocks can result in similar outcomes. This is especially
clear for long-term predictions of the influence of errors: by 2050 there is a large overlap
between the potential effects of all 3 error scenarios considered (Figure 2.3).
2.3.3 Consequences of repeated shocks
We simulated the effect of repeated shocks, considering multiple shocks of the same type
and sets of shocks in which both errors and attacks occurred. All shocks had the same
duration. With respect to most metrics, a previous attack reduces the short-term impact
of subsequent attacks: each additional attack has a lesser impact on network metrics than
the preceding attack (Figure 2.5). This observation helps to resolve the contradiction
described in the previous section–our results indicate that in the short term, for a network
that has experienced an attack, decreased vulnerability to attacks resulting from lowered
ACC outweighs increased vulnerability to attacks due to increased disassortativity. An
exception to this trend is the giant strong component size, which decreases by a larger
amount with every subsequent attack (Figure 2.5d).
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Figure 2.5: Introducing multiple attacks has a lessening impact on model network
metrics with each new iteration. All attacks are low severity/short duration, with a gap of
2 years between every attack. Bars represent the mean change in metrics for model networks
generated using the top 100 parameter sets ranked by least MSE normalized over assortativity,
number of nodes, and reciprocity. Bars are only shown for years where an attack occurred;
changes caused by the temporal evolution of the network in unshocked years are not included.
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Sequences of shocks that include the largest number of attacks will have the most
substantial long-term effects on the network, leading to lasting changes across a broad range
of metrics. For most metrics the type and occurrence of the first shock, as well as the type of
the second shock, influence long-term outcomes (Figure A.11, Figure A.12). Average path
length, heterogeneity, and density metrics show remarkable resilience. Regardless of the
number, type, magnitude, and duration of shocks, by 2050, a shocked network be similar
to an unshocked network in regards to these metrics (Figure 2.3a, g, h, Figure 2.4a, g, h,
Figure A.11, Figure A.12). As with the single shock scenarios, variation in the outcome
of different types and combinations of shocks means that disparate shock scenarios may
have comparable outcomes. For example, both double shocked networks that were initially
attacked, regardless of the type of the second shock, show similar metrics as we approach
2050 (Figure A.12). Due to the short time between shocks (2 years), the natural growth
process of the network does not significantly impact responses to shocks.
2.3.4 Comparison of attack strategies
For attacks on our model networks the use of a sequential versus simultaneous attack does
not lead to noticeably different outcomes on any time-scale in the duration/severity sce-
narios (Figure A.13). We also considered whether attacks that targeted the countries with
the largest number of export links, instead of those with the largest number of trade links,
would result in more damage to the network. However, for all duration and severity levels,
targeting countries based on total degree and out-degree are equally damaging (Figure 2.4,
Figure A.12). This result suggests that countries highly ranked in terms of total degree
will also be highly ranked by out-degree in our network, in general. This is true of the em-
pirical network where there is a significant correlation between total degree and out-degree
(Figure A.13).
2.4 Discussion
We developed a dynamic model for the time evolution of the global agri-food wheat trade
network to explore the impact of shocks on its structure and its response to subsequent
shocks. In order to fit the model, we also constructed an empirical global wheat trade
network consisting of continuous trade partnerships and analysed its network metrics. It
was found that a preferential attachment model with network rewiring was able to replicate
the temporal evolution of crucial metrics in the empirical network in many respects, despite
not requiring country-level data such a GDP. Based on analysing time evolution of historical
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metrics in the empirical network and network model predictions of future trends, we predict
that the network is evolving to be less vulnerable to attacks, though its resilience may
remain low for the next few decades. We also experimented with applying shocks to the
model network to determine the effect of factors such as extreme weather events or agro-
terrorism on its dynamics. We found that even short-term shocks (1-year duration) have
substantial and long-lasting effects on its structure, increasing the diversity of links as well
as determining its response to subsequent shocks. While attacks have the largest impact
on networks, for repeated attacks the damage from each subsequent shock will be smaller
than from the last. Different network metrics are affected in different ways by attacks, but
on the whole, attacks make the network less vulnerable to subsequent shocks.
Previous analyses of global trade networks have led to conflicting predictions regarding
the food security risks associated with the globalisation of trade, and the potential for the
disruption of trade. Global wheat and rice trade networks have been shown to be tran-
sitioning to a “robust yet fragile” state where they are vulnerable to attacks but robust
against errors [238, 110]. Conversely, Sartori & Schiavo found that the world trade net-
work’s time evolution, while resulting in increased connectivity, has not led to higher levels
of instability [263]. Our predictions regarding the future of the continuous wheat trade
network show a transition towards a more stable network configuration where countries
maintain trade links with a diverse group of partners. This pattern of growth suggests that
the network is evolving to be less vulnerable to attacks, in agreement with Puma et al.,
although attacks still have the potential to damage the network severely [238]. However,
the network is vulnerable to errors, due to low levels of cliquishness and slight assortativity.
Extreme climate events, such as floods, droughts, and heat stress, are predicted to increase
in frequency, both globally and in regions of Europe where most of the world’s wheat is
produced, over the remainder of the 21st century [101, 298]. Thus, strategies for lessening
the impact of shocks on the network will become increasingly crucial to global food security
and are an important area for future research.
The time evolution of the continuous wheat trade network’s resilience is less clear than
the time evolution of vulnerability due to opposing trends in resilience-related metrics.
Network density is predicted to decrease over the next decade but will begin to increase
beyond this time period and contribute to higher levels of resilience. This increase in
density will result from new links being added to the network much more frequently than
new nodes. Despite high symmetry, low levels of network density and heterogeneity indicate
that network resilience may be poor for a considerable portion of the next century. There is
some debate as to whether the methods used to arrive at these metrics as universal measures
of network resilience are as broadly applicable as has been asserted [300]. However, most
of our conclusions do not depend on the interpretation of these metrics.
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The network was predicted to respond differently to changes in duration and severity of
shocks for attacks versus errors. This discrepancy may suggest that strategies for dealing
with them should differ. For example, containing the spread of a shock should be a higher
priority than facilitating recovery of impacted nodes when the network is affected by an
attack, whereas in the case of an error, recovery should be the higher priority. However, the
variability in the impact of a specific shock means that shocks of different type, severity,
and duration may have similar impacts on network evolution. Attacks reduce network
vulnerability to future shocks of the same type. While it would be preferable for the
network to remain attack-free, any attack will create a positive externality by reducing
the impact of a subsequent attack that occurs while the network is recovering. Longer
gaps between shocks, allowing more time for network recovery, would reduce the overall
impact of shocks. However, the frequency of shocks impacting agri-food trade networks is
expected to increase during the 21st century, meaning that short gaps between shocks are
a reasonable assumption [298, 101].
The choice of sequential or simultaneous attacks did not significantly impact the ef-
fectiveness of an attack. However, this result is likely dependent on our network and the
severity of attacks. Sequential attacks and attacks based on other centrality measures
should be explored in future, as previous work has shown that these variations on the
attack strategy can be substantially more damaging than simultaneous attacks, and those
based on total degree centrality, for both simulated and empirical networks [157, 164]. As
well, model extensions could provide further insight into mechanisms of network growth.
For example, established exporters of a specific commodity are more attractive to po-
tential importers, suggesting that preferential attachment based on out-degree should be
considered [23, 109].
While there appears to be a lack of analyses of the network effects of shocks on agri-
food trade networks, analyses of shocks on financial networks are consistent with our
simulations. Reductions in network density and symmetry following a shock are evident
both in our model networks and in international financial networks following the 2008
financial crisis [57]. The global banking network also exhibited a reduction in density
following the financial crisis, and showed significant changes in several network metrics
up to 4 years after the crisis, suggesting protracted effects from shocks [204]. In addition
to these global effects of shocks, the impact of export bans can have long-lasting effects
for individual countries. For example, the 1997 outbreak of foot and mouth disease in
Taiwan led to export bans and severely reduced the country’s pork export [35]. As of 2013,
the average yearly export volume since 1997 was 0.02% of the average volume in the 8
years preceding the outbreak [107]. Additionally, Japan (one of the largest importers of
Taiwanese pork pre-outbreak) was forced to seek alternative trade partnerships as a result
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of the shock. In 1996, Japan’s largest source of pork was Taiwan, but by 2005 they had
ceased importing from Taiwan and had increased the volume of their imports from the
United States, Denmark, and Canada. Japan showed similar shifts in trade partnerships
in response to the outbreak of Avian Influenza in Southeast Asia in 2003-2004 [35]. In
addition to illustrating the long-term effects of shocks, these case studies provide support
for our assumed mechanism of network restructuring following a shock.
As noted in the model description, the number of nodes in the network must grow over
time and the network must be disassortative for a preferential attachment model to be
appropriate for describing network evolution. Some of our model networks become slightly
assortative as we approach 2050. This may suggest that PA will decrease in importance as
a driver of network growth, and models used for more long-term predictions should consider
different mechanisms of network growth. Our work has focused on the wheat trade network,
meaning that the impact of a shock that originated in another commodity network and
spread to the wheat network, or vice versa, cannot be evaluated. One extension of this
work could be to consider a multi-network model where the impact of a such a shock could
be quantified. Additionally, it is important to note that the continuous network we have
modelled does not include countries that only infrequently engage in wheat trade. As a
result, we are unable to quantify the impact of shocks on these countries. However, our
predictions indicate that the number of nodes in our network is approaching the number of
countries in the world, thus decreasing the number of countries excluded from our model.
Finally, we suggest that a useful continuation of this work would be extending the model
to include edge weights using methods from previous research [21, 288, 7]. This would give
us a more complete picture of wheat trade network dynamics as we move toward 2050.
As well, it would allow for more realistic predictions of shock outcomes, and thus impacts
on food security. Not all trade partnerships would have the same volume and thus shocks
impacting higher volume partnerships would have a larger impact on global trade than
those impacting low-volume trades [119].
This work demonstrates that the multi-year time evolution of specific commodity net-
works and the shocks that afflict them can be mechanistically modelled to provide insight
into dynamics and response to future shocks under various possible scenarios. Future
research should continue developing these models for the trade networks of other major
agri-food commodities so their dynamics can be compared and contrasted to gain greater
insights into the dynamics of empirical networks.
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Chapter 3
Spatial structure in protected
forest-grassland mosaics: exploring
futures under climate change
This chapter is based on the paper: Kathyrn R Fair, Chris T Bauch, and Madhur Anand.
Spatial structure in protected forest-grassland mosaics: exploring futures under climate
change. In review, 2020.
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Abstract
In mosaic ecosystems, multiple land types coexist as alternative stable states exhibiting
distinct spatial patterns. These ecosystems occur worldwide but are under threat from
anthropogenic disturbances. Designating protected areas is one approach to preserving
natural mosaic ecosystems. However, climate change will also impact protected areas, yet
there are few spatially explicit models of mosaic dynamics under climate change that can
predict its effects. We construct a spatially explicit agent-based model for a natural forest-
grassland mosaic, parametrized for the mosaics of Southern Brazil. This model is used
to investigate how spatial structure of these systems change under different environmental
conditions and disturbance regimes, including climate change. By including local spatial
interactions and fire-mediated tree recruitment, our model reproduces many important
spatial features of real-world protected mosaics, including the number of forest patches
and overall forest cover. We observe that multiple changes in environmental conditions
have significantly greater impact on tree cover and mosaic spatial structure than single
changes. This sensitivity reflects the narrow range of conditions under which simulated
mosaics persist and emphasizes the fragility of these ecosystems. Our simulations predict
that climate change impacts on the fire-mediated forest recruitment threshold will lead to
substantial increases in forest cover, with potential for complete mosaic loss under RCP 6.0
and 8.5 scenarios. Forest cover is predicted to continue increasing centuries after climate
change impacts have stabilized, and scenarios where mosaics are able to persist display
altered spatial structure at both the patch and landscape level. Our model is relatively
simple and yet predicts several realistic aspects of spatial structure as well as plausible
responses to likely regional climate shifts. Hence, further development of these models
could help protect these unique ecosystems, such as by informing site selection for new
conservation areas that will be favourable to forest-grassland mosaic under future climates.
3.1 Introduction
Understanding how population dynamics are impacted by climate is a key challenge for
ecologists in a world undergoing anthropogenic climate change [50, 61, 235, 60, 11]. Empir-
ical studies and models of tree-grass coexistence have revealed that environmental condi-
tions, including fire and rainfall, are crucial to the bistability observed in forest-grassland
mosaics and savannas [311, 280, 208, 1, 282, 253, 252, 278, 314]. Changes to these con-
ditions influence how mosaics respond to disturbances and, along with feedback loops
and ecological thresholds, cause the proportion of each land-state to vary temporally
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[161, 136, 31, 34, 275, 286]. Several models of tree-grass coexistence indicate that in-
creased rainfall and/or reduced fire frequency contribute to the encroachment of woody
species over grassland [282, 49]. However, climate change impacts on these complex sys-
tems are expected to vary greatly between regions [49, 140, 206, 146]. As a result, it has
been suggested that the development of region-specific models should be pursued [206].
Additionally, the importance of spatial context has been stressed; spatial aspects of dis-
turbances (such as fire), competition for resources, and ecological thresholds influence the
relative prevalence of different land states in these ecosystems, as well as ecosystem stability
[308, 266, 264, 34, 335, 311, 253, 252, 314].
Forest-grassland mosaics, where natural forest and grassland land-states can persist as
alternative stable states for ecosystems, occur around the world [224, 72, 80, 136, 161, 286,
29, 279, 39, 219, 31]. However, many natural forest-grassland mosaics are endangered, with
the conversion of both forest and grassland into agricultural land leading to substantial re-
ductions in natural land states [136, 224, 72]. Designating protected areas can help preserve
mosaic ecosystems, but even well-protected areas of natural forest-grassland mosaic could
be threatened by climate change. Mosaic ecosystems are expected to experience changes in
temperature, precipitation, and the frequency of disturbances such as fire and hurricanes
[279, 29, 192]. In South America, climatic predictions suggest that the forest-grassland
mosaics of Southern Brazil may experience pressure due to higher forest expansion rates
from increasing rainfall [34, 192]. Knowledge about how forest-grassland mosaics respond
to climate change could help efforts such as site selection [220] for new protected areas that
are predicted to be favourable under future climates.
These considerations motivate our objective: to construct and analyse a spatially-
explicit model of forest-grassland mosaics, parametrized for Southern Brazil. We use this
model to explore how environmental conditions and disturbance regimes, including those
resulting from climate change, impact spatial structure. Through these experiments we
can gain insights into the resilience of these complex systems, and assess their vulnerability
to climate change impacts. Our agent-based model (ABM), where each patch of land
is an ‘agent’, is based on previous non-spatial models for forest-grassland mosaics [161,
136, 310, 282]. We calibrate the model using empirical data, and compare model output
to real-world mosaics using several landscape metrics. Following this, we explore how
altering parameter value(s) impacts forest cover and spatial configuration. Through these
simulation experiments we gain insights into how mosaic persistence and spatial structure
are influenced by land-state transition dynamics. Finally, we consider scenarios where
land state transitions are impacted by climate change through changes in precipitation.
The effects of climate change are measured both through changes in forest cover, and in
alterations to the spatial structure of the landscape via changing disturbance regimes.
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3.2 Methods
3.2.1 Study system
Brazilian forest-grassland mosaics (23◦ to 30◦ S, 55◦ to 48◦ W) are selected as our study
system due to their high conservation value, and the availability of empirical data for
parameter fitting and model comparison. Southern Brazil’s mosaics consist of Atlantic
forest and Campos grassland – ecosystems with high species richness [31, 209, 227]. This
species richness, combined with the fact that the Atlantic forest is home to the endangered
Parana´ Pine (Araucaria angustifolia) and other endemic species, makes Brazil’s forest-
grassland mosaics some of the most biodiverse on Earth [31, 275, 136]. However, both
Atlantic forest and Campos are incurring losses as land is converted for human use [227, 31].
To evaluate our model’s performance, we use satellite images of the Brazilian forest-
grassland mosaics as a reference. As our model does not include the impact of direct
anthropogenic activities (logging, etc.), we want to compare our model to an area that had
not been strongly influenced by humans. Established in 1959, Aparados da Serra (AdS)
National Park, one of the oldest in Brazil, is situated at a point where the Atlantic Forest
and Campos grassland meet to create a mosaic [230]. While human-driven changes to the
area cannot be discounted, especially prior to the creation of the park, their impacts are
limited in comparison to unprotected areas.
Image files covering the forest-grassland mosaics located within AdS (29.07◦-29.15◦ S,
50.10◦-50.01◦ W) captured by the Sentinel-2A satellite are obtained through the Copernicus
Open Access Hub [2]. We generate a normalized difference vegetation index (NDVI) image
(10m spatial resolution) using the spectral bands 4 (Red) and 8 (Near-infrared/NIR) with
the raster package for R (Version 3.5.1) to identify forested areas [144, 241, 211]. NDVI,
calculated as NDVI = NIR−Red
NIR+Red
operates on the principle that areas with dense vegetation,
such as forests, reflect a higher proportion of near-infrared radiation than visible light, and
thus the pixels of an image containing forest will have high NDVI values [211].
The NDVI image is classified using a k-means clustering algorithm to identify cells with
similar NDVI values using the R stats package [291]. The classified groups of cells were
sorted into “forest” and “non-forest” categories by comparing the results of the clustering
algorithm to a “true colour” image created by stacking bands 2 (Blue), 3 (Green) and 4
(Figure 3.1). These categories are used to generate a “forest mask” of the image; a binary
representation indicating forest and non-forest areas. This mask image is split into 16
landscapes of 200× 200 cells (4 km2), arranged in a 4× 4 grid and centred on the original
image to minimize edge effects (Figure B.1).
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Figure 3.1: Forest-grassland mosaics in Southern Brazil’s Aparados da Serra National
Park. True colour image of the mosaics in Aparados da Serra National Park (29.07◦-29.15◦ S,
50.10◦-50.01◦ W) generated using data from the Sentinel-2A satellite [2].
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For each landscape, forest patches (connected components) are labelled, and several
key landscape- and patch-level metrics describing the spatial distribution of forest were
calculated (Table 3.1) using the SDMTools package for R [315, 241, 55, 198]. We repeat
this process at 20m resolution generating 4 landscapes (Figure B.1). Considering multiple
scales allows us to evaluate our model without explicitly defining a cell size for the simulated
landscapes. We are unable to include 30m and 40m resolutions as both result in only 1
landscape, making any meaningful comparison difficult.
Table 3.1: Spatial metrics for describing mosaics. Metrics used to describe the spatial
configuration of land states.
Metric Description
Forest cover Percent of cells in landscape classified as forest
Number of patches Number of forest patches (connected components, queen’s
case) in landscape
Landscape Shape Index (LSI) Measures aggregation of forest patches in landscape, de-
scribes complexity of landscape structure (higher LSI cor-
responds to a more complex landscape)
Effective Mesh Size (EMS) Area of forest accessible from a randomly chosen forest cell
in landscape, describes the probability that two randomly
chosen forest cells are connected (higher EMS corresponds
to lower landscape fragmentation)
Patch area Area of forest patch (cell area = 1 unit2)
Patch perimeter Perimeter of forest patch, including internal holes (cell edge
= 1 unit)
Shape index (SI) Complexity of forest patch (higher SI corresponds to a more
complex patch); perimeter/
√
area
3.2.2 Base model
Our ABM uses mechanisms similar to those employed in the ordinary differential equation
(ODE) model developed by Innes et al. [161], with alterations to discretize the system and
add spatial structure. The ABM describes a landscape divided into cells, which can be
in a forest (F ) or grassland (G) state at any given time-step. Rates of change for forest
and grassland populations are converted to probabilities of transition between states for
individual cells. Introducing spatial structure allows us to implement transitions influenced
by local conditions. The model is parametrized by drawing realistic parameter ranges from
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empirical data on tropical tree-grass systems, and selecting a set of base parameters to
represent conditions in Southern Brazilian forest-grassland mosaics (Table 3.2).
A landscape, comprised of N = 40000 cells, is represented by a 2-D square lattice. The
lattice has dimensions of 200×200 cells and is mapped onto a torus. The dynamics of a cell
are influenced by the land-state of adjacent cells (Moore neighbourhood, radius 1). These
spatially constrained local interactions drive the dynamics of the system at the landscape
level, leading to the emergence of some overall organization.
Transition probabilities for the ijth cell are given by
P F→Gij = ν(1− FLij) + εν (3.1)
and
PG→Fij = αF
L
ijH(F
L
ij − Tij) + εα, (3.2)
where
FLij =
1
9
∑
n∈R
(staten = F ) (3.3)
is the local proportion of forest, i.e. the proporotion of forest in the Moore neighbourhood,
R, of the ijth cell, including the ijth cell itself such that R = {(i−1, j−1), (i−1, j), . . . , (i+
1, j), (i + 1, j + 1)}. As cells have only 2 possible states, 1 − FLij = GLij. Density-
dependent forest recruitment and mortality rates have coefficients α and ν respectively.
We also include some small probability that land-state transitions occur randomly, both
for recruitment (εα) and mortality (εν). For simplicity we set εν = εα = ε where ε > 0.
However, ε  1, and thus land state changes are largely driven by density-dependent
dynamics.
Density-dependent forest recruitment and mortality transitions are utilized because
forest mortality will increase with grassland cover, and recruitment with tree cover [282,
310, 243]. In forest-grassland mosaics, fire decreases the forest recruitment rate by killing
or limiting the growth of saplings and contributes to mortality for both saplings and mature
trees. Fire frequency decreases dramatically for sufficiently high cover, as dense tree stands
are better able to resist the onset of fire than trees that sparsely populate grassland areas
[29, 279, 266, 148]. This combination of factors means that below some threshold forest
cover level recruitment is suppressed by fire and increases greatly once the threshold is met
or exceeded [161, 13, 266].
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We use a step function, H(x), to describe this threshold mechanism, where
H(FLij − Tij) =
{
1, FLij − Tij ≥ 0
0, FLij − Tij < 0
(3.4)
with Tij representing a fire-mediated ecological threshold to forest recruitment in the ij
th
cell [266, 161, 136].
To illustrate how spatially heterogeneous factors may impact the recruitment threshold,
we allow Tij to vary; each Tij = T
L−S/9 + (1/9)∗Round(rand(0, 1)∗ 2S) where TL = 4/9
and S = 3. The value of S is tuned, and is meant to capture the broad range of forest
cover over which fire can occur [311, 280]. Thus, Tij ∈
{
1
9
, . . . , 7
9
}
, the distribution of Tij
values is symmetric around TL = 4
9
, and limN→∞ T ij = limN→∞(
∑√N
i=1
∑√N
j=1 Tij)/N = T ,
where T is a landscape-level mean threshold value. For simplicity, we restrict ourselves to a
finite set of possible Tij values as Fij ∈
{
0
9
, 1
9
, . . . , 8
9
, 9
9
}
. While we experimented with other
distributions, and different levels of variability, they were unable to consistently produce
mosaic outcomes using the baseline parametrization or resulted in forest patches with high
regularity (i.e. approximately circular patches), which do not resemble those in real-world
mosaics.
This heterogeneity in threshold values can be interpreted as the result of several factors
that we do not explicitly model. First, while we do not define the size of a cell in our
simulation, we assume they have roughly the same dimensions as the cells in our satellite
data (10m, 20m resolution, see Subsection 3.2.1 for further detail). However, the threshold
value of 40% often cited is based on analysis over large areas and we cannot discount
the possibility of heterogeneity within smaller spatial units [13, 335, 311]. Thus, we allow
localized heterogeneity in threshold values, but require that T ij ≈ TL ≈ 40%, as the
landscape will be closer in size to the areas surveyed in empirical studies. Heterogeneity
may result from differences in the density of tree stands, not captured by our binary
land-state classification, that impact the ability of trees in a neighbourhood to resist fire
[223]. Spatial variation in fire intensity and frequency may alter the threshold locally
[266, 139, 149]. Additionally, tree cover is influenced by spatially heterogeneous factors,
such as soil texture and wild herbivory, that can impact fire regimes [328, 262, 237, 281, 12].
Finally, we note that, in South America, fires still occur regularly in locations with high
tree cover, meaning fire can dampen recruitment even in largely forested areas [280, 311].
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3.2.3 Base model analysis
The model is implemented in C++. Throughout simulations we track the total proportion
of forest in the landscape at time t, given by F (t) =
∑√N
i=1
∑√N
j=1(stateij(t) = F )/N .
Simulation runs are initialized by creating a landscape of either all forest (if desired F (0) ≥
0.5) or all grassland cells (if desired F (0) =< 0.5), then seeding it with small patches.
Seeding is done by randomly changing the land-state of 2 × 2 cell blocks, alternating
between changing grassland to forest, and vice versa. The process is repeated until the
proportions of forest cells in the landscape match the desired F (0) value, where F (0) ∈
{0.05, 0.15, . . . , 0.85, 0.95}. A more systematic seeding of the landscapes – to match current
clustering in real-world mosaics – may reduce the run-time of the simulations. However, we
use this random initialization as we do not want the model’s ability to produce mosaic-like
spatial patterns to depend on a pre-determined layout.
Table 3.2: Parameters for mosaic model. Parameter ranges are generated from empiri-
cal data, with base values chosen to represent conditions in Southern Brazil’s forest-grassland
mosaics. Threshold-related parameters are unitless, land-state transition rates are annual, but
contribute to unitless probabilities within each timestep (year).
Parameter Description Range Base value Sources
TL Base cell-level threshold to forest re-
cruitment
[0.24, 0.45] 4/9 [13, 311, 280,
335, 279]
S Controls range of cell-level recruit-
ment thresholds
tuned 3 [311, 280]
α Forest recruitment rate [0.1, 0.5] 0.3 [310, 136, 215]
ν Forest mortality rate [0.01, 0.26] 0.05 [91, 310, 215, 30,
147, 141, 162,
136]
ε Random land-state transition rate [0, 0.0001] 0.000025 [161], tuning
Once initialized, the model is run for 500, 000 time-steps (representing years) to allow
the simulated landscapes to develop spatial structure and settle to a relatively stable level
of forest cover. All simulations where, within the final 100, 000 time-steps, max(F ) −
min(F ) > 0.05 are discarded as they have not stabilized. The remaining simulations are
classified as being in a certain state based on the proportion of forest cells in the landscape;
grassland (G) if F (500, 000) < 0.05, mosaic (M) if 0.05 ≤ F (500, 000) < 0.6, and forest
(F ) if F (500, 000) ≥ 0.6 [145]. These final time-step states are not necessarily equilibrium
states for the system. They may also be long-term transients, a common occurrence in
ecological models that incorporate spatial structure and/or stochasticity [131, 129, 130].
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However, as many real-world ecological systems take long periods of time to reach a steady
state, their dynamics along the trajectory towards this equilibrium remain an important
area of study.
As with the real-world mosaics, we calculate spatial metrics for each simulated land-
scape (Table 3.1). We note that while the model employs periodic boundary conditions,
the patch labelling process does not consider that a patch on the edge of the landscape
may be part of a larger continuous area that continues on the opposite boundary. After
comparing our base model to real-world mosaics, we explore the parameter space to de-
termine how parameters interact to produce the simulated landscapes. We consider how
varying one or more parameter value from the base set changes both the model outcomes
– what landscape states are possible (F,G,M , or some combination thereof) – and the
spatial structure of the landscape. As in the base model, we discard any simulations that
do not stabilize.
3.2.4 Climate projections
In order to model the impact of climate change on Brazil’s forest-grassland mosaics, we need
climate projections that are both specific to the geographic region and cover a length of time
at least on par with the time-scales over which mosaics experience change. Our variables
of interest are mean annual temperature (MAT) and mean annual precipitation (MAP).
Though seasonality and extremes in temperature and precipitation undoubtedly influence
mosaics, we focus on yearly averages as a starting point for modelling climate impacts.
Projections generated from global climate models (GCMs) give the best available estimates
of future climate change impacts. GCM simulations can be used to explore different climate
change scenarios, known as Representative Concentration Pathways (RCPs), named for
the levels of radiative forcing they forecast for the year 2100 (2.6, 4.5, 6.0, and 8.5 W/m2
respectively) [313].
While mosaics may exhibit climate change-driven changes within the next half-century,
we seek to explore trends over a larger time frame. To generate long-term trends for MAT
and MAP specific to our region of interest we begin with data on global CO2 concentra-
tions for 1765-2500, combining historical measurements (1765-2004) with projections for
the RCPs (2005-2500), compiled by Meinshausen et al. (Figure B.2) [201, 312, 62, 112, 248].
Previous models have assumed that the change in MAT relative to pre-industrial temper-
atures (∆Tc) varies with CO2 according to the equation
∆Tc =
S
ln(2)
ln
(
CO2
CO2(t=1765)
)
(3.5)
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where S is the equilibrium climate sensitivity (change in equilibrium global average tem-
perature for a doubling of atmospheric CO2 concentration from pre-industrial levels) and
CO2(t=1765) = 278.05158 ppm is the pre-industrial concentration [172, 44, 173, 201, 200,
265]. The IPCC 5th Assessment Report estimated that S ∈ (1.5, 4.5)◦C [285] while the
IPCC 4th Assessment Report stated a likely value of 3 ◦C for S with S ∈ [2, 4.5]◦C [56].
For changes in MAP relative to pre-industrial levels (∆P ) we use
∆P = 365
(
A ln
(
CO2
CO2(t=1765)
)
+B∆Tc + C ln
(
CO2
CO2(t=1765)
)
∆Tc
)
(3.6)
where CO2(t=1765) and ∆Tc are as described previously, and ∆P is given in mm/year [124].
Coefficients A,B and C approximate partial derivatives
A ≈ ∂P
∂(ln(CO2))
at Tc = 0 (control temperature)
B ≈ ∂P
∂Tc
at CO2(t=1765)
C ≈ ∂
2P
∂Tc∂(ln(CO2))
(3.7)
but include effects from other sources [124]. Units for A are mm, for B and C are mm/◦C.
Historical data for Brazil’s forest-grassland mosaics yields “current” (year=1990) cli-
mate data (MAT ≈ 18.17◦C, MAP ≈ 1620 mm, taken as averages of the 1960-1990 mean
values within the region) [143, 142]. Additionally, we obtain GCM climate projections
specific to Southern Brazil’s forest-grassland mosaics for the years 2050 (2041-2060 av-
erage) and 2070 (2061-2080 average) [143, 142]. MAT and MAP values for each RCP
at 2050 and 2070 are taken as the mean of the projections from the set of GCMs for
which a complete data set is available (containing RCP 2.6, 4.5, 6.0, and 8.5 projections
for 2050 and 2070) in the WorldClim database. These models are CCSM4, GISS-E2-
R, HadGEM2-AO, HadGEM2-ES, IPSL-CM5A-LR, MIROC-ESM-CHEM, MIROC-ESM,
MIROC5, MRI-CGCM3, and NorESM1-M [142, 143].
To determine an S value for Equation 3.5 we minimize the sum of the squared errors
(SSE) between the GCM-predicted temperature changes and the corresponding change
predicted using Equation 3.5. Errors are in predicted changes from 1990 to 2050 and from
1990 to 2070, across all RCPs. We obtain S ≈ 3.36, falling within the range proposed by
the IPCC [285]. Using this S-value, we project changes in temperature to obtain MAT
projections for the mosaics (Figure B.2).
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Our projections for ∆Tc and the CO2 projections from Hijmans et al. are inserted
into Equation 3.6 at 2050 and 2070 for all RCPs, and we minimize the SSE for projected
precipitation changes between the GCMs and Equation 3.6 to obtain A ≈ −0.24, B ≈
0.226, C ≈ −0.000745 [143]. When minimizing, we require |A|, |B|, |C| ∈ [0, 1] and A,C <
0, B > 0 so that our coefficients have the same sign and similar magnitude to those stated
for global precipitation change by Good et al. [124]. Our coefficient values differ from those
for global precipitation change as we are considering changes at a much finer scale. Using
these fitted parameters, we generate precipitation projections (Figure B.2). While there is
some deviation from the GCM-based projections for MAT and MAP, particularly for RCP
2.6, Equation 3.5 and Equation 3.6 perform reasonably well, given their simplicity.
3.2.5 Climate change mechanisms
To model how climate change impacts manifest in forest-grassland mosaics, we need to
link system dynamics to climate variables. Climatic variation, distinct from that caused
by anthropogenic climate, influences system dynamics over large timescales. However, the
rapid and substantial increases in atmospheric CO2 since the beginning of the Industrial
Revolution depart from the trend shown over the past 800, 000 years, with current con-
centrations of around 400 ppm the highest in 3 million years [334, 32]. This recent rapid
acceleration in emissions has resulted in changes impacting system dynamics on a much
shorter timescale than those resulting from natural climatic shifts. Simulations are run for
500, 000 time-steps with our base parameter set, as in the original model. Following this,
they are run for an additional 511 time-steps, representing the years 1990-2500. While
climate change was undoubtedly impacting these ecosystems prior to 1990, detailed data
on climatic variables and fire regimes has only recently become available.
Forest recruitment as a function of precipitation can be modelled as
α(P ) = αmax
P
hP + P
(3.8)
where P represents MAP, αmax is the maximum recruitment rate, and hP is the MAP at
which recruitment is reduced to 50% of αmax [310]. Given that our base and maximum
recruitment rates are 0.3 and 0.5 respectively (Table 3.2), and precipitation in 1990 was
1619.897 mm/yr, we assume α(1619.897) = α(P (5000001)) = 0.3, αmax = 0.5, and find
hP =
2
3
(1619.897) ≈ 1080 mm/yr. Using Equation 3.8 and our precipitation values from
Equation 3.6 we model how recruitment changes with precipitation and create projections
from 1990-2500 for each RCP (Figure B.3).
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As the threshold to recruitment is fire-mediated, and the probability of fire varies with
MAP, we assume that threshold values (Tij) are impacted by changes in precipitation
[311]. Recent empirical work suggests that fire frequency is highest at intermediate MAP
values, with van Nes et al. showing that the probability of fire as a function of MAP
can be modelled with a logistic optimum function [233, 309, 311]. We assume that the
fire-mediated threshold will vary with MAP according to a similar relationship, such that
Tij(P ) =
TBij
δ
 κ
1 + e
−
(
p1
(
P−P0
P0
)2
+p2
(
P−P0
P0
)
+p3
)
 (3.9)
where TBij is the threshold defined for the base model, κ modifies the maximum value (κ/2)
of the logistic optimum function, P0 is the location of the peak in fire frequency, and δ is the
probability of fire in the year 1990, ensuring that Tij(1619.897) = T
B
ij . Logistic optimum
parameters (p1 = −7.57, p2 = 0.00649, p3 = −2.48× 10−6) are taken from van Nes et al.,
who fit a logistic optimum function to empirical data for South America [311]. We obtain
P0 = 1354 mm/yr and κ = 0.06704 using a non-linear least-squares estimate of the fit of a
logistic optimum function to the data presented in [311] for fire probability as a function of
MAP for South America, and thus find δ ≈ 0.02868. The mean (landscape-level) threshold
as a function of precipitation, and as projected over time are shown in Figure B.3.
3.3 Results
3.3.1 Base model
In this subsection, we report temporal trends in model behaviour, and demonstrate the
model’s ability to consistently produce mosaic landscapes. For our base parameter set
(Table 3.2), all simulations begin with a short period of substantial landscape restructuring
as cell-level interactions lead the initial random layout of the landscape to shift to one with
distinct clustering. This results in large changes in forest cover (e.g. Figure 3.2a (t = 0)
and b (t = 50)). Following this restructuring period, short timescale small amplitude
fluctuations (Figure 3.2f) in forest cover occur, as boundaries between forest and grassland
shift (e.g. Figure 3.2c (t = 5000) and d (t = 500000)). These fluctuations are overlaid on
long-term trends in forest cover change (Figure 3.2e). The direction and final outcome of
these long-term trends depends on initial forest cover (Figure B.4). For our base parameter
set, approximately 95% of simulations stabilize and are included in our analysis.
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Figure 3.2: Distinct spatial structure emerges from local cell-level interactions in sim-
ulated landscapes. (a)-(d) visualize a landscape at various time-steps to show forest patch
formation, (e),(f) show associated time-series for forest cover on the landscape. Simulation uses
base parameter set, with F (0) = 0.35.
3.3.2 Comparison to real-world mosaics
In this subsection we contrast modelled and real-world mosaics, highlighting our model’s
ability to produce realistic landscapes (see Table 3.1 for spatial metric definitions). The
base model returns a mean forest cover close to those for landscapes from Aparados da Serra
National Park (Figure 3.3a). We observe F +M states, with the 10m resolution landscapes
covering a broader range of forest covers than the base model, while 20m landscapes display
a narrower range. The base model has a similar mean for number of forest patches as the
20m data (Figure 3.3b), and all ranges for the base model have large regions of overlap
with those from AdS. However, mean landscape shape index in the model was markedly
higher than in AdS (Figure 3.3c), accompanied by lower effective mesh size (Figure 3.3d).
55
Figure 3.3: Simulated and real-world mosaics display similar landscape-level spatial
characteristics. 10m and 20m resolution landscapes from Aparados da Serra national park
compared to simulated landscapes for (a) forest cover (b) number of forest patches (c) effective
mesh size (d) landscape shape index. Solid dots indicate outliers, while ×’s indicate observations
for each landscape in the satellite image. 250 simulations are run for each F (0), discarding any
that do not stabilize.
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To compare the model to AdS on a finer scale, we also consider the distribution of
patch-level characteristics within a landscape. Distributions for these metrics are similar
for AdS across spatial resolutions; the majority of patches have low area and perimeter
values, leading to low shape index values (Figure B.5). Small, simple patches are also
common in the base model, though they do not occur as frequently as in AdS, especially
at 10m resolution. Mean count distributions decay at a similar rate, however modelled
landscapes may contain larger numbers of patches with area and perimeter values roughly
in the 10-100 unit range than we observe in the AdS data. Overall, the model captures
the diverse range of possible configurations for real-world mosaic landscapes.
3.3.3 Exploring parameter space
In this subsection we illustrate the narrow range of parameter values under which mosaics
can persist, indicating that these ecosystems may be vulnerable to external shocks. We ad-
ditionally demonstrate that while changes to individual parameter values (representing the
mosaic’s response to environmental conditions) may impact mosaic structure, the results
are magnified when multiple parameters are changed.
A broad range of forest cover levels and spatial characteristics (Figure 3.4, Figure 3.5,
Figure B.6-Figure B.16), can be obtained by varying parameters. Patch area and land-
scape effective mesh size change with forest cover in a consistent way regardless of any
parameter variation. At low forest cover, patch areas are small and effective mesh size is
low, while at high forest cover the effective mesh size is high and a small number of large
patches dominate the landscape, with all others having very small areas (Figure B.6, Fig-
ure B.8, Figure B.10, Figure B.12-Figure B.14). This consistency does not hold for other
spatial metrics; simulations run with different parameter sets may result in landscapes
with the same forest cover level but with distinct spatial configurations, depending on the
parameter(s) varied (Figure 3.4, Figure 3.5, Figure B.6-Figure B.16).
When the recruitment rate exceeds 0.19 mosaics landscapes, where F (500000) ∈ [0.05, 0.6),
occur (Figure 3.4a). The relationship between F (0) and the final level of forest cover holds
regardless of recruitment, with higher initial cover corresponding to higher final cover.
When forest cover exceeds 50%, α-values above base result in a higher maximum patch
perimeter (Figure 3.4b), with larger increases corresponding to higher α-values. This re-
sults in higher shape index (SI) values for these patches, and thus higher landscape shape
index (LSI) values (Figure B.6). Recruitment slightly below base may result in fewer forest
patches for landscapes with approximately 20− 30% forest cover (Figure 3.4c), leading to
lower LSI values (Figure B.6).
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Figure 3.4: Forest recruitment impacts landscape forest cover and spatial structure.
(a) Effect of recruitment on forest cover. Points indicate individual simulations, lines show a
LOESS (locally estimated scatter plot smoothing) curve for each F (0). Vertical dashed line
marks base recruitment rate, horizontal bars indicate ranges of α for which different landscape
outcomes are possible. (b) and (c) display the effect of recruitment on perimeter and number of
forest patches. Here colour corresponds to α-value for each α-vary run (black for base), shape
indicates the value in relation to base α. 250 simulations run for each F (0), discarding any that
do not stabilize, with 25% of points shown in (b) and (c) to avoid over plotting
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Mosaic outcomes are only possible when the tree mortality rate is near its base value,
ν ∈ (0.034, 0.074) (Figure B.7). Within the range of ν-values that admit mosaic outcomes,
higher tree mortality reduces the range of possible forest cover levels. For forest cover in
20 − 30% mortality slight above base can result in fewer forest patches (Figure B.7) and
a lower LSI (Figure B.8). As well, for landscapes with approximately 55% or more forest,
mortality below base leads to higher perimeter (Figure B.7) and SI (Figure B.8) values for
large patches, with larger deviation from base mortality corresponding to larger changes
in these metrics, and thus in LSI (Figure B.8).
In order to generate mosaic outcomes, the random land-state transition rate must be
less than 0.00017 (Figure B.9) For moderate to high ε we get all F states, and if ε = 0 we
get F +G+M (Figure B.9), a combination not possible when varying either recruitment
or mortality rates (Figure 3.4a, Figure B.7). Exceeding base ε boosts the number of forest
patches in landscapes with at least 40% forest cover, and for those with at least 60%
additionally results in higher maximum patch perimeter (Figure B.9), increasing their SI
(Figure B.10). These changes result in higher LSI for landscapes with approximately 50%
or more forest cover (Figure B.10).
When varying both tree recruitment and mortality (Figure 3.5a, Figure B.11), mosaics
occur in the region enclosed by the lines ν = 0.1α + 0.0013 and ν = 0.24α + 0.0039. The
band of α − ν combinations that admit mosaic outcomes widens with increased mortal-
ity and recruitment, suggesting that high density-dependent turnover rates facilitate the
persistence of mosaics. Interaction between α and ε results in different combinations of
outcomes, with mosaics possible in the region enclosed by ε = 0.029 e−27α − 0.00014 and
α = 0.5825 − 0.42ε
0.000085+ε
(Figure 3.5b, Figure B.11). Mosaics can occur for (ν, ε) between
ε = 0.47ν2− 0.049ν + 0.00096 and ν = 0.055ε
ε+0.00019
+ 0.024 (Figure 3.5c, Figure B.11). Unlike
the case of the α − ν plane, the band of parameter combinations that admit mosaic out-
comes does not widen as parameter values increase for the α − ε and ν − ε planes. Here,
ε increase results in an narrowing of the range of α (or ν) values under which mosaics can
occur.
On all 3 planes, the range of parameters under which mosaics occur is small, and the
base parameter set is located in a region where slight alterations in one or more transition
rate could lead to mosaic states only (Figure 3.5, Figure B.11). Within the region of pa-
rameter space that admits a specific landscape state there will be variation in the forest
cover level (higher forest cover for mosaics in a F +M region than an M region, etc.) cre-
ating smooth transitions between landscape states (Figure 3.5). A high random land-state
transition rate facilitates the persistence of mosaics when forest recruitment is lower (or
mortality higher) than would admit mosaic outcomes when ε is at base, suggesting frequent
random transitions favour the establishment of forest in our model. This relates to the
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fire-mediated recruitment threshold, which prevents forest recruitment in neighbourhoods
with low forest cover. In such a neighbourhood, the only avenue for forest establishment
is random land-state transition, with higher random transition rates facilitating increased
forest growth. Random land-state transitions do not provide the same benefit to grassland
establishment, as there is no threshold to forest mortality.
Plots of patch perimeter, area, and shape index (as well as effective mesh size) vs.
forest cover when varying 2 parameters do not depart noticeably from plots of the same
data when varying 1 parameter (Figure B.12- Figure B.14). For the α− ν plane, the same
is true when plotting landscape shape index and number of forest patches vs. forest cover
(Figure B.12). However, for the α − ε and ν − ε planes, varying both parameters can
result in more complex landscapes with substantially higher numbers of forest patches,
and larger landscape shape index values, than if only 1 parameter is varied (Figure B.13,
This is achieved through high ε values, combined with low α values in the case of the α−ε
plane (Figure B.15) and high ν values for the ν−ε plane (Figure B.16). While the number
of forest patches and LSI are boosted in both cases, combining high ε with low α creates
the largest departure from base.
Figure 3.5: Mosaics occur in a narrow region of parameter space. Forest cover due to
combined effect of (a) forest recruitment and mortality, (b) forest recruitment and random land-
state transitions, and (c) forest mortality and random land-state transitions. Location of base
rates are indicated with ×. For each parameter plane 10000 simulations are run (1000 for each
F (0)), discarding any that do not stabilize. Dashed lines enclose the region where mosaics occur,
with solid lines enclose the region where only mosaics are possible.
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3.3.4 Climate change scenarios
The results in this subsection will demonstrate how Brazil’s mosaics may be impacted by
climate change, with potential for drastic increases in forest cover causing mosaic loss, as
well as structural changes to remaining mosaics. We also note that delays between changes
in external conditions and system responses could be a feature of climate-impacted mosaics.
A range of outcomes is possible, depending both on the RCP considered, and what
parameter(s) are impacted by climate change (Figure 3.6). Changes to the recruitment
threshold have a substantial impact on forest cover (Figure 3.6a); under RCP 6.0 and 8.5
they result in complete loss of mosaics (by 2210 and 2130 respectively) due to increased
forest cover. RCP 4.5 results in some loss of mosaics, with the mean forest cover level
exceeding the mosaic range by 2440. Under RCP 2.6, forest cover decreases slowly from
the mid 2300s onwards, a result of precipitation decreasing towards its pre-1990 level. Pro-
jected long-term forest cover is highly variable for RCP 2.6 and 4.5 but not for RCP 6.0
or 8.5. Climate-impacted recruitment has a much smaller impact on forest cover (Fig-
ure 3.6b), as recruitment is still limited by the fire-mediated threshold. However, we do
still observe small increases in forest cover (<1%) by 2500 under RCP 4.5, 6.0 and 8.5.
When both recruitment and the recruitment threshold are climate-impacted, forest cover
increases slightly faster than when only the threshold is impacted (Figure 3.6a) but long-
term outcomes are similar. Due to these considerations, we focus on results from the
climate-impacted threshold for the remainder of the section.
For decadal changes in threshold and forest cover (Figure B.17) the timing of the initial
change in value, maximum absolute change, and stabilization do not coincide. We define
the time of initial change and stabilization for threshold as the first year where ∆T > 0 and
∆T = 0 respectively (with the latter following the former). For forest cover we take the
first year where ∆F > max(∆FBase) and ∆F < max(∆FBase) such that the forest cover
change is measured in comparison to a scenario with no climate change. The majority
of simulations show a delay between when the threshold begins to vary and when forest
cover begins to change (Figure 3.7a). The maximum absolute change in threshold precedes
the maximum absolute change in forest cover for all RCP, with the gap between these two
events decreasing as we move from RCP 4.5 through RCP 6.0 to RCP 8.5 (Figure 3.7b). In
all RCP 8.5 simulations, forest cover stabilizes before the threshold (Figure 3.7c), as forest
cover quickly reaches its maximum value (of approximately 100%) due to the swift and
substantial decrease in threshold under this scenario (Figure B.17). However, for RCP 4.5
and 6.0, forest cover may take decades or centuries to stabilize. As RCP 2.6 scenarios do not
experience forest cover stabilization (Figure 3.6a), we do not include them in Figure 3.7c.
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Figure 3.6: Climate impacts on the forest recruitment rate and threshold to recruit-
ment can lead to increases in forest cover. a) Points indicate mean values for each scenario,
envelopes indicate the associated min/max range. b) Climate-impacted recruitment only, thick
lines indicate means for each RCP, thin lines represent individual runs. For each scenario 500
simulations are run.
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Figure 3.7: Climate impacted mosaics may experience delays between shifts in external
conditions and system responses. Delays between a) initial changes, b) largest absolute
decadal changes c) stabilization in threshold and forest cover.
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A climate-impacted threshold alters the spatial layout of landscapes, despite no sub-
stantial changes in the number of patches (Figure B.18). For forest cover roughly between
50% and 75%, patches with mid-level values for area, perimeter, and shape index occur
(Figure B.18). Additionally landscapes with 25−75% forest cover will have lower landscape
shape index values and, for forest cover in 50− 75%, lower effective mesh size values than
those where threshold is held constant. Under RCP 6.0 and 8.5 these alterations occur as
part of a transition to a landscape with a single connected forest patch and > 99% forest
cover. However, for RCP 2.6 and 4.5, we observe that these changes persist to the end of
the simulations (Figure 3.8). Spatial structure in mosaics with climate-impacted recruit-
ment does not differ greatly from that in those with constant recruitment (Figure B.19),
while mosaics where both recruitment and threshold are impacted have similar structure
to those where only the threshold varies over time (Figure B.20).
Figure 3.8: Mosaics with climate impacted recruitment thresholds exhibit alterations
to spatial structure. (a) patch area (b) patch perimeter (c) patch shape index (d) number of
forest patches (e) landscape shape index and (f) effective mesh size of landscapes under RCP 2.6
and 4.5. For each scenario 500 simulations are run.
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3.4 Discussion
We developed and analysed a spatially-explicit model of forest-grassland mosaic dynamics,
parametrized for the Atlantic forest-Campos grassland mosaics of Southern Brazil. The
model, through the inclusion of fire-mediated tree recruitment and local spatial interac-
tions, reproduces key spatial features of real-world protected mosaics. This model is used
to examine how disturbances and environmental conditions influence the spatial structure
of these complex systems, with special emphasis on the effects of anthropogenic climate
change. Model analysis shows that mosaics are vulnerable to disturbances altering condi-
tions in the landscape. They persist only under a narrow range of conditions, and when
multiple aspects of system conditions are altered the impact is substantially higher than if
a single condition is changed. Simulations with a climate-impacted recruitment threshold
show marked increases in forest cover for all but the RCP 2.6 trajectory, with RCP 6.0,
and 8.5 trajectories leading to total mosaic loss. Additionally, results suggest that even
after changes to the threshold cease it may take centuries for forest cover to stabilize, with
mosaics experiencing lasting changes to spatial structure.
Our model reproduces aspects of the diverse range of spatial characteristics exhibited
by the Brazilian forest-grassland mosaics, both at the patch and landscape level. Some
discrepancies between the model and the empirical data were observed–particularly with
respect to the landscape shape index–but these are to be expected considering the sim-
plicity of the model. Real-world mosaics are subject to human activities (deforestation,
construction of roads, etc.) not considered in our model that could explain the differences
in the shape index. The extent of these aspects would be lessened in national parks like
Aparados da Serra, but not non-existent. Factors including soil heterogeneity and topog-
raphy, not included in this model, may also impact these elements of spatial structure.
Additionally, our assumption of constant transition rates is not realistic over extended
time periods; even prior to the advent of anthropogenic climate change some variation in
conditions impacting system dynamics would have occurred.
Simulations show that mosaics persist under a limited range of conditions, indicating
that these complex ecosystems are not robust to multiple perturbations. This is fur-
ther highlighted by the fact that our base parameter values (representing the Brazilian
forest-grassland mosaics) occur in a region of the parameter planes where small changes to
conditions could shift the system away from a regime where both mosaics and forest are
possible. When forest mortality and recruitment rates are high mosaics can persist under a
broader range of conditions than when land-state changes occur less frequently, suggesting
high density-dependent transition rates facilitate mosaic persistence. Land state transition
rates influence landscape spatial structure, impacting patch perimeter and shape index, the
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number of patches, and landscape shape index values. If the random land-state transition
rate, along with either the forest mortality rate or the recruitment rate, depart from their
base value the effect on spatial structure is magnified.
Our climate change simulations suggest that increasing CO2 levels will lead to forest
expansion, due to climate change driven increases in precipitation. Higher recruitment
rates in simulated climate change scenarios result in slightly higher forest cover. However,
the majority of increases in forest cover are driven by reductions to the fire-mediated
recruitment threshold. These reductions occur due to increases in precipitation, which
lower the probability (and likely severity, though we do not consider this) of fire.
This result agrees with those of previous models of forest-grassland mosaic and savan-
nah systems, both general [282] and specific to other geographic regions [49], that point
to increased rainfall and reduced fire frequency as drivers of increases in woody species
prevalence. Under RCP 6.0 and 8.5, where precipitation increases greatly resulting in sub-
stantial reduction in fire probability, grassland disappears entirely. As empirical studies
and models have shown that precipitation and fire play key roles in the maintenance of
tree-grass bistability [311, 279, 208, 1, 282, 278, 314], it follows that climatic shifts alter-
ing the balance of these factors could destabilize the mosaic, causing a shift to a forested
state. Our model’s prediction of increases in forest cover for Southern Brazilian mosaics,
considered alongside previous model results projecting that climate change will lead to
forest expansion in savanna regions of Northern Brazil [206] and forest loss in portions of
the Amazon Basin [146], point to the diversity of responses to climate change, and the
necessity of region-specific modelling. However, we might reasonably assume that our re-
sults generalize to forest-grassland mosaics outside of our study system, if they share a
similar set of properties (fire-mediated recruitment, projected increases in precipitation).
The extent of forest expansion in such systems would depend on several factors including
the magnitude of precipitation increase and the location of the threshold in the absence of
climate change impacts, both of which we would expect to vary geographically [311].
In most scenarios where climate change impacts the recruitment threshold, notable
events (time of initial change, largest absolute change, and time of stabilization) in the time
series of the evolving recruitment threshold precede the corresponding events in the forest
cover time series. This suggests that even given a scenario where emissions are capped,
the full impact of climate change could take decades or even centuries to become apparent.
Additionally, our work indicates that for scenarios where mosaics persist with a climate-
impacted threshold (RCP 2.6, 4.5), the spatial structure of the system will experience
long-lasting impacts both at the patch and landscape level. Changes to the distributions
of patch area and perimeter will alter patch complexity, and at higher forest cover levels
lead to lower landscape complexity. This modified spatial structure may influence species
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biodiversity as, at intermediate forest cover levels, patch area has a positive effect on species
richness and abundance of forest specialist species inhabiting the Atlantic Forest [229].
Given the high ecological value of these ecosystems, strategies for protecting them –
both from climate change and direct human impacts like deforestation – should be de-
veloped. Finding a balance between supporting human populations and preserving the
integrity of mosaic structure and biodiversity will be key to achieving sustainable develop-
ment in regions where mosaics occur [168, 332]. Models like the one developed here may
prove useful in this regard, for example as tools to aid in identifying areas with conditions
suitable for the establishment of protected areas [220].
The addition of land-use dynamics to the model would provide greater insight into the
majority of forest-grassland mosaics that are not in conservation areas. Deforestation of
the Atlantic forest has been extensive, with less than 20% of the original extent in Rio
Grande do Sul state remaining [250, 137]. Deforestation leads to increasing atmospheric
CO2 levels and results in changes in surface albedo, both of which contribute to climate
change effects [38]. In addition to this, the Campos grassland in the region is threatened
by the expansion of agriculture and silviculture [227]. With only 0.15% of Campos pro-
tected within conservation units, the combination of climate and land use changes could
hasten the disappearance of these ecologically valuable grasslands, and the loss of mosaics
[137, 227, 77]. We did not include land-owner decision-making because our objectives
were to study spatial structure of natural forest-grassland mosaics. However, modelling
land-owner decision-making [136] in a spatial context could provide insights into how to
promote sustainable development in these regions, including the preservation of natural
forest-grassland mosaics on private lands, in the climate change era. As well, we did not
consider tree species and age, in order to keep our model as simple as possible. Rates
of carbon accumulation and storage are influenced by these characteristics, as well as the
diversity of species, suggesting they could be incorporated into future models [284, 114].
This is especially crucial given the forest expansion predicted by our model; young trees
will not have the same capacity for carbon storage as old growth forest. Additionally,
climatic changes may lead to different species composition in forested areas, and thus al-
tered carbon storage capacity. Such feedbacks between deforestation and climate change,
as well as the net outcome of climate-driven forest expansion combined with deforestation
should be explored. Finally, extensions of this work should consider how other aspects of
system dynamics, such as the tree mortality and random land-state transition rates, will
be impacted by anthropogenic climate change.
Given the narrow range of environmental conditions for which we observe forest-grassland
mosaics in our model system, and the projected loss of mosaics under climate change, we
conclude that more detailed mechanistic models of mosaic ecosystems should be developed.
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These could expand on our work by incorporating tree species and age structure and/or
explicitly modelling direct human activities e.g. deforestation. Such models could be used
to target existing areas with ecosystem mosaics that are most likely to survive climate
change, as well as inform site selection for new locations that could be restored as forest-
grassland mosaics. Our simple model can reproduce many realistic spatial characteristics of
these systems, suggesting that developing canonical predictive models for forest-grassland
mosaics in the climate change era is both achievable and worthwhile.
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Chapter 4
Human metapopulation interactions
on a trade network: implications for
food security and equality
This chapter is based on the paper in progress: Kathyrn R Fair, Madhur Anand, and Chris
T Bauch. Human metapopulation interactions on a trade network: implications for food
security & equality. In progress, 2020.
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Abstract
As the Earth’s population expands over the remainder of the 21st century, demands placed
on the global food system will heighten. Given the integral role that international agri-food
trade plays in maintaining food security, it is crucial to understand how the dynamics of
human population growth, land use, and food supply interact with the network structures
that facilitate food distribution. We use agricultural trade data to develop a metapopula-
tion model that couples human populations to agricultural land use and food production in
patches, where food is traded between patches through small-world networks. This model
demonstrates that outcomes for human populations are strongly linked to their behavioural
response to changes in food per capita. Inequality in the system grows over time, though
the rate and magnitude of increase depends strongly on the drivers of inequality. Inequality
is measured in terms of differences in food and non-agricultural land per capita, making
this not only an issue of inequality but one of food security. Larger or more regularly struc-
tured networks lead to lower levels of inequality than smaller or more randomly structured
networks. The most central patches on the trade network attain more food per capita due
to their increased access to imports. When efficiency differences between patches create
inequalities, they are sufficiently small that efforts to reduce inequality should focus on
network topology. However, inequalities resulting from differences in patch-level import
behaviours increase substantially and rapidly, leading to a case where import behaviours
should be modified before alterations to network topology are considered. We conclude that
trade network structure–all else being equal–can have significant impacts on food security
and equality. Models of this type should be further developed, especially for the purpose
of exploring the effects of shocks to network structure, and climate change impacts.
4.1 Introduction
The global population is expected to continue to grow over the remainder of the century,
reaching 10.9 billion by the year 2100 [222]. Producing enough food for this population,
especially given expected shifts in consumption patterns, is a challenge that has been
emphasized in the literature [123, 177, 104, 255]. According to one estimate, a 60% increase
in food production by 2050 (from 2006/07 levels) will be needed to meet growing demand
[6]. This production increase may partially be achieved through increased yields and
agricultural intensification [123, 270], however recent studies suggest that expansion of
agricultural land area will also be required [228, 270, 177, 329, 267, 255]. This raises
concerns, not only due to the environmental impact of converting natural land states (e.g.
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forested land) for agricultural use, but because of the finite amount of land suitable for
agriculture, some of which will be lost to urbanization and land degradation [123, 177].
In order to practice sustainable development as we move further into the 21st century, an
understanding of how human population growth interacts with the global food system to
impact land use and food security will be a necessity [99, 212, 214].
A crucial aspect of the global food system is trade; around 23% of food calories pro-
duced for human consumption move through international trade networks [87]. From
1986-2009 the amount of calories traded increased by more than 200%, with a more than
50% increase in the number of edges in the trade network [87]. Food trade impacts human
population growth, food security, land-use changes, and the environmental impacts of food
production [123, 177, 75]. These effects may be positive, such as the redistribution of food
to efficiently meet demand, or negative, as when increased agricultural exports lead to
increased deforestation [123, 75].
The interplay between human population, land use, food production, and agri-food
trade creates a complex coupled human-environment system (HES). Within this system,
the effects of feedbacks between population growth and agricultural land use play out
across the trade network linking human metapopulations, and lead to the emergence
of complex dynamics. One avenue for exploring these interactions is through models,
which can be used to conduct in silico experiments. While numerous models of resource-
limited human populations have been developed, most focus on a single population (e.g.
[207, 69, 71, 40, 103, 303, 199, 82], amongst others), with a select few exploring the dynam-
ics of metapopulations [81, 254, 14, 196, 247, 82, 287]. These metapopulation models have
considered the effects of migration [254, 14], conflict and bargaining between populations
over common resources [196, 73, 247], and the transfer of resources between populations
[254, 81, 82, 287]. This latter avenue of exploration is tied closely to the goal of under-
standing how trade impacts human population growth.
Our objective is to explore how metapopulation structure – not only the inclusion of
trade, but the structure of the trade network, and the parameters controlling demand-
driven trade dynamics – impacts a system where human population, food supply, and
agricultural land area are coupled. To this end, we develop a simple ordinary differential
equation (ODE) model based on previous work exploring linked metapopulations [81] and
land use change [228]. This model will be parametrized with empirical data, and fit to
historical trends in agricultural land use, food supply, and human population growth at
the global level, a model validation exercise that has not been employed in previous work
[254, 81, 82]. Our model will further explore how trade impacts the dynamics of human
population growth while accounting for the use of agricultural land to produce resources,
unlike in previous models [254, 81, 82, 287]. We introduce a net population growth rate
71
function that incorporates both the resource-limited population growth assumed in pre-
vious models [81, 254, 82, 287] and the observed demographic transition towards lower
fertility rates for populations with developed economies [256, 26, 210, 179]. By developing
a simple but empirically validated model of this complex system, we provide a framework
for exploring hypotheses about the interaction of trade, land use, and human population
dynamics. Through experimentation, we can ascertain how this complex system impacts
global food security and land use. Insights gained from this analysis, and future analyses of
specific scenarios (trade wars, climate change impacts, etc.), will enhance our understand-
ing of how to meet the challenge of feeding a growing population while simultaneously
engaging in sustainable development.
4.2 Methods
4.2.1 Global model
We begin with a single-patch (global) model of human population, agricultural land use,
agricultural yield, and food supply. Agricultural yield, Y , human population, P , agricul-
tural land, A, and food supply, F , change according to
dY
dt
= rY Y
(
1− Y
KY
)
(4.1)
dP
dt
= P
(
α0e
−σF/P
(
ρ− P
F
)
− δ
)
(4.2)
dA
dt
= κbA (T − A)− ζA (4.3)
dF
dt
= f(1− s)Y A− cF. (4.4)
All parameter definitions are stated in Table 4.1. As in [228] we assume yield undergoes
logistic growth. Food supply increases proportionally to agricultural yield and land area,
and we assume that no food is held in reserve over time (c = 1). Human population growth
is density-dependent, with the birth rate changing dynamically with per capita food supply.
The total habitable land area, T , is the sum of agricultural land A, and non-agricultural
land, which pools natural land states, urban area, etc.
Previous models have focused on resource-limited population growth, where increased
access to resources raises the net population growth rate [81, 254, 82, 287]. The construction
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of our net human population growth rate function (Equation 4.2) is intended to capture
both resource-limited growth, and the occurrence of a demographic transition towards
lower fertility rates when resources are sufficiently abundant. This phenomenon has been
observed as countries become increasingly developed, leading to slowed population growth
and in some cases a net population decrease [256, 26, 210, 179]. The transition is likely
driven by a variety of socio-economic factors; not only higher levels of wealth, but increases
in the level of health, education, and other factors that are positively correlated with wealth
[256, 8, 210].
In order to incorporate this demographic transition into our model, which does not
explicitly consider any measure of wealth, we utilize food per capita as a wealth proxy. We
justify this by observing that more developed countries tend to have have higher per capita
food supply, a consequence of food demand increasing with wealth – up to a point – as
well as the higher levels of consumer-level food waste in developed countries [257, 106, 59,
336, 120]. This allows us to construct our net population growth function, assuming that
in a resource-scarce regime food per capita is either the limiting resource or a proxy for
wealth as the limiting resource, and in a resource-abundant regime it acts as a proxy for
wealth. Combining these behaviours creates an overall curve, whereby the net growth rate
increases to some maximum with increasing food per capita, prior to decreasing gradually
at higher levels of food per capita. This curve resembles a Holling type-IV functional
response [152, 290], and agrees with a previously proposed relationship between fertility
and wages [175]. While there is some evidence to suggest that at very high levels of
development (as measured using human development index) fertility will begin to increase,
creating a “J-curve” [210], this result has been disputed [113].
Finally, we introduce a function, bA, that determines the response to changes in per
capita food supply through adjustments to the rate of agricultural land expansion. This
function is given by
bA =
1
1 + eγA(βA−P/F )
(4.5)
where γA controls the steepness, and βA the midpoint of the sigmoid. With this function, as
P/F increases (food per capita decreases), the rate of agricultural land expansion increases.
Refer to Subsection C.1.1 for details of the fitting exercise carried out on the global
model to obtain parameters for use in the metapopulation model. Global model trajectories
using the parametrization resulting from this fit are presented in Section C.2.
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4.2.2 Metapopulation model
With all definitions as for the global model, we can formulate a metapopulation model
with N patches as
dYi
dt
= rYiYi
(
1− Yi
KYi
)
(4.6)
dPi
dt
= Pi
(
α0ie
−σiFi/Pi
(
ρi − Pi
Fi
)
− δi
)
(4.7)
dAi
dt
= κib
A
i (Ti − Ai)− ζiAi (4.8)
dFi
dt
= fi(1−si)YiAi
(
1− λiµi
N∑
j=1,j 6=i
Mijb
I
j
)
+bIi
N∑
j=1,j 6=i
Mjiλjµj(1−sj)fjYjAj−ciFi (4.9)
where µi is the fraction of patch i’s production that is exported, with 1 − µi consumed
locally. These patches may be thought of as countries, cities, or any other human metapop-
ulation that exists within a trade network.
The (undirected, unweighted) trade network is represented as an N × N adjacency
matrix M . We use undirected networks to describe trade, as the dynamic resource flows
within the model will have some net direction without prior specification. Thus,
Mij = Mji =
{
1 if patch i has a trade link with patch j (i↔ j),
0 if patches i and j are not connected.
(4.10)
The networks our model is simulated on are discussed further in Subsection 4.2.3.
We assume that the population of a patch will adjust import demand in response to
changes in per capita food supply according to a function given by
bIi =
1
1 + eγ
I
i (βIi −Pi/Fi)
(4.11)
where γIi controls the steepness, and β
I
i the midpoint of the import demand sigmoid for
patch i. With this sigmoid function, as Pi/Fi increases (per capita food decreases), import
demand increases.
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We define a normalization factor, λi, to ensure that a patch does not export more than
a fraction µi of its production. The value of λi depends on external demand for patch i’s
food, according to the relationship
λi =
(
N∑
j=1,j 6=i
Mijb
I
j
)−1
(4.12)
such that each trade partner is able to access an equal share of food, given their demand
relative to the demand of all other connected partners.
Given these definitions for bIi and λi we can reduce Equation 4.9 to
dFi
dt
= fi(1− si)YiAi(1− µi) + bIi
N∑
j=1,j 6=i
Mjiλjµj(1− sj)fjYjAj − ciFi (4.13)
for simplicity.
4.2.3 Model analyses
To gain insight into how inter-patch trade interacts with patch-level dynamics to impacts
system outcomes, we perform several experiments manipulating different aspects of the
trade mechanism and patch-level behaviour within the model. First, we consider a simple
case of “identical demand response” where γI = γA = γ and βI = βA = β to explore how
the slope and midpoint of the demand sigmoids impact model outcomes. This experiment
is carried out under both “low” and “high” yield scenarios (see Subsection C.1.1 for further
details). We also explore a “distinct demand response” scenario where βI 6= βA such that,
for a given level of food per capita, demand levels for agricultural expansion and import
of food are not equal.
Empirical studies have shown that real-world trade networks are small-world [271, 326].
As such, we use small-world networks as the basis for the trade networks we simulate our
metapopulation model on. The “small-world” property indicates that the network displays
high clustering (like a lattice) and a short average path length (like a random network)
[320, 292]. We quantify the small-worldness of our networks using the small-world measure
developed by Telesford et al [292]. For the purposes of our analysis, we call a network
“small-world” if the small-world measure (ω) returns ω ∈ [−0.5, 0.5] for that network
[292]. For further information on the network science concepts and metrics used in this
analysis please refer to Subsection C.1.2.
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Table 4.1: Baseline parameters for metapopulation model. Values are drawn directly from
(or fit using ranges from) empirical data, where possible. Parameters related to human population
growth (listed above line) fit to data on net population growth rate, independent of remainder
of model fitting. Units of δ, rY , κ, ζ, f , and c are 1/year, µ and s are unitless, α0 has units of
tonnes/(person ∗ year), KY has units of tonnes/hectare, γA and γI have units of tonnes/person,
σ, ρ, βA, and βI have units of (tonnes/person)−1, T is given in billions of hectares.
Parameter Description Value Range Source
δ Base death rate 0.0113 N/A [222]
α0 Controls maximum net growth rate 0.028 [0, 1] fitting, [108]
σ Controls steepness of birth rate
decrease with increasing food per
capita
2.1013 [1, 10] fitting, [108]
ρ Controls food per capita where net
growth becomes negative due to
food scarcity
6.25 [5, 6.25] fitting, [108]
KY Yield carrying capacity (low, high
yield)
3.5, 7 [2, 7] [228]
rY Yield growth rate (low, high yield) 0.0301,
0.0245
[0, 1] fitting, [108]
κ Agricultural land conversion rate 0.0031 [0, 0.1] fitting, [108]
T Total habitable land area 9.6251 N/A [108]
ζ Agricultural land abandonment rate 0.001 [0.001, 0.1] fitting, [185,
137, 136, 48]
f Proportion of agri-food resources
produced that are available as hu-
man food, annually
0.75 [0.745, 0.755] fitting,
[53, 108]
s Proportion of food production un-
available due to pre-consumer food
waste/loss
0.0689 [0.02, 0.2] fitting, [106]
µ Proportion of food produced that is
available for export
0.16 N/A [108]
c Consumption rate, inclusive of
consumer-level food waste/loss
1 N/A N/A
βA Controls location of midpoint for
agricultural land conversion sigmoid
N/A [0, 10] N/A
γA Controls steepness of agricultural
land conversion sigmoid
N/A [0, 10] N/A
βI Controls location of midpoint for
trade sigmoid
N/A [0, 10] N/A
γI Controls steepness of trade sigmoid N/A [0, 10] N/A
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Both “demand response” experiments are carried out on networks of 10 and 100 nodes,
to demonstrate results at multiple scales. We do not proscribe a set number of edges across
all networks of the same size, thus allowing for a range of network densities. Instead we
generate networks with some fixed N and a randomly selected neighbourhood size and
rewiring probability. Any networks that are not sufficiently small-world are discarded.
Following this, we explore how running simulations on networks with different struc-
tures (i.e. different levels of small-worldness) impacts outcomes both at the global and
patch level. This is done by rewiring regular networks using the Watts-Strogatz algorithm,
to shift from very regular networks (at low rewiring probabilities) through small-world net-
works (at intermediate rewiring probabilities) to very random networks (at high rewiring
probabilities). This rewiring exercise is carried out on 100 node networks, with 2 different
edge densities, to illustrate the effect of network density on outcomes.
Finally, we experiment with a heterogeneous parametrization of the model to ascertain
how heterogeneity in patch-level behaviour impacts global and patch-level outcomes. Here
we particularly focus on how differences in patch-level behaviour interact with node-level
network metrics to result in unequal outcomes between patches. These simulations are
carried out on 100 node networks with small-world characteristics.
All simulations are run for 100 time-steps (years), with any results where the time-
series is not explicitly referenced indicative of outcomes at t = 100. This time-frame is
chosen as the assumptions that go into the construction and parametrization of models
describing human behaviours are generally only valid over short periods, due to factors
such as technological and societal change. For our model, this would include the constant
parameter values for processes such as land conversion, as well as the assumption of a
static trade network. The 100 time-step run was chosen as it has a similar length to the
projections (to 2100) used by the United Nations and the Intergovernmental Panel on
Climate Change to explore population growth, Shared Socioeconomic Pathways (SSPs)
for climate change, and other phenomena [249, 222]. This means that we are studying
transient as opposed to equilibrium behaviour. However, given the rate at which change
in human systems occurs, it is reasonable to assume that any equilibrium behaviour we
could study by extending the time series would be invalidated as our model assumptions
would no longer be reasonable.
This model is implemented in Matlab (Version 2016b), with equations solved numeri-
cally using ODE45 (adaptive 4th-5th order Runge-Kutta method). In all experiments, we
initialize the model by assuming global population, agricultural area, food supply, and
available land are divided evenly amongst patches, in order to isolate the effects of trade.
Using data from our global model (corresponding to the year 2013) as our t = 0 initial-
77
ization, Pi(0) ≈ 7.20/N (×107), Ai(0) ≈ 5.00/N (×107 hectares), Fi(0) ≈ 6.41/N (×107
tonnes) and Yi(0) ≈ 1.86 (tonnes/hectare). We initialize using model data instead of em-
pirical data so that if the metapopulation model is reduced to a global model we will not
see a discrepancy in results.
In addition to tracking the model variables, we consider several other measures to
enhance our understanding of food security and inequality in the system. Food per capita
(FPC), already a driver of model dynamics, is also indicative of food availability, one of the
4 main pillars of food security. We additionally examine patch-level import dependency, a
measure of stability in food security [105]. If a patch is highly reliant on imports for its
food supply, any disruption (to the network, or in other patches) that impacts their ability
to import will have a drastic effect. Import dependence is calculated as (imports/food
supply) where food supply is (as demonstrated by Equation 4.13) made up of domestic
production + imports − exports. We also consider the amount of non-agricultural land
per capita (LPC) calculated as (total area − agricultural area)/person. We can interpret
this as a measure of the per capita availability of natural land states as well as urban area
for housing. When we present global mean values for FPC and LPC, these are weighted by
patch-level population. Inequality between patches is described in terms of food per capita
[86], and non-agricultural land per capita. We quantify these inequalities using the Gini
index, which measures inequality between values within a distribution. It ranges between
0 and 1, where higher values correspond to greater inequality. Index values are calculated
using the reldist package (Version 1.6-6) for R, with patch-level observations weighted by
patch population size [127, 128]. We can think of high Gini index values for food per capita
as inequalities in food security, while for non-agricultural land per capita this may indicate
inequalities in access to housing, natural land states, etc.
4.3 Results
4.3.1 Exploring patch-level behaviours
Identical demand response
We begin by considering a simple case where the demand response curves (bAi , b
I
i ) are
identically parametrized (γAi = γ
I
i = γ, β
A
i = β
I
i = β ∀ i ∈ {1, . . . , N}) to explore the
relationship between β and γ (Figure 4.1). The β-value controls the “desired” food per
capita (smaller β indicates that a higher food per capita must be achieved for demand
to drop below 50%), and the γ-value indicates the “efficiency” of the response to changes
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in food per capita (higher γ indicates a steeper response curve). Thus, variable values
on the (β, γ) plane indicate how model outcomes are impacted by the interplay between
the desired food per capita and the efficiency of patches in adjusting their demand to
achieve that value. We explore parameter planes while simulating the model on small-
world networks with either 10 or 100 nodes (Refer to Subsection 4.2.3 for network details).
As response efficiency increases (higher γ), we see a shift from outcomes where popula-
tion, agricultural land, and food supply (Figure 4.1a-f) have moderate values, to a regime
where more extreme outcomes are possible (roughly γ > 2.5). Unlike in the low-γ region
of the plane, the demand response is efficient enough that we observe starkly different out-
comes, depending on the desired food per capita, over the time period considered. Here,
increasing desired food per capita (decreasing β) results in increases in global agricultural
land and food supply, with a lower population (and thus higher food and non-agricultural
land per capita, as in Figure 4.1i-l).
The switch from a large food- and land-poor population to a smaller food- and land-
rich population occurs in the region where β is near 1. To understand this, we revisit
our initialization; food per capita in each patch at t = 0 is approximately 0.89 (and thus
Pi(0)/Fi(0) ≈ 1.12). If β is much larger than 1, demand for agricultural expansion and
food imports is low early in the time-series, and as populations grow they are unable to
obtain enough food to maintain or increase their food per capita. Thus, these populations
experience higher growth rates, exacerbating the issue of low food per capita. By the time
food per capita has become low enough that patches experience high demand and start to
increase agricultural expansion and food imports, they already have large populations and
little food. In the time-span of our simulations, they are unable to transition to a smaller
population with a more abundant supply of food. In contrast, if β < 1 the initial trajectory
is one of agricultural expansion accompanied by food import, allowing patches to obtain
higher food per capita early in the simulation run. Populations in these patches shift to the
right on our net population growth rate curve, experience slowed net population growth,
and are able to further increase their food per capita over the timespan we consider.
Increasing response efficiency tends to decrease inequality between patches, both in
terms of food per capita and non-agricultural land per capita when β > 1 (Figure 4.1m-p).
However, when β < 1 inequality values remain relatively consistent regardless of the γ-
value. The level of import dependency (Figure 4.1g,h) doesn’t change substantially, though
some N = 10 networks experience slightly lower values.
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Figure 4.1: Steepness and midpoint of demand response sigmoid influence system
outcomes under a “low” yield scenario. (γ, β) parameter planes for global values of (a)-
(b) population (×107 people) (c)-(d) agricultural land (×107 hectares) (e)-(f) food supply (×107
tonnes) (g)-(h) mean level of import dependency, mean per capita (i)-(j) food (tonnes/person)
and (k)-(l) non-agricultural land (hectares/person and Gini index, per capita (m)-(l) food and
(o)-(p) non-agricultural land. Results are for a low-yield scenario. 500 simulations run for each
of N = 10, N = 100, randomly selecting a network and parameter values.
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Results are qualitatively similar for 10 and 100 patch networks, though in N = 100
networks the demarcation between regions where different model outcomes are possible
are more sharply defined (especially for population), while N = 10 networks show more
variation in measures of inequality and import dependency. In larger networks higher per
capita values for food and non-agricultural land are attainable when β < 1, as are lower
levels of inequality. We observe similar patterns if the “high” yield scenario is assumed.
However, as in the global model, the higher yield will result in higher food supply and
thus a smaller population, due to the transition to lower net growth rates in food-rich
populations (Figure C.4). Throughout the remainder of the analysis, we focus on the
“low” yield scenario.
Distinct demand response
Here we explore the effect of distinct demand response curves for bAi and b
I
i by considering
a case where βAi = β
A ∀ i ∈ {1, . . . , N} and βIi = βI ∀ i ∈ {1, . . . , N} but βA 6= βI . We
assume that patches will have identical efficiency (γAi = γ
I
i = γ ∀ i ∈ {1, . . . , N}) as patches
with efficient economies should tend to have both high trade and agricultural efficiency
(similarly for inefficient economies). Using βA 6= βI represents a scenario where the food
per capita at which demand drops below 50% differs between demand for agricultural
expansion and imports. For example, a patch will keep importing after it has stopped
expanding agricultural land if βA > βI , or keep expanding its agricultural land after it has
stopped importing if βI > β
A. As in Section 4.3.1, the model is simulated on small world
networks where N = 10 or N = 100 (see Subsection 4.2.3 for network details).
βI has little effect on population, agricultural land area, and food supply at the global
level, especially for N = 100 networks, with model outcomes almost entirely determined
by the value of βA (Figure 4.2a-f). This makes intuitive sense; βA controls the amount of
agricultural land, meaning that for a given βA there is a finite amount of food available.
Due to the homogeneous parametrization of all patches, all the βI value does is determine
how food available for export is distributed.
Though these global outcomes are insensitive to βI , it impacts per capita food and
non-agricultural land outcomes when βA < 1, with βI > 1 leading to high values for these
measures, while for βI < 1 these values decrease with smaller βI , with a larger drop-off
in the N = 10 networks (Figure 4.2i-l). When βI < 1, there are differences in levels of
inequality on either side of βA = 1 (Figure 4.2m-p), especially in the N = 10 network. A
combination of βA, βI < 1 results in the highest levels of inequality on these parameter
planes. The level of import dependency remains relatively constant, with a slightly broader
range of values possible in N = 10 networks (Figure 4.2g,h).
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Figure 4.2: Midpoints of demand response sigmoids for agricultural land expansion
and imports influence system outcomes. (βI , βA) parameter planes for global values of (a)-
(b) population (×107 people) (c)-(d) agricultural land (×107 hectares) (e)-(f) food supply (×107
tonnes) (g)-(h) mean level of import dependency, mean per capita (i)-(j) food (tonnes/person)
and (k)-(l) non-agricultural land (hectares/person and Gini index, per capita (m)-(l) food and
(o)-(p) non-agricultural land. 500 simulations run for each of N = 10, N = 100, randomly
selecting a network and parameter values.
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4.3.2 Network properties
Having established how patch behaviour impacts model outcomes, we explore the effects
of network structure. We limit ourselves to a {βAi , γAi , βIi , γIi } set that results in outcomes
at t = 100 similar to those from our global model for the year 2100. This allows us to
observe the effects of network structure when global outcomes align with plausible real-
world trajectories. The set chosen is {βAi , γAi , βIi , γIi } = {0.25, 7.5, 0.25, 7.5}, where we
pick the βIi , β
A
i values from the region of (β
I , βA) space where inequality is high to better
observe how network structures impact inequality.
Simulations are run on networks generated using the Watts-Strogatz algorithm with dif-
ferent re-wiring probabilities (p). For each rewiring probability, 25 networks are generated.
We experiment with 100 node networks with either 1700 or 2600 edges, giving us network
densities of 0.343 and 0.525 respectively. These densities are chosen to match those for
the undirected real-world international agri-food trade network from the years 1986 and
2016 (the first and final year available in FAO trade data) as closely as possible [108].
We consider 2 densities to explore how the number of edges interacts with the rewiring
probability, as previous work has shown the number of edges in real-world agri-food trade
networks is increasing over time [97, 87, 70, 118].
Network topology and global outcomes
For higher density networks we do not achieve highly random networks even when p = 1
(Figure 4.3a). Lower density networks experience more drastic and larger increases in
the small-world measure, with the small-world measure becoming positive (indicating a
network that is more random than regular) when p > 0.1. In lower density networks
a higher rewiring probability leads to lower values for average path length and average
clustering coefficient, while in the higher density network the average path length remains
constant throughout (Figure 4.3b,c). Networks at both densities experience changes in
their average clustering coefficient over a similar range of p-values.
As networks become less regular and more random the global population increases (Fig-
ure 4.3d). While the change in population from p = 0 to p = 1 is substantial, agricultural
land and food supply only experience small decreases, as does the mean import dependency
(Figure 4.3e-g). Mean food and non-agricultural land per capita levels both show marked
decreases (Figure 4.3h,i). Random structures promote inequality, with our Gini index val-
ues increasing substantially as the rewiring probability increases (Figure 4.3j,k). These
results hold at both network densities, though for 0.1 < p < 1 simulations on lower-density
networks have higher populations, lower mean food per capita, etc.
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Figure 4.3: Network structure impacts system outcomes. Effect of rewiring probability on
network (a) small-world measure (b) average path length (c) average (local) clustering coefficient.
Effect of rewiring probability on system (d) population (×107 people) (e) agricultural land (×107
hectares) (f) food supply (×107 tonnes) (g) mean level of import dependency, mean per capita
(h) food (tonnes/person) and (i) non-agricultural land (hectares/person) and Gini index, per
capita (j) food and (k) non-agricultural land. In (a)-(c) dashed lines indicate mean value for
all simulations with a network density and rewiring probability, while ribbons show the range
of outcomes. For (d)-(k) bars indicate the range of outcomes, points indicate mean values for
all simulations with a given network density and rewiring probability. 25 networks generated for
each rewiring probability (p-value) and density.
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Node centrality and patch-level outcomes
Regardless of rewiring probability, more central patches (in terms of node degree, be-
tweenness, closeness, or eigenvector centrality) will have higher food per capita at t = 100
(Figure 4.4). This is due to the fact that being situated more centrally in the network gives
patches more access to food through imports. The effect on food per capita is reduced for
networks generated using lower rewiring probabilities as these networks are more regular
and differences in centrality between the most and least central node will be smaller.
Figure 4.4: Node-level metrics are indicators of patch-level food per capita. Relationship
between patch-level food per capita (tonnes/person) and (a) degree centrality (b) betweenness
centrality (c) closeness centrality (d) eigenvector centrality (e) clustering coefficient. All met-
rics are normalized to facilitate comparison across networks. Hulls are drawn around groups of
points to indicate they correspond to nodes from networks with different densities and rewiring
probabilities.
85
It is unsurprising that all 4 centrality measures show similar results, as these metrics
are highly correlated [184, 307]. However, unlike the centrality measures, local clustering
coefficient does not appear to impact food per capita outcomes (Figure 4.4e). Patches
positioned on nodes with the same clustering coefficient experience a broad range of food
per capita values, particularly when p = 1. Thus, being positioned on a node located in
a highly clustered region of the network does not confer any advantage or disadvantage in
terms of food per capita outcomes.
4.3.3 Heterogeneous patch-level behaviours
Given that we have established how network centrality influences outcomes when all patches
have identical parametrizations, it is interesting to consider what outcomes are possible
when parametrization is heterogeneous. These experiments are carried out on our high-
density networks (100 nodes, 2600 edges), with p = 0.5. This p-value is chosen as it is
in the range of rewiring probabilities that result in the highest mean value for the small-
world measure (Figure 4.3a). We assume these networks are a reasonable representation of
real-world agri-food trade networks due to their small-world and large number of edges. In
considering patch-level outcomes we focus on degree centrality as our key network metric,
as our previous analysis suggests it is a consistent predictor of outcomes for patches situated
on nodes in networks with a constant density.
Heterogeneous efficiency
We consider a simple case where βAi = β
I
i = β = 0.25 ∀ i ∈ {1, . . . , N}, but 50% of
patches are efficient (γAi = γ
I
i = γi = 7.5) and thus all remaining patches are inefficient
(γAi = γ
I
i = γi = 2.5) in adjusting their imports and agricultural land expansion in response
to changes in food per capita. Patches are randomly assigned either the “efficient” or the
“inefficient” γi-value, so there is no correlation between nodes based on patch efficiency.
At the global level, introducing heterogeneity in patch efficiency results in trajectories
that are in some cases similar to those for the homogeneous low-efficiency case (population,
food and non-agricultural per capita, import dependency) or high efficiency case (Gini
index values), while “splitting the difference” on agricultural land area and food supply
(Figure 4.5). Heterogeneity in patch efficiency results in a more unequal world; Gini index
values are higher than in simulations with homogeneous parametrizations, and increase
more rapidly over the time-span considered (Figure 4.5g, h). Initial increases in the mean
patch-level food per capita (Figure 4.5e) are followed by a downturn. For all but the 100%
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high efficiency case, this decline results in the mean patch-level food per capita being lower
at the end of the simulation than at initialization. Thus, while trajectories may at first
appear promising, these improvements in mean food per capita prove to be unsustainable.
Figure 4.5: Heterogeneity in patch efficiency impacts system outcomes. The effect of
heterogeneity in patch efficiency on (a) population (×107 people) (b) agricultural land (×107
hectares) (c) food supply (×107 tonnes) (d) mean level of import dependency, mean per capita
(e) food (tonnes/person) and (f) non-agricultural land (hectares/person) and Gini index, per
capita (g) food and (h) non-agricultural land.
In the heterogeneously parametrized network, high efficiency patches tend to have lower
populations and higher food and non-agricultural land per capita (Figure 4.6a, e, f) than
those with low efficiency (and as compared to high efficiency patches in a homogeneously
parametrized network). While high efficiency patches benefit, low efficiency patches lose
out; they have larger populations, and lower food and non-agricultural land per capita
values than low efficiency patches in homogeneously parametrized networks. These trends
persist throughout the time-span we consider, with the gaps in outcomes widening over
time (Figure 4.6) resulting in increasing Gini index values (Figure 4.5g, h).
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Figure 4.6: Heterogeneity in patch efficiency impacts patch-level outcomes differently
for high- and low-efficiency patches. The effect of heterogeneity in patch efficiency on (a)
population (×107 people) (b) agricultural land (×107 hectares) (c) food supply (×107 tonnes),
per capita (d) food (tonnes/person) (e) non-agricultural land (hectares/person) (f) import depen-
dency. Lines indicate the mean outcome for patches by (patch efficiency/efficiency distribution)
group, ribbons the range of possible outcomes across all patches in that group.
Finally, we consider how patch efficiency interacts with node degree to influence patch-
level outcomes (Figure 4.7) focusing on per capita food and non-agricultural land. We
fit separate linear regressions for groups of points belonging to each combination of patch
efficiency and high efficiency proportion. Regardless of the parametrization, centrality in
the network is important to obtaining high per capita outcomes (Figure 4.7e,f). However,
depending on how simulations are parametrized, the spread in outcomes between patches
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located on the most and least central nodes in a network varies (i.e. there are differences in
the slopes of the linear regressions between groups). In simulations with heterogeneously
parametrized patches, high efficiency patches gain more by being more central, and low
efficiency nodes less, than in simulations where all patches have the same efficiency. Thus,
this heterogeneity in efficiency provides an advantage to the high efficiency nodes.
Discrepancies in per capita outcomes caused by heterogeneous parametrization are sub-
stantially smaller than those resulting from differences in network centrality. For example,
the gap in food per capita between the most centrally located high efficiency patch under
different parameterizations (0.256 tonnes/person) is substantially smaller than between
the least and most centrally located high efficiency patch under the same parameterization
(1.86 or 1.93 tonnes/person), as shown in Figure 4.6e. Considerations of low efficiency
patches and/or differences in non-agricultural land per capita result in similar outcomes.
High efficiency patches are more quick to expand their agricultural area in response
to demand, and thus tend to have more agricultural area (Figure 4.7b). Being positioned
on a less central node results in a patch having a larger agricultural land area. These
differences are quite small, however they are slightly more pronounced for low efficiency
patches. Patches located less centrally cannot obtain as much food through trade and must
do so through agricultural expansion. Unsurprisingly, these patches also tend to have lower
levels of import dependency (Figure 4.7d).
Finally, the level of non-agricultural land per capita in patches located on nodes at the
periphery of the network is a cause for concern (Figure 4.7f). The least central low-efficiency
nodes have less than 0.06 ha of non agricultural land per capita, below the current global
average for urban area required per capita [228, 16]. These patches have populations that
would be experiencing housing issues due to lack of available land, and additionally would
have lost substantial amounts of natural land-states as they would need to be converted
for urban land-use.
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Figure 4.7: Inequalities due to differences in patch efficiency compound those stem-
ming from differences in node centrality. Combined effects of patch efficiency level, node
centrality on (a) population (×107 people) (b) agricultural land (×107 hectares) (c) food sup-
ply (×107 tonnes) (d) import dependency, per capita (e) food (tonnes/person) and (f) non-
agricultural land (hectares/person). Analysis of covariance tests for FPC and LPC as functions
of normalized degree centrality show models controlling for interaction between patch efficiency
and high efficiency proportion outperform those controlling only for patch efficiency or high effi-
ciency proportion (in all cases p < 2.2× 10−16) [54, 64].
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Heterogeneous import behaviour
We consider a simple case where γAi = γ
I
i = γ = 7.5, β
A
i = 0.25 ∀ i ∈ {1, . . . , N}, but 50%
patches have a βI from the region of the (βI , βA) plane where outcomes between patches
are highly unequal (βIi = 0.25) while the remainder have β
I
i = 1.25 from a region with
low inequality (Figure 4.2m-p). A smaller βIi value indicates that a higher level of food
per capita must be attained for import demand to fall below 50%. As these low βIi values
result in unequal outcomes in a homogeneously parametrized simulation, we call patches
where βIi = 0.25 “greedy”. If β
I
i = 1.25 patches have much lower import demand at high
levels of food per capita than when βIi = 0.25. Due to this, we dub these β
I
i = 1.25
patches “restrained”. In a homogeneously parametrized simulation where βI = 1.25, low-
inequality outcomes are attained that have higher food per capita than if βIi = 0.25.
Patches are randomly assigned either the “greedy” or the “restrained” βIi -value, so there
is no correlation between nodes based on patch import behaviours.
Figure 4.8: Heterogeneity in patch import behaviours impacts system outcomes. The
effect of heterogeneity in patch import behaviours on (a) population (×107 people) (b) agricultural
land (×107 hectares) (c) food supply (×107 tonnes) (d) mean level of import dependency, mean
per capita (e) food (tonnes/person) and (f) non-agricultural land (hectares/person), and Gini
index, per capita (g) food (h) non-agricultural land.
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Global behaviour in the heterogeneous simulations departs substantially from that dis-
played in homogeneous simulations. Here, a spike in population occurs, driven by decreases
in per capita food levels, and is accompanied by increases in inequality and decreases in
non-agricultural land per capita (Figure 4.8). Initially increasing trajectories for mean
food per capita under the 100% “greedy” and 50/50 split parameterizations do not persist,
with a particularly pronounced downturn under the 50/50 split parameterization.
Figure 4.9: Heterogeneity in patch import behaviour impacts patch-level outcomes.
The effect of heterogeneity in patch import behaviour on (a) population (×107 people) (b) agri-
cultural land (×107 hectares) (c) food supply (×107 tonnes), per capita (d) food (tonnes/person)
(e) non-agricultural land (hectares/person) (f) import dependency. Lines indicate the mean out-
come for patches by (patch import behaviour/import behaviour distribution) group, ribbons the
range of possible outcomes across all patches in that group.
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The substantial inequalities in both food and non-agricultural land per capita in the
heterogeneously parametrized simulations stem from the fact that though “greedy” patches
obtain high food per capita values and undergo a demographic transition, “restrained”
patches get caught in a feedback loop between decreasing food per capita and increasing
net growth rates (Figure 4.9). While the “greedy” patches obtain substantial amounts
of food through import from the start of the simulations, these “restrained” patches do
not begin to ramp up their imports until approximately 25% of the way through. They
only attain import dependence similar to that experience in homogeneously parametrized
networks at the 60% mark. Their unwillingness to import food unless it becomes scarce
means that they lose out to the “greedy” patches and experience notably worse outcomes.
For “restrained” patches, who import sparingly as compared to their “greedy” neigh-
bours, centrality to the trade network provides a minor advantage (Figure 4.10e). The
effects for “greedy” patches are much larger due to their tendency towards high import
demand. The benefit of heterogeneous parametrization for “greedy” patch outcomes is
marked. To obtain at least as much food per capita as the least-central “greedy” patch in
the heterogeneously parametrized simulations, a “greedy” patch in a homogeneous simu-
lation must be on a node with a degree centrality value in the top 29%. In contrast, all
“restrained” patches are worse off than they would be in a homogeneously “restrained”
parametrization, and than their “greedy” counterparts in the heterogeneous simulations.
Centrality also impacts agricultural land areas, particularly for “greedy” patches (Fig-
ure 4.10b). In both heterogeneously and homogeneously parametrized simulations, “re-
strained” patches have roughly the same agricultural area regardless of centrality. How-
ever, “greedy” patches that are more central tend to have less agricultural land. One
consequence of this is that the “restrained” patches in heterogeneously parametrized sim-
ulations have very little non-agricultural land per capita due to their large populations.
As a result, housing their populations would leave them with very little area for natural
land-states. The same is true for the least central “greedy” patches in a homogeneously
parametrized simulation.
We experiment with different proportions of greedy patches (Figure 4.11, Figure 4.12) to
further explore these effects. Inequality in the system is at its height when 75% of patches
are “greedy” (Figure 4.11g,h). While below 75% reducing the proportion of “greedy”
patches leads to decreased inequality overall, this is not accompanied by an increase in the
average per capita food and non agricultural land until < 25% of patches are ‘greedy”.
93
Figure 4.10: Inequalities due to differences in patch import behaviour are substan-
tial and interact with those caused by node centrality differences. Combined effects
of patch import behaviour, node centrality on (a) population (×107 people) (b) agricultural
land (×107 hectares) (c) food supply (×107 tonnes) (d) import dependency, per capita (e) food
(tonnes/person) (f) non-agricultural land (hectares/person). Analysis of covariance tests for FPC
and LPC as functions of normalized degree centrality show models controlling for interaction be-
tween patch import behaviour and proportion of greedy patches outperform those controlling
only for patch import behaviour or proportion of greedy patches (in all cases p < 2.2 × 10−16)
[54, 64].
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Figure 4.11: Proportions of patches with different import behaviours impact system
outcomes. Effect of different proportions of patches with “greedy” and “restrained” import
behaviours on (a) population (×107 people) (b) agricultural land (×107 hectares) (c) food supply
(×107 tonnes) (d) mean level of import dependency, mean per capita (e) food (tonnes/person) (f)
non-agricultural land (hectares/person), and Gini index, per capita (g) food (h) non-agricultural
land.
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It becomes increasingly advantageous to be a “greedy” patch as the proportion of
“greedy” patches decreases. The fewer “greedy” patches there are, the higher the food and
non-agricultural land per capita they can attain (Figure 4.12d,e). Patches with “restrained”
behaviour also benefit as the proportion of greedy patches decreases, though the increases in
their per capita outcomes for some percentage reduction in “greedy” patches is much lower
than for “greedy” patches. Especially at low proportions of “greedy” patches, “restrained”
patches bear more responsibility for food production (Figure 4.12b).
Figure 4.12: “Restrained” patches lose out in metapopulations where “greedy” patches
are present. The effect of different proportions of patches with “greedy” and “restrained” import
behaviours on patch-level (a) population (×107 people) (b) agricultural land (×107 hectares)
(c) food supply (×107 tonnes), per capita (d) food (tonnes/person) (e) non-agricultural land
(hectares/person) (f) import dependency.
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4.4 Discussion
This study explores how the coupled dynamics of human population growth and food
production systems are impacted by trade. We developed and analysed a simple metapop-
ulation model that expands on previous work in this area (e.g [81, 82], amongst others)
to incorporate land-use dynamics and demographic transitions in human populations. We
consider both how the behaviour of trading entities (patches) and the topology of the net-
work on which trades occur impact system outcomes. Much of this discussion focuses on
the linked ideas of equality (in access to food, as well as land for housing and natural land
states), food security, and sustainability [214, 212].
Metapopulations trading on larger networks experience lower levels of inequality, in
terms of food and non-agricultural land per capita. This is likely due to the structure of
small-world networks, where even as network size increases, maximal path-lengths between
nodes remain relatively low. This facilitates increasingly efficient redistribution of resources
with larger network sizes, as noted by Dolfing et al. [82]. Centrality in the network is
found to be key to patches attaining high food per capita, consistent with results from
a previous model [82]. As such, a regular network structure where all nodes are equally
central eliminates inequalities resulting from network topology.
Despite the fact that regular network structure results in low levels of inequality, this
topology may be impracticable for some real-world trade networks. Countries tend to
specialize their production, so certain goods will need to be imported even at high levels
of food per capita [269]. There are costs (economic, environmental, etc.) associated with
the transport of goods (e.g. with creating and maintaining edges between nodes). Thus,
having short average path lengths between nodes helps minimize the cost of obtaining these
necessary imports while allowing for efficient redistribution of goods [134, 159, 326]. The
structure of regular networks means that unless they have a high edge density (which will
have associated costs to maintain), they will tend to have longer average path lengths than
small-world networks of an equivalent size and density [320, 292]. Thus, if your neighbours
in a regularly structured agri-food trade network do not possess the good you need to
import, the cost of doing so may become quite substantial. Small-world networks appear
to provide a reasonable compromise between efficient (and cost-effective) food distribution
and the minimization of inequality.
During simulations with heterogeneous efficiency, high efficiency patches enjoy a tran-
sition to more slowly growing populations with higher food and non-agricultural land
per capita. In contrast, low efficiency patches are caught in a “poverty trap” [15] where
they experience a feedback loop between increased population growth and decreased food
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per capita. This results in large populations and the persistence of low food (and non-
agricultural land) per capita for these patches. Low efficiency patches could be thought
of as representing countries or cities where the agents (government, corporations, etc.)
that oversee changes to agricultural land area and trade flows provide poor governance
and/or are hampered by corruption, creating cross-patch inequities. This discrepancy in
patch-level efficiency exacerbates inequalities resulting from network topology. The case
of a metapopulation where some patches pursue a “greedy” import strategy, while others
are “restrained” is similar. Restrained patches fall into a “poverty trap” more severe than
that experienced by low efficiency patches in heterogeneously parametrized simulations.
This suggest that, in a scenario where patches can switch import behaviour during a
simulation run, even a low initial percentage of “greedy” patches could drive the system
towards a state where all patches are “greedy”. Tackling the issue from the opposite
end, namely a metapopulation where there are few “restrained” patches, we see a similar
problem with attaining 100% “restrained” patches. Even if individual patches switch to a
“restrained” behaviour with a goal of improving overall equality and per capita outcomes,
they would both need to endure an initial bump in inequality in the 75%-100% “greedy”
region, and succeed in convincing at least 75% of patches to adopt a “restrained” behaviour.
In addition to the consequences for food security and inequality we explore in these
scenarios, other socio-economic factors may compound these impacts. Previous studies
have shown that poor countries tend to feel the effect of shocks in trade networks most
severely, as they often depend on a small number of large exporters [79, 85, 74, 238].
Though we do not consider shocks in this model, we might expect that patches at the
periphery of the trade network – which are already experiencing food insecurity due to low
availability – would have this exacerbated by vulnerability to shocks.
These peripheral patches also tend to bear more of the weight of agricultural produc-
tion. When some patches pursue a “greedy” import strategy while others are “restrained”,
the “greedy” patches lean on imports from “restrained” patches and are thus able main-
tain smaller agricultural land areas. This highlights the real-world phenomenon of a dis-
placement or “leakage” effect, wherein countries increase imports to meet demand while
protecting their natural land states. The effect of this is the displacement of agricultural
land expansion to other countries. If these countries have weaker protections for natural
land states (e.g. displacement from developed to tropical countries) this can have serious
environmental impacts [177, 276].
Issues of food security, equality, and the sustainable use of land-based ecosystems are
central to the Sustainable Development Goals (SDGs) established by the United Nations
(UN) [212, 214]. This works demonstrates that the dynamics of human metapopulation
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interactions on agri-food trade networks are crucial to the success or failure of sustainable
development. Interventions to the system that reduce inequalities in food supply and result
in improvements to food security, while avoiding the disappearance of natural land states,
would constitute progress towards the SDGs.
Effective strategies for reducing inequality and improving food security in the system
depend heavily on the drivers of inequality. When all patches are identically parametrized,
inequalities arise solely from differences in network centrality. Here, working towards parity
in centrality measures by creating a more regular network structure will reduce inequal-
ity and enhance food security. Similarly, given the relative magnitudes of the inequalities
stemming from network topology and differences in efficiency between patches, network re-
structuring would provide the largest gains in equality and food security in that scenario.
Once parity or near-parity is achieved (i.e. the gap in food per capita between patches on
the most and least central nodes a network is on par with that between heterogeneously
and homogeneously parametrized networks), measures involving adjustments to patch level
efficiency may be worth pursuing. However, when inequalities result from differences in
patch import behaviour, it makes sense to change patch behaviour before restructuring
the network. Here, changes to network topology could be considered once behaviour dif-
ferences are minimized. While none of these interventions substantially impact the global
agricultural land area required to feed the human population, they would result in a more
even distribution of agricultural land between patches. This outcome does not, of course,
preclude the unsustainable use of ecosystems within patches. However, it does reduce
the likelihood of high stress to ecosystems within specific patches, namely those shoul-
dering a disproportionate share of the responsibility for food production. Thus, improved
environmental sustainability could be an additional benefit of these interventions.
Reductions in inequality (accompanied by increased food security) through adjustments
to patch behaviour may prove more expedient to implement, as they would not require
large-scale network restructuring. However, as the scenario of “greedy” and “restrained”
behaviour demonstrates, this could require substantial sacrifices from the patches altering
their behaviour. On the other hand, changes to network topology would likely prove
difficult due to the necessity of a coordinated effort by a large numbers of patches. Despite
this, there are potential added benefits from interventions which alter network topology.
Previous work indicates that node (patch in our model) resilience to shocks and resource
variability can be improved by increasing the number or diversity of trade partnerships that
node engages in [191, 82]. It has additionally been suggested that increasing the number
of nodes in a network can improve resilience [82]. The potential for increased patch-level
resilience through partnership addition/diversification could motivate patches to engage in
small-scale efforts at network restructuring.
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One clear avenue for extending the model is allowing patches to switch their import
behaviour during the simulation run based on the relative payoffs of a “greedy” vs. “re-
strained” strategy. Models of dynamic strategy switching in human populations already
exist for a variety of applications, including vaccination behaviour [25], climate change miti-
gation [46], and conservation of natural land-states [136]. As such, they are well-established
in the literature and could easily be adapted for our purposes. Other extensions to this
model could incorporate a variety of modifications for enhanced realism. The incorpora-
tion of a dynamically evolving network model akin to that developed in [97] would improve
our understanding of how changes to network structure in an increasingly globalized world
impact outcomes. Including a broader range of land-use types (urban areas, etc.) similarly
to [228], would provide more information on the potential for land scarcity as the human
population expands over the remainder of the 21st century. Finally, the inclusion of dy-
namically varying parameters for mechanisms such as agricultural expansion (similar to
[246]) would make longer simulation runs more justifiable, allowing us to explore long-term
system behaviours.
Our model could be used to explore scenarios pertinent to themes from the UN SDGs,
including food security, equality, sustainable ecosystem use, and climate change mitigation
[212, 214]. For example, we could investigate the impact of shocks to the network structure
(resulting from armed conflict, trade wars, disease, etc.) on system food security and
equality [97]. Alternatively we could explore how climate change interacts with land use
and human population growth to influence food security, equality, and land use. Changes to
patch-level dynamics such as fluctuations in food availability caused by climate variability
under climate change (as in [82]) may be examined. Climate change scenarios could also
include alterations in the availability of land suitable for agriculture and in yields, along
with feed-backs between agricultural land-use/production and climate [104, 270, 123, 231].
This latter aspect would provide greater insight on strategies for climate change mitigation
as a component of sustainable development.
Given the wide range of confounding factors that must be accounted for when designing
resilient and equitable food systems, modelling is a useful tool for identifying key areas for
improvement. This work demonstrates the efficacy of simple differential equation models
for exploring the dynamics of human metapopulations linked through trade. The insights
gained from simulating scenarios using such models will enhance our understanding of the
challenges for sustainable development facing humanity as we approach 2100.
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Chapter 5
Conclusion
The aim of this thesis was to use modelling techniques to explore the dynamics of several
real-world complex systems. The topics explored – trade, land use, climate change, human
population growth – are relevant to our understanding of potential futures for humanity in
the 21st century. Our analysis placed an emphasis on gaining insight into the trajectories
of these systems, given the multitude of impediments that must be overcome to succeed
in sustainable development. We begin our conclusion with an overview of the complex
behaviours exhibited in our modelled systems, and then transition to a discussion of the
larger implications of this work within a sustainability framework. Finally, we put forth
our closing remarks and suggest potential future work in this area.
5.1 Complex systems behaviour in modelled systems
This trio of models highlights the complexity of real-world systems, and the difficulties
faced by those seeking to predict and influence their behaviour. In all 3, highly stylized
descriptions of the behaviour of system components gave rise to complicated - and in some
cases unintuitive - dynamics. All of the modelled systems displayed numerosity, with many
components engaging in a myriad of interactions. However, as this is the most intuitive
concept related to complex systems, we do not discuss it in great depth. We instead focus
on a discussion of the remaining traits of complex systems introduced in Chapter 1, and
the linked ideas of robustness, resilience, and vulnerability in complex systems.
Our model of the dynamic evolution of trade networks highlighted the complicated
higher-level behaviours that emerge from simple interactions between components in com-
plex systems. A basic preferential attachment mechanism, whereby new nodes entering the
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network had a bias towards establishing trade partnerships with highly connected nodes,
gave rise to complex network structure mimicking that of the real-world wheat trade net-
work. The effect of feedbacks was also apparent; with preferential attachment, nodes with
high centrality are more attractive to prospective trade partners and thus accumulate even
more trade partnerships, creating a positive feedback loop.
By applying shocks to our modelled trade networks we were able to explore one aspect of
their resilience, and observe how that resilience evolved over time. We discovered that these
networks become more resilient to shocks as they grow. However, this work emphasized
that, despite this, their resilience is still quite low and shocks may have significant and
lasting effects on the structure of the system. Additionally, we noted that the response
of components (nodes) within the system to shocks reduced their vulnerability to future
occurrences of the same.
Our simulated mosaics display numerous hallmarks of complex systems. The fire-
mediated threshold to recruitment imitates the feedbacks in real world systems where
when forest cover is higher, the impact of fire on forest recruitment is lessened, in turn
resulting in increased forest cover. Non-linearities abound, from the abrupt decrease in
forest recruitment at low levels of forest cover as a result of the fire-mediated threshold to
recruitment, to the response of the fire-mediated threshold and forest recruitment rates to
climate change driven variations in precipitation. The self-organization of forest patches
into configurations that facilitate their persistence despite the presence of disturbances
(fire, etc.) results in the emergence of complex spatial patterns at the landscape scale.
While the forest clusters in this system evolve towards configurations that are robust
to perturbations, the system as a whole is fragile. Mosaics persist under only a small range
of environmental conditions even in the absence of climate change effects. Scenarios where
climate-driven increases in precipitation are substantial result in the partial or complete
loss of mosaic ecosystems. Additionally, mosaics that endure in scenarios with more modest
increases in precipitation show substantially altered spatial structure.
Feedbacks, both linear and non-linear, drive the dynamics of our metapopulation model.
The interaction of patches through trading mechanisms results in diverse outcomes, both
globally and locally. Outcomes at the global level are impacted by, and impact, outcomes
at the patch level. Though not explicitly modelled, patch-level outcomes will have impacts,
at a lower level of the hierarchy, for the human populations occupying them.
This model demonstrates how heterogeneity – in network topology and/or in patch level
characteristics – can result in inequalities that create vulnerabilities in the system. Uneven
distribution of food across the trade network may leave individual patches at a disadvantage
in the face of food shortages. Additionally, patches that bear a disproportionately large
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amount of responsibility food production may find their natural ecosystems at risk due to
the expansion of agricultural land area. However, interventions that alter the topology of
the trade network, or aim to reduce heterogeneity in patch-level behaviour may make these
systems more robust.
5.2 Broader implications for sustainability
The implications of this work for sustainability are wide ranging. Food security, equality,
and the conservation of valuable ecosystems are central to the motivation for the projects
presented here, and to achieving sustainable development. Underpinning all of this is the
question of how to work towards these goals in an age of climate change. Policy to meet
the challenge of this question will need to be holistic, and empirically supported. When
data is sparse, or non-existent - as in the case of providing future projections - modelling
approaches are a useful tool for building this support.
Both our dynamic trade network model and metapopulation model consider how food
security is impacted by network structure. In our dynamic trade network model, shocks
to the trade network result in the disruption of food trade flows. Such disruptions would
create food shortages at nodes within the network (representing countries), reducing the
stability of their food access, and thus their food security. The definition of resilience we
explored in this model is a measure of the extent to which shocks to the network damage its
structure. Resilience has major implications for food security; networks with low resilience
will experience large structural changes, and thus significant impacts on their ability to
redistribute food efficiently. Our work indicated that the resilience of the wheat trade
network is low (though increasing). Given that wheat is a staple crop around the world, a
lack of resilience in this network could reverberate through the entire global food system.
Issues of inequality and poverty may also arise in relation to shocks. Previous studies
have shown that shocks to trade networks have a disproportionately large impact on poor
countries, due to cross-country income inequalities [79] and their reliance upon a small
number of trade partners [85, 74, 238]. Thus, not only do shocks impact food security,
they have a disproportionately large impact on poorer countries, contributing to global
inequalities. While we do not explicitly model shocks in our metapopulation model, we
might think of the patches that experience food insecurity due to a lack of availability and
are positioned on nodes at the periphery of the network, as analogous to poor countries.
These patches would experience additional food insecurity as a result of the temporal
instability in their access to food imports.
103
Inequalities in access to non-agricultural land (e.g. urban area, natural land states) are
also rampant in our metapopulation model results. Due to being on the periphery of the
network, or possessing characteristics such as low efficiency or a “restrained” importing
behaviour, certain patches experience low levels of non-agricultural land per capita. As
there are limits on the minimum land area required to house a human population, this
likely indicates the loss of natural land states in these patches, which will have serious
ecological implications. In severe cases, where the per capita level becomes extremely low,
this could also result in overcrowding within the patch due to high population densities.
Equity may also be an issue in systems where patches have different levels of efficiency.
Inefficiency in response to changes in food per capita could be caused by factors such as
poor governance or corruption (by/within governments, corporations, etc). In this case,
the resulting disparities would be issues of inequity, not inequality.
In metapopulation simulations, some patches – by virtue of their “greedy” import
behaviour or centrality to the network – are able to maintain high levels of food and
non-agricultural land per capita. They pass on the responsibility of food production to
other patches, and are able to retain large areas of non-agricultural land. Given their
small population sizes, and thus minimal need for large urban areas, these patches are
likely able to conserve large tracts of natural land states. These patches are analogous
to countries that introduce protections for natural land states and supplement their food
stocks through increased imports as opposed to agricultural expansion [177]. This is known
as the displacement, or “leakage” effect [202, 177]. In some cases, countries are even able
to reduce their agricultural area and engage in reforestation [202]. The consequence of
their actions is the expansion of agricultural land area in countries that are less able to
protect natural land states (e.g. developing nations). This can have severe environmental
impacts, such as when the demand for agricultural products is met by tropical countries
who engage in deforestation to expand agricultural land area [177, 202].
Our model of forest-grassland mosaics is the project that most directly addresses the
challenges of climate change. It demonstrates the fragility of these ecologically valuable
ecosystems to climate change. The loss of mosaics would significantly impact biodiversity
in Southern Brazil, and could have ramifications for the persistence of endangered and
endemic species such as Araucaria angustifolia, the Parana´ pine. However, climate change
is a common thread throughout this thesis. Manifestations of climate change impacts,
such as severe weather effects, changing patterns of disease, or climate-influenced armed
conflict, might all result in disruptions to the global food system [9, 218, 138]. This could
play out through shocks to the trade network, alterations to agricultural yields, or changes
to the availability/viability of land for agriculture. The effects of these disturbances will be
felt by human populations and the distribution of associated costs is likely to be uneven.
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These results highlight barriers to sustainable development, and in particular the UN
Sustainable Development Goals (SDGs) [214, 212]. The goal of ending hunger may be im-
peded by food insecurities arising from shocks to agri-food trade networks. These networks
are, as of yet, not particularly resilient and have topologies that contribute to inequalities
in per capita food supply. This lack of food security will have ramifications for sustainable
development goals pertaining to education and poverty [99, 33, 158, 79, 85]. Environ-
mental sustainability may also be hampered by climate change impacts on ecologically
valuable ecosystems, such as forest-grassland mosaics [31, 209, 227, 31, 275, 136], and the
environmental cost of trade patterns that result in the loss of natural land states [177, 202].
Though these challenges are substantial in magnitude, our work presents some avenues
for facilitating sustainable development. First, restructuring of trade networks for increased
equality and resilience [191, 82] could help enhance global food security and promote pos-
itive outcomes for the eradication of poverty and improved access to quality education
[99, 33, 158]. However, as we highlight in Chapter 4, there may be difficulties with this
approach due to the high levels of inequality that occur on the trajectory towards a system
where food security and equality are high. Second, we may see a similar range of benefits
from the reduction or elimination of disparities in the import behaviours and/or efficiency
of agents within food trade networks. Finally, models of forest-grassland mosaics under
climate change could aid in optimal site selection for creating protected areas [220], thus
contributing to ecological sustainability.
5.3 Closing remarks and future work
These models highlight the challenge of understanding and predicting the behaviour of
complex systems. Despite this, it is clear why complex systems modelling has gained such
prominence. Models allow us to gain insight into these systems, as they are able to capture
unintuitive aspects of their dynamics, such as non-linear feedbacks and the emergence of
complex behaviour. Through our model analysis we were able to disentangle some drivers
of behaviour in our study systems. However, given the simplicity of these models, it is
easy to imagine that performing such an exercise on a real-world system would prove much
more difficult.
We emphasize that researchers should resist the temptation to instinctively assume
that complex systems require complex models. Not only will this introduce the potential
for over-fitting, making model results difficult to generalize, it may also reduce the clarity
of insight that can be gained from modelling techniques. Given the complex behaviours
demonstrated in our models, it is unlikely that any meaningful insight would result from
105
attempting to incorporate a high level of detail without a strong understanding of basic sys-
tem dynamics. Thus, we stress that ramping up model complexity without first exploring
the potential of parsimonious models is a flawed approach.
In his seminal 1959 paper, “The science of muddling through”, Charles E. Lindblom as-
serted that any policy change should be incremental, due to the complexity of the decision-
making space [186, 203]. This has been pointed to as a reasonable guideline for approaching
complex systems thinking [240]. We believe this advice should also be applied to the mod-
elling of complex systems; models do not need to be revolutionary, rather they should
seek to be evolutionary. Additionally, we urge that – where possible – these simple models
should utilize empirical data for parametrization and validation. Without this, it is difficult
to engender much confidence in the predictions and insights they give rise to.
Given these considerations, we suggest several potential avenues for further modelling
projects designed to make incremental improvements on the work presented here. As pre-
viously mentioned, adding a dynamic trade network to our metapopulation model would
give a fuller view of how the temporal evolution of trade structures interacts with the be-
haviours of trading agents to influence system outcomes. This could easily be accomplished
using a version of our dynamic preferential attachment model modified to describe trade in
all agri-food products [97]. Another possibility would be the incorporation of direct anthro-
pogenic effects into our mosaic model (e.g. deforestation, etc. for agricultural land use)
by a demand-driven mechanism similar to that for non-agricultural land conversion in our
metapopulation model. This could additionally incorporate the effects of external demand
on the conversion of natural land states if we also included a metapopulation structure
with trade links. Thinking in the opposite direction, we could instead incorporate mech-
anisms from our mosaic model into our metapopulation model. The addition of dynamic
climate effects on agricultural yields and the amount of land suitable and/or available for
agricultural use (analogous to the effects on natural land states in a mosaic) could provide
us with a view of how global food systems will be impacted by climate change.
Across these extensions, opportunities arise for exploring specific scenarios to enhance
our understanding of possible futures and policy effects. We could consider how follow-
ing the Shared Socioeconomic Pathways (SSPs) – describing socioeconomic trajectories
with different levels of sustainable development and associated climate outcomes to 2100
[249, 222] – impacts model outcomes. Different SSPs would correspond to different levels of
frequency and severity for climate-driven disturbances (altered patterns of disease, armed
conflict, severe weather,etc.) introduced to the models, as well as different parametriza-
tions [9, 218, 138]. Through these experiments, we could observe whether the levels of
sustainable development inherent to these pathways translate to commensurate outcomes
in our models. Alternatively, instead of assuming fixed socioeconomic pathways to 2100,
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we could explore interventions aimed at facilitating sustainable development to ascertain
which policies might prove most effective in achievement of the UN SDGs. These inter-
ventions could cover a broad range of goals depending on the model structure, from the
conservation of natural land states, to climate change mitigation and food security en-
hancement. This sort of scenario analysis would prove helpful in designing policy for a
sustainable future.
The development of more sophisticated models, tailored to specific complex systems
and scenarios with relevance to issues of sustainability is essential. Through simulation
experiments we can not only gain insight into current and future system dynamics but
see the effects of different perturbations and interventions. Thus, models can be used to
explore both potential threats to system stability and function, and the strategies used to
combat or preempt them. As such, they are important tools for facilitating sustainable
development.
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A.1 Supplementary methods
A.1.1 Defining a continuous trade network
Previously, weighted representations of agri-food trade networks and the associated virtual
water trade network have been simplified by considering a “backbone” network. This
includes only the dominant links, which are responsible for the majority of the trade volume
[89, 174, 122, 238]. We have taken a different approach, considering only continuous trade
partnerships to simplify the model. By doing this, we avoid having to determine when and
how edges should be deleted from our modelled networks. Additionally, it follows that a
trade link that exists over a larger number of years should have a higher probability of
being impacted by a shock than one that is only infrequently part of the trade network.
Thus, continuous trade partnerships are of interest when considering how shocks impact
trade networks. While our network is not a conventional “backbone” network, there is a
positive correlation between a country’s total degree in the continuous trade network and
its total trade volume that is significant at the 5% level (Figure A.1). This would suggest
that countries that are important in the continuous trade network would also be influential
in a “backbone” network.
We define a continuous trade partnership in the 1986-2013 data set as an import or
export that has occurred in at least 3 consecutive years as of the end of 2013; i.e. one
has occurred ∀ t ∈ [a, 2013] where a ≤ 2011. A 3-year cut-off is employed to account for
the fact that the number of nodes and edges in the network drastically increases if trade
partnerships that existed in 2012 and 2013, or only in 2013 are included (Figure A.2).
This suggests that many trade partnerships do not persist for more than 2 years. In order
to account for the fact that shocks to the real-world network may have interrupted the
continuity of otherwise well-established trade relationships, all trade partnerships for which
trades have occurred in 90% or more of the years since they were initiated are included.
The 90% threshold ensures that an otherwise continuous long-term trade relationship,
spanning decades, will not be excluded from the network due to a lack of trade in 1 or 2
years. Since the majority of shocks to the wheat network, and other staple crop networks
such as rice and maize, only persist for a single year, this translates to roughly 1 or 2
shocks [205, 299, 76, 296, 83, 132, 100, 10]. The continuity condition has the added benefit
of ensuring that countries that have ceased to exist since 1986 are excluded from the
network, a logical assumption if any predictions of the future of the network are to be
made.
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Figure A.1: Relationship between total degree in the continuous trade network and
total trade volume from 1986-2011. Each point represents a single country in a single year,
with a total degree of 0 corresponding to a country not included in the continuous trade network
in that year. The darker the point, the higher the number of countries with that combination
of total degree and trade volume. The correlation between total degree and trade volume is
significant at the 5% level (p-value < 2.2× 10−16).
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Figure A.2: Year of entry for nodes and edges to the global wheat trade network. (a)
Year in which some country i not previously engaged in any continuous trade partnerships first
initiated a continuous trade partnership with another country that has occurred in all subsequent
years up to (and including) 2013. (b) year in which a continuous trade partnership between
countries i and j was initiated that has existed for all subsequent years up to (and including) 2013.
(c) year in which some country i not previously engaged in any continuous trade partnerships first
initiated a continuous trade partnership with another country that has occurred in all subsequent
years up to (and including) 2000. (d) year in which a continuous trade partnership between
countries i and j was initiated that has existed for all subsequent years up to (and including)
2000. Plots (a) and (b) use data for 1986-2013, (c) and (d) use data for 1986-2000. For all cases,
the 90% threshold on continuity is applied, and an export partnership is considered as separate
to an import partnership.
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A.1.2 Estimating rate of network growth
In order to estimate the passage of time during network formation, a logistic growth model
was fit to the cumulative number of edges in the wheat trade network by year, m(t),
for 1986-2013 [107]. This m(t) cannot exceed the maximum possible number of edges
in a directed graph with n(t) nodes where max(m) = n(n − 1) [321]. We assume that
the network can be fully saturated, or have total reciprocity, as the wheat trade network
includes reciprocal trades (Figure A.3c). Using the 244 countries and dependent territories
in the world as of 2015, nmax = 244, the largest possible wheat trade network would contain
mmax = 59292 edges [213]. This value was held constant throughout the fitting process,
with the slope and midpoint of the sigmoid estimated using linear regression. A 2-sample
Anderson-Darling test (version 1) comparing the fit to data for 1986-2010 gives p = 0.66728
[268]. As p > 0.05, we concluded that both samples came from the same distribution at
the 5% significance level.
Figure A.3: Temporal metric evolution for the continuous wheat trade network. (a)
Number of nodes. (b) assortativity. (c) reciprocity. Data shown for 1986-2013.
Using the fit (Figure A.4) we estimated the number of edges added to the network each
year, running all simulations for t ∈ [1875, 2060]. The logistic growth model will allow
us to introduce shocks with realistic durations. Even if no new countries enter the trade
network post-2013, meaning nmax = 108, we would have mmax = 11556, a threshold not
exceeded by our logistic model for t ∈ [1875, 2060], though the parameters chosen for the
logistic model with mmax = 59292 would provide a poor fit for the new upper bound on
the possible number of edges. However, the number of nodes in the network has increased
over time (Figure A.2a, Figure A.3a), and thus such a scenario is unlikely. We acknowledge
that without empirical data on m(t) for t < 1986 or t > 2013, it is difficult to justify the
use of one functional form over another; it is possible that a linear or exponential function
better describes m(t) than the logistic form we assume.
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Figure A.4: Growth of the number of continuous trade partnerships in the wheat
trade network over time. The equation of the logistic growth model for number of edges is
m(t) = 59292/(1 + e−(t−2130)/23.62), the fit gives p=0.66728.
A.1.3 Model parametrization
We ran approximately 5000 simulations for combinations of α and β from Equation 2.1 as
well as C and λ from Equation 2.3, across ranges for all parameters. Ranges for α and β
were set to [1, 200], based on the parameters used in previous similar models [117, 116]. For
C, λ and  we experimentally determined ranges that led to reasonable model outcomes
in terms of the network parameters. These ranges are C ∈ [25, 1500], λ ∈ [0.01, 0.1] and
 ∈ [9.0 × 10−5, 1.2 × 10−5]. Once suitable ranges had been determined, we began testing
parameter sets using large increments for all parameter ranges. This allowed us to focus
on a smaller portion of the parameter space; α, β ∈ [1, 5], C ∈ [25, 1025], λ ∈ [0.01, 0.05]
and  ∈ [9.5 × 10−5, 1.15 × 10−5], where model outputs for assortativity, reciprocity, and
number of nodes were reasonably close to those for the real world network. Our 100 best
networks had parameter sets drawn from these reduced ranges (Figure A.5).
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Figure A.5: Network metrics for model parametrization 1986-2011. Solid red line rep-
resents the mean metric value for networks generated using the top 100 parameter sets ranked
by least MSE normalized over assortativity, number of nodes, and reciprocity. The envelope
represents a range of ±2 standard deviations from the mean.
A.1.4 Implementing shocks
For attacks, countries are targeted based on their connectivity. Connectivity can be deter-
mined using various centrality measures such as degree, out-degree, closeness, and between-
ness centrality [4, 244, 183, 169, 164, 157]. We define connectivity in terms of total degree
centrality. This means that an attack will cause the sequential removal of the outgoing
edges belonging to the countries with the highest total number of trade links. We limit our-
selves to considering sudden shocks where production level adjustments occur on too long
a timescale to counter their effects [119]. For the duration of a shock, affected countries
will not export; existing export links are removed, and new export links cannot be formed.
After the shock, the affected countries, which no longer have any exports, can begin to
establish new export links. Following the removal of export links for affected countries,
new links are formed to replace those removed. The formation of new links represents 2
occurrences whereby countries who previously imported from the affected countries seek to
replace their lost trade volume; they may form new trade partnerships themselves or rely
more on existing partnerships. This increased dependence on existing trade partners, in
turn, means those countries either rely more heavily on their partners or form new trade
links. While we do not explicitly model how the weights of trade flows are redistributed
due to a shock, this rewiring of the network to account for changes in the availability of
exports is conceptually similar.
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A.1.5 Determining realistic shock durations and sizes
Each shock will be introduced for 1-5 years and impact 1-15 countries, as, depending on the
type of shock, the duration and severity will vary. For example, the late Victorian Great
Drought of 1876-1878 had a protracted effect on global trade networks of rice products
[238]. Another case, the 2001 outbreak of foot and mouth disease in the United Kingdom
caused shocks to the global beef, sheep, and pig meat trade networks lasting approximately
a year until the lifting of export bans in 2002 [294]. Our ranges were drawn from a survey
of the literature on recent export restrictions. These export restrictions include bans,
quotas, and taxes resulting from food shortages that have influenced global trade. During
the 2007/08 global food crisis, 15 countries (including 6 of the top 17 wheat exporters)
restricted wheat exports, in some cases implementing complete export bans [205, 299,
76, 296, 83, 238]. Additionally, rice export was restricted in 14 countries (including 4 of
the top 9 rice exporters), grain export in 15, maize in 3, palm oil in 2, and oilseed &
vegetable oils in 1 [205, 299, 76, 296, 132, 238]. Six of the 17 largest wheat exporters
(responsible for 90% of total trade) introduced trade restrictions, as did 4 of the 9 largest
rice exporters [238, 272]. India maintained bans and restrictions on rice and wheat exports
from February 2007 to September 2011 [125]. In 2010/11 Russia, Ukraine, and Kazakhstan
all implemented export restrictions on grain [100, 10]. While not all of these restrictions
have resulted in the complete cessation of exports, they provide us with a rough estimate
of the appropriate size and length of shocks. Additionally, we use the 07/08 and 10/11
shocks as a template for our multiple shock scenario; for all cases of multiple shocks a gap
of 2 years will be observed between shocks.
A.2 Network analysis for agri-food commodities
A.2.1 Materials and methods
Trade data for 549 commodities from 1986-2010 was obtained from the United Nations
Food and Agriculture Organization’s FAOSTAT database [107]. These commodities in-
cluded crops, animal products, and crop-derived products. A N ×N trade matrix, where
N is the number of countries in the network, was used to represent the trade network for
each commodity. Trades were extracted from the FAOSTAT database of imports, within
the 25 year period. All cases where a value of 0 was reported for a trade were excluded,
as these are generally caused by rounding small trade values to 0, or due to missing data.
We believe that these excluded trades would not significantly alter the overall commodity-
specific trade networks, in regards to the metrics we measured. The (i, j)th element of
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the matrix represents the export of the commodity under consideration from country j
to country i. The value of this (ij)th element is the volume of the export from country
j to country i. When comparisons were carried out, commodity-specific networks were
given equal weighting, regardless of their size, in order to remove any bias towards the
larger networks. These matrices were used to calculate diameter, average path length
(AvPL), assortativity, density, average clustering coefficient (transitivity), average degree
(AvDeg), the unweighted normalized average betweenness centrality coefficient (BCC), and
reciprocity. Finally, the number of nodes and edges and the total value of the trade con-
ducted with each network were recorded. These values were averaged over all commodity
networks.
To determine relationships between metrics, the Pearson product-moment correlation
coefficient, r, was calculated for all possible pairs of metrics. The associated p-values
used were adjusted using the Holm-Bonferroni method to reduce the frequency of “false
positives” resulting from multiple comparisons. Using a similar method as Jamakovic et al.
the number of metrics required to describe the network was reduced [166]. Any correlation
with a p-value > 0.05 was discarded as not significant at the 5% level and those where
|r| ≤ 0.6 were discarded as weak. Once groups of highly correlated metrics were identified,
1 metric from each group was selected for further analysis, to avoid redundancy. All
metrics not significantly correlated with others were kept. For the purposes of describing
our results, Jamakovic et al.’s definitions of correlation strength were used: 0 ≤ |r| ≤ 0.3
(no correlation); 0.3 ≤ |r| ≤ 0.6 (mild correlation); 0.6 ≤ |r| ≤ 0.9 (significant correlation);
0.9 ≤ |r| ≤ 1.0 (strong correlation) [166].
A.2.2 Results
When network metrics were calculated to give correlations (Figure A.6) the number of
commodity networks within the sample was reduced to 524. This was necessary as some
networks contained an extremely low number of nodes and edges, meaning certain metrics
could not be properly calculated. Two groups of metrics had significant to strong intra-
group correlation: a size group containing the average path length, network diameter, and
betweenness centrality coefficient, and a connectivity group of average node degree, density,
average clustering coefficient, reciprocity and the number of nodes and edges (Figure A.6).
The highly correlated metric groups for the agri-food trade network are not the same as
those found by Jamakovic et al. in their study of a variety of real-world networks, though
there is some overlap [166].
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Figure A.6: Correlation heat map for network metrics using 524 commodity networks
for 1986-2010. All correlations shown are significant at the 5% level, non-Holm’s-adjusted, and
are given as % values.
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A.3 Supplementary figures
Countries i & j are chosen randomly 
as potential importer and exporter 
respectively.
If i=j or A(i,j) = 1 (i
already imports from j) 
the turn ends.
If A(i,j) = 0 and i≠j, then 
Pt[xi(m), xj(m)] is calculated, and 
p is randomly chosen in [0,1].
If Pt[xi(m), xj(m)]≥ p the edge from j to 
i is added (We set A(i,j) = 1).
If Pt[xi(m), xj(m)]< p the 
network remains unchanged.
Figure A.7: Decision-making process at each turn of dynamic network model. If the
final Pt[xi(m), xj(m)] ≥ p condition is not met, the turn ends with no new edges formed.
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Figure A.8: Selected network metrics 1986-2011. Lines represents the mean metric value
for networks generated using the top 100 parameter sets ranked by least MSE for assortativity
(dotted) and normalized across assortativity, number of nodes, and reciprocity (solid). The
envelopes represent a range of ±2 standard deviations from the mean.
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Figure A.9: Impact of previous errors on changes in network metrics due to a sub-
sequent shock. Initial error to double shocked networks (shown in blue and red) occurred in
2017-18, all networks shocked in 2020-21. All shocks were low severity/short duration. Solid lines
represent the mean metric value for networks generated using the top 100 parameter sets ranked
by least MSE normalized over assortativity, number of nodes, and reciprocity. The envelopes
represent a range of ±2 standard deviations from the mean for each shock scenario.
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Figure A.10: Impact of previous attacks on changes in network metrics due to a sub-
sequent shock. Initial attack on double shocked networks (shown in blue and red) occurred in
2017-18, all networks shocked in 2020-21. All shocks were low severity/short duration. Solid lines
represent the mean metric value for networks generated using the top 100 parameter sets ranked
by least MSE normalized over assortativity, number of nodes, and reciprocity. The envelopes
represent a range of ±2 standard deviations from the mean for each shock scenario.
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Figure A.11: Comparison of sequential and simultaneous attacks. Shocks occurred in
2017-18. Solid lines represent the mean metric value for networks generated using the top 100
parameter sets ranked by least MSE normalized over assortativity, number of nodes, and reci-
procity. The envelopes represent a range of ±2 standard deviations from the mean for each shock
scenario. Targets are selected by largest total degree.
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Figure A.12: Impact of out-degree attacks on network metrics. Shocks occurred in 2017-
18. Solid lines represent the mean metric value for networks generated using the top 100 parameter
sets ranked by least MSE normalized over assortativity, number of nodes, and reciprocity. The
envelopes represent a range of ±2 standard deviations from the mean for each shock scenario.
Targets are selected by largest out-degree.
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Figure A.13: Relationship between total degree and out-degree in the continuous
wheat trade network from 1986-2011. Each point represents a single country in a single year,
with a total degree of 0 corresponding to a country not included in the continuous trade network
in that year. The darker the point, the higher the number of countries with that combination of
total and out-degree. The correlation between total and out-degree is significant at the 5% level
(p-value < 2.2× 10−16).
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Appendix B
Supplementary information - Spatial
structure in protected
forest-grassland mosaics: exploring
futures under climate change
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B.1 Supplementary figures
Figure B.1: Forest-grassland mosaics in Aparados da Serra national park display dis-
tinct clustering. 200×200 cell landscapes resulting from classifying the NDVI image of the AdS
mosaics at (a) 10m resolution (b) 20m resolution into forest/non-forest clusters using a k-means
clustering algorithm.
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Figure B.2: Rising global CO2 concentrations will result in increased mean annual
temperature and precipitation for Southern Brazil’s forest-grassland mosaics. (a)
Global trends in atmospheric CO2 concentration. Lines in (b) and (c) indicate MAT and MAP
trajectories for Southern Brazil’s forest-grassland mosaics generated using Equation 3.5 and Equa-
tion 3.6, with coloured circles corresponding to GCM-based MAT and MAP estimates at 2050
and 2070, and black circles corresponding to MAT and MAP in 1990.
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Figure B.3: Forest recruitment, and the fire-mediated threshold to recruitment, are
impacted by changes in mean annual precipitation. Recruitment as (a) a function of
precipitation and (b) time under different RCPs. Threshold as a function of (c) precipitation and
(d) time under different RCPs.
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Figure B.4: Long-term trends in forest cover depend strongly on initial forest cover.
Lines show the mean forest cover level across all simulations with a given F (0), with envelopes
indicating the maximum and minimum forest cover levels for simulations with that F (0). Sim-
ulations use base parameter set, and 250 simulations are run for each F (0), discarding any that
do not stabilize.
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Figure B.5: Simulated and real-world mosaics display similar patch-level metric dis-
tributions. Patch (a) area, (b) perimeter, and (c) shape index distributions for 10m and 20m
resolution satellite images of mosaic landscapes in AdS national park compared to simulated land-
scapes. Lines trace mean count across all landscapes from a source, coloured envelopes enclose
all observations. 250 simulations are run for each F (0), discarding any that do not stabilize.
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Figure B.6: Forest recruitment impacts spatial structure at the patch and landscape
level. Impact of forest recruitment on (a) patch area, (b) patch shape index, (c) landscape shape
index and (d) effective mesh size. Colour corresponds to α-value for each α-vary run (black for
base), shape indicates the value in relation to base α. 250 simulations are run for each F (0),
discarding any that do not stabilize, with 25% of points shown to avoid overplotting.
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Figure B.7: Forest mortality impacts landscape forest cover and spatial structure.
(a) Effect of mortality on forest cover. Points indicate individual simulation runs, lines show a
LOESS curve for each F (0). Vertical dashed line indicates the base mortality rate, horizontal bars
indicate ranges of ν for which different landscape outcomes are possible. (b) and (c) indicate effect
of mortality on perimeter and number of forest patches respectively. Here colour corresponds to
ν-value for each ν-vary run (black for base), shape indicates the value in relation to base ν. 250
simulations are run for each F (0), discarding any that do not stabilize, with 25% of points shown
in (b) and (c) to avoid over plotting.
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Figure B.8: Forest mortality impacts spatial structure at the patch and landscape
level. Impact of forest mortality on (a) patch area, (b) patch shape index, (c) landscape shape
index and (d) effective mesh size. Colour corresponds to ν-value for each ν-vary run (black for
base), shape indicates the value in relation to base ν. 250 simulations are run for each F (0),
discarding any that do not stabilize, with 25% of points shown to avoid overplotting.
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Figure B.9: Random land-state transitions impact landscape forest cover and spatial
structure. (a) Effect of random land-state transitions on forest cover. Points indicate individual
simulation runs, lines show a LOESS curve for each F (0). Vertical dashed line indicates base
mortality rate, horizontal bars indicate ranges of ε for which different landscape outcomes are
possible. (b) and (c) display effect of random land-state transitions on perimeter and number of
forest patches respectively. Here colour corresponds to ε-value for each ε-vary run (black for base),
shape indicates value in relation to base ε. 250 simulations are run for each F (0), discarding any
that do not stabilize, with 25% of points shown in (b) and (c) to avoid overplotting.
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Figure B.10: Random land-state transitions impact spatial structure at the patch and
landscape level. Impact of random land-state transitions on (a) patch area, (b) patch shape
index, (c) landscape shape index and (d) effective mesh size. Colour corresponds to ε-value for
each ε-vary run (black for base), shape indicates value in relation to base ε. 250 simulations
are run for each F (0), discarding any that do not stabilize, with 25% of points shown to avoid
overplotting.
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Figure B.11: Land-state transition rates determine possible landscape states. Land-
scape state due to combined effect of (a) forest recruitment and mortality, (b) forest recruitment
and random land-state transitions, and (c) forest mortality and random land-state transitions.
Location of base rates are indicated with ×. For each parameter plane 10000 simulations are run
(1000 for each F (0)), discarding any that do not stabilize. Dashed lines enclose the region where
mosaics occur, with solid lines enclose the region where only mosaics are possible.
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Figure B.12: Varying both tree recruitment and mortality does not substantially alter
spatial structure, as compared to varying only one of these rates. Effects of varying tree
recruitment, mortality, both, and neither on (a) patch area (b) patch perimeter (c) patch shape
index (d) number of forest patches (e) landscape shape index and (f) effective mesh size. For
Base, α-vary, and ν-vary 250 simulations are run for each F (0), with 1000 each in the α, ν-vary
case. In all cases we discard any simulations that do not stabilize, and only 10% of points are
shown to avoid overplotting.
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Figure B.13: Varying both tree recruitment and the rate of random land-state tran-
sitions results in changes to landscape structure not observed when only one rate
is varied. Effects of varying tree recruitment, random land-state transitions, both, and neither
on (a) patch area (b) patch perimeter (c) patch shape index (d) number of forest patches (e)
landscape shape index and (f) effective mesh size. For Base, α-vary, and ε-vary 250 simulations
are run for each F (0), with 1000 each in the α, ε-vary case. In all cases we discard any simulations
that do not stabilize, and only 10% of points are shown to avoid overplotting.
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Figure B.14: Varying both tree mortality and the rate of random land-state transitions
results in changes to landscape structure not observed when only one rate is varied.
Effects of varying tree mortality, random land-state transitions, both, and neither on (a) patch
area (b) patch perimeter (c) patch shape index (d) number of forest patches (e) landscape shape
index and (f) effective mesh size. For Base, ν-vary, and ε-vary 250 simulations are run for each
F (0), with 1000 each in the ν, ε-vary case. In all cases we discard any simulations that do not
stabilize, and only 10% of points are shown to avoid overplotting.
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Figure B.15: Low tree recruitment accompanied by a high rate of random land-state
transitions leads to complex landscapes with large numbers of forest patches. Impacts
of forest recruitment and random land-state transitions rate on the number of forest patches and
LSI when exploring the α−ε parameter plane. (a) and (b) show combined effect, with (c) and (d)
highlighting the impact of recruitment and (e) and (f) the impact of random transition rates. For
Base, α-vary, and ε-vary 250 simulations are run for each F (0), with 1000 each in the α, ε-vary
case. We discard simulations that do not stabilize, 10% of points are shown to avoid over plotting
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Figure B.16: Combining high rates of tree mortality and random land-state transitions
leads to complex landscapes with large numbers of forest patches. Impacts of forest
mortality and random land-state transitions rate on the number of forest patches and LSI when
exploring the ν − ε parameter plane. (a) and (b) show combined effect, , with (c) and (d)
highlighting the impact of mortality and (e) and (f) the impact of random transition rates. For
Base, ν-vary, and ε-vary 250 simulations are run for each F (0), with 1000 each in the ν, ε-vary
case. We discard simulations that do not stabilize, 10% of points are shown to avoid over plotting
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Figure B.17: Decadal changes in recruitment threshold precede corresponding changes
in forest cover. a) decadal change in mean threshold value, b) change in forest cover for each
simulation. 500 simulations are run for each scenario.
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Figure B.18: Climate impacts on the tree recruitment threshold result in alterations
to landscape spatial structure. Effect of climate-impacted forest recruitment threshold on (a)
patch area (b) patch perimeter (c) patch shape index (d) number of forest patches (e) landscape
shape index and (f) effective mesh size. For each scenario 500 simulations are run.
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Figure B.19: Climate impacts on the tree recruitment rate do not result in substantial
alterations to landscape spatial structure. Effect of climate-impacted forest recruitment
on (a) patch area (b) patch perimeter (c) patch shape index (d) number of forest patches (e)
landscape shape index and (f) effective mesh size. For each scenario 500 simulations are run.
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Figure B.20: Climate impacts on both the tree recruitment rate and threshold to
recruitment result in alterations to landscape spatial structure similar to those re-
sulting from impacts on recruitment threshold only. Effect of climate-impacted forest
recruitment and recruitment threshold on (a) patch area (b) patch perimeter (c) patch shape
index (d) number of forest patches (e) landscape shape index and (f) effective mesh size. For
each scenario 500 simulations are run.
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Appendix C
Supplementary information - Human
metapopulation interactions on a
trade network: implications for food
security & equality
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C.1 Supplementary methods
C.1.1 Global model parametrization
The model is parameterized at the global level using empirical data from the United Na-
tions Food and Agriculture Organization (FAO). We collect data on global population
(“Total population”, 1961-2018, and projected “Total population”, 2019-2100), food sup-
ply (“Food; the total amount of agricultural products available as food”, 1961-2013), agri-
cultural land (“Agricultural land; land used for cultivation of crops and animal husbandry.
The total of areas under Cropland and Permanent meadows and pastures.”, 1961-2017),
total land area (“Land area; country area excluding area under inland waters and coastal
waters”, 1961-2017), uninhabitable land area (sum of “Terrestrial barren land” and “Per-
manent snow and glaciers” land cover areas from CCI-LI, 1992-2015), and food production
(“Production quantity”, excluding aquatic products, 1961-2013) [108]. We use a conserva-
tive estimate of the total land available for agriculture, taken as the total habitable land
area (total area - uninhabitable area) in 2015, the most recent year for which all necessary
data is available. While this undoubtedly leads to an overestimation of the amount of
available land, the amount of land suitable for agriculture will vary widely depending on
the production being considered (crops vs. livestock, type of crop, type of irrigation, etc.)
[337, 102] so an accurate total across all production types is difficult to obtain.
To reduce the complexity of fitting our system of differential equations to our time series
data, we independently fit the parameters from our net growth rate function (Equation 4.2)
as listed above the line in Table 4.1, to data on global net population growth rate and per
capita food supply from 1962-2013. We assume δ = 0.0113, the mean of the global crude
death rate from 1950-2020, to focus our fitting on those parameters that do not have
a direct biological interpretation [222, 108]. Through this assumption, we attribute all
variation in the net population growth rate to per capita food supply driven changes to the
fertility rate. We use a Levenberg-Marquardt type nonlinear least squares fitting algorithm
implemented in R to obtain values for α0, ρ, and σ (Table 4.1) [88, 241]. The resulting
fit (Figure C.1) has a peak in net growth rate of 0.0343/yr when the annual food per
capita is approximately 0.3673 tonnes. We note that the fitted value of ρ is located at
the upper bound of possible values (ρ = 6.25) however we feel that allowing for a lower
value would create an unrealistic lower bound on the per capita food values for which net
growth is positive, as our fit here is already fairly conservative (based on a comparison to
the country-level data, as shown in Figure C.1).
We also obtain values for ry and Ky to yield data prior to fitting parameters for the food
supply and agricultural land (Equation 4.3, Equation 4.4), as the yield DE (Equation 4.1)
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does not depend on the dynamics in the remainder of the system. For yield, we consider 2
scenarios; a “conservative” maximum yield scenario using the estimated maximum annual
yield from [228] (KCY =3.5), and a “high” yield scenario where we assume K
H
Y = 2K
C
Y = 7.
We consider these contrasting scenarios as, given the roughly linear increase in yield from
1961-2013 and the potential for technological advances, the upper bound on yield may be
higher than estimated by [228]. Alternatively, this “high” yield scenario can be thought
of as a future where there is a global shift towards more plant-based diets, as livestock
production requires a substantial amount of land and plant calories [295, 283, 255].
Figure C.1: Functional form developed for net population growth rate provides rea-
sonable fit to empirical data. Fitting is performed using global data on net population growth
rate vs. per capita food for 1962-2013. Country-level data points shown for comparison.
Once values for the parameters in the net growth rate function (Equation 4.2), and
yield (Equation 4.1) have been determined, fitted values for the remaining parameters are
obtained. Fitted values for parameters (excluding those related to the net growth rate
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function) are obtained using the Matlab function lsqcurvefit applied to the global model.
This function is a nonlinear-least squares curve fitting method utilizing the trust-region-
reflective algorithm. We note that the value of µ is fixed, as trade is not considered in the
global model, meaning it cannot be included in our fitting exercise. We instead chooose
µ = 0.16, the country-level average value for exports as a fraction of production in 2013,
calculated using FAO data [108].
C.1.2 Network science concepts for analyses
We provide a brief overview of network science concepts required for analysis of our model.
Our trade network is made up of nodes (on which the patches of our metapopulation model
are situated) connected by edges (representing trade links between patches). Nodes are
“neighbours” if they are connected by an edge. Throughout the remainder of the paper,
when we refer to patch-level characteristics we are indicating properties of the dynamic
behaviour in patch i, resulting from the parameterization of Equation 4.6-Equation 4.9.
When we describe node-level characteristics, we refer to the metrics describing the position
of node i (that patch i is situated on) within the trade network. The metrics we will employ
to characterise nodes and networks are listed in Table C.1. We include several centrality
metrics to explore which measures of node “importance” (centrality, by various definitions)
in a network have clear relationships to patch-level outcomes [217].
Throughout our analysis we generate networks using the Watts-Strogatz algorithm.
This algorithm takes a ring lattice – a regular network, where the number of nodes and
edges is fixed – and randomly rewires edges with some probability p. As the rewiring
probability, p, increases the networks generated become less regular and more random.
If p = 0 we retain the lattice, if p = 1 we have a completely random network, and
for rewiring probabilities in (0, 1), we may obtain small-world networks. This algorithm
accepts as input a number of nodes, the “neighbourhood” in which to connect each node
(equivalent to the average degree centrality of the network/2 for our undirected network),
and the rewiring probability, p [320]. All networks are generated using an implementation
of the Watts-Strogatz algorithm from the igraph package (Version 1.2.4.2) for R (Version
3.6.3) [68, 241]. Network analysis is performed using both igraph the Network Toolbox
package (Version 1.4.0) [68, 58].
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Table C.1: Metrics for describing network topology. A subset of common metrics from the
field of network science useful to our analyses.
Metric Description Source
Degree centrality Number of edges connected to a node. [18, 261]
Betweenness centrality Extent to which a node is located on paths be-
tween other nodes.
[217, 261,
111]
Closeness centrality Average distance from a node to all other nodes
within a network.
[217, 261]
Eigenvector centrality Measures influence in a network by accounting
both for number and “quality” of edges, being
connected to nodes with high eigenvector central-
ity scores contributes more to a nodes’ eigenvector
centrality than being connected to nodes with low
scores.
[217, 37]
Local clustering coefficient Average probability that a node’s neighbours are
themselves connected to eachother.
[217, 261]
Density (d) Ratio of the number of edges in a network to the
maximum possible number of edges.
[319]
Average path length Average length of the shortest paths (along edges)
between pairs of nodes in a network.
[18]
Small-world measure (ω) Quantifies the extent to which a network displays
small-world properties by measuring its average
path length against that of a comparable ran-
dom network, and its average clustering coeffi-
cient against that of a comparable lattice. This
metric has a range of [−1, 1] where values near
0 are indicative of a small-world network, more
negative values point to a more regular (lattice-
like) network, and more positive values point to a
more random network.
[292]
C.2 Supplementary results: global model
Our work with the global model focuses on determining parameter values which allow
the model to obtain a good fit to the empirical data we retrieved from the FAO (fitting
method and data described in Subsection C.1.1). Fitting was carried out using data from
the years 1961-2013 (additionally 2014-2100 for human population), with t = 1961 as our
initial condition. In the “low-yield” scenario (Figure C.2), our parameter fitting exercise
182
indicates that the projected increasing global population trajectory will be accompanied by
an increase in agricultural land area (and thus an increase in food supply). Fitted values for
γA and βA in this scenario are effectively meaningless, as any combination of (γA, βA) that
results in bA = 1 ∀ t ∈ [2013, 2100] will have the same outcome for variable trajectories.
In the “high-yield” scenario (Figure C.3), the higher value for maximum yield (KY ) means
that a larger food supply can be obtained, even with decreases in agricultural area past
2040. Additionally, this leads the population to experience a demographic transition to
lower birth rates, causing a decrease in global population towards the end of the century.
Here, a unique fit for βA, γA is obtained.
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Figure C.2: Global model using low yield scenario provides reasonable fit to real-
world trajectories. Trajectories for a) population b) agricultural land c) food supply and d)
agricultural yield from global model (low yield scenario) and empirical data.
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Though we obtain values for βA and γA in these global fits, we do not fix these values
for our metapopulation model. This is motivated both by the lack of a unique fit in the
“low-yield” scenario, and a desire to explore how βA and γA interact with βI and γI . This
exploration allows us to observe how the response curves for fulfilling food demand through
expansion of agriculture (bAi ), and imports (b
I
i ), impact model outcomes.
Figure C.3: High yield variation of global model alters trajectories to 2100. Trajectories
for a) population b) agricultural land c) food supply and d) agricultural yield from global model
(high yield scenario) and empirical data.
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C.3 Supplementary figures
Figure C.4: Steepness and midpoint of demand response sigmoid influence global
system outcomes in a “high” yield scenario. (γ, β) parameter planes for global values of
(a)-(b) population (×107) (c)-(d) agricultural land (×107 hectares) (e)-(f) food supply (×107
tonnes) (g)-(h) mean level of import dependency, mean per capita (i)-(j) food (tonnes/person)
and (k)-(l) non-agricultural land (hectares/person and Gini index, per capita (m)-(l) food and
(o)-(p) non-agricultural land. 500 simulations run for each of N = 10, N = 100, randomly
selecting a network and parameter values.
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