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Sub-diffusion processes in Hilbert space
and their associated stochastic differen-
tial equations and Fokker-Planck-Kolmogorov
equations
Lise Chlebak, Patricia Garmirian and Qiong Wu
Abstract. This paper focuses on the time-changed Q-Wiener
process, a Hilbert space-valued sub-diffusion. It is a martin-
gale with respect to an appropriate filtration, hence a stochas-
tic integral with respect to it is definable. For the resulting
integral, two change of variables formulas are derived. Via a
duality theorem for integrals, existence and uniqueness theo-
rems for stochastic differential equations (SDEs) driven by the
time-changed Q-Wiener process are discussed. Associated frac-
tional Fokker-Planck-Kolmogorov equations are derived using
either a time-changed Itoˆ formula or duality. Connections are
established between three integrals driven by time-changed ver-
sions of the Q-Wiener process, cylindrical Wiener process, and
martingale measure.
2Keywords. inverse stable subordinator, time-changedQ-Wiener
processes, Hilbert space-valued sub-diffusion processes, time-
changed stochastic differential equations (SDEs) in Hilbert space,
fractional Fokker-Planck-Kolmogorov (FPK) equations.
1. Introduction
The Q-Wiener process is a stochastic process with values in a separa-
ble Hilbert space which is usually infinite dimensional. Analogous to
a classic Brownian motion in finite dimensional space, the Q-Wiener
process is a Gaussian diffusion process which has independent and
stationary increments and a covariance operator Q [1, 2, 3]. Stochas-
tic integrals in Hilbert space with respect to the Q-Wiener process
are constructed as an infinite sum of real-valued stochastic integrals
with respect to infinitely many independent standard Brownian mo-
tions [4, 5, 6, 7]. A Hilbert space of functions is a natural setting for
the semigroup approach to deal with stochastic partial differential
equations (SPDEs) since the solutions to these equations are typi-
cally elements of such a space [8, 9, 10]. For motivation and details on
the semigroup approach, see [11, 12]. From the monographs [1, 4, 5],
stochastic differential equations (SDEs) driven by the Q-Wiener pro-
cess in Hilbert space are expressed as
dX(t) = [AX(t) + F (t,X(t))]dt+ CdWt
X(0) = x0 ∈ H,
(1.1)
3where the operator, A, is typically an elliptic differential operator
and Wt is the Q-Wiener process. This type of SDE usually corre-
sponds to stochastic partial differential equations (SPDEs) and the
solution, X(t), of the SDE (1.1) is also a diffusion process in Hilbert
space. Semigroups and distributions at a fixed time associated with
the diffusion processes in Hilbert spaces are studied in [13] and [14].
Furthermore, deterministic Fokker-Planck-Kolmogorov (FPK) equa-
tions corresponding to the diffusion process, X(t), in Hilbert space
together with the existence and uniqueness of their solutions have
been investigated in [15, 16, 17]. Specifically, Bogachev and others
have started the study of FPK equations on Hilbert space in [15, 17]
and [16] continues this study by proving existence and uniqueness
results for irregular, even non-continuous drift coefficients.
Sub-diffusion processes in a finite dimensional space are inves-
tigated by Meerschaert and Scheffler [18, 19] and Magdziarz [20]. In
particular, the sub-diffusion processes arising as the scaling limit of
continuous-time random walks are considered in [18, 19]. The sample
path properties of this type of process are investigated by the mar-
tingale approach in [20]. It is known that a Brownian motion with
an embedded time-change which is the first hitting time process of a
stable subordinator of index between 0 and 1 is a sub-diffusion pro-
cess [21]. Since the stable subordinator process is an increasing Le´vy
process with jumps, there are intervals for which the inverse process is
constant. Therefore, a time-changed Brownian motion process often
models phenomena for which there are intervals where the process
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does not change [22, 23, 24]. The transition probabilities, i.e., the den-
sities of the time-changed Brownian motion, satisfy a time-fractional
FPK equation appearing in [25]. Furthermore, the stochastic calculus
for a time-changed semimartingale and the associated SDEs driven
by the time-changed semimartingale are investigated in [26]. See ref-
erences [27, 28, 29] as well as the forthcoming book in [30] for further
discussion and generalizations of the topics mentioned earlier in this
paragraph.
Corresponding sub-diffusion processes in Hilbert space, specif-
ically, the time-changed Q -Wiener processes have not been investi-
gated. Also the SDEs driven by a time-changed Q -Wiener process
and their associated fractional FPK equations have not yet been
discussed. In this paper, we focus on the time-changed Q-Wiener
process and its associated stochastic calculus. Also, SDEs driven by
the time-changed Q-Wiener process and fractional FPK equations
of the solutions to the time-changed SDEs are investigated. Specifi-
cally, section 2 introduces the concept of a time-changed Q-Wiener
process which is a sub-diffusion process. Similar to the time-changed
Brownian motion, the time-changed Q-Wiener process is proven to
be a square-integrable martingale in Hilbert space with respect to an
appropriate filtration. Furthermore, the increasing process and the
quadratic variation process of the time-changed Q-Wiener process
are explicitly derived.
Section 3 develops the stochastic integral with respect to the
time-changed Q-Wiener process. First and second change of vari-
able formulas for the time-changed stochastic integral are provided.
5Also the time-changed Itoˆ formula for an Itoˆ process driven by the
time-changedQ-Wiener process is developed. Moreover, SDEs driven
by the time-changed Q-Wiener process are introduced. Based on re-
sults from Grecksch and Tudor [31] for general martingales in Hilbert
spaces, the existence and uniqueness of a mild solution to a type
of time-changed SDE is provided. From the duality developed be-
tween time-changed SDEs and their corresponding non-time-changed
SDEs, the existence and uniqueness of strong solutions to the asso-
ciated time-changed SDEs are established.
Section 4 discusses a connection between three stochastic inte-
grals, the one driven by a time-changed Q-Wiener process in Hilbert
space, the one driven by a time-changed cylindrical Wiener process in
Hilbert space and the one driven by the martingale measure, known
as Walsh’s integral [32, 7]. This connection allows one to potentially
interpret mild solutions to SDEs driven by time-changed Q-Wiener
processes in Hilbert spaces as random field solutions from the Walsh
approach to SPDEs by applying the results of Dalang and Quer-
Sardanyons [33].
Section 5 derives time-fractional FPK equations associated with
the solutions to SDEs driven by time-changed Q-Wiener processes
in two ways. The first method uses the time-changed Itoˆ formula
developed in Section 3. The same time-fractional FPK equations
are next derived by applying the duality theorem also developed in
Section 3 and the FPK equations associated with the solution of
SDEs driven by the classic Q-Wiener process.
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2. The time-changed Q-Wiener process
After recalling the definition of the Q-Wiener process in Hilbert
space, we introduce the time-changed Q-Wiener process in Hilbert
space. The related martingale properties of the time-changed Q-
Wiener process will also be investigated.
Definition 2.1. Following [5], Let Q be a nonnegative definite, sym-
metric, trace-class operator on a separable Hilbert spaceK, let {fj}∞j=1
be an orthonormal basis in K diagonalizing Q, and let the corre-
sponding eigenvalues be {λj}
∞
j=1. Let {wj(t)}t≥0, j = 1, 2, · · · , be
a sequence of independent Brownian motions defined on a filtered
probability space (Ω,F , {Ft}t≥0,P). Then the process
Wt :=
∞∑
j=1
λ
1/2
j wj(t)fj
is called a Q-Wiener process in K.
For more details of properties of Q-Wiener processes, see [4, 5].
Before introducing the time-changed Q-Wiener processes, we
need to introduce the time-change process which is used throughout
this paper. The time-change applied in this paper is the first hitting
time process of a β-stable subordinator defined as
Et := Eβ(t) = inf{τ > 0 : Uβ(τ) > t}, (2.1)
where Uβ(t) is the β-stable subordinator which has index β ∈ (0, 1)
and Laplace transform
E(e−uUβ(τ)) = e−τu
β
. (2.2)
7Note that Et is also called the inverse β-stable subordinator. Let
B(t) denote a one-dimensional standard Brownian motion. Consider
Zβ(t) := B(Et), a subordinated Brownian motion which has been
time-changed by Et. The following result of Magdziarz [20] shows
that Zβ(t) is a square integrable martingale with respect to the ap-
propriate right-continuous filtration,
F¯t =
⋂
u>t
{σ[B(s) : 0 ≤ s ≤ u] ∨ σ[Es : s ≥ 0]}, (2.3)
where F¯0 is assumed to be complete.
Theorem 2.2. Magdziarz, [20] The time-changed Brownian motion
Zβ(t) is a mean zero and square integrable martingale with respect
to the filtration {F¯Et}t≥0. The quadratic variation process of Zβ(t)
is 〈Zβ(t), Zβ(t)〉 = Et.
The time-changed Brownian motion, Zβ(t), is a sub-diffusion
process. By incorporating the time-change, Et, into the independent
Brownian motions in Definition 2.1, we define a Hilbert space-valued
time-changed Q-Wiener process as follows:
Definition 2.3. With Q, {fj}
∞
j=1, and {λj}
∞
j=1 as defined in 2.1, let
{wj(t)}t≥0, j = 1, 2, · · · , be a sequence of independent Brownian
motions defined on (Ω,F , {Ft}t≥0,P) which are independent of Et.
Then the process
WEt :=
∞∑
j=1
λ
1/2
j wj(Et)fj (2.4)
is called a time-changed Q-Wiener process in K.
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This time-changed Q-Wiener process can be considered as an
infinite-dimensional Hilbert space analog of a one-dimensional time-
changed Brownian motion. It is a sub-diffusion process in Hilbert
space. Let µt be the Borel probability measure induced by the time-
changed Q-Wiener process, WEt on K, i.e., E(WEt) =
∫
K
xµt(dx).
Then the time-fractional FPK equation corresponding to the time-
changed Q-Wiener process in the following theorem can be consid-
ered as a special case of Theorem 5.3 in Section 5.
Theorem 2.4. Suppose µt is the probability measure induced by the
time-changed Q-Wiener process, WE , on K. Then µt satisfies the
following time-fractional PDE
D
β
t µt = D
2
xµt,
where D2x denotes the second-order Fre´chet derivative in space and
D
β
t is the Caputo time fractional derivative operator defined as
D
β
t f(t) =
1
Γ(1− β)
∫ t
0
f ′(τ)
(t− τ)β
dτ,
where β is the index associated with the β-stable subordinator Uβ(t)
and Γ(β) is the gamma function.
The time-changedQ-Wiener process is our main object of study.
In order to define integrals with respect to this process, and, ulti-
mately, to consider SDEs driven by this process, it is advantageous
to view the time-changed Q-Wiener process as a martingale with re-
spect to an appropriate filtration. To prove this, we begin with the
definition of a martingale in a Hilbert space.
9Definition 2.5. Following [5], let K be a separable Hilbert space en-
dowed with its Borel σ-field B(K). Fix T > 0 and let (Ω,F , {Ft}t≤T ,P)
be a filtered probability space and {Mt}t≤T be a K-valued process
adapted to the filtration {Ft}t≤T . Assume thatMt is integrable, i.e.,
E‖Mt‖ <∞.
a) If for any 0 ≤ s ≤ t, E(Mt|Fs) = Ms, P-a.s., then Mt is called
an Ft-martingale.
b) If E‖MT ‖2 <∞, the martingale Mt is called square integrable
on 0 ≤ t ≤ T .
The condition for {Mt}t<T to be a martingale in Hilbert space
is equivalent to the following: for all s < t and h ∈ K,
E(〈Mt, h〉|Fs) = 〈Ms, h〉, P− a.s.
Let M2T (K) denote the collection of all continuously square inte-
grable martingales in the Hilbert space K.
Example 1. The Q-Wiener process Wt :=
∑∞
j=1 λ
1/2
j wj(t)fj intro-
duced in Definition 2.1 is a square integrable martingale with respect
to the filtration Ft generated by independent Brownian motions, i.e.,
σ(wj(s) : 0 ≤ s ≤ t, j = 1, 2, · · · ).
Define
F˜t =
⋂
u>t
{σ[wj(s) : 0 ≤ s ≤ u, j = 1, 2, ...] ∨ σ[Es : s ≥ 0]}, (2.5)
where F˜0 is assumed to be complete, and {wj(t)}t≥0, j = 1, 2, · · · , is
a sequence of independent Brownian motions which are independent
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of Et. The following theorem establishes that the time-changed Q-
Wiener process is also a square-integrable martingale, i.e., WEt ∈
M2T (K) with respect to the filtration F˜Et .
Theorem 2.6. The time-changed Q-Wiener process defined by Defi-
nition 2.3 is a K-valued square integrable martingale with respect to
the filtration Gt := F˜Et .
Proof. From [20], all moments of the time change, Et, are finite, i.e.,
E(Ent ) =
tnβn!
Γ(nβ + 1)
,
for n = 1, 2, · · · . Let fEt be the density function for Et. Then, the
second moment for the time-changed Brownian motion wj(Et) is
given by
E(w2j (Et)) =
∫ ∞
0
E(w2j (τ))fEt(τ)dτ =
∫ ∞
0
τfEt(τ)dτ =
tβ
Γ(β + 1)
.
Thus,
E‖WEt‖
2
K = E
〈 ∞∑
j=1
λ
1/2
j wj(Et)fj ,
∞∑
i=1
λ
1/2
i wi(Et)fi
〉
K
= E
∞∑
j=1
λjw
2
j (Et)
=
∞∑
j=1
λjE(w
2
j (Et)) =
tβ
Γ(β + 1)
∞∑
j=1
λj <∞.
The sum is finite since Q is a trace-class operator. Also, since the Q-
Wiener process, Wt, is a square integrable martingale in the Hilbert
space K, it follows that for any h ∈ K, the process Xt defined by
Xt := 〈Wt, h〉K
11
is a real-valued square integrable martingale with respect to the fil-
tration F˜t. This means that in order to prove the time-changed Q-
Wiener process, WEt , is a square integrable martingale, it suffices to
verify that the time-changed real-valued process, XEt , defined by
XEt := 〈WEt , h〉K ,
is a square integrable martingale with respect to the filtration Gt =
F˜Et . Define the sequence of {F˜τ}-stopping times, Tn, by
Tn = inf{τ > 0 : |X(τ)| ≥ n}.
It is known that the stopped process X(Tn∧τ) is a bounded martin-
gale with respect to F˜τ . Thus, by Doob’s Optional Sampling Theo-
rem, for s < t,
E(X(Tn ∧Et) | Gs) = X(Tn ∧ Es) (2.6)
The right hand side of (2.6) converges to X(Es) as n→∞. For the
left hand side,
|X(Tn ∧ Et)| ≤ sup
0≤s≤t
|X(Es)|.
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Then, applying Doob’s Maximal Inequality yields
E( sup
0≤s≤t
|X(Es)|
2) = E( sup
0≤s≤Et
|X(s)|2) =
∫ ∞
0
E( sup
0≤s≤τ
|X(s)|2 | Et = τ)fEt(τ)dτ
=
∫ ∞
0
E( sup
0≤s≤τ
|X(s)|2)fEt(τ)dτ ≤ 4
∫ ∞
0
E(|X(τ)|2)fEt(τ)dτ
= 4
∫ ∞
0
E(|〈Wτ , h〉K |
2)fEt(τ)dτ ≤ 4
∫ ∞
0
E(‖Wτ‖
2
K‖h‖
2
K)fEt(τ)dτ
= 4‖h‖2K
∫ ∞
0
E‖Wτ‖
2fEt(τ)dτ = 4‖h‖
2
KE‖WEt‖
2
K <∞.
Also by Holder’s inequality,
E( sup
0≤s≤t
|XEs |) ≤ (E( sup
0≤s≤t
|XEs |)
2)1/2.
Thus,
E( sup
0≤s≤t
|XEs |) <∞.
By the dominated convergence theorem,
E(X(Tn ∧ Et) | Gs) −→ E(X(Et) | Gs), as n→∞.
Therefore, from (2.6),
E(X(Et) | Gs) = X(Es),
which implies that X(Et) = 〈WEt , h〉K is a martingale with respect
to the filtration F˜Et . Therefore, WEt is a square integrable martin-
gale in the Hilbert space K. 
13
The following definition and lemma concern the increasing pro-
cesses and the quadratic variation processes of square integrable mar-
tingales in a Hilbert space. These will be applied in Proposition 2.9
to the time-changed Q-Wiener process WEt .
Definition 2.7. Following [5], let Mt ∈ M2T (K). Denote by 〈M〉t
the unique adapted continuous increasing process starting from 0
such that ‖Mt‖2K − 〈M〉t is a continuous martingale. The quadratic
variation process 〈〈M〉〉t of Mt is an adapted continuous process
starting from 0, with values in the space of nonnegative definite trace-
class operators on K, such that for all h, g ∈ K,
〈Mt, h〉K〈Mt, g〉K −
〈
〈〈M〉〉t(h), g
〉
K
is a martingale.
Lemma 2.8. Following [5], the quadratic variation process of a mar-
tingale Mt ∈ M2T (K) exists and is unique. Moreover,
〈M〉t = tr(〈〈M〉〉t).
Proposition 2.9. The increasing process and quadratic variation pro-
cess of the time-changed Q-Wiener process in Definition 2.3 are re-
spectively
〈WE〉t = tr(Q)Et and 〈〈WE〉〉t = QEt.
Proof. Let Q be a nonnegative definite, symmetric, trace-class opera-
tor on a separable Hilbert spaceK and let {fj}∞j=1 be an orthonormal
basis in K diagonalizing Q with corresponding eigenvalues {λj}∞j=1.
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Then,
‖WEt‖
2
K =
〈∑∞
j=1 λ
1/2
j wj(Et)fj ,
∑∞
i=1 λ
1/2
i wi(Et)fi
〉
K
=
∑∞
j=1 λjw
2
j (Et).
On the other hand,
tr(Q)Et = Et
∞∑
j=1
λj .
So define the process, NEt , as
NEt = ‖WEt‖
2
K − tr(Q)Et =
∞∑
j=1
λj(w
2
j (Et)− Et),
which can be considered as a time-change of Nt where
Nt = ‖Wt‖
2
K − tr(Q)t =
∞∑
j=1
λj(w
2
j (t)− t).
From Definition 2.7, Nt is a real-valued martingale since tr(Q)t is the
unique increasing process of the Q-Wiener process. By an argument
similar to that of Theorem 2.6, the time-changed process, NEt , is a
martingale. Further, WEt is a martingale and there is an increasing
process, 〈WE〉t, such that ‖WEt‖
2
K −〈WE〉t is a martingale. Finally,
since ‖WEt‖
2
K is a real-valued submartingale, by the uniqueness of
the Doob-Meyer decomposition [34],
〈WE〉t = tr(Q)Et. (2.7)
Again, by Theorem 2.6 and Lemma 2.8, the quadratic process, 〈〈WE〉〉t,
of the time-changed Q-Wiener process, WEt , exists and is unique,
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and satisfies
tr
(
〈〈WE〉〉t
)
= 〈WE〉t. (2.8)
Therefore, from (2.7) and (2.8),
〈〈WE〉〉t = QEt.

3. SDEs driven by the time-changed Q-Wiener process
In this section, we begin by developing the Itoˆ stochastic integral
with respect to the time-changed Q-Wiener process in Hilbert space.
Also a time-changed Itoˆ formula for an Itoˆ process driven by a time-
changed Q-Wiener process is developed. Finally, the existence and
uniqueness of solutions to the time-changed Hilbert space-valued
SDEs are investigated.
3.1. Stochastic integral with respect to the time-changed Q-Wiener
process
In order to construct an Itoˆ stochastic integral with respect to the
time-changed Q-Wiener process, we briefly recall Itoˆ stochastic inte-
grals with respect to a Q-Wiener process without a time change as
in [4, 5].
As in Section 2, let K and H be two separable Hilbert spaces,
and Q be a symmetric, nonnegative definite trace-class operator on
K. Let {fj}∞j=1 be an orthonormal basis (ONB) inK such that Qfj =
λjfj , where these eigenvalues λj > 0 for all j = 1, 2, · · · . Then the
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separable Hilbert space KQ = Q
1/2K with an ONB {λ
1/2
j fj}
∞
j=1 is
endowed with the following scalar product
〈u, v〉KQ =
∞∑
j=1
1
λj
〈u, fj〉K〈v, fj〉K .
Let L2(KQ, H) be the space of Hilbert-Schmidt operators from KQ
to H . The Hilbert-Schmidt norm of an operator L ∈ L2(KQ, H) is
given by
‖L‖2L2(KQ,H) = ‖LQ
1/2‖2L2(K,H) = tr((LQ
1/2)(LQ1/2)∗).
The scalar product between two operators L,M ∈ L2(KQ, H) is
defined by
〈L,M〉L2(KQ,H) = tr((LQ
1/2)(MQ1/2)∗).
Define Λ2(KQ, H) as the class of L2(KQ, H)-valued processes which
are measurable mappings from
([0, T ]× Ω,B([0, T ])×F)
to
(L2(KQ, H),B(L2(KQ, H))),
adapted to the filtration {Ft}t≤T , and satisfying the condition
E
∫ T
0
‖Φ(t)‖2L2(KQ,H)dt <∞.
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Note that Λ2(KQ, H) is a Hilbert space if it is equipped with the
norm
‖Φ‖Λ2(KQ,H) :=
(
E
∫ T
0
‖Φ(t)‖2L2(KQ,H)dt
)1/2
.
The following lemma from [5] can be considered as a definition of a
stochastic integral with respect to the Q-Wiener process:
Lemma 3.1. Mandrekar, [5] Let Wt be a Q-Wiener process in a sep-
arable Hilbert space K, Φ ∈ Λ2(KQ, H), and {fj}∞j=1 be an ONB in
K consisting of eigenvectors of Q. Then,∫ t
0
Φ(s)dWs =
∞∑
j=1
∫ t
0
(Φ(s)λ
1/2
j fj)d〈Ws, λ
1/2
j fj〉KQ .
In order to incorporate the time-change, Et, into the Itoˆ sto-
chastic integral, the generalized Λ˜2(KQ, H) is also considered as the
class of L2(KQ, H)-valued processes which are measurable mappings
from
([0, T ]× Ω,B([0, T ])× F˜t)
to
(L2(KQ, H),B(L2(KQ, H))),
adapted to the filtration {F˜Et}t≤T , and satisfying the condition
E
∫ T
0
‖Φ(t)‖2L2(KQ,H)dEt <∞.
Similarly, Λ˜2(KQ, H) is a separable Hilbert space if it is equipped
with the norm
‖Φ‖Λ˜2(KQ,H) :=
(
E
∫ T
0
‖Φ(t)‖2L2(KQ,H)dEt
)1/2
.
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Thus, Itoˆ stochastic integrals with respect to the time-changed Q-
Wiener process can be introduced.
Definition 3.2. Let WEt be a time-changed Q-Wiener process in a
separable Hilbert space K, Φ ∈ Λ˜2(KQ, H), and let {fj}∞j=1 be an
ONB in K consisting of eigenvectors of Q. Then,∫ t
0
Φ(s)dWEs =
∞∑
j=1
∫ t
0
(Φ(s)λ
1/2
j fj)d〈WEs , λ
1/2
j fj〉KQ .
Now that the Itoˆ integral with respect to the time-changed Q-
Wiener process has been established, the next step is to derive the
Itoˆ isometry first for elementary processes, and then by extension, for
arbitrary processes in Λ˜2(KQ, H). Consider the class of {Gt}-adapted
elementary processes of the form
Φ(t, ω) = φ(ω)1{0}(t) +
n−1∑
j=0
φj(ω)1(tj ,tj+1](t), (3.1)
where 0 ≤ t0 ≤ t1 ≤ · · · ≤ tn = T and φ, φj , j = 0, 1, · · · , n− 1 are
respectively G0-measurable and Gtj -measurable L2(KQ, H)-valued
random variables such that φ(ω), φj(ω) are linear, bounded oper-
ators from K to H . Let E(L(K,H)) denote this class of elementary
processes. Proceeding to the Itoˆ isometry for an elementary process
Φ(t, ω), we need the following useful lemma.
Lemma 3.3. Let {fj}∞j=1 be an ONB in K consisting of eigenvectors
of Q and Gs = F˜Es be the filtration. Then, for l 6= l
′ and t > s > 0,
E
(
E
(〈
WEt −WEs , fl
〉
K
〈
WEt −WEs , fl′
〉
K
∣∣∣∣Gs)) = 0.
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Proof. From Definition 2.3 in Section 2,
WEt =
∞∑
j=1
λ
1/2
j wj(Et)fj .
Using the definition of WEt ,
E
(
E
(〈
WEt −WEs , fl
〉
K
〈
WEt −WEs , fl′
〉
K
∣∣∣∣Gs))
= E
{
E
(〈
WEt , fl
〉
K
〈
WEt , fl′
〉
K
−
〈
WEs , fl
〉
K
〈
WEt , fl′
〉
K
−
〈
WEs , fl′
〉
K
〈
WEt , fl
〉
K
+
〈
WEs , fl
〉
K
〈
WEs , fl′
〉
K
∣∣∣∣Gs)}
= E
(
E
(
λ
1/2
l wl(Et)λ
1/2
l′ wl′(Et)|Gs
))
− E
(
E
(
λ
1/2
l wl(Es)λ
1/2
l′ wl′(Et)|Gs
))
− E
(
E
(
λ
1/2
l′ wl′(Es)λ
1/2
l wl(Et)|Gs
))
+ E
(
λ
1/2
l wl(Es)λ
1/2
l′ wl′ (Es)
)
:= I1 − I2 − I3 + I4.
Since wl is independent of wl′ , conditioning on Et to compute the
first term yields
I1 = E
(
E
(
λ
1/2
l wl(Et)λ
1/2
l′ wl′(Et)|Gs
))
= E(λ
1/2
l wl(Et)λ
1/2
l′ wl′ (Et))
= λ
1/2
l λ
1/2
l′
∫ ∞
0
E(wl(τ)wl′ (τ))fEt(τ)dτ = λ
1/2
l λ
1/2
l′
∫ ∞
0
0 · fEt(τ)dτ = 0.
On the other hand,
I2 = E
(
E
(
λ
1/2
l wl(Es)λ
1/2
l′ wl′(Et)
∣∣∣∣Gs)) = λ1/2l λ1/2l′ E(E(wl(Es)wl′ (Et)∣∣∣∣Gs))
= λ
1/2
l λ
1/2
l′ E
(
E
(
wl(Es)
(
wl′ (Et)− wl′(Es)
)
+ wl(Es)wl′ (Es)
∣∣∣∣Gs))
= λ
1/2
l λ
1/2
l′ E
(
wl(Es)E
(
wl′(Et)− wl′(Es)
∣∣∣∣Gs)+ wl′(Es)wl(Es))
= 0,
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since E(wl′ (Et) − wl′(Es)|Gs) = 0 by the martingale property of
WEt and E(wl′ (Es)wl(Es)) = 0 by the same conditioning argument
previously used in computing term I1. Similarly, the third term, I3,
and the fourth term, I4, are also equal to 0. 
Theorem 3.4. Let Φ ∈ E(L(K,H)) be a bounded elementary process.
Then, for t ∈ [0, T ],
E
∥∥∥∥ ∫ t
0
Φ(s)dWEs
∥∥∥∥2
H
= E
∫ t
0
∥∥Φ(s)∥∥2
L2(KQ,H)
dEs <∞.
Proof. First, without loss of generality, assume that t = T . Then, for
the bounded elementary process, Φ, defined in (3.1),
E
∥∥∥∥ ∫ T
0
Φ(s)dWEs
∥∥∥∥2
H
= E
∥∥∥∥ n−1∑
j=0
φj(WEtj+1 −WEtj )
∥∥∥∥2
H
=
n−1∑
j=0
E
∥∥∥∥φj(WEtj+1 −WEtj )∥∥∥∥2
H
+
n−1∑
i6=j=0
E
〈
φj(WEtj+1 −WEtj ), φi(WEti+1 −WEti )
〉
H
:= I + II.
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Let {em}∞m=1 in H and {fl}
∞
l=1 in K be ONBs. For fixed j, Ij is
denoted by
Ij = E
∥∥∥∥φj(WEtj+1 −WEtj )
∥∥∥∥2
H
= E
∞∑
m=1
〈
φj(WEtj+1 −WEtj ), em
〉2
H
=
∞∑
m=1
E
(
E
(
〈φj(WEtj+1 −WEtj ), em〉
2
H |Gtj
))
=
∞∑
m=1
E
(
E
(〈
WEtj+1 −WEtj , φ
∗
jem
〉2
K
∣∣∣∣Gtj))
=
∞∑
m=1
E
(
E
(( ∞∑
l=1
〈
WEtj+1 −WEtj , fl
〉
K
〈
φ∗jem, fl
〉
K
)2∣∣∣∣Gtj))
=
∞∑
m=1
E
(
E
(( ∞∑
l=1
〈
WEtj+1 −WEtj , fl
〉2
K
〈
φ∗jem, fl
〉2
K
)∣∣∣∣Gtj))
+
∞∑
m=1
E
(
E
(( ∞∑
l 6=l′=1
〈WEtj+1 −WEtj , fl〉K〈φ
∗
jem, fl〉K
× 〈WEtj+1 −WEtj , fl′〉K〈φ
∗
jem, fl′〉K
)∣∣∣∣Gtj))
:= J1 + J2.
22 Lise Chlebak, Patricia Garmirian and Qiong Wu
Since φ∗j is Gtj -measurable and WEtj+1 is a discrete martingale with
respect to Gtj , the first term, J1, becomes
J1 =
∞∑
m=1
E
( ∞∑
l=1
〈
φ∗jem, fl
〉2
K
E
(〈
WEtj+1 −WEtj , fl
〉2
K
∣∣∣∣Gtj))
=
∞∑
m=1
E
{ ∞∑
l=1
〈
φ∗jem, fl
〉2
K
(
E
(〈
WEtj+1 , fl
〉2
K
∣∣∣∣Gtj)−〈WEtj , fl〉2
K
)}
=
∞∑
m=1
E
{ ∞∑
l=1
〈
φ∗jem, fl
〉2
K
(
E
(〈
WEtj+1 , fl
〉2
K
∣∣∣∣Gtj)}
−
∞∑
m=1
E
{ ∞∑
l=1
〈
φ∗jem, fl
〉2
K
〈
WEtj , fl
〉2
K
)}
= E
{ ∞∑
m=1
(
Etj+1 − Etj
) ∞∑
l=1
λl
〈
φ∗jem, fl
〉2
K
}
= E
{(
Etj+1 − Etj
) ∞∑
m,l=1
〈
φj(λ
1/2
l fl), em
〉2
H
}
= E
{(
Etj+1 − Etj
)
‖φj‖
2
L2(KQ,H)
}
.
Also using the Gtj -measurability of φ
∗
j and Lemma 3.3, the second
term, J2, becomes
J2 =
∞∑
m=1
E
{ ∞∑
l 6=l′=1
〈
φ∗jem, fl
〉
K
〈
φ∗jem, fl′
〉
K
× E
(〈
WEtj+1 −WEtj , fl
〉
K
〈
WEtj+1 −WEtj , fl′
〉
K
∣∣∣∣Gtj)} = 0.
Thus,
I =
n−1∑
j=0
Ij =
n−1∑
j=0
E
{(
Etj+1 − Etj
)
‖φj‖
2
L2(KQ,H)
}
= E
∫ T
0
∥∥Φ(s)∥∥2
L2(KQ,H)
dEs <∞.
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On the other hand, without loss of generality, assume that i < j.
From Lemma 3.3,
II = E
∞∑
m=1
E
( ∞∑
l,l′=1
〈
WEtj+1 −WEtj , fl
〉
K
〈
φ∗jem, fl
〉
K
×
〈
WEti+1 −WEti , fl′
〉
K
〈
φ∗i em, fl′
〉
K
∣∣∣∣Gtj) = 0.

Theorem 3.5. (Time-changed Itoˆ Isometry) For t ∈ [0, T ], the sto-
chastic integral Φ 7→
∫ t
0 Φ(s)dWEs with respect to a K-valued time-
changed Q-Wiener process WEt is an isometry between Λ˜2(KQ, H)
and the space of continuous square-integrable martingales M2T (H),
i.e.,
E
∥∥∥∥ ∫ t
0
Φ(s)dWEs
∥∥∥∥2
H
= E
∫ t
0
∥∥Φ(s)∥∥2
L2(KQ,H)
dEs <∞. (3.2)
Proof. For elementary processes Φ ∈ E(L(K,H), Theorem 3.4 es-
tablishes the desired equality (3.2) and consequently the square-
integrability of the integral
∫ t
0
Φ(s)dWEs . Furthermore, since the
time-changed Q-Wiener process, WEt , is a K-valued martingale, for
any h ∈ H and s < t,
E
(〈∫ t
0
Φ(r)dWEr , h
〉
H
∣∣∣∣Gs) = E(〈 n−1∑
j=0
φj(WEtj+1∧t−WEtj∧t), h
〉
H
∣∣∣∣Gs)
=
n−1∑
j=0
E
(〈
WEtj+1∧t−WEtj∧t , φ
∗(h)
〉
K
∣∣∣∣Gs) = n−1∑
j=0
〈
WEtj+1∧s−WEtj∧s , φ
∗(h)
〉
K
=
〈 n−1∑
j=0
φ(WEtj+1∧s −WEtj∧s), h
〉
H
=
〈∫ s
0
Φ(s)dWEs , h
〉
H
,
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which implies that the stochastic integral
∫ t
0
Φ(s)dWEs is a square-
integrable martingale. Therefore, the desired result holds when Φ(s)
is an elementary process.
Now, let {Φn}∞n=1 be a sequence of elementary processes ap-
proximating Φ ∈ Λ˜2(KQ, H). Assume that Φ1 = 0 and ||Φn+1 −
Φn||Λ˜2(KQ,H) <
1
2n . Then, by Doob’s Maximal Inequality,
∞∑
n=1
P
(
sup
t≤T
∥∥∥∥∫ t
0
Φn+1(s)dWEs −
∫ t
0
Φn(s)dWEs
∥∥∥∥
H
>
1
n2
)
≤
∞∑
n=1
n4E
∥∥∥∥∥
∫ T
0
(Φn+1(s)− Φn(s))dWEs
∥∥∥∥∥
2
H
=
∞∑
n=1
n4E
∫ T
0
||Φn+1(s)−Φn(s)||
2
L(KQ,H)
dEs ≤
T β
Γ(β + 1)
∞∑
n=1
n4
2n
<∞.
By Borel-Cantelli, it follows that for some k(ω) > 0,
sup
t≤T
∥∥∥∥∫ t
0
Φn+1(s)dWEs −
∫ t
0
Φn(s)dWEs
∥∥∥∥
H
≤
1
n2
, n > k(ω),
holds P-almost surely. Therefore, for every t ≤ T ,
∞∑
n=1
(∫ t
0
Φn+1(s)dWEs −
∫ t
0
Φn(s)dWEs
)
→
∫ t
0
Φ(s)dWEs in L
2(Ω, H),
which also converges P-a.s. to a continuous version of the integral.
Thus, the map Φ 7→
∫ t
0
Φ(s)dWEs , viewed as an isometry from
elementary processes to the space of continuous square-integrable
martingales, has an extension to Φ ∈ Λ˜2(KQ, H) by the completeness
property of H . 
The following two change of variable formulas concern the Itoˆ
stochastic integral related to the time-change Et. They are needed
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later and can be considered as the Hilbert space extensions of for-
mulas in [26].
Theorem 3.6. ( 1st change of variable formula in Hilbert space) Let
Wt be a Q-Wiener process in a separable Hilbert space K, Φ ∈
Λ˜2(KQ, H), and Et be the inverse of a β-stable subordinator. Then,
with probability one, for all t ≥ 0,∫ Et
0
Φ(s)dWs =
∫ t
0
Φ(Es)dWEs .
Proof. Let {fj}∞j=1 be an ONB in the separable Hilbert space K
consisting of eigenvectors of Q. Then, it follows from Lemma 3.1
that∫ Et
0
Φ(s)dWs =
∞∑
j=1
∫ Et
0
(Φ(s)λ
1/2
j fj)d〈Ws, λ
1/2
j fj〉KQ .
For any h ∈ H ,〈∫ Et
0
Φ(s)dWs, h
〉
H
=
〈 ∞∑
j=1
∫ Et
0
(Φ(s)λ
1/2
j fj)d〈Ws, λ
1/2
j fj〉KQ , h
〉
H
=
∞∑
j=1
∫ Et
0
〈(Φ(s)λ
1/2
j fj), h〉Hd〈Ws, λ
1/2
j fj〉KQ
=
∞∑
j=1
∫ t
0
〈(Φ(Es)λ
1/2
j fj), h〉Hd〈WEs , λ
1/2
j fj〉KQ
=
〈 ∞∑
j=1
∫ t
0
(Φ(Es)λ
1/2
j fj)d〈WEs , λ
1/2
j fj〉KQ , h
〉
H
=
〈∫ t
0
Φ(Es)dWEs , h
〉
H
.
The third equality follows from the first change of variable formula
of the real-valued stochastic integral from [26]. 
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Theorem 3.7. ( 2nd change of variable formula in Hilbert space)
Let Wt be a Q-Wiener process in a separable Hilbert space K and
Φ ∈ Λ˜2(KQ, H). Let Ut be a β-stable subordinator with β ∈ (0, 1)
and Et be its inverse stable subordinator. Then, with probability one,
for all t ≥ 0, ∫ t
0
Φ(s)dWEs =
∫ Et
0
Φ(Us−)dWs.
Proof. Let {fj}∞j=1 be an ONB in the separable Hilbert space K
consisting of eigenvectors of Q. Applying Definition 3.2 yields,∫ t
0
Φ(s)dWEs =
∞∑
j=1
∫ t
0
(Φ(s)λ
1/2
j fj)d〈WEs , λ
1/2
j fj〉KQ .
For any h ∈ H ,〈∫ t
0
Φ(s)dWEs , h
〉
H
=
〈 ∞∑
j=1
∫ t
0
(Φ(s)λ
1/2
j fj)d〈WEs , λ
1/2
j fj〉KQ , h
〉
H
=
∞∑
j=1
∫ t
0
〈(Φ(s)λ
1/2
j fj), h〉Hd〈WEs , λ
1/2
j fj〉KQ
=
∞∑
j=1
∫ Et
0
〈(Φ(Us−)λ
1/2
j fj), h〉Hd〈Ws, λ
1/2
j fj〉KQ
=
〈 ∞∑
j=1
∫ Et
0
(Φ(Us−)λ
1/2
j fj)d〈Ws, λ
1/2
j fj〉KQ , h
〉
H
=
〈∫ Et
0
Φ(Us−)dWs, h
〉
H
.
The first equality follows from Definition 3.2 and the third equality
follows from the second change of variable formula for real-valued
stochastic integrals from [26]. 
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3.2. Time-changed Itoˆ formula in Hilbert space
The technique used to develop the time-changed Itoˆ formula in this
section is inspired by the proof of the standard Itoˆ formula of Theo-
rem 2.9 in [5].
Theorem 3.8. (Time-changed Itoˆ formula) Let Q be a symmetric,
nonnegative definite trace-class operator on a separable Hilbert space
K, and let {WEt}0≤t≤T be a time-changed Q-Wiener process on a fil-
tered probability space (Ω,G, {Gt}0≤t≤T ,P). Assume that a stochastic
process X(t) is given by
X(t) = X(0) +
∫ t
0
ψ(s)ds+
∫ t
0
γ(s)dEs +
∫ t
0
φ(s)dWEs ,
where X(0) is a G0-measurable H-valued random variable, ψ(s) and
γ(s) are H-valued Gs-measurable P-a.s. integrable processes on [0, T ]
such that∫ T
0
‖ψ(s)‖Hds <∞ and
∫ T
0
‖γ(s)‖HdEs <∞,
and φ ∈ Λ˜2(KQ, H). Also assume that F : H → R is continuous
and its Fre´chet derivatives Fx : H → L(H,R) and Fxx : H →
L(H,L(H,R)) are continuous and bounded on bounded subsets of H.
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Then,
F (X(t))− F (X(0)) =
∫ t
0
〈
Fx(X(s)), ψ(s)
〉
H
ds
+
∫ Et
0
〈
Fx(X(U(s−))), γ(U(s−))
〉
H
ds
+
∫ Et
0
〈
Fx(X(U(s−))), φ(U(s−))dWs
〉
H
+
1
2
∫ Et
0
tr(Fxx(X(U(s−)))(φ(U(s−))Q
1/2)(φ(U(s−))Q1/2)∗)ds,
P-a.s. for all t ∈ [0, T ].
Proof. First, the desired Itoˆ formula is reduced to the case where
ψ(s) = ψ, γ(s) = γ, and φ(s) = φ are constant processes for s ∈
[0, T ]. Let C > 0 be a constant, and define the stopping time
τC = inf
{
t ∈ [0, T ] : max
(
||X(t)||H ,
∫ t
0
||φ(s)||Hds,
∫ t
0
||γ(s)||HdEs,∫ t
0
||φ(s)||2L2(KQ,H)dEs
)
≥ C
}
.
Then, define XC(t) as
XC(t) = XC(0) +
∫ t
0
ψC(s)ds+
∫ t
0
γC(s)dEs +
∫ t
0
φC(s)dWEs , t ∈ [0, T ],
whereXC(t) = X(t∧τC), ψC(t) = ψ(t)1[0,τC ](t), γC(t) = γ(t)1[0,τC ](t),
and φC(t) = φ(t)1[0,τC ](t). It is enough to prove the Itoˆ formula for
the processes stopped at τC . Since
P
(∫ T
0
‖ψC(s)‖Hds <∞
)
= 1, P
(∫ T
0
||γC(s)||HdEs <∞
)
= 1, and
E
∫ T
0
||φC(s)||
2
L2(KQ,H)
dEs <∞,
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it follows that ψC , γC , and φC can be approximated respectively
by sequences of bounded elementary processes ψC,n, γC,n, and φC,n
such that as n→∞∫ t
0
‖ψC,n(s)−ψC(s)‖Hds→ 0,
∫ t
0
‖γC,n(s)− γC(s)‖HdEs → 0, and∥∥∥∥∫ t
0
φC,n(s)dWEs −
∫ t
0
φC(s)dWEs
∥∥∥∥
H
→ 0, P− a.s.
(3.3)
uniformly in t ∈ [0, T ]. Let
XC,n(t) = X(0) +
∫ t
0
ψC,n(s)ds+
∫ t
0
γC,n(s)dEs +
∫ t
0
φC,n(s)dWEs .
Then, as n→∞
sup
t≤T
‖XC,n(t)−XC(t)‖H → 0, P− a.s.. (3.4)
Assume the Itoˆ formula for XC,n(t) holds P-a.s. for all t ∈ [0, T ], i.e.,
F (XC,n(t))− F (X(0)) =
∫ t
0
〈Fx(XC,n(s)), φC,n(s)dWEs〉H
+
∫ t
0
〈Fx(XC,n(s)), ψC,n(s)〉Hds+
∫ t
0
〈Fx(XC,n(s)), γC,n(s)〉HdEs
+
∫ t
0
1
2
tr[Fxx(XC,n(s))(φC,n(s)Q
1/2)(φC,n(s)Q
1/2)∗]dEs
:= I1C,n + I
2
C,n + I
3
C,n + I
4
C,n.
(3.5)
By using the continuity of F and the continuity and local bounded-
ness of Fx and Fxx, it will suffice to show that the following holds
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P-a.s. for all t ∈ [0, T ]:
F (XC(t))− F (X(0)) =
∫ t
0
〈Fx(XC(s)), φC(s)dWEs〉H
+
∫ t
0
〈Fx(XC(s)), ψC(s)〉Hds+
∫ t
0
〈Fx(XC(s)), γC(s)〉HdEs
+
1
2
∫ t
0
tr[Fxx(XC(s))(φC(s)Q
1/2)(φC(s)Q
1/2)∗]dEs
:= I1C + I
2
C + I
3
C + I
4
C .
(3.6)
Consider, term by term, the difference between both sides of (3.5)
and (3.6). Due to the continuity of F and almost sure convergence
in (3.4), the left hand side of (3.5) converges to the left hand side
of (3.6) P-a.s for all t ≤ T , i.e.,
F (XC,n(t))→ F (XC(t)), P− a.s. as n→∞. (3.7)
Turn to the first terms in both right hand sides of (3.5) and (3.6),
E|I1C,n−I
1
C |
2 = E
∣∣∣∣ ∫ t
0
(
φ∗C,n(s)Fx(XC,n(s))− φ
∗
C(s)Fx(XC(s))
)
dWEs
∣∣∣∣2
≤ 2E
∫ t
0
‖(φ∗C,n(s)− φ
∗
C(s))Fx(XC,n(s))‖
2
L2(KQ,R)
dEs
+ 2E
∫ t
0
‖φ∗C(s)(Fx(XC,n(s)) − Fx(XC(s)))‖
2
L2(KQ,R)
dEs
≤ 2E
∫ t
0
(
‖φ∗C(s)− φ
∗
C,n‖
2
L2(KQ,H)
‖Fx(XC,n(s)‖
2
H
)
dEs
+ 2E
∫ t
0
(
‖φ∗C(s)‖
2
L2(KQ,H)
‖Fx(XC,n(s))− Fx(XC(s))‖
2
H
)
dEs
:= J1 + J2,
where
∫ t
0 β
∗(s)α(s)dWEs :=
∫ t
0 〈α(s), β(s)dWEs 〉H and β
∗(s) is the
adjoint operator of β(s). Since Fx is bounded on bounded subsets of
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H , there exists an M > 0 such that
J1 ≤ME
t∫
0
‖φ∗C(s)− φ
∗
C,n‖
2
L2(KQ,H)
dEs → 0, as n→∞.
Since φC(s) is square integrable in the space Λ˜2(KQ, H) and Fx is
bounded in H , J2 → 0 by applying the Lebesgue dominated conver-
gence theorem. So, I1C,n converges to I
1
C in mean square, i.e.,
E|I1C,n − I
1
C |
2 → 0, (3.8)
and thus converges in probability. For the second terms, I2C,n and
I2C , the RHSs of (3.5) and (3.6), applying the conditions of (3.3)
and (3.4) leads to
I2C,n − I
2
C =
∫ t
0
(〈
Fx(XC,n(s))− Fx(XC(s)), ψC,n(s)
〉
H
+
〈
Fx(XC(s)), ψC,n(s)− ψC(s)
〉
H
)
ds→ 0, P− a.s..
(3.9)
Similarly, for the third terms, I3C,n and I
3
C , the RHSs of (3.5) and (3.6),
I3C,n − I
3
C =
∫ t
0
(〈
Fx(XC,n(s))− Fx(XC(s)), γC,n(s)
〉
H
+
〈
Fx(XC(s)), γC,n(s)− γC(s)
〉
H
)
dEs → 0, P− a.s..
(3.10)
Before proceeding to the fourth terms, I4C,n and I
4
C , of RHSs of (3.5)
and (3.6), note that
‖φC,n(s)− φC(s)‖Λ˜2(KQ,H) → 0,
32 Lise Chlebak, Patricia Garmirian and Qiong Wu
which means there exists a subsequence nk such that for all s ≤ T
‖φC,nk(s)− φC(s)||L2(KQ,H) → 0, P− a.s..
Thus, for the eigenvectors {fj}∞j=1 of Q and all t ≤ T ,
||φC,nk(s)fj − φC(s)fj ||H → 0, P− a.s. (3.11)
On the other hand, for the ONB, {fj}∞j=1, in the Hilbert space K,
tr(Fxx(XC,nk(s))φC,nk (s)Qφ
∗
C,nk(s)) = tr(φ
∗
C,nk (s)Fxx(XC,nk(s))φC,nk(s)Q)
=
∞∑
j=1
λj〈Fxx(XC,nk(s))φC,nk (s)fj , φC,nk(s)fj〉H ,
where λj is the eigenvalue associated with eigenvector fj of Q. Since
XC,nk(s) is bounded and Fxx is continuous, (3.11) implies that for
s ≤ T
〈Fxx(XC,nk(s))φC,nk(s)fj , φC,nk(s)fj〉H
→ 〈Fxx(XC(s))φC(s)fj , φC(s)fj〉H , P− a.s..
By the Lebesgue Dominated Convergence Theorem (DCT) (with re-
spect to the counting measure), it holds a.e. on [0, T ]× Ω that
tr(Fxx(XC,nk(s))φC,nk(s)Qφ
∗
C,nk
(s))
→ tr(Fxx(XC(s))φC(s)Qφ
∗
C(s)).
(3.12)
Moreover, the left hand side of (3.12) is bounded above by
ηn(s) := ‖Fxx(XC,nk(s))‖L(H)‖φC,nk‖
2
Λ˜2(KQ,H)
,
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and a.e. on [0, T ]× Ω
ηn(s)→ η(s) = ‖Fxx(XC(s))‖L(H)‖φC‖
2
Λ˜2(KQ,H)
.
So, by the boundedness of Fxx,
∫ t
0 ηn(s)dEs →
∫ t
0 η(s)dEs and by
the general Lebesgue DCT, it holds P-a.s. that for t ≤ T
I4C,nk − I
4
C =
∫ t
0
1
2
tr[Fxx(XC,nk(s))(φC,nk (s)Q
1/2)(φC,nk(s)Q
1/2)∗]dEs
−
∫ t
0
1
2
tr[Fxx(XC(s))(φC(s)Q
1/2)(φC(s)Q
1/2)∗]dEs → 0.
(3.13)
Therefore, from (3.7), (3.8), (3.9), (3.10) and (3.13), the Itoˆ formula
for the process XC,n(t), (3.5), converges in probability to the Itoˆ
formula for the process XC(t), (3.6), and possibly for a subsequence,
nk, converges P-a.s.
Second, the proof can be reduced to the case where
X(t) = X(0) + ψt+ γEt + φWEt
where ψ,γ, and φ are G0-measurable random variables independent
of t. Define the function u(t1, t2, x) : R+ × R+ ×H → R as
u(t, Et,WEt) = F (X(0) + ψt+ γEt + φWEt) = F (X(t)).
Now, we prove that the Itoˆ formula holds for the function u(t1, t2, x).
First, let 0 = t1 < t2 < ... < tn = t ≤ T be a partition of an interval
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[0, t], then
u(t, Et,WEt)− u(0, 0, 0) =
n−1∑
j=1
[u(tj+1, Etj+1 ,WEtj+1 )− u(tj , Etj+1 ,WEtj+1)]
+
n−1∑
j=1
[u(tj , Etj+1 ,WEtj+1 )− u(tj , Etj ,WEtj+1)]
+
n−1∑
j=1
[u(tj , Etj ,WEtj+1 )− u(tj , Etj ,WEtj )].
Also, let ∆tj = tj+1 − tj , ∆Ej = Etj+1 − Etj and ∆Wj =WEtj+1 −
WEtj . Let θj ∈ [0, 1] be a random variable, and t¯j = tj+θj(tj+1−tj),
E¯j = Etj + θj(Etj+1 − Etj ) and W¯j = WEtj + θj(WEtj+1 −WEtj ).
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Using Taylor’s formula,
u(t, Et,WEt)− u(0, 0, 0)
=
n−1∑
j=1
ut1(t¯j , Etj+1 ,WEtj+1 )∆tj +
n−1∑
j=1
ut2(tj , E¯j ,WEtj+1 )∆Ej
+
n−1∑
j=1
[〈ux(tj , Etj ,WEtj ),∆Wj〉K +
1
2
〈uxx(tj , Etj , W¯j)(∆Wj),∆Wj〉K ]
=
n−1∑
j=1
ut1(tj , Etj+1 ,WEtj+1 )∆tj
+
n−1∑
j=1
ut2(tj , Etj ,WEtj+1 )∆Ej +
n−1∑
j=1
〈ux(tj , Etj ,WEtj ),∆Wj〉K
+
1
2
n−1∑
j=1
〈uxx(tj , Etj ,WEtj )(∆Wj),∆Wj〉K
+
n−1∑
j=1
[ut1(t¯j , Etj+1 ,WEtj+1 )− ut1(tj , Etj+1 ,WEtj+1 )]∆tj
+
n−1∑
j=1
[ut2(tj , E¯j+1,WEtj+1 )− ut2(tj , Etj ,WEtj+1 )]∆Ej
+
1
2
n−1∑
j=1
〈[uxx(tj , Etj , W¯j)(∆Wj)− uxx(tj , Etj ,WEtj )(∆Wj)],∆Wj〉K
:= I1 + I2 + I3 + I4 + I5 + I6 + I7.
(3.14)
By the uniform continuity of the mappings:
[0, T ]× [0, T ]× [0, T ] ∋ (t, s, r)→ ut1(t, Es,WEr) ∈ R
[0, T ]× [0, T ]× [0, T ] ∋ (t, s, r)→ ut2(t, Es,WEr) ∈ R
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and the continuity of the map [0, T ] ∋ t→ ux(t, Et,WEt) ∈ K
∗, the
following holds P-a.s.
I1 =
n−1∑
j=1
ut1(tj , Ej+1,WEtj+1 )∆tj →
∫ t
0
ut1(s, Es,WEs)ds,
I2 =
n−1∑
j=1
ut2(tj , Ej ,WEtj+1 )∆Etj →
∫ t
0
ut2(s, Es,WEs)dEs,
I3 =
n−1∑
j=1
〈ux(s, Es,WEtj ),∆Wj〉K →
∫ t
0
〈ux(s, Es,WEs), dWEs〉K .
(3.15)
Also since the time change Et has bounded variation,
|I5| =
∣∣∣∣ n−1∑
j=1
[ut1(t¯j , Etj+1 ,WEtj+1 )− ut1(tj , Etj+1 ,WEtj+1 )]∆tj
∣∣∣∣
≤ T sup
j≤n−1
∣∣∣∣ut1(t¯j , Etj+1 ,WEtj+1 )− ut1(tj , Etj+1 ,WEtj+1 )
∣∣∣∣
→ 0,
|I6| =
∣∣∣∣ n−1∑
j=1
[ut2(tj , E¯j+1,WEtj+1 )− ut2(tj , Etj ,WEtj+1 )]∆Ej
∣∣∣∣
≤
n−1∑
j=1
|∆Etj | sup
j≤n−1
∣∣∣∣ut2(tj , E¯j+1,WEtj+1 )− ut2(tj , Etj ,WEtj+1 )∣∣∣∣
→ 0.
(3.16)
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Similarly, by the continuity of the map K ∋ x → uxx(t1, t2, x) ∈
L(K,K),
|I7| =
1
2
∣∣∣∣ n−1∑
j=1
〈[uxx(tj , Etj , W¯j)(∆Wj)
− uxx(tj , Etj ,WEtj )(∆Wj)],∆Wj〉K
∣∣∣∣
≤ sup
j≤n−1
||uxx(tj , Etj , W¯j)(∆Wj)− uxx(tj , Etj ,WEtj )(∆Wj)||L(K,K)
×
n−1∑
j=1
||∆Wj ||
2
K → 0
(3.17)
with probability one as n → ∞ since the function u has the same
smoothness as F and W¯j → WEtj as the increments tj+1 − tj get
smaller. It remains to deal with the fourth term, I4. Let 1
N
j =
1{max{‖WEti ‖K≤N, i≤j}}
which is Gtj -measurable. To handle I4, the
following computations are helpful. First,
E
(
〈1Nj uxx(tj , Etj ,WEtj )(∆Wj),∆Wj〉K
∣∣∣∣Gtj)
= E
(〈
1Nj uxx(tj , Etj ,WEtj )
∞∑
k=1
λ
1/2
k (wk(Etj+1 )− wk(Etj ))fk,
∞∑
l=1
λ
1/2
l (wl(Etj+1)− wl(Etj ))fl
〉
K
∣∣∣∣Gtj)
=
∞∑
k=1
E
(
λk〈1
N
j uxx(tj , Etj ,WEtj )fk, fk〉K(wk(Etj+1 )− wk(Etj ))
2
∣∣∣∣Gtj)
= tr(1Nj uxx(tj , Etj ,WEtj )Q)∆Ej .
(3.18)
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Second, for the cross term arising in the computation below, without
loss of generality, assume i < j. Then,
IN := E
{(〈
1Ni uxx(tj , Etj ,WEti )(∆Wi),∆Wi
〉
K
− tr
(
1Ni uxx(tj , Etj ,WEti )Q
)
∆Ei
)
×
(〈
1Nj uxx(tj , Etj ,WEtj )(∆Wj),∆Wj
〉
K
− tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)
∆Ej
)}
= E
{(〈
1Ni uxx(tj , Etj ,WEti )(∆Wi),∆Wi
〉
K
− tr
(
1Ni uxx(tj , Etj ,WEti )Q
)
∆Ei
)
× E
(〈
1Nj uxx(tj , Etj ,WEtj )(∆Wj),∆Wj
〉
K
− tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)
∆Ej
∣∣∣∣Gt(i+1))}.
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Applying the tower property of conditional expectation and (3.18)
yields
IN = E
{(〈
1Ni uxx(tj , Etj ,WEti )(∆Wi),∆Wi
〉
K
− tr
(
1Ni uxx(tj , Etj ,WEti )Q
)
∆Ei
)
× E
(
E
(〈
1Nj uxx(tj , Etj ,WEtj )(∆Wj),∆Wj
〉
K
|Gtj
)
− tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)
∆Ej
∣∣∣∣Gt(i+1))}
= E
{(〈
1Ni uxx(tj , Etj ,WEti )(∆Wi),∆Wi
〉
K
− tr
(
1Ni uxx(tj , Etj ,WEti )Q
)
∆Ei
)
× E
(
E
(
tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)
∆Ej
− tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)
∆Ej
∣∣∣∣Gt(i+1))}
= 0.
(3.19)
Third, let fEtj+1 ,Etj (τ1, τ2) be the joint density function of random
variables, Etj+1 and Etj . Then, for tj+1 > tj , letting D = {(τ1, τ2) ∈
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R+ × R+ : 0 ≤ τ2 ≤ τ1},
E
(〈
1Nj uxx(tj , Etj ,WEtj )(∆Wj),∆Wj
〉
K
× tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)
∆Ej
)
=
∫∫
D
E
(〈
1Nj uxx(tj , Etj ,WEtj )(∆Wj),∆Wj
〉
K
× tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)
∆Ej∣∣∣∣Etj+1 = τ1, Etj = τ2)fEtj+1 ,Etj (τ1, τ2)d(τ1, τ2)
=
∫∫
D
E
(
tr
(
1Nj uxx(tj , τ2,Wτ2)Q
)2
(τ1 − τ2)
2
)
fEtj+1 ,Etj (τ1, τ2)d(τ1, τ2)
= E
(
tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)2
(∆Etj )
2
)
,
(3.20)
Finally, still for tj+1 > tj :
E‖∆Wj‖
4
K = E‖WEtj+1 −WEtj ‖
4
K
=
∫∫
D
E
(
‖Wτ1 −Wτ2‖
4
K
∣∣∣∣Etj+1 = τ1, Etj = τ2)
× fEtj+1 ,Etj (τ1, τ2)d(τ1, τ2)
=
∫∫
D
3(trQ)2(τ1 − τ2)
2fEtj+1 ,Etj (τ1, τ2)d(τ1, τ2)
= 3(trQ)2E(Etj+1 − Etj )
2 = 3(trQ)2E(∆Ej)
2.
(3.21)
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Noting that uxx is bounded on bounded subsets ofH , apply (3.18), (3.19),
(3.20) and (3.21) to yield
E
( n−1∑
j=1
(〈
1Nj uxx(tj , Etj ,WEtj )(∆Wj),∆Wj
〉
K
− tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)
∆Ej
))2
=
n−1∑
j=1
E
(〈
1Nj uxx(tj , Etj ,WEtj )(∆Wj),∆Wj
〉
K
− tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)
∆Ej
)2
+
n−1∑
i6=j=1
E
{(〈
1Ni uxx(ti, Eti ,WEti )(∆Wi),∆Wi
〉
K
− tr
(
1Ni uxx(ti, Eti ,WEti )Q
)
∆Ei
)
×
(〈
1Nj uxx(tj , Etj ,WEtj )(∆Wj),∆Wj
〉
K
− tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)
∆Ej
)}
=
n−1∑
j=1
{
E
〈
1Nj uxx(tj , Etj ,WEtj )(∆Wj),∆Wj
〉2
K
− E
(
tr(1Nj uxx(tj , Etj ,WEtj )Q)
2(∆Ej)
2
)}
≤ sup
s≤t,‖h‖H≤N
|uxx(s, Es, h)|
2
L(H)
n−1∑
j=1
(
E||∆Wj ||
4
K − (trQ)
2E(∆Ej)
2
)
= 2 sup
s≤t,‖h‖H≤N
|uxx(s, Es, h)|
2
L(H)(trQ)
2E
n−1∑
j=1
(∆Ej)
2 → 0,
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where the convergence follows from the Fubini-Tonelli Theorem and
the fact that the time-change Et has finite bounded variation. Addi-
tionally,
P
( n−1∑
j=1
(1− 1Nj )
{〈
uxx(tj , Etj ,WEtj )(∆Wj),∆Wj
〉
K
− tr
(
1Nj uxx(tj , Etj ,WEtj )Q
)
∆Ej
}
6= 0
)
≤ P
(
sup
s≤t
{||WEs || > N}
)
→ 0 as N →∞.
Thus, it follows that
I4 =
1
2
n−1∑
j=1
〈uxx(tj , Etj ,WEtj )(∆Wj),∆Wj〉K
→
1
2
∫ t
0
tr[uxx(s, Es,WEs)Q]dEs
(3.22)
in probability. Combining (3.15), (3.17) and (3.22), and taking the
limit on the right hand side of (3.14) yields the Itoˆ formula for the
function u(t, Et,WEt):
u(t, Et,WEt) = u(0, 0, 0) +
∫ t
0
ut1(s, Es,WEs)ds
+
∫ t
0
ut2(s, Es,WEs)dEs
+
1
2
∫ t
0
tr[uxx(s, Es,WEs)Q]dEs
+
∫ t
0
〈ux(s, Es,WEs), dWEs〉K ,
(3.23)
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in probability. Also note that
ut1(t, Et, k) = 〈Fx(X(0) + ψt+ γEt + φk), ψ〉H
ut2(t, Et, k) = 〈Fx(X(0) + ψt+ γEt + φk), γ〉H
ux(t, Et, k) = φ
∗Fx(X(0) + ψt+ γEt + φk),
uxx(t, Et, k) = φ
∗Fxx(X(0) + ψt+ γEt + φk)φ,
(3.24)
and
tr[Fxx(X(s))(φQ
1/2)(φQ1/2)∗] = tr[φ∗Fxx(X(s))φQ]. (3.25)
Substituting (3.24) and (3.25) into (3.23) yields
F (X(t)) = F (X(0)) +
∫ t
0
〈Fx(X(s)), ψ(s)〉Hds
+
∫ t
0
〈Fx(X(s)), γ(s)〉HdEs
+
∫ t
0
〈Fx(X(s)), φ(s)dWEs 〉H
+
1
2
∫ t
0
tr(Fxx(X(s))(φ(s)Q
1/2)(φ(s)Q1/2)∗)dEs
(3.26)
in probability. Consequently, there is a subsequence such that the
equality (3.26) holds almost surely. Therefore applying the second
change of variable formula yields the desired result. 
3.3. Stochastic differential equations (SDEs) driven by the time-
changed Q-Wiener process
Let K and H be real separable Hilbert spaces, and let M(t) :=
WEt be a time-changed K-valued Q-Wiener process on a complete
filtered probability space (Ω,G, {G}t≤T ,P) with the filtration Gt =
F˜Et satisfying the usual conditions. Consider the following type of
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semilinear SDE driven by the time-changed Q-Wiener process on
[0, T ] in H :
du(t) = Au(t)dt+B(u, t)dM(t) (3.27)
with initial condition u(0) = u0, where A is the generator of a C0-
semigroup of operators {S(t), t ≥ 0}.
Theorem 3.9. Assume that the following hypotheses are satisfied:
1) S(t) is a contraction C0-semigroup generated by A.
2) B(t, u) : D(R+, H) → Λ˜2(KQ, H) is non-anticipating where
D(R+, H) denotes the H-valued cadlag adapted processes with
R+ as the time interval.
3) (Local Lipschitz property) For every r > 0, there exists a con-
stant Kr > 0 such that for every x, y ∈ D(R+, H) and t ≥ 0
‖B(t, x)−B(t, y)||2L2(KQ,H) ≤ Kr sup
s<t
‖x(s)− y(s)||2H
on the set {ω : sups<tmax(‖x(s, ω)||H , ||y(s, ω)‖H) ≤ r}.
4) (Growth condition) There exists a constant K0 > 0 such that
for every x ∈ D(R+, H) and t ≥ 0,
‖B(t, x)‖2L2(KQ,H) ≤ K0(1 + sup
s<t
‖x(s)‖2H).
5) E(‖u0‖2H) <∞.
Then, the SDE (3.27) has a pathwise continuous solution of the form
u(t) = S(t)u0 +
∫ t
0
S(t− s)B(s, u)dWEs , (3.28)
which is called the mild solution to the SDE.
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Remark 3.10. Since WEt is a Hilbert space-valued square integrable
martingale, Theorem 3.9 follows from [31] where a similar result is
provided for a SDE driven by a general Hilbert space-valued martin-
gale.
Consider two types of SDEs in Hilbert space with the same
initial condition x0:
dY (t) = (AY (t) + F (t, Y (t)))dt +B(t, Y (t))dWt, (3.29)
and
dX(t) = (AX(t) + F (Et, X(t)))dEt +B(Et, X(t))dWEt . (3.30)
The following theorem establishes a deep connection between the
classic SDE (3.29) and the time-changed SDE (3.30).
Theorem 3.11. (Duality of SDEs in Hilbert Space) Let Ut be a β-
stable subordinator and Et be the inverse of Ut, which is a finite
F˜Et-measurable time-change.
• If an H-valued process Y (t) satisfies SDE (3.29), then the H-
valued process X(t) := Y (Et) satisfies SDE (3.30).
• If an H-valued process X(t) satisfies SDE (3.30), then the H-
valued process Y (t) := X(Ut−) satisfies SDE (3.29).
Proof. First, consider the integral form of SDE (3.29):
Y (t) = x0 +
∫ t
0
(
AY (s) + F (s, Y (s))
)
ds
+
∫ t
0
B(s, Y (s))dWs.
(3.31)
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Suppose the H-valued process Y (t) satisfies (3.31), and let X(t) :=
Y (Et). Applying the first change of variable formula gives
X(t) = x0 +
∫ Et
0
(
AY (s) + F (s, Y (s))
)
ds+
∫ Et
0
B(s, Y (s))dWs
= x0 +
∫ t
0
(
AY (Es) + F (Es, Y (Es))
)
dEs +
∫ t
0
B(Es, Y (Es))dWEs
= x0 +
∫ t
0
(
AX(s) + F (Es, X(s))
)
dEs +
∫ t
0
B(Es, X(s))dWEs ,
which is the corresponding integral form of SDE (3.30).
Similarly, suppose theH-valued processX(t) satisfies the SDE (3.30).
Using the second change of variable formula yields
X(t) = x0 +
∫ t
0
(
AX(s) + F (Es, X(s))
)
dEs +
∫ t
0
B(Es, X(s))dWEs
= x0 +
∫ Et
0
(
AX(Us−) + F (EUs− , X(Us−))
)
ds
+
∫ Et
0
B(EUs− , X(Us−))dWs
= x0 +
∫ Et
0
(
AX(Us−) + F (s,X(Us−))
)
ds+
∫ Et
0
B(s,X(Us−))dWs.
Let Y (t) := X(Ut−), then
Y (t) = x0 +
∫ t
0
(
AY (s) + F (s, Y (s)))
)
ds+
∫ t
0
B(s, Y (s)))dWs,
which is the integral form of the SDE (3.29). 
It is known from [5] that under appropriate conditions, the
strong solution, Y (t), of the SDE (3.29) exists and is unique in the
form
Y (t) = x0 +
∫ t
0
(AY (s) + F (s, Y (s)))ds+
∫ t
0
B(s, Y (s))dWs
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for all t ≤ T , P-a.s. The existence and uniqueness of a strong solution
to the time-changed SDE (3.30) is then established based on the
duality theorem.
Theorem 3.12. Assume that the following hypotheses are satisfied:
1) Wt is a K-valued Q-Wiener process on a complete filtered prob-
ability space (Ω,F , {Ft}t≤T ,P) with the filtration Ft satisfying
the usual conditions and Et is the inverse β-stable subordinator
which is independent of Wt.
2) A is a linear bounded operator.
3) The coefficients F : Ω × [0, T ] × C([0, T ], H) → H and B :
Ω × [0, T ] × C([0, T ], H) → L2(KQ, H), where C([0, T ], H) is
the Banach space of H-valued continuous functions on [0, T ],
satisfy the following conditions
(a) F and B are jointly measurable, and for every 0 ≤ t ≤
T , they are measurable with respect to the product σ-field
Ft×Ct on Ω×C([0, T ], H), where Ct is a σ-field generated
by cylinders with bases over [0, t].
(b) There exists a constant L such that for all x ∈ C([0, T ], H),
‖F (ω, t, x)‖H + ‖B(ω, t, x)‖L2(KQ,H) ≤ L(1 + sup
0≤s≤T
‖x(s)‖H)
for ω ∈ Ω and 0 ≤ t ≤ T .
(c) For all x, y ∈ C([0, T ], H), ω ∈ Ω, 0 ≤ t ≤ T , there exists
K0 > 0 such that
‖F (ω, t, x)− F (ω, t, y)‖H + ‖B(ω, t, x)−B(ω, t, y)‖L2(KQ,H)
≤ K0 sup
0≤s≤T
||x(s)− y(s)||H .
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4) E
∫ T
0
‖B(t, Y (t))‖2L2(KQ,H)dt <∞.
5) Y (t) is in the domain of A dP× dt-almost everywhere.
6) x0 is an F0-measurable H-valued random variable.
Then, the time-changed SDE (3.30) has a unique strong solution,
X(t), satisfying
X(t) = x0 +
∫ t
0
(AX(s) + F (Es, X(s)))dEs +
∫ t
0
B(Es, X(s))dWEs .(3.32)
Proof. From [5], based on conditions in Theorem 3.12, there is a
unique solution Y (t) that satisfies the SDE (3.29). Moreover, it fol-
lows from Theorem 3.11 that X(t) := Y (Et) satisfies the SDE (3.30).
Therefore, there exists a solution to the time-changed SDE (3.30).
Now suppose there exists another solution to the SDE (3.30).
Call this solution Xˆ(t). Then, by Theorem 3.11, the process Yˆ (t) :=
Xˆ(Ut−) is a solution to the SDE (3.29). Since the solution to the
SDE (3.29) is unique from [5], it must be that Yˆ (t) = Y (t). Thus
Xˆ(Ut−) = Y (t) which implies that Xˆ(t) = Y (Et) = X(t). Therefore,
the solutionX(t) of the SDE (3.30) is unique and satisfies the desired
integral equation (3.32). 
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4. Connections between Hilbert space-valued integrals
driven by time-changed Q-Wiener processes and
time-changed cylindrical Wiener processes,
respectively, and Walsh-type integrals
The objective of this section is to establish the equality of the three
integrals given below for appropriate integrands:∫ T
0
∫
RN
g(t, x)ME(dt, dx) =
∫ T
0
g(t)dW˜Et =
∫ T
0
Φgt ◦ J
−1dWEt ,
whereME is a time-changed version of a worthy martingale measure,
W˜Et is a time-changed version of a cylindrical Wiener process and
WEt is a time-changed Q-Wiener process. Section 4.1 focuses on the
case of no time change. Section 4.2 provides the extension to the
time-changed case.
4.1. The case of no time change
The equality of these integrals in the case where there is no time
change are made in [7, 33]. The general idea is to first define a specific
random field F and an associated Hilbert space K. After identifying
these objects, the integral with respect to the resulting cylindrical
Wiener process and the integral with respect to the developed mar-
tingale measure are shown to be the same for a particular class of
integrands. Also a connection between the cylindrical Wiener process
and a Q-Wiener process is made that leads to an equality of their
respective integrals. Thus, a combination of those results proves that
all three integrals are equal.
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Let {F (φ) | φ ∈ C∞0 (R
+×RN )} be a family of mean zero Gauss-
ian random variables, called a Gaussian random field. The covariance
of F is given by
E(F (φ)F (ψ)) =
∫
R+
∫
RN
∫
RN
φ(s, x)f(x − y)ψ(s, y)dydxds, (4.1)
where f satisfies the following two conditions:
1) f is a non-negative, non-negative definite continuous function
on RN\{0}, which is integrable in a neighborhood of 0;
2) for all γ ∈ S(RN ), the space of C∞ functions which are rapidly
decreasing along with all their derivatives, the following condi-
tions hold:
a) there exists a tempered measure µ on RN such that for
any m ∈ N+∫
RN
(1 + |ξ|2)−mµ(dξ) <∞, and
b)
∫
RN
f(x)γ(x)dx =
∫
RN
Fγ(ξ)µ(dξ), where Fγ is the Fourier
transform of γ.
For the remainder of Section 4, fix the specific random field F chosen
in (4.1). We now define a Hilbert space associated with the fixed
random field F . Let K be the completion of the Schwartz space
S(RN ) with the semi-inner product
〈γ, ψ〉K :=
∫
RN
∫
RN
γ(x)f(x − y)ψ(y)dydx
=
∫
RN
µ(dξ)Fγ(ξ)Fψ(ξ),
(4.2)
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where γ, ψ ∈ K, and associated semi-norm ||·||K . ThenK is a Hilbert
space, see [36]. In the remaining of this section, the Hilbert space K
always refers to (4.2).
Moreover, after fixing a time interval [0, T ], it is possible to
consider the set KT := L
2([0, T ], ;K) with the norm
‖g‖2KT =
∫ T
0
‖g(s)‖2Kds.
Note that C∞0 ([0, T ]× R
N ) is dense in KT . It should also be noted
that although F was originally defined on smooth, compactly sup-
ported functions, it is possible to extend F to functions of the form
1[0,T ](·)ϕ(∗) where ϕ ∈ S(R
N ). This follows since such an F is a
random linear functional such that γ 7→ F (γ) is an isometry from
(C∞0 ([0, T ] × R
N ), ‖ · ‖KT ) into L
2(Ω,F ,P), i.e., a family of mean
zero Gaussian random variables characterized by (4.1). For further
details, see [33].
Definition 4.1. A cylindrical Wiener process on a Hilbert space K
as defined in (4.2) is a family of random variables {W˜t, t ≥ 0} such
that:
1. for each h ∈ K, {W˜t(h), t ≥ 0} defines a Brownian motion with
mean 0 and variance t〈h, h〉K ;
2. for all s, t ∈ R+ and h, g ∈ K, E(W˜s(h)W˜t(g)) = (s ∧ t)〈h, g〉K
where s ∧ t := min(s, t).
From [33], the stochastic process {W˜t, t ≥ 0} defined in terms
of the fixed random field F with covariance chosen in (4.1) is given
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by
W˜t(ϕ) := F (1[0,t](·)ϕ(∗)), for ϕ ∈ K, (4.3)
is a cylindrical Wiener process on the Hilbert space K. A complete
orthonormal basis {fj} can be chosen such that {fj} ⊂ S(RN ) since
S(RN ) is a dense subspace ofK. Consider the space L2(Ω×[0, T ];K)
of predictable processes g such that
E
(∫ T
0
||g(s)||2Kds
)
<∞.
For g ∈ L2(Ω× [0, T ];K), the stochastic integral in Hilbert space H
with respect to the cylindrical Wiener process W˜t is defined as∫ T
0
g(s)dW˜s :=
∞∑
j=1
∫ T
0
〈g(s), fj〉KdW˜s(fj)
where particularly H = R and {fj} is an orthonormal basis of K
in (4.2). The series is convergent in L2(Ω,F ,P), and the sum does
not depend on the choice of orthonormal basis. Additionally, the
following isometry holds:
E
(∫ T
0
g(s)dW˜s
)2 = E(∫ T
0
||g(s)||2Kds
)
.
On the other hand, consider Mt defined by
Mt(A) := F (1[0,t](·)1A(∗)), t ∈ [0, T ], A ∈ Bb(R
N ), (4.4)
where F is the specific random field chosen in (4.1) and Bb(RN ) de-
notes the set of bounded Borel sets of RN . The covariance of {Mt(A)}
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is given by:
E(Mt(A)Mt(B)) =
∫
R+
∫
RN
∫
RN
1[0,t](s)1A(x)f(x− y)1B(y)dydxds
= t
∫
RN
∫
RN
1A(x)f(x − y)1B(y)dydx.
Therefore, Mt is a martingale measure in the following sense.
Definition 4.2. ([33] ) A process {Mt(A)}t≥0,A∈B(RN ) is a martingale
measure with respect to {Ft}t≥0 if:
1. for all A ∈ B(RN), M0(A) = 0 a.s.;
2. for t > 0, Mt is a sigma-finite L
2(P)-valued signed measure;
and
3. for all A ∈ B(RN), {Mt(A)}t≥0 is a mean-zero martingale with
respect to the filtration {Ft}t≥0.
Further, in order to define stochastic integrals with respect to
a martingale measure, the martingale measure needs to be worthy.
Definition 4.3. ([33]) A martingale measure M is worthy if there
exists a random sigma-finite measure K(A×B×C, ω), where A,B ∈
B(RN), C ∈ B(R+), and ω ∈ Ω, such that:
1. A × B × C 7→ K(A × B × C, ω) is nonnegative definite and
symmetric;
2. {K(A × B × (0, t])}t≥0 is a predictable process for all A,B ∈
B(RN);
3. for all compact sets A,B ∈ B(RN) and t > 0,
E(K(A×B × (0, t])) <∞;
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4. for all A,B ∈ B(RN) and t > 0,
|E(Mt(A)Mt(B))| ≤ K(A×B × (0, t]) a.s.
In particular, the stochastic integral with respect to a worthy
martingale measure is defined in such a way that it is itself a mar-
tingale measure. First, consider elementary processes g of the form
g(s, x, ω) = 1(a,b](s)1A(x)X(ω) (4.5)
where 0 ≤ a < b ≤ T , X is bounded and Fa-measurable, and A ∈
B(RN). If g is an elementary process as in (4.5), then define g ·M by
g ·Mt(B) :=
∫ t
0
∫
B
g(s, x)M(ds, dx)
= X(ω) (Mt∧b(A ∩B)−Mt∧a(A ∩B)) .
The definition of g ·M can be extended by linearity to simple pro-
cesses, which are finite sums of elementary processes. Let P+ denote
the set of predictable processes (ω, t, x) 7→ g(t, x;ω) such that
‖g‖2+ := E
(∫ T
0
∫
RN
∫
RN
|g(t, x)| f(x− y) |g(t, y)|dydxdt
)
<∞.
Taking limits of simple processes, the definition of g · M extends
to all g ∈ P+. From [7], g · M is a worthy martingale measure if
g ∈ P+. Therefore, it makes sense to define the stochastic integral
with respect to M as a martingale measure in the following way:∫ t
0
∫
A
g(s, x)M(ds, dx) =: g ·Mt(A).
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The next result is Proposition 2.6 in [33]; the detailed proof is
given there.
Proposition 4.4. ([33]) Suppose g ∈ P+. Then g ∈ L2(Ω× [0, T ];K)
and ∫ T
0
∫
RN
g(t, x)M(dt, dx) =
∫ T
0
g(t)dW˜t,
where M is the worthy martingale measure defined in (4.4) and W˜t
is the cylindrical Wiener process defined in (4.3).
Finally, Proposition 4.6 below provides conditions under which
these integrals coincide with the integral with respect to a Q-Wiener
process. Define the operator J : K → K by
J(h) :=
∞∑
j=1
λ
1/2
j 〈h, fj〉Kfj , h ∈ K, (4.6)
where {fj} is an orthonormal basis in K and λj ≥ 0 satisfies
∞∑
j=1
λj <∞.
Lemma 4.5. Let Q = JJ∗ : K → K. Then Q has eigenvalues λj
corresponding to the eigenvectors fj, i.e. Qfj = λjfj.
Proof. Let fj be the orthonormal basis as in (4.6), then
Qfj = (JJ
∗)(fj) =
∞∑
l=1
λ
1/2
l 〈J
∗fj , fl〉Kfl =
∞∑
l=1
λ
1/2
l 〈fl, Jfj〉Kfl
=
∞∑
l=1
λ
1/2
l 〈fj ,
∞∑
i=1
λ
1/2
i 〈fl, fi〉Kfi〉Kfl
=
∞∑
l=1
λl〈fj , fl〉Kfl = λjfj.
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
Additionally, Q is symmetric (self-adjoint), non-negative defi-
nite, and trQ =
∑∞
j=1 λj < ∞. The operator J : K → KQ is an
isometry since
‖h‖K = ‖Q
−1/2J(h)‖K = ‖J(h)‖KQ , h ∈ K,
where Q−1/2 denotes the pseudo-inverse of Q1/2. Further, the inverse
operator J−1 : KQ = Q
1/2K → K is also an isometry. Therefore,
taking {wj(t)}∞j=1 to be the family of independent Brownian motion
processes defined by 4.3, a Q-Wiener process in K as defined in
Section 2 can be constructed as
Wt :=
∞∑
j=1
wj(t)J(fj) =
∞∑
j=1
wj(t)λ
1/2
j fj. (4.7)
As seen in Section 3, a predictable process φ will be integrable
with respect to the Q-Wiener process Wt if
E
(∫ T
0
||φ(t)||2L2(KQ,H)dt
)
<∞, (4.8)
Consider g ∈ L2(Ω× [0, T ];K), and define the operator, Φgs :K → R,
by
Φgs(η) = 〈g(s), η〉K , η ∈ K. (4.9)
The following proposition is from Dalang and Quer-Sardanyons [33];
the proof is included here since it contains information that will be
used later.
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Proposition 4.6. If g ∈ P+ and Φ
g
t as defined in (4.9), then Φ
g
t ◦J
−1
satisfies the condition (4.8) and∫ T
0
Φgt ◦ J
−1dWt =
∫ T
0
g(t)dW˜t,
where Wt is the Q-Wiener process defined in (4.7), J is the operator
defined in (4.6) and W˜t is the cylindrical Wiener process defined
in (4.3).
Proof. First, to show that Φgt ◦ J
−1 ∈ L2(KQ,R), note that
||Φgt ◦ J
−1||2L2(KQ,R) =
∞∑
j=1
[(Φgt ◦ J
−1)(λ
1/2
j fj)]
2 =
∞∑
j=1
[Φgt (J
−1λ
1/2
j fj)]
2
=
∞∑
j=1
〈g(t), J−1Q1/2fj〉
2
K =
∞∑
j=1
〈g(t), fj〉
2
K
= ||g(t)||2K .
Therefore,
E
(∫ T
0
||Φgt ◦ J
−1||2L2(KQ,R)dt
)
= E
(∫ T
0
||g(t)||2Kdt
)
<∞,
since g ∈ P+ implies that g ∈ L2(Ω × [0, T ];K). Thus, Φ
g
t ◦ J
−1
satisfies condition (4.8). Also, from Lemma 3.1,∫ T
0
Φgt ◦ J
−1dWt =
∞∑
j=1
∫ T
0
(Φgt ◦ J
−1)(λ
1/2
j fj)d〈Wt, λ
1/2
j fj〉KQ
=
∞∑
j=1
∫ T
0
〈g(t), fj〉Kdwj(t)
=
∞∑
j=1
∫ T
0
〈g(t), fj〉KdW˜t(fj)
=
∫ T
0
g(t)dW˜t.
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
Therefore, combining Propositions 4.4 and 4.6 yields the desired
integral connections.
Corollary 4.7. For g ∈ P+ and Φ
g
t as defined in (4.9),∫ T
0
∫
RN
g(t, x)M(dt, dx) =
∫ T
0
g(t)dW˜t =
∫ T
0
Φgt ◦ J
−1dWt,
where M is the martingale measure defined in (4.4), W˜t is the cylin-
drical Wiener process defined in (4.3), J is the operator defined
in (4.6) and Wt is the Q-Wiener process defined in (4.7).
4.2. The case of a time change
The previous section summarized results from [7, 33, 35] establish-
ing the equality of integrals with respect to a martingale measure,
a cylindrical Wiener process, and a Q-Wiener process. This section
will extend those results to the time-changed case. The procedure for
showing the equivalence of the integrals will be very similar to that
used in the previous section. The same random field F and Hilbert
space K are used to define time-changed versions of a cylindrical
Wiener process and a martingale measure. Their associated inte-
grals are then shown to be equal. Finally, a connection between the
given time-changed cylindrical Wiener process and a time-changed
Q-Wiener process leads to the equality of all three integrals.
First, recall that the time change, Et, is the inverse of a β-stable
subordinator. Then, the time-changed cylindrical Wiener process is
defined as follows.
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Definition 4.8. Let K be a separable Hilbert space. A family of ran-
dom variables {W˜Et , t ≥ 0} is a time-changed cylindrical Wiener
process on K if the following conditions hold:
1. for any k ∈ K, {W˜Et(k), t ≥ 0} defines a time-changed Brown-
ian motion with mean 0 and variance E(Et)〈k, k〉K ; and
2. for all s, t ∈ R+ and k, h ∈ K,
E(W˜Es(k)W˜Et(h)) = E(Es∧t)〈k, h〉K .
Let g : R+ × Ω→ K be any predictable process such that
E
(∫ T
0
‖g(s)‖2KdEs
)
<∞. (4.10)
Consider the series
∞∑
j=1
∫ T
0
〈gs, fj〉KdW˜Es(fj).
Convergence of this series in L2(Ω,G,P) is established in Proposition
4.9. This justifies defining the stochastic integral of g with respect to
a time-changed cylindrical Wiener process as follows:∫ T
0
g(s)dW˜Es :=
∞∑
j=1
∫ T
0
〈gs, fj〉KdW˜Es(fj).
Proposition 4.9. Let g : R+ × Ω → K in (4.2) be any predictable
process satisfying condition (4.10). Then, the series
∞∑
j=1
∫ T
0
〈gs, fj〉KdW˜Es(fj) (4.11)
converges in L2(Ω,G,P).
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Proof. Let
Yn :=
n∑
j=1
∫ T
0
〈gs, fj〉KdW˜Es(fj).
In order to show the convergence of the series defined in (4.11), it
is sufficient to show {Yn} is a Cauchy sequence in L2(Ω,G,P). For
n > m,
||Yn − Ym||
2
2 = E
( n∑
j=m+1
∫ T
0
〈gs, fj〉KdW˜Es(fj)
)2
= E
[( n∑
j=m+1
∫ T
0
〈gs, fj〉KdW˜Es(fj)
)( n∑
i=m+1
∫ T
0
〈gs, fi〉KdW˜Es(fi)
)]
= E
( n∑
j=i=m+1
[ ∫ T
0
〈gs, fj〉KdW˜Es(fj)
]2)
+ E
( n∑
j 6=i=m+1
[ ∫ T
0
〈gs, fj〉KdW˜Es(fj)
][∫ T
0
〈gs, fi〉KdW˜Es(fi)
])
=: I + II.
Since the time-changed Q-Wiener process WEt defined in (2.4)
is a square integrable martingale with respect to the filtration Gt =
F˜Et defined in (2.5), for h = λ
−1/2
j fj ∈ K, j = 1, 2, · · · , 〈WEt , h〉K is
also a square integrable martingale with respect to the filtration Gt,
i.e., for 0 < s < t,
E(〈WEt , h〉K |Gs) = 〈WEs , h〉k.
This implies that each projection, which is a time-changed Brown-
ian motion, wj(Et), j = 1, 2, · · · , is also a square integrable mar-
tingale with respect to the same filtration Gt, i.e., for 0 < s < t,
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E(wj(Et)|Gs) = wj(Es). Therefore, the integral,∫ T
0
〈gs, fj〉Kdwj(Es),
is also a square integral martingale with respect to the filtration Gt,
and it follows from the Itoˆ isometry that
E
[ ∫ T
0
〈gs, fj〉Kdwj(Es)
]2
= E
[ ∫ T
0
〈gs, fj〉
2
KdEs
]
.
Further, by a proof similar to that of Theorem 2.6, the product
wi(Et)wj(Et) is a square integrable martingale for i 6= j. This means
the quadratic covariation process of martingales wi(Et) and wj(Et)
is zero, i.e., [wi(Et), wj(Et)] = 0. Thus, using the martingale prop-
erty of wj(Es) and its associated integral, along with the Cauchy-
Schwartz inequality
I := E
( n∑
j=i=m+1
[ ∫ T
0
〈gs, fj〉KdW˜Es(fj)
]2)
=
n∑
j=i=m+1
E
[ ∫ T
0
〈gs, fj〉Kdwj(Es)
]2
=
n∑
j=i=m+1
E
[ ∫ T
0
〈gs, fj〉
2
KdEs
]
≤
∞∑
j=i=m+1
E
[ ∫ T
0
〈gs, fj〉
2
KdEs
]
.
(4.12)
By assumption (4.10),
∞∑
j=1
E
[ ∫ T
0
〈gs, fj〉
2
KdEs
]
= E
[ ∫ T
0
‖gs‖
2
KdEs
]
<∞,
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so the above tail of the partial sum in (4.12) converges to 0 as
m (hence n)→∞. Meanwhile,
II := E
( n∑
j 6=i=m+1
[ ∫ T
0
〈gs, fj〉KdW˜Es(fj)
][∫ T
0
〈gs, fi〉KdW˜Es(fi)
])
=
n∑
j 6=i=m+1
E
[(∫ T
0
〈gs, fj〉KdW˜Es(fj)
)(∫ T
0
〈gs, fi〉KdW˜Es(fi)
)]
=
n∑
j 6=i=m+1
E
[(∫ T
0
〈gs, fj〉Kdwj(Es)
)(∫ T
0
〈gs, fi〉Kdwi(Es)
)]
=
n∑
j 6=i=m+1
E
(∫ T
0
〈gs, fj〉K〈gs, fi〉Kd[wj(Es), wi(Es)]
)
= 0.
(4.13)
Combining (4.12) and (4.13) yields ||Yn − Ym||22 = I + II → 0 as
n,m → ∞. Thus, {Yn} is a Cauchy sequence in L2(Ω,G,P), com-
pleting the proof. 
The next proposition shows how to define a cylindrical process
from the fixed random field F chosen in (4.1) .
Proposition 4.10. For t ≥ 0 and φ ∈ K, set
W˜Et(φ) := F (1[0,Et](·)φ(∗)). (4.14)
Then, the process W˜Et is a time-changed cylindrical Wiener process.
Proof. Consider a fixed φ ∈ K. W˜Et(φ) is a time-changed Brownian
motion by construction. Additionally,
E[W˜Et(φ)] = E[F (1[0,Et](·)φ(∗))] =
∫ ∞
0
E[F (1[0,τ ](·)φ(∗))]fEt(τ)dτ
=
∫ ∞
0
0 · fEt(τ)dτ = 0,
63
and
E[W˜Et(φ)W˜Et(φ)] = E[F (1[0,Et](·)φ(∗))F (1[0,Et](·)φ(∗))]
= E
[∫
R+
1[0,Et](s)1[0,Et](s)
∫
RN
∫
RN
φ(x)f(x − y)φ(y)dydxds
]
= E
[
〈φ, φ〉K
∫
R+
1[0,Et](s)ds
]
= E(Et)〈φ, φ〉K .
Further, for fixed s, t ∈ R+ and φ, ψ ∈ K,
E[W˜Et(φ)W˜Es(ψ)] = E[F (1[0,Et](·)φ(∗))F (1[0,Es](·)ψ(∗))]
= E
∫
R+
1[0,Et](r)1[0,Es](r)
∫
RN
∫
RN
φ(x)f(x − y)ψ(y)dydxdr
= E
∫
R+
〈φ, ψ〉K1[0,Et∧Es](r)dr = E(Et∧s)〈φ, ψ〉K .
Therefore, according to the Definition 4.8, W˜Et is a time-changed
cylindrical Wiener process. 
Moreover, it follows from Proposition 4.9 that the integral with re-
spect to the process W˜Et defined in (4.14) is well-defined.
On the other hand, Et is independent of the martingale measure
Mt(A). So, define a time-changed version of {Mt(A)} by
MEt(A) =M(A× [0, Et]) := F (1[0,Et](·)1A(∗)). (4.15)
By conditioning on the time change, the covariance for MEt(A) is
E(MEt(A)MEt(B)) =
∫ ∞
0
E(Mτ (A)Mτ (B))fEt(τ)dτ
=
∫ ∞
0
τ
(∫
RN
∫
RN
1A(x)f(x − y)1B(y)dydx
)
fEt(τ)dτ
= E(Et)
∫
RN
∫
RN
1A(x)f(x− y)1B(y)dydx,
64 Lise Chlebak, Patricia Garmirian and Qiong Wu
where fEt is the density function of Et. Also
E[MEt(A)]
2 = E(Et)
∫
RN
∫
RN
1A(x)f(x− y)1A(y)dydx <∞
for all A ∈ Bb(RN ). Thus, MEt(A) has a finite second moment for
all A ∈ Bb(RN ). Then the following theorem shows that {MEt(A)}
is also a martingale measure.
Theorem 4.11. {MEt(A)}t≥0,A∈B(RN ) is a martingale measure with
respect to the filtration {F˜Et}t≥0, where F˜t in (2.5) is generated by
the time change Et and independent Brownian motions W˜t(fj), j =
1, 2, · · · defined by 4.3.
Proof. It suffices to check the conditions in Definition 4.2. First, since
E0 = 0 a.s., ME0(A) = M0(A) = 0 a.s. because Mt(A) is a martin-
gale measure.
Second, let A, B ∈ B(RN) be disjoint. Then, for fixed τ ,Mτ (A∪
B) and Mτ (A) +Mτ (B) are mean zero Gaussian random variables
and
Var(Mτ (A ∪B)) =
∫ ∫
(A∪B)×(A∪B)
f(x− y)dydx
=
∫ ∫
A×A
f(x− y)dydx+
∫ ∫
B×B
f(x− y)dydx+ 2
∫ ∫
A×B
f(x− y)dydx
= Var(Mτ (A)) + Var(Mτ (B)) + 2E(Mτ (A)Mτ (B))
= Var
(
Mτ (A) +Mτ (B)
)
.
Also note that
Mτ (A ∪B) =Mτ (A) +Mτ (B) a.s.
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Thus, conditioning on the time change yields
P(MEt(A ∪B) =MEt(A) +MEt(B))
=
∫ ∞
0
P(Mτ (A ∪B) =Mτ (A) +Mτ (B))fEt(τ)dτ
=
∫ ∞
0
fEt(τ)dτ = 1,
which meansMEt(·) is additive a.s. Furthermore, assume A1 ⊃ A2 ⊃
... such that ∩nAn = ∅,
E[MEt(An)]
2 = E(Et)
∫ ∫
An×An
f(x− y)dydx→ 0
as n→∞, and soMEt(An)→ 0 in L
2(P). This proves the countable
additivity of MEt(·).
Finally, since {MEt(A)} has a finite second moment, a simi-
lar argument to the proof of Theorem 2.6 shows that {MEt(A)} is
a martingale for all A ∈ B(RN). Thus, {MEt(A)} is a martingale
measure with respect to the filtration Gt = F˜Et . 
Define the dominating measure K by
K(A×B × C)
:= E(λ({Es(ω) : s ∈ C}))
∫
RN
∫
RN
1A(x)f(x − y)1B(y)dydx,
(4.16)
where A,B ∈ B(RN ) and λ is the Lebesgue measure on C ∈ B(R+)
. Then, the following theorem shows that the martingale measure
{MEt(A)} is worthy.
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Theorem 4.12. The martingale measure {MEt(A)}t≥0,A∈B(RN ) is wor-
thy with respect to the filtration {F˜Et}t≥0, i.e. the same one as de-
fined in Theorem 4.11.
Proof. To show that the martingale measure {MEt(A)} is worthy,
it suffices to show that the dominating measure K defined in (4.16)
satisfies the conditions of Definition 4.3.
1. For all C ∈ B(R+),
K(A×B × C) = E(λ({Es(ω) : s ∈ C}))
∫
RN
∫
RN
1A(x)f(x − y)1B(y)dydx
= E(λ({Es(ω) : s ∈ C}))
∫
RN
∫
RN
1B(x)f(x − y)1A(y)dydx
= K(B × A× C).
Additionally, for all A ∈ B(RN), C ∈ B(R+), since f is non-
negative definite,
K(A×A× C) = E(λ({Es(ω) : s ∈ C}))
∫
RN
∫
RN
1A(x)f(x − y)1A(y)dydx ≥ 0.
2. For all A,B ∈ B(RN), t > 0,
K(A×B × (0, t]) = E(Et)
∫
RN
∫
RN
1A(x)f(x − y)1B(y)dydx
is F˜Et -measurable.
3. For all compact sets A,B ∈ B(RN ) and t > 0,
E|K(A×B × (0, t])| = E(Et)
∫
RN
∫
RN
1A(x)f(x − y)1B(y)dydx <∞.
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4. For all A,B ∈ B(RN) and t > 0,
|E(MEt(A)MEt(B))| = E(Et)
∫
RN
∫
RN
1A(x)f(x − y)1B(y)dydx
= K(A×B × (0, t]).
Thus, the martingale measure {MEt(A)} is worthy. 
As shown in the non-time-changed case, the stochastic integral
with respect to a worthy time-changed martingale measure is also a
worthy martingale measure. First, consider elementary processes g
of the form
g(s, x, ω) = 1(a,b](s)1A(x)X(ω) (4.17)
where 0 ≤ a < b ≤ T , A ∈ B(RN) and X is both bounded and
Ga := F˜Ea-measurable. For t, r ∈ [0, T ], let
MEt∧Er :=MEt∧r ,
and letME(ds, dx) denote integration with respect to the martingale
measure in the both s and x. Then, define g ·ME by
g ·MEt(B) := X(ω)(MEt∧Eb(A ∩B)−MEt∧Ea(A ∩B))
=
∫ t
0
∫
RN
g(s, x)ME(ds, dx).
As usual, this definition of g ·ME can be extended to finite sums
of elementary processes and finally to predictable processes g such
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that
||g||2† := E
(∫ T
0
∫
RN
∫
RN
|g(t, x)|f(x− y)|g(t, y)|dydxdEt
)
<∞.
(4.18)
Let P† denote the set of predictable processes (ω, t, x) 7→ g(t, x;ω)
such that (4.18) holds. For g ∈ P†, g ·ME is a worthy martingale
measure and the stochastic integral with respect toME is defined by∫ t
0
∫
A
g(s, x)ME(ds, dx) =: g ·MEt(A).
The following theorem connects an integral with respect to a time-
changed martingale measure with an integral with respect to a time-
changed cylindrical Wiener process.
Theorem 4.13. Let MEt be the time-changed martingale measure de-
fined in (4.15) and W˜Et be the time-changed cylindrical process de-
fined in (4.14). For g ∈ P†, then,∫ T
0
∫
RN
g(t, x)ME(dt, dx) =
∫ T
0
g(t)dW˜Et .
Proof. First notice that since g ∈ P†,
E
(∫ T
0
||g(s)||2KdEs
)
= E
(∫ T
0
∫
RN
∫
RN
g(s, x)f(x− y)g(s, y)dydxdEs
)
≤ ||g||2† <∞,
which means g satisfies the condition (4.10). Further, since the set
of elementary processes is dense in P†, it suffices to check that the
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integrals coincide for elementary processes of the form
g(s, x, ω) = 1(a,b](s)1A(x)X(ω)
where 0 ≤ a < b ≤ T , A ∈ B(RN) and X(ω) is both bounded and
F˜Ea-measurable. For this, note that∫ T
0
∫
RN
g(t, x)ME(dt, dx) = X(MET∧Eb(A)−MET∧Ea(A))
= X(MEb(A)−MEa(A))
= X(F (1[0,Eb](·)1A(∗))− F (1[0,Ea](·)1A(∗)))
= X(F (1(Ea,Eb](·)1A(∗))).
On the other hand, using the linearity of F∫ T
0
g(t)dW˜Et =
∞∑
j=1
∫ b
a
X〈1A, fj〉KdW˜Et(fj)
= X
∞∑
j=1
〈1A, fj〉K(W˜Eb(fj)− W˜Ea(fj))
= X
∞∑
j=1
〈1A, fj〉K [F (1[0,Eb](·)fj)− F (1[0,Ea](·)fj)]
= X
∞∑
j=1
〈1A, fj〉K [F (1(Ea,Eb](·)fj)]
= X [F (1(Ea,Eb](·)
∞∑
j=1
〈1A, fj〉Kfj ]
= X [F (1(Ea,Eb](·)1A(∗))].

Next, a connection between the time-changed cylindrical Wiener
process and the time-changed Q-Wiener process will be established.
70 Lise Chlebak, Patricia Garmirian and Qiong Wu
Define
WEt :=
∞∑
j=1
wj(Et)J(fj) (4.19)
where wj(Et) := W˜Et(fj) are the time-changed Brownian motions
defined in Proposition 4.5. Also for g ∈ L2(Ω× [0, T ],K), define the
operator Φgs by
Φgs(η) := 〈g(s), η〉K η ∈ K. (4.20)
A predictable process φ will be integrable with respect to WEt if
E
(∫ T
0
||φ(t)||2L2(KQ,H)dEt
)
<∞. (4.21)
The next result provides the connection between the integral with
respect to the time-changed cylindrical Wiener process and the time-
changed Q-Wiener process.
Theorem 4.14. Let W˜Et be the time-changed cylindrical Wiener pro-
cess as in (4.14) and let WEt be the time-changed Q-Wiener process
as in (4.19). Let g ∈ P†. Then, Φgs ◦ J
−1 satisfies condition (4.21)
and ∫ T
0
Φgs ◦ J
−1dWEs =
∫ T
0
g(s)dW˜Es .
Proof. First, from the proof of Proposition 4.6, ‖Φgs ◦J
−1‖2L2(KQ,R) =
‖g(s)‖2K . Thus,
E
(∫ T
0
||Φgt ◦ J
−1||2L2(KQ,R)dEt
)
= E
(∫ T
0
||g(t)||2KdEt
)
<∞,
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since it was shown in Theorem 4.13 that g ∈ P† implies that con-
dition (4.10) holds. So, Φgt ◦ J
−1 satisfies the condition (4.21). Also
from Definition 3.2,∫ T
0
Φgs ◦ J
−1dWEs =
∞∑
j=1
∫ T
0
Φgs ◦ J
−1(λ
1/2
j fj)d〈Ws, λ
1/2
j fj〉KQ
=
∞∑
j=1
∫ T
0
〈g(s), fj〉Kdwj(Es)
=
∞∑
j=1
∫ T
0
〈g(s), fj〉KdW˜Es(fj)
=
∫ T
0
g(s)dW˜Es .

Finally, combining the results of Theorems 4.13 and 4.14 yields
the desired correspondence of integrals with respect to time-changed
processes.
Corollary 4.15. For g ∈ P† and Φ
g
t as defined in (4.20),∫ T
0
∫
RN
g(t, x)ME(dt, dx) =
∫ T
0
g(t)dW˜Et =
∫ T
0
Φgt ◦ J
−1dWEt ,
whereMEt is the time-changed martingale measure as in (4.15), W˜Et
is the time-changed cylindrical process as in (4.14), J is the operator
defined in (4.6) and WEt is the time-changed Q-Wiener process as
in (4.19).
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5. Fokker-Planck-Kolmogorov equations associated with
the time-changed stochastic differential equations
In this section, the Fokker-Plank-Kolmogorov (FPK) equations cor-
responding to sub-diffusion processes in Hilbert space are introduced.
A FPK equation is a deterministic differential equation whose so-
lution is the probability density function for a stochastic process.
A fundamental example of such an equation in finite dimensions is
the heat equation, whose solution is the density for Brownian mo-
tion. These equations are important for several reasons. As in the
heat equation, these equations are often helpful in understanding a
scientific phenomenon. The connection of these equations to a sto-
chastic process allows one to use information about the stochastic
process to study these phenomena. Conversely, knowing FPK equa-
tions corresponding to a particular stochastic process is helpful in the
simulation of this stochastic process, see [25, 26, 29]. More recently,
the FPK equations corresponding to diffusion processes in infinite
dimensional Hilbert spaces have been analyzed, see [15, 16, 17].
An introduction to the sub-diffusion processes on Hilbert spaces
considered here and their corresponding FPK equations requires a
preliminary discussion of diffusion processes on Hilbert space and
their FPK equations. Consider the following classic SDE driven by
the Q-Wiener process
dY (t) = [AY (t) + F (t, Y (t))]dt + CdWt
Y (0) = x ∈ H
(5.1)
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where A : D(A) ⊂ H → H is the infinitesimal generator of a C0-
semigroup S(t) = etA, t ≥ 0, in H , and Wt is a K-valued Q-Wiener
process on a complete filtered probability space (Ω,F , {Ft}t≤T ,P)
with the filtration Ft satisfying the usual conditions. Suppose that
F : Ω× [0, T ]×H → H , C : Ω×K → H and C ∈ Λ2(KQ, H). Also
assume the initial value x is an F0-measurable, H-valued random
variable. Let Y (t) be a strong solution of the SDE (5.1) so that Y (t)
will satisfy the following integral equation:
Y (t) = x+
∫ t
0
[AY (s) + F (s, Y (s))]ds + CWt.
The Kolmogorov operator L0 corresponding to the classic SDE (5.1)
is
L0φ(x) = 〈x,A
∗Dxφ(x)〉H + 〈F (t, x), Dxφ(x)〉H
+
1
2
tr[(CQ1/2)(CQ1/2)∗D2xφ(x)],
(5.2)
where x ∈ H , t ∈ [0, T ], and Dx, D2x denote the first- and second-
order Fre´chet derivatives in space, respectively. D(L0) denotes the
domain of the operator L0 and A
∗ denotes the adjoint of the operator
A. More details on the domain D(L0) are given in [15, 16, 17].
Let µ(dt, dx) be a product measure on [0, T ]×H of the type
µ(dt, dx) = µt(dx)dt,
where µt ∈ P(H) is a Borel probability measure on the Hilbert space
H for all t ∈ [0, T ]. Let P Yt be the transition evolution operator
on Bb(H), the space of bounded, Borel-measurable functions on H ,
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defined by
P Yt φ(x) = E(φ(Y (t))|Y (0) = x), 0 ≤ t ≤ T, φ ∈ Bb(H), (5.3)
and let (P Yt )
∗ be its adjoint operator. Note that (P Yt ) is a semi-
group generated by the Markov process Y (t). According to [17], it is
possible to define the measure µYt induced by the solution Y (t) as
µYt (dy) := (P
Y
t )
∗ξ(dy), (5.4)
where ξ ∈ P(H) is the measure associated with the initial value x.
The induced measure, µYt (dy), is defined as∫
H
φ(y)µYt (dy) =
∫
H
P Yt φ(y)ξ(dy), for all φ ∈ Bb(H). (5.5)
Under the assumption∫
[0,T ]×H
(
|〈y,A∗h〉H |+ ‖F (t, y)‖H
)
µ(dt, dy) <∞,
where h ∈ D(A∗), the induced measure µYt satisfies the following
FPK equation
d
dt
∫
H
φ(y)µYt (dy) =
∫
H
L0φ(y)µ
Y
t (dy), for dt-a.e., t ∈ [0, T ], (5.6)
where the initial condition is
lim
t→0
∫
H
φ(y)µYt (dy) =
∫
H
φ(y)ξ(dy). (5.7)
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Further, if the domain of the Kolmogorov operator L0 is comprised
of test functions, integration by parts yields
∂
∂t
µYt = L
∗
0µ
Y
t , µ
Y
0 = ξ. (5.8)
Further details are given in [17].
The following lemma is needed to extend the FPK equations (5.6)
and (5.7) or (5.8) associated to the solution of the classic SDE (5.1)
to the case of the solution to an SDE driven by a time-changed Q-
Wiener process.
Lemma 5.1. Let Uβ(t) be a β-stable subordinator with the cumulative
distribution function Fτ (t) = P(Uβ(τ) ≤ t) and density function
fτ (t). Suppose the inverse of Uβ(t) is Et with the density function
fEt(τ). Then, for any integrable function h(τ) on (0,∞), the function
q(t) defined by the following integral
q(t) :=
∫ ∞
0
fEt(τ)h(τ)dτ
has Laplace transform
Lt→s{q(t)} = s
β−1[h˜(τ)](sβ),
where h˜(τ)(s) = Lτ→s{h(τ)}.
Proof. Using the self-similarity property of the β-stable subordina-
tor Uβ(t), the distribution function FEt(τ) associated with the time
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change Et is
FEt(τ) = P(Et ≤ τ) = P(Uβ(τ) > t) = 1− P(τ
1/βUβ(1) ≤ t)
= 1− P
(
Uβ(1) ≤
t
τ1/β
)
= 1− F1
(
t
τ1/β
)
.
(5.9)
Differentiating both sides of (5.9),
fEt(τ) = −
∂
∂τ
{
1
τ1/β
(Jf1)
(
t
τ1/β
)}
,
where J is an integral operator defined by
(Jf)
(
t
a
)
=
∫ t
0
f
(
s
a
)
ds for all a > 0. (5.10)
Therefore, the Laplace transform
Lt→s
[
1
a
(Jf1)
(
t
a
)]
(s) =
1
a
∫ ∞
0
(Jf1)
(
t
a
)
e−stdt =
1
as
∫ ∞
0
f1
(
t
a
)
e−stdt
=
1
s
∫ ∞
0
f1(tˆ)e
−astˆdtˆ =
1
s
f˜1(as),
(5.11)
where f˜1(s) is the Laplace transform of the function f(t). Now con-
sider
q(t) :=
∫ ∞
0
fEt(τ)h(τ)dτ = −
∫ ∞
0
∂
∂τ
{
1
τ1/β
(Jf1)
(
t
τ1/β
)}
h(τ)dτ.
Applying the Laplace transform of the β-stable subordinator, Uβ(t),
in (2.2) and using (5.11) yields
Lt→s{q(t)} = −
∫ ∞
0
∂
∂τ
{
1
s
e−τs
β
}
h(τ)dτ = sβ−1[h˜(τ)](sβ).

Let WEt be a time-changed Q-Wiener process on a complete
filtered probability space (Ω,G, {Gt}t≤T ,P) with the filtration Gt :=
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F˜Et satisfying the usual conditions. Suppose that x is an F0-measurable
and H-valued random variable. Let the coefficients A,F, and C be
the same as in the classic SDE (5.1). Consider the following au-
tonomous SDE on H driven by WEt and on the time interval [0, T ]:
dX(t) = (AX(t) + F (X(t)))dEt + CdWEt ,
X(0) = x ∈ H, t ≥ 0.
(5.12)
We derive the time-fractional FPK equation associated with the
time-changed SDE (5.12) via two different methods: first by apply-
ing the time-changed Itoˆ formula and second by using the duality in
Theorem 3.11. The advantage of the first approach is that it directly
reveals the connection between the time-fractional FPK equations in
Theorems 5.2 and 5.3, and the time-changed SDE (5.12). The advan-
tage of the second approach is that it reveals the connection between
the time-fractional FPK equations in Theorems 5.2 and 5.3, and the
classic FPK equations in (5.6) and (5.7) or (5.8).
Theorem 5.2. Suppose the coefficients A,F, and C of the time-changed
SDE (5.12) satisfy the conditions in Theorem 3.12. Let X(t) be the
solution to (5.12). Also suppose that X(Uβ(t)) is independent of Et.
Then the probability kernel µXt (dx) induced by the solution X(t) sat-
isfies the following fractional integral equation
D
β
t
∫
H
φ(x)µXt (dx) =
∫
H
L0φ(x)µ
X
t (dx), (5.13)
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with initial condition µX0 (dx) = ξ(dx), where φ ∈ D(L0), L0 is the
Kolmogorov operator defined in (5.2) and Dβt denotes the Caputo
fractional derivative operator as defined in Theorem 2.4.
Proof. (Method via the time-changed Itoˆ formula) Let Y (t) := X(Ut).
Since Et and WEt are both constant on [Ut−, Ut], the integrals∫ t
0
(AX(s) + F (X(s)))dEs and
∫ t
0
B(X(s))dWEs
are also constant on [Ut−, Ut]. Therefore, since X(t) is the solution
to the SDE (5.12), X(t) is also constant on [Ut−, Ut] and satisfies
Y (Et) = X(UEt) = X(t). So, for a fixed time t ∈ [0, T ], let µ
X
t and
µYt denote the probability measures induced on H by the stochastic
processes X(t) and Y (t), respectively. Thus, for φ ∈ D(L0),
E(φ(X(t))) =
∫
H
φ(x)µXt (dx). (5.14)
Since X(t) = Y (Et), taking the expectation of X(t) conditioned on
Et,
E(φ(X(t))) = E(φ(Y (Et))) =
∫ ∞
0
E(φ(Yτ )|Et = τ)fEt(τ)dτ,
where fEt(τ) is the density function of Et. By the assumption that
Y (t) = X(Ut) is independent of Et,
E(φ(X(t))) =
∫ ∞
0
∫
H
φ(x)µYτ (dx)fEt(τ)dτ
=
∫
H
φ(x)
∫ ∞
0
µYτ (dx)fEt(τ)dτ.
(5.15)
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Since φ ∈ D(L0) is arbitrary, combining (5.14) and (5.15) yields
µXt (dx) =
∫ ∞
0
µYτ (dx)fEt(τ)dτ. (5.16)
SinceX(t) is constant on every interval [Ur−, Ur],X(Ur−) = X(Ur) =
Y (r). Thus, by the time-changed Itoˆ formula,
φ(X(t))− φ(x0) =
∫ Et
0
L0φ(X(Ur−))dr +
∫ Et
0
〈φx(X(Ur−)), CdWr〉
=
∫ Et
0
L0φ(Y (r))dr +
∫ Et
0
〈φx(Y (r)), CdWr〉.
(5.17)
Since φ ∈ D(L0), the integral
M(τ) =
∫ τ
0
〈φx(Y (r)), CdWr〉H
is a square integrable Fτ -martingale. Taking expectations on both
sides of (5.17) and conditioning on Et gives
E[φ(X(t))|X(0) = x0]− φ(x0)
=
∫ ∞
0
E[
∫ τ
0
L0φ(Y (r))dr +M(τ)|Et = τ,X(0) = x0]fEt(τ)dτ
=
∫ ∞
0
∫ τ
0
E[L0φ(Y (r))|X(0) = x0]drfEt(τ)dτ
=
∫ ∞
0
∫ τ
0
∫
H
L0φ(x)µ
Y
r (dx)drfEt(τ)dτ
=
∫ ∞
0
(
JP Y (τ)
)
fEt(τ)dτ,
(5.18)
where J is the integral operator as defined in (5.10) and P Y (r) is
defined by
P Y (r) =
∫
H
L0φ(x)µ
Y
r (dx).
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On the other hand,
E[φ(X(t))|X(0) = x0]− E[φ(x0)|X(0) = x0]
=
∫
H
φ(x)µXt (dx)−
∫
H
φ(x)ξ(dx),
(5.19)
which also implies the initial condition µX0 (dx) = ξ(dx). Combin-
ing (5.18), (5.19), Lemma 5.1 yields
Lt→s
{∫
H
φ(x)µXt (dx)
}
−
1
s
∫
H
φ(x)ξ(dx)
= sβ−1[ ˜JtP Y (τ)](s
β) =
sβ−1
sβ
[P˜ Y (τ)](sβ),
which, in turn, implies
sβLt→s
{∫
H
φ(x)µXt (dx)
}
− sβ−1
∫
H
φ(x)ξ(dx) = sβ−1[P˜ Y (τ)](sβ).(5.20)
Combining (5.16) and Fubini’s Theorem yields∫
H
L0φ(x)µ
X
t (dx) =
∫
H
L0φ(x)
∫ ∞
0
µYτ (dx)fEt(τ)dτ
=
∫ ∞
0
∫
H
L0φ(x)µ
Y
τ (dx)fEt(τ)dτ
=
∫ ∞
0
P Y (τ)fEt(τ)dτ.
(5.21)
Taking Laplace transforms of both sides of (5.21) gives
Lt→s
{∫
H
L0φ(x)µ
X
t (dx)
}
= Lt→s
{∫ ∞
0
P Y (τ)fEt(τ)dτ
}
= sβ−1[P˜ Y (τ)](sβ).
(5.22)
Recall that the following equality holds:
Lt→s
{
D
β
t f(t)
}
= sβLt→s
{
f(t)
}
− sβ−1f(0), (5.23)
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where f(t) is a real-valued function on t ≥ 0. Therefore, combin-
ing (5.20) and (5.22) yields
sβLt→s
{∫
H
φ(x)µXt (dx)
}
− sβ−1
∫
H
φ(x)ξ(dx) = Lt→s
{∫
H
L0φ(x)µ
X
t (dx)
}
,
which, together with (5.23), implies that
D
β
t
∫
H
φ(x)µXt (dx) =
∫
H
L0φ(x)µ
X
t (dx).

The next theorem gives the familiar differential form of the FPK
equation for the solution to the time-changed SDE (5.12).
Theorem 5.3. Suppose the conditions in Theorem 5.2 hold. If the
domain of the operator L0 defined in (5.2) is a set of test functions,
then the probability measure µXt induced by the solution X(t) satisfies
the following time-fractional PDE
D
β
t µ
X
t = L
∗
0µ
X
t , (5.24)
with initial condition µX0 (dx) = ξ(dx), where L
∗
0 is the adjoint of the
operator L0 and D
β
t denotes the Caputo fractional derivative opera-
tor.
Proof. The proof of Theorem 5.2 gives∫
H
φ(x)µXt (dx)−
∫
H
φ(x)ξ(dx) =
∫ ∞
0
∫ τ
0
∫
H
L0φ(x)µ
Y
r (dx)drfEt(τ)dτ.
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Since φ ∈ D(L0) is a test function, applying the integration by parts
operator yields∫
H
φ(x)µXt (dx)−
∫
H
φ(x)ξ(dx) =
∫
H
φ(x)
∫ ∞
0
∫ τ
0
L∗0µ
Y
r (dx)drfEt(τ)dτ,
which means
µXt (dx) − ξ(dx) =
∫ ∞
0
∫ τ
0
L∗0µ
Y
r (dx)drfEt(τ)dτ. (5.25)
Additional information on the adjoint operator, L∗0, is given in [37].
The proof of Theorem 5.2 also gives
µXt (dx) =
∫ ∞
0
µYτ (dx)fEt(τ)dτ. (5.26)
Taking the Laplace transforms in (5.25) and (5.26) gives
sβLt→s
{
µXt (dx)
}
− sβ−1ξ(dx) = Lt→s
{
L∗0µ
X
t (dx)
}
,
which implies
D
β
t µ
X
t = L
∗
0µ
X
t ,
with initial condition µX0 (dx) = ξ(dx). 
We now use the second approach based on duality to derive the
FPK equation for the solution to the time-changed SDEs (5.12).
Theorem 5.4. Under the assumptions of Theorem 5.2, the time-
fractional FPK equation associated with the time-changed SDE (5.12)
follows from (5.13). Also if the domain of the operator L0 defined
in (5.2) is a set of test functions, then the time-fractional FPK equa-
tion has the form (5.24).
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Proof. (Via duality) From the duality theorem, Theorem 3.11, the
solution of the time-changed SDE (5.12) is
X(t) = Y (Et), (5.27)
where Y (t) is the solution to the classic SDE (5.1). As in (5.3) and
(5.4), define the transition evolution operator, PXt , induced by the
solution, X(t), as follows:
PXt φ(x) = E(φ(X(t))|X(0) = x0) = E(φ(Y (Et))|X(0) = x0)
=
∫ ∞
0
P Yτ φ(x)fEt(τ)dτ, 0 ≤ t ≤ T, φ ∈ Bb(H).
(5.28)
The probability measure, µXt (dx), induced by X(t) is
µXt (dx) := (P
X
t )
∗ξ(dx), (5.29)
which means for all φ ∈ Bb(H),∫
H
φ(x)µXt (dx) :=
∫
H
PXt φ(x)ξ(dx) =
∫
H
∫ ∞
0
P Yτ φ(x)ξ(dx)fEt (τ)dτ. (5.30)
Therefore, the connection between the probability measures, µXt (dx)
and µYt (dy), is obtained from (5.30) by applying Fubini’s theorem∫
H
φ(x)µXt (dx) =
∫ ∞
0
∫
H
φ(x)µYτ (dx)fEt(τ)dτ, for all φ ∈ Bb(H),(5.31)
i.e.,
µXt (dx) =
∫ ∞
0
µYτ (dx)fEt(τ)dτ, for all φ ∈ Bb(H). (5.32)
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Appealing to Lemma 5.1, and taking Laplace transforms of both
sides of (5.31) leads to
Lt→s
{∫
H
φ(x)µXt (dx)
}
= sβ−1Lτ→s
{∫
H
φ(x)µYτ (dx)
}
(sβ).(5.33)
On the other hand, taking Laplace transforms on both sides of (5.6)
leads to
sLt→s
{∫
H
φ(y)µYt (dy)
}
−
∫
H
φ(y)ξ(dy) = Lt→s
{∫
H
L0φ(y)µ
Y
t (dy)
}
.(5.34)
Replacing s by sβ in (5.34) yields
sβLt→s
{∫
H
φ(y)µYt (dy)
}
(sβ)−
∫
H
φ(y)ξ(dy)
= Lt→s
{∫
H
L0φ(y)µ
Y
t (dy)
}
(sβ).
(5.35)
Thus, combining (5.33) and (5.35) gives
sβLt→s
{∫
H
φ(x)µXt (dx)
}
− sβ−1
∫
H
φ(y)ξ(dy)
= sβ−1Lt→s
{∫
H
L0φ(y)µ
Y
t (dy)
}
(sβ),
which implies
D
β
t
∫
H
φ(x)µXt (dx) =
∫ ∞
0
∫
H
L0φ(y)µ
Y
τ (dy)fEt(τ)dτ
=
∫
H
L0φ(y)
∫ ∞
0
µYτ (dy)fEt(τ)dτ
=
∫
H
L0φ(y)µ
X
t (dy),
(5.36)
as required. Further, if the domain of the Kolmogorov operator, L0,
is comprised of test functions, taking Laplace transforms on both
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sides of (5.8) yields
sLt→s
{
µYt
}
− µY0 = Lt→s
{
L∗0µ
Y
t
}
, (5.37)
while taking Laplace transforms of both sides of (5.32) and applying
Lemma 5.1 yields
Lt→s
{
µXt
}
= sβ−1Lτ→s
{
µYτ
}
(sβ). (5.38)
Finally, combining (5.37) and (5.38) yields
D
β
t µ
X
t = L
∗
0µ
X
t .

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