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Abstract 
We discuss the PRECOLORING EXTENSION(PREXT) and the LIST COLORING(LICOL) prob- 
lems for trees, partial k-trees and cographs in the decision and the construction versions. Both 
problems for partial k-trees are solved in linear time when the number of colors is bounded by 
a constant and in polynomial time for an unbounded number of colors. For trees, we improve 
this to linear time. In contrast to that, the two problems differ in complexity for cographs. While 
PREXT has a linear-time decision algorithm, LICOL is shown to be NP-complete. We give 
polynomial-time algorithms for the corresponding enumeration problems # PREXT and 
# LICOL on partial k-trees and trees and for # PREXT on cographs. 
1. Introduction 
In this paper, we consider finite undirected graphs G = (V’, E) with vertex set I/ and 
edge set E. A proper m-coloring of G is a function f : I/ + { 1, . . . , m} such that 
f(u) # f(u) whenever (u, V> E E. The CHROMATIC NUMBER problem is to decide 
whether there exists a proper coloring for a given graph G and integer WI. This problem 
is well studied and known to be NP-complete [lo]. Here, we investigate the following 
generalization that was introduced by Biro et al. [6]: 
PRECOLORING EXTENSION (PRExT) 
Instance: A graph G = (V, E), an integer m, and a proper m-coloring of W c V. 
Question: Is the coloring extendible to all vertices of G properly? 
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This problem arises in practical applications as scheduling or VLSI-layout [6]. It is 
shown by Birb et al. that PREXT remains NP-complete even for interval graphs. Hujter 
and Tuza [11] prove also the NP-completeness of PREXT for bipartite graphs and 
several related classes of graphs. Therefore, it is interesting to find graph classes that 
admit efficient algorithms for PREXT. Bir6 et al. give a polynomial-time algorithm for 
PREXT on partial k-trees when the number of colors is a fixed constant [6]. They prove 
that the time complexity of their algorithm is O(( I/ 1 c(k,m)), where c(k, m) is a linear 
function in k and m. We improve their result and give a linear-time algorithm. 
Furthermore, we solve PREXT in polynomial time for partial k-trees when the number 
of colors m is part of the input (e.g. with m = @(I v I)). This was raised as an open 
problem in [6]. Independently, Kratochvil [13] also solved this problem. 
Our algorithms for partial k-trees are presented in Section 2. They can be adapted 
for the construction and the enumeration problems, where we ask for a proper 
precoloring extension or for the number of colorings, respectively. Moreover, the 
same approach is used to solve another problem, the LIST COLORING problem 
formulated as follows: 
LIST COLORING ( LICOL) 
Instance: A graph G = (V, E) with sets of admissible colors S, for all v E T/. 
Question: Does there exist a proper coloring of G with colors from S = UvsV(G)Sv 
such that every vertex v is colored with an admissible color from S,? 
W.1.o.g. we assume that S = {1,2, . . . , m} for some m and that the admissible colors 
S, c S for each v E V. Hence, this problem is a generalization of the usual CHROMATIC 
NUMBER problem, where S, = S for all vertices v E V. It also generalizes PREXT. 
Consider a set S, as admissible color set for a vertex v E I/, where S, = S or ( S, 1 = 1. 
The LICOL problem was considered earlier in the literature [17,9], and it has several 
practical applications in scheduling problems (cf. [12]). 
For example, one application of LICOL is given as a processor assignment problem. 
Each vertex v E I/ corresponds to an operation in a branching flow graph, the graph 
G = (V, E) describes an incompatibility graph between the operations, and 
S = (1, . ..) m} is a set of processors. We have an edge e = (v, w} between two vertices 
v and w iff the corresponding operations cannot be assigned to the same processor, 
and the set S, is the set of the processors that can execute the operation v E V. Two 
operations in a flow graph can be assigned to the same processor if they are contained 
in two different branches or if their execution intervals are different. The first 
condition can be modeled as a cograph and the second as an interval graph. In 
general, the incompatibility graph is an intersection of an interval graph and a co- 
graph [12]. The LICOL problem is equal to the problem of finding an assignment f: 
V-,(1,... , m} such that the following two conditions are satisfied: 
1. only compatible operations are assigned to the same processor (i.e. f(v) # f(w) 
if (v, w} E E), and 
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2. an assigned processor f(u) can execute the operation u (i.e. f(v) E S, for all 
UE V). 
A tree is a k-tree with k = 1. Our general method from Section 2 gives O(l V 13)- 
algorithms for trees. We improve the algorithms on trees to linear time in Section 3. 
Notice that the decidability in polynomial time for PREXT on trees was proved also in 
Clll. 
In Section 4 we discuss the class of cographs. Unlike the other cases, the two 
problems PREXT and LICOL differ in complexity on this graph class. We give a linear- 
time algorithm for PREXT and show NP-completeness for LICOL. On other studied 
graph classes, the two problems are either both solvable in polynomial time (e.g. for 
partial k-trees) or both NP-complete (e.g. for interval graphs [6] or bipartite graphs 
[ll]). Cographs were considered independently by TUZA [16]. 
Throughout the paper we restrict attention to the unit cost model (cf. Cl]). It means 
that whenever we estimate the complexity of an algorithm, we count an addition, 
multiplication or comparison as one operation independent to the sizes of the 
operands. 
2. Partial k-trees 
Partial k-trees are the subgraphs of k-trees. A k-tree is a graph that can be reduced 
to Kk (the complete graph on k vertices) by the deletion of vertices with a neighbor- 
hood inducing a k-clique. Partial k-trees are well studied and known also as graphs 
that have a tree-decomposition of width k. We give a definition of tree-decompositions 
below. 
Many intractable problems are solvable in polynomial time for partial k-trees. The 
CHROMATIC NUMBER problem is one of them (cf. [3]). The result is based on two facts. 
First, the chromatic number of a partial k-tree is at most k + 1. Second, the property 
“graph G has a proper coloring with m colors” can be expressed by a formula in 
extended monadic second order logic for every fixed number m, i.e. it falls into the 
class of so called EMS-properties defined in [2]. It is proved in [2] that all EMS- 
properties are decidable in linear time on partial k-trees. In [15], a general algorithm 
is given explicitly that decides an EMS-property on a partial k-tree in linear time. 
A similar approach can be used to get a linear-time algorithm for PREXT with a fixed 
number of colors. But we do more than this. The number of needed colors is not 
bounded by a constant in the general PREXT problem. It may be larger than the clique 
number of the graph. It is open, whether the property “a precoloring of a graph G with 
m colors is extendible to all vertices properly” is an EMS-property when m is not 
a constant. Here we show that the methods from [lS] allow to derive a polynomial- 
time algorithm for the general PREXT problem even though we do not know the 
answer to the previous question. 
We use a special kind of tree-decompositions to represent partial k-trees. 
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Definition 2.1. A nice tree-decomposition of width k for a graph G = (V, E) is a pair 
(T, 9?), where T is an oriented tree with at most two children per node and X = {X,: 
X, E V, t E V(T)) such that: 
(0 u X, = V(G), 
&V(T) 
(ii) for every {u, V} E E(G), there is a t E V(T) such that {u, V} E X,, 
(iii) XinXk g Xj for all {i, j, k} E V(T) such that j lies on the path between i and k, 
(iv) IX,1 < k + 1 for every t E V(T), 
(v) Xi = Xk = Xj if i E V(T) has two children j and k (i is called a join node) and 
(vi) if j is the only child of i in T then there is a vertex u E V(G) such that either 
Xi = XjU{V} (’ z is called an introduce node) or Xj = X,u {u} (i is called a forget node). 
A leaf i of T is called a start node. This kind of tree-decomposition isvery useful to 
handle partial k-trees efficiently. In fact, it is no restriction compared with the original 
tree-decomposition as it was given by Robertson and Seymour in [14]. They allow 
arbitrary trees T and require only properties (i)-(iv). Indeed, the following fact is easy 
to prove, see [ 151: 
Lemma 2.1. Provided a tree-decomposition of width k for a graph G is given, then a nice 
tree-decomposition of the same width can be constructed in linear time. Its decomposi- 
tion-tree T has at most O(l V(G)I) nodes. 
It is shown by Bodlaender [S], that a tree-decomposition of constant width k can be 
constructed in linear time for a graph if one exists. Hence, given a graph that has 
tree-width at most k, we obtain a nice tree-decomposition with width k in time 0( 1 V I). 
Such a nice tree-decomposition gives a method to reconstruct he graph consecutively 
by simple operations, starting with small graphs of size at most k + 1. This is useful to 
solve PREXT and LICOL. 
Similarly to [4], we consider ( < k + 1)-terminal graphs. A ( 6 k + 1)-terminal graph 
is a pair (G, X), where G is a graph and X c V(G), (X 1 < k + 1 is a subset of at most 
k + 1 vertices, called the terminals. 
We associate a (d k + 1)-terminal graph (G,, X,) with each node t of a nice 
tree-decomposition (T, X) for a graph G. A graph G, is an induced subgraph of G with 
V(G,) = {v E V(G) : u E Xi with i = t or i is a descendant of t} and E(G,) = { {v, w} E 
E: v, w E V(G,)}. It is constructed by one of the three composition operations (intro- 
duce, forget, join) from the graph(s) assigned to the child(ren) oft. Small basis graphs 
with at most k + 1 vertices correspond to the leaves of T (the start nodes). The forget 
operation changes a (< k + 1)-terminal graph (G, Y) into a (< k)-terminal graph 
(G,X) with X = Y\(V) f or an arbitrary terminal u E Y. The introduce operation is 
applied to (< k)-terminal graphs (H, Y). It adds one new vertex v to the graph 
together with some edges between u and some terminals from Y. We get a (< k + l)- 
terminal graph (G,X) with X = Yu{v}, V(G) = V(H)u{v) and 
E(G) = E(H)u { (v, y} : y E Y’ c Y}. The join operation is applied to two (< k + l)- 
terminal graphs (G,, X) and (Gz, X) which intersect in their common terminal set. 
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The new graph is their union (G, uG2, X) . The decomposition tree is a parse tree for 
the construction of G by the operations forget, introduce and join. We have G = G, for 
the root Y of T. 
Observe, that each set of terminals X, is a separator that separates G, from the rest 
of G. The subgraphs G,\X, and G\V(G,) are not connected by any edge. 
A coloring of a graph G with m colors is a partition C = (C,, . , C,) of its vertex 
set V(G) into m independent sets. There the set Ci contains exactly the vertices that get 
color i. If a subset of vertices Wi is precolored by color i, we have to fulfill the 
additional condition Wi g Ci (for 1 < i < m). Every coloring C = (C,, . . , C,) of 
a graph H induces a coloring on any of its subgraphs H’ in a natural way. This is 
simply the partition into independent sets C’ = (C;, . . . , Ck), where C; = Ci n V(K) 
for all i. Notice, that this does not depend on the edge set E(H’) of the subgraph. 
Clearly, the induced coloring is a proper one if the original coloring of H is proper. 
Also, the precoloring is respected in the subgraph, if it is in the whole graph. 
A coloring C is called feasible if it is proper and extends the given precoloring. We 
regard all possible colorings of the subgraphs G, G G corresponding to the nodes of 
the decomposition tree of G. Since each set X, is a separator, we have the following 
property which allows us to define an equivalence relation on the set of colorings: 
Lemma 2.2. A feasible coloring c = (C,, . . . , C,) of G, is extendible to G, ifs the 
coloring I? = (H,, . . , H,) induced by c on the terminals X, is extendible to a feasible 
coloring of G\(V(G,)\X,). 
Definition 2.2. We call the coloring fi = (HI, . , H,) induced on X, by a coloring 
C = (C,, . . , C,) of (G,, X,) the head of C. There Hi = CinX, is the restriction of the 
color class to the set of terminals for all i. 
Two colorings C = (C,, . . . ,C,) and C’=(Ci,...,Ck) of a (<k+l)-terminal 
graph (G,, X,) are equivalent, if their heads B = (H,, . . . , H,) and a’ = (H’,, , Hk) 
are equal, i.e. for all i holds Hi = Hi. 
Lemma 2.3. The number of equivalence classes of m-colorings for a (6 k + 1)-terminal 
graph (G,, X,) is at most rnk’l. 
Our decision algorithm for the precoloring extension problem follows a dynamic 
programming approach and colors the subgraphs G, step by step in post-order. This is 
efficient due to the bounded number of equivalence classes. Define the following 
functions for colorings of X,: 
Definition 2.3. 
‘(‘) = rt,“,“n 
if a feasible coloring of G, with head l? exists, 
otherwise. 
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Clearly, this definition yields that the graph G has a feasible coloring, iff there exists 
a coloring Z? of the terminal set X, corresponding to the root I such that 
fi@) = TRUE. We compute the functions ft for all nodes t of the decomposition tree. 
This is done recursively in post-order, starting at the leaves. Thanks to lemma 2.2, the 
value f,(R) is determined locally by the value(s) fS(fl) (and -Q(H)) for the child(ren) of 
t and by the feasibility of l? on the terminal set X,. Hence, only a bounded number of 
computation steps is necessary at any node t of the decomposition tree. Actually, we 
have the following: 
Theorem 2.4. PREXT can be solved in linear time on partial k-trees, if the number of 
colors is bounded by a constant m. 
Proof. We show, that the following algorithm solves the considered problem cor- 
rectly. 
Algorithm 2.1. PREXT 
Input: Graph G with a nice tree-decomposition (T, %) of width k, integer m, proper 
precoloring of W C V. 
Output: YES, ifs the precoloring can be extended to V properly. 
(1) 
(2) 
(3) 
(4) 
(4) 
(5) 
(6) 
(7) 
(7) 
(8) 
for all nodes t E V(T) in post-order do 
for all colorings I? of X, do ft (I?) := FALSE; 
case start : if Z? is feasible on X, then fl (I?) := TRUE; 
case forget : s := child of t; v := unique vertex E X,\X,; 
fOri=ltOWIdOiff,(HI ,..., HiU{v} ,..., H,)=TRUE 
then ft (Z?) := TRUE; endfor; 
case introduce : s := child of t; v := unique vertex E X,\X,; 
if I? is feasible on X, then ft(fi) :=fs (I?\(v)); 
case join : s and s’ := children of t; ft(E?) :=fs (fi) A&, (Ef); 
endfor; endfor; 
for all colorings l? of X, do (for the root r of T} 
if fi(H) = TRUE then return YES; stop; endfor; 
return ~0. 
The algorithm proceeds all nodes of the decomposition tree in post-order. Thus, the 
function fs is already computed at the child(ren) before the computation at a node 
t starts. At every node t the value of ft is computed for all possible colorings I? of X,. 
Thus, the Loop (2) is executed at most mk+l times for each node t. Notice, that this 
bound reduces to mk, if t is a Forget-node. Within the Loop (2) one of the four cases 
(Line (3), (4), (5) or (6)) is executed epending on the local structure of the decomposi- 
tion tree: 
l Start: At a leaf, G, has no more than k + 1 vertices. Hence, the feasibility of I? is 
tested in constant ime. ft(I?) = TRUE, iff adjacent vertices of X, are in different color 
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classes Hi and Hj and the precoloring on X, is respected, i.e. WinX, G Hi for all i. 
This can be checked in time O(k’) for graphs with at most k + 1 vertices. This case 
corresponds to Line (3) of the algorithm. 
l Forget: Line (4) corresponds to the case, when the graph G, is equal to the graph 
G, at its child, but one vertex is no longer kept in the terminal set. Here 
f,(R) = TRUE, iff there is at least one possible extension of ti to X,V with 
f,(H’) = TRUE, where s is the child of t. We get a possible extension to X, by 
coloring the unique vertex v E X,\X, by any color. Hence, f,(H1, . . . , H,) = 
V~=1fs(H1,...,Hiu{v},...,H,). W e h ave to look up at most m values f,(H’) in 
order to compute one h(H). 
l Introduce: This case is similar to the previous one. But now there is a new vertex 
v in the parent set that is not contained in the subgraph G,. So we have to check in 
addition, whether the coloring is a proper one on X,. We have f*(H) = TRUE, iff H is 
feasible on X, and fs(B’) = TRUE for the restriction to X,,, where 
Hi = HinX, = Hi\(v) for all i. Therefore, we have to look up one value f,(I?‘) and 
to check the precoloring of v and that v has another color than all its neighbors, 
where v is the only vertex with v E X,\X,. This computation needs O(k) operations 
per coloring of X, at Line (5) of the algorithm. 
l Join: If the node t has two children s and s’, the terminal set X, separates graph 
G, into the parts G,\X, and G,!\X,. They are not connected by any edge. Conse- 
quently, f,(g) = fs(fi) A fs,(fi) holds. Clearly, one operation per coloring is 
enough at Line (6) of the algorithm. 
The time complexity of algorithm PREXT is mainly determined by the number of 
nodes in the decomposition tree. For every node t E V(T), a constant number of at 
most c . mk+ ’ . k2 operations is executed. In total, the algorithm needs linear time 
O(l v I). 
No special data structures are necessary for the implementation of this algorithm. 
Some care has to be taken about the coding of the possible colorings n of a set X,. We 
assign a code number from { 1, . . . , mk+ ’ } to every fi in an arbitrary but determined in 
advance way. The function values ft(B) are stored in an array then. In order to get the 
coding for all fi in an uniform way on the whole graph G, assume the vertices of G to 
be numbered, i.e. V = { 1, . . . , n}. Now consider the sets X, as ordered sets 
x, = (V1,...,VI] with 1 < k + 1 and o1 < v2 < ... < vI. Fix an arbitrary bijection 
b between the set of all partitions I? = (H,, . . . , H,) of the set (1, . , k + 1) and the 
code numbers { 1, . . . , mk+ ’ }. This leads to an well defined numbering for all possible 
colorings n of a set X,. The code number of a coloring is computed according to the 
bijection b applied to the indices of the vertices in the ordered set X,. It is easy to see, 
that the code number can be computed in time O(k) for a given coloring. The same is 
true for the converse problem. The corresponding partition of the set X, = {vl, . . . , vL ), 
can be computed in time O(k) when a code number of a coloring is given. These two 
procedures are used to provide the correspondence between the codes of a coloring 
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B that is considered at different nodes t and s of the decomposition tree during Lines 
(4)-(6) of the algorithm PREXT. 0 
Since the exact bound for the computing time of the above algorithm is a poly- 
nomial in m (the number of colors), we have the following result. 
Theorem 2.5. PREXT fir partial k-trees is decidable in time O(l I/l“+‘). 
Now, consider the construction problem where we ask for an extension of the given 
precoloring. It is clear that the coloring can be found by backtracking. To do this, we 
store a pointer to a feasible coloring at the child s whenever f*(p) = TRUE holds in 
a Forget- or Introduce-node during the original algorithm. In a Join-node, we store 
a pair of pointers. At the end, we walk once more through the decomposition tree, 
now starting at the root r, to get a feasible coloring of G. 
A modification of the algorithm allows to find the minimum number of colors that 
are necessary for a feasible extension of the given precoloring. A coloring with 
m = 1 V 1 colors exists always if the precoloring is proper. So, apply the algorithm with 
m = I VI. Let the precoloring use m’ colors. W.1.o.g. we assume that G is precolored by 
{1,2, . . . , m’}. Assign to each coloring g a value c,(H) instead of f,(B). Define c,(g) to 
be equal to the minimum number of additional colors used by a feasible coloring of 
G, with head fi. Additional means that only colors {m’ + 1, . . . , m} are counted for 
c, and only those that do not occur in the head fi itself. Given a coloring C of G, with 
head fi a color i contributes to c,(C) iff i > m’ and Hi = $? and Ci # 8. The value c,(H) 
is the minimum c,(C) over all colorings of G, with head n. These functions are 
computed recursively by replacing the For-loop (2) of algorithm PREXT according to 
the following observations: 
0 Start: 
c,(H) = 
0 if E;i is feasible on X,, 
+ co otherwise. 
l Forget: 
C,(Hl, ... ,fI,) = min {C:(H,, ~~~~~i”{u}~‘~‘~H~)~~ 
i= l,...,m 
where for Hi = (H,, . . . ~Hiu{v}p ... ,H,) holds 
c#‘) = 
c,(H’) if i < m’ or Hi # 0, 
c,(H’) + 1 otherwise. 
l Introduce: 
c,(B) = 
c:‘@\(v)) if fi is feasible on X,, 
+cO otherwise, 
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where for v E Hi holds 
C$(H\{v}) = 
c,(Ef\{v)) if i < m’ or Hi\(v) # 8, 
max{O, c,(H\{a}) - 1} otherwise. 
l Join: 
c,(H) = max(c,(H), c,,(H)}. 
Let us describe the introduce step. Let c be a coloring of G, with head I? and with 
a minimum number of additional colors c,(H). If v is colored with color i and (i d m’ 
or Hi\(v) # @), then v creates no additional color. In this case, c,(H) = c,(Z?\{r}). 
Suppose now that v gets the additional color i > m’ with Hi = {v}. In this case, only 
v is colored with this additional color in fi. An optimum coloring for G, with head 
H\(o) uses c,(H\{v}) additional colors. If c,(ff\{v}) = 0, then we have also 
c,(H) = 0. If there are additional colors in an optimum coloring for G,, then we may 
assume that one of these colors is equal to i. Using Hi = (v), we have no conflicts 
between vertices in G, with color i and vertex v. Since i is not a counted additional 
color for c,, c,(H) d c,(H\{v}) -1. S. mce the coloring c of G, can be transformed 
directly into a coloring of G, with c,(H) + 1 additional colors, c,(Ei\{v}) d c,(H) + 1. 
Finally, Loop (7) of the algorithm is replaced by the following computation of the 
chromatic number x(G, W) according to the precoloring W : 
x(G, W) = min(c,(H) + [(i: i > m’ and Hi # @>I} + m’. 
There the minimum is taken over all colorings fi of the root X, of the decomposition 
tree. These modifications of the algorithm yield the following: 
Theorem 2.6. A proper coloring extending a given precoloring with minimum number qf 
colors can be constructed in time O(l VI”“) for a partial k-tree. 
In the enumeration problem # PREXT we count the number of feasible colorings 
extending a given precoloring. For that purpose we adapt our algorithm. In the 
previous algorithm, we only replace the functions ft by functions gt that count the 
number of feasible colorings of subgraphs G,. 
Definition 2.4. For any coloring fi of X, the value g,(H) is the number of feasible 
colorings of graph G, having head a. 
The functions gt can be computed bottom up in the following way: 
l Start: Set g,(H) := 1, iff adjacent vertices of X, are in different color classes and the 
precoloring is respected; otherwise set g,(H) := 0. 
l Forget: Set g,(H) equal to Cg,(H’) where the sum is taken over all possible 
extensions of H to X,. 
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l Introduce: If g is feasible on X,, then set g,(H) to g,(H’) where H’ is the restriction 
of n to X,, with Hi = HinX, for every i. In the other case, set g,(H) := 0. 
l Join: Set g,(H) to the product g,(a). gJE?) where s and s’ are the children of t. 
We get the number of different colorings of the entire graph by computing Cg,.(H) 
where the sum is taken over all possible colorings g of the root X, of the decomposi- 
tion tree. Obviously, this computation does not need more time than the decision 
procedure PREXT in the unit cost measure. 
Theorem 2.7. The number of possible extensions of a precoloring can be counted in 
O(l V Ik+‘) time on partial k-trees. Linear time is su.cient if the number of colors is 
bounded by a constant. 
Finally in this section, we consider the LICOL problem. For its solution only few 
details have to be changed. Instead of a completely determined precoloring for some 
vertices, we have a set S, of colors to choose from for each v E V. W.1.o.g. we assume 
that S = lJVsV(c) S, = { 1,2, . . . , m> for some m. Notice that now m may be larger than 
1 V ) and the size of an instance is 0( 1 V 1. m). Nevertheless, LICOL is solved by the same 
method as PREXT. Actually, we simply adapt the Definition 2.3 of our functions 
ft - the meaning of the phrase “feasible coloring” has to be changed. A coloring is 
feasible now, iff it is proper (this was demanded before, too) and all vertices are colored 
by admissible colors only (this replaces the condition to respect a precoloring). The 
functions ft are computed in the same way as in algorithm PREXT. The same 
equivalence classes of partial colorings are considered. Hence, at most O(mk+l) values 
J(a) are computed at every node t of the decomposition tree. In detail, we get the 
following four cases: 
l Start: At a leaf, set fr@) = TRUE, iff adjacent vertices of X, are in different 
color classes Hi and Hj and it holds (U E Hi) + (i E S,) for all colors i and all 
vertices u E X,. This can be checked in time 0(k2) for graphs with at most k + 1 
vertices. 
l Forget: This case is identical to PREXT since there all vertices are colored before 
when the child has been considered. It holds f,(H1, . . . , H,) = Vy=, 
~,(HI, ... ,Hiu{v}, ... , H,). This needs m operations per equivalence class d. There 
are only O(mk) possible partitions of the head in this case, since (X, 1 Q k at 
a Forget-node. 
l Introduce: Now one new vertex v is in the parent set X, and it is not contained in 
the subgraph G,. So we have to check in addition, whether or not the coloring is 
feasible in X,. Therefore, we check that v has another color than all its neighbors 
and that i E S, if u E Hi. If this is true, we set ft(a) = f,(H’), where H’ is the 
restriction of the coloring to X, with Hi = H,nX, = Hi\(v) for all colors i. 
Otherwise, set f,(H) = FALSE. This computation needs O(k) operations for every 
coloring of X,. 
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l Join: Again, this case is identical to PREXT since all vertices are colored before at 
the children of t. Consequently, it holds ft(fi) = fs(fi) A &(fi). Clearly, one opera- 
tion per coloring is enough. 
Summing up, we get the computing time 0( 1 V’ 1. mk+ ’ . k) for LICOL. Analogously, 
an algorithm for # LICOL is derived from that for # PREXT. There we change the 
definition of the functions gl, again another meaning of feasibility is stressed. Thus, we 
immediately have the following results: 
Theorem 2.8. The problem LICOL is decidable in time 0( I V ) . mkt ‘) for partial k-trees. 
There are algorithms with the same time complexity to construct a list coloring (if one 
exists) and to count the number of ,feasible list colorings for partial k-trees. !f the 
number of colors m is bounded by a constant, then linear time is sufficient. 
3. Trees 
A graph T = (V, E) is called a tree if it is connected and has 1 E 1 = 1 V 1 - 1 edges. It 
is easy to show, that any tree has a tree-decomposition of width 1. Therefore, the 
above results imply O(1 V 13)-algorithms for the PREXT and the LICOL problems 
restricted to trees. In this section, we improve this to linear-time algorithms for both 
problems. 
We assume that the tree is given as an oriented tree with a root r E V that has no 
predecessor, with a set of children C(x) c V for each vertex x E V and an unique 
parent for each vertex x E V\(r). A leaf of T is a vertex x that has no children. The 
other vertices are called non-leaves or inner vertices of T. 
We start with an algorithm for the LICOL problem. Remember that PREXT is 
a special case of LICOL. We determine two values unique(x) E {TRUE, FALSE} and 
color(x) E (0,. . , m} for each vertex x E V: If the color is unique at a vertex x and 
cannot be changed in a feasible coloring of the subtree rooted at vertex x, then we set 
unique(x) := TRUE; otherwise we set unique(x) := FALSE. At the beginning the unique 
colors for vertices with S, = {c} are stored in color(x); for the other vertices we set 
color(x) := 0. 
The vertices of the tree are traversed in post-order. If a child y E C(x) has the unique 
color c at an inner vertex x, then this color cannot be used for x. We store the unique 
colors of the children in a set PC(X). After that, we determine the values unique(x) and 
color(x). 
Algorithm 3.1. LICOL. 
Input: Tree T, admissible color sets S, with (S,I 2 1 for all x E V(T). 
Output: YES, ifs there exists a feasible list coloring of T. 
(1) for all x E V do PC(X) := 0; 
(2) if S, = {c> then color(x) := c else color(x) := 0; endfor; 
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(3) for all x E V in post-order do 
(4) for all children y E C(x) do 
(5) if unique(y) = TRUE then PC(X) := pc(x)u{color(y)}; endfor; 
(6) if 1 S,\pc(x) 1 3 2 then unique(x) := FALSE; color(x) := 0; 
(7) if S,\pc(x) = {c} then unique(x) := TRUE; color(x) := c; 
(8) if S,\pc(x) = 4 - then return NO; stop; endfor; 
(9) return YES. 
To show the corrections of the algorithm, it is sufficient to prove the next lemma. 
Lemma 3.1. For a jixed inner vertex x let V, = { y E C(x) : unique(y) = FALSE} be the 
set of its children that are not uniquely colored and let PC(X) be the set of colors that are 
determined uniquely on the other children from C(x)\I/,. Then, every coloring f(x) of 
vertex x with color f(x) E S,\pc(x) can be extended to the children of x. 
Proof. Since unique(y) = FALSE for each vertex y E V,, there are at least two feasible 
colors fi (y) and fi( y) in colorings for the subtree rooted at y. Then, given a coloring 
f(x) of x, at least one of those two colors is unequal to f(x) and can be used. I7 
The post-order traversal of the tree takes 0( 1 VI) time. The computation time for 
one set PC(X) at a vertex x E V can be bounded by O() C(x) I). To compute the union of 
the sets (color(y)}, we use a global array pc with initial values pc[c] = false for each 
c E Q+9 {color(y)} ( see also Algorithm 4.2). The decision whether one or two colors 
are in S, \pc(x) can be done in 0( 1 pc(x)( + 2) time. Each vertex in a tree has (at most) 
one parent and reports its unique color, if it exists, to its parent. Since I pc(x)( Q ) C(x)/, 
the entire algorithm needs at most O(&VI C(x)j) = O(l VI) time. It needs 
O(CXGV IS, I) space in the worst case. 
A feasible coloring, if it exists, can also be found in linear time. During the algorithm 
we compute two possible colors fi(x) and fi(x) at the vertices with value 
unique(x) = FALSE. We can do this in 0( I pc(x)l + 2) steps for any such vertex x. At the 
end of the first algorithm we have to walk once again through the tree, now in 
pre-order and compute one possible coloring in O(l VI) time. So, we get: 
Theorem 3.2. The problems LICOL and thus also PREXT are decidable in linear time for 
trees. Zf a feasible coloring exists, it can be found in O(l VI) time. 
In the following, we consider the problem # LICOL to enumerate all feasible 
colorings of a tree T = (V, E) with given admissible color sets S, c (1, . . . ,m}. For 
each vertex x E V and each color i E { 1, . . . , m}, we denote by nc(x, i) the number of 
such colorings of the subtree of T rooted at x, where the color of x is equal to i. Then, 
nc(x) = I:! 1 nc(x, i) is the number of colorings for the subtree rooted at x, and nc(r) is 
the number of colorings of the entire tree T with root r E V. The following algorithm 
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shows a way to compute these numbers: 
Algorithm 3.2. # LICOL 
Input: Tree T, admissible color sets S, with UXoV S, = { 1, . . , m}. 
Output: The number of feasible list colorings of T. 
(1) for all x E I/ in post-order do nc(x) := 0; 
(2) for all i E (1, . . . . m} do nc(x, i) := 0; 
(3) if i E S, and x is a leaf then nc(x, i) := 1; 
(4) if i E S, and x is an inner vertex 
then nc(x, i) := &ccxj(~c(~) - nc(y, 9); 
(5) nc(x) := nc(x) + nc(x, i); endfor; endfor; 
(6) return nc(r). 
We show that the algorithm is correct. For a leaf the assertion is clear. If we assign 
a color i to an inner vertex x, then the colors of its children must be different from i. 
Therefore, we compose only colorings of the subtrees at the children y E C(x) with 
colors of the children unequal to i. Since the colorings in the subtrees are independent, 
we get the product of the numbers nc( y) - nc( y, i). 
In the computation, we use m - ( I/ ( values nc(x, i). After the values nc(x, i) for 
a vertex are computed, each of them is used at most once for the unique parent of x in 
the tree. Hence, the number of operations is bounded by O(m .I I/ I). 
Theorem 3.3. The enumeration problems # LICOL and # PREXT for trees are solvable 
in time O(m I I/ I). 
4. Cographs 
In this section, we give a linear-time algorithm for PREXT restricted to cographs. On 
the other hand, we show that LICOL restricted to cographs is NP-complete. Provided 
the number of colors m is constant, we give a linear algorithm for LICOL on cographs. 
After that, we analyze the corresponding enumeration problems. 
Definition 4.1. Given r 2 2 disjoint graphs Gi = (Vi, Ei) with 1 d i d r and Vi n Vj = 8 
for i # j. Their union UT= 1 Gi is defined as the graph (Ul= 1 l/i, iJi= 1 Ei). Their product 
@l= 1 Gi is obtained by first taking the union of the r graphs, and then adding all edges 
(vi, t‘j) with vi E Vi, Vj E Vj and 1 < i #j d r. 
Definition 4.2. (Corneil, Lerchs and Burlingham [7]). The class of cographs is the 
smallest set of graphs, fulfilling the following rules: 
1. Every graph G = (I/, E) with one vertex and no edges is a cograph. 
2. If Gi = (Vi, Ei) are cographs with pairwise disjoint vertex sets for 1 d i d r and 
r > 2, then their union ul= 1 Gi is a cograph. 
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3. If Gi = (Vi, EJ are cographs with pairwise disjoint vertex sets for 1 < i < r and 
r > 2, then their product @I= 1 Gi is a cograph. 
We associate a corresponding rooted tree T = (I, F) to each cograph G = (V, E). It 
is called a cotree of G (see [7]) and it reflects the construction of the cograph according 
to the above definition in the following way: Each inner node in the tree is labeled 
either with U (union-node) or with @ (product-node). It has two or more children. 
Two adjacent inner nodes have different labels. Each node x of the cotree corresponds 
to a cograph G, = (I’,, E,). A leaf corresponds to a cograph with one vertex and no 
edges. An union-node (product-node) corresponds to the union (product) of the 
cographs, associated with its children. Finally, the entire cograph is associated with 
the root r of the cotree. In [S], it is shown that one can decide in O(1 VI + /El) time, 
whether a graph is a cograph, and build a corresponding cotree. 
Our algorithm for PREXT on cographs has the following structure: First, we find 
a cotree for the input graph. Next, for each node x of the cotree, we compute a set 
PC(X) c (1, . . . , m} of colors used in the precoloring of the cograph corresponding to x. 
These sets are computed in post-order. Finally, we compute the minimum total 
number of colors to extend the given precoloring of G, depending on 1 p(x)1 bottom- 
up in the cotree. The following algorithm computes the precolor sets PC(X). 
Algorithm 4.1. COLORSETS 
Input: Cograph G with a cotree T and a proper precoloring of W E V. 
Output: Sets PC(X) of used precolors in G, for all x E V. 
(1) for all x E I = V(T) in post-order do PC(X) := 8; 
(2) case leaf: if x is precolored with c then PC(X) := {c]; 
(3) case union : for all children y E C(x) do 
PC(X) := pc(x)upc( y); endfor; 
(4) case product : for all children y E C(x) do 
if pc(x)npc( y) = 8 then PC(X) := pc(x)upc( y); 
else return “No extension possible” stop ; endfor; 
(5) endfor 
We note that the test in Step (4) whether pc(x)npc( y) = 0 is not necessary if the 
precoloring is a feasible coloring. The time to compute the set PC(X) for one union or 
product node is at most O(&,,,(,, I pc( y)l). Clearly, we can bound the complexity of 
this algorithm by O(m. ( VI). But this gives, if m is large, a quadratic time bound 
O(l V 1’). We show, that this is not the best possible we can do. 
Lemma 4.1. There is an implementation of the algorithm COLORSETS that needs at most 
O(l V 1 + I E I) time to compute the color sets PC(X) for all nodes of the cotree. 
Proof. We specify Lines (3) and (4) of the algorithm according to the following 
Procedure UNION. Therefore, we store a set of colors PC(X) as an unsorted list. Using 
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a global array A[l], . . . , A [m] with initial values A [i] = FALSE for 1 < i < m, we 
compute PC(X) = U ysCCxjpc( y) as follows: 
Algorithm 4.2. UNION 
Input: Colorsets PC(Y) for the children y E C(x). 
Output: Color-set PC(X). 
(1) PC(X) := 0; 
(2) for each child y E C(x) do 
(3) for each color c E PC(Y) do 
if A[c] = FALSE then A[c] := TRUE; PC(X) := pc(x)u (c}; 
endfor ; endfor; 
(4) for each c E PC(X) do A[c] := FALSE endfor; 
(5) return PC(X). 
Clearly, we can detect by using the array also whether a color occurs more than 
once. The Procedure UNION needs time and space O(C yaC(x) I PC(Y)~) at a node x of the 
cotree. That may well be less than m, since ( pc( y) 1 < 1 V, 1 holds at every node y. The 
space for the array A of size m (and the time to initialize it) is necessary only once for 
the whole cograph. 
Under these assumptions we estimate the computing time of the Algorithm COLOR- 
SETS now. We sum up the time needed in the product nodes x to compute the color sets 
PC(X) and PC(Y) for its children y E C(x) over the cotree. Since union and product 
nodes in a cotree appear alternately, this sum includes the computing time at all union 
nodes of T, except, may be, at the root r and some leaves. So, we add the time needed 
there in a second step. 
First, we bound the time to compute the color sets PC(X) and pc( y) for y E C(x) by 
the number of edges generated by the product operation at node x plus one. Actually, 
let G, be the cograph corresponding to a product node. W.1.o.g. we assume that 
G, consists of 1’ d 1 cographs of the form G,, = UleC(,,)Gz for 1 6 i < 1’ and of 1- 1’ 
single vertex graphs G,,, +,, . . , G,,. Then, the cardinality of the set PC(X) is bounded by 
0(X, < I g ,‘,z E C(y,) I vz I) + (1 - 0 since the number of colors is not greater than the 
number of vertices. Since all cographs are disjoint, the sum above is less or equal to 
0(X,, t C(X) I VY, 1). 
Therefore, the number of computation steps at a node x and its children y E C(x) is 
bounded by O(C,,c(XJ 1 V, I). If x has three or more children, the sum CYsc(X) I V, 1 is less 
or equal to the number of edges I { (0, II’) 1 v E V,, u’ E V,,, y, y’ E C(x), y # y’)( gener- 
ated by the product. If x has only two children, then the sum is not greater than the 
number of edges generated by the product operation, plus one. Summing up, we get 
for all product nodes and its children together the computing time O(1 E I). 
In the case when the root r of the cotree is a union node, we bound the time to 
compute the set pc(r) by 0(&c+.) )V,l)=O()VI).Inaddition,weneedO(~VI)timeat 
the leaves. 
In total, the algorithm needs at most O(\ V I + (E I) time. 0 
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After this step of our algorithm, we know the set of precolors PC(X) occurring in its 
corresponding cograph G, for each node x of the cotree. If we find at a product node 
the same precolor in different subtrees, our algorithm has stopped. Hence, we may 
assume that the precolor sets for all children of a product node are pairwise disjoint. 
Now an optimal extension of the given precoloring on W c V can be computed in 
O(l I/ 1) time using the sets PC(X). The minimum total number of colors to extend the 
precoloring to a cograph G, is denoted by x(x, W ). These values are computed in 
post-order. 
Lemma 4.2. Let x be a node of the cotree. Then, the value x(x, W ) is determined by the 
following rules: 
(i) If x is a leaf, then x(x, W) = 1. 
(ii) 1f x is a product node, then x(x, W) = ~ysc~X~~( y, W). 
(iii) If x is union node, then x(x, W) = max( 1 PC(X) 1, maxYEc(X) x( y, W )). 
Proof. The first and second equalities are clear. It is sufficient to prove the third for 
two children y, and y,. The assertion follows by induction on the number of children. 
One direction - that x(x, W) is at least max(X( y,, W), x( y,, W), jpc(x)l) - is also 
clear. For the other direction, let us define the following variables: 
l The number of equal precolors: a = Ipc( yI)npc(y2)). 
a The number of precolors occurring only in G,,: b = 1 pc( yI)( - a. 
l The number of precolors occurring only in Gy,: c = Ipc( y2)J -a. 
l The number of additional colors for G,, : d = x( y,, W ) - I pc( y, )I. 
l The number of additional colors for GY2: e = x(y,, W) - Ipc(y2)l. 
Clearly, we have x(y,, W) = a + b + d and x(y,, W) = a + c + e We show (iii) by 
case analysis. The following cases are possible: 
1. b~eandc>d:X(x,W)=a+b+c=Ipc(x)(. 
2. b < e and c B d: x(x, W) = a + c + e = x(y,, W). 
3. b3eandc<d:X(x,W)=a+b+d=X(yI,W). 
4. b<eandc<d:X(x,W)=a+b+c+max(e-b,d-c). 
l e-bad-c:X(~,W)=a+c+e=X(y~,W). 
l d-c>e-b:X(x,W)=a+b+d=X(yl,W). 0 
As a consequence of the two lemmas we get the following result for PREXT. 
Theorem 4.3. The problem PREXT restricted to cographs is decidable in linear time 
O(l VI + IElI. 
Now we extend our algorithm to find an optimal extension of a precoloring. For 
that we use an additional walk through the cotree in pre-order. With each node x E I 
we associate a set of free colors R(x). Assuming that pc(r) = (1, . . . , m} and 
X(r, W) = m’ > m for the root r, we set fc(r) = {m + 1, . . . , m’>. If X(r, W) = m, the set 
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fc(r) is empty. Starting with the root, this set of free colors is divided up for the 
children. Let fc(x) = {al, . ,a,}. 
At a product node x, each child yi E C(x) gets x( yi, W )) - 1 pC(yi)l free colors from 
fc(x). The sets fc( yi) must be pairwise disjoint. If C(x) = { y,, , yl}, then choose 
fc(Yi) = {ak,~~“~uk,+~(~,,W)-_lpc(y.)l-l } for 1 < i < I, where k, = 1 and ki+ , = 
ki + X(yi, W) -IfK(yi)l for 1 6 i < l-1. 
At an union node x, a child gets the same number of free colors, but we can use 
the colors more than once and we can take also colors from pc(X)‘\pc(yi). If C(x) = 
{ ~1, . . . ,YI}, then define mi = x(yi, W) - Ipc(yi)l and pc(x)\pc(yi) = {b,,], . . . ,h,,,} 
for each 1 d i d 1. The sets of the free colors at the children are computed according 
to the following formulas for 1 d i < 1 then: 
.fc(Yi) = 
i 
{al, . . ,a,,} if mi < n, 
fc(X)U{bi, 1, ... ) bi,,,_n} if mi > n. 
The computation of the sets pc( yi) and fc( yi) is done in 0(x( yi, W )) time and the 
computation time of all these sets is bounded by O(( I/ I + I E I) using the same 
arguments as in Lemma 4.1. Notice, that the algorithm UNION can be modified to 
obtain the difference of two sets. 
Theorem 4.4. The construction of a coloring extending a given partial coloring with 
a minimum number of colors is possible in 0( I I/ I + 1 E I) time for cographs. 
Now we consider the more general LICOL problem with a set of admissible colors 
S, for each vertex v E I/. 
Theorem 4.5. The LICOL problem restricted to cographs is NP-complete. 
Proof. Clearly, the problem is in NP. We give a transformation from the NP- 
COInpkte 3-~ATISFIABILITY problem (~-SAT) to this Coloring problem (cf. [lo] for ~-SAT). 
Let cl A . . . r\~,withci=(Yi,1 VYi,2VYi,3)andyi,j~X={~1,X1,..., x”%} be 
an instance of ~-SAT. We define an input cograph G = (V, E) for LICOL corresponding 
to the instance of ~-SAT. It has vertex set I/ = {al, . . . , a,, bI, . . . , b,} and it is the 
product of two disjoint graphs G1 and G2, where the first graph is G1 = (V,, E,) with 
I/, = {al, . . , a,} and El = 8. The second graph is G2 = (V,, E2) with 
1/2 = (b,, . . . , b,} and E2 = 0. The admissible color set for a vertex Ui is S, = {Xi, &} 
and the admissible color set for a vertex bi is Sb, = { yi, 1, yi, 2, yi, 3). 
We claim that G has a feasible vertex coloring f: V -+X with f(v) E S,, iff 
there is a truth assignment, that satisfies all m clauses. Suppose, we have a truth 
assignment, that satisfies the clauses. Then, we construct a feasible coloring in the 
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following way: 
Yi, 1 if yi, 1 iS TRUE, 
ftbi) = Yi,Z if JJi,l iS FALSE, yi,z iS TRUE, 
yi, 3 otherwise. 
On the other hand, when we have a feasible coloring for G with f(x) E S,, then there 
must be a truth assignment that satisfies all m clauses: If f(ai) is equal to xi, then we 
set xi TRUE, otherwise we choose as truth value for xi FALSE. Then, the assigned color 
yi,i, with ij E { 1,2,3} for vertex bi corresponds to the literal in the clause ci which gets 
the truth value TRUE. I-J 
LICOL is polynomial time solvable on cographs, nevertheless, if the number of 
different colors in IJ XEVSX is bounded by a constant m. We give an algorithm to 
compute a set of feasible color sets for each node of the cotree. We call a subset 
A c (1, . . . , m} feasible for the cograph G, = (V,, E,) associated to the node x, if there 
is a coloring f : V, + A of the vertices in G, which uses all colors in A and which 
satisfies f(v) E S, for each vertex v E V,. We denote with colset, the set of all feasible 
sets A for the cograph G,. In dependence on the types of the nodes in the cotree, we 
obtain instructions to compute the sets colset,. These instructions are contained in the 
following lemma. 
Lemma 4.6. Let x be a node in the cotree T. Then, colset, is determined by the 
following rules: 
(i) Zf x is a leaf with corresponding vertex v in the cograph, then colset, = { {c} : c E S,}. 
(ii) If x is a product node with children y,, . ,y,, then colset, = 
{A+ . . . uA, : At E colset,,, 1 d i < r, AjnAk = 8, 1 Q j # k < r}. 
(iii) If x is an union node with children yl, . . . , y,, then colset, = {A, v . . . uA, : 
Ai E colset,,, 1 < i < r}. 
The number of feasible sets in colset, is bounded by 2”. For r = 2 children, there are 
at most 4” combinations of sets AI uAz with Ai E colsetYt, 1 6 i d 2. Each union and 
intersection costs O(m) time. Hence, the computation time for a node with two 
children is bounded by O(4m e m). If a node x has r > 2 children; we compute colset, 
(here for an union node) in the following way. 
Algorithm 4.3. 
Input: Colorsets colsei, for the children yi E C(x), 1 < i < r of a node x. 
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Output: Colorset colset,. 
(1) colset,, := colsetYL; 
(2) for each i, 2 d i d r do 
coke&, := {AuB : A E Colset,_, , B E colset,}; endfor; 
(3) colset, := colsetZ, 
(4) return colset,. 
A similar algorithm can be given for a product node. By induction, the computation 
is done in 0(4m(r - 1)~) time for each node of the cotree. In total, we need at most 
0(4ml I/ I) steps, because each node other than the root occurs only once as a child of 
another node. As a consequence, we get the following result: 
Theorem 4.7. The LICOL problem with a constant total number of colors I UxtV S, I can 
be solved in linear time 0( 1 I/ 1 + 1 E I) for cographs. 
In the last part of our paper we consider the # PREXT problem restricted to 
cographs. For that problem, a generalization of our linear-time algorithm for PREXT 
on cographs is possible. 
First, we apply the algorithm to compute the sets of occurring precolors PC(X) and 
the coloring number values x(x, W) for all nodes in the cotree. Then, for each node 
x in the cotree and each integer i, 1 < i < m, we compute the value dc(x, i). It is defined 
as the number of different colorings of the cograph G,, where in addition to the 
precolor set PC(X) further i colors are used. To compute the number of different 
colorings with m colors for the entire graph, we take the sum 
m -Ipc(r)l 
i 
. dc(r, i), 
where r is the root of the cotree. Clearly, the value dc(x, i) is zero, if i is smaller than the 
difference between x(x, W ) and (PC(X) I for some node x. 
For simplification, we assume in this part of the paper that we have a binary cotree. 
In this case, a cotree does not have alternating levels of union and product nodes. 
However, it is easy to see that an arbitrary cotree can be transformed in a cotree with 
two children per inner node. The following algorithm shows, how we compute the 
values dc(x, i) efficiently in the cotree. 
Algorithm 4.4. # PREXT 
Input: Cograph G with binary cotree T and a precoloring of W s V. 
Output: The number of feasible extensions of the precoloring to V. 
for all x E I = V(T) in post-order do 
case leaf: if x is precolored 
then dc(x, 0) := 1; for all i E { 1,2, . , m> do dc(x, i) := 0; endfor; 
else dc(x, 1) := 1; for all i E (0,2, . . . , m} do dc(x, i) := 0; endfor; 
case product: let y, and y, be the children of x; 
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for all i E (0, . . . , m} do 
dc(x, i):= Et=, (:).dc(yl, k).dc(y,, i -k); endfor; 
Case union: let y1 and yz be the children of x; 
c:= lPc(x)\Pc(YI)l; 
b := IP~x)\P~YZ)~; 
for all i E (0, . . . , m} do dc(x, i) := (*) 
endfor ; endfor; 
de(r) := I:= o ( m ~I~Cr)l). dc(r, i); 
return de(r). 
We show the correctness of this algorithm. First, let x be a product node. Given 
a coloring of G, with exactly i further colors, we may take k further colors, 0 9 k < i, 
for the node y, and exactly i - k further colors for y2. Clearly, there are (:) possible 
choices to take k colors. Therefore, 
dc(x, i):= i z (I k=O k .dc(y,,k).dc(y,,i-k). 
Now, let x be an union node. Given a coloring of G, with exactly i further colors, we 
may use k of them, 0 d k B i, for yl. Then, the remaining i - k colors must be used for 
y,. Moreover, we may use some colors for both children y1 and y2. Taking k’ colors of 
the first k colors for y,, we obtain (:). (;) choices. In addition, we may use kI < c 
colors of pc(x)\pc(yl) for yl and k2 < b colors of pc(x)\pc(y2) for y2. For each fixed 
tuple (k, k’, kI, k2) we obtain 
G)(t)(tl)(:) dc(y,,k+kl)dc(y,,i-k+k’+kz) 
colorings. Since we get different colorings for different tuples (k, k’, kI, k,), we can 
compute dc(x, i) using the sum ( * ). 
It is clear that only O(m . 1 V I) values dc(x, i) must be computed. The computation 
of all used binomial coefficients can be done in O(m’) time. To compute one value 
dc(x, i) at an inner node we need for a product node O(m) time and for an union node 
0(m4) steps. This gives a time complexity of O(m5 . I I/ I). 
Theorem 4.8. The problem # PREXT restricted to cographs can be solved in polynomial 
time. If the number of colors m is a constant, then linear time is su$icient. 
Since an algorithm for the enumeration problem # LICOL implies an algorithm for 
LICOL, we get the following result: 
Theorem 4.9. The problem # LICOL is NP-hard for cographs. 
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