Let K0 denote the modified Bessel function of second kind and zeroth order. In this paper we will studying the functionωn (x) :=
for positive argument. The functionωn plays an important role for the formulation of the wave equation in two spatial dimensions as a retarded potential integral equation. We will prove that the growth of the derivativesω (m) n with respect to n can be bounded by O (n + 1) m/2 while for small and large arguments x the growth even becomes independent of n. These estimates are based on an integral representation of K0 which involves the function gn (t) =
Introduction
The study of Bessel functions is a classical field in mathematics and a vast literature is devoted to its analysis. Classical references include [16, first edition: 1922.] , [1] , [15, Chap. 9] , [14] , where the main focus is on the detailed study of the asymptotic behavior in various parameter regimes, functional relations, and recurrences.
Sharp estimates of quotients of modified Bessel functions are proved, e.g., in [3] , [6] , [7] , while Turán-type estimates can be found in [4] . As is common in applied mathematics new questions arise from new applications; in this case, the rapidly increasing interest in convolution quadrature methods for solving the wave equation in exterior domains (cf. [10, 11, 13, 12, 9, 2] ) leads to the question of functional-type inequalities for derivatives of the Bessel functions which are explicit with respect to the order of the derivatives. This has been invested for the three-dimensional case in [8] , where the kernel function is the exponential function.
The modified Bessel function K 0 plays an important role when studying the wave equation in two spatial dimensions as retarded potential integral equations. Their fast numerical solution with panel-clustering and multipole methods requires the approximation of these functions with polynomials. In this paper, we will prove new and sharp functional estimates for the functioñ
0 (x) n! and its derivatives on the positive real axes. It turns out that the growth of the m-th derivativeω (m) n can be bounded, in general, by O (n + 1) m/2 . In addition, we will prove that for small and large argument x the derivatives can be bounded independent of n. This is at first glance surprising since a straightforward use of Cauchy's integral theorem leads to an exponential growth with respect to n. Our proof is based on an integral representation of K 0 , where the function g n (t) = t n n! exp (−t) is involved. The estimates then rely on a subtle analysis of g n and its derivatives which we will also present in this paper.
These results imply that fast panel-clustering techniques can efficiently be used to solve retarded potential integral equations in two spatial dimensions.
In [2] , cutoff techniques have been introduced to accelerate the computation of two dimensional retarded potential equations. For this purpose, the behavior of the function ω n for large arguments has been investigated which leads to a speed-up for large times compared to conventional methods.
Functional Estimates for Derivatives of the Modified Bessel Function
The kernel function for acoustic retarded potential integral equations -discretized by convolution quadrature with the BDF1 method -is related to the
The estimate of its local approximability by polynomials requires the investigation of the m-th derivative ofω n .
Theorem 1
1. General estimate. For all n, m ∈ N 0 , and x > 0, the estimate
) holds for some γ ≥ 1 (independent of m, n, and x); δ m,n denotes the Kronecker delta.
Refined estimates for small and large arguments.
(a) Small argument. For given C > 1 independent of m, n, x, there exists some constant γ > 1 independent of m, n, x such that for all n ≥ 0 and 0 ≤ m ≤ √ n
with the further restriction on m:
and all
(b) Large argument. For all n ≥ 0 and m ≥ 1 + 2 log (n + 1) it holds
for some constant γ ≥ 1 (independent of m, n, and x).
3. Exponential decay. For m = 0 and x ≥ max {1, n + √ n}, the functionω n is decaying exponentially
Proof. We havẽ
Let g n (t) := t n e −t n! . The m-th derivative ofω n is given bỹ
We split this integral intoω
and introduce the quantity
For our final estimate, we will choose L ∈ {x + 1, 2x}. For L = 2x, we get
For L = x+1, we have to refine the estimate to see that the logarithmic behavior of
n,L (x) as x → 0 only appears for n = m = 0. We obtain
• for x ≥ 1 directly from (7):
x m log 4;
• for 0 ≤ x ≤ 1 i. for n = m = 0
ii. for n = 0 ∧ m ≥ 1
iii. for n ≥ 1 ∧ m = 0
iv. for n ≥ 1 ∧ m ≥ 1 By employing the recursion g
For m = 0 and x ≥ n + √ n, the estimate can be refined by using (36):
Estimate of Q (m) n,L (x). For m = 0 it is easy to see that
In our application, we will employ the function
n,L only for L := x + 1 and obtain from (15)
Again, for x ≥ n + √ n, this estimate can be refined by using (36):
Next we consider m ≥ 1 and introduce a splitting
which we will explain next. First, note that the Taylor expansion of t 2 − x 2 −1/2 around x = 0 can be written in the form (cf. [5, (5.24 .31)])
We set
For the estimate of
n,L,µ , we employ Proposition 5 to obtain
n,L,µ for m ≥ 1 and n = 0. By using
n,L,µ can be estimated for n = 0 by
Note that
Thus,
The derived estimates imply the assertion by arguing as follows. Case 1: Exponential decay.
Estimate (6) follows from (14) and (17) (with x ≥ 1 and L := x + 1).
Case 2: General estimate and estimate for large argument.
For m = 0, estimate (10), (9), (12), (16), (33) imply with L = x + 1
for some γ > 1 so that (1) and (5) follow for m = 0. For m ≥ 1, n = 0, the estimates (11), (9), (19), (20) imply with L = x + 1 and µ = 1 the estimate
The combination of (24) with (33) leads to
This implies (1) and (5) for m ≥ 1 and n = 0. For m ≥ 1 and n ≥ 1, the choices L = x + 1, and µ = 1 allow to estimate the constant K
and, in turn, we have
Thus, the estimates (9), (13), (19) imply
nx m . implies m = 0 for n = 0, 1. Hence, for the following we assume n ≥ 2.
In the following, let m ≥ 1 and let C and γ be as explained in statement (2a) of the theorem. We assume 1 ≤ m ≤ √ n
and restrict the range of
Then, (8) and (34) imply
while (19) and (33) yield
By choosing µ := m log(n+1) 4 log 2
, we get
It remains to estimate the term S for 0 ≤ r ≤ µ − 1 follows from (21), (34), and, by using 2x
so that, by choosing γ ≥ 6 in (3), we obtain
(31) The combination of (29) and (31) with n − 2r ≥ n + 2 − 2µ and L ≤ n/C leads to 
holds. This leads to
By using the assumption x ≤ n+1 4γ as stated in (2a) of the theorem we end up with the estimate
again with a properly adjusted γ. The combination of (27), (28), and (32) finally leads to the estimate (4) for small argument.
3 Functional Estimates for Derivatives of g n (t) = (a) Small argument. For 0 ≤ t ≤ n − m √ n, the refined estimate holds
(b) Large argument. For n ≥ 0 and m ≥ 2 log (n + 1), the refined estimate
holds with c := 9/10. 1 For n = 0, the condition 0 ≤ t ≤ n − m √ n implies t = m = 0 and the factor n n−t m is defined as 1 for this case.
3. Exponential decay. For m = 0 and t ≥ n + √ n, we obtain
Proof. We start to prove some special cases.
Case n = 0, 1. For n = 0, and ℓ = 0, 1, it holds
so that (33) holds for all
. This also implies (34) and (36) for n = 0.
For n = 1, we get
By estimating t m+ℓ+1 e −t and t m+ℓ e −t as in (37) we get
so that (33) holds for n = 1 if C m ≥ 2
. Note that this also implies (34) and (36) for n = 1.
For the rest of the proof we assume n ≥ 2. Note that (49) directly implies (34) for n ≥ 2 and it remains to prove the remaining inequalities.
Case m = 0, 1. For m = 0 and ℓ = 0, 1 the function t ℓ g n (t) has its extremum at t = n + ℓ, i.e.,
Since n ≥ 1, Stirling's formula gives us
so that (33) holds for this case if C 0 ≥ 1. For m = 1 and ℓ = 0, 1, the function t 1+ℓ g
n (t) = (n − t)
has its extrema at t ± = n + ℓ+1 2
(1 ± δ n,ℓ ) with δ n,ℓ = . Hence, with
Stirling's formula we obtain
Since n ≥ 1 and ℓ = 0, 1, we get
n ≤ e and n + ℓ + 1 2
The last factor in (39) is considered first with "+" signs and can be estimated by
so that, in this case, the last factor in (39), (40) is bounded by 1. For the "−" signs, we get
we arrive at the estimate Case 0 ≤ t ≤ n − √ n. 
Case n − √ n ≤ t ≤ n + √ n. We start with the simple recursions g ′ n = g n−1 − g n and g n = t n g n−1
from which we conclude g ′ n = 1 − t n g n−1 . By differentiating this relation m times we get via Leibniz' rule
For n = 0, 1 we get
It is easy to verify that the coefficients A (m) n in the recursion
we distinguish between two cases. Recall that we may restrict to the cases m ≥ 2 and n ≥ 2. a) Let n ≥ m/2. Then it holds
This is proved by induction: It is easy to see that the right-hand side in (43) majorates A (m) n for the first four cases in (42). Then, by induction we get
so that the factor (. . .) in the right-hand side of (44) can be estimated from above by 2 (a + 1) /a 2 , which is ≤ 1 for a ≥ 1 + √ 3. Thus, estimate (43) is proved .
b) For n < m/2, it holds
This can be seen by first observing that this holds for n = 0. Next we prove the auxiliary statement: For 1 ≤ n < m/2, it holds
This is equivalent to
It is easy to see that the quotient 
and the auxiliary statement is proved.
Hence, by induction it holds
and (45) is proved.
c) For 1 ≤ n < m/2, we will show that
holds. For the smallest values of m, i.e., m = 2n + 1, this follows from Stirling's formula with a ≥ 1 + √ 3
Hence, for m > 2n + 1 we get by induction
and (47) is proved. Since n ≥ 2, it follows
m+ℓ , the assertion follows:
Case t ≥ n + √ n. Estimate (33) in this case follows from Proposition 4.
The estimate (36) follows trivially, for n = 0, from the definition of g n and, for n ≥ 2, directly from Proposition 4. For n = 1, the estimate follows by observing that (65) also holds for n = 1. The refined estimate (35) follows for n ≥ 2 from (63) and the case n = 0, 1 have been treated already at the beginning of the proof.
For 0 ≤ t ≤ n − m √ n, the refined estimate holds
Proof. Note that
with
Estimate of g n . We set t = n/c for some c = 1 + δ n−δ and 0 ≤ δ < n. Stirling's formula gives us
Note that the range t ∈ [0, n − √ n] corresponds to the range of δ ∈ [ √ n, n]. Thus
This proves the assertion (48) for m = 0 so that, for the following, we assume m ≥ 1.
Estimate of s n,m for m ≥ 1. The definition of s n,m directly leads to the estimate
Next this estimate will be refined for 0 ≤ t ≤ n − √ n. We set δ := n − t and introduce the functions n,m (δ) = (−1) m s n,m (n − δ) so that an estimate of |s n,m | at δ implies the same estimate of |s n,m | at n − δ. For later use, we will estimates n,m (δ) not only for δ ∈ [ √ n, n] but for all δ ∈ R with |δ| ≥ √ n. From (51) one concludes thats n,m satisfies the recursioñ s n,m+1 (δ) = (m − δ)s n,m (t) + (n − δ)s 
By inspection of (51) we conclude that
where p ℓ,m ∈ P m−ℓ . From (54) we obtain the recursion 
Next, we will estimate the polynomial p ℓ,m . We write
Plugging this ansatz into (56) gives
and, in turn, the recursion
By induction it is easy to prove that
Hence, it holds for |δ| ≥ √ n
(59)
2 Particular results are
with the harmonic numbers Hn,r = n ℓ=1 1/ℓ r .
Let t = n − δ for some δ ∈ [ √ n, n].
The combination of the third case in (59) with (52) yields
From δ ≤ m we conclude that
Here we get from the second case in (59) and (52) the estimate
The exponent is monotonously decreasing for δ ≥ √ n so that
Case m √ n ≤ δ ≤ n. In this case, we obtain, by using e t ≥ t k /k! for t ≥ 0, from the first case in (59) and (52)
Proposition 4 Let n ≥ 2.
For
2. For m ≥ 0 and ℓ = 0, 1, we get the estimate
3. For t ≥ n + m ( √ n + 2) and m ≥ 2 log n, the refined estimate
holds with c := 9/10.
Proof. For any 0 < c ≤ 1, we write
The first fraction has its maximum at t = n/c so that Stirling's formula leads to
We choose c = n n+ √ n and obtain
which shows the exponential decay for t ≥ n + √ n (cf. (61)). This also implies (62) for m = ℓ = 0. For m = 0 and ℓ = 1, we obtain
so that (62) is satisfied for m = 0, ℓ = 0, 1.
For the rest of the proof, we assume m ≥ 1 and employ the representation (50).
Estimate of t m+ℓ g (m) n (t). The combination of (50), (65), and (53) leads to Case 2) √ n ≤ m + ℓ ≤ 2 √ n. In this case, the right-hand side in (66) is maximal for x = 1 and we arrive, by Stirling's formula and by using √ n ≤ m + ℓ, at the estimate t m+ℓ g We use Stirling's formula in the form n! = C n n In summary, we have proved
From this the assertion follows by induction.
