The development of stochastic investment models for actuarial and investment applications has become an important area of interest to actuaries. This paper reports the application of some techniques of modern time series and econometric analysis to Australian inflation, share market and interest rate data. It considers unit roots, cointegration and state space models. Some of the results from this analysis are not reflected in published stochastic investment models. The main aim of this paper is to apply some of the techniques of modern time series and econometric analysis to analyse investment data in order to better understand the nature of long run relationships in investment series typically used in stochastic investment models. These relationships are fundamental to the structure of any model to be used in actuarial applications. The analysis is based on Australian data. For other stochastic investment modelling studies for actuarial applications that have investigated such relationships refer to Wilkie (1986Wilkie ( , 1995 and Thomson (1996).
The main aim of this paper is to apply some of the techniques of modern time series and econometric analysis to analyse investment data in order to better understand the nature of long run relationships in investment series typically used in stochastic investment models. These relationships are fundamental to the structure of any model to be used in actuarial applications. The analysis is based on Australian data. For other stochastic investment modelling studies for actuarial applications that have investigated such relationships refer to Wilkie (1986 Wilkie ( , 1995 and Thomson (1996) .
1.2 The paper attempts to identify and address fundamental issues that need to be considered before developing a particular stochastic investment model. It has identified many structural features of investment models that should be included in such a model. Many of these features are not found in published stochastic investment models for actuarial applications. The paper does not present a stochastic investment model. The detail required for a stochastic investment model will depend on the application.
1.3 Transfer functions were used to fit models to Australian investment data. These were found not to be appropriate for investment modelling analysis for the Australian asset returns series data since there was evidence of feedback relationships between many of the series. State space models were then fitted to the asset returns data and the inflation series allowing for feedback between inflation and asset class returns. The fitted models are reported in this paper.
1.4 The analysis in this paper uses quarterly data. Stochastic investment models are used in practice to establish strategic asset allocations and to examine solvency and capital adequacy. Long run asset allocation strategies are often determined using an annual model on the assumption that cash flows occur at annual intervals. In practice this will be a crude approximation to the timing of cash flows and a higher frequency model will be preferred. Similarly the capital requirements for meeting a solvency test will be much less stringent when solvency is tested at annual time intervals than at quarterly intervals.
1.5 There are many important issues in stochastic investment modelling that require further investigation. These include modelling structural changes that have occurred in the economy using regime-switching models (Harris, 1997 , Garcia and Perron, 1996 and van Norden and Vigfusson, 1996 and allowing for other time varying components of the series such as heteroscedasticity. Parameter estimation and stability of parameters require further investigation. Parameter and model uncertainty also needs to be incorporated.
1.6 Structural time series models provide a framework for analysing and developing stochastic investment models. Such models can be developed using a state space formulation.
Such an approach provides a number of significant advantages over more dated time series techniques. These are: a) Models reflect the important structural characteristics of the data. b) Model parameters are readily interpretable. c) Feedback mechanisms (bi-directional causality) are included. d) Stationarity does not have to be assumed. e) On-line model maintenance and updating on receipt of additional information.
Further research is required in this area. It is hoped that this paper will provide a foundation for that research. 2.1 As far as possible, the structure of a model should be consistent with validated or widely accepted economic and financial theory. Often the theory will rely on empirical data for justification and the results from testing the theory will be inconclusive. A statistical analysis of historical data will also provide useful insights into the features of past experience that the model will need to capture. The model structure should be consistent with historical data. Parameter estimation will usually be based on historical data. Since the model will be used for projection into the future a greater weight may be given to the most recent data.
2.2 The data used for the empirical analysis in this research were taken from the Reserve Bank of Australia Bulletin database. The study uses quarterly data in contrast to most other studies in this area that use annual data. The reasons for using quarterly data, rather than monthly or some other higher frequency, is that this is the highest frequency for which many of the main economic and investment series are available. It is also a frequency that is suited to most practical applications. A quarterly model will allow the results of financial analysis and projections to be reviewed on a more frequent basis.
3.1 Many of the series used in stochastic investment modelling are non-stationary. That is their mean, variance and auto-covariances may depend on time. For example the level of the Consumer Price Index, the level of the Share Price Index and the level of a dividend index can be seen to be non-stationary by simple inspection of a time series plot. It is less clear whether or not interest rates have stationary distributions and this cannot easily be determined by inspection of a time series plot. Rates of changes in indices or rates of return have been used in stochastic investment models and this might be justified because they can be considered as "natural" variables to use. In the case where the variance depends on time then the use of a logarithmic transform may result in a stationary series.
3.2 The level of the Consumer Price Index, the level of the Share Price Index and the level of a dividend index are non-stationary. Their expected value clearly depends on time. This has lead researchers to difference the data in order to obtain a stationary series for modelling. Wilkie (1986) and Carter (1991) used differenced data, as does Harris (1994 Harris ( , 1995 for equity and inflation series. In Carter (1991) the order of differencing was decided using more traditional time series techniques based on the sample autocorrelations. FitzHerbert (1992) fits a deterministic trend to various index levels instead of taking differences. Neither FitzHerbert (1992) nor Harris (1994 Harris ( , 1995 conduct formal tests for stationarity of the series used in their models.
3.3
If the level of a series is non-stationary but the difference of the series is stationary then the series is said to contain a "unit root", be "integrated or order 1", or be "difference stationary". The following outline of the concept of a unit root is based on Holden and Perman (1994) . Consider the first order autoregressive process ....
where ε t is a sequence of independent and identically distributed random variables with mean zero and variance σ 2 and |ρ|<1. Define the lag operator L as Lx t =x t-1 and write 3.6 The function f(L) has a unit root when ρ=1. In this case, assuming the process starts at time t=0, we have and the process is no longer stationary. However, if we take differences of the series then these will be stationary. Hence the process is said to be "difference stationary".
3.7 It is important to understand that the existence of unit roots determines the nature of the trends in the series. If a series contains a unit root then the trend in the series is stochastic and shocks to the series will be permanent. In the case above with ρ=1 the level of the series is an accumulation of past random shocks. If the series does not contain a unit root then the series is "trend stationary". The trend in the series will be deterministic and shocks to the series will be transitory. This has major implications for investment models in actuarial applications.
3.8 The other aspect of unit roots is that if they exist in a series and differences are not used in model fitting and parameter estimation then the statistical properties of the parameter estimates for the model will not be standard. The use of standard results for model identification and parameter estimation can result in an incorrect model structure and unreliable parameter estimates. Insignificant parameters are more likely to be accepted as being significant. These issues are discussed in Holden and Perman (1994) .
3.9 These are all significant reasons that make testing for unit roots in a series for use in developing an investment model critical. Formal statistical tests for unit roots have been developed over the past decade in the econometric literature. Unit root tests are described in many articles and books including Fuller (1979) and Mills (1993) . These procedures are implemented in various statistical and econometric packages such as SHAZAM (1993).
3.10 In order to test for unit roots in the series x t the following regressions are fitted:
(1) and
where ε t are assumed to be independent and identically distributed.
3.11 These regressions are often written in the equivalent form
in which case they are referred to as Dickey-Fuller regressions (Dickey and Fuller, 1979, 1981) .
3.12 If the value of ρ is equal to one and α is non-zero then x t is integrated or order 1 and (1) defines x t as a random walk around a linear time trend and (2) defines x t as a random walk around a non-linear (quadratic) time trend. This can be seen by substituting ρ= 1 and rearranging to get: (4) where p is selected to ensure the errors are uncorrelated. Note that α 1 = 1-ρ. These will be the regressions used in this paper to examine Australian data.
3.14 The procedure for testing for unit roots and determining the order of integration uses the t-statistic of the coefficient α 1 of x t-1 in the regressions given by (3) and (4). The null hypothesis is that the series is non-stationary with α 1 = 0 (i.e. ρ = 1) and the alternative is that α 1 < 0. If the null is rejected then this is evidence that x t is a stationary series. If the null is not rejected then differences of the series are taken and the differences tested for a unit root. When the null is eventually rejected the level of differencing required to reject the null determines the order of integration of the series. Usually this requires at most one order of differencing for financial and economic series.
3.15
The critical values used for testing for a unit root depend on the assumed underlying data generating model for the null hypothesis. If both α 0 and α 2 are zero then the tstatistic under the null hypothesis for the regressions in (3) and (4) has a non-standard distribution (Dickey and Fuller, 1979) and is compared with the table of critical values found in Fuller (1976, p. 373) . If α 0 is non-zero and α 2 is zero then the test statistic for regression (4) is non-standard but is standard normal for regression (3). If both α 0 and α 2 are non-zero then the limiting distribution for the test statistics in both regression (3) and (4) is standard normal.
3.16 Dickey and Fuller (1981) provide critical values for a range of F test statistics based on residual sums of squares for φ 1 using Equation (3) with Null α 0 =0, α 1 =0 φ 2 using Equation (4) with Null α 0 =0, α 2 =0, α 1 =0 φ 3 using Equation (4) with Null α 0 ≠0, α 2 =0, α 1 =0 3.17 Given the above, it is necessary to use a sequential procedure to determine critical values for testing for unit roots. Holden and Perman (1994) suggest such a procedure for testing for unit roots. The following is a summary of the main steps in this procedure:
Step 1: Estimate the regression (4).
Step 2: Use φ 3 and critical values from Dickey and Fuller (1981) (with α 0 ≠0) to test the null hypothesis α 2 =0, α 1 =0 against the alternative hypothesis α 2 ≠0 or α 1 ≠0. If the null is not rejected then go to Step 5.
Step 3: Now it is necessary to determine if α 2 ≠0, α 1 =0, or α 2 =0, α 1 ≠0 or α 2 ≠0, α 1 ≠0. Test for α 1 =0 using the t statistic from step 1 and standard normal tables. If this null is not rejected then conclude that α 2 ≠0, α 1 =0 and the series has a unit root and non-linear trend and stop. If the null is rejected then proceed to the next step.
Step 4: The null is rejected in Step 3. There is no unit root and the series is stationary. A conventional t-test for α 2 =0 is used to test for a trend. If this null is rejected then the series is stationary around a linear trend and the process stops. A conventional t-test is used to test for a constant α 0 ≠0.
Step 5: If in Step 2 the null is not rejected then the series has a unit root with no trend and possibly with drift. The unit root can be confirmed using the non-standard critical values for the null α 1 =0. Non-zero drift is tested for in step 6.
Step 6: To test for non-zero drift use φ 2 and the Dickey and Fuller (1981) critical values. If the null is not rejected then the evidence suggests that the series is a random walk without drift. If the null is rejected then the series is a random walk with drift. Finally proceed to step 7.
Step 7: Regression (3) is used and φ 1 used to test the null α 0 =0, α 1 =0. This will confirm the results of earlier steps. Table 2 gives the parameter estimates and t statistics for regressions (3) and (4) for this data.
Insert Table 2 about here 3.20 Applying the procedure to the unit root test statistics in Tables 1 and 2 gives the following results: 3.20.1 Logarithm of the Consumer Price Index 3.20.1.1 For the variable logCPI, the logarithm of the Consumer Price Index, φ 3 does not reject the null hypothesis α 0 ≠0, α 2 =0, α 1 =0 so the series has a unit root. φ 1 rejects the null α 0 =0, α 1 =0 suggesting the drift is significant. This is confirmed by the regression (3) where the estimate of α 0 is 0.0244 with a t statistic of 2.94 which is significant at the 0.4% level.
3.20.1.2 For the variable ∆LogCPI, the first difference of logCPI, φ 3 rejects the null hypothesis α 0 ≠0, α 2 =0, α 1 =0 for the differences. The τ 2 test statistic rejects the hypothesis that α 1 =0 so there is evidence that the differences are stationary.
3.20.1.3 This analysis suggests that the logarithm of the CPI is integrated of order 1 and differences in the logarithm of the CPI are a stationary series.
Logarithm of the Share Price Index
3.20.2.1 For the variable LogSPI, the logarithm of the Share Price Index, φ 3 does not reject the null hypothesis α 0 ≠0, α 2 =0, α 1 =0 so the series has a unit root with no trend. φ 2 does not reject the null α 0 =0, α 2 =0, α 1 =0 so that this is evidence of no drift. Using the more powerful test with φ 1 does not reject the null α 0 =0, α 1 =0. From the regression (3) the estimate of α 0 is 0.0547 with a t statistic of 0.52 which is not significant. 3.20.2.2. For ∆LogSPI, φ 3 rejects the null hypothesis that α 0 ≠0, α 2 =0, α 1 =0 for the differences. The τ 2 test statistic rejects the hypothesis that α 1 =0 so there is evidence that the differences are stationary. From regression (4) the estimate of α 0 is 0.0128 and of α 2 is 0.0002 and neither of these is significant. We should not however conclude that the expected return on the SPI is zero. The standard statistical testing procedure used for unit roots is not necessarily powerful enough to differentiate between a small positive expected return and a zero return. The SPI should have a positive expected return for the index to grow over time. In this case the variability in the growth rate is high and the statistical test is not powerful enough to differentiate a small positive return from a zero return.
3.20.2.3 Based on these results we conclude that the logarithm of the SPI is integrated of order 1 and differences in the logarithm of the SPI are a stationary series. Although the statistical results suggest that the drift in the difference of log(SPI) is not significantly different from zero, we would not expect α 0 to be zero from an economic point of view. The variability in equity returns is too great to confirm a statistically small positive return different from zero.
Logarithm of Average Weekly Earnings
3.20.3.1 Now consider the variable LogAWE, the logarithm of Average Weekly Earnings. The test statistic φ 3 does not reject the null hypothesis α 0 ≠0, α 2 =0, α 1 =0 so the series has a unit root with no trend. φ 2 does not reject the null α 0 =0, α 2 =0, α 1 =0 so this does not reject the zero drift hypothesis. Using the more powerful test with φ 1 does reject the null α 0 =0, α 1 =0 suggesting that the drift is significant. From the regression (3) the estimate of α 0 is 0.1182 with a t statistic of 3.04 which confirms this.
3.20.3.2 For ∆LogAWE, φ 3 does not reject the null hypothesis α 0 ≠0, α 2 =0, α 1 =0 for the differences which suggests that the differences have a unit root. However the τ 2 test statistic rejects the hypothesis that α 1 =0 and this is evidence that the differences are stationary. Note that if the differences in the logarithm of AWE are not stationary then this means that a random shock to the continuously compounding growth rate of AWE would be permanent. A model with this feature would not be sensible since it would allow the continuously compounding growth rate to become arbitrarily large or small.
3.20.3.3. Thus, the logarithm of AWE is most likely integrated of order 1 although the statistical tests suggest it could be of higher order. From an economic perspective, if the logarithm of the CPI is assumed to be integrated of order 1, then the logarithm of AWE should also be integrated of order 1. A higher order of integration of logAWE than of logCPI would mean that these series could not be linked, as economic reasoning would suggest.
Logarithm of the Share Index Dividend Series
3.20.4.1 For LogSDiv, the logarithm of the Share Index Dividend Series, the test statistic φ 3 does not reject the null hypothesis α 0 ≠0, α 2 =0, α 1 =0 so the series has a unit root with no trend. φ 2 does not reject the null α 0 =0, α 2 =0, α 1 =0 so this does not reject the zero drift hypothesis. Using the more powerful test with φ 1 does not reject the null α 0 =0, α 1 =0 suggesting that the drift is not significant. From the regression (3) the estimate of α 0 is 0.0940 with a t statistic of 1.188 which confirms this.
3.20.4.2 For the differences in the logarithm of the Share Index Dividend Series, ∆LogSDiv, the test statistic φ 3 does reject the null hypothesis α 0 ≠0, α 2 =0, α 1 =0 which is evidence that the differences in the series are stationary without trend. The τ 2 test statistic rejects the hypothesis that α 1 =0 so this is further evidence that the differences are stationary.
3.20.4.3 We conclude that the logarithm of the dividend series is integrated of order 1 and the differences in the series have no drift.
Dividend yields on the Share Price Index
3.20.5.1 For SDyields, the Dividend yields on the Share Price Index, φ 3 does not reject the null hypothesis α 0 ≠0, α 2 =0, α 1 =0 so the series has a unit root with no trend. φ 2 does not reject the null α 0 =0, α 2 =0, α 1 =0 so this does not reject the zero drift hypothesis. Using the more powerful test with φ 1 does not reject the null α 0 =0, α 1 =0 suggesting that the drift is not significant. However regression (3) shows an estimate for α 0 of 0.849 and this is significant.
3.20.5.2 For the differences, ∆Sdyields, the test statistics φ 3 does reject the null hypothesis α 0 ≠0, α 2 =0, α 1 =0 for the differences of the series which is evidence that the differences are stationary. The τ 2 test statistic rejects the hypothesis that α 1 =0 so this is further evidence that the differences are stationary.
3.20.5.3 Thus it appears that the dividend yield series is integrated of order 1 and the differences in the series are stationary with zero drift. Clearly this conclusion means that dividend yields can drift to arbitrarily large or small values. For the historical data set used for the statistical tests, we do not conclude that dividend yields are mean-reverting as might generally be expected. The tests used here do not have the power to detect a close to stationary model versus a non-stationary model for this series.
Interest Rates
3.20.6.1 For the interest rate series, BB90 (90 day bank bill yields), TB2 (2 year Treasury bond yields), TB5 (5 year Treasury bond yields), and TB10 (10 year Treasury bond yields), the same test statistics are significant for all of the interest rate series. φ 3 does not reject the null hypothesis α 0 ≠0, α 2 =0, α 1 =0 so this is evidence that each of the series has a unit root with no trend. φ 2 does not reject the null α 0 =0, α 2 =0, α 1 =0 so this does not reject the zero drift hypothesis. Using the more powerful test with φ 1 does not reject the null α 0 =0, α 1 =0 suggesting that the drift is not significant.
3.20.6.2 For the differences in the interest rate series, ∆BB90, ∆TB2, ∆TB5 and ∆TB10, φ 3 does reject the null hypothesis α 0 ≠0, α 2 =0, α 1 =0 for all interest rate series which is evidence that the differences of each of the series is stationary without trend. The τ 2 test statistic rejects the hypothesis that α 1 =0 so this is further evidence that the differences of the series are stationary.
3.20.6.3 Thus each of the interest rate series appears to be integrated of order 1 so the changes in yields are stationary with no drift. This means that interest rate levels can drift to arbitrarily high, or low, levels over long time periods. This may not be considered a satisfactory model of interest rates in practice. A regime switching model using the techniques in Harris (1997) , with a mean reverting regime for higher interest rates reflecting government policy to control interest rate levels, may be a more realistic model. Even though the interest rates could not be statistically distinguished from a random walk, if such a model was adopted for interest rates then it would be necessary to consider a cointegrated model. The issue of cointegration of interest rates and inflation rates is examined for this data in section 4 of this paper.
3.21 Phillips and Perron (1988) have proposed non-parametric procedures for testing for unit roots with more general assumptions concerning εt than the assumptions for the Dickey-Fuller and augmented Dickey-Fuller tests. Table 3 sets out the equivalent test statistics to those in Table 1 using the Phillips-Perron test procedures. These were calculated using the procedures in Shazam (1993) .
Insert Table 3 about here.
3.22 The conclusions already drawn for the SPI and for the interest rate series are supported by these test statistics. There are however some differences apparent for the other series. For the logCPI series the Phillips-Perron φ3 rejects the null hypothesis α0≠0, α2=0, α1=0 and the hypothesis that α1=0 is not rejected. The conclusion is that the series has a unit root with a trend. The differences in the series are stationary. Similar conclusions are reached for logAWE using the Phillips-Perron statistics. In the case of LogSDiv, the logarithm of the dividends series, the Phillips-Perron statistics suggest that this series is difference stationary with drift. Dividend yields are difference stationary without drift.
3.23 So far the data period used has been common to all the series covering the period September 1969 to December 1994. Some of the series are available for longer time periods. Tables 4 and 5 report unit root test statistics for these longer time periods for the relevant series.
Insert Table 4 about here.
Insert Table 5 about here. Tables 4 and 5 provide support for the hypothesis that logSPI is difference stationary with drift. This longer period of data provides a more reliable estimate of the drift. The conclusion is that the logSPI is difference stationary with positive drift. There is evidence in Table 4 that logAWE and logCPI are integrated of a higher order than 1 but the results in Table 5 suggest that they are integrated of order 1.
For the period March 1939 to March 1995
3.25 Because the data used are quarterly it is necessary to test for seasonal integration. In quarterly data there could be a bi-annual or annual frequency seasonal unit root as well as the quarterly unit root tested for already. Hylleberg et al (1990) develop tests and test statistics for seasonal unit roots. Shazam (1993) provides procedures for implementing these tests. These procedures were applied and bi-annual and annual unit roots are convincingly rejected for all of these series.
3.26 It is worth noting that structural breaks in any series can result in a stationary series appearing to have a unit root. This will lead to differencing the data when a model using the levels of the data and explicitly capturing the structural break would be more appropriate. Differencing series results in the loss of information about the long run level of the series so that care has to be taken to ensure that the series is not stationary.
3.27 It could be argued that deregulation of financial markets during the 1980's resulted in a structural break in many of the series. For instance the method used to sell government securities changed during this period and the bond market became more active. The requirements for life insurance companies, superannuation funds and banks to hold government securities were also relaxed. During this period an imputation tax system was introduced for share investments. All of these factors could well have resulted in structural changes in rates of return and the levels of the series used in this study.
3.28
We have presented the results from applying the standard procedures used in the econometrics literature to determine if a time series is stationary or not. The standard null hypothesis used in these unit root tests is that the series are non-stationary. This is the basis of the test procedures reported in this section of the paper. For purposes of actuarial modelling some caution should be used before adopting the results of these unit root tests. It will be important to ensure that economic reasoning can be used to justify the assumptions used in the model. Bearing in mind some of the cautions raised in sections 3.26 and 3.27 as well as the discussion of the unit test results, the development of an actuarial model will require further analysis beyond the standard unit root tests reported here. The differencing operation used to achieve stationarity, often used in developing stochastic investment models for actuarial applications, involves a loss of information about long-run movements in the series. The theory of cointegration explains how to study the interrelationships between the long-term trends in the series. These long-term trends are differenced away in the standard Box-Jenkins approach. The inter-relationships between the long-term trends in the series can be interpreted as equilibrium relationships between the series.
In financial markets informed investors act quickly on new information
particularly when transaction costs are low and markets are liquid. Financial markets can be out of apparent equilibrium as evidenced by speculative bubbles that occur when the share market booms and subsequently crashes even though these events are consistent with rational expectations. Economic systems are less likely to be in equilibrium since friction and price stickiness in goods and labour markets can cause the adjustment process to equilibrium to occur over an extended time frame. This suggests that if equilibrium relationships exist between financial and economic variables then these will only be detected by examining data over long time periods.
4.3 Rates of return on different investments would be expected to have long run equilibrium relationships determining their relative values. For example the spread between the return on a short term investment and the return on a longer term investment should fluctuate around some long term relationship that reflects the risk premium investors require for the longer term investment over the shorter term investment. If a long term relationship does hold then the difference between the returns should have a stationary distribution. The rates of return themselves might not be stationary but a linear combination of them will be stationary if such a long run equilibrium holds. Rates of return adjusted for expected rates of inflation, referred to as "real" rates of return as compared with nominal rates of return, might also be expected to have a stationary distribution.
4.4 Most actuaries assume that there is a relationship between equity returns and inflation. This assumption is usually implicit in the use of "real" rates of return for projecting asset values and for valuation purposes. If a constant "real" rate of return is used then this implicitly assumes that asset returns are perfectly correlated with inflation. The Wilkie model uses inflation as the main factor driving asset returns. Investment model studies by Carter (1991) and Harris (1995) include results derived from fitting Wilkie's model to Australian data and find no statistically significant empirical relationship between equity returns and rates of inflation. This conflict between often used actuarial assumptions and empirical results clearly requires investigation since it will be fundamental to investment modelling and modelling the interaction between liabilities and assets of insurance companies and pension (superannuation) funds.
4.5 It is important to recognise that equity values and inflation can have a long-run equilibrium relationship and for no statistically significant relationship between equity returns and rates of inflation to exist. This could be the case if the series are co-integrated. Rates of inflation and equity (capital) returns are differences in the logarithm of the level of the inflation index and differences in the logarithm of the equity index respectively. These rates of change in the levels of the indices might appear to have no statistical relationship even though the levels of the indices might be co-integrated with a long run equilibrium relationship. Each of the index series would be difference stationary containing a unit root, consistent both with the notion of market efficiency and with studies of Australian data such as Carter (1991), Harris (1994) and the results in this paper.
4.6 If variables are non-stationary but an equilibrium relationship represented by a linear combination of the variables exists such that this linear combination is stationary then the variables are said to be co-integrated. Engle and Granger (1987) suggested the concept of cointegration and developed tests for cointegration. The concept of cointegration captures the notion that two or more series "move together" in some fashion. The series have common stochastic trends.
4.7 Testing for cointegration between any two series, where there is only one cointegrating linear combination determining the equilibrium relationship between the series, requires only the unit root tests used earlier to determine the order of stationarity of the investment data. Consider two series xt and yt that are integrated of order 1 so that they are difference stationary. If a long-term (linear) relationship exists between these then xt-βyt, for some constant β, will be stationary. If xt is regressed on yt and there is a long run equilibrium relationship between them, then the residuals from this regression will not have a unit root. Thus for these residuals the null hypothesis of a unit root should be rejected if the series are co-integrated. Otherwise there is no evidence of cointegration.
4.8 Table 6 reports the results of unit root cointegration tests for bi-variate series from Australian data using augmented Dickey Fuller tests and Table 7 reports the results using Phillips-Perron tests. From the tests carried out earlier in this paper all of the series used were integrated of order 1. The results in Tables 6 and 7 were calculated using procedures in Shazam (1993) . They consider each of the bi-variate series over the longest time period available and also for shorter time periods.
Insert Table 6 about here.
Insert Table 7 about here.
4.9 For this data frequency there is no evidence that any of the bi-variate series considered, other than the 90 day bank bill yield and the 10 year Treasury bond yield, are cointegrated. In all cases other than for these two interest rates the test statistics for both ADF and Phillips-Perron tests given in Tables 6 and 7 do not reject the null hypothesis of a unit root. Thus there is no evidence that the SPI and the CPI 'move together' nor that share index dividends and the CPI 'move together'. It is encouraging to find that the long and short interest rate are co-integrated since this is supported by the results of Ang and Moore (1994). 5.1 If a number of series are co-integrated then they have common stochastic trends and move together through time following a long-run equilibrium. This long run equilibrium is disturbed by random shocks that are short term or temporary effects. The series eventually adjusts for these. This short term adjustment process is referred to as an error correction mechanism. Engle and Granger (1987) proved that for any co-integrated series an error correction model exists. The error correction model captures both the short term departures from the long run equilibrium and the long run equilibrium in the model structure.
5.2 Investment models should incorporate error-correction mechanisms to ensure an equilibrium exists in the model. In the data used in the analysis in this paper the long and short run interest rates are co-integrated and should be modelled using an error correction mechanism. Otherwise if differences in interest rates are modelled as stationary variables with no error-correction mechanism then the levels of interest rates will have stochastic trends and 'shocks' to interest rates will be permanent. In such a model interest rates could 'wander' off to arbitrarily high and low levels in a manner inconsistent with the historical data.
5.3 If the short interest rate at time t is denoted by BB90 t and the long interest rate at time by TB10 t , both of which are non-stationary, then the previous analysis indicates that a regression of TB10 t on BB90 t results in stationary errors (under standard unit root tests). This means that TB10 t -(γ 1 + γ 2 BB90 t ) is a stationary process representing the long run (linear) relation between the two series. This equilibrium relationship should be incorporated in an interest rate model using an error correction mechanism. Standard stationary time series modelling techniques will not detect the long-run relationship captured in the stationary error correction mechanism. It is worth stressing that ignoring any cointegrating relationships ignores important information about long-run equilibrium relationships between the series. 5.4 For the interest rates the cointegrating vector (TB10) t -4.196 -0.5905(BB90) t was found to be stationary. It represents the estimated long term linear relationship. The error correction model was estimated to be ∆(TB10) t = 0.2325∆(BB90) t -0.1123((TB10) t-1 -4.1960 -0.5905(BB90) t-1 )) + u t where u t is stationary. Thus the stochastic trend in (TB10) t is 23.25% of the (BB90) t stochastic trend and 11.23% of the previous period's disequilibrium. Table 8 provides the regression details.
Insert Table 8 about here.
5.5
The conclusions that can be drawn from this analysis of co-integrating, or 'longrun' equilibrium, relationships in the Australian returns data are that, with the exception of the interest rate series, the analysis finds no strong evidence that such equilibrium relationships exist between the series analysed. This has implications for the structure of stochastic investment models. It will be important to incorporate an equilibrium structure for interest rates in the model but differences in the logarithms of the SPI, CPI and dividends can be used in the model as stationary variables without the need to incorporate any specific equilibrium between these series. This also adds to the empirical evidence for Australian data that there are no strong relationships between inflation and equity returns. 6 6. . S ST TA AT TE E S SP PA AC CE E M MO OD DE EL LS S 6.1 Carter (1991), Wilkie (1986 Wilkie ( , 1995 and Thomson (1996) use transfer functions to develop their models. This approach allows the estimation of a cascade structure for a stochastic investment model with causality in one direction assumed. The main driving variable in these models is the rate of inflation. It should be noted that the Wilkie model could be written as a VARMA model where feedback is not allowed. In this case the model is a particular case of the more general VARMA models.
6.2 Transfer functions were examined in this research. The results are not reported in any detail here since it was found that after fitting these models there was evidence of feedback between the different variables. This means that transfer functions will not adequately capture the relationship between the different series since they impose a unidirectional causality that is not supported by the empirical data.
6.3 An alternative model is the vector autoregressive or VAR model. These models are used in practice for asset models and have the advantage that they allow for feedback. VAR models were fitted and it was found that too many lags were required and the models were difficult to interpret. Introducing a moving average term into these models is equivalent to an infinite number of auto-regressive terms so that a vector autoregressive moving average (VARMA) model should provide a more parsimonious model than a VAR model. 6.4 State space models provide an alternative method of representing a stochastic investment model. They have an equivalent (VARMA) representation which has fewer lagged variables than the VAR models. Transfer function models are nested in the VARMA models. A state space model can be written as a state equation: z t+1 = F z t + G e t+1 and an observation equation: y t = H z t where y t are actual observations at time t, z t is the state of the model at time t, F, G and H are matrices of parameters and e t is a vector of mean zero, serially uncorrelated disturbances with covariance matrix Σ. The statistical package SAS was used to fit state space models using its state space procedure which selects the best model using the Akaike information model selection criteria. SAS selects the best number of lags of the variables to use in the state vector of the statespace model using the Akaike information model selection criteria by considering a range of lags. Full details of the how SAS selects the best model is found in the SAS/ETS Users Guide (SAS Institute, 1993) . The series used in the model are the relevant state variables and these are assumed to be observed without error.
Returns and inflation
To examine the relationships between asset returns and inflation, state space models were fitted using each of the individual asset returns series and inflation. Models were fitted to the growth rate of the equity index, the growth rate of dividends, the 10 year bond rate and the rate of inflation. These models will also allow a comparison with transfer function models.
Equity index (SPI) and inflation (CPI)
The following state space model for equity index and inflation rates was fitted as the best model using the Akaike information criteria for the quarterly data from September 1948 to March 1995: where the variables are the differences in the logarithms of the series, or the continuously compounding returns, adjusted for the mean of the series as follows: with Y t = log(CPI) t , X t = log(SPI) t , and y t+1|t = y t+1 -e t+1 is the predicted value for time t+1 conditional on information at time t. Note that the vectors e t+1 are assumed to be a sequence of independent normally distributed random vectors with mean 0 and covariance matrix Σ.
From the covariance matrix the estimated standard deviations of the residuals after fitting the model are 0.0092 for the quarterly continuously compounding rate of inflation and 0.094 for the quarterly continuously compounding rate of growth of the SPI with a correlation between the residuals of -0.0834. For simulation studies such as in asset and liability modelling it is important to recognise that this model does not capture parameter or model uncertainty and has been calibrated to historical data over the time period September 1948 to March 1995. The variances in asset returns and rates of inflation are assumed to be homoscedastic in this model. The model can be written as an equivalent VARMA model as follows: Note that using this modelling approach the best model for log(SPI) t is a random walk with drift and an ARMA model is required for log(CPI) t . This model is very different to that suggested by Wilkie.
Equity dividends and inflation (CPI)
The following state space model for equity dividends and inflation was fitted as the best model using the Akaike information criteria for the quarterly data from September 1967 to December 1994: The equivalent VARMA model fit is given by the following equation. These bi-variate models capture the relationship between these variables and assist in understanding the nature of these series and their interrelationships. However it can be seen that the models for the inflation series differ in each of the above models. This suggests that a model incorporating all of the series could provide more information about the best model for inflation since it will incorporate the interrelationships between the series. Such a model was fitted and the resulting model was complex and difficult to interpret so it has not been set out in this paper.
6.6 Other models Models were also fitted to the SPI and the dividend series as well as the SPI and the 10 year bond yield to examine the relationships between these series.
Equity index (SPI) and equity dividends (DIVS)
The best state-space model using the quarterly series from September 1967 to December 1994 was found to be: The model indicates that these series are random walks with drifts and correlated errors. In this case parameter estimates will be more efficient in a model that includes both series. Even though the statistical evidence supports random walk models for both series the correlation of the errors means that considering the two series simultaneously pools information. Note that the model is for an equity dividend index and not for a dividend yield. The dividend yield is given by the difference in the dividend index divided by the value of the share price index. Models that assume that the dividend yield is stationary and mean-reverting will not necessarily be consistent with this fitted model. Which approach is better is a matter for future research.
6.6.2 Equity index (SPI) and 10-year treasury bond rates (TB10) The best state-space model for the quarterly series from March 1958 to December 1994 was: Note that the fitted 10 year bond yield model is close to a random walk with drift and the equity index is a random walk with drift.
6.7 Summary 6.7.1 These models have all been bi-variate models based on quarterly Australian data. Ignoring heteroscedasticity, they provide support for the random walk model for the equity index. They also provide support for modelling the difference in interest rates, and not the level of the series, as a stationary series. These features are not found in many of the stochastic models that have details available in the public domain. 6.7.2 For asset liability studies it will be important to have a model to project the equity returns, dividends, inflation and interest rates as a multi-variate system. As noted earlier such a model appears to be rather complex and difficult to interpret. In the state space approach the parameters in F and G can be allowed to be time varying. The models can incorporate parameter uncertainty for forecasting purposes. Using parameter estimates from historical data for forecasting or model projection ignores any parameter uncertainty and is likely to understate the future uncertainty.
6.7.3 The Kalman filter maximum likelihood approach can be used with state space models to estimate model parameters. This leads to an estimation procedure that allows recursive model estimation and updating. 6.7.4. It should also be noted that tests of the assumptions of the model concerning the residuals have not been performed for these models. The results are based on the assumptions of i.i.d. and normally distributed errors.
C CO ON NC CL LU US SI IO ON NS S
7.1 This paper has set out the results of research into the structural features of a stochastic investment model for actuarial applications using Australian data. This analysis is fundamental to the construction of a soundly based model. It has analysed Australian investment data using a quarterly time period. It has formally tested stationarity of all the series and examined which series are cointegrated and therefore maintain a long run equilibrium relationship. It has also examined the appropriateness of transfer function models that assume one way causality between series using Australian investment data.
7.2 The results of the research suggest that the stationary variables in the Australian investment quarterly data are the rate of (continuously compounding) growth in the Share Price Index (SPI), the rate of (continuously compounding) growth in the Consumer Price Index (SPI), the rate of (continuously compounding) growth in a Dividend index representing the dividends on the SPI, and differences in the interest rate series. The statistical analysis did not provide evidence that the interest rate levels were stationary.
7.3 The cointegration tests indicated a long-run equilibrium relationship exists between the interest rates whereas there was no evidence to support such a relationship between equity values, as measured by the SPI and a Dividend index, and the level of the inflation index (CPI).
7.4 Transfer functions models were fitted to the various series and inflation but they were not found to capture the relationships between these series. State space models for the different series and inflation were fitted to allow a comparison with transfer function models fitted by other researchers.
7.5 This research highlights some important lessons for those wishing to construct and use stochastic investment models. It indicates the type of analysis that should be the foundation of an analysis of the series to be used in these models and the nature of the relationships that should be included. These matters are fundamental to the construction of stochastic investment models. Quarterly data were available for these series for the period September 1948 to March 1995. Table A1 sets out summary statistics for these indices, the logarithm of the index and the change in the logarithm. Note the negative skewness and high kurtosis for the continuously compounding return on the SPI -given by the variable ∆log(SPI). Table A2 sets out summary statistics for these series, the logarithms of the series and the differences in the logarithms of the series. Table A3 . .130* * indicates significant at 10% level RSC are the residuals from the regression logSPI = α 0 + α 1 logCPI RSD are the residuals from the regression logSPI = α 0 + α 1 logSDiv RDC are the residuals from the regression logSDiv = α 0 + α 1 logCPI R9010 are the residuals from the regression BB90 = α 0 + α 1 TB10 R90C are the residuals from the regression BB90 = α 0 + α 1 logCPI R10C are the residuals from the regression TB10 = α 0 + α 1 logCPI 
