Nowadays, managing correctly the always changing customer demands is a challenge for companies, especially because of its impact on the Supply Chain (Forrester effect). Tactical planning is very useful in establishing robust plans. This paper proposes an alternative policy to traditional practices (frozen horizon …), the so-called "reference plan", to obtain more stable and robust production plans at tactical level.
Managers usually use frozen periods and time fences to stabilize production plans. Since some years, APS allow to use "dynamic horizons". APS allow for the frequent rescheduling of the various plans which exist at all levels of the decision-making throughout the supply chain. That leads to several changes in the S&OP decisions, thus reducing the stability necessary for the plans at the operational level and throughout the supply chain. In this paper, we propose an alternative, named "reference plan", to manage the so-called robust tactical plan.
First, we present stability and robustness concepts. To introduce our proposition, we give an overview of the traditional practices for robust production plans. In the following parts, we develop an industrial application and we compare the different results obtained with traditional models, on the one hand, and with our model of "reference plan", on the other hand. Finally, we conclude and develop some perspectives.
Stability and Robustness

Stability
The term stability is generally thought of as being the opposite of nervousness. Nervousness is defined as the significant changes related to the quantities or the periods of the scheduled orders in MRP plans. These changes occur even in the event of tiny changes at a higher level or in the MPS (Vollmann et al., 1997) . Since 1975, several researchers, including Orlicky (Orlicky, 1975) , have noted the importance of the "nervousness" of MRP systems. In the literature, nervousness in planning is often addressed in the Master Production Schedule and the MRP levels (Blackburn et al., 1986 , Yano and Carlson, 1987 , Ho, 1989 , Minifie and Davis, 1990 , Sridaharan and Laforge, 1990 , Jensen, 1993 , Kadipasaoglu and Shriridharan, 1995 , Heisig, 1998 . For example, Kadipasaoglu and Sridharan show the difficulties induced by the nervousness because of uncertainty in demand, purchasing or in the dynamic calculation of lot size in MRP systems (Kadipasaoglu and Sridaharan, 1995) .
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Several strategies have been proposed to reduce the nervousness or increase the stability of plans calculated using MRP systems:
-extend the planning horizon (Carlson, 1982) , -freeze the master schedule within the planning horizon (Zhao, 1993) , -ensure that buffer or safety stocks are in place (Blackburn et al., 1986) ,
-differentiate between large and small modifications (Ho, 1989) .
In their article, De Kok and Inderfurth study the plan's stability in quantities, i.e. the difference of planned quantities in each time bucket between two calculations (De Kok and Inderfurth, 1997) . Like Kimms (Kimms, 1998) , they use the expected value of quantities variations between two planning periods since their model is stochastic. Donselaar et al. compare the nervousness of the plan generated by MRP with that of their heuristic plan (Donselaar et al., 2000) . The indicator used is the number of "reschedulings" carried out.
Following Lyapunov (1892), we define a schedule as being stable if and only if the number of modifications in the levels of the decision variables between two successive establishments remains within a level considered to be convenient for the manager.
Stability is thus related to the decision variables in the tactical plan.
Robustness
Robustness studies and some approaches have been proposed in several areas such as quality management, manufacturing design (Lim et al., 1996; Durieux and Pierreval, 2003) , scheduling (Davenport and Beck, 2000; Artigues et al., 2005) , control policies of production system (Kleijnen and Gaury, 2003) or operational design of supply chain (Shang et al., 2004) .
The term robustness is generally associated with those two terms risk and decision-making (Kleijnen and Gaury, 2003) . G. Taguchi analyses the robustness of a function by making the assumption that it can be controlled by the signal/noise ratio that combines the mean and the standard deviation of the result (Taguchi, 1987) .
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There are several definitions of robustness. For Lee et al. , robustness relates to the results of one or more functions and their dispersion due to uncertain parameters and costs (Lee and Yu, 1997) . In a very different context from ours, Kleijnen and Gaury study the robustness of a kanban loop according to two functions: the expected value of the work-in-process of the loop and the delivery rate (Kleijnen and Gaury, 2003) . Zäpfel (Zäpfel, 1998) and Roy (Roy, 1998) use another definition: a tactical plan is robust if it allows an achievable plan to be found for the problem of operational planning for all possible outcomes of the demand.
All these definitions consider robustness as either an attribute of a plan or as a property observed following the changes which occur through the course of time. We prefer to follow the latter definition in order to be consistent with the given definition of stability. We qualify planning as being robust if and only if its characteristics show a weak dispersion in spite of the disruptive fluctuations of noise factors.
Robustness is thus related to the dispersion of one or more performance measurements.
Thus, a system can be robust, i.e. showing a weak dispersion of the measured functions, while being unstable: the manager changes systematically his decisions variables (instability) to reach the objective value (robustness). At the opposite, a system can be stable, i.e. generating little variation in the decision variables, while being not robust: the measured function diverges (lack of robustness) whereas the decisions variables are unchanged (stability).
Traditional management of Stability
Planning Time Fences
The principal approach for stabilizing plans consists of reducing the modifications that are made. Stability is introduced by devices such as planning time fences and frozen horizons. A frozen horizon of X weeks means that no modifications are possible within these X weeks. In practice, the term "no modifications" is somewhat strong. Companies have scant regard for hal-00083532, version 1 -24 Dec 2006 the term "frozen". They consider that everything is negotiable. But negotiations become more difficult the nearer one gets to the present moment. (Vollmann et al., 1997) .
The APICS dictionary defines a planning time fence as a policy or guideline established to note where various restrictions or changes in operating procedures take place (APICS, 1997).
The impact of time fences on the stability of plans is well known (Zhao and Lee, 2003) , but the impact of this mode of management on the robustness of tactical planning does not seem to have been studied. We will examine this issue in our work.
Management by exception supported by the APS
Ho differentiates between the use of large and small modifications for stabilizing plans (Ho, 1989) . The mode of management by exception leads to the management of exceptional events in the APS: an unexpected sale, significant changes in customer orders, the breakdown of a key machine, etc. A new plan is established, not at regular intervals, but in the event of consequent modifications. This procedure is often presented as being more effective (Stadtler and Kilger, 2000) and is thus used by companies having an APS.
This mode of management makes it possible to make the frequencies of planning "dynamic" by creating the reactivity that is necessary for any supply chain. However, just as for the planning horizons, the analysis of the impact of this mode of management on the robustness of the plans does not, to our knowledge, seem to have been studied. Our work will show the benefits of such an approach.
Sensitivity Analysis
APS create plans by using a linear or a holistic modeling of tactical planning problems.
Sensitivity analysis is the tool usually proposed to answer the question of the stability or of the robustness of decisions arrived at by the resolution of linear programs. Koltai and Terlaky highlight the differences in interpretations between the sensitivity of management and the mathematical analysis of sensitivity (Koltai and Terlaky, 2000) .
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The objective of sensitivity analysis is to study the effect of a change in the coefficients of the objective function and the effect of a change in the values of the constraints on the optimal value of the objective function, as well as the ranges of validity of these effects. The analysis of sensitivity gives information on the interval of values of a parameter for which the solution remains optimal, and the rate of variation of the objective function. With regard to the problem of decision, the software should provide the information easily, which is seldom the case with APS when used to provide an analysis of sensitivity.
Two criticisms can be made regarding sensitivity analysis: (1) this analysis, which is calculated in order to provide a solution, is carried out post-optimization. It is not used as criterion of optimization in the linear programming model and does not lead the model towards a robust solution; (2) the exact result of a linear programming model is sometimes not easily exploitable because its application requires a major reevaluation of the existing situation. Next, it is interesting to compare the behavior of the various optimal solutions. The software could be used to illustrate them, by showing the invariants and the alternatives in the decisions. To complete our criticism of the analysis of sensitivity, it is significant to note that it works by acting on a parameter-by-parameter basis. It does not consider the effect of the interactions, and yet when several constraints exist, their simultaneous analysis is essential. In this article, we propose a method of tactical planning management, leading to robust decisionmaking capacity within the framework of use of APS. In this context, we have taken as our hypothesis the fact that APS apply the method of resolution by linear programming.
Synthesis
Because of the changeable nature of the tactical plan, the relevance of a decision taken over horizon", (iii) and the new approach that we named "reference plan". We illustrate, by means of an industrial application, how to obtain greater robustness in planning through these different practices.
Explanatory Notes for the Presentation of the Test-Case
The model presented is simplified: we are considering only one production line and only one family of products. Furthermore, this model of linear programming can be regarded as benchmark for our experiments.
Notation
Indices h: horizon of the tactical plan, t: index of the period of the plan t = 1, 2…, h, t=0 indicates the initial conditions. 
Values of the parameters
Tactical plan calculated on a twelve months horizon: h=12. The different data used for the simulations are given in tables 1 and 2. 
The model
The manager seeks to optimize the use of resources while minimizing the total costs of the plan over the whole planning horizon T c , under the constraints of the equations 2-10.
These costs are made up of: inventory holding costs, backorder and stockout costs, hiring and layoff costs, labor costs, overtime costs, inventory holding cost of the raw materials, cost of procuring materials. The constraints of the model are:
Stock constraints:
Materials availability: Production can only be processed with materials in stock during the preceding period; therefore, we have created a procurement delay for one period:
Operator constraints: 
Constraint of machine capacity:
Constraint of labor capacity:
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Storage constraint:
Overtime constraint:
Constraint of positivity of variables:
Experimental approach
We are seeking to validate the impact of the management methods that are applicable to APS and to analyze their effects on the robustness of the tactical plan. Not so far in the past, tactical planning decisions, such as the installation of a new team, or new investment, required an irreducible time for their implementation, which established a genuine frozen horizon. Nowadays, the flexibility acquired makes possible the application of decisions on a month-by-month basis. It becomes possible for a decision to be made over one month and changed over the next. The manager can adopt one of the three following management methods:
1. reoptimize the planning model at each period in order to be permanently in phase with demand and to have a permanent access to an "ideal" plan. The frequency of rescheduling constitutes the frozen horizon, 2. preserve a frozen horizon, allowing for the stabilization of production and procurement, 3. reoptimize only if the situation deviates significantly from the plan, when an indicator triggers an alarm. The frozen horizon is then considered to be "dynamic".
The first experiment is concerned with a situation in which the plan is reoptimized at each period. The second considers a frozen time fence of three periods and the third simulates a "dynamic" horizon where an indicator is evaluated at each sub-period. In our case, this third In our case, using the same experimental logic as used by the latter, the demand actually consummated, D p , is established from the estimated demand from period F pp , to which we add a bias B p (Equation 11 ). This bias is a random number that follows a normal distribution of average 0 and standard deviation 6 with an upward trend of 6. method of generation of demand, makes it possible to simulate situations in which the demand is not entirely random. The nearer one gets to the time of the month, when decisions are implemented, the better is the forecast, which is often the case in practice. The variation in volume of the demand constitutes the disrupting factor for the system that we have simulated.
However, in a supply chain, uncertainty is apparent through demand, process and procurement (Zäpfel, 1998) and (Roy, 1998).
Evaluation of Actual Costs
The decisions implemented in period p are: The variables influenced by the difference between the forecast for the period p, F pp and the actual demand D pp are the levels of stock, S pp and of delay, R pp bound by the equation (2) where the projected demand, F pt is replaced by the demand D p :
Once the volume of the actual demand D p is known, the costs of the part of the plan 
Establishing the forecasts
Since we are seeking to study the robustness of the various practices, we must create a sufficient degree of uncertainty in order to generate some variability. Vollmann et al. indicate that low values of first order smoothing ( α=0.1) lead to stability in the forecasts faced with the random behaviors of the demand, but these values lead also to slow reactions to changes in trends of the demand (Vollmann et al., 1997) . On the contrary, high values of  α give more weight to recent demand and therefore provide more sensitive forecasts for the behaviors of the demand. This phenomenon is also explained by Lee et al. (Lee et al., 1997) and by Simanpo (Simanpo and Ryan, 2003) . The forecasts are established by first-order smoothing.
The smoothing constant α  was fixed at 0.3. By fixing the constant at this level, the forecasts are sensitive to changes in the demand. This creates the required volatility. This hypothesis is, of course, a necessary requirement for the simulations. In order to keep the seasonality, the last equation calculates the forecast for the period entering into the rolling planning horizon, as part of the demand D p of the current period that is coming out of the planning horizon.
Establishing the plan for the period p
Once the forecasts have been calculated, the index of period p is incremented. The model is re-initialized by redefining the parameters:
These definitions initialize the initial levels of stock and delay and the initial number of operators for the new plan p+1. The deterministic model is reoptimized on the rolling
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planning horizon of h periods, taking the new forecasts into account. The iterations are performed n times.
Performing the Simulations
The simulations were carried out using:
-Excel 2000 and Visual BASIC for Applications 6.0 in order to (1) apply the logic of simulation; (2) generate the random demand. (3) describe the deterministic model.
-LP-TOOLKIT for Visual BASIC to optimize the linear model. This code was developed by Euro-Decision© in partnership with Dash Optimization by using XPRESS MP technology.
For each experiment, 10'000 simulations were carried out on a Pentium III/1Ghz personal computer with 256 MB of RAM.
Indicators Used
Because of its importance, the performance indicator that we retained on grounds of its robustness is the cost of the tactical plan implemented, c* (equation 14). Here, we would also like to point out that the tactical plan is often developed on the basis of an economic unit of work, because this is the only one which allows the influences of different actions to be compared. It also constitutes one of the objectives of the tactical plan. This cost corresponds to the cost of the first period of the plan, once the demand is known and the decisions of the first period have been implemented.
The indicator of robustness used is the dispersion around its average of the real cost of the plan in operation over one rolling year. It will be measured by the standard deviation of the total costs obtained on the simulations. In addition to the indicators of robustness and stability, the service level will be evaluated.
TS p
I is the service level of period p; it is the relationship between the quantity delivered over period p and the quantity to be delivered for p. The quantity to be delivered for p is the sum of the delay from the previous period p-1 and of the demand from period p. The overall service 
Experiments and results
The case with planning time fences
A frozen horizon of f periods was modeled. This horizon means that the decision variables in the frozen horizon should not be changed during these periods. f: number of periods of the frozen horizon.
In the optimized model, some additional constraints were added to represent the fixing of the decision variables:
-the level of production remains unchanged over the f periods:
-the number of operators is fixed for f periods: 
Optimization will establish the resulting levels of stock or delay for each of the frozen periods.
The stages of simulations remain unchanged. The frozen horizon, f, is fixed at 3 for the experiment.
The case using a "dynamic" horizon
In this case, an optimization of the whole of the plan is carried out only if an indicator reaches a predetermined threshold. In our model, the only existing uncertainty is the demand, leading to a variation in the levels of stock or delay. In practice, in order to be consistent with the forecasting model used, managers use the difference between the forecast and demand: the error (or bias) (Vollmann et al., 1997) . This indicator will trigger the alarm. The model previously described was modified to evaluate this indicator at more frequent intervals than at each period. Each of the first four periods of the planning horizon was divided into four subperiods, giving sixteen sub-periods. The remaining periods of the planning horizon were left unchanged. Consequently, the forecasted demands F pt established for the periods were disaggregated linearly over the four sub-periods. The capacities of the resources and storage, -If the absolute value of this difference is higher than 2 standard deviations, an optimization of the whole planning horizon is carried out (as in the case without a horizon). This number is selected arbitrarily. It has to result in the plan being reviewed only rarely because of the high level of dispersion of demand that can be reached before the alarm is triggered.
-If this does not happen, the index of simulation is incremented. In order to absorb the variation in the demand, an optimization is carried out over the first four sub-periods, with the aim of reaching the level of stock/delay and number of operators for the fifth subperiod (the aim of the MPS is the achievement of its monthly objectives). If the sub-period is the first of a new period, optimization is carried out only over the eight previous periods (the SOP is then re-examined, taking a frozen horizon into consideration).
This procedure represents a situation in which events are absorbed by the decisions of operational management, in order to avoid forcing a reappraisal of the entire tactical plan. It respects the logic of hierarchical planning in which the lower level of planning seeks to achieve the volumes defined at the higher level of planning.
Initially, we carried out experiments for the three traditional management methods. These made it possible to highlight the strengths and weaknesses both of the existing practices, (management with or without planning time fences) and of the emergent methods (management by exception). Here, our concern is to merely summarize the findings. The objective of the planning remains the same: to minimize the costs over the planning horizon. However, the costs of cancellation or additional purchases are taken into account when the plan is being developed. These represent the manager's willingness or aversion for undertaking these modifications.
The optimized cost function becomes: For each of the cases, the 10'000 simulations proceed in an identical way. In the case of simulation with a reference plan, the procurement plan for the period that is finishing is saved so that it can be used as input data in the model for the following period.
6.3.5. Results for the reference plan method
We note a reduction in the costs, but also in the standard deviation, indicating an increase in robustness. The costs decrease by 3% and the standard deviation by 7% (Table 3) .
Management of planning with a reference plan leads to lower annual costs, while improving the robustness of raising the costs. There is a major difference in the service level indicator TS I (Table 3 ). The strategy with a reference plan results in an increase of more than 9% compared to the basic case. This result is obtained in this case by establishing a safety stock of raw material. Indeed, the model favors the stocking of raw materials, even if it means incurring high storage costs. This makes it possible to react more quickly to unforeseen demand without risking modification costs.
With regard to the indicator of stability, I S , the advantage with the "reference plan" strategy remains significant when compared to the basic case (Table 3) . Thus, with this type of model, one gains a degree of freedom that is not possible using the frozen horizons which are traditionally used to reduce nervousness.
Summary of the results
In order to summarize the findings, we have included the costs bound to the modifications of the reference plan in order to allow comparisons to be made between the simulations of the traditional methods of management (with time fences and dynamic horizons). Figure 1 presents the distribution of costs. The mode of management with planning time fences leads to greater robustness in the plans and a reduction in the average costs. In this regard, it is the most effective strategy. The reference plan has an identical but less pronounced effect. The method of management by dynamic horizon and the reference method have practically the same effect on the costs, causing them to increase because of the modifications made to the reference plans, and in this respect they are strategies to avoid.
On the other hand, the indicator of robustness, the standard deviation, is different for each of the management methods used. The dynamic horizon, the base case and the method of management with a reference plan lead to a certain robustness in planning. But the method with frozen horizons results in plans less robust because of its inertia to modifications. FIGURE 2 Figure 2 shows the service level indicator, TS I . In our simulations, the inertia of the method of management with planning time fences leads to a strongly diminished service level. The methods of management by dynamic horizon and by reference plan make it possible to be regularly in step with demand, which enables them to ensure excellent service levels. It is interesting to observe that the mode of management with a dynamic horizon leads to excellent service levels on some simulations. This is ensured by the iterations over the first sub-periods. The basic case is situated at an intermediate level. Figure 3 shows the indicator of stability. We have not shown the curve for the method of management by dynamic horizon (calculated by dividing the number by 4), because the basis for comparison is not identical: in this management method, the procurement plan is potentially reviewed at each sub-period, whereas the other methods only revalue it at each period.
FIGURE 3
TABLE 3
Table3 presents a quantitative summary of the indicators for each mode of management.
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The conclusions of this study could be influenced by the parameters used in the experiments.
However the conclusions obtained for the traditional policies are on line with the results met in practice or checked by others researches. Although we did not realize an extensive experiment design, we made the same experiments with different sets of parameters. All of them give the same ranking of the policies.
Conclusion
The results are as expected for the first three experiments: (1) planning time fences reduce reactivity (complete stability and low service levels) and lead to low costs when they include the costs of modifications; (2) the cost increases for management by exception, but so does robustness (reduction in the standard deviation); the same can be said for reactivity (increase in service levels), while preserving stability. This work could be further developed in order to model not only one fixed area, but also a controlled area in which certain decisions could be still contemplated. With regard to the chosen method of modelling, it seems that the method of management with planning time fences is the best adapted for minimizing the generation of variability upstream of the supply chain and thus for reducing the costs of the tactical plan. However, this strategy is strongly disadvantaged by its low service levels and lack of robustness, with a large range of variation.
The method of management by exception ensures a better service level while improving robustness, but to the detriment of costs (equivalent to the costs of the basic case) and stability. The method of management by reference plan therefore achieves a good compromise between these two approaches: low costs, excellent stability, good robustness and an intermediate service level. The reference plan also allows the range of cost variations to be considerably reduced, thus lessening the risk taken by the manager. 
