The Prediction of Bacterial Transcription Start Sites using Support Vector Machines by Towsey, Michael et al.
  
 
   COVER SHEET 
 
 
Towsey, Michael and Gordon, James and Hogan, James (2006) The Prediction of Bacterial 
Transcription Start Sites using Support Vector Machines. International Journal of Neural Systems 
16(5):pp. 363-370.
 
 
Accessed from  http://eprints.qut.edu.au
 
 
Copyright 2006 World Scientific Publishing.  
International Journal of Neural Systems 
World Scientific Publishing Company 
1 
THE PREDICTION OF BACTERIAL TRANSCRIPTION START SITES USING SVMS. 
MICHAEL W. TOWSEY 
Faculty of Information Technology, Queensland University of Technology, 
GPO Box 2434, Brisbane, Queensland 4001, Australia 
JAMES J. GORDON 
Faculty of Information Technology, Queensland University of Technology, 
GPO Box 2434, Brisbane, Queensland 4001, Australia 
JAMES M. HOGAN 
Faculty of Information Technology, Queensland University of Technology, 
GPO Box 2434, Brisbane, Queensland 4001, Australia 
E-mail: m.towsey@qut.edu.au 
www.fit.qut.edu.au 
Identifying promoters is the key to understanding gene expression in bacteria. Promoters lie in tightly constrained 
positions relative to the transcription start site (TSS). In this paper, we address the problem of predicting 
transcription start sites in Escherichia coli. Knowing the TSS position, one can then predict the promoter position to 
within a few base pairs, and vice versa. The accepted method for promoter prediction is to use a pair of position 
weight matrices (PWMs), which define conserved motifs at the sigma-factor binding site. However this method is 
known to result in a large number of false positive predictions, thereby limiting its usefulness to the experimental 
biologist. We adopt an alternative approach based on the Support Vector Machine (SVM) using a modified 
mismatch spectrum kernel. Our modifications involve tagging the motifs with their location, and selectively 
pruning the feature set. We quantify the performance of several SVM models and a PWM model using a 
performance metric of area under the detection-error tradeoff (DET) curve. SVM models are shown to outperform 
the PWM on a biologically realistic TSS prediction task. We also describe a more broadly applicable peak scoring 
technique which reduces the number of false positive predictions, greatly enhancing the utility of our results. 
Keywords: promoter prediction, support vector machines, position weight matrices. 
1. Introduction 
The regulation of bacterial gene expression is focused 
on regions of DNA known as promoters, which lie 
upstream of the gene or group of genes being regulated. 
A variety of regulatory proteins bind to promoter sites 
but the RNA Polymerase holo-enzyme is of particular 
importance as it initiates gene transcription. This protein 
includes a sub-unit, called a sigma factor, which binds 
to specific DNA motifs. Identifying these sigma-factor 
binding sites is an important first step in characterising 
regulatory regions of DNA, but this has proven to be a 
difficult task because the target motifs are highly 
variable1 and lie at a variable distance upstream of the 
gene start codon. However for a large and important 
family of sigma-70 (σ70) proteins, the binding site is 
known to consist of two hexamers and the majority of 
σ70 binding sites lie 20–50 base pairs (bp) upstream of 
the transcription start site (TSS).  
Most attempts to predict promoter locations focus 
directly on identifying these two conserved hexamers.2 
However in this work, we approach the task indirectly 
by predicting the TSS location. Knowing the TSS 
location, one can predict the sigma factor binding site to 
within a few base pairs and vice versa. We use the term 
TSS prediction to refer to this more general approach to 
TSS and promoter identification. We consider TSSs for 
the class of Escherichia coli σ70 promoters, for which 
the consensus motifs are TATAAT and TTGACA, 
located close to the –10 and –35 positions respectively 
relative to the TSS. 
The standard method for finding σ70 promoters is to use 
paired position weight matrices (PWMs) to identify the 
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-35 and -10 motifs, with an additional score or penalty 
depending on the gap between them.2,3 It can be shown, 
using information theoretic reasoning, that the known 
binding sites are insufficiently conserved for this 
strategy to identify reliably all the expected promoters 
in the E. coli genome.4 
A σ70 promoter is likely to be accompanied by other 
regulatory sites, including upstream elements5 and 
activator and repressor binding sites. The use of 
machine learning techniques should achieve better TSS 
prediction by exploiting an expanded set of patterns in 
the neighbourhood of the promoter. In Ref. 6, we 
introduced a TSS prediction method using a support 
vector machine (SVM). The SVM is a highly successful 
supervised learning algorithm that determines the 
maximum-margin hyperplane between two classes of 
training examples.7 When applied to TSS prediction, 
success depends on an appropriate choice of positive 
and negative training sequences and on the sequence 
representation as embodied in the kernel function. In 
Ref. 8, we achieved improved TSS prediction by using 
an ensemble of SVMs. In this paper we introduce a 
further two modifications to the approach in Ref. 8. The 
first involves a different choice of negative training 
sequences and the second introduces a peak-scoring 
algorithm, which reduces the rate of false positive 
predictions. 
2. Data 
We used TSS data from the RegulonDB database9, 
which contains 676 mapped σ70 TSS locations. The 
corresponding promoter regions were extracted from the 
E. coli K12 genome (www.genome.wisc.edu). We 
constructed several distinct data sets. The primary data 
set consisted of 450 non-overlapping sequences, each 
extending 750 bp upstream from a gene start codon and 
each containing exactly one mapped/known TSS from 
the RegulonDB database. These sequences are referred 
to as gene UpStream Regions (USRs). Only 450 of the 
676 known TSS locations allowed extraction of a USR 
satisfying the above conditions. These extended USRs 
were used to test all methods on a biologically realistic 
TSS prediction task. 
All individual SVMs were trained using 450 positive 
and 450 negative sequences, each 200 bases long. The 
positive sequences contained a mapped TSS at position 
151. That is, the sequences extended from -150 to +50 
bases relative to the TSS*. The 450 TSSs used for the 
positive sequences were the same as those in the USR 
sequences. Because a TSS could be located at any 
position within a USR, some of the positive training 
sequences extended beyond the limits of the USR. 
Negative sequences were derived from parts of the 
genome that did not contain a known TSS. We derived 
three sets of negative sequences: (a) from coding 
regions (CDRs), (b) from non-coding regions (NCRs) 
between divergently transcribed genes, and (c) from 
NCRs between convergently transcribed genes†. In each 
case, candidate negative regions were generated from 
the whole genome and randomly shuffled before 
selecting 450 examples. Because there were relatively 
few candidate negatives from convergent NCRs, some 
of the sequences extracted from these regions were 
permitted to overlap by 100 bp. This would not be 
expected to influence our results due to the positional 
tagging of motifs in our sequence representation.  
Note that because of their location, sequences extracted 
from divergent NCRs are likely to contain (unmapped) 
promoters and TSSs. Conversely, sequences obtained 
from convergent NCRs are inherently unlikely to 
contain promoters and TSSs. 
3. Methods 
3.1.  SVM Approach 
Our sequence representation implements the tagged 
mismatch string kernel as described in Ref. 8. We use 
substrings of length 5 and allow a single mismatch. 
Each 5-mer is ‘tagged’ with its location (rounded to the 
nearest multiple of 10) with respect to a reference 
position at 151, the putative TSS. Consequently, there 
are 20,480 potential features (45 5-mers x 20 locations). 
Rounding tag distances accommodates some of the 
variation in motif locations. The results are not sensitive 
to variations of tag window length in the range of 5-10 
bp. 
In order to retain only those features having high 
discriminative value, the symmetric uncertainty for each 
of the 20,480 potential features was calculated. 
Symmetric uncertainty is an information theoretic 
                                                 
*
  According to biological convention, the TSS position is denoted by 
+1. The position immediately upstream is -1. There is no 0 position.   
†
 When two adjacent genes lie on opposite strands of the DNA double-
helix, they are said to be divergently transcribed if the start codons lie 
upstream of each other and convergently transcribed otherwise.  
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measure derived from counts of the feature in the 
positive and negative training data10. The count of a 
feature in a given set of sequences also included 
contributions within the single mismatch spectrum at 
the same location. 
The features were then ranked in order of decreasing 
symmetric uncertainty and the list pruned (stepping 
through from the top) by eliminating a feature if there 
was one higher in the list at the same location differing 
by a single mismatch. The resulting list was truncated to 
200 entries. The purpose of this pruning step was to 
select features that were likely to be centers of 
mismatch neighbourhoods and were also likely to have 
high discriminative value. 
Once the feature list for any particular training set was 
determined, individual sequences were encoded by 
weighting the count of the feature by its symmetric 
uncertainty and normalizing the input vectors to unit 
length. The above procedure was used to generate three 
different SVM models, each one trained with the same 
set of positive sequences but a different set of negatives. 
SVM models were generated using either SVM-Light11 
or the GPDT package12. 
3.2. ensemble-SVM Approach 
Apart from individual SVM models we also 
investigated the use of ensembles of SVMs – a 
mechanism to achieve greater accuracy by averaging 
errors in the individual models13. The ensemble size 
varied from 1 to 30 and each member of an ensemble 
was trained with the same set of 450 positive sequences 
but a different random selection of 450 negative 
sequences derived from the coding regions. The outputs 
from all the members of an ensemble were averaged to 
obtain a final score or classification.  
3.3. PWM Approach 
Notwithstanding the apparent variation between TSS 
prediction as described in this paper, and the more 
traditional task of sigma factor binding site 
identification, the two problems are inextricably linked. 
Indeed, the robustness of the relationship between the 
location of the TSS and that of the 3’ promoter hexamer 
ensures that they may be treated as equivalent problems 
at the resolutions considered here. In order to compare 
our SVM methods with a standard PWM approach, it 
was necessary to prepare two PWMs describing the -35 
and -10 hexamers respectively. We assumed that the 
consensus motifs, TTGACA and TATAAT were 
known. The first step was to find the best match to the 
consensus hexamers in a region upstream of each TSS. 
The 3′ end of the best fit TATAAT-like motif was 
constrained to occur in positions [–14, –4]. The gap 
between the hexamers was constrained to lie in the 
range [14, 20].  
Each candidate hexamer-pair within these constraints 
was assigned a score based on  the number of bases 
matching the consensus, and a weighting to give 
preference to gaps in the centre of the [14, 20] range. 
For each TSS, the hexamer-pair with the highest score 
was selected. A PWM derived from the -35 motifs and 
another derived from the -10 motifs could be 
constructed for any subset of TSSs, using background 
nucleotide frequencies sampled from the USRs3. 
3.4. Analysis 
3.4.1. Ten-fold cross validation 
All methods were evaluated using 10-fold cross-
validation as follows. A unique index from 1 to 450 was 
assigned to each USR and its corresponding positive 
sequence. That is, the USR and the positive sequence 
associated with it were assigned the same index. Based 
on index, the datasets were divided into ten equal parts, 
each of which was successively held in reserve as a test 
set, while the remaining nine folds were used to 
generate the PWM and SVM models. The models were 
then evaluated on the single 10% fold held in reserve.  
In accord with machine learning practice, we present 
generalization error on the test sequences for some of 
the SVM methods, but as we will demonstrate, such 
errors are not biologically meaningful. The primary 
purpose of this paper is to report performance results for 
the biologically realistic task of locating the TSS in the 
USR sequences. Each model returned a score for each 
of the 750 positions in all 450 USR sequences. In the 
case of the PWM method, the score was the highest that 
could be obtained from two upstream hexamers whose 
locations were constrained as described in Section 3.3. 
In the case of the SVM, the score was the perpendicular 
distance from the decision plane and in the case of an 
ensemble-SVM, the output score was averaged over the 
members of the ensemble. 
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3.4.2. Classification 
The scores obtained from each of the PWM and SVM 
models must be converted to a binary classification in 
some fashion. Two different methods were compared, 
threshold classification and peak classification. In the 
threshold classification method, the TSS position itself 
and a window five positions on either side of it were 
considered to be positives. Such a resolution is adequate 
for wet lab experimental purposes. The remaining 
positions in all USRs were considered negatives. For 
any threshold, T, a positive position was scored as a true 
positive (TP) if the SVM or PWM score exceeded the 
threshold. Otherwise it was considered a false negative 
(FN). Likewise, negative positions were scored as true 
negatives (TN) if the SVM or PWM score was below 
the threshold and as false positives (FP) otherwise. By 
varying T over the range from the minimum to 
maximum score it was possible to construct a detection 
error trade-off curve (see description below). 
 
The peak classification method only assigns a 
classification to locations at the tops of scoring peaks as 
shown in Figure 1. The rationale is that the true TSS is 
likely to be found at, or close to, one of the higher peaks 
reported. Therefore the search for a TSS can be 
narrowed down to searching around a set of peaks rather 
than searching the entire upstream region. We devised a 
straightforward algorithm that ranks the peaks by height 
and determines the rank of the peak closest to the TSS. 
We incorporate a neighbourhood exclusion parameter, 
h, which excludes any peak within h base pairs of a 
previously identified peak. Decreasing the value of h 
involves a trade-off between a decreasing prediction 
error and an increasing number of false positive 
predictions. We report results for h in range 2 to 8. 
In order to construct a DET curve using the peak 
classification method, the score threshold described 
above is replaced by a rank threshold. In the first step, 
only the highest ranked peaks count as predictions. The 
rank is then increased stepwise, thereby increasing the 
total number of peaks selected as predictions. Given a 
particular rank threshold, R, the peak scoring method 
returns a TP if the peak closest to the true TSS lies in 
the set of R highest ranked peaks. The remaining 
selected peaks are FP predictions.  If the nearest peak to 
the TSS has rank lower than R, then a FN is returned. 
DET curves prepared this way can be compared with 
each other but are not strictly comparable to those 
prepared by the score threshold method because the 
error of a TP is not constrained to 5bp. Therefore we 
report the average prediction error at 70% recall in 
addition to the area under the DET curve. 
3.4.3 Detection error trade-off curves 
Performance of the different classifiers was compared 
using detection-error tradeoff (DET) curves. These are 
plots of false negative rate (FNR) versus false positive 
rate (FPR), where FNR = FN / (FN + TP) and FPR = FP 
/ (FP + TN). The area under a DET curve (see Figure 2) 
is a measure of a classifier’s ability to correctly identify 
TSS positions over the full range of thresholds: the 
lower the area under the curve, the lower the overall 
prediction error. DET area constitutes a single rigorous 
and objective measure of overall classifier performance, 
preferable to quoting tables of statistics for various 
threshold values. Note that a DET curve is similar to an 
ROC curve except that the latter plots sensitivity versus 
FPR. By definition, sensitivity or recall = 1 – FNR and 
specificity = 1 – FPR. Therefore it is easy to calculate 
sensitivity and specificity for any point (threshold 
value) on a DET curve in Figure 2. 
Figure 1: Graph of scores assigned by an ensemble-SVM to each position upstream of the gene start site located at the 
right hand end on the forward strand. The predicted TSS locations coincide with peaks in the graph. The actual TSS is 
located at position 93581 and coincides exactly in this case with the highest peak in the range shown. 
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4. Results and Conclusions 
Figure 2 displays the DET curves derived from the 
performance of three SVM models and the PWM. The 
models were applied to the full 750 bases of the USR 
sequences using threshold scoring. Table 1 gives the 
areas under those same DET curves and the 
corresponding generalization errors on test sequences. 
We refer to the SVM models trained with negative 
sequences from coding, divergent non-coding and 
convergent non-coding regions using the abbreviations 
CDR-SVM, DNCR-SVM and CNCR-SVM 
respectively. The most notable result is that the CDR-
SVM and CNCR-SVM models perform substantially 
better than the PWM on the biologically realistic 
promoter prediction task. 
The relatively poor performance of the DNCR-SVM 
model is unsurprising because the negative sequences 
extracted from divergent NCRs were likely to contain 
(unmapped) TSSs and promoters. By contrast, negative 
sequences obtained from convergent NCRs are unlikely 
to contain promoters, but still have other characteristics 
of non-coding regions. 
An important conclusion from Table 1 is that traditional 
cost-neutral measures of performance for the TSS 
classification task are not reliable as indicators of 
performance on a biologically realistic prediction task. 
In particular, the CNCR-SVM model performed poorly 
on the classification task but well on the more realistic 
TSS prediction task where the reduction of FP 
predictions is critical. Papers often present promoter 
identification algorithms tested only on artificial 
classification tasks with equal numbers of positives and 
negatives. This is not a reliable indicator of performance 
in the less constrained biological setting. 
The use of coding region negatives is often criticized 
because they have quite different statistics from non-
coding TSS regions resulting in an artificially simple 
promoter classification task. However in our results, the 
CDR-SVM model trained with negative sequences from 
coding regions performed well on both the classification 
task and the realistic TSS prediction task. In the 
compact bacterial genome some promoters, although a 
minority of them, extend into the upstream coding 
region. Perhaps using CDR negative sequences is useful 
for these instances. 
The biggest problem with current methods of in-silico 
promoter prediction is a high rate of FP predictions. 
Therefore we include in Table 1 the FP/TP ratio 
obtained for each method at its optimum configuration 
(the point on the DET curve closest to the origin). While 
it is apparent that all the SVM methods have lower 
FP/TP ratios than the PWM, even the lowest ratio of 
187 achieved at 69% recall is still too large to be of 
practical interest to biologists. Furthermore the optimum 
point on a DET curve cannot be known in advance. 
The peak scoring and ensemble-SVM methods may be 
viewed as complementary strategies to address the high 
rate of FP predictions observed for this problem. The 
resulting performance is detailed in Table 2. Because 
the method using CDR-SVMs gave best results (Table 
1) all further work was performed with SVMs trained 
with coding sequence negatives. An ensemble size of 1 
(the top row in Table 2) can be compared with the 
CDR-SVM results in row 4 of Table 1. It is immediately 
apparent that the adoption of peak scoring has reduced 
the FP/TP ratio at 70% recall by more than an order of 
magnitude (from 187 to 16.9). This advantage is 
obtained because the peak scoring method assigns 
classification labels only to a small fraction of high 
Fig. 2. Detection-Error Tradeoff Curves for PWM 
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Table 1.  Generalization errors, DET areas and optimum FP/TP ratios 
for PWM and three SVM methods. Standard deviations are derived 
from 10-fold cross validation. 
Method % Gen. 
Error 
DET Area Optimum 
FP/TP Ratio 
PWM 
 
— 0.36 ±0.01 517 @ 66% 
recall 
SVM  
(DNCR negs) 
25.1 ±2.4 0.35 ±0.03 349 @ 48% 
recall 
SVM  
(CNCR negs) 
27.2 ±4.3 0.19 ±0.03 222 @ 71% 
recall 
SVM  
(CDR negs) 
15.0 ±3.8 0.18 ±0.02 187 @ 69% 
recall 
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scoring locations, thereby markedly reducing the FP 
rate. In essence, the method is equivalent to selection 
according to a probabilistic threshold, but there appears 
to be little advantage in a more formal approach on this 
data set. 
The use of an ensemble-SVM was also beneficial, 
reducing the DET area, average prediction error and 
FP/TP ratio at 70% recall. Given the increasing 
computational burden as ensemble size increases, there 
appears to be no advantage in an ensemble size greater 
than 10 for this problem. Because the true TSS does not 
necessarily sit at the top of a scoring peak, there is a 
location error associated with each prediction. The 
average prediction error associated with the ensemble-
SVM of size 10 is 2.8 bp (Table 2, column 3). 
Finally we would like to know how our results compare 
with previous approaches. Comparisons with published 
results are difficult because of differences in data and 
experimental protocol. However for a comparable TSS 
prediction task using E. coli data and an SVM classifier, 
our generalization error of 15% obtained with the CDS-
SVM is marginally better than that of 16.5% reported by 
Gordon et al14 who use a sequence alignment kernel. 
For comparisons on a biologically realistic task, Huerta 
and Collado-Vides2 claim “the highest predictive 
capability reported so far” for the promoter prediction 
task in E. coli. They use a two-stage PWM method, 
code-named Cover. Figure 8e of their paper indicates 
that Cover achieved a precision (defined as 
TP/(TP+FP)) of about 25% at 70% recall. It is important 
to note however, that their search region was restricted 
to 250bp upstream of the GSS, rather than the 750bp 
region considered in this work, providing a substantial 
advantage to their method. Results for our method 
restricted to this same 250 bp search region are shown 
in Table 3. In these results, the SVM ensemble size has 
been fixed at ten and we demonstrate the effect of 
increasing the neighbourhood exclusion parameter from 
two to eight. This is equivalent to relaxing the error 
criterion so that average prediction error increases from 
2.9 to 5.5 bp. 
Row 1 of Table 3 should be compared with Row 3 of 
Table 2. It is apparent that the FP/TP ratio has dropped 
from 11.9 to 7.5 for the same 70% recall rate, indicating 
that the task is indeed somewhat easier. It is well known 
that most promoters are located in the region 30 to 100 
bp upstream of the gene start site. Therefore, reducing 
the upstream search distance from 750 bp to 250 bp 
inevitably reduces the rate of FP predictions.  
Increasing the neighbourhood exclusion parameter from 
2 to 8 reduces the FP/TP ratios from 7.5 to 3.1 at the 
cost of increasing the average prediction error from 2.9 
to 5.5. This trade-off has considerable practical 
importance since it greatly reduces the laboratory work 
required to validate in-silico predictions. 
The FP/TP ratios can also be expressed as a precision 
(Table 3, column 5). The precision of 24.2% at 70% 
recall is comparable to the figure of 25% obtained by 
Huerta and Collado-Vides. However, it should be noted 
that Huerta and Collado-Vides obtained their result by 
including explicit information about the distance of 
known TSSs from their gene start sites. Using distance 
to the GSS alone has been shown to be a good predictor 
of TSSs8 and could be expected to improve our SVM 
approach also. But classifiers trained with this 
information will not find promoters far from the GSS. In 
addition, distance to GSS is not expected to be 
information known to the RNAP enzyme and therefore 
models incorporating this information do not provide 
Table 3.  Average prediction errors and FP/TP ratios for four 
different values of the neighbourhood exclusion parameter. These 
results were obtained from searching 250 bp upstream of the gene 
start sites. The SVM ensemble size was 10 in all cases. 
Neighbour- 
hood 
 exclusion 
parameter 
Average 
prediction 
error 
% 
predictions 
where error 
≤ 5 bp 
FP/TP 
ratio 
@ 70% 
recall 
Precision 
@ 70% 
recall 
2 2.9 bp 86% 7.5 11.8 
4 4.0 bp 72% 4.6 17.8 
6 4.5 bp 69% 4.4 18.7 
8 5.5 bp 62% 3.1 24.2 
 
Table 2.  DET areas, average prediction errors and FP/TP ratios for 
five different sizes of ensemble-SVM. In each case 750 bp upstream 
of the GSS was searched. The neighbourhood exclusion parameter = 
2 in all cases. Standard deviations are derived from 10-fold cross 
validation. 
Ensemble-
size 
DET Area Av. prediction 
error @ 70 
recall 
FP/TP ratio  
@ 70% recall 
1 0.013 ±0.001 3.2 bp 16.9 
5 0.011 ±0.001 2.9 bp 11.7 
10 0.010 ±0.001 2.8 bp 11.9 
20 0.010 ±0.001 2.8 bp 11.5 
30 0.010 ±0.001 2.6 bp 11.9 
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insights into how RNAP might target functional 
promoters. 
To conclude, our results indicate that an ensemble of 
SVM models can outperform standard PWMs for a 
realistically constructed TSS prediction task. However 
even greater gains can be made by adopting the peak 
scoring strategy. The goal of our future work will be to 
reduce the rate of false positive predictions to levels that 
allow efficient laboratory investigation of in-silico 
predicted promoters. 
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