Ontologies are concept specifications and relations that have a major part in semantic web applications through provision of shared knowledge about real world objects ensuring reusability/interoperability among varied modules. So a semantic application should first have an ontology quality related query. Information retrieval (IR) is obtaining information resources relevant to an information need from various information resources. IR has changed over time with expansion of the internet and the arrival of modern graphical user interfaces/ mass storage devices. The aims are using ontologies knowledge to match object with queries on a semantic basis. Ontologies use has many challenges focussing on application of machine learning techniques on features extracted from ontologies concepts and Natural Language Processing. This paper focuses on classifying universities web pages through use of features extracted from an ontology based semantic interpretation.
INTRODUCTION
Logic based IR provides a platform to reason about information resources' content meaning in retrieval, i.e. about that meaning's relevance for the user's information need. Thus the user finds resources relevant to his query even without any syntactical similarities. It is clear that retrieval quality depends on domain knowledge's quantity and quality available to the reasoning process [1] . In fact, a logical system retrieves a document on cars for a query on vehicle, only if there is a formal statement that a car is a type of vehicle. Hence, to enable all semantic relevant resources retrieval for a query, domain knowledge has to be acquired and described through a domain theory. Also to resolve "prediction problems," domain theory should be shared, i.e. a common agreement existing about used vocabulary. As ontologies represent explicit domain conceptual specifications, they suit extension of logic-based IR systems as detailed above.
The term ontology is from philosophy, where it is a systematic account of existence. For computer science, what "exists" is that which is represented. Thus, the following definition is adopted [2] in computer science: Ontology is a formal, explicit specification of a shared conceptualisation of a domain of interest.Conceptualisation is an abstract, simplified view of the world that can be represented for a purpose [3] . Ontology plans to overcome issues of implicit and hidden knowledge by ensuring that domain conceptualisation is explicit. It makes assumptions about a specific concept's meaning and can also be an explication of the context for which a concept is used.Moreover, everything (any knowledge-based system/ knowledge-level agent) is liable to conceptualisation either explicitly or implicitly. Hence, it is shared conceptualisation as there is consensus of terms.
Next, ontology aims not to model the whole world, but a part of it -a so called domain which is a specific subject area/area of knowledge like medicine, tool manufacturing, real estate, automobile repair, financial management, etc. Hence, it is important to know what ontology is for to define a domain.Further, ontology establishes a conceptually concise basis for communicating knowledge for varied purposes. Ontology has to be a formal description of the meaning of concepts and relationships between them to achieve this. Hence, formal specification means ontology is specified by a formal language, e.g. firstorder logic.
Ontologies are concept specifications and relations among them which play a central role in semantic web applications by providing shared knowledge about real world objects promoting reusability and interoperability among different modules. Thereforethe ontology quality should be the first concern in any semantic application.Ontology-Based Information Extraction (OBIE) is an emerging information extraction sub field. Here, ontologies used by information extraction process with output being generally presented through ontology.
Ontology is a formal and explicit specification of a shared conceptualization [4, 5] and they are usually specified for particular domains. As information extraction concerns information retrieval information for a specific domain, specifying that domain's concepts through ontology helps the process [6] . For example, a geopolitical ontology defining concepts like country, province and city guide the information extraction system described earlier. This being the idea on which ontology-based information extraction is based.
In Ontology representational primitives are typically classes (or sets), attributes (or properties), and relationships (or relations among class members). Representational primitives definition includes information about their meaning and constraints on logically consistent applications. Domain Ontology: models a specific domain representing particular meanings of terms applicable to that domain (CHEMICALS, Gene Ontology).
RDF (Resource Description Framework) converts semantic information into machine accessible information. It is standard for web data interchange with features facilitating data merging even when underlying schemas differ. It specifically supports schemas evolution over time. RDF extends web's linking structure go use URIs to name relationship between things and also the two link ends. This simple model allows structured/semi-structured data to be mixed, exposed, and shared across various applications.
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Extensible Mark-up Language (XML) is an emerging standard to represent data on the internet. Sophisticated query engines allowing users to tap data in XML documents is important to exploit XML fully. Though new semi structured data models and query languages were proposed for this purpose, this paper explores ontology use to match object and queries semantically [7] .
HTML tags in web pages describe how to display data items while XML tags describe data. The distinction's importance cannot be underestimated. As XML data is self-describing, programs can interpret data meaning that a program receiving an XML document ( Figure 1 ) can interpret it variedly, filter it based on content, restructure it to suit applications etc. This paper showcases features extracted from XML documents based ontologies concepts and Natural Language Processing. The 4 Universities Dataset includes internet pages from computer science departments of major universities which evaluate the proposed method. Feature extraction is compared with features extracted using IDF. Koopman [8] presented a novel approach to search electronic medical records based on concept matching instead of keyword matching that intends to overcome specific challenges identified when searching medical records. Queries/documents are transformed from term-based originals into medical concepts as defined by SNOMED-CT ontology. A real-world medical records collection evaluation reveals that the new concept-based approach outperforms keyword baseline by 30% in Mean Average Precision. Concept-based approach provides a framework for increased inference based search systems development to deal with medical data.
RELATED WORKS
Q2Semantic [9] bridged the keyword queries and formal queries chasm. The authors had to deal with three problems to achieve their goal including term matching, ranking and scalability. The first is tackled by enriching user queries with Wikipedia terms so that query terms easily match ontology entities. For overcoming the second problem, a ranking mechanism considering factors like query length, relevance and ontology elements importance was implemented. Finally, for scalability issues a clustered graph structure to represent RDF graphs summaries was implemented. But costly graph construction and run-time traversal procedures are still considered necessary.
Paralic [10] presented a new, ontology-based approach to information retrieval (IR) modelled on a domain knowledge representation schema as ontology. Inner system registered resources are linked to concepts from this ontology. Thus, resources may be retrieved based on associations and partial or exact term matching as the vector model user presumes. To evaluate retrieval mechanism quality, retrieval efficiency measuring experiments were performed with well-known CysticFibrosis collection of medical scientific papers. The ontology-based retrieval mechanism was compared to traditional full text search based on vector IR model as well as with the Latent Semantic Indexing method.
Egozi [11] introduced a concept-based retrieval approach based on Explicit Semantic Analysis (ESA), which augments keyword-based text representation with concept-based features, extracted from human knowledge repositories like Wikipedia. The proposed approach automatically generates new text features. It was found that high-quality feature selection was crucial to ensure focussed retrieval. But lack of labelled data, traditional feature selection methods cannot be used and so new methods that use self-generated labelled training data are suggested. The resulting system is evaluated on several TREC datasets and reveals superior performance over earlier state-of-the-art results.
Reymonet [12] described an automotive diagnosis, real-world semantic information retrieval tool. Troubleshooting documents are popular within car work-shops/manufacturers as a method to capitalize on knowledge and also to access repair information. But availability of complex vehicle architectures has led to troubleshooting bases growing so that locating relevant information is harder. Based on a limited knowledge model of automotive diagnosis, our software aims to relieve car mechanics from storing and semantically searching through huge breakdown cases sets.
METHODOLOGY

3.1The 4 Universities Dataset
The 4 Universities Dataset includes WWW-pages from computer science departments of major universities collected in January 1997 by the CMU text learning group's World Wide Knowledge Base (Web->Kb) project [13] . The 8,282 pages were manually classified into the following categories: 1) student, 2) faculty, 3) staff, 4) department, 5) course, 6) project and 7) other.
The class other includes pages not deemed the ``main page'' representing an instance of earlier six classes. The data set has pages from the four universities for each class: Cornell, Texas, Washington, Wisconsin and 4,120 miscellaneous pages from other universities. The files are collated into a directory structure, one directory for every class. Each of the directories includes 5 subdirectories, one for each of the 4 universities and one for miscellaneous pages. The directories in turn contain Web-pages. 
3.2Feature Extraction
Features are extracted using stemming, stop words, finding Inverse Document Frequency (IDF). Inverse Document Frequency (IDF) is measures a word's importance and is defined as the logarithm of the ratio of documents in a collection to the number of documents containing given words [14] . This means rare words possess high IDF and common words low IDF. IDF measures a word's ability to discriminate between documents and is used in many heuristic measures in information retrieval [15] . Document and query are represented as vectors in a high dimensional space corresponding to vector space model's keywords. Similarity measures calculate similarity values between keywords and document and ranking is based on them. The first step is forming a stop word list and stemming words.
The stop word list has non-significant words removed from a document/request before commencing indexing. Stop word list is for words serving no retrieval purpose but used frequently to compose documents,. Such lists are developed so that every match query and document query is based on indexing terms. So document retrieval containing words like "be", "your" and "the" in corresponding request is not a proper search strategy. Non-significant words represent noise, and can damage retrieval as they fail to discriminate between relevant and non-relevant documents, resulting in stop word list listing many pronouns, articles, prepositions and conjunctions. Words like the, a, of, for, with etc., are stop words.
Stemming removes inflectional and derivational suffixes to conflate word variants into the same stem/ root enhancing retrieval effectiveness, assuming that words with similar stem refers to the same idea/concept and hence should be indexed under the same form. To define a stemming algorithm, the first approach removes inflectional suffixes or, for English, this conflates singular/plural word forms and removes past participle ending «-ed» and gerund or present participle ending «-ing». More sophisticated schemes for English corpora were proposed for deviational suffixes (e.g., «-ize», «-ably», «-ship») removal. 
Features are extracted based on the ontology in the proposed feature extraction. As ontology specifies a domain conceptualization regarding concepts, attributes, and relations [14] , a concept based tree structure (simple hierarchy) is built on a generalisation/specialisation relationship. Difficulties in browsing knowledge bases lead to identifying two requirements: To have a global ontology vision: i.e., to identify the structure (conceptual architecture) of the knowledge base as a whole. To browse knowledge base according to ontology structure: i.e., to access information by exploring intra conceptual hierarchical links. These requirements express problems facing users when browsing in a vast information space. Data mapping provides interesting solutions to this difficulty [17] . Hence, this approach is applicable to semantically annotated knowledge bases resulting in concepts tree structure.
The concepts provided model entities of interest in the domain, organized into a taxonomy tree with each node representing a concept and every concept a specialization of its parent. Figure 2 shows sample taxonomy for Computer Science (CS) department domain (simplifications of real ones) [18] . 
Bagging
Ensemble learning methods goal is constructing a collection (an ensemble) of individual classifiers which are diverse but accurate. When this is possible, then highly accurate classification decisions are also possible by voting the ensemble's individual classifiers decisions. Authors have demonstrated much performance improvement through ensemble methods [19] [20] [21] .
Two techniques to construct ensembles are bootstrap aggregation [19] and the Adaboost family of algorithms [22] . Both methods use a base learning algorithm and invoke it many times with different training sets. A training set is constructed by forming a bootstrap replica of original training set in bagging. i.e.; given a training set S of m examples, a new training set S' is constructed by drawing m examples uniformly (with replacement) from S.
The Bagging algorithm (Bootstrap aggregating) by Breiman (1996) votes classifiers generated by different bootstrap samples. A Bootstrap sample ensures uniform generation by sampling m instances from training set with replacement. T bootstrap samples B1,….BT are generated and classifier Ci is built from each bootstrap sample Bi. A final classifier C* is built from C1,….CT whose output is most predicted class by sub-classifiers, with arbitrarily broken ties. Bagging algorithm is as follows [20] : 
RESULTS AND DISCUSSION
The proposed ontology based feature extraction for web page classification is evaluated using the 4 Universities Dataset and compared with IDF feature extraction method. The system's performance is evaluated in absolute terms.Classification accuracy, Recall and precision are measured for both proposed semantic and keyword techniques. The accuracy, precision, recall and f measure are computed as follows:
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Figure 3: Classification Accuracy and Root Mean Squared Error
It is observed from Figure 3 , that the proposed feature extraction performs better than the traditional IDF features. It is also seen that the Root Mean Squared Error is lower for the proposed method. The precision, recall and f measure for the different methods is shown in Table 2 and Figure 4 and 5 shows the precision, recall and f measure respectively. Further, harmonic mean F Measure has a high value only when precision and recall are high. Hence, determination of the maximum value for F Measure is an attempt to find a best possible compromise between recall and precision. It is observed from Figure 5 that the combination of Bagging with J48 and the proposed ontology feature extraction achieves the highest F Measure score.
CONCLUSION
Information retrieval (IR) is an old research area in information science whose goal is to search and retrieve relevant documents to the user's information needs. Hence, a good IR system should retrieve only documents satisfying user needs and not unnecessary data.Ontology-Based Information Extraction (OBIE) is an emerging information extraction sub field. Here, ontologies used by information extraction process with output being generally presented through ontology.Keywords and ontology based features are classified using bagging with various decision trees (REPtree, BFtree, J48, and CART). The experimental results show that proposed feature extraction improves the precision and recall satisfactorily.
