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On a Distinguished Family of Random Variables and Painleve´
Equations
THEODOROS ASSIOTIS, BENJAMIN BEDERT, MUSTAFA ALPER GUNES AND ARUN SOOR
Abstract
A family of random variables X(s), depending on a real parameter s > − 1
2
, ap-
pears in the asymptotics of the joint moments of characteristic polynomials of random
unitary matrices and their derivatives [4], in the ergodic decomposition of the Hua-
Pickrell measures [10], [49] and conjecturally in the asymptotics of the joint moments
of Hardy’s function and its derivative [33], [4]. Our first main result establishes a
connection between the characteristic function of X(s) and the σ-Painleve´ III’ equation
in the full range of parameter values s > − 1
2
. Our second main result gives the first
explicit expression for the density and all the complex moments of the absolute value
of X(s) for integer values of s. As a corollary we obtain that the principal value sum of
the inverse points of the sine point process is distributed as a Cauchy random variable.
Finally, we establish an analogous connection to another special case of the σ-Painleve´
III’ equation for the Laplace transform of the sum of the inverse points of the Bessel
point process.
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1 Introduction
1.1 Motivation
We first give the precise definition of the random variables X(s), with s > − 12 , as principal
value sums of certain determinantal point processes. We then elaborate on three distinct
reasons why someone would be interested in them.
Definition 1.1. Let s ∈ R and s > − 12 . Let C(s) be the determinantal point process1 on R∗ =
1A determinantal point process X on E ⊆ Rwith correlation kernel L : E× E → C, is a random point process
on E such that for all n ∈ N and any n-tuple of distinct points x1, . . . , xn ∈ E, we have that:
P(there is a particle of X in each interval (xi , xi + dxi)) = det
[
L(xi, x j)
]n
i, j=1
× dx1 · · · dxn,
where dx1 · · · dxn denotes the Lebesgue measure on Rn.
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(−∞, 0)∪ (0,∞) with correlation kernel:
K(s)(x, y) =
1
2π
(Γ(s + 1))2
Γ(2s + 1)Γ(2s + 2)
T(s)(x)R(s)(y) − T(s)(y)R(s)(x)
x − y ,
where T(s)(x),R(s)(x) are given by the formulas
T(s)(x) = 22s−
1
2 Γ
(
s +
1
2
)
· 1
|x| 12
Js−1/2
(
1
|x|
)
,
R(s)(x) = 22s+
1
2 Γ
(
s +
3
2
)
· 1
|x| 12
Js+1/2
(
1
|x|
)
,
where Jν denotes the Bessel function with parameter ν. Then, X(s) is defined to be the following
principal value sum of the points of C(s), shown to be well-defined by the results of Qiu [49]:
X(s) = lim
m→∞
∑
x∈C(s)
x1
(
|x| > 1
m2
) . (1)
Joint moments of characteristic polynomials of random unitary matrices. Let U ∈
U(N) be a Haar-distributed random matrix, where U(N) is the group of N × N unitary
matrices, and let eiθ1 , . . . , eiθN denote its eigenvalues.
Define the characteristic polynomial of U:
SU(θ) = det
(
I − e−iθU
)
(2)
and consider:
GU(θ) = e
iN
2 (θ+π)−i
∑N
k=1
θk
2 SU(θ), (3)
so that |SU(θ)| = |GU(θ)| and GU(θ) is real-valued for θ ∈ [0, 2π).
Then we define, for − 12 < h < s + 12 , the following quantities, that we call the joint
moments:
RN(s, h) =
∫
U(N)
|GU(0)|2s−2h
∣∣∣∣∣dGUdθ
∣∣∣∣
θ=0
∣∣∣∣∣2h dµN(U), (4)
where dµN(U) is the Haar probability measure on the group of unitary matrices U(N).
Hughes, in his thesis [33] from 2001, partly motivated by connections with number
theory that we will say more about below, made the following conjecture about the
asymptotics of the joint moments:
RN(s, h)
Ns2+2h
?−→
N→∞
R(s, h), (5)
for some unidentified (for generic real values of the exponents) quantity R(s, h). The
conjecture was proven for s ∈ N 2 and h ∈ N or h ∈ N − 12 in a number of works, using
a variety of methods, and different expressions for R(s, h) (for integer or half-integer
parameters3) were obtained, see [5], [6], [22], [23], [24], [33], [52] for more details.
2In this paper we use the convention 0 < N.
3Some of these expressions for R(s, h) made sense for non-integer values of s as well. However, all of these
formulae required the parameter h to be an integer or a half-integer in order to make sense.
2
T. Assiotis, B. Bedert, M. A. Gunes and A. Soor
Recently, by employing amore probabilistic approach in [4] the conjecturewas proven
for general real values of the exponents s > − 12 and 0 ≤ h < s + 12 . For these parameter
values the main result of [4] reads as follows:
lim
N→∞
RN(s, h)
Ns2+2h
= R(s, h) = G(s + 1)
2
G(2s + 1)
2−2hE
(
|X(s)|2h
)
. (6)
Here, G denotes the Barnes G-function, given by
G(1 + z) = (2π)
z
2 exp
(
−z + z
2(1 + γ)
2
) ∞∏
j=0
(
1 +
z
j
) j
exp
(
z2
2 j
− z
)
(7)
where γ is the Euler-Mascheroni constant. Our results below will lead to the first explicit
evaluation of R(s, h) for generic real values of hwhen the parameter s is an integer.
Joint moments of Hardy’s function. As mentioned above, part of the motivation of
Hughes in studying the asymptotics of the joint moments RN(s, h) was to obtain a precise
conjecture for the asymptotics of the joint moments of Hardy’s function Z, defined as
follows:
Z(y) = π−iy/2 Γ(1/4 + iy/2)|Γ(1/4+ iy/2)|ζ(1/2 + iy). (8)
where ζ denotes the Riemann zeta function.
Building on the seminalwork ofKeating andSnaith [36],[37], where the connection be-
tweenmoments of the Riemann zeta function andmoments of characteristic polynomials
was first understood, Hughes in [33] conjectured the following, see also [30]:
1
x
∫ x
0
|Z(1/2+ iy)|2s−2h
∣∣∣∣∣dZdy (1/2+ iy)
∣∣∣∣∣2h dy ∼ a(s)R(s, h)(log(x))s2+2h, (9)
as x→∞, where the arithmetic factor a(s) is given by:
a(s) :=
∏
primes p
(
1 − p−1
)s2 ∞∑
k=0
p−k
(
Γ(k + s)
Γ(k + 1)Γ(s)
)2
. (10)
The conjecture agreeswith rigorous results of Hardy and Littlewood [31] for s = 1, h =
0, Ingham [34] for s = 2, h = 0 and s = 1, h = 1, Conrey [20] for s = 2, h = 1 and s = 2, h = 2
and Conrey and Ghosh [21] for s = 1, h = 12 . Hughes also stated an analogous conjecture
for the joint moments of the Riemann zeta function itself and showed [33, §6.3.] that
for s, h ∈ N the two conjectures are equivalent; in particular it is possible to obtain one
leading order coefficient from the other, see [33, 6.105].
The formula (6), expressing R(s, h) in terms of the moments of X(s), thus leads to the
following refinement of (9), as given in [4]:
1
x
∫ x
0
|Z(1/2+ iy)|2s−2h
∣∣∣∣∣dZdy (1/2+ iy)
∣∣∣∣∣2h dy
∼ a(s)G(s + 1)
2
G(2s + 1)
2−2hE
(
|X(s)|2h
)
(log(x))s
2+2h, (11)
valid for s > − 12 and h ∈ [0, s + 12 ). The results of this paper lead to a further refinement
of the conjecture above by explicitly evaluating the right-hand side of (11) when the
parameter s is an integer.
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Ergodic decomposition of theHua-Pickrellmeasures. Lastly, the randomvariableX(s)
arises naturally in the problem of ergodic decomposition of the Hua-Pickrell measures
on the space infinite Hermitian matrices H(∞)4. Indeed, this was the first setting [10],
[49] in which X(s) appeared.
The classification of the ergodic measures invariant under the action of U(∞)5 by
conjugation was derived by Pickrell [47] andOlshanski and Vershik [45]. Thesemeasures
can be parametrized by the following space of real parametersΩ:
Ω :=
{
{α+n }n∈N, {α−n }n∈N, γ1, γ2 : γ2 ≥ 0, α±n ≥ 0 and α±n ≥ α±n+1 for all n
and
∞∑
n=1
(α±n )
2 < ∞
}
. (12)
Explicit expressions for the characteristic functions for these ergodicmeasuresMω,ω ∈ Ω,
are also known (which uniquely determine them), see for example [45] and [10].
A distinguished family of probability measures onH(∞) were constructed by Borodin
and Olshanski in [10], depending on a parameter s ∈ (− 12 ,∞), with the property that
when projected onto the top left N ×N submatrix, the classical generalised Cauchy, also
known asHua-Pickrell, ensemble is recovered6 andwewill saymore about this in Section
2.1. Moreover, it was demonstrated in [45] that for this Hua-Pickrell measure, which we
denote here byM(s) (and indeed any U(∞)-invariant probability measure on H(∞)), there
is a unique probability measure µ(s) on Ω describing its decomposition into the ergodic
measures:
M(s)(dH) =
∫
Ω
µ(s)(dω)Mω(dH). (13)
Borodin and Olshanski [10] were able to explicitly describe the distribution of the
parameters {α±n }n∈N under µ(s). However, the problem of determining the distribution of
γ1 and γ2 under µ
(s) was unresolved for many years. In an important work, Qiu [49]
proved that almost surely γ2 = 0 and that γ1 is precisely X(s).
1.2 Main results
Painleve´ equation. From the discussion above it is evident that understanding the
family of random variables {X(s)}s∈(− 12 ,∞) is important. A number of results, including
explicit combinatorial formulae for the even moments of these random variables, were
proven in [4]. Moreover, one of the results in [4] established a connection between the
characteristic function of X(s) and a special case of the σ-Painlev III’ equation. It was
however, for a reason that we explain below, restricted to integer parameters s and the
equation was only shown to hold in a small interval around the origin. Our first main
result removesboth of these restrictions and thus establishes the connectionwith Painleve´
for the full range of parameter values s > − 12 .
4This is defined as the projective limit of the spaces of finite Hermitian matrices H(N) under the natural
projections H(N + 1)։ H(N) given by restriction to the top left N × N submatrix.
5This is defined as the inductive limit of the finite unitary groupsU(N) under the natural inclusionsU(N) →֒
U(N + 1) : U 7→ diag(U, 1).
6See [13], [12], [17], [44], [49], [10] and [32] for information on this ensemble and the related Hua-Pickrell
measures; see also [48], [14], [15], [16], [2] for more information on similar measures; see also [28] for a relation
to Painleve´ trancendents; see also [3] and [1] for relations to stochastic processes.
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Theorem 1.2. Let s ∈ R and s > − 12 . Define:
φ(s)(t) = E
(
e
it
2 X(s)
)
, (14)
and the associated function
τ(s)(t) := t
d
dt
logφ(s)(t). (15)
Then τ(s)(t) is Cω 7 on R∗ and is a solution to a special case of the σ-Painlev III’ equation with two
parameters for t ∈ R∗:(
t
d2τ(s)
dt2
)2
= −4t
(
dτ(s)
dt
)3
+
(
4s2 + 4τ(s)
) (dτ(s)
dt
)2
+ t
dτ(s)
dt
− τ(s). (16)
Moreover, we have the boundary conditions :
τ(s)(0) = 0, for s > 0,
d
dtτ
(s)(t)
∣∣∣∣
t=0
= 0, for s > 12 .
(17)
We prove Theorem 1.2 by a limiting procedure, making use of the connection to the
finite N Hua-Pickrell measures that we will explain in Section 2.1. This strategy was also
employed in [4], however there a result from [6] was used as input that required s to be
an integer8. The reason the result from [6] was restricted to integer parameters s was
because the proof was using as a starting point a certain formula of Winn [52] involving
an s × s determinant with entries given by Laguerre polynomials.
The starting point of our work is the observation that it is possible to use instead a
different formula from [52], that we recall in Proposition 2.2 below, valid for all s > − 12 ,
which gives rise to a Hankel determinant of a deformed Laguerre weight. This Hankel
determinant formula is well adapted for an application of the so-called ladder operator
method, see [18], [7], which gives as output a Painleve´ representation. This particular
computation was in fact already performed in the applied mathematics literature [19],
in relation to applications to wireless communications, with some restrictions on the
parameters which do not cover the full range. Nevertheless, it is possible to extend these
results by a careful analytic continuation argument that we present in Proposition 2.4.
Finally, in order to take theN →∞ limit our arguments are completely different to the
ones in [4]. They are complex analytic in nature, while the ones in [4] are mainly based
on convergence of moments9 (and thus closely related to real analysis). Making use of
the power of complex analysis allows us to circumvent a number of technical issues that
arise in the proof.
Although the statement of Theorem 1.2 is complete, as it covers the full parameter
range, it would be very desirable to have an alternative direct proof from the definition
of X(s) using Fredholm determinants.
Finally, using similar arguments we establish in Section 3 a connection to another
special case of the σ-Painleve´ III’ equation for the Laplace transform of the sum of inverse
points of the Bessel point process.
7We use the notation Cω to denote the space of real analytic functions.
8The second restriction, namely that the equation only holds on an interval is due to the fact that a priori it
is not clear whether φ(s) is non-vanishing on the real line. This requires separate arguments that we present in
Section 2.2.
9It is important to note that we do not say anything new regarding convergence of the moments in this
paper, except for the special case s = 0 that we solve explicitly in Theorem 1.3.
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Explicit expressions for integer s. We now obtain explicit expressions for the density
and all the complex moments of the absolute value of the random variables X(s), when
the parameter s is an integer. This leads to the first explicit evaluation ofR(s, h) for general
real values of h, when s is an integer. When on the other hand h is an integer while s is
a general real number, then explicit expressions for R(s, h) already exist in the literature.
The case h = 0 (in particular X(s) does not appear) is due to the seminal work of Keating
and Snaith [36]. For integer h ≥ 1 the reader is referred to [4] and the references therein
for more details.
We first consider the case s = 0 which is in some sense exceptional. We show that X(0)
is actually a Cauchy random variable. Moreover, we extend the convergence of the joint
moments of the characteristic polynomial RN(0, h) to complex h and cover the full range
ℜ(h) ∈
(
− 12 , 12
)
. It is a truly remarkable fact that there is no need to take a large N limit
but rather we simply have: N−2hRN(0, h) = R(0, h), for all N ≥ 1.
Theorem 1.3. The random variable X(0) is Cauchy distributed, namely it has probability density
with respect to the Lebesgue measure given by:
1
π(1 + x2)
, x ∈ R. (18)
Moreover, ifℜ(h) ∈ (− 12 , 12 ), then:
RN(0, h)
N2h
= R(0, h) = 2−2h 1
cos(πh)
, for all N ≥ 1. (19)
We now turn our attention to the case s ∈ N. First, we recall the standard definition of
hypergeometric functions:
pFq
[
a1, . . . , ap
b1, . . . , bq
; z
]
=
∞∑
k=0
(a1)k . . . (ap)k
(b1)k . . . (bq)k
zk
k!
,
where (a) j denotes the Pochhammer symbol given by (a) j :=
∏ j
i=1
(a + i − 1) and (a)0 := 1.
In the statement and proof of Theorem 1.4, we will slightly abuse notation by writing, for
any h such that the right hand side exists:
R(s, h) = G(s + 1)
2
G(2s + 1)
2−2hE
(
|X(s)|2h
)
. (20)
As explained earlier, from themain result of [4], this expression coincideswith the original
definition of R(s, h) as the limit of the rescaled joint moments limN→∞N−s2−2hRN(s, h) in
the range h ∈ [0, s + 12 ) 10.
Theorem 1.4. The random variable X(1) has probability density with respect to the Lebesgue
measure given by:
−1 + e 21+x2 cos
(
2x
1+x2
)
2π
, x ∈ R (21)
10In particular, in this paper we do not pursue further the problem of convergence of the rescaled joint
moments beyond this range, although we do expect it to hold.
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and hence forℜ(h) ∈
(
− 12 , 32
)
we have that:
R(1, h) = 2−2h 1
cos(πh)
1F1
[−2h
2
; 2
]
. (22)
The random variable X(2) has probability density with respect to the Lebesgue measure given
by:
1
π
×ℜ
(
1
1 − ix 2F2
[
5
2 , 1
5, 4
;
8
1 − ix
])
, x ∈ R (23)
and hence forℜ(h) ∈
(
− 12 , 52
)
we have that
R(2, h) = 2−2h 1
12 cos(πh)
2F2
[
5
2 ,−2h
5, 4
; 8
]
. (24)
Finally, for all s ∈ N, we have the following general expression for the density of X(s) with
respect to the Lebesgue measure:
ρ(s)(x) = (−1)s(s−1)/2G(2s + 1)
G(s + 1)2
1
2π
×ℜ

∞∑
k=0
 ∑
k1+...+ks=k
det
[
1
(ki + i + j − 1)!
]
i, j=1,...,s
(
k
k1, . . . , ks
)
(
2
1 − ix
)k+1 , x ∈ R. (25)
Hence, for s ∈ N,ℜ(h) ∈
(
− 12 , s + 12
)
we have:
R(s, h) = (−1)s(s−1)/22−2h 1
cos(πh)
×

∞∑
k=0

∑
k1+...+ks=k
det
[
1
(ki + i + j − 1)!
]
i, j=1,...,s
s∏
j=1
1
k j!
 (−2h)k2k
 . (26)
Remark 1.5. We note that the general expressions (25) and (26) readily specialize to the ones for
s = 1, namely (21) and (22). To obtain expressions (23) and (24) for s = 2 from the general ones
we need to take into account a simplification, due to Vandermonde’s Identity, that we present in
the proof of Theorem 1.4. We also note that the expression in (26) is indeterminate for h ∈ N − 12
and should be understood as a limit of h → m + 12 for some m ∈ N, which can be computed via
L’Hoˆpital’s rule (see Remark 2.7).
An immediate corollary of Theorems 1.3 and 1.4 is a refinement of conjecture (11)
when s is an integer. We write out the conjecture fully only for s = 0, 1, 2 since these are
the simplest and most elegant cases. The general form of the conjecture can be obtained
from formula (26).
Conjecture 1.6. For h ∈ [0, 12 ), we have:
1
x
∫ x
0
|Z(1/2+ iy)|−2h
∣∣∣∣∣dZdy (1/2 + iy)
∣∣∣∣∣2h dy ∼ 2−2h 1cos(πh) (log(x))2h. (27)
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For h ∈ [0, 32 ), we have:
1
x
∫ x
0
|Z(1/2+ iy)|2−2h
∣∣∣∣∣dZdy (1/2 + iy)
∣∣∣∣∣2h dy ∼ 2−2h 1cos(πh) 1F1
[−2h
2
; 2
]
(log(x))1+2h. (28)
For h ∈ [0, 52 ), we have:
1
x
∫ x
0
|Z(1/2+ iy)|4−2h
∣∣∣∣∣dZdy (1/2 + iy)
∣∣∣∣∣2h dy
∼ 1
2π2
2−2h
1
cos(πh)
2F2
[
5
2 ,−2h
5, 4
; 8
]
(log(x))4+2h. (29)
The sine process. The sine process, that we denote by S, is the determinantal point
process on R with correlation kernel given by11 (see [26], [42]):
Ksine(x, y) =
sin(x − y)
x − y . (30)
S is arguably the most fundamental object in random matrix theory: it is the universal
scaling limit of eigenvalues of random matrices in the bulk of the spectrum; see for
example [35], [9], and [25] for precise statements. It also has close connections to the pair
correlations between zeroes of the Riemann zeta function high up the critical line; see for
example [43] and [11].
Here, as a corollary of Theorem 1.3, we obtain the following surprising fact that the
principal value sum12 of the inverse points of the sine process is Cauchy distributed. A
direct proof of this result using the determinantal property appears, at least to us, to be
rather difficult.
Corollary 1.7 (A note on the sine process). Let S denote the sine process on R. Then, the
random variable
lim
m→∞

∑
y∈S
1
y
1
(
|y| < m2
) (31)
is Cauchy distributed, namely with probability density given by (18).
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from the EPSRC. MAG gratefully acknowledges the financial support from Prof. J.P.
Keating’s start-up grant. TA is grateful for financial support at the early stages of this
work from ERC Advanced Grant 740900 (LogCorRM).
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12The sine process is translation invariant and thus it can be shown that if one simply takes the sum of inverse
points without the cutoff then this sum does not converge.
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2 Proofs of TheMain Results
2.1 Preliminaries
We begin with a number of preliminaries. Let H(N) denote the linear space of N × N
complex Hermitian matrices. We define, for a parameter s ∈ R, s > − 12 , the Hua-Pickrell
measureM(s)
N
on H(N) as follows:
M
(s)
N
(dH) := const · det
((
1 +H2
)−s−N) × dH, (32)
where dH is the Lebesgue measure on H(N) and the constant is chosen so that this is a
probability measure on H(N).
The distribution of the eigenvalues of a random matrix from the ensemble in (32) is
given by the following probability measure m
(s)
N
on RN/S(N), where S(N) denotes the
N-th symmetric group, see [10]:
m
(s)
N
(dx) :=
1
Z
(s)
N
· ∆(x)2
N∏
j=1
(
1 + x2j
)−s−N
dx j, (33)
where ∆(x) is the Vandermonde determinant:
∆(x) =
∏
1≤l<k≤N
(xk − xl),
and the normalization constant is given by:
Z
(s)
N
= πN2−N(N+2s−1) ·
N−1∏
j=0
j!Γ(2s +N − j)
Γ(s +N − j)2 .
Throughout this paper we denote expectations taken with respect to the measures M(s)
N
and m
(s)
N
by E
(s)
N
.
We now make concrete the connection13 between the Hua-Pickrell measures and the
random variable X(s). If HN is a random matrix distributed according to the probability
measureM
(s)
N
, it was proven by Borodin and Olshanski [10] that the sequence of random
variables
{
1
NTr(HN)
}
N≥1 is convergent in distribution, and by Qiu [49] that the limiting
distribution can be identified with that of X(s), so that we have:
1
N
Tr (HN)
d−−−−→
N→∞
X(s). (34)
Hence, if we consider the characteristic function of the scaled trace ofHN:
φ
(s)
N
(t) := E
(s)
N
(
e
it
2N Tr(HN )
)
(35)
we note that by (34) we have that:
E
(s)
N
(
e
it
2N Tr(HN)
)
N→∞−−−−→ E
(
e
it
2 X(s)
)
, (36)
uniformly on compact subsets of R. Finally, we define:
τ(s)
N
(t) := t
d
dt
log(φ(s)
N
(t)). (37)
13In fact this is how the abstract ergodic decomposition results are proven, see [10], [49] for more details.
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2.2 Proofs
Proposition 2.1. Let s > − 12 . Then, for t ∈ R∗ , τ(s)N (t) is a solution to a particular Painlev V
equation:
td
2τ
(s)
N
dt2

2
= −4t
dτ
(s)
N
dt

3
+
(
4s2 + 4τ(s)
N
+
t2
N2
) dτ
(s)
N
dt

2
+ t
1 + 2sN − 2τ
(s)
N
N2
 dτ
(s)
N
dt
−
1 + 2sN − τ
(s)
N
N2
 τ(s)N . (38)
Our starting point is the following remarkable integral identity due to Winn from
[52], see Proposition 3 therein. For the convenience of the reader and completeness of the
paper we outline Winn’s proof from [52].
Proposition 2.2 (B. Winn). Let s ∈ C withℜ(s) > − 12 and t > 0. Then,
∫ ∞
−∞
. . .
∫ ∞
−∞
N∏
j=1
eitx j(
1 + x j2
)s+N∆(x)2dx
=
πN
2(N+2s−1)N
N−1∏
j=0
1
Γ
(
s + 1 + j
)2 · e−Nt
∫ ∞
0
. . .
∫ ∞
0
N∏
j=1
(
y j + 2t
)s
y j
se−y j∆(y)2dy. (39)
Proof. It suffices to prove the equality up to a constant. The constant can then be obtained
by taking the limit t→ 0, since both sides then have explicit evaluations using the Selberg
integral, see [27].
Using the homogeneity of ∆(x), rewrite the integral on the left-hand side of (39) as14:
∫ ∞
−∞
. . .
∫ ∞
−∞
N∏
j=1
eitx j(
1 + x j2
)s+1∆
(
1
1 + ix
)
∆
(
1
1 − ix
)
dx
= N! det
[∫ ∞
−∞
eitxdx
(1 + ix)s+1+k(1 − ix)s+1+ j
]
j,k=0,...,N−1.
, (40)
where in the last line we have used the Andre´ief-Heine identity. It was then shown in
[52, 4.15] that we have the following relation between one dimensional integrals:∫ ∞
−∞
eitxdx
(1 + ix)s+1+k(1 − ix)s+1+ j = Ce
−t
∫ ∞
0
ys+ j
(
y + 2t
)s+k
e−ydy, (41)
for a constant C independent of j, k and t. Therefore, combining the last line of (40) with
the right-hand side of (41), and using the Andre´ief-Heine identity once again, noting that
∆
(
y + tN
)
= ∆(y), we obtain the formula (39), up to a constant. 
14Here we use the notation f (x) =
(
f (x1), . . . , f (xn)
)
to denote the evaluation of a scalar function f : R → R at
a vector argument, e.g. 1x = (
1
x1
, . . . , 1xn ).
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Proof of Proposition 2.1. By definition, we have that:
φ
(s)
N
(t) = E
(s)
N
(
e
it
2
∑N
i=1
xi
N
)
=
1
N!Z(s)
N
∫ ∞
−∞
. . .
∫ ∞
−∞
N∏
j=1
e
it
2N x j(
1 + x j2
)s+N∆(x)2dx. (42)
Now making use of the integral identity (39), we obtain for t ≥ 0:
φ
(s)
N
(t) =
1
C
(s)
N
· e−t/2
∫ ∞
0
. . .
∫ ∞
0
N∏
j=1
(
y j +
t
N
)s
y j
se−y j∆(y)2dy (43)
where C
(s)
N
is a normalization constant, given by:
C
(s)
N
= N!
N∏
j=1
Γ( j)Γ(2s + j). (44)
An application of the Andre´ief-Heine identity to (43) yields:
φ(s)
N
(t) =
N!
C
(s)
N
· e−t/2 det
[∫ ∞
0
y j+k
(
y +
t
N
)s
yse−ydy
]
j,k=0,...,N−1
,
so that
τ
(s)
N
(t) = − t
2
+ t
d
dt
log det
[∫ ∞
0
y j+k
(
y +
t
N
)s
yse−ydy
]
j,k=0,...,N−1
. (45)
Note that φ
(s)
N
and hence τ
(s)
N
(t) are even functions, which can be seen by the change of
variables x j 7→ −x j in (42). Taking this into account, a simple calculation reveals that if
τ
(s)
N
(t) satisfies the Painleve´ equation (38) for t > 0, then it is also a solution for t < 0. Thus,
we may restrict to t > 0, and the result follows immediately as a corollary of the next
proposition. 
Proposition 2.3. Let
FN(t;α) = det
[∫ ∞
0
y j+kw(y; t, α)dy
]
j,k=0,...,N−1
(46)
and the associated function
HN(t;α) = t
d
dt
log FN(t;α) (47)
where
w(y; t, α) =
(
y + t
)λ
yαe−y. (48)
Then, we have that for α > −1, t > 0 and λ ∈ R:
(
t
d2HN
dt2
)2
=
(
t
dHN
dt
−HN + dHN
dt
(2N + α + λ) +Nλ
)2
− 4dHN
dt
(
t
dHN
dt
−HN +N(N + α + λ)
) (
dHN
dt
+ λ
)
. (49)
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Proof. For α > 0, the result is proved in [19] using the so-called ladder operatormethod15,
see for example [7], [8] for more on this technique. The restriction to α > 0 is due to the
fact that the proofs of certain intermediate results in [19] require a number of integrations
by parts which are no longer valid in the range −1 < α ≤ 0. It is possible to circumvent
this issue and extend these intermediate results to α > −1, however it is even more
convenient to simply analytically continue the final result as we do here.
Namely, we extend the validity of (49) to α > −1 by proving that HN, ddtHN and
d2
dt2
HN can be extended as functions of α, for fixed t > 0 and λ ∈ R, analytically to a
neighbourhood VN ⊆ C of the part of the real line (−1,∞). For the remainder of this
proof, let t > 0 and λ ∈ R be fixed and arbitrary. Firstly, note that the function
β 7→
∫ ∞
0
yβ(y + t)λe−ydy (50)
is holomorphic on ℜ(β) > −1, which can be seen by combining Fubini’s and Morera’s
theorems. Hence, byusing rules for derivatives of determinants anddifferentiationunder
the integral sign we get that α 7→ dpdtp FN(t;α) is holomorphic for p = 0, 1, 2, 3, . . .. Now, by
rewriting FN(t;α) as the integral in (43) via the Andre´ief-Heine identity, we see that
FN(t;α) > 0, for all α ∈ (−1,∞), (51)
so that by continuity of α 7→ FN(t;α), there existsVN such that (−1,∞) ⊆ VN ⊆ C such that
|FN(t;α)| > 0, for all α ∈ VN. Hence, the left hand side and right hand side of (49) are two
analytic functions on VN that agree on (0,∞) so that they must agree on the whole of VN.
The proof for the case α > −1 is now complete. 
In order to prove Theorem 1.2 we will need the following proposition16.
Proposition 2.4 (Analytic continuation). Let s > − 12 . Then, there exist holomorphic functions
fN for N = 1, 2, . . . and f on {z ∈ C :ℜz > 0}, with fN(0) = f (0) = 1, such that
φ
(s)
N
= fN
∣∣∣
[0,∞) and φ
(s) = f
∣∣∣
[0,∞) . (52)
Moreover, forℜz > 0, p = 1, 2, . . . we have:
lim
N→∞
dp
dzp
fN(z) =
dp
dzp
f (z). (53)
Proof of Proposition 2.4. For {z ∈ C :ℜz > 0}, we define as in (43):
fN(z) :=
1
C
(s)
N
·
∫ ∞
0
. . .
∫ ∞
0
e−z/2
N∏
j=1
(
y j +
z
N
)s
y j
se−y j∆(y)2dy. (54)
Then, as in (43)wehave thatφN(t) = fN(t) for t ∈ [0,∞). We claim that fN(z) is holomorphic
on {z ∈ C : ℜz > 0}. Towards this end, we note that the integrand in (54) is bounded by
15This result has also been studied earlier in the physics literature, see [46].
16It is important to note that the use of the obvious candidates to perform these analytic extensions in the
proposition below, namely the expressions as characteristic functions, will not work. These expressions do not
exist off the real line due to the fact that the random variables involved only have a finite number of integer
moments.
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an integrable function on any compact subset of {z ∈ C : ℜz > 0}, and hence by Fubini’s
theorem, for any closed path γ contained in {z ∈ C :ℜz > 0}we have that
∫
γ
fN(z)dz =
1
C
(s)
N
·
∫ ∞
0
. . .
∫ ∞
0
∫
γ
e−z/2
N∏
j=1
(
y j +
z
N
)s
y j
se−y j∆(y)2dzdy = 0, (55)
wherewehave usedCauchy’s theorem. Hence, byMorera’s theorem fN(z) is holomorphic
on {z ∈ C : ℜz > 0}. We now claim further that the family { fN}N≥1 is uniformly bounded
on compact subsets of {z ∈ C : ℜz > 0}. For, if K is such a compact subset there is a
constantMK > 0 such that ∣∣∣∣y + z
N
∣∣∣∣ ≤ ∣∣∣∣∣y + MKN
∣∣∣∣∣ ,
uniformly for z ∈ K, y > 0 and N ≥ 1. Therefore, in the case s > 0, it follows from the
formula (54) that
| fN(z)| ≤ |e− z2 |e
MK
2
∣∣∣φ(s)
N
(MK)
∣∣∣ ≤ eMK2 ,
uniformly for z ∈ K and N ≥ 1, where in the last inequality we have used the fact
that φ
(s)
N
is a characteristic function (42). In the case s ∈ (− 12 , 0], we note that | fN(z)| ≤ 1
wheneverℜz > 0, for allN ≥ 1. Hence, byMontel’s theorem the family { fN}N≥1 is normal,
and so every subsequence has a sub-subsequence converging uniformly on compacts of
{z ∈ C : ℜz > 0}. As all these limits are holomorphic and agree on (0,∞) by (36), they
are equal. This property implies that the family
{
fN
}
N≥1 is convergent uniformly on
compacts to a holomorphic function which we denote by f (z). By properties of uniform
limits of holomorphic functions, the sequences of derivatives
{
dp
dzp fN(z)
}
N≥1, p = 0, 1, 2, . . . ,
also converge (uniformly on compacts) to d
p
dzp f (z). Thus f (z) is the required analytic
continuation to {z ∈ C :ℜz > 0}, andwe have the required convergence of derivatives. 
Proof of Theorem 1.2. We first show that the characteristic functions φ(s)
N
(t) and φ(s)(t) are
strictly positive for s > − 12 .
For s > 0, using the integral representation of φ
(s)
N
(t) in (43) we can see that φ
(s)
N
(t)e
t
2 is
increasing in t for t ≥ 0. Hence, we get that for all N ≥ 1 and t > 0,
φ
(s)
N
(t) ≥ e− t2φ(s)
N
(0) = e−
t
2
and hence, as φ
(s)
N
(−t) = φ(s)
N
(t), which can be seen by the change of variables x j 7→ −x j in
(42), we have that for all t ∈ R:
φ(s)
N
(t) ≥ exp
(−|t|
2
)
> 0. (56)
By (36), we see that (56) implies that φ(s)(t) is non-vanishing for s > 0, t ∈ R. For s ∈ (− 12 , 0]
we need to argue more indirectly. By the formula (43) we see that φ(s)
N
(t) ≥ 0 for all
t ∈ R and N ≥ 1, and hence φ(s)(t) ≥ 0 for all t ∈ R. Moreover, for s ∈ (− 12 , 0], by (43),
for all N ≥ 1, φ(s)
N
(t), and thus also φ(s)(t), are non-increasing on (0,∞). Hence, if these
functions vanish at some r > 0 then they are identically 0 on [r,∞). However, since
by Proposition 2.4 they are restrictions of holomorphic functions, this would imply that
they are identically 0 for t > 0, which is a contradiction since a characteristic function is
non-vanishing on a real neighbourhood around zero. Hence, φ
(s)
N
(t) and φ(s)(t) are strictly
13
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positive for t ∈ (0,∞) and the result follows from noting as before that these functions are
even.
This implies that τ(s)
N
(t) and τ(s)(t) are well-defined for all N ≥ 1, s > − 12 , and t ∈ R.
Hence, by Proposition 2.4, and using that the functions τ
(s)
N
are even, we know that for all
t ∈ R∗ and p = 0, 1, 2, . . . :
dp
dtp
τ
(s)
N
(t)
N→∞−−−−→ d
p
dtp
τ(s)(t).
Hence the Painleve´ equation (16) now follows immediately by taking the limitN →∞ in
the equation (38).
We now prove τ(s) is real-analytic on R∗. Let f denote the analytic continuation of φ(s)
to {z :ℜz > 0}, as in Proposition 2.4. We know from the above that for t ∈ (0,∞),
ℜ ( f (t)) =ℜ (φ(s)(t)) = φ(s)(t) > 0.
By continuity this implies thatℜ ( f (t)) > 0 on anopen setVwith (0,∞) ⊆ V ⊆ {z :ℜz > 0}.
Therefore we can define a branch of log(z) such that log( f (z)) is holomorphic on V. As
τ(s) is even, this implies that it is real-analytic on R∗.
To establish the boundary conditions for s > 12 we have to employ a different method.
Whenever r < 2s + 1, we note that E
(∣∣∣∑Ni=1 xi∣∣∣r) < ∞ and that the sequence {∣∣∣∑Ni=1 xiN ∣∣∣r}N≥1
is uniformly integrable (see [4, Proposition 2.10], and also Proposition 3.6 below, where
we prove a similar statement using the same idea, and hence, also making use of (36):
dp
dtp
φ(s)
N
(t)
N→∞−−−−→ d
p
dtp
φ(s)(t),
for any t ∈ R and p ∈ {0, 1} whenever s > 0, and p ∈ {0, 1, 2} whenever s > 12 . Hence, we
conclude, again using that the φ
(s)
N
and φ(s) are non-vanishing, that:
dp
dtp
τ
(s)
N
(t)
N→∞−−−−→ d
p
dtp
τ(s)(t), (57)
for t ∈ R and p = 0 whenever s > 0, and p ∈ {0, 1} whenever s > 12 . The boundary
conditions τ
(s)
N
(0) = 0 for s > 0 and ddtτ
(s)
N
(t)
∣∣∣
t=0
= 0 for s > 12 are computed in [4]. Hence by
(57) we deduce the boundary conditions (17). 
Remark 2.5. The simple observation made earlier that for s ≤ 0, the integral representation of
φ
(s)
N
(t) · et/2 given in equation (43) is non-increasing in t gives the following bound: φ(s)(t) ≤ e−t/2.
By Fourier inversion, since the characteristic function of X(s) is in L1(R), this readily implies the
non-trivial result that the law of X(s) has a bounded and continuous density with respect to the
Lebesgue measure. In fact, due to the exponential decay of the characteristic function, the density
is C∞-smooth. We expect this result to be true for s > 0 as well17. This is likely to require a more
elaborate argument and we do not pursue it further in this paper.
We now prove Theorem 1.3. It is worth noting that from the definition of the charac-
teristic function φ
(s)
N
it is unclear whether any value of the parameter s is special, while
if one looks at formula (43) it becomes evident that s = 0 is exceptional. We believe this
remarkable observation was missed in the literature due to the fact that formulae such
17Clearly, for s ∈ Nwe already have explicit expressions for the density of X(s) from Theorem 1.4.
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as (39) were not thought of in probabilistic terms, but rather as simply some interme-
diate formulae required to prove the determinantal representation in terms of Laguerre
polynomials18 mentioned in the introduction.
Proof of Theorem 1.3. When s = 0, the integral in the formula (43) evaluates simply to C
(0)
N
,
as in (44). Therefore, it follows that φ
(0)
N
(t) = e−|t|/2 for all N = 1, 2, . . . . Thus, by (36) we
get that E(eitX(0)/2) = e−|t|/2, i.e. X(0) is Cauchy distributed.
For the second part, note that by [4, Proposition 2.7] we have, for ℜ(h) ∈ (− 12 , 12 ) 19
that:
RN(0, h)
N2h
= 2−2hE(s)
N

∣∣∣∣∣∣∣
N∑
i=1
xi
N
∣∣∣∣∣∣∣
2h . (58)
Now, for s = 0, for all N ≥ 1, ∑Ni=1 xiN and X(s) are identically distributed. Thus, for all
N ≥ 1,ℜ(h) ∈ (− 12 , 12 ) we have:
RN(0, h)
N2h
= 2−2hE(0)
N

∣∣∣∣∣∣∣
N∑
i=1
xi
N
∣∣∣∣∣∣∣
2h = R(0, h) = 2−2hE (|X(0)|2h) =
∫ ∞
0
x2h
π (x2 + 1)
dx (59)
From [29, 3.241.2], we have that forℜ(h) ∈ (− 12 , 12 ):∫ ∞
0
x2h
π (x2 + 1)
dx =
1
2 cos(πh)
.
Substituting this into the right-hand side of (59) gives the desired result. 
Before proving Theorem 1.4, we need the following proposition that we essentially
extract from the results of [6]. At the end of this sectionwe also present a short elementary
proof of this result for s = 1.
Proposition 2.6. Let s ∈ N. Then, φ(s)(t) is given explicitly as follows:
φ(s)(t) = (−1)s(s−1)/2G(2s + 1)
G(s + 1)2
×
det
[
I j+k+1
(
2
√|t|
)]
j,k=0,1,...s−1
e|t|/2|t|s2/2 , (60)
where Iα denotes themodified Bessel function of the first kind and G denotes the Barnes G-function.
Proof. By [52, Propositions 4.5.] for s ∈ N we have that:
φ
(s)
N
(t) = (−1)s(s−1)/2
N−1∏
j=0
Γ(s +N − j)2
j!Γ(2s +N − j) e
−|t|/2 det
[
L2s−1N+s−1−i− j
(
− |t|
N
)]
i, j=0,...,s−1
(61)
where L
(α)
n (x) denotes the Laguerre polynomial of order n and parameter α (see [52]).
18In fact, we will also make use of this expression in the proof of Proposition 2.6 below.
19The result in [4, Proposition 2.7] is stated for real h but the argument goes through verbatim for complex h
as well. See also [52, Proposition 2].
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The large N limit of the logarithmic derivative of the right hand side of (61) was
established using Riemann-Hilbert problem methods in [6]. Thus, using [6, eq. 5-79] we
have, in our notation, that20 for s ∈ N:
d
dt
logφ
(s)
N
(t)
N→∞−−−−→ d
dt
log

det
[
I j+k+1
(
2
√|t|
)]
j,k=0,1,...s−1
e|t|/2|t|s2/2
 . (62)
Noting that ddt logφ
(s)
N
(t)
N→∞−−−−→ ddt logφ(s)(t) for s > 0 by using the results in the proof
of Theorem 1.2 we obtain equality (60) up to a multiplicative constant. To recover this
constant we observe that both sides of (60) must equal 1 at t = 0 and we note that the
evaluation of the right hand side of (60) at t = 0 can be obtained by taking h = 0 in [4,
Corollary 1.5]. 
Proof of Theorem 1.4. We first seek to recover the density of X(s), where here and for the
rest of the proof we assume s ∈ N. Observe that using the bound (see [40]):
In(t) ≤ t
n
2nn!
et (63)
we see, by expanding the determinant in (60) as a sum over S(s), that φ(s) is in L1(R).
Therefore indeed, by Fourier inversion, we can obtain an expression for the density
function ρ(s)(x) of X(s). Namely, we have that for x ∈ R:
ρ(s)(x) =
1
2π
∫ ∞
−∞
eixtφ(s)(2t)dt
=
1
π
ℜ
(∫ ∞
0
eixtφ(s)(2t)dt
)
,
using the fact that the characteristic function φ(s)(2t) is even. Now, using the expression
(60), we get:
ρ(s)(x) = V(s)
1
π
ℜ

∫ ∞
0
e(ix−1)t ×
det
[
I j+k+1
(
2
√
2t
)]
j,k=0,1,...s−1
(2t)s2/2
dt
 ,
where for brevity here and for the rest of the proof we will write:
V
(s) = (−1)s(s−1)/2G(2s + 1)
G(s + 1)2
.
Hence, expanding the determinant and using the substitution t 7→ t2 gives:
ρ(s)(x) = V(s)
1
π
ℜ

∑
σ∈S(s)
sgn(σ)
∫ ∞
0
e(ix−1)t
2 ×
∏s
j=1
[
I j+σ( j)−1
(
2
√
2t
)]
2s2/2−1ts2−1
dt
 . (64)
Noting that modified Bessel functions of the first kind have the following expansion:
Iα(x) =
∞∑
k=0
x2k+α
k!Γ(k + α + 1)22k+α
, (65)
20There is a typo in [6, eq. 5-79], namely a missing factor of 12 for s
2/t, which has been corrected here.
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we can expand a finite product of modified Bessel functions of the first kind with integer
parameters as follows:
s∏
j=1
Iν j(2t) =
∞∑
k=0

∑
k1+···+ks=k
s∏
j=1
1
k j!(k j + ν j)!
 t2k+ν1+···+νs .
Using this, we can simplify the expression for the density as
ρ(s)(x) = V(s)
1
π
∑
σ∈S(s)
sgn(σ)
×
∞∑
k=0

∑
k1+···+ks=k
s∏
j=1
1
k j!(k j + j + σ( j) − 1)!
ℜ
(∫ ∞
0
e(ix−1)t
2 × 2k+1t2k+1dt
)
,
because interchanging the sum and integral is justified as we explain next. Indeed, for
each fixed permutation σ ∈ S(s), we have, for all x ∈ R, that:
∫ ∞
0
∞∑
k=0

∑
k1+···+ks=k
s∏
j=1
1
k j!(k j + j + σ( j) − 1)!
 ∣∣∣e(ix−1)t2 × 2k+1t2k+1∣∣∣ dt < ∞ (66)
which can be seen by noting that |e(ix−1)t2 | = e−t2 so that the integral in (66) is equal to
the integral in (64) for a fixed σ and x = 0, which is finite by the bound for modified
Bessel functions in (63). Hence, by Fubini’s theorem, we get the desired interchange
of summation and integration. The remaining integrals are standard and an explicit
evaluation yields:
ρ(s)(x) = V(s)
1
2π
∑
σ∈S(s)
sgn(σ)
∞∑
k=0
ℜ


∑
k1+···+ks=k
s∏
j=1
1
k j!(k j + j + σ( j) − 1)!
 k!
(
2
1 − ix
)k+1 .
(67)
Finally, we can plug in the value of the constant and rewrite the sum over S(s) as a
determinant to obtain the expression in (25).
To compute the moments E
(
|X(s)|2h
)
, and thus R(s, h) by the relation (20), we tem-
porarily restrict to h ∈ (− 12 , 0). Now, for h ∈ (− 12 , 0) we have, for all k ≥ 1, that:∫ ∞
0
∣∣∣∣∣∣ℜ
(
x2h
(1 − ix)k+1
)∣∣∣∣∣∣ dx ≤
∫ ∞
0
x2h(√
1 + x2
)k+1 dx ≤
∫ ∞
0
x2h√
1 + x2
dx < ∞ (68)
and hence:
∞∑
k=0


∑
k1+···+ks=k
s∏
j=1
1
k j!(k j + j + σ( j) − 1)!
 k!2k+1
∫ ∞
0
∣∣∣∣∣∣ℜ
(
x2h
(1 − ix)k+1
)∣∣∣∣∣∣
 < ∞,
where the finiteness of the sum is seen by using the inequalities in (68) and comparing
to the infinite sum for ρ(s)(0). Now, we simply apply Fubini’s theorem to integrate the
infinite series for ρ(s)(x) term-by-term, using the following evaluation from [29, 3.194.3]:∫ ∞
0
x2h
(1 − ix)k dx = −iπe
iπh (−2h)k−1
(k − 1)! sin(2πh) .
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Thus, we obtain the equality:
cos(πh)E
(
|X(s)|2h
)
= V(s)

∞∑
k=0

∑
k1+...+ks=k
det
[
1
(ki + i + j − 1)!
]
i, j=1,...,s
s∏
j=1
1
k j!
 (−2h)k2k
 (69)
for h ∈ (− 12 , 0). Now, letting M be a compact subset of the strip D := {z ∈ C : − 12 <
ℜ(z) < s+ 12 }, and noting that there exists a positive constant αM such that |(−2h)k| < αMk!,
for all h ∈ M whenever k is large enough (this can be seen immediately via Stirling’s
approximation), we see that, by comparison with the sum in (25), which converges for
x = 0, the infinite sum on the right hand-side of (69) converges uniformly on compact
subsets of D, an thus it is analytic in h on D. Note also that:
E
(
|X(s)|2h
)
=
∫ ∞
−∞
|x|2hρ(s)(x)dx (70)
is an analytic function of h for h ∈ D, as can be seen by a combination of Fubini’s
and Morera’s theorems. More precisely, let Γ be a closed path contained in D. Setting
α1 := infh∈Γℜ(h) > − 12 and α2 := suph∈Γℜ(h) < s + 12 , we see that
∣∣∣|x|2h∣∣∣ ≤ |x|2α1 whenever
|x| ≤ 1 and
∣∣∣|x|2h∣∣∣ ≤ |x|2α2 whenever |x| ≥ 1. Therefore, we have that ∣∣∣|x|2h∣∣∣ ≤ |x|2α1 + |x|2α2
for all x ∈ R and h ∈ Γ, so that:∫
Γ
∫ ∞
−∞
∣∣∣|x|2hρ(s)(x)∣∣∣ dxdh ≤ ∫
Γ
∫ ∞
−∞
(
|x|2α1 + |x|2α2
)
ρ(s)(x)dxdh < ∞,
where the finiteness of the double integral is justified by the fact that Γ is a finite length
path, and that the inner integral is finite by the computation above when α1, α2 ∈ (− 12 , 0),
and by finiteness of E
(
|X(s)|2αi
)
for αi ∈ [0, s + 12 ) (see [4]). Hence, we have that:∫
Γ
∫ ∞
−∞
|x|2hρ(s)(x)dxdh =
∫ ∞
−∞
∫
Γ
|x|2hρ(s)(x)dhdx = 0, (71)
where we have used Cauchy’s theorem. Hence, by Morera’s theorem, we see that
E
(
|X(s)|2h
)
is an analytic function of h on D. Thus, it is now clear that cos(πh)E
(
|X(s)|2h
)
and the infinite sum on the right-hand side of (69) are two analytic functions of h for
h ∈ D, which agree for h ∈ (− 12 , 0), and so the equality (69) holds for all h ∈ D.
We note that (25) and (26) simplify to the corresponding expressions given in Theorem
1.4 for s = 1, 2, which can be seen immediately for s = 1, and for s = 2 by using
Vandermonde’s Identity21:
n∑
k=0
(
n
k
)(
s
t + k
)
=
(
n + s
n + t
)
.
The proof of Theorem 1.4 is now complete. 
Remark 2.7. Note that from the formula (22) we may immediately recover the previously known
(see [33]) value R(1, 1) = 112 . Note also that by the equality (69), valid for ℜ(h) ∈
(
− 12 , s + 12
)
,
and using that the moments E
(
|X(s)|2h
)
are finite for ℜ(h) ∈
(
− 12 , s + 12
)
(as seen in the proof
21It is not clear whether such a combinatorial simplification exists for s ≥ 3. We note that also Winn, when
computing the half-integer moments in Section 7 of [52], observed that some combinatorial structures seem to
break down for s ≥ 3.
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of Theorem 1.4), we deduce the seemingly non-trivial fact that the sum on the right-hand side of
(69) vanishes for all h ∈ N − 12 in this range. Therefore, calculations for the moments R(s, h) for
h ∈ N− 12 can be performed by applying L’Hoˆpital’s rule to the relevant formulae in Theorem 1.4.
For instance, the value R
(
1, 12
)
= e
2−5
4π (as calculated by Winn in [52]) can be recovered:
R
(
1,
1
2
)
= − 1
2π
lim
h→ 12
d
dh

∞∑
k=0
(−2h)k
k!(k + 1)!
2k

= − 1
2π
−2 +
∞∑
k=2
1
(k − 1)k(k + 1)!2
k+1
 = e2 − 54π , (72)
where in the penultimate equality we have used the following limit formula, obtained via the
product rule:
lim
h→ 12
d
dh
((−2h)k) =

2(k − 2)! if k ≥ 2,
−2 if k = 1,
0 if k = 0.
(73)
The interchange of limits in (72) can be justified by standard arguments using uniform conver-
gence. We also remark that the specific values of (22) for h = −14 ,
1
4 ,
3
4 , and
5
4 , which had not been
computed before, can be expressed as a combination of I0(1) and I1(1):
R
(
1,−1
4
)
= 2e(I0(1) − I1(1)),
R
(
1,
1
4
)
=
e
3
(−I0(1) + 3I1(1)) ,
R
(
1,
3
4
)
=
e
30
(5I0(1) − 9I1(1)) ,
R
(
1,
5
4
)
=
e
140
(5I0(1) − 3I1(1)).
(74)
These values are taken from known special values of the confluent hypergeometric function.
Finally, from (24) we can immediately recover the previously known (see [33, §6.2.]) values
R(2, 1) = 1720 and R(2, 2) = 16720 . Again using L’Hoˆpital’s rule we can recover the half-integer
values:
R
(
2,
1
2
)
=
7
180π
(
15
7
− 3F3
[
9
2 , 1, 1
3, 6, 7
; 8
])
,
R
(
2,
3
2
)
=
11
3360π
(
−28
33
+ 3F3
[
13
2 , 1, 1
5, 8, 9
; 8
])
.
(75)
These were previously calculated using Maple by Winn [52, §6.2.], who used combinatorial
expressions valid only for half-integer parameters.
Remark 2.8. Using the fact that for fixed s, the series in (26) vanishes for half-integer h in the
range (0, s+ 12 ) and noting the known values for integer h again in this range (see [6, eq. (4-46)]),
we can write R(s, h) as:
R(s, h) = G(s + 1)
2
G(2s + 1)
2−2h
1
cos(πh)
∞∑
k=0
ak(s)(−2h)k (76)
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where a0(s), . . . , a2m(s) can be simplified to rational functions of s so that this rational expression
of the first 2m + 1 coefficients in (26) is valid for all s ≥ m. For instance, for s ≥ 2 there exists an
expansion of R(s, h) in the form (76), where the first 5 terms of the series are explicitly given as
follows:
R(s, h) = G(s + 1)
2
G(2s + 1)
2−2h
1
cos(πh)
×
(
1 + (−2h)1 + 4s
2 − 2
4s2 − 1
(−2h)2
2
+
4s2 − 4
4s2 − 1
(−2h)3
3!
+
(4s2 − 8)2 + 2
(4s2 − 1)(4s2 − 9)
(−2h)4
4!
+ . . .
)
. (77)
Note also that the first 3 coefficients in the expansion above are correct for all s ≥ 1, but the
simplifications for a3(s), a4(s) are only valid for s ≥ 2. It is tempting to try to find an expansion
in the form of (76) such that a0(s), . . . , a2m+1(s) are all rational functions of s, valid for all s ≥ m
where m is a positive integer. However, if one proves that limh→m+ 1
2
R(m, h) = ∞, which we
expect to be true (we have verified this for m = 1, 2, 3, 4 by evaluating the right-hand side of (69)
at h = m + 12 for m = 1, 2, 3, 4 and finding that it did not vanish), but do not pursue further in
this paper22, then one can see that there cannot be an expansion in the form of (76) valid for all
s ≥ m with a0(s), . . . , a2m+1(s) rational functions of s. Indeed if such an expansion existed, then
we would have, for all integer s > m, that:
0 =
G(2s + 1)
G(s + 1)2
22m+1 cos
((
m +
1
2
)
π
)
R
(
s,m +
1
2
)
= a0(s)(−2m− 1)0 + . . . + a2m+1(s)(−2m− 1)2m+1,
so that since a0(s) + . . . + a2m+1(s)(−2m − 1)2m+1 is a rational function of s with infinitely many
zeros, it is zero identically. Using the fact that the sum on the right hand-side of (26) is analytic
on ℜ(h) > − 12 , this would imply that R(m,m + 12 ) < ∞, which contradicts the assumption
that limh→m+ 12 R(m, h) = ∞ (which still remains to be proven for m ≥ 5); hence, we have a
contradiction and such an expansion cannot exist.
Proof of Corollary 1.7. The sine process S with kernel given by (30) is obtained from the
process C(0) under the mapping x 7→ 1y , see [10, Theorem I]. The result now follows
immediately from the definition (1) of X(s) and Theorem 1.3. 
Alternative proof of (60) in the case s = 1. We use the following version of Aomoto’s inte-
gral formula:
a
(α)
N,k
:=
∫
[0,∞]N
k∏
j=1
y j
N∏
j=1
yα−1j e
−y j∆(y)2dy = C(
α−1
2 )
N
×
k∏
j=1
(α +N − j), (78)
where C
(s)
N
is defined as in (44). Thus, expanding the factor
∏N
j=1
(
y j +
t
N
)
in (43) yields,
for t ≥ 0:
φ
(1)
N
(t) = e
−t
2
N∑
r=0
(
N
r
) (
t
N
)r
× a(2)
N,N−r ×
1
C
(1)
N
= e
−t
2
N∑
r=0
(N − r + 1)r
Nr
1
r!(r + 1)!
tr. (79)
22We note that for finite N, one can show by expanding the Haar measure in (4) that limh→m+ 12 RN(m, h) = ∞;
see [24].
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Hence, taking the limit N → ∞ in the last equality of (79), and using the fact that the
functions φ(1)
N
(t) are even, yields:
φ(1)(t) = e−
|t|
2
∞∑
r=0
1
r!(r + 1)!
|t|r = e− |t|2
I1
(
2
√|t|
)
√|t| , (80)
for all t ∈ R. 
3 The Sum of Inverse Points of the Bessel Process
In this section we establish a connection between the Laplace transform of the sum of
inverse points of the Bessel point process and the σ−Painlev III’ equation, in analogy
to Theorem 1.2. Let ν > −1 and recall that the Bessel point process (with parameter ν),
that we denote by P(ν), is the determinantal point process on (0,∞) with infinitely many
points, whose correlation kernel is given by, see for example [51]:
K (ν)(x, y) =
√
xJν+1(
√
x)Jν(
√
y) − √yJν+1(√y)Jν(
√
x)
2(x − y) (81)
where Jν denotes the Bessel function with parameter ν. The Bessel point process is a
fundamental object which appears as the universal scaling limit of the eigenvalues of
randommatrices at the hard edge, see for example [38], [39], [50].
Then, we define23:
Y(ν) =
∑
x∈P(ν)
1
x
. (82)
The random variable Y(ν) plays a similar role to X(s) in the ergodic decomposition of
another distinguished family of unitarily invariant probability measures on H(∞), the
inverse Laguerre measures; more precisely it is equal in distribution with the parameter
γ1, see [2]. The main result of this section is the following:
Theorem 3.1. Let ν > −1. Define
h(ν)(t) :=
ν2
4
+ ξ(ν)(t)
where
ξ(ν)(t) := t
d
dt
logψ(ν)(t)
and
ψ(ν)(t) := E
(
e−4tY(ν)
)
.
Then, h(ν)(t) is Cω on (0,∞) and is a solution to a special case of the σ−Painlev III’ equation with
one parameter for t ∈ (0,∞):
(
t
d2h(ν)
dt2
)2
= 4
(
dh(ν)
dt
)2 (
h(ν) − tdh
(ν)
dt
)
+ 2ν
dh(ν)
dt
+ 1 (83)
23The fact that Y(ν) is almost surely finite follows from the results of [2].
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Furthermore, we have the following boundary conditions:
h(ν)(0) = ν
2
4 , for ν > 0,
d
dth
(ν)(t)
∣∣∣
t=0
= − 1ν , for ν > 1.
(84)
Our strategy of proof will be similar to the one of Theorem 1.2. Namely, we will
consider the Laplace transforms of a sequence of random variables that converge, in
distribution, to Y(ν). We begin with some preliminaries.
LetMN be anN×N randommatrix taken from the Laguerre Unitary Ensemble (LUE)
with parameter ν > −1, having law:
const · det(H)ν exp (−Tr(H))1{H∈H+(N)}dH
where dH is the Lebesgue measure on H(N) and H+(N) denotes the space of N × N
positive-definiteHermitianmatrices, and the constant is chosen so that this is a probability
measure onH+(N). Then, the eigenvalues ofMN aredistributed according to the following
probability measure on RN+ /S(N):
1
C˜
(ν)
N
· ∆(x)2
N∏
j=1
x j
νe−x jdx j (85)
where:
C˜
(ν)
N
=
N∏
j=1
Γ( j)Γ(ν + j). (86)
Via the transformation MN 7→ 2MN , the LUE is transformed to the inverse Laguerre
ensemble, whose eigenvalue distribution is given by the following probability measure
on RN+ /S(N):
1
E
(ν)
N
· ∆(y)2
N∏
j=1
y j
−ν−2Ne
− 2yj dy j (87)
with:
E
(ν)
N
=
N∏
j=1
−
(
( j − ν − 2N) j−1
)2
(2 j − ν − 2N − 1)
22 j−ν−2N−1Γ
(− j + ν + 2N + 1) ( j − 1)! , (88)
where (a) j denotes the Pochhammer symbol given by (a) j :=
∏ j
i=1
(a + i − 1), (a)0 := 1.
Then, similarly to the Hua-Pickrell case, by a combination of the results from [10] (the
existence of the limit) and [2] (the identification of the limit with Y(ν)) we have that:
N∑
i=1
2
Nxi
d
=
N∑
j=1
y j
N
d−−−−→
N→∞
8Y(ν). (89)
where (x1, x2, . . . , xN) are distributed according to the probabilitymeasure in (85), whereas(
y1, y2, . . . , yN
)
are distributed according to the probability measure in (87). Then, if we
let
ψ
(ν)
N
(t) = E
(
e
−t∑Nj=1 1Nxj ) ,
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where the expectation is taken with respect to probability measure in (85), we have that:
ψ
(ν)
N
(t)
N→∞−−−−→ ψ(ν)(t) (90)
for all t ∈ [0,∞), with the convergence being uniform on compacts. Finally, we define:
ξ(ν)
N
(t) = t
d
dt
logψ(ν)
N
(t).
We then have the following analogue of Proposition 2.1.
Proposition 3.2. Let ν > −1. Then, for t ∈ (0,∞), ξ(ν)
N
(t) is a solution to a particular Painlev
equation:td
2ξ
(ν)
N
dt2

2
= −4t
dξ
(ν)
N
dt

3
+
(
ν2 + 4ξ(ν)
N
+
4t
N
) dξ
(ν)
N
dt

2
+
(
2ν − 4
N
ξ(ν)
N
(t)
) dξ(s)
N
dt
+ 1. (91)
Proof. We have that for t ∈ (0,∞):
ψ
(ν)
N
(t) =
1
N! · C˜(ν)
N
∫ ∞
0
. . .
∫ ∞
0
N∏
j=1
e
− tNxj x jνe−x j∆(x)2dx, (92)
where C˜
(ν)
N
is a normalisation constant. Hence, using the Andre´ief-Heine identity as in
the proof of Proposition 2.1, we can write this as:
ψ
(ν)
N
(t) =
1
C˜
(ν)
N
det
[∫ ∞
0
e−
t
Nx x j+kxνe−xdx
]
j,k=0,...,N−1
, (93)
so that
ξ(ν)
N
(t) = t
d
dt
logψ(ν)
N
(t) = t
d
dt
log det
[∫ ∞
0
e−
t
Nx x j+kxνe−xdx
]
j,k=0,...,N−1
. (94)
The result is then an immediate consequence of the proposition below bywriting ξ
(ν)
N
(t) =
H˜N(
t
N ). 
Proposition 3.3. For t > 0 and ν > −1, let
H˜N(t) = H˜N(t; ν) = t
d
dt
log det
[∫ ∞
0
e−
t
x−xx j+kxνdx
]
j,k=0,...,N−1
. (95)
Then, we have that:td2H˜Ndt2

2
=
N − (2N + ν)dH˜Ndt

2
− 4
N(N + ν) + tdH˜Ndt − H˜N
 dH˜Ndt
dH˜Ndt − 1
 . (96)
Proof. For ν > 0, the result is proved in Theorem 3 of [18]. For ν > −1, one can see
that the results in Section 2 of [18] up to and including Lemma 2 therein still hold true
for this extended range of values of ν provided that t > 0, based on the fact that e−
t
x
has an infinitely strong zero at the origin. Using this, the rest of the argument follows
analogously. See also remark 2.1 in [41]. Alternatively, the result can be extended to
ν > −1 via an analytic continuation argument identical to the one presented in the proof
of Proposition 2.3. 
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Now, we prove a series of propositions that will allow us to deduce Theorem 3.1.
Proposition 3.4. Let ν > −1. Then, there exist holomorphic functions gN for N = 1, 2, 3, . . .
and g on {z ∈ C :ℜz > 0}, with gN(0) = g(0) = 1, such that
ψ(ν)
N
= gN
∣∣∣
[0,∞) and ψ
(ν) = g
∣∣∣
[0,∞) . (97)
Moreover, forℜz > 0, p = 1, 2, . . . we have:
lim
N→∞
dp
dzp
gN(z) =
dp
dzp
g(z). (98)
Proof. We use the same sequence of arguments we used in the proof of Proposition 2.4
by noting that
∣∣∣e− zNx ∣∣∣ < 1 uniformly on {z ∈ C :ℜz > 0}, x > 0 and N ≥ 1. 
Proposition 3.5. Let ν > −1. Then, there exists an exchangeable sequence of random variables
{ei}∞i=124 having the following Inverse-Gamma distribution on (0,∞):
2ν+1
Γ(ν + 1)
x−ν−2e−
2
x dx, (99)
such that
N∑
i=1
2
xi
d
=
N∑
i=1
yi
d
=
N∑
i=1
ei, for all N ≥ 1, (100)
where (x1, x2, . . . , xN) are distributed according to the probabilitymeasure (85)while
(
y1, y2, . . . , yN
)
are distributed according to the probability measure (87).
Proof. We effectively follow the proof in [4, Proposition 2.11] verbatim, using the analo-
gous results on the inverse Laguerre ensemble established in [2], and noting that (99) is
the law of y1 in the case N = 1. 
Proposition 3.6. Let ν > r − 1 ≥ 0. Then, the sequence of random variables
∣∣∣∣∣
N∑
j=1
1
Nx j
∣∣∣∣∣r

N≥1
(101)
where (x1, x2, . . . , xN) are distributed according to the measure in (85), is uniformly integrable.
Proof. To showuniform integrability of
{∣∣∣∣∣∑Nj=1 1Nx j
∣∣∣∣∣r
}
N≥1
we simply showuniform bound-
edness of a highermoment: for all r ∈ [1, ν+1), there exists k ∈ (r, ν+1) so that, by Jensen’s
inequality:
sup
N≥1
E

∣∣∣∣∣
N∑
j=1
1
Nx j
∣∣∣∣∣k
 ≤ 2−kE[|e1|k] = Γ(ν + 1)22kΓ(ν − k + 1) < ∞, (102)
where we have used Proposition 3.5 for both the bound and the equality. This implies
that the sequence
{∣∣∣∣∣ ∑Nj=1 1Nx j
∣∣∣∣∣r
}
N≥1
is uniformly integrable for all r ∈ [1, ν+ 1). 
24The sequence {ei}∞i=1 is simply given by the diagonal elements of an infinite inverse Laguerre distributed
random matrix with parameter ν on H(∞). This probability measure on H(∞) was constructed in [2].
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Now, we are finally in a position to prove the main result of this section:
Proof of Theorem 3.1. Using an argument similar to the proof of Proposition 2.4 we get the
convergence of derivatives for p = 0, 1, 2, . . .:
dpψ
(ν)
N
dtp
N→∞−−−−→ d
pψ(ν)
dtp
(103)
for all t ∈ (0,∞). Now, for ν > −1, it was proven in [2, Proposition 7.2] that Y(ν) is finite
almost surely. Moreover, it is clear from the definition of the eigenvalue density (85)
that P
(∑N
j=1
1
Nx j
< 1
)
is strictly positive for all N. Therefore, an application of Markov’s
inequality yields that there are constants m(ν)
N
> 0, m(ν) > 0 andM(ν) > 0 such that
ψ
(ν)
N
(t) ≥ m(ν)
N
e−t > 0 and ψ(ν)(t) ≥ m(ν)e−M(ν)t > 0, for all t ∈ (0,∞). (104)
Therefore, ξ
(ν)
N
and its derivatives are well-defined and we can take the limits for t ∈
(0,∞), p = 0, 1, 2, . . . :
dp
dtp
ξ
(ν)
N
(t)
N→∞−−−−→ d
p
dtp
ξ(ν)(t). (105)
Then, we simply take the limit as N → ∞ of (91) and substitute h(ν)(t) = ν24 + ξ(ν)(t) to get
the desired Painleve´ equation (83). To show that ξ(ν)(t) is Cω on (0,∞), we simply use the
fact that ψ(ν)(t) > 0 on (0,∞) and apply the same sequence of arguments as in the proof
of Theorem 1.2.
For the boundary conditions, letting (x1, x2, . . . , xN) be distributed according to the
probability measure in (85), we simply compute, using Proposition 3.5:
E

N∑
j=1
1
Nx j
 = E
[
e1
2
]
=
1
ν
(106)
for ν > 0 and note that by Proposition 3.6 we have that
E


N∑
j=1
1
Nx j

2 < ∞, (107)
for ν > 1. Hence, we get the boundary conditions:
ξ
(ν)
N
(0) = 0, for ν > 0,
d
dtξ
(ν)
N
(t)
∣∣∣
t=0
= − 1ν , for ν > 1,
(108)
for all N ≥ 1. Now, since by Proposition 3.6 we have that ν > r − 1 ≥ 0 implies that the
sequence
{∣∣∣∣∑Nj=1 1Nx j
∣∣∣∣r}
N≥1
is uniformly integrable, arguing as in the proof of Theorem 1.2
and using (104) we establish:
dp
dtp
ξ(ν)
N
(t)
N→∞−−−−→ d
p
dtp
ξ(ν)(t) (109)
for t ∈ [0,∞), p = 0 when ν > 0 and t ∈ [0,∞), p ∈ {0, 1} when ν > 1. Thus, the desired
boundary conditions are obtained by taking the limit N →∞ in (108). 
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