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aDepartment of Earth Sciences, Durham University, Durham, UK3
Abstract4
Numerical simulation of hydrate dissociation in porous media is important to investigate future
hydrate fuel extraction strategies and/or the impacts of climate change on the long-term stability of
vulnerable near-surface hydrate deposits. The core-scale hydrate dissociation experiment of Ma-
suda et al. (1999) represents an important experimental data set that can be used for benchmarking
numerical simulators for this purpose. Data collected includes gas production, water production,
boundary pressure and temperature from three internal observation points. At least six modeling
studies exist within the literature seeking to simulate the gas production data and the temperature
data. However, the pressure data and water production data are generally overlooked. In this arti-
cle we present a set of numerical simulations capable of reconciling the Masuda et al. (1999) data
set in its entirety. Improvements on existing modeling studies are achieved by: (1) using improved
estimates of the initial hydrate saturation; (2) obtaining relative permeability parameters, a hydrate
stability depression temperature and a convective heat transfer coeﬃcient by calibration with the
observed data; (3) applying a new critical threshold permeability model, specifically to reconcile
a relatively fast gas production with a relatively slow far-field boundary pressure response. A sub-
sidiary finding is that permeability is significantly reduced in the presence of very low hydrate
saturations. But more importantly, the multi-faceted eﬀectiveness of the data set from Masuda’s
experiment is clearly demonstrated for numerical simulation benchmarking in the future.
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1. Introduction7
The ability to simulate and forecast hydrate dissociation in marine sediments is important to8
both improving our understanding of the possible impacts of global warming on methane release9
and developing eﬃcient methodologies for industrial methane extraction as a fossil fuel resource.10
Many relevant numerical and experimental studies are reported in the literature, but an article of11
particular significance is that of Masuda et al. (1999), which presents experimental results from12
four core-scale experiments whereby hydrate in a sandstone is dissociated by depressurization13
while the outer surface of the core is exposed to a constant temperature “air-bath”.14
Observed data from the experiments include time-series of gas production, water production,15
pressure at the core boundary far-field to the fluid outlet and temperature at three diﬀerent points16
in the core. Masuda et al. (1999) also present results from one-dimensional numerical simulations17
of these data from their own numerical simulator. Their model results do a good job of capturing18
the observed pressure response from the experiments. However, their simulated gas production is19
significantly delayed as compared to the observed data. Furthermore, their simulated temperature20
distribution bares little resemblance to the observed data and simulated water production is not21
reported.22
Interestingly, there are at least six published independent attempts to provide and/or improve23
numerical simulations of these experiments (Nazridoust and Ahmadi, 2007; Liang et al., 2010;24
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Zhao et al., 2012; Ruan et al., 2012a; Shin, 2014; Chen et al., 2016). In addition to these, there25
are several articles reporting to explicitly use the Masuda et al. (1999) study as a base case for26
numerical parameter sensitivity analysis (Gamwo and Liu, 2010; Ruan et al., 2012b; Zhao et al.,27
2014, 2015, 2016; Song et al., 2016).28
Nazridoust and Ahmadi (2007) sought to improve on the numerical work of Masuda et al.29
(1999) by developing a two-dimensional axisymmetric simulation of the fourth experiment pre-30
sented by Masuda et al. (1999), hereafter referred to as Run 4. Nazridoust and Ahmadi (2007)31
performed their simulations using the commercial CFD code, FLUENT. Their simulated results32
provided a much better match to the observed temperature time-series and gas production data,33
as compared to those of Masuda et al. (1999). However, their simulated far-field boundary pres-34
sure was found to decline much earlier than the observed data. Furthermore, their predicted water35
production volume was 3.3 times that observed from the experiment.36
The diﬀerences between the simulated results of Masuda et al. (1999) and Nazridoust and37
Ahmadi (2007) are unlikely to be due to using a one-dimensional or two-dimensional spatial rep-38
resentation. Note that a two-dimensional representation would delay heat transport from the air-39
bath to the center of the core, as compared to a one-dimensional representation, suggesting that40
Nazridoust and Ahmadi (2007) should have forecasted slower gas production as opposed to faster.41
Liang et al. (2010) attempted to simulate Masuda’s Run 4 data using their own IMPES (im-42
plicit pressure-explicit saturation) numerical scheme based on the governing equations for hydrate43
dissociation simulation previously presented by Sun et al. (2005). Their presented numerical re-44
sults were similar to those of Nazridoust and Ahmadi (2007). Interestingly, Liang et al. (2010)45
comment on the inconsistency of the Nazridoust’s simulation with Masuda’s observed pressure46
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data, but do not present simulated pressure data of their own in this context.47
Zhao et al. (2012) present results from numerical simulations that should have provided iden-48
tical results to those of Liang et al. (2010). However, their temperature time-series data is very49
diﬀerent to both Masuda’s observed data and the simulation results from Liang et al. (2010). Of50
interest is that Zhao et al. (2012) forecasts an additional delay in the temperature decline due to51
the heat consumption associated with hydrate dissociation.52
Another important aspect of the Masuda et al. (1999) study is that they derive, by calibrating53
their numerical model to their observed data, an empirical power law to describe permeability54
reduction as a function of hydrate saturation. The exponent of the power law was found to be 15.55
The numerical simulations of Nazridoust and Ahmadi (2007) and Liang et al. (2010) also adopted56
this empirical function. Ruan et al. (2012a) provide an additional attempt to simulate Masuda’s57
Run 4, which yielded very similar results to those of Liang et al. (2010). However, Ruan et al.58
(2012a) used the same empirical function for permeability reduction but with an exponent of 11.59
Shin (2014) attempted to simulate Masuda’s Run 4 using an in-house finite element model.60
Shin (2014) only report limited information with regards to model parameterization. However, it61
is clear form their presented results that their model underestimates the amount of gas produced62
during the experiment by around 3%.63
Chen et al. (2016) present simulation results for Masuda’s Run 4 but only for the temperature64
and pressure time-series data. They also compare their numerical results directly with those of65
Nazridoust and Ahmadi (2007) and Zhao et al. (2012). All the numerical results look very dif-66
ferent. The main diﬀerence between the simulation of Chen et al. (2016) and the other numerical67
studies discussed above is that Chen et al. (2016) applies a constant temperature boundary to the68
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sides of the core whereas all the other studies apply adiabatic boundary conditions, in conjunc-69
tion with a heat production term associated with heat transfer from the outer constant temperature70
air-bath.71
Of particular interest is that, with the exception of Nazridoust and Ahmadi (2007), none of the72
numerical studies discussed above report results concerning simulated water production. Further-73
more, with the exception of Masuda et al. (1999) and Nazridoust and Ahmadi (2007), none of the74
above studies comment on their ability to simulate the pressure data at the far-field boundary.75
Our original intention was to use one of the above modeling studies to benchmark our own76
numerical simulator for hydrate dissociation. It is possible to closely match the results of Ruan77
et al. (2012a). However, this can only be achieved by significantly increasing the convective78
heat transfer coeﬃcient for the heat source associated with the constant temperature air-bath, as79
compared to the value originally specified by Masuda et al. (1999). Once this is achieved it is80
found that pressure at the far-field boundary decreases too fast and insuﬃcient gas and water are81
produced at the outlet, as compared to the experimental observations of Masuda et al. (1999)82
(recall that Ruan et al. (2012a) does not report their simulated results for water production and83
pressure).84
The objective of this article is to present a set of numerical simulations that better match all85
facets of the Masuda et al. (1999) data set, for benchmarking similar numerical models in the fu-86
ture. In particular, this article presents a unified set of governing equations and parameter values,87
which can be used to provide close correspondence to all the observed experimental data includ-88
ing gas production volume, water production volume, far-field boundary pressure and temperature89
at the three temperature observation points. This is achieved by designing a new permeability90
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reduction model to account for the presence of hydrate and obtaining relative permeability param-91
eters, a hydrate stability depression temperature and a convective heat transfer coeﬃcient by direct92
calibration to the observed experimental data.93
The outline of this article is as follows. First the mathematical equations, associated parameters94
and numerical solution procedure are presented. A summary of the experimental setup is provided.95
Calibrated model results are then presented and compared to the experimental data along with96
seven similar modeling studies from the literature.97
2. Data and methods98
2.1. Mathematical model99
Consider the presence of saline water, methane and hydrate in a homogenous and isotropic100
porous medium. Liquid water and gaseous methane are assumed to be immiscible. The eﬀect of101
water salinity is assumed only to aﬀect the equilibrium pressure of hydrate and the salinity of the102
liquid water is assumed constant. Local diﬀerence between temperatures and pressures within the103
diﬀerent phases are assumed negligible.104
Following on from these assumptions, the following mass conservation statements can be made105
(e.g. Masuda et al., 1999; Sun et al., 2005; Ruan et al., 2012a; Chen et al., 2017):106
∂Gw
∂t
= −∇ · Fw − (Mh − Mg)Mh
∂Gh
∂t
(1)
107
∂Gg
∂t
= −∇ · Fg − MgMh
∂Gh
∂t
(2)
108
∂Gh
∂t
= MhkdAs(P − Pe) (3)
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and the appropriate form of the accompanying heat transport equation takes the form109
∂U
∂t
= ∇ · (κE∇T ) − ∇ · (vH) (4)
where Gw [ML−3], Gg [ML−3] and Gh [ML−3] are the mass of liquid water, gaseous methane and110
solid hydrate per unit volume of rock, respectively, Fw [ML−2T−1] and Fg [ML−2T−1] are the mass111
fluxes of liquid water and gaseous methane, respectively, Mh = NH Mw+Mg, Mw (= 18.02 kg/kmol)112
and Mg (= 16.04 kg/kmol) are the molecular weights of hydrate, water and methane, respectively,113
NH [-] is the hydrate number (which is generally assumed to be 6 for methane (Sun et al., 2005)),114
t [T] is time, kd [L−1T] is a dissociation constant, As [L−1] is the interface area per unit volume115
between the hydrate and the fluid phases, P [ML−1T−2] is fluid pressure, Pe [ML−1T−2] is the116
hydrate equilibrium pressure, U [ML−1T−2] is the total internal energy per unit volume of rock,117
κE [MLT−3Θ−1] is the eﬀective thermal conductivity of the composite medium, v [LT−1] is the118
convection velocity, T [Θ] is temperature and H [ML−1T−2] is the total enthalpy per unit volume119
of rock.120
Hereafter, the subscripts w, g, h, r indicate that given properties are for liquid water, gaseous121
methane, hydrate or rock matrix, respectively. The mass of components per unit volume for phase122
i (where i = w, g or h), Gi, are further defined by123
Gi = φρiS i (5)
where φ [-] is the rock porosity and ρi [ML−3] and S i [-] are the density and saturation of phase i,124
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respectively.125
The mass fluxes of phase i, Fi, are further defined using the following modified form of Darcy’s126
law127
Fi = −ρikkri
μi
∇P (6)
where k [L2] is the rock permeability and kri [-] and μi [ML−1T−1] are the relative permeability and128
dynamic viscosity for phase i, respectively.129
The total internal energy per unit volume of rock, U, is related to the total enthalpy per unit130
volume of rock, H, by U = H − P. It follows that U, κE and vH can be further defined by:131
U = H − P = Gwhw +Gghg +Ghhh + (1 − φ)ρrhr − P (7)
132
κE = φ(S wκw + S gκg + S hκh) + (1 − φ)κr (8)
133
vH = Fwhw + Fghg (9)
where hi [L2T−2] and κi [MLT−3Θ−1] are the enthalpy per unit mass and thermal conductivity of134
phase i, respectively.135
2.1.1. Boundary and initial conditions136
The cylindrical geometry of the core along with the assumption of a homogenous and isotropic137
porous medium enables an assumption of axial symmetry such that the problem can be solved in138
terms of normal distance away from the gas outlet, x [L], and radial distance away from the central139
axis of the cylinder, r [L]. The core is assumed sealed on all sides except for the outlet, which140
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releases fluid due to a fixed pressure. All boundaries are treated as adiabatic with the exception141
of a convective heat gain due to the surrounding fixed temperature air-bath. Let L [L] and R [L]142
be the length and radius of the core, respectively. In this way, the system of equations described143
above can be appropriately constrained by the following initial and boundary conditions:144
P = PI , 0 ≤ x ≤ L, 0 ≤ r ≤ R, t = 0
T = TI , 0 ≤ x ≤ L, 0 ≤ r ≤ R, t = 0
S g = S gI , 0 ≤ x ≤ L, 0 ≤ r ≤ R, t = 0
S h = S hI , 0 ≤ x ≤ L, 0 ≤ r ≤ R, t = 0
P = P0, x = 0, 0 ≤ r ≤ R, t > 0
∂T
∂x
= 0, x = 0, 0 ≤ r ≤ R, , t > 0
Fg,x = 0, x = L, 0 ≤ r ≤ R, t > 0
Fw,x = 0, x = L, 0 ≤ r ≤ R, t > 0
∂T
∂x
= 0, x = L, 0 ≤ r ≤ R, t > 0
Fg,r = 0, 0 ≤ x ≤ L, r = 0, t > 0
Fw,r = 0, 0 ≤ x ≤ L, r = 0, t > 0
∂T
∂r
= 0, 0 ≤ x ≤ L, r = 0, t > 0
Fg,r = 0, 0 ≤ x ≤ L, r = R, t > 0
Fw,r = 0, 0 ≤ x ≤ L, r = R, t > 0
∂T
∂r
=
λ(T0 − T )
κE
, 0 ≤ x ≤ L, r = R, t > 0
(10)
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where PI [ML−1T−2], TI [Θ], S gI [-], S hI [-] are the initial values of fluid pressure, temperature, gas145
saturation and hydrate saturation, respectively, P0 [ML−1T−2] is the boundary pressure at the fluid146
outlet, T0 [Θ] is the temperature of the air-bath and λ [MT−3Θ−1] is the convective heat transfer147
coeﬃcient describing heat transfer from the constant temperature air-bath to the boundary of the148
sandstone core.149
2.1.2. Recasting in terms of primary dependent variables150
The four partial diﬀerential equations (PDE) to be solved for include Eqs. (1) to (4). In151
principle, one can solve for Gw, Gg, Gh and U. However, there is a strong inter-dependence152
between these variables due to the eﬀects of pressure and temperature on fluid density. Therefore,153
following Goudarzi et al. (2016), it is better to solve for fluid pressure, P, temperature, T , and the154
mass fractions of gaseous methane and hydrate in the pore-space, zg [-] and zh [-], respectively,155
found from156
zi =
Gi
F
(11)
where157
F = Gw +Gg +Gh (12)
and158
zw + zg + zh = 1 (13)
It is therefore necessary to use Eqs. (1) to (4) to derive four new equations for the time deriva-159
tives of zg, zh, P and T .160
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Note that (Goudarzi et al., 2016)161
∂zi
∂t
=
1
F
(
∂Gi
∂t
− zi∂F
∂t
)
(14)
where162
∂F
∂t
=
∂Gw
∂t
+
∂Gg
∂t
+
∂Gh
∂t
(15)
Given that P, T , zg and zh have been chosen as the primary dependent variables, it can also be163
said that164
∂F
∂t
=
∂F
∂P
∂P
∂t
+
∂F
∂T
∂T
∂t
+
∂F
∂zg
∂zg
∂t
+
∂F
∂zh
∂zh
∂t
(16)
Substituting Eqs. (5) and (11) into Eq. (12) and rearranging further leads to165
F = φ
[
1
ρw
+
(
1
ρg
− 1
ρw
)
zg +
(
1
ρh
− 1
ρw
)
zh
]−1
(17)
from which it can be shown that the associated partial derivatives of F are obtained as follows:166
∂F
∂zg
= −F
2
φ
(
1
ρg
− 1
ρw
)
(18)
167
∂F
∂zh
= −F
2
φ
(
1
ρh
− 1
ρw
)
(19)
168
∂F
∂P
=
FαE
φ
(20)
169
∂F
∂T
= −FβE
φ
(21)
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where170
αE = φ(S wαw + S gαg + S hαh) + (1 − φ)αr (22)
171
βE = φ(S wβw + S gβg + S hβh) + (1 − φ)βr (23)
and αi and βi are the compressibility and thermal expansivity of phase i, respectively, defined by:172
αi =
1
ρi
∂ρi
∂P
(24)
173
βi = − 1
ρi
∂ρi
∂T
(25)
Also note that174
∂φ
∂P
= (1 − φ)αr (26)
and175
∂φ
∂T
= (1 − φ)βr (27)
Substituting Eqs. (7) and (9) into Eq. (4) leads to176
Gw
∂hw
∂t
+Gg
∂hg
∂t
+Gh
∂hh
∂t
+ (1 − φ)ρr ∂hr
∂t
+hw
∂Gw
∂t
+ hg
∂Gg
∂t
+ hh
∂Gh
∂t
+ hr
∂
∂t
[(1 − φ)ρr] − ∂P
∂t
= ∇ · (κE∇T ) − Fw · ∇hw − Fg · ∇hg − hw∇Fw − hg∇Fg
(28)
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Substituting the mass conservation equations, Eqs. (1) to (3), then yields177
Gw
∂hw
∂t
+Gg
∂hg
∂t
+Gh
∂hh
∂t
+ (1 − φ)ρr ∂hr
∂t
− ∂P
∂t
= ∇ · (κE∇T ) − Fw · ∇hw − Fg · ∇hg + hD∂Gh
∂t
(29)
where hD [L2T−2] represents the latent heat per unit mass of hydrate, defined by178
hD =
(Mh − Mg)(hw − hh) + Mg(hg − hh)
Mh
(30)
Note that because the porous rock is assumed to be incompressible, ∂[(1 − φ)ρr]/∂t = 0.179
To write the above heat transport equation in terms of temperature and pressure, it is necessary180
to substitute (Cengel and Boles, 2002, p. 615)181
dhi = cpidT +
(
1 − βiT
ρi
)
dP (31)
where cpi [L2T−2Θ−1] and βi [Θ−1] are the constant pressure specific heat capacity and thermal182
expansivity of phase i, respectively. Finally it can be shown that (similar to Nield and Bejan,183
2006; Mathias et al., 2014)184
ρEcpE
∂T
∂t
− βET ∂P
∂t
=
∂U∗
∂t
(32)
where185
∂U∗
∂t
= ∇ · (κE∇T ) − (cpwFw + cpgFg) · ∇T + (cpwμJTwFw + cpgμJTgFg) · ∇P + hD∂Gh
∂t
(33)
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and186
ρEcpE = Gwcpw +Ggcpg +Ghcph + (1 − φ)ρrcpr (34)
and μJT i [M−1L−2Θ] is the Joule-Thomson coeﬃcient, defined by187
μJT i =
βiT − 1
ρicpi
(35)
Combining Eqs. (16) and (32) then yields188
∂P
∂t
=
∂F
∂t
− ∂F
∂zg
∂zg
∂t
− ∂F
∂zh
∂zh
∂t
− 1
ρEcpE
∂U∗
∂t
∂F
∂P
+
βET
ρEcpE
∂F
∂t
(36)
and189
∂T
∂t
=
1
ρEcpE
(
∂U∗
∂t
+ βET
∂P
∂t
)
(37)
where ∂zi/∂t and ∂U∗/∂t can be found from Eqs. (14) and (33), respectively.190
2.1.3. The convective heat transfer coeﬃcient, λ191
The need for a convective heat transfer coeﬃcient, λ, within the boundary conditions provided192
in Eq. (10), comes about due to the presence of a rubber sleeve around the sandstone core during193
the experiment (Masuda et al., 1999).194
Let Q [ML2T−3] be the heat flux from the outside of the sandstone core, found from195
Q = −2πRLκE ∂T
∂r
∣∣∣∣∣
r=R
= 2πRLλ(T − T0) (38)
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Assuming heat conduction within the rubber sleeve to be quasi-steady state (Crank, 1975, p.69)196
Q = 2πLκs(T − T0)
ln[(R + ts)/R] (39)
where κs [MLT−3Θ−1] and ts [L] are the thermal conductivity and thickness of the rubber sleeve,197
respectively.198
It follows that199
λ =
κs
R ln[(R + ts)/R] (40)
According to Robert et al. (2017), the thermal conductivity of rubber ranges between 0.016200
W m−1 K−1 and 2.3 W m−1 K−1. Masuda et al. (1999) do not report the thickness of the rubber201
sleeve. However, for a diﬀerent but similar set of experiments, Kono et al. (2008) state that they202
used a rubber sleeve of 10 mm thickness. Assuming a sleeve thickness of 10 mm leads to λ values203
ranging from of 1.90 and 272.7 W m−2 K−1, respectively. Masuda et al. (1999) report that they204
calculated a value of λ of 16.6 W m−2 K−1. However, given the uncertainty about the thermal205
conductivity of rubber, it would be appropriate to treat λ as a calibration parameter in this context.206
Note that Chen et al. (2016) applied values ranging from 80 W m−1 K−1 and 400 W m−2 K−1 for207
their sensitivity analysis in this context.208
2.1.4. Relative permeability209
There are many articles available seeking to improve our understanding with regards to the210
eﬀect of hydrate on the relative permeability of gas and water (see Delli and Grozic, 2013, and211
references therein). Here a very simple approach is adopted. When calibrating their model to212
15
the experimental data, Masuda et al. (1999) found it necessary to assume that permeability was a213
power law of hydrate saturation, S h, with a permeability reduction exponent of 15. A significant214
challenge was for Masuda et al. (1999) to find a model that produced most of the gas within215
200 minutes whilst maintaining a significant pressure diﬀerence between the fluid outlet and the216
opposite end of the core throughout the experiment (see Fig. 7 of Masuda et al. (1999)). The217
boundary at the opposite end of the core (i.e., at x = L) is hereafter referred to as the far-field218
boundary.219
The model of Masuda et al. (1999) did a good job of sustaining pressure at the far-field bound-220
ary but the gas production takes an additional 120 minutes as compared to the observed data (see221
Fig. 7 of Masuda et al. (1999)). In contrast, the model of Nazridoust and Ahmadi (2007) produced222
all the gas on time but the far-field pressure time-series was completely diﬀerent to that observed223
during the experiment (see Figs. 8 and 10 of Nazridoust and Ahmadi (2007)). The models of224
Liang et al. (2010), Ruan et al. (2012a), Zhao et al. (2012) and Shin (2014) also did a good job225
of getting the time of gas production right. However, these studies do not report on simulated226
pressure reduction at the far-field boundary.227
Chen et al. (2016) only report on simulated temperatures, in the context of Masuda’s exper-228
iment. However, the far-field pressures reported from their associated sensitivity analysis were229
only able to simulate a sustained far-field boundary pressure diﬀerence for 125 minutes.230
The pressure at the far-field boundary is sustained throughout Masuda’s experiment because231
this represents the final point at which all the hydrate is dissociated, which happens at the end232
of the gas production period. A more simple way of ensuring our numerical model simulates233
this behavior is to assume that permeability is reduced to some significantly small value until the234
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hydrate saturation is completely dissociated. Following the ideas discussed by Daigle (2016), this235
point is described in our mathematical model as follows:236
k =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
kc, S h > S hc
kc + (k0 − kc)
(
S hc − S h
S hc
)
, 0 ≤ S h ≤ S hc
(41)
where k0 [L2] is the permeability of the medium when S h = 0 and S hc is a threshold value of237
hydrate saturation, beyond which the permeability is reduced to a value of kc [L2]. Ideally S hc238
should be set to zero. However, it is found that stable numerical simulation requires S hc > 0. A239
value of S hc = 10−4 is found to be suﬃciently small so as not to significantly aﬀect simulation240
results. The reduced permeability, kc, is assumed to be 100 times less than k0.241
In addition to this, the relative permeability of water and gaseous methane are assumed to242
follow the so-called Corey curves:243
krw =
(
S w − S wr
1 − S wr
)nw
, S wr ≤ S w ≤ 1 (42)
244
krg =
( S g
1 − S wr
)ng
, 0 ≤ S g ≤ 1 − S wr (43)
where S wr [-] is the residual water saturation and nw [-] and ng [-] are empirical exponents.245
2.1.5. Auxiliary equations and parameters246
Due to the earlier assumption that liquid water and gaseous methane are assumed immisci-247
ble, only pure-component fluid properties are required. Following Mathias et al. (2014), these are248
obtained using the National Institute of Standards and Technology’s online NIST Chemistry Web-249
17
Book developed by Lemmon et al. (2013). Parameters available from the web book include ρi, cpi,250
μi, κi and μJT i in addition to the constant-volume specific heat capacity, cvi [L2T−2Θ−1]. Invoking251
the Maxwell relations, the compressibility, αi, and thermal expansivity, βi, can be obtained from252
(see Cengel and Boles, 2002, p. 627)253
αi =
Tβ2i
ρi(cpi − cvi) (44)
254
βi =
ρicpiμJT i + 1
T
(45)
Intensive lookup tables can be developed for the two fluids for a wide range of temperatures255
and pressures prior to running a numerical solution. These can then be linearly interpolated during256
numerical solution of the above set of PDEs.257
Following Masuda et al. (1999), the rock and hydrate are assumed to be incompressible such258
that αr = βr = αh = βh = 0. From Table 3 of Masuda et al. (1999) the following additional values259
for rock and hydrate are assumed: cpr = 800 J kg−1 K−1, κr = 8.80 W m−1 K−1, ρr = 2650 kg m−3,260
cph = 2010 J kg−1 K−1, κh = 0.393 W m−1 K−1. From Selim and Sloan (1989), ρh = 913 kg m−3.261
To determine the hydrate stability pressure, Pe (Pa), the empirical equation of Moridis (2002)262
is used263
Pe = 106 exp
⎛⎜⎜⎜⎜⎜⎝
5∑
n=0
an(T + Td)n
⎞⎟⎟⎟⎟⎟⎠ (46)
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where264
a0 = −1.94138504464560 × 105
a1 = 3.31018213397926 × 103
a2 = −2.25540264493806 × 101
a3 = 7.67559117787059 × 10−2
a4 = −1.30465829788791 × 10−4
a5 = 8.86065316687571 × 10−8
where Td (K) is a hydrate stability depression temperature associated with hydrate inhibitors such265
as salinity.266
The brine used by Masuda et al. (1999) is reported to have a salinity of 10 ppt. Considering267
data presented in Fig. 7 of Wright et al. (1999) for hydrate stability in brine saturated sand and silt,268
it is speculated that Td could range from 0.5 to 1.5 K for the experimental conditions of Masuda et269
al. (1999).270
In a recent empirical study, Gupta et al. (2008) showed that an accurate estimation of the latent271
heat of hydrate can be obtained from the Clayperon equation. Considering again Eq. (30), the272
Clayperon equation (Cengel and Boles, 2002, p. 610) reveals that the latent heat of hydrate, hD,273
can be found from274
hD =
dPe
dT T
⎡⎢⎢⎢⎢⎢⎢⎣
(Mh − Mg)
(
ρ−1w − ρ−1h
)
+ Mg
(
ρ−1g − ρ−1h
)
Mh
⎤⎥⎥⎥⎥⎥⎥⎦ (47)
and assuming Eq. (46),275
dPe
dT =
⎛⎜⎜⎜⎜⎜⎝
5∑
n=1
nan(T + Td)n−1
⎞⎟⎟⎟⎟⎟⎠ Pe (48)
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For the hydrate dissociation rate constant, kd, Masuda et al. (1999) employed an empirical276
equation due to Kim et al. (1987). However, Clarke et al. (2001) revisited the study of Kim et al.277
(1987) and presented a revised empirical equation as follows278
kd = kd0 exp
(
−ΔE
RT
)
(49)
where kd0 = 36 kmol m−2 Pa s and ΔE/R = 9572.73 K.279
Following Masuda et al. (1999)280
As = φS hAgeo (50)
where Ageo [L] is the surface area to volume ratio of the hydrate particles. The diameter of the281
hydrate particles studied by Clarke et al. (2001) were approximately 8 μm. Assuming the particles282
to be spherical, this gives a value of Ageo = 6/(8 × 10−6) = 7.5 × 105 m.283
Note that, following Masuda et al. (1999), Nazridoust and Ahmadi (2007), Shin (2014), Liang284
et al. (2010), Ruan et al. (2012a), Zhao et al. (2012) and Chen et al. (2016), Knudsen diﬀusion is285
not explicitly considered. Such an eﬀect is unlikely to be very significant because of the relatively286
high pressures associated with Masuda’s experiments. However, for lower pressure scenarios287
further consideration should be given in this respect.288
2.1.6. Numerical solution289
Following Mathias et al. (2014) and Goudarzi et al. (2016), the above set of equations are290
solved using a method of lines approach. The spatial domain is discretized into Nx equally-spaced291
points in the x direction and Nr equally-spaced points in the y direction using Godunov’s method292
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(LeVeque, 1992). The resulting set of non-linear coupled ordinary diﬀerential equations with293
respect to time are then solved simultaneously using MATLAB’s stiﬀ solver, ODE15s (Shampine294
and Reichelt, 1997). No manual choice of time-step is required because ODE15s uses an adaptive295
time-grid to ensure numerical solution is achieved to a consistently high accuracy. For all the296
simulations conducted in this article, Nx = 100 and Nr = 20.297
Axisymmetric problems often require extensive grid refinement in radial direction at the origin298
when applying source terms at r = 0. However, in this case, the r = 0 boundary is a zero flux299
boundary, which by its nature is very smooth. Consequently the model quickly achieves numerical300
convergence with increasing grid resolution. Numerical convergence was verified by comparing301
results from additional simulations using Nx = 50 and Nr = 10. Results from the two sets of302
simulations were found to be virtually identical.303
2.2. Summary of the experiments304
The experiments of Masuda et al. (1999) involved emplacing a mixture of water, methane and305
hydrate within a cylindrical core of Berea sandstone. A fixed pressure reduction was applied at306
one end of the core to form a fluid outlet. All other external surfaces were sealed. The core was307
heated during the experiment using a constant temperature air-bath. Pressure was monitored at the308
opposite end to the fluid outlet. Temperature was monitored at three diﬀerent points within the309
core, T1, T2 and T3. According to Fig. 1 of Masuda et al. (1999), T1, T2 and T3 are located 225310
mm, 150 mm and 75 mm from the fluid outlet.311
The volume of methane produced from the core was recorded throughout the experiment.312
The total volume of water produced was recorded at the end of the experiment. Masuda et al.313
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Table 1: Summary of the four hydrate dissociation experiments according to Masuda et al. (1999). Note that the initial
gas saturation, S gI = 1 − S wI − S hI .
Run number 1 2 3 4
Air-bath temperature, T0 (K) 275.15 275.15 275.15 275.15
Initial temperature, TI (K) 275.45 275.45 275.45 275.45
Boundary pressure, P0 (MPa) 3.28 3.14 2.99 2.84
Initial pressure, PI (MPa) 3.75 3.70 3.57 3.75
Initial hydrate saturation, S hI (-) 0.354 0.394 0.425 0.443
Initial water saturation, S wI (-) 0.455 0.308 0.348 0.351
Volume of gas produced, VgP (Scm3) 7276 8096 8734 9106
Volume of water produced, VwP (Scm3) 6.3 6.5 12.0 11.7
(1999) repeated the experiment on the same core, four times but with diﬀerent initial and boundary314
pressures. The various measured parameters associated with these four runs are listed in Table 1.315
The length of core was, L = 30 cm. The cross-sectional area of the core was πR2 = 20.3 cm2.316
The absolute permeability of the core was k0 = 9.67 × 10−14 m2. The porosity of the core was317
φ = 0.182. The methane gas was close to pure. The water had a salinity of 10 ppt. A schematic318
diagram of the experimental setup is presented in Fig. 1.319
2.2.1. Initial hydrate saturations revisited320
The initial saturations of water, gas and hydrate were determined by material balance. Of note321
is that Masuda et al. (1999) report that they were concerned that the estimated hydrate saturations322
were significantly underestimated. It is possible to explore this further by performing a material323
balance based on the data provided in Table 1.324
The following mass balance equations can be used to relate the mass of water and methane325
residing in the pore-space of the sandstone core at the beginning and end of the experiment with326
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the masses of water and methane produced from the core by the end of the experiment:327
mwhI + mwI = mw0 + mwP (51)
328
mghI + mgI = mg0 + mgP (52)
where mwhI [M] is the mass of water initially present in hydrate within the pore-space, mwI [M]329
is the mass of liquid water present within the pore-space, mw0 [M] is the mass of liquid water330
present within the pore-space at the end of the experiment and mwP [M] is the mass of liquid water331
produced from the core by the end of the experiment. The symbols in Eq. (52) represent identical332
items to those in Eq. (51) but for methane as opposed to water.333
Note that:334
mwhI =
(Mh − Mg)ρhVT S hI
Mh
(53)
335
mghI =
MgρhVT S hI
Mh
(54)
336
mwI = ρwIVT S wI (55)
337
mgI = ρgIVT S gI (56)
where VT is the total pore-volume, found from338
VT = πR2Lφ (57)
and S hI [-], S wI [-] and S gI [-] represent the initial saturations of hydrate, liquid water and gaseous339
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methane and ρwI [ML−3] and ρgI [ML−3] are the densities of water and methane in the sandstone340
core at the initial pressure and temperature conditions.341
Furthermore,342
mwP = VwPρwP (58)
343
mgP = VgPρgP (59)
where VwP [L3] and VgP [L3] are the volumes of water and methane produced from the core at344
standard conditions and ρwP [ML−3] and ρgP [ML−3] are the densities of water and methane at345
standard conditions (0.1014 MPa and 15.56 oC), respectively.346
At the end of the experiment it can be assumed that there is no hydrate present such that347
mg0 = (VT − mw0/ρw0)ρg0 (60)
and ρw0 [ML−3] and ρg0 [ML−3] are the densities of water and methane in the sandstone core at the348
final pressure and temperature conditions.349
Substituting Eqs. (52) to (60) into Eq. (51), Eq. (51) can be solved to obtain the volume of gas350
produced:351
VgP =
[(
ρh
Mh
(
ρg0
(
Mh − Mg
)
+ ρw0Mg
)
− ρw0ρgI
)
S hI
+ρw0ρgI (1 − S wI) + ρg0ρwIS wI − ρg0ρw0
−ρg0ρwPVwP
VT
]
(ρw0ρgP)−1
(61)
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or for the volume of water produced:352
VwP =
[(
ρh
Mh
(
ρg0
(
Mh − Mg
)
+ ρw0Mg
)
− ρw0ρgI
)
S hI
+ρw0ρgI (1 − S wI) + ρg0ρwIS wI − ρg0ρw0
−ρw0ρgPVgP
VT
]
(ρg0ρwP)−1
(62)
or alternatively, Eq. (51) can be solved for initial hydrate saturation:353
S hI =
[
ρg0ρw0 − ρw0ρgI (1 − S wI) − ρg0ρwIS wI
+
1
VT
(
ρg0ρwPVwP + ρw0ρgPVgP
)]
[
ρh
Mh
(
ρg0
(
Mh − Mg
)
+ ρw0Mg
)
− ρw0ρgI
]−1
(63)
Table 2 provides the values of initial, final and produced water and methane densities for the354
four experimental runs, based on the pressures and temperatures provided in Table 1, along with355
estimates of volumes of gas produced, volumes of water produced and initial hydrate saturations356
calculated using Eqs. (61), (62) and (63), respectively. The fact that the VgP values in Table 2 are357
much lower than those observed by Masuda et al. (1999), reported in Table 1, confirms Masuda358
et al.’s concern that their estimates of S hI are too low. In fact, forcing their reported values of VgP359
and S hI together, from Table 1, leads the material balance to forecast negative values for water360
production, VwP. It is proposed that new estimates of S hI in Table 2 are more accurate because361
they are calculated directly from the observed gas and water production values given in Table 1,362
using Eq. (63) and are used for all the numerical simulations conducted hereafter.363
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Table 2: Material balance study, determined using the pressures and temperatures in Table 1 and Lemmon et al.
(2013). Following Ahmed (2001), standard conditions are assumed to be 0.1014 MPa and 15.56 oC. The volume
of gas produced was calculated using Eq. (61) with all other parameters taken from Table 1. The volume of water
produced was calculated using Eq. (62) with all other parameters taken from Table 1. The initial hydrate saturation
was calculated using Eq. (63) with all other parameters taken from Table 1.
Run number 1 2 3 4
Initial methane density, ρgI (kg m−3) 28.72 28.30 27.22 28.72
Final methane density, ρg0 (kg m−3) 24.87 23.72 22.51 21.30
Standard methane density, ρgP (kg m−3) 0.6789 0.6789 0.6789 0.6789
Initial water density, ρwI (kg m−3) 1002 1002 1002 1002
Final water density, ρw0 (kg m−3) 1002 1001 1001 1001
Standard water density, ρwP (kg m−3) 999.0 999.0 999.0 999.0
Volume of gas produced, VgP (Scm3) 6411 7269 7640 8097
Volume of water produced, VwP (Scm3) -17.4 -17.2 -21.1 -20.5
Initial hydrate saturation, S hI (-) 0.403 0.441 0.487 0.501
2.3. Model calibration and validation364
Following the discussion above, their remain five unknown model parameters: S wr, nw and ng365
from the relative permeability functions; the hydrate stability depression temperature, Td, associ-366
ated with the salinity in the water and the porous structure associated with the sandstone; and the367
convective heat transfer coeﬃcient, λ. There is a known strong correlation between S wr and nw.368
Therefore, S wr is hereafter, somewhat arbitrarily, fixed to 0.1. Values for the other four parameters369
have been obtained by calibrating the mathematical model above to the observed gas production,370
water production, pressure and temperature data from Run 4 of Masuda et al. (1999). Run 4 is371
selected for comparison with earlier modelling studies (Nazridoust and Ahmadi, 2007; Liang et372
al., 2010; Ruan et al., 2012a; Zhao et al., 2012; Shin, 2014; Chen et al., 2016). Calibration is373
achieved by minimizing the following objective function374
ε = εg + εw + εp + εT1 + εT2 + εT3 (64)
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where375
εi =
∑Ni
j=1(oi j − mi j)2∑Ni
j=1(oi j − oi j)2
(65)
and oi j are observed experimental data, mi j are corresponding model results, Ni are the number376
of observed data, oi j represents the mean of the observed data, and i = g for the gas production377
volume, i = w for the final produced water volume, i = p for the far-field boundary pressure, and378
i = T1,T2,T3 for the observed temperature data at 225 mm, 150 mm and 75 mm from the fluid379
outlet, respectively.380
The above objective function is minimized using MATLAB’s nonlinear minimization routine,381
FMINSEARCH. Based on the above discussion and some preliminary simulation results, seed382
values (for FMINSEARH) for nw, ng, Td and λ were taken to be 1.0, 2.2, 0.5 K and 50 W m−2383
K−1, respectively. As a validation exercise, Masuda’s Run 2 and Run 3 are subsequently simulated384
using the calibrated model parameters from Run 4.385
3. Results and discussion386
Following calibration of the above mathematical model to the observed data from Masuda’s387
Run 4, it was found that optimal values of nw, ng, Td and λ were 0.82, 2.11, 0.98 K and 45.4 W388
m−2 K−1, respectively. These values do not necessarily represent global optimal values but rather389
parameter values that achieve a local minimum of our objective function around the chosen seed390
values.391
The resulting simulated output from the model is compared to the observed data from Run 4 in392
Fig. 2. In Fig. 2a it can be seen that the model predicts the correct amount of final gas and water393
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production volumes. Simulated gas production, as compared to the observed experimental data,394
is delayed by around 20 minutes. In Fig. 2b, the model can be seen to accurately predict most of395
the far-field boundary pressure data, with the exception of a mini-peak in pressure observed in the396
experimental data at around 50 minutes.397
In Fig. 2c, it can be seen that the model does a good job of predicting the temperature data398
at 225 mm and 75 mm from the fluid outlet. However, there are some significant discrepancies399
between the model and observed data during the first 100 minutes at 150 mm from the fluid outlet.400
Fig. 2d shows simulated vertically averaged hydrate saturation as a function of distance from401
the outlet. Here it can be seen that, even at 200 minutes, for distances from the outlet greater than402
5 cm, the hydrate saturation is well over the threshold value of 10−4 used in the permeability model403
(recall Eq. (41)). Also of note is that all the hydrate is dissociated after 300 minutes.404
Figs. 3 and 4 compare model and experimental results for Masuda’s Runs 2 and 3, respectively,405
both using optimal model parameters derived from the Run 4 calibration, described above. For406
both Runs 2 and 3, the model underestimates far-field boundary pressure during the early part of407
the experiments and then overestimates the pressure in the latter part of the experiments. Water408
production is underestimated in Runs 2 and 3 by around 15%. However, for Run 3, the model does409
an excellent job of predicting the gas production data in conjunction with the temperature data at410
all three observation points. It was found that only minor improvement was achieved by directly411
calibrating the model to Runs 2 and 3 independently.412
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3.1. Comparison with earlier modeling studies413
Fig. 5a compares our simulated far-field boundary pressure for Run 4 with model results from414
Masuda et al. (1999), Nazridoust and Ahmadi (2007) and Chen et al. (2016). Recall that the415
other modeling studies discussed above do not report their simulated far-field boundary pressure416
data. Our model results correspond much better to the observed far-field boundary pressure data417
as compared to previous reported modeling attempts. The simulated pressure data from Chen et418
al. (2016) reaches steady state almost 200 minutes too early. The simulated pressure data from419
Nazridoust and Ahmadi (2007) has the wrong shape. The simulated pressure data from Masuda et420
al. (1999) is closer to the observed data as compared to Nazridoust and Ahmadi (2007). However,421
Masuda’s model overestimates the pressure throughout.422
Figs. 5b and 5c compare our simulated gas production for Run 4 with model results from423
Masuda et al. (1999), Nazridoust and Ahmadi (2007), Shin (2014), Liang et al. (2010), Ruan et424
al. (2012a) and Zhao et al. (2012). Recall that Chen et al. (2016) does not report their simulated425
gas production data. The simulations of Masuda et al. (1999) and Shin (2014) produce around 3%426
less gas than the other modeling studies. Furthermore, gas production from Masuda et al. (1999)427
is significantly delayed as compared to the observed data and the other modeling studies. Our428
own simulated gas production is very similar to the results generated by Nazridoust and Ahmadi429
(2007); both of these studies lead to slightly delayed gas production during the first 200 minutes.430
Masuda’s simulation is able to predict a sustained diﬀerence between far-field and fluid outlet431
boundaries due to their relative permeability and permeability configuration. However, the conse-432
quence is that simulated gas production is delayed. In our new model, we are able to simulate both433
the sustained pressure diﬀerence and the relatively fast gas production by assuming that absolute434
29
permeability is reduced to a 100th of its original value until hydrate saturation is below 10−4 (recall435
the discussion in Section 2.1.4). This enables porous media free of hydrate to provide significantly436
high mobility to both gas and water whilst simultaneously blocking oﬀ the far-field boundary from437
the outlet boundary pressure until (almost) all the hydrate has dissociated throughout the core.438
The modeling studies of Liang et al. (2010), Ruan et al. (2012a) and Zhao et al. (2012) are439
worth considering together because all three of these works were developed by the same research440
group at Dalian University of Technology. The simulated gas production data presented by Liang441
et al. (2010) and Zhao et al. (2012) are almost identical. They both lead to slightly delayed gas442
production during the first 100 minutes and then closely follow the observed experimental data443
thereafter. The simulated gas production of Ruan et al. (2012a) is around 20 minutes faster than444
the observed experimental data. The reason for this is that both Liang et al. (2010) and Zhao et445
al. (2012) adopt a permeability reduction exponent of 15 (recall the discussion at the beginning of446
section 2.1.4) whereas Ruan et al. (2012a) adopt an exponent of 11, allowing the gas to be more447
mobile earlier on in the experiment.448
Fig. 6 compares all the above modelling studies in terms of their ability to simulate the ex-449
perimentally observed temperature data within the core at 225 mm, 150 mm and 75 mm from the450
fluid outlet, hereafter referred to as T1, T2 and T3, respectively. All the modeling studies, with451
the exception of Shin (2014) and Chen et al. (2016) are able to correctly predict that T3 declines452
before T2, which declines before T1. And similarly that T3 rises before T2, which rises before453
T1. In contrast, Shin (2014) predicts that T1, T2 and T3 decline together (Fig. 6f) and Chen et al.454
(2016) predicts that T1 rises before T2 and T2 rises before T3 (Fig. 6g). Interestingly, the simulated455
temperature responses of Liang et al. (2010) and Ruan et al. (2012a) are almost identical (compare456
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Figs. 6c and 6d). In contrast, the temperature results from Zhao et al. (2012) have a very diﬀerent457
shape, which is diﬃcult to explain (Fig. 6e).458
All the previous studies, with the exception of Chen et al. (2016), predict that either the min-459
imum values of T1, T2 and T3 are virtually the same or that the minimum of T1 is less than that460
of T2 and that of T2 is less than that of T3 (Figs. 6a, and 6f). Only the Chen et al. (2016) study461
is able to correctly predict that the minimum of T3 is less than that of T2 and the minimum of462
T2 is less than that of T1, as observed from Masuda’s experimental data (Fig. 6g). However, this463
is at the expense of getting the order of timing wrong, as discussed in the paragraph above. Our464
current modeling study represent a considerable improvement in model performance here because465
our simulation gets the order correct for both the timing and the minimum values (Fig. 6h).466
Unfortunately, none of the above studies report simulated water production volumes. How-467
ever, assuming that these studies used the initial saturation values given in Table 1, taking their468
final simulated gas production volumes and substituting these into Eq. (62) leads to negative val-469
ues of water production volumes, as was seen in Table 2. This would suggest that either they470
used diﬀerent initial saturations or their equation of state for methane and water are considerably471
diﬀerent to those provided by Lemmon et al. (2013).472
In this way it can be understood that our modeling study provides a significant improvement in473
model performance compared to earlier studies in terms of correspondence to the various observed474
experimental data reported previously by Masuda et al. (1999). With a single set of parameters,475
reasonable simulations have been provided for gas production, water production, temperature and476
boundary pressure for Masuda’s Runs 2, 3 and 4 (note that experimental data for Run 1 is not477
currently available and so this scenario has not been studied further). The reasons for the improve-478
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ments on earlier work are as follows: (1) improved estimates of the initial hydrate saturation have479
been determined by applying a material balance to the experimental data; (2) the exponents of the480
water and gas relative permeability (nw and ng) along with hydrate stability depression temperature481
(Td) and the convective heat transfer coeﬃcient (λ) have been obtained by calibrating the math-482
ematical model to the experimental data from Run 4; (3) a critical threshold permeability model483
is applied, which assumes permeability is significantly reduced when hydrate saturation is greater484
than a critical threshold value (recall Section 2.1.4).485
4. Summary and conclusions486
The objective of this article was to provide a set of numerical simulations that better match487
the various data presented by Masuda et al. (1999) from three hydrate dissociation experiments488
conducted on a cylindrical core (Run 2, Run 3 and Run 4). The observed experimental data include489
gas production volume, water production volume, far-field boundary pressure and temperature at490
three temperature observation points. With the exception of Masuda et al. (1999) and Nazridoust491
and Ahmadi (2007), previous modeling studies in the literature only looked at gas production and492
temperature. None of the modeling studies in the literature discussed the ability of their models to493
simulate the observed water production.494
A significant issue concerning the numerical simulations of Masuda et al. (1999) are that whilst495
their model did a good job of simulating the far-field boundary pressure, gas production was496
significantly delayed. In our current study it was found that a critical threshold permeability model497
was required to reconcile these two observations, whereby permeability for hydrate saturations498
> 10−4 is assumed to be 100 times less than the absolute permeability. This enables porous media499
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free of hydrate to provide significantly high mobility to both gas and water whilst simultaneously500
blocking oﬀ the far-field boundary from the outlet boundary pressure until almost all the hydrate501
has dissociated throughout the core.502
In addition to our new model providing good correspondence between the gas production and503
far-field boundary pressure data, our model is also found to be eﬀective at simulating the water504
production and temperature data, improving considerably on the seven earlier modeling studies505
found in the literature (Masuda et al., 1999; Nazridoust and Ahmadi, 2007; Liang et al., 2010; Ruan506
et al., 2012a; Zhao et al., 2012; Shin, 2014; Chen et al., 2016). The reasons for the improvements507
on earlier work were as follows: (1) improved estimates of the initial hydrate saturation were508
determined by applying a material balance to the experimental data; (2) the relative permeability509
parameters, a hydrate stability depression temperature and a convective heat transfer coeﬃcient510
were obtained by calibrating the mathematical model to the experimental data from Run 4; (3) an511
alternative permeability model was applied to specifically reconcile a relatively fast gas production512
with a relatively slow far-field boundary pressure response.513
An important subsidiary finding from this work is that permeability is significantly reduced514
in the presence of very low hydrate saturations. The results from this analysis suggest that this515
phenomenon can be approximated in numerical models using a simple step function (see Sec-516
tion 2.1.4). It has also been shown that the initial hydrate saturations for hydrate dissociation517
experiments, such as those of Masuda et al. (1999), can be determined by material balance using518
experimentally observed volumes of produced gas and water. Finally, the multi-faceted eﬀective-519
ness of the data set from Masuda’s experiment is clearly demonstrated for numerical simulation520
benchmarking in the future.521
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Figure 1: Schematic diagram of experimental setup (adapted from Fig. 1 of Masuda et al., 1999).
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Figure 2: Comparison of the numerical model with observed data extracted from Run 4 of Masuda et al. (1999). The
solid lines are from the numerical model. The circular markers are the experimental observed data from Masuda et
al. (1999). a) Comparison of fluid production volumes. The dashed red line represents the experimentally observed
final volume of water produced. Note that Masuda et al. (1999) do not report transient water production data. b)
Comparison of far-field boundary pressures. c) Comparison of temperature data at 225 mm, 150 mm and 75 mm from
the outlet boundary, respectively. All temperature measurements are assumed to be taken from the outside boundary
of the cylindrical core. d) Simulated vertically averaged hydrate saturation plotted at diﬀerent times as a function of
distance from the fluid outlet. Note that 1 Scm3 and 1 Smm3 imply volumes of 1 cm3 and 1 mm3, respectively, at
standard conditions.
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Figure 3: Same as Fig. 2 but for Run 2 of Masuda et al. (1999).
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Figure 4: Same as Fig. 2 but for Run 3 of Masuda et al. (1999).
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Figure 5: Comparison of far-field boundary pressure and gas production volume from diﬀerent model studies in the
literature along with our current study. The circular markers are the observed data extracted from Masuda et al. (1999).
Note that 1 Scm3 implies a volume of 1 cm3 at standard conditions.
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Figure 6: Comparison of temperature data from diﬀerent model studies in the literature along with our current study.
The circular markers are the observed data extracted from Masuda et al. (1999).
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