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Action principles, restoration of BRS symmetry and the
renormalization group equation for chiral non-Abelian gauge theories
in dimensional renormalization with a non-anticommuting γ5
C. P. Mart´ın* and D. Sa´nchez-Ruiz†
Departamento de F´ısica Teo´rica I, Universidad Complutense, 28040 Madrid, Spain
The one-loop renormalization of a general chiral gauge theory without scalar and
Majorana fields is fully worked out within Breitenlohner and Maison dimensional
renormalization scheme. The coefficients of the anomalous terms introduced in the
Slavnov-Taylor equations by the minimal subtraction algorithm are calculated and
the asymmetric counterterms needed to restore the BRS symmetry, if the anomaly
cancellation conditions are met, are computed. The renormalization group equation
and its coefficients are worked out in the anomaly free case. The computations draw
heavily from the existence of action principles and BRS cohomology theory.
1. Introduction
Dimensional Regularization [1,2] is the standard regularization method in four dimen-
sional perturbative quantum field theory as applied to particle physics. Both its axiomatics
and properties were rigorously established long ago [3,4,5,6,7,8,9,10] and quite a number of
computational techniques based on the method have been developed over the years [11,12].
Involved multiloop computations of the parameters of the Standard Model, a must due
to the availability of high precision tests of the model in particle accelerators, have been
carried out in the simplest possible setting thanks to dimensional regularization [13]. The
success of Dimensional Regularization as a practical regularization method stems from the
fact that it preserves the BRS symmetry of vector-like non-supersymmetric gauge theories
without distorting neither the shape of the integrand of a regularized Feynman diagram
nor the properties of the algebraic objects involved (no chiral objects being present). The
minimal subtraction scheme, the famous MS scheme [11], then leads [2] to a renormalized
BRS-invariant theory [3,6]. Counterterms are generated by multiplicative renormaliza-
tion of the tree-level Lagrangian, so that β functions and anomalous dimensions can be
computed easily [10].
It is an empirical fact that electroweak interactions are chiral and hence vector-like
gauge theories does fail to account for them. It turn thus out that chiral gauge theories
are of key importance to understanding Nature. Unfortunately, Dimensional Regulariza-
tion loses its smartness when applied to chiral gauge theories. The algebraic properties
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that the matrix γ5 has in four dimensions cannot be maintained without introducing al-
gebraic inconsistencies as we move away from four dimensions [14]. Hence, within the
framework of Dimensional Regularization, the definition of the object γ5 in “d complex
dimensions” demands a new set of algebraic identities. There exists such a set of identi-
ties, they were introduced in ref. [3], following refs. [2,15], and they entail that the object
γ5 anticommutes no longer with the object γµ. The axiomatics of dimensional regular-
ization so established is the only one which has been shown to be thoroughly consistent
at any order in perturbation theory if cyclicity of the trace is not given up (see ref. [16]
for the non-cyclic trace alternative). Minimal subtraction [11] of the singular part of the
dimensionally regularized Feynman diagrams, a subtraction procedure known as minimal
dimensional renormalization [3,4,5,6], leads to a renormalized quantum field theory that
satisfies Hepp axioms [20] of renormalization theory. Field equations, the action principles
and Zimmerman-Bonneau identities hold in dimensional renormalization. This has been
rigorously shown in refs. [3,4,5,6,7,17] and it constitutes one of the key ingredients of the
modern approach to the quantization of gauge theories by using BRS methods [18,19].
That Dimensional Regularization can be used along with algebraic BRS techniques
is of the utmost importance, for this regularization method and the minimal subtraction
algorithm that comes with it break, generally speaking, chiral gauge symmetries. This
breaking gives rise to both physical and non-physical anomalies [7,21]. Physical anomalies
in the currents of the Lagrangian impose anomaly cancellation conditions [23], lest the the-
ory ceases to make sense as a quantum theory. These anomalies belong to the cohomology
of the Slavnov-Taylor operator that governs the chiral gauge symmetry at the quantum
level and they are not artifacts of the regularization method nor due to the renormalization
scheme employed. Non-physical anomalies correspond to trivial objects in the cohomology
of the BRS operator and, therefore, they can be set to zero by an appropriate choice of
finite counterterms [21]. Non-physical anomalies are artifacts either of the regularization
method, the renormalization method or both.
Notwithstanding the unique status that as a thoroughly consistent framework the
Breitenlohner and Maison scheme enjoys among the dimensional renormalization prescrip-
tions, there is, up to the best of our knowledge, no complete one-loop study of a general
non-Abelian chiral gauge theory, let alone the Standard Model. Most of the implemen-
tations of dimensional regularization in quantum field theories which involve the matrix
γ5 and are anomally-free, e.g. the Standard Model, take a fully anticommuting γ5 in “d
complex dimensions”. This is the so-called “naive” prescription for the object γ5 [22]. The
purpose of this paper is to remedy this situation by carrying out such one-loop study for
a general chiral gauge theory with neither scalar nor Majorana fields. The inclusion of
scalar fields will be discussed elsewhere.
The layout of this paper is as follow. In Section 2 we give a quick account of the
dimensional renormalization algorithm a´ la Breitenlohner and Maison, the Regularized
and Quantum Action Principles and Bonneau identities. Section 3 is devoted to a thorough
study of the one-loop dimensional renormalization of a general chiral gauge theory for a
simple gauge group. In this section the BRS anomaly is computed for the first time in
the Breitenlohner and Maison framework. Of course, the standard anomaly cancellation
conditions are thus obtained. The beta function and the anomalous dimensions of the
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theory are computed in this section as well. Again, the one-loop renormalization group
equation for the model at hand had never been work out as yet in Breitenlohner and
Maison scheme. In section 4 we adapt the results obtained in the previous section to the
case of a non-simple gauge group. We also include three appendices. In Appendices A
and B we show how to use the action principles to obtain the breaking of the Slavnov-
Taylor identities. In Appendix C we compare, for a simple gauge group, the one-loop
renormalized chiral gauge theory obtained by means of the Breitenlohner and Maison
scheme with the corresponding one-loop renormalized theory obtained with the help of an
fully anticommuting γ5 in “d complex dimensions”.
2. Dimensional renormalization: notation and general results
As explained in the Introduction, we will use the formulation of dimensional renormal-
ization given by Breitenlohner and Maison [3,4,5], because it is a systematic and consistent
procedure (valid in the sense of Hepp [20] to all orders in perturbation theory) in which
tools like field equations, action principles and Ward identities can be rigorously imple-
mented. This applies specially to the treatment of γ5.
We will also compare Breitenlohner and Maison formulation with the “naive” pre-
scription which sets the object γ5 to anticommute with the object γµ[22].
2.1. The Breitenlohner and Maison “d-dimensional covariants”
Breitenlohner and Maison define the usual d-dimensional “Lorentz Covariants” (gµν ,
pµ, γµ, etc..) to be formal objects obeying the standard algebraic identities that they
would satisfy in spaces of integral dimension [3] (d is a complex number, indices do not
take any value and questions like of “Lorentz invariance” are meaningless !).
Besides the “d-dimensional” metrics gµν , they introduce a new one, gˆµν , which can
be considered as a “(d− 4)-dimensional covariant”. Moreover the ǫ tensor is considered to
be a “4 dimensional covariant” object (because of axiom in eq. (2) below).
The symbols are required to obey (apart from obvious rules concerning contractions
of indices, addition, multiplication by numbers, commutation of some symbols, etc.):
gµνpν = p
µ, gˆµνpν = pˆ
µ, gµνγν = γ
µ, gˆµνγν = γˆ
µ,
gµνg
ν
ρ = gµρ, gˆµνg
ν
ρ = gˆµν gˆ
ν
ρ = gˆµρ, (1)
gµµ = d, Tr II = 4, {γ
µ, γν} = 2gµν II;
ǫµ1...µ4ǫν1...ν4 = −
∑
π∈S4
signπ
4∏
i=1
(gµiνπ(i) − gˆµiνπ(i)), (2)
where S4 denotes the permutation group of 4 objects, and II is the unit of the symbolic
algebra of gammas.
With the definitions
g¯µν = gµν − gˆµν , g¯µνpν = p¯
µ, g¯µνγν = γ¯
µ,
3
γ5 =
i
4!
ǫµ1...µ4γ
µ1 · · ·γµ4 (3)
and the assumption of cyclicity of the symbol Tr, the following properties can be proved
algebraically [3]
gˆµν g¯
ν
ρ = 0, pˆ · q¯ = 0, gµν g¯
ν
ρ = g¯µρ, gˆ
µ
µ = d− 4, g¯
µ
µ = 4,
{γ¯µ, γ¯ν} = 2g¯µν II, {γˆµ, γˆν} = 2gˆµν II,
ǫµ1...µ4 = signπ ǫµπ(1)...µπ(4) ,
ǫµ1...µ4 gˆ
µiνi = 0, ǫµ1...µ4g
µiνi = ǫµ1...µ4 g¯
µiνi ;
Tr γµ = Tr γ5 = 0, γ
2
5 = II,
Tr [γµγνγ5] = Tr [γ¯
µγ¯νγ5] = Tr [γˆ
µγˆνγ5] = Tr [γ¯
µγˆνγ5] = 0, (4)
Tr [γµ1 · · ·γµ4γ5] = Tr [γ¯
µ1 · · · γ¯µ4γ5] = iTr II ǫµ1...µ4 ;
{γ5, γ
µ} = {γ5, γˆ
µ} = 2γ5γˆ
µ = 2γˆµγ5,
[γ5, γ
µ] = [γ5, γ¯
µ] = 2γ5γ¯
µ = −2γ¯µγ5, (5)
{γ5, γ¯
µ} = [γ5, γˆ
µ] = 0.
g¯µν can be thought of as a projector over the “4-dimensional space” and gˆµν as a
projector over the “(d− 4)-dimensional” one.
All usual formulae (not involving γ5) used for computing traces of strings of gammas
in terms of combinations of the metric remain valid, even when the gammas are hatted
or barred: in these cases one has only to put hats or bars over the corresponding metrics.
Also the trace of an odd number of (normal, hatted or barred) γs vanish.
Strings of gammas with contracted indices are simplified with the aid of formulae like:
γµγνγµ = (2− d)γ
ν,
γ¯µγ¯ν γ¯µ = −2 γ¯
ν, γ¯µγˆν γ¯µ = −4 γˆ
ν ,
γˆµγˆν γˆµ = (6− d)γˆ
ν, γˆµγ¯ν γˆµ = (4− d)γ¯
ν .
Of course, when γ5 of the ǫ tensor appear the situation is very different. In the “naive”
prescription, one assumes the anticommutativity of γ5: {γµ, γ5} = 0, and the cyclicity of
the trace. From these assumptions one obtains [3,10,14,21]
2dTr[γ5] = 0,
2(d− 2)Tr[γµ1γµ2γ5] = 0 if d 6= 0, (6)
2(d− 4)Tr[γµ1 . . . γµ4γ5] = 0 if d 6= 0, 2;
which has the consequence that Tr[γµ1 . . . γµ4γ5] is identically 0 in the dimensionally regu-
larized theory (d 6= 4). So, it also vanishes in the dimensionally renormalized theory, which
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is incompatible with the true property (see eq. (4)) in four dimensions. We could introduce
the symbol ǫ with the requirement that it satisfies eq. (4), but then the symbol ǫ would
be identically 0. Despite this well known fact, people use the “naive” prescription in e.g.
the Standard Model, but they do not set ǫ equal to 0 and at the end of calculations the
symbol ǫ is supposed to have its usual meaning as the Levi-Civita tensor. This is clearly
a mathematical inconsistency (the axioms are not compatible) and when mathematical
inconsistencies are present, results obtained from the axioms are ambiguous and cannot
be trusted.
Eq. (6) is obtained by computing Tr [γµ1 . . . γµmγ
αγαγ5] in two different ways: first,
one contracts the index α without moving around the γ5 and, second, one anticommutes
the γα which is next to the γ5 with this very γ5 and puts it on the left thanks to the
cyclicity of the trace; then, one anticommutes it to the right through the rest of γs until
the other γα is met, contraction of the index α is now carried out. So, at least the trace
of six γs, having two indices contracted, and a γ5 are needed to obtain this inconsistency.
Here, the ambiguity in the results is a consequence of the choice of the position of the
γ5. For example, if the γ5 is not moved in any case,
Tr [γµ1 . . . γµ4γαγαγ5] = dTr [γ
µ1 . . . γµ4γ5],
6= −Tr [γαγ
µ1 . . . γµ4γαγ5] = (8− d) Tr [γ
µ1 . . . γµ4γ5], (7)
unless the trace of four γs and one γ5 (or the ǫ tensor) is 0.
Notice that the ambiguity will be always proportional to (d − 4) or a (d − 4) object
like γˆµ, but there are poles in (d− 4) in the divergent diagrams that will make finite this
ambiguity in the dimensionally renormalized theory, even in one loop calculations.
Then, why do people go on using the “naive” prescription in calculations of, e.g.
Standard Model? The key is that the ambiguities are claimed to be always proportional
to the coefficient of the (chiral gauge) anomaly. So, it would appear that one could freely
use the “naive” prescription in theories with cancellation of anomalies (like the Standard
Model). Calculations to low orders in perturbation theory in some models support this
idea but there is not a rigorous proof of it valid to all orders in perturbation theory. (Also,
it seems difficult to build a consistent theory with inconsistent elements).
We shall close this subsection with a few words regarding the construction of Lorentz
covariants due to Wilson and Collins [24,10]. It is worth mentioning it since it furnishes
explicit expressions for the Lorentz covariants satisfying eqs. (1)-(2), thus showing that no
inconsistencies arise. In this construction gamma “matrices” are represented as infinite
dimensional objects. The “matrix” γ5 being defined by eq. (3), with ǫµ1...µ4 as defined by
eq. (2). However, we will not use this construction but the algebraic approach of abstract
symbols by Breitenlohner and Maison.
2.2. Minimal dimensional renormalization and the renormalized theory
Dimensional renormalization a´ la Breitenlohner and Maison is carried out by applying
the pole subtraction algorithm [3,4,5,6] as given by the forest formula to each dimensionally
regularized 1PI Feynman diagram. This algorithm can also be implemented by adding to
the “d-dimensional” Lagrangian (see below) counterterms whose coefficients have poles at
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d = 4. Both the set of dimensionally regularized Feynman diagrams, which conforms what
is referred to as the regularized theory, and the renormalized 1PI functional obtained from
them are best established in the following way:
i) Write a classical, i.e. order zero in h¯, action, S0, in d space-time dimensions (d
being a generic positive integer) which yield the four dimensional action of the theory
when the formal limit d → 4 is taken. The “d-dimensional” covariants in S0 are
defined as in the previous subsection. We shall assume as in ref. [3] that each free
term,
∫
ddx 1
2
φDφ, in S0 is such that D
−1 is the same algebraic expression as in four
dimensions, although it is expressed in terms of “d-dimensional” covariants. φ denotes
a collection of bosonic or fermionic fields. ih¯D−1 gives the free propagator. S0 will
be referred to as the Dimensional Regularization classical action. We shall call the
“d-dimensional” space-time used above to set the Dimensional Regularization classical
action, S0, the “d-dimensional” space-time of Dimensional Regularization.
ii) Use the Dimensional Regularization classical action, S0, along with standard path
integrals textbook techniques, formally applied, to obtain the set of “d-dimensional”
Feynman rules stemming from it. These Feynman rules will lead to the collection
of Feynman diagrams in the d-dimensional space-time of Dimensional Regularization,
d being a generic positive integer, which is to be turned into the dimensionally reg-
ularized Feynman diagrams by using the algorithms in refs. [3,4,5,10]. This set of
dimensionally regularized Feynman diagrams defines the regularized theory.
iii) Introduce the Dimensional Regularization generating functional ZDReg[J ;K;λ]:
ZDReg[J ;K;λ] =
∫
Dφ exp{
i
h¯
(S0[φ;K;λ] +
∫
ddx Ji(x)φi(x) )}, (8)
where the right hand side of eq. (8) is defined as the formal power expansion in h¯, K
and J given by the Feynman diagrams obtained by using the “d-dimensional” Feynman
rules previously established. The symbols K and λ denote, respectively, any external
field, usually coupled linearly to composite operators, and any parameter occurring in
the action. Let us stress that eq. (8) is merely a symbol which denotes the whole set of
Feynman diagrams in the “d-dimensional” space-time of Dimensional Regularization,
d being a generic positive integer, which are converted into dimensionally regularized
Feynman diagrams by analytic continuation in d. However, this symbol is very useful
due to the Regularized Action Principle [3,4,5] discussed below. Indeed, the standard
formal manipulations of the path integral, e.g variations of fields and differentiation
with respect to parameters, that in four dimensions lead to equations of motion, Ward
identities and so on, can be formally performed in the path integral in eq. (8); thus
leading to formal functional equations involving ZDReg. These formal manipulations
are mathematically well defined if expressed in terms of the dimensionally regularized
Feynman diagrams arising from the right hand side of eq. (8), and the formal func-
tional equations they lead to are also mathematically sound if they are considered as
symbols denoting in a condensed manner the equations verified by the corresponding
dimensionally regularized Feynman diagrams. These equations are the dimensionally
regularized counterparts of the four dimensional equations of motion, Ward identi-
ties, etc. It is also useful to introduce the Dimensional Regularization 1PI functional,
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ΓDReg[φ;K;λ], which can be obtained from eq. (8) through formal Legendre trans-
form; a procedure well defined in terms of regularized Feynman diagrams. Again, the
Regularized Action Principle guarantees that the formal functional equations verified
by ΓDReg[φ;K;λ] make sense mathematically when expressed in terms of dimension-
ally regularized Feynman diagrams. We shall refer to the formal equations satisfied
by ZDReg and ΓDReg as dimensionally regularized equations, keeping always in mind
the previous discussion.
iv) If there are classical symmetries in the four dimensional classical theory that should
hold in the quantum theory, one generalizes next the corresponding field transfor-
mations to the d-dimensional space-time of Dimensional Regularization. Objects
in this d dimensional space-time should be defined according to the algebra of “d-
dimensional” covariants given in the previous subsection. The field transformations
in the d-dimensional space-time thus obtained should yield, in the limit d → 4, the
classical four dimensional transformations. Generally speaking, the transformations in
the d dimensional space-time of Dimensional Regularization do not leave invariant the
Dimensional Regularization classical action S0. This lack of invariance will make the
Dimensional Regularization generating functionals, ZDReg and ΓDReg, satisfy anoma-
lous Ward identities, which can be derived (see Appendix A) by performing formal
manipulations of the path integral in eq. (8). Again, the Regularized Action Principle
guarantees that both these formal manipulations and the identities they lead to have
a well defined mathematical meaning when expressed in terms of dimensionally reg-
ularized Feynman diagrams. The dimensionally regularized identities so obtained are
of enormous help in the computation of the anomalous breaking terms of the dimen-
sionally renormalized four dimensional theory (see next subsection), which otherwise
would have to be computed by evaluating the complete dimensionally renormalized
1PI functional.
v) The minimal subtraction algorithm of references [3,6] is applied next to every dimen-
sionally regularized Feynman diagram coming from the 1PI functional ΓDReg[φ;K;λ].
The minimally renormalized 1PI functional Γminren[φ;K;λ;µ] (µ stands for the Di-
mensional Regularization scale) is obtained by taking the limit d→ 4, first, and then
setting every hatted object to zero in every subtracted 1PI diagram. The minimal
subtraction algorithm amounts to subtracting the pole at d = 4 from every diagram
once subdivergences have been taken care of, and it can be formulated in terms of
singular, at d = 4, counterterms [3] added to the Dimensional Regularization classical
action S0. These singular counterterms, which can be read from the forest formula
[3,10], are local polynomials of the fields and their derivatives in the d-dimensional,
with d 6= 4, space-time of Dimensional Regularization. The coefficients of these poly-
nomials are the principal part at d = 4 of a certain meromorphic function of complex
d. The singular counterterms in question give rise to new “d-dimensional” vertices,
which in turn yield new Feynman diagrams that cancel, after dimensionally regular-
ized, the singular behaviour of the dimensionally regularized diagrams provided by
S0.
According to ref. [6] the dimensional regularization scale, µ, is introduced by replacing
every loop momentum measure d
dp
(2π)d
with µ4−d d
dp
(2π)d
before applying the subtraction
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algorithm. If one follows the procedure of singular counterterms, the previous re-
placement should be made regardless the diagram involves singular counterterms.
The introduction of the scale µ will render dimensionally homogeneous the Laurent
expansion around d = 4 of a given dimensionally regularized diagram.
Unfortunately, if there is a symmetry we wanted preserved at the quantum level, the
renormalized functional Γminren[φ;K;λ;µ] would not do, since it would not define, in
general, a quantum theory having such a symmetry: the regularization and also the
subtraction process may break the symmetry. However, the situation is not hopeless.
Algebraic BRS renormalization along with the Quantum Action Principle [18] comes in
our aid: if the anomaly cancellation conditions [23] are met, the anomalous breaking
terms, called spurious, can be canceled at each order in h¯ by adding appropriate
counterterms to the four dimensional classical action of the theory.
Suppose that n is the order in the h¯ expansion at which a non-anomalous symmetry is
broken for the first time in the dimensionally renormalized theory. Then,
vi) Compute the breaking, which will be a local four dimensional functional, with the help
of the action principles and the Bonneau identities [6,7,8]. This can be easily done (see
next subsection) by taking as action, not the classical one, S0, but a new action S
(n) =
S0 + S
(n)
sct , where S
(n)
sct denotes the set of singular counterterms needed to minimally
renormalize the theory at order h¯n, and then redo steps i) to v). Indeed, if d 6= 4, the
Regularized Action Principle still holds for the Dimensional Regularization generating
functionals, ZDReg[J ;K;λ] and ΓDReg[φ;K;λ], defined for S
(n), and, hence, we can
take advantage of the dimensionally regularized equations, in the sense explained in
ii), to obtain the renormalized equations verified by Γminren[φ;K;λ;µ].
Next, extract from the breaking the four dimensional finite counterterms needed to
restore the symmetry, generalize them to d space-time dimensions with the help of the
algebra of d-dimensional covariants (we shall denote this generalization by S
(n)
fct ), and
add them to the action S(n) to obtain yet another new action S
(n)
DReg = S0 + S
(n)
sct +
S
(n)
fct . S
(n)
DReg will be called the Dimensional Regularization action. Furnished with
this new action S
(n)
DReg, establish then new perturbation theory: redo steps i) to v)
upon replacing S0 with S
(n)
DReg. The new renormalized 1PI functional, Γren[φ;K;λ;µ],
will satisfy up to order h¯n the Ward identities that govern the given symmetry at the
quantum level. Move on to vi) and compute the breaking at order h¯n+1, and so on
and so forth.
vii) Use the Bonneau [6,7] identities to obtain the renormalization group equation at every
order in the perturbative expansion for the theory being analyzed. Thus the beta
functions and anomalous dimensions of the theory will be evaluated.
Let us close this subsection by making some remarks on the generalization to d space-
time dimensions, i.e. to the d-dimensional space-time of Dimensional Regularization, of
the four dimensional classical action, the four dimensional counterterms needed to restore
non-anomalous symmetries and the four dimensional symmetry transformations. If the
classical action of the theory involves objects whose properties depend on the dimension of
space-time (e.g. γ5, the Levi-Civita symbol,...) there is no canonical Dimensional Regular-
ization classical action, S0, in d space-time dimensions. Any local functional which formally
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go to the four dimensional classical action as d → 4 would do, provided the free terms of
the former lead to the propagators described in i). For instance, let κ1 and κ2 be a couple
of positive real numbers, then, the four dimensional metric and gamma matrices in the in-
teraction part of the four dimensional classical action can be replaced with g¯µν+κ1gˆµν and
γ¯µ + κ2γˆµ, respectively, to obtain an admissible biparametric family of Dimensional Reg-
ularization classical actions. Each member of this family yields a particular regularization
of the theory, this situation is somewhat reminiscent of the lattice regularization method.
Generally speaking the difference between two admissible “d-dimensional” lagrangians will
always be a local “evanescent” operator† vanishing as the coupling constants go to zero.
Analogously, in the type of theories under scrutiny, namely, chiral gauge theories , there is
no canonical generalization to d-dimensional space-time of Dimensional Regularization of
the four dimensional finite counterterms needed to restore a non-anomalous broken symme-
try. Again, two such generalizations of a given four dimensional finite counterterm which
agree up to order h¯n−1 will differ in a “d-dimensional” integrated “evanescent” operator of
order h¯n. However, the dependence on the choice of generalization will show in the renor-
malized theory at order h¯n+1, never at order h¯n. Last, but not least, from the point of view
of renormalization, there is no canonical generalization to d space-time dimensions of the
symmetry transformations of the fields for theories which are not vector-like. Again, two
such generalizations differ in an “evanescent” operator. However, this arbitrariness in the
choice of Dimensional Regularization classical action, “d-dimensional” finite counterterms
and symmetry transformations is useful since one can play around with it so as to simplify
the form of the symmetry breaking contributions. Finally, for vector-like theories such as
QCD, there is, of course, a canonical choice of Dimensional Regularization classical action
and vector-like transformations: the usual one [10].
2.3. Regularized and Quantum Action Principles
As we said in the previous subsection, one of the main characteristics of the dimen-
sional renormalization procedure is that action principles are precisely stated and proved
[3-5]. These principles are most efficiently expressed in terms of the Dimensional Reg-
ularization generating functional, ZDReg[J ;K;λ], for the Greens function given by the
Gell-Mann-Low series and the dimensional renormalization 1PI functional, Γren[φ;K;λ;µ],
obtained from it (see previous subsection).
Let us take as Dimensional Regularization action (see vi) in the previous subsection)
S
(n)
DReg = Sfree[φ;λ] + Sint[φ;K;λ], (9)
where φ denotes a collection of commuting or anticommuting quantum fields, K set of
commuting or anti-commuting external fields, λ is a generic parameter, and
Sfree[φ;λ] = S0free[φ;λ],
Sint[φ;K;λ] = S0int[φ;K;λ] + S
(n)
sct [φ;K;λ] + S
(n)
fct [φ;K;λ].
† An “evanescent” operator is an operator whose tree level contribution vanishes as
d→ 4.
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We next introduce
SINT[φ, J,K, λ] = Sint[φ,K, λ] +
∫
ddx Ji(x)φi(x)
and define, following eq. (8), the functional ZDReg
ZDReg[J ;K;λ] =
∫
Dφ exp{
i
h¯
(S
(n)
DReg +
∫
Jiφi)} ≡
〈
exp
{ i
h¯
SINT[φ; J ;K;λ]
}〉
0
. (10)
The symbol exp in the previous equation stands for its formal power series and the symbol
〈· · ·〉0 denotes the usual vacuum expectation value
〈· · ·〉0 =
∫
Dφ · · · exp{
i
h¯
S0free[φ;λ]},
defined by gaussian integration, which gives a formal power series in h¯ and the external
fields J and K. Each coefficient of this series is a sum of “d-dimensional” Feynman
diagrams. Every “d-dimensional” Feynman diagram can be converted into a meromorphic
function of d by promoting d to a complex variable and understanding the “d-dimensional”
covariants as in subsection 2.1.
Now, the Regularized Action Principle states that the following three functional equa-
tions hold in the dimensionally regularized theory:
1) Arbitrary polynomial variations of the quantized fields φ, δφ(x) = δθ(x)P (φ(x))
leave ZDReg invariant and
δZDReg[J,K] ≡
〈
δ(Sfree + SINT) exp
{ i
h¯
SINT[φ, J,K, λ]
}〉
0
= 0, (11)
where the variations are the linear parts in δθ.
2) variations of external fields E(x) ≡ (K(x), J(x)) give
〈 δSINT
δE(x)
exp
{ i
h¯
SINT[φ, J,K, λ]
}〉
0
= −ih¯
δZDReg[J,K, λ]
δE(x)
. (12)
3) variations of parameters give
〈∂(Sfree + SINT)
∂λ
exp
{ i
h¯
SINT[φ, J,K, λ]
}〉
0
= −ih¯
∂ZDReg[J,K, λ]
∂λ
. (13)
Let us explain in what sense are the functional equations (11), (12) and (13) math-
ematically meaningful. First, these equations are to be understood diagramatically only.
The formal expansion in powers of h¯, K and J of both sides of each equation leads to
an infinite set of equations involving only “d-dimensional” Feynman diagrams. It is this
infinite set of diagramatic equations in the d-dimensional space-time of Dimensional Reg-
ularization what is taken as the definition of the corresponding functional equation. The
Regularized Action Principle [3,6] states that this very set of diagramatic equations still
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holds if every formal “d-dimensional” Feynman diagram in them is replaced with its di-
mensionally regularized counterpart, with the scale µ introduced as explained in 2.2.v).†
A mathematically sound set of equations is thus obtained. Of course, it is easier to handle
the functional equations above than their dimensionally regularized diagramatic definition.
Furthermore, this functional equations can be deduced by formal path integral manipu-
lations, which in turn can be given a diagramatic definition valid within the Dimensional
Regularization method a´ la Breitenlohner and Maison. Let us finally note that the limit
d → 4 of dimensionally regularized the Green functions coming from the right hand side
of eqs. (12) and (13) does exist at each order in the h¯ expansion up to order n. Notice
that we have included in the action S
(n)
DReg, defined in eq. (9), the appropriate singular
counterterms up to order h¯n. Hence, eqs. (12) and (13) have a well-defined d→ 4 limit up
to order h¯n and can be used to compute the variations with E(x) and λ of the renormalized
functional Zren[J ;K;λ] up to order h¯
n.
The Regularized Action Principle given by eqs. (11), (12) and (13) leads [3,6,7,10] to
the Quantum Action Principle (see ref. [25] and references therein) which states that the
following functional equations hold for the dimensionally renormalized theory:
QAP1)
∂Γren
∂λ
= N[
∂(S0 + S
(n)
fct )
∂λ
] · Γren. (14)
QAP2)
δΓren
δE(x)
= N[
δ(S0 + S
(n)
fct )
δE(x)
] · Γren. (15)
QAP3) Let φ′(x) = P (φ(x)) denote a linear transformation of φ(x) whose coefficients
do not depend explicitly on d, then
φ′(x)
δΓren
δφ(x)
= N[φ′(x)
δ(S0 + S
(n)
fct )
δφ(x)
] · Γren. (16)
QAP4) If δφ(x) is a non-linear field transformation in the four dimensional space-time
and K(x) is the external field coupled to it, then
δΓren
δK(x)
δΓren
δφ(x)
= N[O(x)] · Γren, (17)
where the symbols N[· · ·] and N[· · ·]·Γren denote normal product as defined in refs. [6,7,10]
and its insertion in the renormalized 1PI functional, respectively. N[O(x)] is a local
normal product of ultraviolet dimension 4−dim(φ)+dim(δφ). S0 and S
(n)
fct have been
defined in i) and v) of subsection 2.2.
Eqs. (14)-(17)have been shown to hold by using the forest formula [3,4,6,7] and the
singular counterterms algorithm [10], respectively. Of course, both proofs are equivalent.
† The scale µ is introduced so as to render dimensionally homogeneous the Laurent
expansions around d = 4.
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The Quantum Action Principle is of the utmost importance to the renormalization
of BRS symmetries [18], for it guarantees (see QAP1 and QAP2) that the breaking of
such symmetry is given by the insertion into the dimensionally renormalized 1PI Γren of a
certain integrated normal operator, N[O] =
∫
d4xN[O(x)], where N[O(x)] is a local normal
operator of ultraviolet dimension 4− dim(Φ) + dim(sΦ) and ghost number 1. Indeed, the
following equation holds for Γren[ϕ,Φ;KΦ]
S(Γren) ≡
∫
d4x (sϕ)
δΓren
δϕ
+
δΓren
δKΦ
δΓren
δΦ
= ∆breaking. (18)
with ∆breaking = N[O] · Γren. In the previous equation ϕ and Φ stand for fields which
undergo linear and non-linear BRS transformations, respectively. As it is customary sϕ
denotes a BRS transformation. KΦ stands for the external field coupled to the non-linear
BRS transformation sΦ in the four-dimensional classical action [18].
Now, if finite counterterms have been added to the four-dimensional classical action
so that the BRS symmetry is preserved up to order h¯n−1 (i.e. the first non-vanishing
contribution to the right hand side of eq. (18) is order h¯n), eq. (18) reads
S(Γren) = N[O]
(n) +O(h¯n+1).
Where N[O](n) is the contribution to N[O] of order h¯n. We have taken into account that
N[O] · Γren = N[O](n) +O(h¯N[O](n)), since by assumption N[O] · Γren = O(h¯
n).
Next, if N[O](n) = −h¯n b Sfct,n (i.e. N[O](n) is b-exact) for some four-dimensional
integrated local functional of the fields, the BRS symmetry can be restored, up to order
h¯n, by adding to the four-dimensional classical action the finite counterterm Sfct,n [18].
Here b denotes the linearized BRS operator:
b = s+
∫
d4x
{ δΓ(0)ren
δΦ(x)
δ
δKΦ(x)
}
,
and Γ
(0)
ren is the order h¯
0 contribution to Γren, i.e. the BRS invariant classical four dimen-
sional action. Then, we set S
(n)
fct =
∑n
m=1 h¯
mSfct,m. Of course, if N[O](n) is not b-exact
the theory is anomalous at order h¯n.
The computation of the right hand side of eq. (18), ∆breaking, is the issue we will
discuss now. One can always compute the complete 1PI functional Γren at each order in h¯,
insert it in the left hand side of equation (18), work out the functional derivatives and thus
obtain the right hand side. This method is, of course, very impractical. The Regularized
Action principle, as given in eqs. (11) and (12), provides us with a more efficient way to
compute the symmetry breaking term of the BRS symmetry. Indeed, in Appendix A we
show that the following functional equation hold, in the same sense as eqs. (11) and (12),
for the 1PI formal functional ΓDReg
Sd(ΓDReg) ≡
∫
ddx (sdϕ)
δΓDReg
δϕ
+
δΓDReg
δKΦ
δΓDReg
δΦ
=
=∆ · ΓDReg +∆ct · ΓDReg +
∫
ddx
[ δS(n)ct
δKΦ(x)
· ΓDReg
]δΓDReg
δΦ(x)
, (19)
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were ΓDReg is the 1PI functional computed with the Dimensional Regularization action,
S
(n)
DReg, defined at the beginning of the current subsection. The symbol sd denotes the
generalization to d dimensions of the four-dimensional BRS transformations (see 2.2.iv)).
The operators ∆ and ∆ct are given by ∆ = sdS0 and ∆ct = sdS
(n)
ct , respectively. Here,
S0 = S0free + S0int and S
(n)
ct = S
(n)
fct + S
(n)
sct (see eq. (9) and the paragraph below it for
definitions).
Let us recall that ΓDReg is defined as a formal series expansion in powers of h¯ and the
fields ϕ, Φ and Kφ. The coefficients of this power series are 1PI Green functions of the
theory at a given order in h¯. Taking into account that ΓDReg contains the contributions
coming from the singular counterterms up to order h¯n, denoted by S
(n)
sct , one concludes that
the dimensionally regularized 1PI Green functions obtained from ΓDReg are finite in the
limit d→ 4 up to order h¯n. These 1PI Green functions are the dimensionally renormalized
1PI Green functions upon introduction of the Dimensional Regularization scale µ (see
subsection 2.2.). Hence, up to order h¯n, one may formally write
LIMd→4 ΓDReg[ϕ,Φ;KΦ;µ] = Γren[ϕ,Φ;KΦ;µ] (20)
In the previous equation, LIMd→4 is defined by the following process: one takes first the
limit d → 4 of the dimensionally regularized 1PI Green functions and then sets to zero
every hatted object (i.e. (d − 4)-dimensional covariant). Recall that the Dimensional
Regularization scale, µ, is introduced by hand to render dimensionally homogeneous the
regularized Green functions upon Laurent expansion around d = 4 [6].
Now, by taking LIMd→4 of the left hand side of eq. (19) after discarding any contri-
bution of order greater than h¯n, and bearing in mind eq. (20), one obtains the left hand
side of eq. (18) up to order h¯n. Hence, ∆breaking in the latter equation is given by
∆breaking = LIMd→4
{
∆ · ΓDReg +∆ct · ΓDReg +
∫
ddx
[ δS(n)ct
δKΦ(x)
· ΓDReg
]δΓDReg
δΦ(x)
}
. (21)
Of course, the previous equation only makes sense up to order h¯n. The order h¯ contribution
to eq. (21) reads particularly simple since sdS0 is an evanescent operator (there is no O(h¯
0)
contribution to N[∆] thereby) and the lowest order contribution to Sct is order h¯:
∆
(1)
breaking = LIMd→4
{[
∆ · ΓDReg
](1)
singular
+ bd S
(1)
sct
}
+
[
N[∆] · Γren
](1)
+ b S
(1)
fct , (22)
where the superscript (1) denotes contributions of order h¯ and ∆ is equal to the evanescent
operator sdS0. In eq. (22), bd stands for the linearized BRS operator in d dimensions:
bd = sd +
∫
ddx
{ δS0
δΦ(x)
δ
δKΦ(x)
}
.
The symbol
[
∆ · ΓDReg
](1)
singular
denotes the expression, singular at d = 4, that it is sub-
tracted from ∆ · ΓDReg to obtain
[
N[∆] · Γren
](1)
according to the forest formula [3,6].
Hence, [
∆ · ΓDReg
](1)
=
[
∆ · ΓDReg
](1)
singular
+
[
N[∆] · Γren
](1)
+ vanishing terms. (23)
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By “vanishing terms” we mean contributions that vanish as d is send to 4 first and then
every hatted object is set to zero.
There are some comments regarding eq. (22) which we would like to make. First, if the
theory is not anomalous, the finite counterterms in S
(1)
fct can be chosen so that ∆
(1)
breaking = 0
[18]. Second, there are two possible sources of symmetry breaking in eq. (22). One is the
regularization method; in particular, the Dimensional Regularization classical action, S0,
one began with. The other is the minimal subtraction algorithm (i.e. the renormalization
algorithm) we are employing. That the regularization method breaks the symmetry shows
itself in the contributions
[
∆·ΓDReg
](1)
singular
and
[
N[∆]·Γren
](1)
. The subtraction algorithm
gives rise to the contribution bd S
(1)
sct , which need not be zero as we shall show later on.
Third, the “limit”
LIMd→4
{[
∆ · ΓDReg
](1)
singular
+ bd S
(1)
sct
}
need not be zero either, as we shall discuss in section 3. Of course, this “limit” yields
a finite local four-dimensional functional of the fields and their derivatives. Fourth, the
operator ∆ = sdS0 being evanescent ushers in the techniques introduced by Bonneau
[6,7] to express normal products of evanescent operators, also called anomalous normal
products, in terms of a basis of standard (non-evenescent operators) normal products. We
shall address this subject in the next subsection. Suffice it to say that expansion of the
normal product of an evanescent operator in terms of “standard” normal products has
coefficients that are series expansions in h¯ with no O(h¯) term. Hence, there is no breaking
of the BRS symmetry at order h¯0 and
[
N[∆] · Γren
](1)
is, in agreement with the Quantum
Action Principle, a sum of standard local operators.
We shall finally recall that the equation of motion holds in dimensional renormalization
[3,6,10]:
δΓren
δφ(x)
= N[
δ(S0 + S
(n)
fct )
δφ(x)
] · Γren = LIMd→4
{δS(∞,n)DReg
δφ(x)
· ΓDReg
}
, (24)
where S
(n)
fct and S
(∞,n)
DReg are defined in subsection 2.2. and eq. (9). The superscript ∞ tell
us that the singular counterterms needed to minimally renormalize the theory at any order
in h¯ have been included; however, one has added finite counterterms only up to order h¯n.
Eq. (24) can obtained from QAP3 (eq. (16)) by setting φ′(x) to 1. Alternatively, eq. (11),
for P (φ(x)) = 1, leads to eq. (24).
The use of both the equation of motion of the ghost field and the equation of motion
of the auxiliary field coupled to the gauge fixing condition simplifies the renormalization
of theories with BRS symmetries.
2.4. Expression of anomalous terms with the aid of Bonneau identities
The computation of the insertions of normal products of evanescent operators, also
called anomalous normal products, are, in dimensional renormalization, of key importance
to the calculation of the symmetry breaking terms in Ward identities [6,10]. We shall see
in the next section that
[
N[∆] · Γren
](1)
(see eq. (22)) yields both the essential and the
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spurious BRS anomalies for the regularized theory we will consider. The purpose of the
current subsection is to summarily recall that the normal product of an evanescent operator
can be expressed as linear combinations of normal products of standard (non-evanescent)
operators. Further details can be found in refs. [6,7,8].
In renormalized perturbation theory, any set of insertions of quantum operators such
that their classical approximations form a basis in the linear space of classical operators of
dimensions bounded by D is also a basis in the linear space of insertions, with dimension
bounded by the same D, of quantum operators [18]. So, in dimensional renormalization,
if {Oi} form such a basis in the space of classical operators, then {N[Oi] ·Γren}, where Oi
is any of the possible generalizations to d dimensions of the corresponding classical four-
dimensional operator, is a basis in the space of quantum insertions. We will call standard
operators the operators in the “d-dimensional” space-time of Dimensional Regularization
which are generalizations of the classical operators in four dimensions. These standard
operators are obtained with the help of the algebra “d-dimensional” covariants and they
are non-evanescent. Hence, N[Oi] · Γren is an insertion of an standard normal product.
It is thus expected that anomalous normal products, i.e. normal products of non-
evanescent operators minimally subtracted should be decomposable in terms of some basis
of standard normal products, minimally subtracted again. This was shown by Bonneau
[8] who, remarkably, proved a linear system of Zimmerman-like identities which expresses
a decomposition of any anomalous normal product on all possible normal products of
monomials of operators, including standard and anomalous ones.
If there is only a scalar field, the Bonneau identities have the form
N[gˆµρO
µρ](x) · Γren = −
4∑
n
4−n∑
r
∑
{i1 ... ir}
1≤ij≤n{
r.s.p.
(−i)r
r!
∂r
∂pµ1i1 · · ·∂p
µr
ir
〈
φ˜(p1) . . . φ˜(pn) N[gˇµρOµρ]
〉
1PI
∣∣∣
pi≡gˇ≡0
}
× N
[
1/n!
n∏
k=1
{( ∏
{α/iα=k}
∂µα
)
φ
}]
(x) · Γren, (25)
where the tilde indicates Fourier transformed fields, the bar means that only the minimal
subtraction of the subdivergences has been done, r.s.p. stands for “residue of the simple
pole in ε = 4− d” (this is the reason why the global sign −1 occurs: gˆµµ = −ε ) and the ×
symbol means that the tensorial structure {. . .} really appears inside the normal product.
Of course, any colour or pure number factor can be taken out of the normal product,
but note that gµνN[Oµν ] = N[g¯µνOµν ] 6= N[gµνOµν ], the difference being the anomalous
normal product N[gˆµνOµν ], which need not vanish.
Notice that the sum in n is a sum in the number of fields in the monomial and the
sum in r, a sum in the number of derivatives in the mononial.
The tensor gˇ is a new one, which has been introduced in order to simplify the calcu-
lations. Its properties are:
gˇµν = gˇµν , gˇµ
µ = 1,
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gˇµρg
ρ
ν = gˇµρgˆ
ρ
ν = gˇµν
gˇµρg¯
ρµ = 0, N[gˇµνO
µν ] = gˇµνN[O
µν ].
Eq. (25) is easily generalized when there are several fields, not necessarily scalar,
involved. One just sums over all kind of fields, taking special care of the symmetry factors
and the fermionic signs. We shall give below the generalization of eq. (25) that is relevant
to our computations in subsection 3.5.
Due to the fact that all subdivergences have been previously subtracted, the barred
1PI function of eq. (25) has a polynomial singular part. We are interested in the coefficients
of the simple pole. These coefficients will be in general combinations of metrics, constants
and colour factors. In vector-like gauge theories with the usual regularizations, its tensorial
structure will involve only usual metrics, which combined with the tensor indices of the
normal product will get the expansions of the anomalous normal product in terms of a
basis of standard monomial normal products. However, if in the regularized theory or in
the calculations some hatted objects appear, then the Bonneau identities (eq. (25)) would
express any anomalous normal product in terms of a collection of standard (Mi) and also
evanescent (Mˆj) monomial normal products. That is
N[gˆµρO
µρ](x) · Γren =
∑
i
αi N[M
i](x) · Γren +
∑
j
αˆj N[Mˆ
j](x) · Γren.
Therefore, the rest of independent anomalous monomials should be also expanded by a
similar formula, then getting a system of identities.
But notice that the left hand side of the Bonneau identities and also the coefficients
given by the r.s.p. of the right hand side are both of order h¯1, in the least. Therefore, the
Bonneau identities are not a trivial system but a linear system whose unique solution give
the desired expansion of any anomalous operator in terms of a quantum basis of standard
insertions:
N[gˆµρO
µρ](x) · Γren =
∑
i
qi N[M
i](x) · Γren.
Of course, the coefficients qi are formal series in h¯.
Clearly, at lowest order the linear system is decoupled and has an easy interpretation:
the loops with the anomalous insertion are replaced with sums of tree diagrams corre-
sponding to insertion of standard operators, but with coefficients of order h¯1. This will be
most relevant to our computations below. In general, for the calculation of qi at order h¯
m,
it is needed the coefficients αi up to order h¯
m and the coefficients αˆi up to order h¯
(m−1).
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3. Chiral non-Abelian Yang-Mills theories: simple gauge groups
This section is devoted to the study of the one-loop dimensional renormalization of a
general Chiral non-Abelian gauge theory with neither Majorana nor scalar fields. We shall
assume for the time being that the gauge group is a compact simple Lie group and leave
for section 4. the case of a general compact group.
Let us give first some definitions and display some properties
PL =
1− γ5
2
, PR =
1 + γ5
2
, PL
2 = PL, PR
2 = PR, PLPR = PRPL = 0
ψL = PLψ, ψR = PRψ, ψ¯L = ψ¯PR, ψ¯R = ψ¯PL,
and also the special properties of the symbols in the algebra of covariants:
PRγ
µPR = PRγˆ
µPR = γˆ
µPR 6= 0,
PLγ
µPL = PLγˆ
µPL = γˆ
µPL 6= 0,
PLγ
µPR = PLγ¯
µPR = γ¯
µPR = PLγ¯
µ, (26)
PRγ
µPL = PRγ¯
µPL = γ¯
µPL = PRγ¯
µ,
PLγ¯
µPL = PRγ¯
µPR = 0 = PLγˆ
µPR = PRγˆ
µPL.
3.1. The Classical Action
The BRS invariant classical four dimensional action is
Scl = Sinv + Sgf + Sext, (27)
with
Sinv =
∫
d4x −
1
4g2
TrFµνF
µν +
i
2
ψ¯
↔
D/Lψ +
i
2
ψ¯′
↔
D/Rψ
′,
Sgf =
∫
d4x Tr
α
2
B2 +TrB(∂µA
µ)− Tr ω¯ ∂µ∇µω,
Sext =
∫
d4x Tr ρµsAµ + Tr ζsω + L¯sψ + Lsψ¯ + R¯sψ
′ +Rsψ¯′,
where Aµ = A
a
µτ
a, ω, ω¯, B, ρ and ζ take values on the Lie algebra of a compact simple
Lie group G. τa are the generators of G in a given finite dimensional representation,
normalized so that Tr [τaτ b] = δab. We thus have [τa, τ b] = icabc τ c, cabc being completely
antisymmetric, which defines the adjoint representation (T aA)ij = −i c
aij with a certain
normalization Tr [T aAT
b
A] = TA δ
ab, (T eA T
e
A)ij = CA δij , TA = CA. The following definitions
will be used in the sequel
Fµν = F
a
µντ
a = ∂µAν − ∂νAµ − i[Aµ, Aν ],
∇µφ
a = ∂µφ
a + cabc Abµφ
c, φ being a Lie algebra valued object
DLµψ = (∂µ − iA
a
µT
a
LPL)ψ,
DRµψ
′ = (∂µ − iA
a
µT
a
RPR)ψ
′.
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ψ (ψ′) represents a collection of left-handed (right-handed) fermionic multiplets carrying
finite representations, T aL (T
a
R) of the group generators. The following equations hold
[T aL , T
b
L] = ic
abc T cL, [T
a
R, T
b
R] = ic
abc T cR,
Tr [T aLT
b
L] = TLδ
ab, Tr [T aRT
b
R] = TRδ
ab,
T eL T
e
L = CL, T
e
R T
e
R = CR.
We also introduce the shorthand notation:
Tr [T a1L · · ·T
an
L ] ≡ T
a1...an
L , Tr [T
a1
R · · ·T
an
R ] ≡ T
a1...an
R ,
T a1...anL + T
a1...an
R ≡ T
a1...an
L+R , T
a1...an
L − T
a1...an
R ≡ T
a1...an
L−R ,
TrL [φ1 · · ·φn] ≡ φ
a1
1 . . . φ
an
n Tr [T
a1
L · · ·T
an
L ], TrR [φ1 · · ·φn] ≡ φ
a1
1 . . . φ
an
n Tr [T
a1
R · · ·T
an
R ].
The appropriate index labeling different fermions will be understood throughout this
paper: every left handed multiplet can yield a different, say, TL, CL . . ..
For the action we have chosen, the free boson propagator is (in momentum space):
g2
−i
k2 + iǫ
δab
[
gµν −
(
1−
α
g2
) kµkν
k2
]
= g2
−i
k2 + iǫ
δab
[(
gµν −
kµkν
k2
)
+
α
g2
kµkν
k2
]
.
Because in perturbative calculations the combination α/g2 will often appear, we denote it
with α′ . Therefore, the Feynman gauge here is defined by α = g2 or α′ = 1 †.
Scl is left invariant in four dimensions by the BRS transformations:
sψ = iωaT aLPLψ, sψ¯ = iψ¯T
a
LPRω
a,
sψ′ = iωaT aRPRψ
′, sψ¯′ = iψ¯′T aRPLω
a, (28)
sAµ = ∇µω, sω = iω
2, sω¯ = B, sB = 0,
sρµ = 0, sζ = 0, sL = sL¯ = sR = sR¯ = 0.
This is due to the anticommutativity of γ5 in four dimensions, which allow us to write
Sinv in the gauge invariant form
Sinv =
∫
d4x −
1
4g2
FµνF
µν +
i
2
ψ¯L
↔
D/LψL +
i
2
ψ¯′R
↔
D/Rψ
′
R +
i
2
ψ¯R
↔
∂/ψR +
i
2
ψ¯′L
↔
∂/ψ′L.
The action preserves the ghost number. Its value together with the dimensions and
the commutativity for the different fields are shown in Table 1.
The four-dimensional BRS linear operator b is:
† If the fields are rescaled by g: A → gA′, ω → gω′, ω¯ → g−1ω¯′; and α → g2α′, then
the action adopt the other usual form with g being interpreted as the “coupling” constant.
But let us remember that the loop expansion is an expansion in h¯ rather than in g.
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s Aµ ψ, ψ
′ ω ω¯ B ρµ ζ L,R
Ghost numb. 1 0 0 1 -1 0 -1 -2 -1
Dimension 0 1 3/2 0 2 2 3 4 5/2
Commutat. -1 +1 -1 -1 -1 +1 -1 +1 +1
Table 1: Ghost number and dimension of the fields. In the last row, +1 (-1) means that
the symbol commutes (anticommutes)
b ≡ s +
∫
d4x
{
Tr
δScl
δAµ
δ
δρµ
+ Tr
δScl
δω
δ
δζ
+
+
δScl
δψ
δ
δL¯
+
δScl
δψ′
δ
δR¯
+
δScl
δψ¯
δ
δL
+
δScl
δψ¯′
δ
δR
}
, (29)
which satisfies b2 = 0 because is the linearization of the BRS operator and the classical
action satisfy the BRS identities [18]. The symbol s has been defined in eq. (28).
The classical b-invariant combinations are:
Lg = g
∂Scl
∂g
=
1
2g2
∫
d4x TrFµνF
µν ,
LA = b ·
∫
d4x ρ˜aµA
aµ, Lω = −b ·
∫
d4x ζa ωa, (30)
LLψ = − b ·
∫
d4x L¯PLψ + ψ¯PRL = 2
∫
d4x
i
2
ψ¯
↔
∂/PLψ + ψ¯γ
µPLT
a
LψA
a
µ,
LRψ′ = − b ·
∫
d4x R¯PRψ
′ + ψ¯′PLR = 2
∫
d4x
i
2
ψ¯′
↔
∂/PRψ
′ + ψ¯′γµPRT
a
Rψ
′Aaµ,
LRψ = − b ·
∫
d4x L¯PRψ + ψ¯PLL = 2
∫
d4x
i
2
ψ¯
↔
∂/PRψ,
LLψ′ = − b ·
∫
d4x R¯PLψ
′ + ψ¯′PRR = 2
∫
d4x
i
2
ψ¯′
↔
∂/PLψ
′ ;
where ρ˜µ = ρµ + ∂µω¯. LRψ and L
L
ψ′ will prove not to be useful due to our choice of the
regularized chiral vertex.
It will be shown later that the non-trivial Lg is associated with the finite renormal-
izations of the coupling constant g, whereas the b-exact terms, Lψ, Lψ′ , LA and Lω give
rise to finite renormalizations of the corresponding wave functions in the space of field
functionals in four dimensional space-time.
19
3.2.The Dimensional Regularization Action
We shall now follow i) of subsection 2.2. and set the Dimensional Regularization
classical action S0. The kinetic terms are uniquely defined, not so the interaction terms.
Notice, for instance, that the Dirac matrix part of the left-handed-fermion-gauge-boson
vertex has the following equivalent forms in 4 dimensions: γµPL = PRγ
µ = PRγ
µPL. All
these forms are different in the d-dimensional space-time of Dimensional Regularization
because of the non-anticommutativity of γ5. Of course, the generalization of the interaction
to the Dimensional Regularization space is not unique, and any choice is equally correct,
although some choices will be more convenient than others.
We choose the following generalization of Sinv:∫
ddx −
1
4g2
TrFµνF
µν +
i
2
ψ¯
↔
∂/ψ +
i
2
ψ¯′
↔
∂/ψ′ + (ψ¯PRγ
µPLT
a
Lψ + ψ¯
′PLγ
µPRT
a
Rψ
′)Aaµ
=
∫
ddx −
1
4g2
TrFµνF
µν +
i
2
ψ¯
↔
∂/ψ +
i
2
ψ¯′
↔
∂/ψ′ + (ψ¯γ¯µPLT
a
Lψ + ψ¯
′γ¯µPRT
a
Rψ
′)Aaµ.
We next generalize, in the obvious way, to the d-dimensional space-time of Dimen-
sional Regularization the BRS variations (which we will denote by sd and call Dimensional
Regularization BRS variations) and the gauge-fixing terms. The Dimensional Regulariza-
tion BRS transformations read
sdψ = iω
aT aLPLψ, sdψ¯ = iψ¯T
a
LPRω
a,
sdψ
′ = iωaT aRPRψ
′, sdψ¯
′ = iψ¯′T aRPLω
a, (31)
sdAµ = ∇µω, sdω = iω
2, sdω¯ = B, sdB = 0,
sdρ
µ = 0, sdζ = 0, sdL = sdL¯ = sdR = sdR¯ = 0.
Notice that we have chosen the Dimensional Regularization BRS transformations so
that no explicit evanescent operator occurs in them. This will certainly simplify the com-
putation of the anomalous breaking term in BRS identities for the minimally renormalized
theory. We refer the reader to Appendix B for the discussion of the computation of the
BRS anomalous breaking term when the Dimensional Regularization BRS transformations
involve coefficients that vanish as d→ 4.
In summary, our Dimensional Regularization classical action, S0, has the following
expression:
S0 =
∫
ddx −
1
4g2
TrFµνF
µν ++
i
2
ψ¯
↔
∂/ψ +
i
2
ψ¯′
↔
∂/ψ′ + (ψ¯γ¯µPLT
a
Lψ + ψ¯
′γ¯µPRT
a
Rψ
′)Aaµ+∫
ddx Tr
α
2
B2 + TrB(∂µA
µ)− Tr ω¯ ∂µ∇µω + (32)∫
ddx Tr ρµsdAµ +Tr ζsdω + L¯sdψ + Lsdψ¯ + R¯sdψ
′ +Rsdψ¯
′.
The fermionic part of the Dimensional Regularization classical Lagrangian has the
following non-gauge invariant form:
i
2
ψ¯L
↔
D¯/LψL +
i
2
ψ¯′R
↔
D¯/Rψ
′
R +
i
2
ψ¯R
↔
∂¯/ψR +
i
2
ψ¯′L
↔
∂¯/ψ′L
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+
i
2
ψ¯R
↔
∂ˆ/ψR +
i
2
ψ¯L
↔
∂ˆ/ψL +
i
2
ψ¯′L
↔
∂ˆ/ψ′L +
i
2
ψ¯′R
↔
∂ˆ/ψ′R. (33)
Hence, S0 is not BRS invariant, the breaking, sdS0, coming from the the last four terms
of eq. (33):
sdS0 = sd
∫
ddx
i
2
ψ¯γˆµPL
↔
∂µψ +
i
2
ψ¯PRγˆ
µ
↔
∂µψ +
i
2
ψ¯′γˆµPR
↔
∂µψ
′ +
i
2
ψ¯′PLγˆ
µ
↔
∂µψ
=
∫
ddx
1
2
ωa
{
ψ¯γˆµγ5T
a
L
↔
∂µψ + ∂µ(ψ¯γˆ
µT aLψ)− ψ¯
′γˆµγ5T
a
R
↔
∂µψ
′ + ∂µ(ψ¯
′γˆµT aRψ
′)
}
≡ ∆ˆ ≡
∫
ddx ∆ˆ(x). (34)
The Feynman rule of the insertion of this anomalous breaking is given by fig. 1. We
denote hereafter the line of the fermion which interact left(right)-handedly as L(R).
a
q
β jiα
p2p1
p3
L(R) L(R)
∆
≡ Γ˜
(0)
ψ(′)ψ¯(′)ω;∆ˆ
βα,a
ji
(p1, p2; q) =
=
i
2
[TaL(R)]ij [+(−)(pˆ/2 − pˆ/1)γ5 + (pˆ/1 + pˆ/2)]
∣∣
αβ
Figure 1. Feynman rule of the insertion of the non-integrated breaking eq. (34)
Notice that if the fermion representation(s) were compatible with a CP invariance of
the classical action, then the Dimensional Regularization action with this choice of chiral
vertex would also be formally CP invariant, and the breaking eq. (34) would have a definite
CP value (+1 if we assign (ωL(R))
′ = −(ωL(R))
t, −1 if we assign (ωL(R))
′ = (ωL(R))
t, where
ωL(R) ≡ ω
aTL(R) and
t stands for transposition of the colour matrices).
The breaking is an (implicit) “(d−4)-object”, i.e. an evanescent operator, and, clearly,
this would be also true for any other choice Dimensional Regularization classical action.
For example, if we had chosen as the regularized interaction
ψ¯γµPLT
a
LψA
a
µ + ψ¯
′γµPRT
a
Rψ
′Aaµ,
the breaking would have been∫
ddx
1
2
ωa
{
ψ¯γˆµγ5T
a
L
↔
∂/µψ + ∂µ(ψ¯γˆ
µγ5T
a
Lψ)− ψ¯
′γˆµγ5T
a
R
↔
∂/µψ
′ − ∂µ(ψ¯
′γˆµγ5T
a
Rψ
′)
}
− cabc ωb(ψ¯γˆµPLT
a
Lψ + ψ¯
′γˆµPRT
a
Rψ
′)Acµ
+ iωb(ψ¯γˆµPLT
c
LT
b
Lψ + ψ¯
′γˆµPRT
c
RT
b
Lψ
′)Acµ,
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which is certainly more involved. (And with this vertex, the formal CP invariance of the
Dimensional Regularization classical action for CP invariant classical actions would be
lost).
Remember that in the Breitenlohner and Maison prescription γˆµ anticommutes whereas
γ¯µ commutes with γ5; so, in general the algebraic manipulations of the strings of γs would
be a bit more tedious with the second kind of vertex because γµ = γ¯µ + γˆµ.
Obviously, due to the fact that these two vertices are different, the results obtained by
using minimal subtraction would be different —they would be two different renormalization
schemes—and they should be related by finite terms. Moreover, in general, it should be
expected that both results are different from the one obtained with the usual “naive”
prescription of an anticommuting γ5 every time a fermionic loop occurs. But the “hermitian
vertex” of ref. [26] is not the only correct one as claimed there, but also any other one
differing from it by a evanescent operator of dimension 4 as correctly remarked in [27].
The fact that in general the results obtained by minimal subtraction a´ la Breitenlohner
and Maison in theories with cancellation of anomalies do not satisfy the Ward identities is a
drawback from the practical point of view but not a reason to cast doubt on Breitenlohner
and Maison schemes [28]. Indeed, we should always remember that we have the freedom
to add any finite counterterm to restore the identities. And in theories with anomalies the
mathematical rigour of the regularization scheme we are considering has not been surpassed
by any other dimensional regularization prescription .
Furnished with the action S0 given in eq. (32) one next develops a dimensionally
regularized perturbation theory by following steps i) to iv) in subsection 2.2. This regular-
ized theory is not invariant under the Dimensional Regularization BRS transformations in
eq. (31). Indeed, the Dimensional Regularization 1PI functional Γ0 obtained from S0 sat-
isfies anomalous BRS identities, the symmetry breaking terms being given by the insertion
in Γ0 of the operator ∆ˆ in eq. (34).
Since our ultimate goal is to obtain a BRS invariant theory (if the anomaly cancellation
conditions [23] are met) we shall further proceed and develop a dimensionally regularized
perturbation theory by using the following action
S
(n)
DReg = S0 + S
(n)
ct , S
(n)
ct = S
(n)
sct + S
(n)
fct , (35)
instead of the Dimensional Regularization classical action S0. We have named, in sub-
section 2.2., S
(n)
Dreg the Dimensional Regularization action (at order h¯
n). It is computed
order by order in the perturbative expansion in h¯ by proceeding as in steps v) to vii) of
subsection 2.2. Let us recall that S
(n)
sct denotes the singular (at d = 4) counterterms needed
to minimally renormalize the theory dimensionally up to order h¯n, whereas S
(n)
fct stands for
the finite (at d = 4) counterterms needed to turn the minimally renormalized theory into
a BRS invariant theory up to order h¯n. In this paper we shall be concerned only with the
renormalized theory at order h¯. Hence, we will just compute S
(1)
sct and S
(1)
fct .
Note that we have denoted by Γ0, instead of ΓDReg, the Dimensional Regularization
1PI functional for S0 to avoid confusion with the Dimensional Regularization 1PI functional
for S
(n)
Dreg, which shall denote by ΓDReg.
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3.3. The one-loop singular counterterms: S
(1)
sct
Let Γ
(1)
0 sing be the one-loop singular contribution at d = 4 to Γ0, the latter being the
Dimensional Regularization 1PI functional obtained from S0. S0 is given in eq. (32). Then,
by definition
S
(1)
sct = −Γ
(1)
0 sing. (36)
We show the 1PI functions contributing to S
(1)
sct in figs. 2 and 3.
Let ε = 4− d. Then, the functional Γ
(1)
0 sing is given by
Γ
(1)
0 sing =
h¯
ε
1
(4π)2
g2
{
− CA
[
10
3
+ (1− α′)
]
S0AA +
8
3
TL+R
2
S¯0AA
− CA
[
4
3
+
3
2
(1− α′)
]
S0AAA +
8
3
TL+R
2
S¯0AAA
− CA
[
−
2
3
+ 2(1− α′)
]
S0AAAA +
8
3
TL+R
2
S¯0AAAA
+ CL2α
′ S¯0 ψ¯ψ + CR2α
′ S¯0 ψ¯′ψ′
+
[(
2−
(1− α′)
2
)
CA + 2α
′CL
]
S¯0 ψ¯ψA
+
[(
2−
(1− α′)
2
)
CA + 2α
′CR
]
S¯0 ψ¯′ψ′A
−
(
1 +
(1− α′)
2
)
CA S0 ω¯ω + α
′CA S0 ω¯ωA
+ α′ CA
[
S0 L¯sψ + S0 R¯sψ′ + S0Lsψ¯ + S0Rsψ¯′
]
−
(
1 +
(1− α′)
2
)
CA S0 ρω + a
′ CA S0 ρωA
+ α′CA S0 ζωω
}
+
h¯
ε
1
(4π)2
TL+R
2
4
3
∫
ddx
1
2
A¯µˆA¯
µ, (37)
where the S0X terms are the corresponding (α-independent) terms of the Dimensional
Regularization classical action S0. The bar above some of them means that all the index
in the term are barred.
Let us define the Dimensional Regularization linearized BRS operator bd as follows
bd ≡ sd +
∫
ddx
{
Tr
δS0
δAµ
δ
δρµ
+ Tr
δS0
δω
δ
δζ
+
+
δS0
δψ
δ
δL¯
+
δS0
δψ′
δ
δR¯
+
δS0
δψ¯
δ
δL
+
δS0
δψ¯′
δ
δR
}
,
23
1k
aµ1 1 aµ2 2
− Γ˜
(1)µ1µ2,a1a2
AA 0 sing
(k1) =
−
i
(4π)2
CAδ
a1a2
[
5
3
+
(1−α′)
2
]
2
ε (k1
2gµ1µ2− k1
µ1k1
µ2)
−
i
(4π)2
TL+Rδ
a1a22
3
2
ε
[
(k¯1µ1k¯1µ2− k¯12g¯µ1µ2)−
1
2
kˆ12g¯µ1µ2
]
1 k3
3aµ 3
k
aµ1 1
k2
aµ2 2
− Γ˜
(1)µ1µ2µ3,a1a2a3
AAA 0 sing
(k1, k2, k3=−k1−k2) =
−
1
(4π)2
CAc
a1a2a3
[
2
3
+ 3
4
(1−α′)
]
2
ε
[
gµ1µ2(k1 − k2)µ3+
gµ1µ3(k3 − k1)µ2+
gµ2µ3(k2 − k3)µ1
]
+ 1
(4π)2
TL+R
2
ca1a2a3 4
3
2
ε
[
g¯µ1µ2(k¯1 − k¯2)µ3+
g¯µ1µ3(k¯3 − k¯1)µ2+
g¯µ2µ3(k¯2 − k¯3)
µ1
]
1k
aµ1 1
3aµ 3
k3k2
aµ2 2
aµ
4 4
k4
− Γ˜
(1)µ1µ2µ3µ4,a1a2a3a4
AAAA 0 sing
(k1, k2, k3, k4 = −k1 − k2 − k3) =
+ i
(4π)2
CA
[
−
1
3
+ (1−α′)
]
2
ε
[
cea1a2ca3a4e(gµ2µ3gµ1µ4− gµ2µ4gµ1µ3)+
cea1a3ca4a2e(gµ3µ4gµ1µ2− gµ3µ2gµ1µ4)+
cea1a4ca2a3e(gµ1µ3gµ2µ4− gµ1µ2gµ4µ3)
]
−
i
(4π)2
TL+R
2
4
3
2
ε
[
cea1a2ca3a4e(g¯µ2µ3g¯µ1µ4− g¯µ2µ4g¯µ1µ3)+
cea1a3ca4a2e(g¯µ3µ4g¯µ1µ2− g¯µ3µ2g¯µ1µ4)+
cea1a4ca2a3e(g¯µ1µ3g¯µ2µ4− g¯µ1µ2g¯µ4µ3)
]
p
ba − Γ˜
(1) ab
ωω¯ 0 sing(p) =
+ i
(4π)2
CAδ
ab g2 1
2
[
1 +
(1−α′)
2
]
2
ε p
2
ba
p
cµ
− Γ˜
(1) abc µ
ωω¯A 0 sing
(p, q) =
+ 1
(4π)2
CA g
2 cabc α
′
2
2
ε p
µ
p
L(R) L(R)
iαβ j − Γ˜
(1)βα,ji
ψ(′)ψ¯(′) 0 sing
(p) =
−
i
(4π)2
g2δji CL(R) α
′ 2
ε p¯/ [PL(R)]
αβ
L(R) L(R)
iαβ j
aµ
− Γ˜
(1)βαaµ,ji
ψ(′)ψ¯(′)A 0 sing
(p, q) =
−
i
(4π)2
g2
[
(1− 1−α
′
4
)CA + α
′CL(R)
]
2
ε [T
a
L(R)
]ij γ¯
µ [PL(R)]
αβ
Figure 2: Feynman rules for the order h¯ singular counterterms. Here, only functions with
no external fields are shown
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L(R)
iα
aβ j
q
− Γ˜
(1)βa;αi
ψ(′)ω;sψ 0 sing
(p; q) = − i
(4π)2
g2CA
α′
2
2
ε [T
a
L(R)
]ij [PL(R)]
αβ
L(R)
iα a
β j
q
− Γ˜
(1)βa;αi
ψ¯(′)ω;sψ¯ 0 sing
(p; q) = i
(4π)2
g2CA
α′
2
2
ε [T
a
L(R)
]ij [PR(L)]
αβ
e µa
q
− Γ˜
(1) e;aµ
ω;sA 0 sing(; q) =
i
(4π)2
g2CA
(
1 + 1−α
′
2
)
1
ε δ
ae qµ
e
µa
q
pbν
− Γ˜
(1) ebν;aµ
ωA;sA 0 sing
(p; q) = − 1
(4π)2
g2CAα
′ 1
ε c
abe
a
c
q
b
− Γ˜
(1) ab c
ωω;sω 0 sing(p; q) =
1
(4π)2
g2 CA α
′ 1
ε c
abc
Figure 3: The same as for fig. 2 but with functions involving external fields
Notice that b2d 6= 0 since sdS0 6= 0. The action of sd on the fields has been defined in
eq. (31). If we define in the d-dimensional space-time of Dimensional Regularization the
following integrated field polynomials
Lg ≡
1
2g2
∫
ddx TrFµνF
µν = g
∂
∂g
S0, L¯g =
1
2g2
∫
ddx Tr F¯µν F¯
µν ,
L
L(R)
ψ(′)
≡ −bd ·
∫
ddx
{
L¯(R¯)PL(R)ψ
(′) + ψ¯(′)PR(L)L(R)
}
=
(
N
L(R)
ψ −NL(R)
)
S0 =
= 2
∫
ddx
{ i
2
ψ¯(′)
↔
∂/PL(R)ψ
(′) + ψ¯(′)γ¯µPL(R)T
a
L(R)ψ
(′)Aaµ
}
,
L¯
L(R)
ψ(′)
≡Lψ(′)−
∫
ddx i ψ¯(′)
↔ˆ
∂/PL(R)ψ
(′)=2
∫
ddx
{i
2
ψ¯(′)
↔¯
∂/PL(R)ψ
(′)+ψ¯(′)γ¯µPL(R)T
a
L(R)ψ
(′)Aaµ
}
,
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Figure 4: One-loop Feynman graphs contributing to the 1PI functions involving external
fields
LA ≡ bd ·
∫
ddx ρ˜aµA
aµ =
(
Tr [NA −Nρ −NB −Nω¯] + 2α
∂
∂α
)
S0,
Lω ≡ −bd ·
∫
ddx ζa ωa = Tr [Nω −Nζ ]S0,
where
Nφ ≡
∫
ddx φ(x)
δ
δφ(x)
, φ = Aµ, ρµ, B, ω¯, ω and ζ,
N
L(R)
ψ ≡
∫
ddx (PL(R))ψ)β
δ
δψβ
, N
R(L)
ψ′ ≡
∫
ddx (PR(L))ψ
′)β
δ
δψ′β
,
N
R(L)
ψ¯
≡
∫
ddx (ψ¯PR(L))β
δ
δψ¯β
, N
L(R)
ψ¯′
≡
∫
ddx (ψ¯′PL(R))β
δ
δψ¯′β
; (38)
then, the functional Γ
(1)
0 sing in eq. (37) can be cast into the form:
Γ
(1)
0 sing =
1
(4π)2
g2
h¯
ε
[
11
3
CA Lg + (2−
1− α′
2
)CA LA + α
′CA Lω
]
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+
1
(4π)2
g2
h¯
ε
[
−
4
3
TL+R
2
L¯g + α
′CLL¯ψ + α
′CRL¯ψ′
]
+
1
(4π)2
h¯
ε
TL+R
2
4
3
∫
ddx
1
2
A¯µˆA¯
µ; (39)
i.e. bd Γ
(1)
0 sing = O(gˆµν).
The second and third lines of the previous equation show explicitely that the standard
“infinite” multiplicative renormalization of the coupling constant g and of the fields of S0
is already lost at the one-loop level.
3.4. The BRS identity and the anomalous symmetry breaking term
The Regularized Action Principle, explained in subsection 2.3. and Appendix A, leads
to the following BRS identity
Sd(ΓDReg) ≡
∫
ddx
{
Tr
δΓDReg
δρµ
δΓDReg
δAµ
+Tr
δΓDReg
δζ
δΓDReg
δω
+ Tr B
δΓDReg
δω¯
+
δΓDReg
δL¯
δΓDReg
δψ
+
δΓDReg
δR¯
δΓDReg
δψ′
+
δΓDReg
δL
δΓDReg
δψ¯
+
δΓDReg
δR
δΓDReg
δψ¯′
}
=
=∆ˆ · ΓDReg +∆ct · ΓDReg +
∫
ddx
∑
Φ
{[ δS(n)ct
δKΦ(x)
· ΓDReg
]δΓDReg
δΦ(x)
}
, (40)
when applied to the Dimensional Regularization 1PI functional, ΓDReg, obtained from the
Dimensional Regularization action S
(n)
DReg, the latter being given in eq. (35). The symbols
Φ and KΦ in the previous equation stand, respectively, for any field that undergoes non-
linear BRS transformation, i.e Aµ, ω, ψ, ψ
′, ψ¯ and ψ¯′ and the external field which couple
to the corresponding BRS variation, i.e. ρµ, ζ, L¯, R¯, L, and R. The operator ∆ˆ is
given in eq. (34). The symbol ∆ct is equal to sdS
(n)
ct , where S
(n)
ct and sd are defined in
eqs. (35) and (31), respectively. Eq. (40) is a particular instance of eq. (19), and it is
obtained by considering the concrete realization of the Dimensional Regularization BRS
transformations given in eq. (31). This equation is a rigorous equation, valid to all orders
in the expansion in powers of h¯ and fields.
Notice that ΓDReg is not BRS invariant since Sd(ΓDReg) does not vanish. Indeed, the
far right hand side of eq. (40),
∆ˆ · ΓDReg +∆ct · ΓDReg +
∫
ddx
∑
Φ
{[ δS(n)ct
δKΦ(x)
· ΓDReg
]δΓDReg
δΦ(x)
}
,
is not zero. This term is the symmetry breaking term of the dimensionally regularized
theory defined by the Dimensional Regularization action S
(n)
DReg.
We have to ask now about the renormalized counterpart of eq. (40). Since S
(n)
DReg
contains the singular counterterms needed to render non-singular at d = 4 the 1PI functions
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of the theory up to order h¯n, eq. (20) defines the renormalized 1PI functional Γren up to
order h¯n:
LIMd→4 ΓDReg[ϕ,Φ;KΦ;µ] = Γren[ϕ,Φ;KΦ;µ]. (41)
Let us recall that the limiting process denoted by LIMd→4 is acomplished by taking the
ordinary limit d → 4 first and then replacing with zero every hatted object. The Dimen-
sional Regularization scale has been introduced by hand as explained in v) of subsection
2.2.
Now, by particularizing eqs. (18)–(20) to the field theory under study, one concludes
that the following equation, which is the renormalized counterpart of eq. (40), holds up to
order h¯n:
S(Γren) ≡
∫
d4x
{
Tr
δΓren
δρµ
δΓren
δAµ
+Tr
δΓren
δζ
δΓren
δω
+ Tr B
δΓren
δω¯
+
δΓren
δL¯
δΓren
δψ
+
δΓren
δR¯
δΓren
δψ′
+
δΓren
δL
δΓren
δψ¯
+
δΓren
δR
δΓren
δψ¯′
}
= ∆breaking, (42)
where Γren is the dimensionally renormalized 1PI functional as defined by eq. (41). The
BRS symmetry breaking term ∆breaking is given up to order h¯
n by the following “limit”
∆breaking = LIMd→4
{
∆ˆ·ΓDReg+∆ct·ΓDReg+
∫
ddx
∑
Φ
{[ δS(n)ct
δKΦ(x)
·ΓDReg
]δΓDReg
δΦ(x)
}}
. (43)
The fact [18] that if the anomaly cancellation conditions are met [23] the cohomology
of the linearized BRS operator b in eq. (29) is trivial on the space of local polynomials of
ghost number one, guarantees that S
(n)
fct can be chosen so that ∆breaking above vanishes
whatever the value of n. Hence, if the BRS symmetry is non-anomalous, non-symmetric
counterterms can be added to the Dimensional Regularization classical action so that
the resulting renormalized action is BRS invariant: S(Γren) = 0. In this paper we shall
compute S
(1)
fct explicitly (see subsection 3.6.).
Let us close this subsection and express in terms of local operators in four dimensions
the order h¯ contribution, ∆
(1)
breaking, to the symmetry breaking term given in eq. (43).
Adapting eqs. (21) and (23) to the regularized theory at hand we conclude that
∆
(1)
breaking =LIMd→4
{[
∆ˆ · ΓDReg
](1)
singular
+ bd S
(1)
sct
}
+
[
N[∆ˆ] · Γren
](1)
+ b S
(1)
fct
=
[
N[∆ˆ] · Γren
](1)
+ b S
(1)
fct . (44)
where ∆ˆ and bd are defined in eqs. (34) and (29), respectively. Indeed, we shall show below
that
[
∆ˆ · ΓDReg
](1)
singular
=
1
(4π)2
TL+R
2
4
3
h¯
ε
∫
ddx − ωa
{
ˆ ∂¯µA¯
µa+ cabc (ˆA¯aµ)A¯
µ b
}
= −bd S
(1)
sct .
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The order h¯ singular (pole) contribution,
[
∆ˆ · ΓDReg
](1)
singular
, to ∆ · ΓDReg only comes
from the diagrams depicted in figs. 5 and 6, after replacing ∆ˇ with ∆ˆ. These contributions
read [[
∆ˆ · ΓDReg
]µ ba
Aw
](1)
singular
(p) =
i
(4π)2
TL+Rδ
ab 2
3
1
ε
p¯µpˆ2;
[[
∆ˆ · ΓDReg
]µν bca
AAw
](1)
singular
(p1, p2) =
i
(4π)2
icabc
4
3
1
ε
(pˆ21 − pˆ
2
2 ) g¯
µν. (45)
Now, bd Lg = bd LA = bd Lω = bd L¯g = bd L¯ψ(′) = 0, and therefore the only non-
vanisning bd-variation of Γ
(1)
0sing comes from the third line of eq. (39), which in turns is
equal to eq. (45). The fact that S
(1)
sct = −Γ
(1)
0 sing concludes the proof.
The next task to face is the computation of the order h¯ contribution to the anomalous
insertion N[∆ˆ] ·Γren. We shall carry out this calculation in the next section. The computa-
tion is somewhat simplyfied if we bare in mind that the field B, enforcing the gauge-fixing
condition, has no dynamics (no interaction vertices) unless forcibly introduced by appro-
priate choice of S
(n)
fct (finite countertems). Hence, it will be very advisable to imposse that
the finite counterms be independent of B, so that the only contribution to ΓDReg involving
B is order h¯0 and given by S0 in eq. (32). It is thus plain that the so-called gauge-fixing
equation
B(Γren) ≡
δΓren
δB
− ∂µA
µ − αB = 0 , (46)
holds for the renormalized theory. Notice that eq. (46) does not clash with restoring the
BRS symmetry since ∆breaking defined in eq. (43) does not depend on B. Of course, eq. (46)
is the equation of motion of B.
Finally, the ghost equation is another interesting equation. It is just the equation of
motion of ω¯:
G Γren ≡
{
δ
δω¯
+ ∂µ
δ
δρµ
}
Γren = 0, (47)
and is a consequence of eq. (42) and the gauge-fixing equation. Some functional differ-
entiation and the fact that ∆breaking does not depend on B lead to eq. (47). A furher
simplication, the ghost equation implies that the functional which satisfy it depends on
ρµ and ω¯ through the combination ρ˜µ = ρµ + ∂µω¯. Finally, it is not difficult to come to
the conclusion that this very simplification applies to each term on the right hand side of
eq. (43) and S
(n)
ct in eq. (35).
3.5. Expansion of the anomalous insertion
The anomalous insertion N[∆ˆ] · Γren has ghost number +1 and it is the insertion
into the 1PI functional Γren of an evanescent integrated polynomial operator of ultraviolet
dimension 4 with neither free Lorentz indices nor free indices for the gauge group. This
anomalous insertion is a functional of ψ, ψ′, Aµ, ω¯ (only through ρ˜µ), ω, but not of B, and
29
also of the external fields L, L¯, R, R¯, ρµ (only through ρ˜µ) and ζ. It is thus compulsory to
generalize first eq. (25) so that it includes also Feynman diagrams with the external fields
as vertices.
Due to the explicit power-counting in our model, only diagrams with either no or one
external fields can be divergent. Consider a diagram with the vertex KΦsΦ (Φ denotes
any field which undergoes non-linear BRS transformations). The Feynman rule in momen-
tum space of this vertex is an integration over a momentum q′, which is absorbed in the
definition of the Fourier transform of the function with an insertion of an operator, and
the factors ih¯ K˜Φ(q
′) times the Feynman rule of the operator insertion sΦ at momentum
q′. The singular part is also a polynomial in q′, therefore it can be expanded, together
with the rest of momenta, in a finite Taylor series in q′. A factor q′µ1 · · · q′µs together with
K˜(q′) will lead to a (−i)s ∂µ1 · · ·∂µs KΦ(x) which multiply the insertion of the monomial
operator obtained with the rest of momenta. Therefore the Bonneau identities (eq. (25))
are generalized to:
N[∆ˆ](x) · Γren = −
4∑
n=0
∑
{j1 ... jn}
[ δ(J)∑
r=0
∑
{i1 ... ir}
1≤ij≤n{ (−i)r
r!
∂r
∂pµ1i1 · · ·∂p
µr
ir
(−ih¯) r.s.p.
〈
φ˜j1(p1) . . . φ˜jn(pn) N[∆ˇ](q=−
∑
pi)
〉1PI
K=0
∣∣∣
pi=0, gˇ=0
}
× N
[ 1
n!
1∏
k=n
{( ∏
{α/iα=k}
∂µα
)
φjk
}]
(x) · Γren +
+
∑
Φ
∑
s,t
0≤s+t≤δ(J;Φ)
∑
{i1 ... is}
1≤ij≤n
{ (−i)s+t
(s+ t)!
∂s+t
∂pµ1i1 · · ·∂p
µs
is
∂pν1n+1 · · ·∂p
νt
n+1
r.s.p.
〈
φ˜j1(p1) . . . φ˜jn(pn); N[sΦ](pn+1) N[∆ˇ](q=−
∑
pi)
〉1PI
K=0
∣∣∣
pi=0, gˇ≡0
}
× (∂ν1 . . . ∂νt KΦ)(x) N
[ 1
n!
1∏
k=n
{( ∏
{α/iα=k}
∂µα
)
φjk
}]
(x) · Γren
]
, (48)
where J ≡ {j1, · · · , jn} and the indexes jk, k = 1, · · · , n label the different types of
quantum fields, with the proviso that fields having different values of gauge group indices
are taken as different. The symbols δ(J), δ(J ; Φ) denote, respectively, the overall degrees
of ultraviolet divergence of the 1PI functions
〈
φ˜j1(p1) . . . φ˜jn(pn) N[∆ˇ](q=−
∑
pi)
〉1PI
K=0
and〈
φ˜j1(p1) . . . φ˜jn(pn); N[sΦ](pn+1) N[∆ˇ](q=−
∑
pi)
〉1PI
K=0
. Notice that since our propagators
are massless the only non-vanishing contributions to the left hand side of eq. (48) come
from r = δ(J) and s + t = δ(J ; Φ).
∏1
k=n means that fields in the product are ordered
from left to right according to decreasing values of k.
The previous formula gives rise to an expansion of N[∆ˆ](x) · Γren in terms of both
standard and evanescent monomials [6,7] (see section 2.4.). If we denote the monomials
generically by the letter M, the expansion will have the form
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N[∆ˆ] · Γren =
∫
d4x N[∆ˆ](x) · Γren
=
∑
i
βabc...i N[M
abc...
i ] · Γren +
∑
j
βˆabc...j N[Mˆ
abc...
j ] · Γren
=
∑
i
β¯abc...i N[M¯
abc...
i ] · Γren +
∑
j
βˆ′abc...j N[Mˆ
abc...
j ] · Γren, (49)
with each coefficient being a formal series in h¯ (starting at order h¯1). The latin letters
abc stand for the gauge group indices. We shall assume that repeated gauge group indices
are summed over. The monomials in eq. (49) have no free Lorentz index. The objects
{M¯abc...i }, called “barred” nonomials, are monomials where all Lorentz contractions are
carried out with g¯µν . Notice that there is a one-to-one correspondence between {Mabc...i }
and {M¯abc...i }. The objects {Mˆ
abc...
i }, called “hatted” nonomials, are evanescent operators.
Notice that in our case the monomials will be intregated local functionals of the fields
and its derivatives with ghost number one and ultraviolet dimension 4.
Expanding in the same way all the normal insertions of the evanescent monomials
Mˆabc...i on the right hand side of eq. (49) and solving the system of Bonneau identities we
would get finally the true expansion of the anomalous insertions in terms of the basis of
standard (or barred) normal products (also called standard quantum insertions):
N[∆ˆ] · Γren =
∑
i
kabc...i N[M
abc...
i ] · Γren
=
∑
i
k¯abc...i N[M¯
abc...
i ] · Γren;
where the barred monomials simply means again that all the Lorentz contractions are done
with the g¯ tensor.
Let us shorthand
∫
ddx to
∫
. The list of integrated monomials of ghost number 1,
ultraviolet dimension 4 and no free of Lorentz indices which is relevant to our computation
is the following:
∗ a) Monomials with 1 ω and 1 A
Mab1 ≡
∫
ddx ωa ∂µA
bµ.
∗ b) Monomials with 1 ω and 2 A’s and no εµναβ tensor
Mabc2 ≡
∫
ωa ( Abµ)A
cµ, Mabc3 ≡
∫
ωa (∂µA
b
ν)(∂
µAcν) =Macb3 ,
Mabc4 ≡
∫
ωa (∂µ∂νA
bµ)Acν, Mabc5 ≡
∫
ωa (∂µA
bµ)(∂νA
cν) =Macb5 ,
Mabc6 ≡
∫
ωa (∂µA
b
ν)(∂
νAcµ) =Macb6 .
∗ c) Monomials with 1 ω and 3 A’s and no εµναβ tensor
Mabcd7 ≡
∫
ωa (∂µA
bµ)AcνA
dν =Mabdc7 , M
abcd
8 ≡
∫
ωa (∂µA
b
ν)A
cµAdν .
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∗ d) Monomials with 1 ω and 4 A’s and no εµναβ tensor
Mabcde9 ≡
∫
ωaAbµA
cµAdνA
eν =Macbde9 =M
abced
9 =M
adebc
9 .
Since the formulae with fermions ψ and ψ′ are very similar we collect them in a way
obvious to interpret. In general, we will denote with a roman letter L or R the fermionic
lines or loops in Feynman diagrams, the monomials, their coefficients, . . . corresponding
to the fermions ψ, whose interaction is left-handed, or to the fermions fermions ψ′, whose
interaction is right-handed.
∗ e) Monomials with 1 ω and ψ, ψ¯ (ψ′, ψ¯′)
Ma,ij10L(R) ≡
∫
ωa ψ¯
(′)
i γ¯
µPL(R)∂µψ
(′)
j , M
a,ij
11L(R) ≡
∫
ωa (∂µψ¯
(′)
i )γ¯
µPL(R)∂µψ
(′)
j ,
i, j denote the group indices of the corresponding fermion fields.
∗ f) Monomials with 1 ω, 1 A and ψ, ψ¯ (ψ′, ψ¯′)
Mab,ij12L(R) ≡
∫
ωa ψ¯
(′)
i γ¯
µPL(R)ψ
(′)
j A
b
µ.
∗ g) Monomials with fermions and external fields
Mab,ij14L(R) ≡
∫
ωaωb L¯i(Ri)PL(R)ψ
(′)
j , M
ab,ij
15L(R) ≡
∫
ωaωb ψ¯
(′)
i PR(L)Lj(Rj)
We have not considered operators like ωa ψ¯iγ¯
µPR∂µψj as admissible monomials since
it will not be generated by the Bonneau identities due to the form of our choice for fermion
vertex at order h¯0.
Will shall adopt the notation that the {· · ·} enclosing indices denotes symmetrization
and [· · ·] antisymmetrization.
∗ h) Monomials with εµναβ
Mabc50 ≡
∫
εµναβ ω
a (∂αAbµ)(∂βAcν) =Macb50 ,M
abcd
51 ≡
∫
εµνρα ω
a(∂αAbµ)AcνAdρ=−Mabdc51 ,
Mabc52 ≡
∫
εµνρλ ω
aAbµAcνAdρAeλ =M
a[bcde]
52 ;
∗ i) Monomials with ρ˜ or ζ
Notice that it is possible to construct other monomials with ghost number +1 and
dimension 4: ρ˜aµ ω
bωc Adµ, ρ˜aµ(∂
µωb)ωc, ζaωbωcωd. The formulae for their coefficients in
the Bonneau expansion are also easily obtained, but we do not write them because in the
one loop computation all this coefficients turn out to be zero. This is clear because all the
1PI functions we would have to compute involve at least two loops.
∗ Anomalous monomials, i.e. with some gˆ
Take all the monomials written above and write all monomials obtained by adding
hats to the Lorentz indices in all possible ways. No hatted index should appear contracted
with the εµναβ , because this contraction vanish. Notice that with the fermionic vertices
ψ¯(′)γ¯µPL(R)T
a
L(R)ψ
(′)Aaµ = ψ¯
(′)PR(L)γ¯
µPL(R)T
a
L(R)ψ
(′)Aaµ in the Dimensional Regulariza-
tion classical action S0, neither ω
a ψ¯iPLγˆ
µPL∂µψj nor ω
a ψ¯
(′)
i PRγˆ
µPR∂µψ
(′)
j occur in the
32
Bonneau expasion we are considering; however, with the vertex ψ¯(′)γµPL(R)T
a
L(R)ψ
(′)Aaµ =
Aaµ (ψ¯
(′)PR(L)γ¯
µPL(R)T
a
L(R)ψ
(′) + ψ¯(′)PL(R)γˆ
µT aL(R)PL(R)ψ
(′)), both do.
It is convenient to use the expansion in terms of barred and hatted monomials (so the
1PI functions with ∆ˇ inserted have to be expressed in terms of g¯ and gˆ). Then, the formulae
of the coefficients for all orders and the result for the first order read (see figs. 7-12):
∗ a) From 1PI functions with one ω and one A (fig. 5)
βab1 = −(−i)
3 × coef. in r.s.p.
〈
ωa(p2 ≡ −p1)Abµ(p1) N[∆ˇ](q = 0)
〉1PI
K=0
of p¯1
2 p¯1µ
= −
1
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(−i)3∂3
∂p¯ν1∂p¯1ν∂p¯1µ
r.s.p.
〈
ωa(−p1)Abµ(p1) N[∆ˇ](q = 0)
〉1PI
K=0
∣∣∣
pi≡0
= −
1
(4π)2
TL + TR
3
δab h¯1 +O(h¯2), (50)
a
q
∆
µb
p2
1p
L + idem with R fermions
Figure 5: 1PI Feynman diagrams needed to compute eq. (50)
∗ b) From 1PI functions with one ω and two As, and no εµναβ tensor (fig. 6)
{βabc2 , β
abc
4 } =
= −(−i)2 × coef. in r.s.p.
〈
ωa(p3 ≡ −p1 − p2)Abµ(p1)A
c
ν(p2) N[∆ˇ](q = 0)
〉1PI
K=0
of
{p¯1
2 g¯µν , p¯1µ p¯1ν} respectively
=
1
(4π)2
(TL + TR) c
abc {−
1
3
,
2
3
} h¯1 +O(h¯2), (51)
{βabc3 = β
acb
3 , β
abc
5 = β
acb
5 , β
abc
6 = β
acb
6 } =
= −
(−i)2
2
× coef. in r.s.p.
〈
ωa(p3 ≡ −p1 − p2)Abµ(p1)A
c
ν(p2) N[∆ˇ](q = 0)
〉1PI
K=0
of
{p¯1 · p¯2 g¯µν , p¯1µ p¯2ν , p¯1ν p¯2µ} resp.
= 0 h¯1 +O(h¯2), (52)
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a
q
∆
µb
L
p
1p p2
3
νc
+
permutations
of
bosonic legs
+ idem with R fermions
Figure 6: 1PI Feynman diagrams needed to compute eqs. (51), (52) and (61)
∗ c) From 1PI functions with one ω and three As, and no εµναβ tensor (fig. 7)
βabcd7 = β
abdc
7 =
= −
(−i)
2
× coef. in r.s.p.
〈
ωa(−
∑3
i pi)A
b
µ(p1)A
c
ν(p2)A
d
ρ(p3) N[∆ˇ](q = 0)
〉1PI
K=0
of
p¯1µ g¯νρ
=
1
(4π)2
1
6
[T abcdL+R + T
acdb
L+R + T
abdc
L+R + T
adcb
L+R − T
acbd
L+R − T
adbc
L+R ] h¯
1 +O(h¯2), (53)
βabcd8 = −(−i) × coef. in r.s.p.
〈
ωa(−
∑3
i pi)A
b
µ(p1)A
c
ν(p2)A
d
ρ(p3) N[∆ˇ](q = 0)
〉1PI
K=0
of
(p¯1ν g¯µρ + p¯1ρ g¯µν)
=
1
(4π)2
1
3
[T abdcL+R + T
acbd
L+R + T
acdb
L+R + T
adbc
L+R − T
abcd
L+R − T
adcb
L+R ] h¯
1 +O(h¯2), (54)
a
q
∆
p4
µb
1p p3
ρd
L
p2
νc
+
permutations
of
bosonic legs
+ idem with R fermions
Figure 7: 1PI Feynman diagrams needed to compute eqs. (53), (54) and (62)
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a
q
∆
p5
µb
1p p4
λ e
p2
ν c
L
ρd
p3
+
permutations
of
bosonic legs
+ idem with R fermions
Figure 8: 1PI Feynman diagrams needed to compute eqs. (55) and (63)
∗ d) From 1PI functions with one ω and four As, and no εµναβ tensor (fig. 8)
βabcde9 = β
a{bc}{de}
9 = β
a{de}{bc}
9 =
= −
1
8
× coef. in r.s.p.
〈
ωaAbµA
c
νA
d
ρA
e
λ N[∆ˇ](q = 0)
〉1PI
K=0
of g¯µν
= 0 h¯1 +O(h¯2), (55)
In principle, due to the presence of γ5, there should be also evanescent normal prod-
ucts in the expansion of the anomalous insertion N[∆ˆ] · Γren. Indeed, the coefficient of∫
N[ωa ˆ∂¯µA
bµ] is
− (−i)3 × coef. in r.s.p.
〈
ωa(p2 ≡ −p1)Abµ(p1) N[∆ˇ](q = 0)
〉1PI
K=0
of pˆ1
2 p¯1µ
=−
1
8(d− 4)
(−i)3∂3
∂pˆν1∂pˆ1ν∂p¯1µ
r.s.p.
〈
ωa(−p1)Abµ(p1) N[∆ˇ](q = 0)
〉1PI
K=0
∣∣∣
pi≡0
=−
1
(4π)2
TL + TR
3
δab h¯1 +O(h¯2),
However, a symplification occur, for the coefficient of
∫
N[ωa ¯∂ˆµA
bµ] is
− (−i)3 × coef. in r.s.p.
〈
ωa(p2 ≡ −p1)Abµ(p1) N[∆ˇ](q = 0)
〉1PI
K=0
of p¯1
2 pˆ1µ
= −
1
8(d− 4)
(−i)3∂3
∂p¯ν1∂p¯1ν∂pˆ1µ
r.s.p.
〈
ωa(−p1)Abµ(p1) N[∆ˇ](q = 0)
〉1PI
K=0
∣∣∣
pi≡0
= 0 h¯1 +O(h¯2),
and so on. Due to our expansion in barred and hatted objects rather than in standard and
hatted ones, and because of the form of the regularized interaction it turns out that the rest
of anomalous coefficients are 0 in the one-loop approximation. Nevertheless, as we know
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a
q
L(R)L(R)
β jiα
∆
p2p1 e
p3
a
q
∆
c
b
L(R) L(R) p3
p2p1
iα β j
a
q
β j
∆
c
b
L(R)
iα
L(R) p3
p1p2
(T e
L(R)
Ta
L(R)
T e
L(R)
)ij = cbac(T
[c
L(R)
T
b]
L(R)
)ij = cbac(T
[b
L(R)
T
c]
L(R)
)ij =
= (CL(R) −
CA
2
) (Ta
L(R)
)ij =
i
2
cacbccbe(T
e
L(R)
)ij = = −
i
2
cabccbce(T
e
L(R)
)ij =
= i
2
CA(T
a
L(R)
)ij = −
i
2
CA(T
a
L(R)
)ij
Figure 9: 1PI Feynman diagrams needed to compute eqs. (56) and (57). (Notice that the
gauge group structure is explicitly shown under these and subsequent diagrams)
from subsection 2.4., these anomalous coefficients only matter at the next perturbative
order, so this vanishing of the coefficiens is only a simplification relevant to higher order
computations.
∗ e) From 1PI functions with one ω and one ψ, ψ¯ (ψ′, ψ¯′) pair (fig. 9)
βa,ij10L(R) = −(−i) × coef. in r.s.p.
〈
ωa(p3 ≡ −p1 − p2)ψ
(′)
βj(p2)ψ¯
(′)
αi (p1) N[∆ˇ](q = 0)
〉1PI
K=0
of
(p¯/2PL(R))αβ
= −
1
4 · 2
(−i)∂
∂p¯µ2
r.s.p.
〈
ωa(−p1 − p2)ψ
(′)
βj(p2)ψ¯
(′)
αi (p1) N[∆ˇ](q = 0)
〉1PI
K=0
∣∣∣
pi≡0
· (PL(R)γ¯
µ)βα
=
i
4 · 2
Tr
[ ∂
∂p¯µ2
r.s.p.
〈
ωa(−p1 − p2)ψ
(′)
j (p2)ψ¯
(′)
i (p1) N[∆ˇ](q = 0)
〉1PI
K=0
∣∣∣
pi≡0
PL(R)γ¯
µ
]
= −
1
(4π)2
g2
{
(CL(R) −
CA
4
)[T aL(R) ]
ij + (α′ − 1)
(CL(R)
6
−
CA
4
)
[T aL(R) ]
ij
}
h¯1
+O(h¯2). (56)
βa,ij11L(R) = −(−i) × coef. in r.s.p.
〈
ωa(p3 ≡ −p1 − p2)ψ
(′)
βj(p2)ψ¯
(′)
αi (p1) N[∆ˇ](q = 0)
〉1PI
K=0
of
(p¯/1PL(R))αβ
=
i
4 · 2
Tr
[ ∂
∂p¯µ1
r.s.p.
〈
ωa(−p1 − p2)ψ
(′)
j (p2)ψ¯
(′)
i (p1) N[∆ˇ](q = 0)
〉1PI
K=0
∣∣∣
pi≡0
PL(R)γ¯
µ
]
= −
1
(4π)2
g2
{
(CL(R) −
CA
4
)[T aL(R) ]
ij + (α′ − 1)
(CL(R)
6
−
CA
4
)
[T aL(R) ]
ij
}
h¯1
+O(h¯2). (57)
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a
q
L(R)L(R)
β jiα
∆
e
µb
a
q
L(R)L(R)
β j iα
∆
e
µb
a
q
L(R)L(R)
β jiα
∆
e
µb
d
(T e
L(R)
T b
L(R)
Ta
L(R)
T e
L(R)
)ij (T
e
L(R)
Ta
L(R)
T b
L(R)
T e
L(R)
)ij cedb(T
e
L(R)
Ta
L(R)
Td
L(R)
)ij
a
q
L(R)L(R)
β jiα
∆
µb
e
c a
q
L(R)
∆
µb
e
c
iαβ j
L(R)
ceac(T cL(R)T
b
L(R)
T e
L(R)
)ij ceac(T
e
L(R)
T b
L(R)
T c
L(R)
)ij
a
q
L(R)
∆
µb
e
iα β j
L(R)
g
d
a
q
L(R)
∆
µb
e
iαβ j
L(R)
g
d
a
q
L(R)
∆ µb
e
iα β j
L(R)
g c a
q
L(R)
∆ µb
e
iαβ j
L(R)
g c
cbedceag(T
g
L(R)
Td
L(R)
)ij cbedceag(T
d
L(R)
T
g
L(R)
)ij ceaccbcg(T
g
L(R)
T e
L(R)
)ij ceaccbcg(T
e
L(R)
T
g
L(R)
)ij
Figure 10: 1PI Feynman diagrams needed to compute eq. (58)
∗ f) From 1PI functions with one ω, one A and one ψ, ψ¯ (ψ′, ψ¯′) pair (fig. 10)
βab,ij12L(R) = −1× coef. in r.s.p.
〈
ωaAbµψ
(′)
βj ψ¯
(′)
αi N[∆ˇ](q = 0)
〉1PI
K=0
of
(γ¯µPL(R))αβ
= −
1
4 · 2
Tr
[
r.s.p.
〈
ωaAbµψ
(′)
j ψ¯
(′)
i N[∆ˇ](q = 0)
〉1PI
K=0
∣∣∣
pi≡0
PL(R)γ¯
µ
]
= −
1
(4π)2
g2
1 + (α′ − 1)
4
CA i
[
T aL(R), T
b
L(R)
]
ij
h¯1 +O(h¯2). (58)
Notice that the gauge group structure of the first five diagrams in fig. 10 involves three
or more gauge group generator matrices. The gauge group structure of each diagram is
rather involved but it turns out that the r.s.p. of each of the first three diagrams vanishes,
that the r.s.p. of the fourth cancels exactly against the fith, and, thanks to the Jacobi
identity, that the result of the last four diagrams combine in pairs to give eq. (58), where
the gauge group structure is simply a commutator.This is remarkable, because we shall see
in Appendix C that the difference between the one-loop 1PI fermionic vertex computed
a` la Breitenlhoner and Maison and the same 1PI function evaluated with the “naive”
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presciption involves only a single gauge group generator and, hence, it is sensible to expect
that the finite counterterm that is needed to restore at the one-loop level the BRS symmetry
in the Breitenlhoner and Maison formalism involved only a generator. The BRS variation,
b, of this counterterm yields a contribution linear in Abµ which will match the gauge group
structure of the symmetry breaking diagrams in fig. 10 thanks to the various cancellations
and simplifications just described.
a
q L(R)
∆
e
iα
β j
L(R)
g
b
h
chagchbe(T
g
L(R)
T e
L(R)
)ij
− a←→ b
a
q L(R)
∆ iα
β j
L(R) g
b
h
chag(T
g
L(R)
T b
L(R)
Th
L(R)
)ij
− a←→ b
Figure 11: 1PI Feynman diagrams needed to compute eq. (59)
∗ g) From 1PI functions with fermions and external fields (figs. 11-12)
βab,ij14L(R) =
i
2h¯
× coef. in r.s.p.
〈
ωaωbψ
(′)
βjN[sψ
(′)
αi ] N[∆ˇ](q = 0)
〉1PI
K=0
of
(PL(R))αβ
=
1
(4π)2
g2[1 + (α′ − 1)]
CA
8
[
T aL(R), T
b
L(R)
]
ij
h¯1 +O(h¯2). (59)
βab,ij15L(R) =
i
2h¯
× coef. in r.s.p.
〈
ωaωbψ¯
(′)
βjN[sψ¯
(′)
αi ] N[∆ˇ](q = 0)
〉1PI
K=0
of
(PR(L))αβ
= −
1
(4π)2
g2[1 + (α′ − 1)]
CA
8
[
T aL(R), T
b
L(R)
]
ij
h¯1 +O(h¯2). (60)
As in case f), it seems impossible that the gauge group structure of the diagrams
be matched by gauge group structure of a simple one-loop finite counterterm. But the
last pair of diagrams of each 1PI function vanishes, and the other pair of antisymmetric
diagrams conspire with the help of the Jacobi identity to give a simple commutator as
result.
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e
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β j
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e
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g
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∆
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h
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Figure 12: 1PI Feynman diagrams needed to compute eq. (60)
∗ h) From 1PI functions with εµναβ (figs. 6-8)
These coefficients are very important, because if they are non-zero, give monomials in
the expansion of the breaking that can not be cancelled by finite counterterms; i.e. they
give the essential non-Abelian chiral anomaly.
βabc50 = β
acb
50 =
= −
(−i)2
2
× coef. in r.s.p.
〈
ωa(p3 ≡ −p1 − p2)Abµ(p1)A
c
ν(p2) N[∆ˇ](q = 0)
〉1PI
K=0
of
εµναβ p1
α p2
β
= −
1
(4π)2
1
3
dabcL−R h¯
1 +O(h¯2), (61)
βabcd51 = −β
abdc
51 =
= −
(−i)
2
× coef. in r.s.p.
〈
ωa(p4 ≡ −
∑3
i pi)A
b
µ(p1)A
c
νA
d
ρ N[∆ˇ](q = 0)
〉1PI
K=0
of
εµνρα p¯1
α
= −
1
(4π)2
1
6
DabcdL−R h¯
1 +O(h¯2), (62)
βabcde52 = β
a[bcde]
52 = −
1
4!
× coef. in r.s.p.
〈
ωaAbµA
c
νA
d
ρA
e
λ N[∆ˇ](q = 0)
〉1PI
K=0
of
εµνρλ (63)
= O(h¯2),
with the definitions
dabcL = Tr
[
T aL
{
T bL, T
c
L
} ]
= d
{abc}
L
DabcdL = −i 3! Tr
[
T aL T
[b
L T
c
LT
d]
L
]
=
1
2
( dabeL c
ecd + daceL c
edb + dadeL c
ebc );
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same for dabcR and D
abcd
R , and dL−R ≡ dL − dR, DL−R ≡ DL −DR.
Of course, we write O(h¯2) because we have computed at first order in h¯; but due to
the Adler-Bardeem theorem for non-Abelian gauge theories [18], all these coefficient should
be zero at higher orders if there would not be an anomaly at first order.
Our one-loop computation of these coefficients give the non-Abelian (essential) chiral
gauge anomaly:∫
d4x
{
βabc50 N[εµναβ ω
a(∂αAµb)(∂βAνc)] + βabcd51 N[εµναβ ω
a(∂αAµb)AνcAρd]+
+ βabcde52 N[εµναβ ω
aAµbAνcAρdAλe]
}
· Γren =
= −
1
(4π)2
1
3
{
εµναβ d
abc
L−R ω
a(∂αAµb)(∂βAνc) +
1
2
εµνραD
abcd
L−Rω
a(∂αAµb)AνcAρd
}
+O(h¯2) =
=
1
(4π)2
1
3
εµνρσ ω
a ∂µ
{
dabcL−R(∂
νAρb)Aσc +
1
6
DabcdL−RA
νbAρcAσd
}
+O(h¯2) =
=
1
(4π)2
2
3
εµνρσ TrL−R
{
ω ∂µ (∂νAρAσ −
i
2
AνAρAσ)
}
+O(h¯2)
Remember that in the formulae for the coefficients, a sum over the different left or right
representations is understood. Therefore, the matter representation may be chosen such
that the coefficients of the essential anomaly above vanish.
Finally, as explained at the end of section 2.4., the coefficients ki of the true expansion
in the quantum (standard) basis of insertions are equal to the coefficients βi in the one-loop
approximation. Moreover k¯
(1)
i = k
(1)
i .
∗ The expression of the breaking at order h¯
Putting it all together we get the complete form of the integrated breaking,
[
N[∆ˆ] ·
Γren
](1)
, at order h¯ (this formula is a 4 dimensional one !), which reads
[
N[∆ˆ] · Γren
](1)
=−
1
(4π)2
TL + TR
3
δabMab1 h¯
1+
−
1
(4π)2
TL + TR
3
cabcMabc2 h¯
1 +
1
(4π)2
(TL + TR)
2
3
cabcMabc4 h¯
1+
+
1
(4π)2
1
6
[
T acbdL+R + T
adbc
L+R − (TL + TR) (c
ebcceda + cebdceca)
]
Mabcd7 h¯
1
+
1
(4π)2
1
3
[
T abcdL+R + T
adcb
L+R + (TL + TR) (c
ebcceda + cebacedc)
]
Mabcd8 h¯
1
−
1
(4π)2
g2
[
CL −
CA
4
+ (α′ − 1)
(CL
6
−
CA
4
)] (
M10L +M11L
)
h¯1
−
1
(4π)2
g2
[
CR −
CA
4
+ (α′ − 1)
(CR
6
−
CA
4
)] (
M10R +M11R
)
h¯1
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−
i
(4π)2
g2
1 + (α′ − 1)
4
CA
(
M12L −M13L +M12R −M13R
)
h¯1
+
i
(4π)2
g2
1 + (α′ − 1)
4
CA
8
cabc
(
Mabc14L −M
abc
15L +M
abc
14R −M
abc
15R
)
h¯1
+
1
(4π)2
2
3
∫
d4x εµνρσ TrL−R
[
ω ∂µ(∂νAρAσ −
i
2
AνAρAσ)
]
h¯1, (64)
where we have defined
M10L(R) = (T
a
L(R))
ijMa,ij10L(R) =
∫
d4x ωa ψ¯(′)γ¯µPL(R)T
a
L(R)∂µψ
(′)
M11L(R) = (T
a
L(R))
ijMa,ij11L(R) =
∫
d4x ωa (∂µψ¯
(′))γ¯µPL(R)T
a
L(R)ψ
(′)
M12L(R) = (T
a
L(R)T
b
L(R))
ijMab,ij12L(R) =
∫
d4x ωa ψ¯(′)γ¯µPL(R)T
a
L(R)T
b
L(R)ψ
(′)Abµ
M13L(R) = (T
b
L(R)T
a
L(R))
ijMab,ij12L(R) =
∫
d4x ωa ψ¯(′)γ¯µPL(R)T
b
L(R)T
a
L(R)ψ
(′)Abµ
Mabc14L(R) = (T
c
L(R))
ijMab,ij14L(R) =
∫
d4x ωa ωb L¯(R¯)PL(R)T
c
L(R)ψ
(′),
Mabc15L(R) = (T
c
L(R))
ijMab,ij15L(R) =
∫
d4x ωa ωb ψ¯(′)PR(L)T
c
L(R)L(R) ,
and we have used the following equation:
−2T abcdL+R − 2T
adcb
L+R +T
abdc
L+R +T
acbd
L+R +T
acdb
L+R + T
adbc
L+R = (TL+ TR) (c
ebc ceda+ ceba cedc) . (65)
Notice that if the classical theory were CP invariant, the combination of monomials
obtained have the same CP definite value as the breaking, as we would have expected from
the fact that Dimensional Regularization respects discrete symmetries. But we have not
assumed any discrete symmetry property when writing the basis of Bonneau monomials
because we work with general representations.
The result in eq. (64) can be obtained by computing the left hand side of eq. (64)
to the one-loop order, i.e. calculating the renormalized part of all possible one-loop 1PI
diagrams with the insertion ∆ˆ; their finite part has to be a local term, because when
going to the 4-dimensional space all (d− 4)-objects are set to be 0, so the only remaining
finite part of such a diagram must come from a polynomial singular part formed by a
4-dimensional object and a contracted (d− 4)-object which cancel the singularity in d− 4.
Therefore, being local this one-loop renormalized 1PI functions, there are operators (in
the 4-dimensional space) whose Feynman rules attached with a h¯1 give the same result.
The sum of this operators is precisely the right hand side of eq. (64).
In fact, the one-loop calculation of the coefficients of the Bonneau identities via r.s.p. of
diagrams with the insertion of ∆ˇ are exactly the same as the finite part of diagrams with
the insertion of ∆ˆ, excepting some factors in the Bonneau coefficients which directly give
the operators whose Feynman rules lead to the same result.
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But the Bonneau identities unravel the problem in higher order computations, and the
formulae of the coefficients given above would be the same (although with new Feynman
rules coming from the finite counterterms we would have added in the previous recursive
step).
3.6. Restoring the BRS symmetry: the computation of S
(1)
fct
We know from algebraic renormalization theory and BRS cohomology [18] that there
exists an integrated local functional of the fields and their derivatives, let us call it X(1),
such that the anomalous contribution
[
N[∆ˆ] · Γren
](1)
, given in eq. (64), can be cast into
the form[
N[∆ˆ] · Γren
](1)
=
1
(4π)2
2
3
∫
d4x εµνρσ TrL−R
[
ω ∂µ(∂νAρAσ −
i
2
AνAρAσ)
]
h¯1 + bX(1).
The integrated local functional, X(1), has ghost number zero and ultraviolet dimension 4.
Hence, by choosing S
(1)
fct in eq. (35) so that it verifies
S
(1)
fct = −X
(1),
and recalling that eqs. (44) and (42) hold, we conclude that the BRS identity is broken at
order h¯ by the essential non-Abelian gauge anomaly only:
S(Γren) =
1
(4π)2
2
3
∫
d4x εµνρσ TrL−R
[
ω ∂µ(∂νAρAσ −
i
2
AνAρAσ)
]
h¯1 + O(h¯2).
The previous equation leads in turn to the result we sought for; namely, that if the
fermion representations meet the anomaly cancellation criterion [23], the BRS symmetry
can be restored (up to order h¯) by an appropriate choice of finite counterterms S
(1)
fct .
Our next task will be to compute S
(1)
fct = −X
(1). We shall demand that S
(1)
fct do not
depend neither on B nor ρ˜. Recall that these fields do not occur in eq. (64).
The more general approach to this computation, similar to our study of the expan-
sion of
[
N[∆ˆ] · Γren
](1)
, would be: 1. Write the complete list of possible monomials of
ultraviolet dimension 4, ghost number 0 and with no free Lorentz indices †; 2. Write the
general expression of the finite counterterms as a linear combination of those monomials
with coefficients depending on gauge group indices. 3. Take their b-variation and finally
4. impose that this variation cancels the expansion of the breaking term
[
N[∆ˆ] · Γren
](1)
,
† This list is a list in the four dimensional space-time. Of course, some generalization
of them to the d-dimensional space-time of Dimensional Regularization has to be chosen
while writing them in the Dimensional Regularization action; but the differences, being
(d− 4)-objects, will begin to produce any effect at the following order in h¯ (because they
require loops to yield a non-zero contribution and there is already an explicit h¯ in S
(1)
fct )
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excepting the essential non-Abelian anomaly. This should lead to a compatible indetermi-
nate system with the coefficients as variables and with a degree of indeterminacy exactly
equal to the number of b-invariant operators in the classical theory.
But, writing such list and taking its b variation is a tedious task: lots of indices would
come in and the resolution of the final system would appear a bit messy.
It is plain that the gauge group structure of the finite counterterms which would be
needed in the one-loop computation to restore the BRS symmetry is not arbitrary. A
natural ansatz for the gauge group structure of these counterterms is to take the one-
loop gauge group structure which can appear while computing the Feynman diagrams.
Therefore, we write
S
(1)
fct =a1
∫
(∂µA
µ)2 + a2
∫
Aµ A
µ + c
∫
icabc(∂µA
a
ν)A
bµAcν
+ (dL d
abc
L + dR d
abc
R )
∫
(∂µA
a
ν)A
bµAcν ++(fL T
abcd
L + fR T
abcd
R )
∫
AaµAbµA
cνAdν
+ e cabccade
∫
AbµAcνAdµA
e
ν + nL
∫
i
2
ψ¯γµPL
↔
∂ µψ + nR
∫
i
2
ψ¯′γµPR
↔
∂ µψ
′
+ pL
∫
ψ¯γµPLT
a
LψA
a
µ + pR
∫
ψ¯′γµPRT
a
Rψ
′Aaµ
+
∫ [
u1L L¯sψ + u1R R¯sψ
′ + u2L Lsψ¯ + u2RRsψ¯
′
]
(66)
Notice that because of the reason given above we have not written terms with ρ or ω¯.
Moreover, we have the combinations of terms given in eq. (30) which are b-invariant.
Obviously, these combinations are not relevant to our computation. Therefore, we can
reduce the basis of possible finite counterterms to a minimum number taking into account
these invariant counterterms.
LA and Lω contain ρ˜
µ, which we supposed already not to appear in the finite coun-
terterms, so these invariant terms can not be used to reduce more the number of finite
counterterms. But, using Lg we can impose e = 0 and by taking advantange of Lψ(′) we
can set pL(R) = 0, without loss of generality.
Then, there should be a unique solution for the problem of cancellation of spurious
anomalies in terms of the rest of variables a1, a2, c, dL(R), fL(R), nL(R), u1L(R) and u2L(R).
We recast eq. (66) in the following form:
S
(1)
fct =a1 ∆˜1 + a2 ∆˜2 + c ∆˜3 + dL ∆˜4L + dR ∆˜4R + fL ∆˜5L + fR ∆˜5R
+ nL ∆˜6L + nR ∆˜6R + u1L ∆˜7L + u1R ∆˜7R + u2L ∆˜8L + u2R ∆˜8R. (67)
We need the b variations of the ∆˜s expanded in terms of the integrated monomials
we called Ms. Moreover, the coefficients of these expansions should be symmetrized if
the gauge group indices of the corresponding monomials have some symmetry properties.
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This is necessary because, for example, Mabc3 =M
acb
3 and then not all M
abc
3 are linearly
independent. The result reads: :
b ∆˜1 = 2 δ
abMab1 − 2 c
abcMabc4 , b ∆˜2 = −2 δ
abMab1 + 2 c
abcMabc2 ,
b ∆˜3 =− ic
abcMabc4 + ic
abcMabc2
−
i
2
[cebcceda + cebdceca]Mabcd7 + i[c
ebcceda + cebacedc]Mabcd8 ,
b ∆˜4L(R) =− d
abc
L(R)M
abc
2 − d
abc
L(R)M
abc
3 + d
abc
L(R)M
abc
4 + d
abc
L(R)M
abc
5
− (debcL(R)c
eda + debdL(R)c
eca)Mabcd7 + d
ebd
L(R)c
ecaMabcd8 ,
b ∆˜5L(R) =−
[
T abcdL(R) + T
acdb
L(R) + T
abdc
L(R) + T
adcb
L(R)
]
Mabcd7
− 2
[
T acbdL(R) + T
abdc
L(R) + T
acdb
L(R) + T
adbc
L(R)
]
Mabcd8 (68)
−
1
4
[
(TmcdeL(R) + T
mdec
L(R) + T
mced
L(R) + T
medc
L(R) )c
mab
+ (TmbdeL(R) + T
mdeb
L(R) + T
mbed
L(R) + T
medb
L(R) )c
mac
+ (TmebcL(R) + T
mbce
L(R) + T
mecb
L(R) + T
mcbe
L(R) )c
mad
+ (TmdbcL(R) + T
mbcd
L(R) + T
mdcb
L(R) + T
mcbd
L(R) )c
mae
]
Mabcde9 ,
=−
[
2T acbdL(R) + 2T
adbc
L(R) − (TL + TR) (c
ebcceda + cebdceca)
]
Mabcd7
− 2
[
2T abcdL(R) + 2T
adcb
L(R) + (TL + TR) (c
ebcceda + cebacedc)
]
Mabcd8
+ 0 Mabcde9 ,
b ∆˜6L(R) =M10L(R) +M11L(R),
b ∆˜7L(R) =M11L(R) + iM13L(R) +
i
2
cabcMabc14L(R),
b ∆˜8L(R) =M10L(R) − iM12L(R) −
i
2
cabcMabc15L(R),
The coefficient in b · ∆˜5L(R) of M
abcde
9 turns out to be zero!, which can be proved by
expressing the cabc’s as commutators of the corresponding matrices and then using the
cyclicity of the trace. If this coefficient would not be zero the system of equations below
would be incompatible! We have also used the relationship given in eq. (65).
Now, we impose the that the sum of the terms on the right hand side of eq. (68)
matches the right hand side of eq. (64), after removal, of course, of the term carrying the
essential non-Abelian anomaly. The following linear system of equations is thus obtained:
∗ fromMab1 : 2a1 − 2a2 =
1
(4π)2
TL + TR
3
,
∗ fromMabc2 : −2a2 − i c = −
1
(4π)2
TL + TR
3
and dL(R) = 0,
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∗ fromMabc4 : 2a1 + i c =
1
(4π)2
(TL + TR)
2
3
and dL(R) = 0,
∗ fromMabc5 : dL(R) = 0, we will not write this unknown anymore
∗ fromMabcd7 : −
i
2
c+ TL fL + TR fR =
1
(4π)2
TL + TR
6
and − 2 fL(R) = −
1
(4π)2
1
6
∗ fromMabcd8 : i c− 2TL fL − 2TL fR = −
1
(4π)2
TL + TR
3
and − 4 fL(R) = −
1
(4π)2
1
3
∗ fromMabcd9L(R) :
fL(R)
2
× 0 = 0
∗ fromM10L(R) : nL(R) + u2L(R) =
1
(4π)2
g2
[
CL(R) −
CA
4
+ (α′ − 1)
(CL(R)
6
−
CA
4
)]
∗ fromM11L(R) : nL(R) + u1L(R) =
1
(4π)2
g2
[
CL(R) −
CA
4
+ (α′ − 1)
(CL(R)
6
−
CA
4
)]
∗ fromM12L(R) : −i u2L(R) =
i
(4π)2
g2 [1 + (α′ − 1)]
CA
4
∗ fromM13L(R) : i u1L(R) = −
i
(4π)2
g2 [1 + (α′ − 1)]
CA
4
∗ fromMabc14L(R) : −
i
2
u1L(R) =
i
(4π)2
g2 [1 + (α′ − 1)]
CA
8
∗ fromMabc15L(R) :
i
2
u1L(R) = −
i
(4π)2
g2 [1 + (α′ − 1)]
CA
8
Notice that there are more constraints than unknowns. In fact, several equations
appear repeated and the system has 14 different equations and 13 unknowns, which turns
to be compatible whose unique solution is:
a1 =
1
(4π)2
5
12
(TL + TR), a2 =
1
(4π)2
1
4
(TL + TR),
c =
i
(4π)2
1
6
(TL + TR), dL(R) = 0,
fL(R) =
1
(4π)2
1
12
, nL(R) =
1
(4π)2
g2
[
CL(R) + (α
′ − 1)
CL(R)
6
]
u1L(R) = u2L(R) = −
1
(4π)2
g2
CA
4
α′.
In summary, the following choice of S
(1)
fct removes up to order h¯ the spurious anomaly
terms from the BRS equation (eq. (42))
S
(1)
fct =
∫
ddx
{ h¯1
(4π)2
(TL + TR)
[
5
12
(∂µA
µ)2 +
1
4
Aµ A
µ
]
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−
h¯1
(4π)2
TL + TR
6
cabc (∂µA
a
ν)A
bµAcν
+
h¯1
(4π)2
T abcdL + T
abcd
R
12
AaµA
bµAcνA
dν
+
h¯1
(4π)2
g2 [CL + (α
′ − 1)CL/6]
i
2
ψ¯γ¯µPL
↔
∂ µψ (69)
+
h¯1
(4π)2
g2 [CR + (α
′ − 1)CR/6]
i
2
ψ¯′γ¯µPR
↔
∂ µψ
′
−
h¯1
(4π)2
g2
CA
4
[1 + (α′ − 1)]
(
L¯sψ + Lsψ¯ + R¯sψ′ +Rsψ¯′
)}
+h¯1 l(1)g Lg + h¯
1 l
(1)
ψ Lψ + h¯
1 l
(1)
ψ′ Lψ′ + h¯
1 l
(1)
A LA + h¯
1 l(1)ω Lω,
where l
(1)
g , l
(1)
ψ , l
(1)
ψ′ , l
(1)
A and l
(1)
ω are arbitrary coefficients which will determine the renor-
malization conditions at the one-loop order and Lg, Lψ, Lψ′ , LA, Lω are any of the general-
izations to the d-dimensional space-time of Dimensional Regularization of the correspond-
ing b-invariant four-dimensional operators. We have written S
(1)
fct in the d-dimensional
space of Dimensional Regularization so that diagrammatic computation can be readily
done.
Notice that no terms in ω¯ or ρ are added, excepting the combination ρ˜ in the invariant
counterterms; therefore the ghost equation holds up to order h¯.
Notice also that, because of finite counterterms depending of the external fields L, L¯,
R and R¯ have been added, we have now, e.g. (set l
(1)
ω = 0),
δΓren
δL¯(x)
∣∣∣
L≡0
6= N[sψ](x) · Γren
δΓren
δL¯(x)
∣∣∣
L≡0
= N[sψ](x) · Γren + h¯
1 u
(1)
1L sψ(x) +O(h¯
2) = N[sψ + h¯1 u
(1)
1L sψ](x) · Γren +O(h¯
2),
which can be interpreted as a “non-minimal” renormalization of the operator insertion (we
always apply minimal subtraction to the regularized diagrams, but the action have explicit
higher order finite counterterms). Moreover, with l
(1)
A 6= 0 or l
(1)
ω 6= 0, the insertion of the
non-linear BRS-variations of the fields can be renormalized in different ways, all of them
compatible with the BRS identities (i.e. there are several renormalization conditions for
that insertions compatible with the identities).
Of course, the finite counterterms given in eq. (69), are strongly dependent on the
choice for the O(h¯0) action, S0 (the Dimensional Regularization classical action in eq. (35)).
If we would have chosen the other mentioned fermionic vertex, the counterterms would have
certainly been completely different (and more complicated). But anyway the procedure
would have been equally correct.
Notice that if the classical original theory is CP invariant the finite counterterms of
eq. (69) are also CP invariant. This was expected, due to the comments in the second
paragraph below eq. (34).
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3.7. The renormalization group equation
It is plain that the standard textbook techniques usually employed to derive the
renormalization group equation for dimensionally renormalized vector theories like Q.E.D
and Q.C.D are of no use here. The formalism of bare fields, bare coupling constants
and multiplicative renormalization of the classical action breaks down as shows eq. (37).
The generalization of this formalism to include evanescent operators, and the correspond-
ing renormalized coupling constants, becomes a bit awkward when the regularized theory
does not posses the symmetries that should hold in the quantum field theory. Indeed a
host of bare evanescent non-symmetric operators, each bringing in a new renormalized
coupling constant, may enter the game. This is in addition to the finite non-evanescent
non-symmetric counterterms needed to restore the symmetry broken in the dimensional
renormalization process. These finite counterterms should also come from bare operators.
Hence, the construction of an appropriate bare action and the derivation of the true (i.e.
only involving as many coupling constants and anomalous dimensions as there are classical
couplings and fields) renormalization group equation is a rather involved task (for related
information see ref. [32]). We shall abandon this quest altogether. Indeed, thanks to the
Quantum Action Principle, Bonneau identities and the formalism of algebraic renormal-
ization there is no need to introduce bare fields and bare couplings to derive the true
renormalization group equation. We only need the renormalized 1PI functional, Γren,
which is symmetric up to the order in h¯ demanded, obtained by the method explained in
this paper.
Let Γren[ϕ,Φ, KΦ; g, α
′, µ] be the dimensionally renormalized up to order h¯n 1PI func-
tional of our theory, which we will take to be anomaly free all along the current subsection.
Γren depends explicitly on the fields, collectively denoted by ϕ and Φ, the external fields,
collectively denoted by KΦ, the coupling constant g, the gauge fixing parameter α
′ and the
Dimensional Regularization scale µ, which is introduced along the lines laid in v) of sub-
section 2.2. We shall assume that finite countertems, S
(n)
fct (see eq. (35)), has been chosen
so that the BRS equation S(Γren) = 0, the gauge-fixing condition B(Γren) = 0 (eq. (46)),
and the ghost equation G Γren = 0 (eq. (47)) hold up to order h¯
n.
The renormalization group equation of the theory gives the expasion of the functional
µ∂Γren
∂µ
in terms of a certain basis of quantum insertions of ultraviolet dimension 4 and
ghost number 0 [7,18]. The coefficients of this expansion, which are formal power series
in h¯, are the beta functions and anomalous dimensions of the theory. Since Γren satisfies,
up to order h¯n, the equations mentioned in the previous paragraph, the elements of basis
of insertions we are seeking is not only constrained by power-counting and ghost number.
Indeed, the following three equations hold up to order h¯n:
SΓren µ
∂Γren
∂µ
= 0,
δ
δB
µ
∂Γren
∂µ
= 0, (70)
G µ
∂Γren
∂µ
= 0.
47
Notice that the operator µ ∂∂µ commutes with the functional operators B, G and that
µ
∂
∂µ
(S(Γren)) = SΓren µ
∂Γren
∂µ
.
SΓren stands for the linearized BRS operator:
SΓren =
∫
d4x
{
Tr
δΓren
δρµ
δ
δAµ
+Tr
δΓren
δAµ
δ
δρµ
+Tr
δΓren
δζ
δ
δω
+Tr
δΓren
δω
δ
δζ
+Tr B
δΓren
δω¯
+
δΓren
δL¯
δ
δψ
+
δΓren
δψ
δ
δL¯
+
δΓren
δR¯
δ
δψ′
+
δΓren
δψ′
δ
δR¯
+
δΓren
δL
δ
δψ¯
+
δΓren
δψ¯
δ
δL
+
δ
δR
δΓren
δψ¯′
+
δΓren
δψ¯′
δ
δR
}
.
The functionals with ultraviolet dimension 4 and ghost number 0 which satisfy up to
order h¯n the set of equations in eq. (70) form a linear space. Let us construct a basis of
this space. In the classical approximation (i.e. at order h¯0), a basis of this space is given
[18] by the b ≡ SScl -invariant terms Lg, L
R
ψ , L
L
ψ′ , L
L
ψ, L
R
ψ′ , LA and Lω, defined as follows:
Lg =g
∂Scl
∂g
= −2 (SclAA + SclAAA + SclAAA),
LRψ =N
R
ψ Scl = 2S
R
cl ψ¯ψ, L
L
ψ′ = N
L
ψ′ Scl = 2S
L
cl ψ¯′ψ′ ,
LLψ =N
L
ψ Scl = 2S
L
cl ψ¯ψ + 2Scl ψ¯ψA, L
R
ψ′ = N
R
ψ′ Scl = 2S
R
cl ψ¯′ψ′ + 2Scl ψ¯′ψ′A, (71)
LA =NA Scl = 2SclAA + 3SclAAA + 4SclAAAA + Scl ψ¯ψA + Scl ψ¯′ψ′A − Scl ρω − Scl ω¯ω,
Lω =Nω Scl = Scl ρω + Scl ω¯ω + Scl ρωA + Scl ζωω + Scl L¯sψ + Scl R¯sψ′ + SclLsψ¯ + SclRsψ¯′ ,
where the Scl ··· terms are the corresponding B-independent terms of the classical action
Scl given in eq. (27). The symmetric differential operators [18] NRψ , N
L
ψ , N
R
ψ′ , N
L
ψ′ , NA
and Nω in eq. (71) are given by the following identities:
N Lψ ≡ N
L
ψ +N
L
ψ¯ −NL −NL¯, N
R
ψ ≡ N
R
ψ +N
R
ψ¯ ,
N Lψ′ ≡ N
L
ψ′ +N
L
ψ¯′ , N
R
ψ′ ≡ N
R
ψ′ +N
R
ψ¯′ −NR −NR¯
NA ≡ Tr(NA −Nρ −NB −Nω¯) + 2α
∂
∂α
, (72)
Nω ≡ Tr(Nω −Nζ).
The field-counting operators N
L(R)
ψ , N
L(R)
ψ′ , NL, NL¯, NR, NR¯, NA, Nω, Nω¯ and Nζ are
the operators in eq. (38) for d = 4.
We shall work out now a basis (up to order h¯n, of course) of the space of joint solutions
of eqs. (70) with the help of the statement made in the second paragraph of subsection 2.4.
(see ref. [18] for further details). Up to order h¯n, a quantum extension of the classical basis
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in eq. (71) is furnished [18] by the action on Γren of the symmetric differential operators
defined above along with symmetric differential operator g∂g. Indeed, the functionals
g
∂Γren
∂g
, NRψ Γren, N
L
ψ′ Γren, N
L
ψ Γren, N
R
ψ′ Γren, NA Γren, Nω Γren,
which are to be understood as formal series expansions in h¯, match the corresponding
functionals in eq. (71) at order h¯0 and the symmetric differential operators g∂g, NRψ , N
L
ψ ,
NRψ′ , N
L
ψ′ , NA and Nω are compatible (this is why they are symmetric), up to order h¯
n,
with the BRS equation, the gauge-fixing condition and the ghost equation, in the sense we
spell out next.
Let F be the linear space of functionals with ultraviolet dimension 4 and ghost number
0 which satisfy (up to order h¯n) the BRS equation, the gauge-fixing condition and the ghost
equation: S(Γ) = 0, B(Γ) = 0, G(Γ) = 0, ∀Γ ∈ F . An operator D acting on F is said to
be compatible with the BRS equation, the gauge-fixing condition and the ghost equation
if, by definition, the following set of equations hold:
SΓ(DΓ) = 0,
δ
δB
(DΓ) = 0, G(DΓ) = 0.
In summary, up to order h¯n, any joint solution of eqs. (70) is a linear combination
with h¯-dependent coefficients of the following functionals:
g
∂Γren
∂g
, NRψ Γren, N
L
ψ′ Γren, N
L
ψ Γren, N
R
ψ′ Γren, NA Γren, Nω Γren. (73)
In particular, if µ is the arbitrary “scale” introduced by hand for each loop integration
in minimal Dimensional Renormalization (see v) in subsection 2.2.) , then, µ∂Γren∂µ has an
expansion in the quantum basis given above:[
µ
∂
∂µ
+ βg
∂
∂g
− γLψN
L
ψ − γ
R
ψ′N
R
ψ′ − γ
R
ψN
R
ψ − γ
L
ψ′N
L
ψ′ − γANA − γωNω
]
Γren = 0. (74)
This equation holds up to order h¯n and it is the renormalization group equation of our
theory. Notice that the expansion µ∂Γren∂µ in terms of the basis in eq. (73) is only possible
if the renormalized functional satisfies order by order the BRS identity (hence, there is
anomaly cancellation, in particular) and the gauge-fixing condition. It is important to
notice that the regularized 1PI functional does not generally satisfy an equation such as
eq. (74).
Let us notice that the coefficients of the expansions of µ ∂Γren∂µ in the quantum basis
of insertions in eq. (73) are the beta functions and anomalous dimensions of the theory.
These coefficients are to be understood as formal expansions in h¯. The first non-trivial
contribution to these expansions is always of order h¯, since the lowest order contribution
to Γren is the classical action, Scl, and µ
∂Scl
∂µ = 0.
We next proceed to the computation of the beta function and anomalous dimensions
of our theory. This is done [6] by expressing first µ ∂Γren∂µ , g
∂Γren
∂g and NφΓren, where
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Nφ denotes any of the differential operators in eq. (72), as insertions in Γren of linearly
independent local normal products of the fields and their derivatives; then, these insertions
are substituted into the left hand side of the renormalization group equation (eq. (74)) and,
finally, one solves for β, γLψ, γ
R
ψ′ , γ
R
ψ , γ
L
ψ′ , γA and γω, the set of equations involving only
numbers which results from the linear independence of the aforementioned local normal
products.
That g ∂Γren∂g andNφΓren, whereNφ denotes any of the differential operators in eq. (72),
can be expressed as insertions in Γren of normal products is a mere consequence of the
Quantum Action Principle: QAP1 and QAP3, given by eqs. (14) and (16), lead to
∂Γren
∂g
= N[
∂(S0 + S
(n)
fct )
∂g
] · Γren, (75)
and
Nφ Γren = N[(Nφ (S0 + S
(n)
fct ))] · Γren, (76)
respectively. Hence, every element of the symmetric quantum basis in eq. (73) is a local
combination of quantum insertions of integrated standard (i.e. non-evanescent) monomials
with ultraviolet dimension 4 and ghost number 0 (see subsection 2.4.). It should not be
overlooked the fact S0 + S
(n)
fct in eqs. (75) and (76) is the non-singular contribution to the
Dimensional Regularization action, S
(n)
DReg (see subsection 3.2.), employed to obtain the
minimal dimensionally renormalized 1PI functional up to order h¯n, Γren, by following the
algorithm spell out in subsection 2.2. The formal functional S0+S
(n)
fct is therefore an object
in the d-dimensional space-time of Dimensional Regularization. If n > 2, it would not do
to use some other functional, S′, such that (S0+S
(n)
fct )−S
′ = Sˆ′ is an integrated evanescent
operator whose h¯-expansion has contributions of order h¯m, withm ≤ n−2. Recall that the
contribution O(h¯(n−1)) in Sˆ′ is not be relevant here since, being an evanescent object, the
lowest order contribution coming from its insertion in Γren is O(h¯
n) and local, so that it
does not contribute to the renormalization group equation at order h¯n; a similar argument
holds for the term of order h¯n in Sˆ′.
Now, by substituting eqs. (75) and (76) in eq. (74) one obtains the following equation
µ
∂Γren
∂µ
= −β g N[
∂(S0 + S
(n)
fct )
∂g
] · Γren +
∑
φ
γφ N[(Nφ (S0 + S
(n)
fct ))] · Γren, (77)
where φ labels the symmetric differential operators in eq. (72). Hence, to compute the
beta functions and anomalous dimensions of the theory we only need an independent way
of computing µ ∂Γren∂µ in terms of the insertions on the right hand side of eq. (77). We shall
set up this independent way of computation next.
Unlike for the subtraction algorithm employed in ref. [3], in minimal dimensional
renormalization, one can not use (see ref. [6]) the Quantum Action Principle to obtain an
equation for µ ∂Γren∂µ analogous to eqs. (75), (76). Indeed, in minimal dimensional renormal-
ization, µ is not a parameter of the action (S0+S
(n)
fct ), but a parameter which is introduced
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by hand in each loop-momentum integration (as a factor µ4−d) before computing the renor-
malized value of the corresponding Feynman diagram.
The problem of expressing µ ∂Γren
∂µ
as an insertion in Γren of a linear combination
normal product operators was also solved by Bonneau [6] in the framework of rigorous
minimal dimensional renormalization. He obtain a formula similar to eq. (25), i.e. a
Zimmerman-like identity, for a scalar case with no added finite counterterms in the action.
Here we need the generalization to the presence of several type of fields, including external
fields, the presence of hatted objects and also the presence of finite counterterms up to
order h¯n, in the action (S0 + S
(n)
fct ). The needed generalization reads
µ
∂Γren
∂µ
=
4∑
n=0
∑
{j1,···,jn}
∑
Nl>0
Nl
[
ω(J)∑
r=0
∑
{i1 ... ir}
1≤ij≤n−1
{
r.s.p.
(−i)r
r!
∂r
∂pµ1i1 · · ·∂p
µr
ir
(−ih¯)
〈
φ˜j1(p1) . . . φ˜jn(pn=−
∑
pi)
〉1PI,(Nl)
K=0
∣∣∣
pi=0
}
×
1
n!
∫
d4x N
[
φjn
1∏
k=n−1
{( ∏
{α/iα=k}
∂µα
)
φjk
}]
(x) · Γren+
∑
Φ
ω(J ;Φ)∑
r=0
∑
{i1 ... ir}
1≤ij≤n
{
r.s.p.
(−i)r
(r)!
∂r
∂pµ1i1 · · ·∂p
µr
ir
〈
φ˜j1(p1) . . . φ˜jn(pn)N[sΦ](pn+1=−
∑
pi)
〉1PI,(Nl)
K=0
∣∣∣
pi=0
}
×
1
n!
∫
d4x (KΦ(x) N
[ 1∏
k=n
{( ∏
{α/iα=k}
∂µα
)
φjk
}]
(x) · Γren
]
, (78)
where J = {j1, · · · , jn}, and, ω(J) and ω(J ; Φ) stand, respectively, for the overall ultravio-
let degree of divergence of
〈
φ˜j1(p1) ·· φ˜jn(pn)
〉1PI
K=0
and
〈
φ˜j1(p1) ·· φ˜jn(pn)N[sΦ](pn+1)
〉1PI
K=0
.
The bar upon the 1PI Green functions means that all subdivergences has been subtracted
from the Feynman diagrams which contribute to them. This is as in eq. (48). The novel
feature here is the presence of the superscript Nl on the upper right of the Green function,
which indicates that only Feynman diagrams with precisely Nl loops are to be consid-
ered. Notice that one then sums over all number loops upon multiplication by Nl of the
Nl-contribution.
The r.s.p. of the subtracted (subdivergences only) 1PI Feynman diagrams contributing
to the right hand side of eq. (78) is a local polynomial in the d-dimensional space of Dimen-
sional Regularization of external momenta associated with the fields of the corresponding
1PI function; so, in general, it will contain hatted and barred objects (metrics, momenta,
gamma matrices). Therefore, the formula will generate automatically also evanescent (also
called anomalous) insertions. The meaning of × in last formula is the same as in eq. (25).
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Hence, the expansion in eq. (78) can be recast into the form
µ
∂Γren
∂µ
=
∑
i
r¯i N[W¯i] · Γren +
∑
j
rˆj N[Wˆj] · Γren (79)
where W¯i and Wˆj denote, respectively, the barred (non-evanescent) and hatted (evanes-
cent) elements of a basis of integrated monomials with ghost number 0 and ultraviolet
dimension 4. The symbols r¯i and rˆj in eq. (79) are coefficients defined as formal expan-
sions in h¯ (starting at h¯, since their computation involves that of the r.s.p. of the divergent
part of the appropriate 1PI function). The order h¯m, 0 < m ≤ n, contribution to these
coefficients is obtained as follows:
∗ Take a divergent, by power-counting, 1PI function with some number of fields of
definite type ( maybe including some external field coupled to a BRS variation).
∗ Compute the residue of the simple pole (r.s.p. ) of every O(h¯m)-graph constructed
with the Feynman rules derived from the action (S0 + S
(n)
fct ) and contributing to that 1PI
function, with all their subdivergences subtracted.
∗ Multiply the last quantity by the number of the loops of the graph
∗ Sum over all graphs contributing to the 1PI function
∗ Being the sum a local expression, their different terms can be interpreted as Feynman
rules of tree-level integrated insertions of Lorentz invariant (normal or anomalous) com-
posite operators, formed by just the fields of the original 1PI function and some different
combination of metrics, derivatives and gamma matrices.
∗ Do the same steps for every divergent 1PI function. Then you will obtain the
expansion eq. (79) with the O(h¯m) coefficients.
Explicit expressions for each r¯i and rˆj similar to that ones for the expansion of the
anomalous breaking can be given. For example, if
W¯ab2 =
∫
¯Aaµ¯A
bµ¯, Wˆab21 =
∫
¯AaµˆA
bµˆ,
Wˆab22 =
∫
ˆAaµ¯A
bµ¯, Wˆab23 =
∫
ˆAaµˆA
bµˆ,
then
r¯ab2 =
−(−i)2
2
Nl × coef. in r.s.p. (−ih¯)
〈
Aaµ(p1)A
b
ν(p2≡−p1)
〉1PI
of p¯1
2 g¯µν
rˆab21 =
−(−i)2
2
Nl × coef. in r.s.p. (−ih¯)
〈
Aaµ(p1)A
b
ν(p2≡−p1)
〉1PI
of p¯1
2 gˆµν ,
rˆab22 =
−(−i)2
2
Nl × coef. in r.s.p. (−ih¯)
〈
Aaµ(p1)A
b
ν(p2≡−p1)
〉1PI
of pˆ1
2 g¯µν ,
rˆab23 =
−(−i)2
2
Nl × coef. in r.s.p. (−ih¯)
〈
Aaµ(p1)A
b
ν(p2≡−p1)
〉1PI
of pˆ1
2 gˆµν ;
and so on.
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Next, by using the Bonneau identities technique we shall express (see subsection 2.4.)
every evanescent insertion N[Wˆj] · Γren on the right hand side of eq. (79) as a linear
combination of standard (i.e. non-evanescent) insertions N[W¯i] · Γren:
N[Wˆj ] · Γren =
∑
i
cji N[W¯i] · Γren. (80)
The coefficients cji are formal expasions in powers of h¯, having no order h¯
0 contribution.
The use of the previous equation turns eq. (79) into the following equation:
µ
∂Γren
∂µ
=
∑
i
ri N[W¯i] · Γren, (81)
where ri = r¯i +
∑
j rˆj cji, so that ri = r¯i at order h¯. Notice that, because the evanescent
insertions are to be expanded according to the Bonneau identities in eq. (25), the compu-
tation of ri up to order h¯
n only involves the contributions to rˆj up to order h¯
(n−1), whereas
the contributions to r¯i are needed up to order h¯
n.
Now, since g ∂∂g [S¯0+S¯
(n)
fct ], Nφ [S¯0+S¯
(n)
fct ], g
∂
∂g [(S0−S¯0)+(S
(n)
fct −S¯
(n)
fct )] and Nφ [(S0−
S¯0) + (S
(n)
fct − S¯
(n)
fct )] are linear combinations of monomials of ultraviolet dimension 4 and
ghost number 0, it is advisable to choose the basis of monomials {W¯i, Wˆj}, which occurs
in eq. (79), in such a way that it contains the former set of monomials. In other words,
the basis {W¯i, Wˆj} so chosen makes it possible to obtain the coefficients on the right hand
side of the following equations
g
∂
∂g
[
S¯0 + S¯
(n)
fct
]
=
∑
i
w¯gi W¯i, Nφ
[
S¯0 + S¯
(n)
fct
]
=
∑
i
w¯φi W¯i
g
∂
∂g
[
(S0 − S¯0) + (S
(n)
fct − S¯
(n)
fct )
]
=
∑
j
wˆgj Wˆj ,
Nφ
[
(S0 − S¯0) + (S
(n)
fct − S¯
(n)
fct )
]
=
∑
j
wˆφj Wˆj ,
by reading them from the left hand side of the corresponding equation. The coefficients
w¯gi, wˆgi, w¯φi and wˆφi have expansions in powers of h¯; these expansions, though, have now
contributions of order h¯0.
It is a trivial exercise to check that eq. (77) can be recast into the form
µ
∂Γren
∂µ
=
∑
i
(
− β w¯gi +
∑
φ
γφ w¯φi
)
N[W¯i] · Γren +
∑
j
(−β wˆgi +
∑
φ
γφ wˆφi
)
N[Wˆj ] · Γren
The substitution of eq. (80) into the last equation gives the following result
µ
∂Γren
∂µ
=
∑
i
(
− β wgi +
∑
φ
γφ wφi
)
N[W¯i] · Γren, (82)
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where
wgi = w¯gi +
∑
j
wˆgj cji and wφi = w¯φi +
∑
j
wˆφj cji,
where the index j labels the elements of the “evanescent” basis {Wˆj}.
Finally, by comparing eqs. (81) and (82), one obtains an overdeterminate system of
linear equations whose unknowns are the coefficients β and γφ:
ri = −β wgi +
∑
φ
γφ wφi, (83)
where the index i runs over the elements of the standard (i.e. with no evanescent operator)
basis {W¯i}.
Several remarks about eq. (78) are now in order.
∗ This equation is only correct if the finite counterterms in S
(n)
fct are independent
of µ. This poses no problem, because the finite counterterms we need to add to the
action to restore the BRS identities do not depend on µ, thanks to the fact that in the
Bonneau identities we have to compute only r.s.p.s of 1PI functions with all subdivergences
minimally subtracted and these r.s.p. are always mass and µ independent.
∗ The counterpart of eq. (78) in ref. [6] replaces the factor Nl, which counts the
number of loops, with the operator h¯ ∂
∂h¯
. This is because, if no terms of order h¯m, m>0
are present in the action, then the powers in h¯ of a graph counts its number of loops. But
now we have added higher order terms in h¯ to the action and so we cannot use h¯ as a loop
meter. This can be superseded by introducing a new parameter l, which divides the whole
action, including the finite counterterms. Then lNl−1 would be the factor attached to a Nl-
loop Feynman diagram. Note that only in the limit l → 1 the finite counterterms restore
the BRS identities. Therefore, the factor Nl in eq. (78) is replaced by liml→1
{
1 + l ∂∂l
}
.
Thanks to the action principles, the action of the operator liml→1
{
1 + l ∂
∂l
}
on a 1PI
Green function computed for arbitrary l can be replaced with the insertion of the integrated
operator 1−N[i(S0+S
(n)
fct )] into that 1PI function at l = 1. It should be stressed that this
is true only if there is no explicit µ-dependence in the finite counterterms.
Let us move on and compute the beta function and anomalous dimensions of our
theory at order h¯. At h¯-order, eq. (83) reads
r¯
(1)
i = −β
(1) w¯
(0)
gi +
∑
φ
γ
(1)
φ w¯
(0)
φi , (84)
for ri = r¯
(1)
i h¯ + O(h¯
2), β = β(1)h¯ + O(h¯2), wgi = w¯
(0)
gi + O(h¯), γ
(1)
φ = γ
(1)
φ h¯ + O(h¯
2)
and wφi = w¯
(0)
φi + O(h¯). To obtain {r¯
(1)
i }, we just need a suitable basis of integrated
barred monomials {W¯i} with ultraviolet dimension 4 and ghost number 0: the evanescent
monomials {Wˆj} are not needed at this order in h¯. The basis {W¯i} is furnished by the
following list of monomials with ghost number 0, dimension 4, free gauge indices and fully
contracted Lorentz indices:
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∗ a) Monomials with only As
W¯ab1 ≡
∫
(∂µ¯∂ν¯ A
aµ¯)Abν¯ , W¯ab2 ≡
∫
(¯Aaµ¯)A
bµ¯,
W¯abc3 ≡
∫
(∂µ¯A
a
ν¯)A
bµ¯Acν¯ , W¯abc4 ≡
∫
(∂µ¯A
aµ¯)Abν¯A
cν¯,
W¯abc5 ≡
∫
εµνρα (∂
αAbµ¯)Aaν¯Acρ¯,
W¯a1a2a3a46 ≡
∫
Aa1µ¯ A
a2µ¯Aa3ν¯ A
a4ν¯ = W¯{a1a2}{a3a4}6 ,
W¯a1a2a3a47 ≡
∫
εµνρδ A
a1µAa2νAa3ρAa4δ.
∗ b) Monomials involving fermions and no external fields
W¯ij8 ≡
∫
i
2
ψ¯i γ¯
µPL
↔
∂ µ¯ψj , W¯
ij a
9 ≡
∫
ψ¯i γ¯
µPLψj A
a
µ¯,
W¯ij10 ≡
∫
i
2 ψ¯
′
i γ¯
µPR
↔
∂ µ¯ψ
′
j , W¯
ij a
11 ≡
∫
ψ¯
′
i γ¯
µPRψ
′
j A
a
µ¯,
W¯ij12 ≡
∫
i
2
ψ¯i γ¯
µPR
↔
∂ µ¯ψj, W¯
ij a
13 ≡
∫
ψ¯i γ¯
µPRψj A
a
µ¯,
W¯ij14 ≡
∫
i
2
ψ¯
′
i γ¯
µPL
↔
∂ µ¯ψ
′
j , W¯
ij a
15 ≡
∫
ψ¯
′
i γ¯
µPLψ
′
j A
a
µ¯.
∗ c) Monomials involving ghost and no external fields
W¯ab16 ≡
∫
−ω¯a ¯ ωb =
∫
(∂µ¯ω¯
a) (∂µ¯ωb),
W¯abc17 ≡
∫
ω¯a ∂µ¯(ωcAbµ¯), W¯
abc
18 ≡
∫
ω¯a (∂µ¯Abµ¯)ωc,
W¯abcd19 ≡
∫
ω¯aωbAcµ¯Adµ¯, W¯
abcd
20 ≡
∫
ω¯aω¯bωcωd.
∗ d) Monomials involving external fields
W¯ij a21 ≡
∫
ωa L¯iPLψj , W¯
ij a
22 ≡
∫
ψ¯iPRω
aLj ,
W¯ij a23 ≡
∫
ωa R¯iPRψ
′
j , W¯
ij a
24 ≡
∫
ψ¯
′
iPLω
aRj ,
W¯ij a25 ≡
∫
ωa L¯iPRψj , W¯
ij a
26 ≡
∫
ψ¯iPLω
aLj ,
W¯ij a27 ≡
∫
ωa R¯iPLψ
′
j , W¯
ij a
28 ≡
∫
ψ¯
′
iPRω
aRj,
W¯ab29 ≡
∫
ρaµ¯ ∂
µ¯ωb, W¯abc30 ≡
∫
ρaµ¯ω
bAcµ¯,
W¯abc31 ≡
∫
ζaωbωc.
Next, eq. (78) leads to
µ
∂Γren
∂µ
=
31∑
i=1
∑
Ai
r¯
(1),Ai
i W
Ai
i + O(h¯
2), (85)
where Ai denotes the set of gauge indices, W
Ai
i denotes henceforth the counterpart of the
operator W¯Aii in four dimensional space-time and the coefficients r¯
(1),Ai
i are defined as
follows:
r¯
(1)ab
1 =
(−i)2
2
coef. in r.s.p. (−i)
〈
Aaµ(p1)A
b
ν(p2≡−p1)
〉1PI(1)
of p¯µ1 p¯
ν
1 =
55
=
1
(4π)2
δab
[
TL+R
2
3
− CA(
5
3
+
1− α′
2
)
]
,
r¯
(1)ab
2 =
(−i)2
2
coef. in r.s.p. (−i)
〈
Aaµ(p1)A
b
ν(p2≡−p1)
〉1PI(1)
of p¯1
2 g¯µν =
=
1
(4π)2
δab
[
TL+R
2
3
− CA(
5
3
+
1− α′
2
)
]
,
r¯
(1)abc
3 =
(−i)
3
coef. in r.s.p. (−i)
〈
Aaµ(p1)A
b
ν(p2)A
c
ρ(p3≡−p1−p2)
〉1PI(1)
of p¯ν1 g¯
µρ+
+
(−i)
3
coef. in r.s.p. (−i)
〈
Aaµ(p1)A
c
ν(p2)A
b
ρ(p3≡−p1−p2)
〉1PI(1)
of p¯ρ1 g¯
µν=
=
1
(4π)2
2
3
cabc
[
2
3
TL+R − CA(
2
3
+
3(1− α′)
4
]
,
r¯
(1)abc
4 =
(−i)
3
coef. in r.s.p. (−i)
〈
Aaµ(p1)A
b
ν(p2)A
c
ρ(p3≡−p1−p2)
〉1PI(1)
of p¯µ1 g¯
νρ=
=
1
(4π)2
2
3
cabc
[
2
3
TL+R − CA(
2
3
+
3(1− α′)
4
]
,
r¯
(1)abc
5 =
(−i)
3
coef. in r.s.p. (−i)
〈
Aaµ(p1)A
b
ν(p2)A
c
ρ(p3≡−p1−p2)
〉1PI(1)
of p¯α1 εµνρα=
= 0,
r¯
(1){a1a2}{a3a4}
6 = r
(1){a3a4}{a1a2}
6 =
=
1
8
coef. in r.s.p. (−i)
〈
Aa1µ1A
a2
µ2A
a3
µ3A
a4
µ4
〉1PI(1)
of g¯µ1µ2 g¯µ3µ4 =
=
1
(4π)2
1
8
[
4
3
TL+R + 2CA
(
1
3
− (1−α′)
)]
(cea1a3cea4a2 − cea1a4cea2a3), (86)
r¯
(1)a1a2a3a4
7 =r
(1) {a1a2a3a4}
7 =
=
1
4!
coef. in r.s.p. (−i)
〈
Aa1µ1A
a2
µ2A
a3
µ3A
a4
µ4
〉1PI(1)
of εµ1µ2µ2µ4 = 0,
r¯
(1) ij
8 =i coef. in r.s.p.
〈
ψβj(−p)ψ¯αi(p)
〉1PI(1)
of (p¯/PL)αβ =
i
(4π)2
2g2α′CL,
r¯
(1) ij a
9 =i coef. in r.s.p. (−i)
〈
ψβjψ¯αiA
µ
a
〉1PI(1)
of (γ¯µ PL)αβ =
=
1
(4π)2
2g2CL
[
(1−
1− α′
4
)CA + α
′CL
]
(T aL )ij,
r¯
(1) ij
10 =i coef. in r.s.p.
〈
ψ′βj(−p)ψ¯
′
αi(p)
〉1PI(1)
of (p¯/PR)αβ =
i
(4π)2
2g2α′CR,
r¯
(1) ij a
11 =i coef. in r.s.p. (−i)
〈
ψ′βjψ¯
′
αiA
µ
a
〉1PI(1)
of (γ¯µ PR)αβ =
=
1
(4π)2
2g2CR
[
(1−
1− α′
4
)CA + α
′CR
]
(T aR)ij ,
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r¯
(1) ij
12 =i coef. in r.s.p.
〈
ψβj(−p)ψ¯αi(p)
〉1PI(1)
of (p¯/PR)αβ = 0,
r¯
(1) ij a
13 =i coef. in r.s.p. (−i)
〈
ψβjψ¯αiA
µ
a
〉1PI(1)
of (γ¯µ PR)αβ = 0,
r¯
(1) ij
14 =i coef. in r.s.p.
〈
ψ′βj(−p)ψ¯
′
αi(p)
〉1PI(1)
of (p¯/PL)αβ = 0,
r¯
(1) ij a
15 =i coef. in r.s.p. (−i)
〈
ψ′βjψ¯
′
αiA
µ
a
〉1PI(1)
of (γ¯µ PL)αβ = 0,
r¯
(1)ab
16 =i coef. in r.s.p. (−i)
〈
ωb(−p)ω¯a(−p)
〉1PI(1)
of p¯2 = −
1
(4π)2
CAg
2(1 +
1− α′
2
),
r¯
(1)abc
17 =(−i) coef. in r.s.p. (−i)
〈
ωc(−p1 − p2)ω¯a(p1)Abµ(p2)
〉1PI(1)
of p¯µ1 =
=
1
(4π)2
CAg
2α′ cabc,
r¯
(1)abc
18 =(−i) coef. in r.s.p. (−i)
〈
ωc(−p1 − p2)ω¯a(p1)Abµ(p2)
〉1PI(1)
of p¯µ2 = 0,
r¯
(1)abcd
19 =
1
2
coef. in r.s.p. (−i)
〈
ωbω¯aAbµA
d
ν
〉1PI(1)
of g¯µν = 0,
r¯
(1)abcd
20 =
1
4
r.s.p. (−i)
〈
ωdωcω¯bω¯a
〉1PI(1)
= 0,
r¯
(1) ij a
21 =coef. in r.s.p.
〈
ψjβωa; sψiα
〉1PI(1)
of (PL)αβ =
i
(4π)2
g2α′CA (T
a
L )ij ,
r¯
(1) ij a
22 =coef. in r.s.p.
〈
ωaψ¯iα; sψ¯jβ
〉1PI(1)
of (PR)αβ =
i
(4π)2
g2α′CA (T
a
L )ij ,
r¯
(1) ij a
23 =coef. in r.s.p.
〈
ψ′jβω
a; sψ′iα
〉1PI(1)
of (PR)αβ =
i
(4π)2
g2α′CA (T
a
R)ij ,
r¯
(1) ij a
24 =coef. in r.s.p.
〈
ωaψ¯′iα; sψ¯
′
jβ
〉1PI(1)
of (PL)αβ =
i
(4π)2
g2α′CA (T
a
R)ij ,
r¯
(1) ij a
25 =coef. in r.s.p.
〈
ψjβωa; sψiα
〉1PI(1)
of (PR)αβ = 0
r¯
(1) ij a
26 =coef. in r.s.p.
〈
ωaψ¯iα; sψ¯jβ
〉1PI(1)
of (PL)αβ = 0
r¯
(1) ij a
27 =coef. in r.s.p.
〈
ψ′jβω
a; sψ′iα
〉1PI(1)
of (PL)αβ = 0
r¯
(1) ij a
28 =coef. in r.s.p.
〈
ωaψ¯′iα; sψ¯
′
jβ
〉1PI(1)
of (PR)αβ = 0,
r¯
(1)ab
29 =(−i) coef. in r.s.p.
〈
ωb(p1); sAaµ(p2=−p1)
〉1PI(1)
of p¯1
µ =
=−
1
(4π)2
δab CAg
2(1 +
1− α′
2
),
r¯
(1)abc
30 =(−i) coef. in r.s.p.
〈
ωbAcµ; sA
a
ν
〉1PI(1)
of g¯µν = −
1
(4π)2
cabc CAg
2 ,
r
(1)abc
31 =
1
2
r.s.p.
〈
ωcωb; sωa
〉1PI(1)
= −
1
2
1
(4π)2
cabc CAg
2 .
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To remove much of the redundancy in the linear system in eq. (84) we shall rather
express µ∂Γren
∂µ
in terms of the functionals in eq. (71). By using the following equations
SclAA =
δab
2g2 (W
ab
1 −W
ab
2 ), SclAAA = −
cabc
g2 W
abc
3 ,
SclAAA = −
1
8g2 (cacecbde + cbcecade)W
{ab}{cd}
6 ,
SL
cl ψ¯ψ
= δijW
ij
8 , Scl ψ¯ψ A = (T
a
L )ijW
ij
9 ,
SR
cl ψ¯′ψ′
= δijW
ij
10, Scl ψ¯′ψ′ A = (T
a
R)ijW
ij
11,
Scl ω¯ω = δ
abWab16 , Scl ω¯ωA = −c
abcWabc17 ,
Scl L¯sψ = i (T
a
L )ijW
ij a
21 , SclLsψ¯ = i (T
a
L )ijW
ij a
22 ,
Scl R¯sψ′ = i (T
a
R)ijW
ij a
23 , SclRsψ¯′ = i (T
a
L(R))ijW
ij a
24 ,
Scl ρω = δ
abWab29 , Scl ρωA = −c
abcWabc30 ,
Scl ζωω = −
1
2c
abcWabc31 ,
one easily obtains the contribution to µ∂Γren∂µ at first order in h¯:
µ
∂Γren
∂µ
=
1
(4π)2
g2
[
8
3
TL+R
2
− CA
(
10
3
+ (1− α′)
)]
SclAA
+
1
(4π)2
g2
[
8
3
TL+R
2
− CA
(
4
3
+
3
2
(1− α′)
)]
SclAAA
+
1
(4π)2
g2
[
8
3
TL+R
2
− CA
(
−
2
3
+ 2(1− α′)
)]
SclAAAA
+
1
(4π)2
g2CL2α
′ SLcl ψ¯ψ +
1
(4π)2
g2CR2α
′ SRcl ψ¯′ψ′
+
1
(4π)2
g2
[(
2−
(1− α′)
2
)
CA + 2α
′CL
]
Scl ψ¯ψA (87)
+
1
(4π)2
g2
[(
2−
(1− α′)
2
)
CA + 2α
′CR
]
Scl ψ¯′ψ′A
−
1
(4π)2
g2
(
1 +
(1− α′)
2
)
CA Scl ω¯ω +
1
(4π)2
g2 α′CA Scl ω¯ωA
+
1
(4π)2
g2 α′ CA
[
Scl L¯sψ + Scl R¯sψ′ + SclLsψ¯ + SclRsψ¯′
]
−
1
(4π)2
g2
(
1 +
(1− α′)
2
)
CA Scl ρω +
1
(4π)2
g2 α′ CA Scl ρωA
+
1
(4π)2
g2 α′ CA Scl ζωω + O(h¯
2)
where, TL+R means sum over all left and right representations (e.g. number of “flavours”)
in the theory.
58
Now, it is plain that eq. (77) reads
µ
∂Γren
∂µ
=− β(1) g
∂Scl
∂g
+
∑
φ
γ
(1)
φ NφScl + O(h¯
2) =
=− β(1) Lg +
∑
φ
γ
(1)
φ Lφ + O(h¯
2) , (88)
which in turn can be expressed in terms of the functionals Scl··· given in eq. (71).
Finally, the fact that the left hand sides of eqs. (87) and (88) should match gives rise
to the following system of equations:
∗ From Scl AA → 2 β(1) + 2 γA(1) =
1
(4π)2 g
2
[
8
3
TL+R
2 − CA
(
10
3 + (1− α
′)
)]
,
∗ From Scl AAA → 2 β(1) + 3 γA(1) =
1
(4π)2
g2
[
8
3
TL+R
2
− CA
(
4
3
+ 3
2
(1− α′)
)]
,
∗ From Scl AAAA → 2 β(1) + 4 γA(1) =
1
(4π)2
g2
[
8
3
TL+R
2
− CA
(
−2
3
+ 2(1− α′)
)]
,
∗ From SL
cl ψ¯ψ
→ 2 γLψ
(1) = 1
(4π)2
g2CL2α
′,
∗ From SR
cl ψ¯′ψ′
→ 2 γRψ′
(1) = 1(4π)2 g
2CR2α
′,
∗ From SL
cl ψ¯ψA
→ 2 γLψ
(1) + γA
(1) = 1(4π)2 g
2
[(
2− (1−α
′)
2
)
CA + 2α
′CL
]
,
∗ From SR
cl ψ¯′ψ′A
→ 2 γRψ′
(1) + γA
(1) = 1(4π)2 g
2
[(
2− (1−α
′)
2
)
CA + 2α
′CR
]
,
∗ From Scl ω¯ω → −γA(1) + γω(1) = −
1
(4π)2 g
2
(
1 + (1−α
′)
2
)
CA, (89)
∗ From Scl ω¯ωA → γω(1) =
1
(4π)2
g2 α′ CA,
∗ From Scl L¯sψ → γω
(1) = 1
(4π)2
g2 α′ CA,
∗ From Scl R¯sψ′ → γω
(1) = 1
(4π)2
g2 α′ CA,
∗ From Scl Lsψ¯ → γω
(1) = 1
(4π)2
g2 α′ CA,
∗ From Scl Rsψ¯′ → γω
(1) = 1(4π)2 g
2 α′ CA,
∗ From Scl ρω → −γA(1) + γω(1) = −
1
(4π)2 g
2
(
1 + (1−α
′)
2
)
CA,
∗ From Scl ρωA → γω(1) =
1
(4π)2 g
2 α′ CA,
∗ From Scl ζωω → γω(1) =
1
(4π)2 g
2 α′ CA;
which is a simplified version of eq. (84). This simplification takes place since the non-
symmetrical finite counterterms, S
(n)
fct , needed to restore the BRS symmetry and the evanes-
cent monomials, Wˆj , only begin to contribute to the renormalization group equation at
order h¯2. At order h¯n, n > 1, it is the linear system in eq. (83) which is to be dealt with.
The system in eq. (89) is compatible and overdeterminate and its solution reads:
β(1) =
1
(4π)2
g2
(
4
3
TL+R
2
−
11
3
CA
)
,
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γA
(1) =
1
(4π)2
g2
(
2−
1− α′
2
)
CA,
γω
(1) =
1
(4π)2
g2 α′CA, (90)
γLψ
(1) =
1
(4π)2
g2 α′CL, γ
R
ψ′
(1) =
1
(4π)2
g2 α′ CR .
The reader should notice that to actually compute the beta function and anomalous
dimensions of the theory one does not need to evalute the thirtyone coefficients in eq. (85)
(computed in eq. (86)) but just a few of them, if appropriately chosen. Indeed, the com-
putation of, say, r¯
(1)ab
1 , r¯
(1) ij
8 , r¯
(1) ij
10 , r¯
(1)ab
16 and r¯
(1) abc
17 would do the job. However, a
thorough check of the formalism demands the computation of the thirtyone coefficients in
question. And this we have done.
We have finished the computation of the renormalization group equation at order h¯
for the theory with classical action in eq. (27). Our expasions were expasions in h¯, as suits
the cohomology problems which arise in connection with the BRS symmetry, rather that in
the coupling constant g. Our parametrizations of the wave functions were such that g only
occurs, in the classical action, in the Yang-Mills term, so that g∂gScl is the only element
(modulo multiplication by a constant) of the local cohomology of the BRS operator b (see
eq. (29)) over the space of local integrated functionals of ghost number 0 and ultraviolet
dimension 4 (Lorentz invariance and rigid gauge symmetry are also assumed). The other
contributions to the renormalization group equation are b-exact and have to do with the
anomalous dimensions of the theory.
It is often the case that one choses a parametrization of the wave function such that,
at the tree-level, the fermionic and the three-boson vertices carry the coupling factor g,
and the four-boson vertex is proportional to g2. The renormalization group equation
for this parametrization of the wave function is easily retrieved from our results. Let
us denote by Γ⋆ren[A
⋆, ω⋆, ω¯⋆, B⋆, ρ⋆, ζ⋆, ψ, ψ¯, ψ′, ψ¯′, α⋆, g] the 1PI functional for this new
parametrization. Then,
Γ⋆ren[A
⋆, ω⋆, ω¯⋆, B⋆, ρ⋆, ζ⋆, ψ, ψ¯, ψ′, ψ¯′, α⋆, g] ≡
Γren[gA
⋆, gω⋆, g−1ω¯⋆g−1, g−1B⋆, g−1ρ⋆, g−1ζ⋆, ψ, ψ¯, ψ′, ψ¯′, g2α⋆, g] ≡
Γren[A, ω, ω¯, B, ρ, ζ, ψ, ψ¯, ψ
′, ψ¯′, α, g],
where Γren[A, ω, ω¯, B, ρ, ζ, ψ, ψ¯, ψ, ψ¯
′, α, g] is the 1PI functional for the parametrization of
eq. (27). Now, since
g
∂Γren
∂g
=
∂Γ⋆ren
∂g
−
1
g
NA⋆ Γ
⋆
ren −Nω⋆ Γ
⋆
ren +Nω¯⋆Γ
⋆
ren +NB⋆ Γ
⋆
ren
+Nρ⋆ Γ
⋆
ren +Nζ⋆ Γ
⋆
ren − 2α
⋆ ∂Γ
⋆
ren
∂α⋆
,
the renormalization group equation eq. (74) becomes (in terms of the usual combination
αS ≡ g2/(4π)):[
µ
∂
∂µ
+βS αS
∂
∂αS
+ δα⋆ α
⋆ ∂
∂α⋆
− γLψN
L
ψ − γ
R
ψ′N
R
ψ′ − γA⋆NA⋆ − γω⋆Nω⋆
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− γω¯⋆Nω¯⋆ − γB⋆NB⋆ − γρ⋆Nρ⋆ − γζ⋆Nζ⋆
]
Γ⋆ren = 0,
with
βS = 2 β,
γA⋆ = −γρ⋆ = −γω¯⋆ = −γB⋆ = γA + β,
γω⋆ = −γζ⋆ = γω + β,
δα⋆ = −2 γA⋆ = −2 (γA + β) .
finally, by using the results in eq. (90), one obtains
βS
(1) =
αS
π
[
2
3
TL+R
2
−
11
6
CA
]
,
γA⋆
(1) =
αS
π
[
1
3
TL+R
2
−
CA
4
(
13
6
−
α⋆
2
)]
,
γω⋆
(1) =
αS
π
[
1
3
TL+R
2
−
CA
4
(
31
6
+
α⋆
2
)]
.
4. Chiral Yang-Mills theories: non-simple gauge groups
4.1. The tree level action
In this section, the gauge group will be a compact Lie group which is the direct product
of NS simple groups and NA Abelian factors. Its (real) Lie algebra is a direct sum: G =
G1⊕· · ·⊕GNA ⊕GNA+1⊕· · ·⊕GNA+NS of dimension dG = NA+ dGNA+1+ · · ·+dGNA+NS .
The index G, which labels the group factors, will run from 1 to NA + NS , the index A,
which labels the Abelian factors, from 1 to NA and the index S, which labels the simple
factors, from 1 to NS .
Therefore, there exists a basis for the Lie algebra which can be split and enumerated
as follows: {
Xa
}dG
a=1
=
{
X1, . . . , XNA , XNA+1, . . . , XNA+dG1 , . . .
}
≡{X1, . . . , XNA}
⋃(
∪NSS=1 {X
(S)
aS
}
dGNAS
aS=1
)
;
and such that the Killing form of the semisimple part is diagonal and positive definite; so,
we choose δba to lower and rise indices. For any such basis, the structure constants, given
by [Xa, Xb] = i cab
cXc, are completely antisymmetric, and caGde cbG⋆de = 0 if G 6= G
⋆,
caGde cbGde = caGdGeG cbGdGeG = C
(G)
A δab, with C
(A)
A ≡ 0 (clearly, caAbc = 0).
Let us display the field content of the theory and introduce the Dimensional Regular-
ization classical action, S0. We have first the Lie-algebra-valued fields. The pure Yang-
Mills part of the tree-level action in the d-dimensional space of Dimensional Regularization
reads:
SYM =
∫
ddx −
1
4
F aµνCabF
b µν (91)
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where C is a diagonal matrix with
{g−21 , . . . , g
−2
NA
, g−2NA+1, . . . , g
−2
NA+1︸ ︷︷ ︸
dGNA+1
times
, . . . , g−2NA+NS , . . . , g
−2
NA+NS︸ ︷︷ ︸
dGNA+NS
times
}
in the diagonal. Hence,
SYM =
∫
ddx
∑
G
−
1
4g2G
F (G)µν aGF
(G)
aG µν
,
where F
(G) aG
µν = ∂µA
(G)aG
ν − ∂νA
(G) aG
µ + caGbGcGA
(G) bG
µ A
(G) cG
ν . Obviously, all the re-
maining Lie algebra-valued fields are indexed in the same way yielding:
Sgf =
∫
ddx
1
2
BaΛ
abBb +Ba(∂
µAaµ)− ω¯a ∂
µ∇µω
a,
=
∫
ddx
∑
G
αG
2
B(G)aGB(G)aG +B
(G)
aG
(∂µA(G) aGµ )− ω¯
(G)
aG
∂µ∇µω
(G)aG .
The free boson propagator reads now:
(
C−1
−i
k2 + iǫ
[(
gµν −
kµkν
k2
)
+ C Λ
kµkν
k2
])ab
;
i.e. diagonal but no longer multiple of the identity.
Notice that we have also introduced ghosts to control the Abelian variations. Since
ghosts in Abelian theories do not interact with the rest of fields (∇µωA = ∂µωA), they can
occur in a non-tree-level 1PI diagram only as a part of a vertex insertion (BRS-variations
and breakings); so that, by differenciating with respect to ωA the Slavnov-Taylor identities,
the usual AbelianWard identities are easily recovered. But we insist on keeping the Abelian
ghost in order to have an unified notation.
The matter content of the theory will be only non-Majorana fermions. The corre-
sponding fermion fields, ψ(ψ′), carrying a left-handed (right-handed) fully reducible rep-
resentation of the gauge group, so that it can be descomposed in a sum of irreducible
representations. From now on, until otherwise stated, we will take both the left-handed
and right-handed fermionic to be irreducible, the general case just involve a sum over all
the irreducible representations.
We shall index the fermion fields carrying the irreducible representation of the gauge
Lie algebra as follows ψi1,...,iNS (ψ′ i1,...,iNS ), with iS running from 1 to dS(d
′
S); so that the
generators of the Lie algebra are given by
{
TAL(R)
}NA
A=1
=
{
tAL(R)
}NA
A=1
⊗ 1
d
(′)
1
· · · ⊗ 1
d
(′)
NS
,
where each tAL(R) is a real number and
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{
T aL(R)
}NA+dG
a=NA+1
= 1⊗
{
1
d
(′)
1
⊗ · · · ⊗ {T (S) aSL(R) }
dGNA+S
aS=1
⊗ · · · 1
d
(′)
NS
}NS
S=1
,
where T
(S) aS
L(R) ∈ Md(′)
S
(CI ) are complex matrices of dimension d
(′)
S which furnish an irre-
ducible representation of dimension d
(′)
S of the Lie algebra GNA+S , S = 1 · · ·NS .
The BRS variations of the fermion fields in the d-dimensional space of Dimensional
Regularization are defined to be
sψ(′) =i ωaT aL(R)PL(R)ψ
(′) =
=
NA∑
A=1
i ωA tAL(R) 1d(′)1
⊗ · · · ⊗ 1
d
(′)
NS
PL(R) ψ
(′)+
+
NS∑
S=1
i
dGNA+S∑
aS=1
ω(S) aS 1
d
(′)
1
⊗ · · · ⊗ T
(S) aS
L(R) ⊗ · · · ⊗ 1d(′)
NS
PL(R) ψ
(′),
and the regularized interaction is introduced in the same way.
The following results will be useful
TrM
d
(′)
S
(CI ) [T
(S) aS
L(R) T
(S) bS
L(R) ] ≡ TL(R) S δ
aSbS , TrM
d
(′)
S
(CI ) [T
(S) aS
L(R) ] = 0,
Tr [T aL(R)T
b
L(R)] =


(
NS∏
K 6=S
d
(′)
K
)
TL(R)S δ
ab, if a = aS and b = bS , with S = 1, · · · , NS(
NS∏
S=1
d
(′)
S
)
taL(R) t
b
L(R), if a ≤ NA and b ≤ NA
0 in the remainder
d
(′)
S∑
eS
T
(S) eS
L(R) T
(S) eS
L(R) ≡ C
(S)
L(R) 1d(′)
S
, (tAL(R))
2 ≡ C
(A)
L(R)
∑
a
T aL(R) T
a
L(R) =
NA+NS∑
G=1
C
(G)
L(R) 1d(′)1
⊗ · · · ⊗ 1
d
(′)
NS
≡
∑
G
C
(G)
L(R)
∑
a,b
T aL(R) (C
−1)abT
b
L(R) =
NA+NS∑
G=1
g2GC
(G)
L(R) ≡ C
g
L(R),
∑
a,b
T aL(R) ΛabT
b
L(R) =
NA+NS∑
G=1
αGC
(G)
L(R) ≡ C
α
L(R).
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4.2. The one-loop singular counterterms
To obtain the one-loop singular counterterms, it is necessary to make in the non-hatted
terms in eq. (37) the following substitutions
g2CA S0X···X Y ···Y −→
∑
S
g2S C
(S)
A S0X···X YS ···YS ,
g2 α′CA S0X···X Y ···Y −→
∑
S
g2S α
′SC
(S)
A S0X···X YS ···YS ,
g2CL(R) −→ C
g
L(R),
g2CL(R) α
′ −→ CαL(R),
g2 TL(R) S0A···A −→
NA∑
A=1
g2A
(
NS∏
S=1
d
(′)
S
)
(tL(R)
A)2 S0AA···AA
+
NS∑
S=1
g2NA+S

 NS∏
K 6=S
d
(′)
K

 TL(R)S S0AS ···AS .
Above, the symbol Y stands for any Lie-algebra-valued field. A new type of term should
also be added. This term is the Abelian mixing term, which is given by
h¯
ε
1
(4π)2
NA∑
A1,A2
A1 6=A2
(
NS∏
S=1
d
(′)
S
)
tA1L(R) t
A2
L(R)
∫
ddx −
1
4
(
∂µA
A1
ν − ∂νA
A1
µ
) (
∂µA
A2
ν − ∂νA
A2
µ
)
.
The last line of eq. (37), i.e. the hatted contribution, has to be modified in the same
manner.
The reader should bear in mind that g2CL(R)α
′ S0 ψ¯(′)ψ(′)A → C
α
L(R)
∑
G S0 ψ¯(′)ψ(′)AG .
4.3. Expression of the breaking
To obtain the generalization of eq. (64) to current case, one applies first the same kind
of modifications as in the previous subsection. In addition, the following replacements
should be made
TL(R) c
abcMabc4 −→
NS∑
S=1

 NS∏
K 6=S
d
(′)
K

 TL(R)S caSbScS MaSbScS4 ,
and similar substitutions for the terms of the same type as TL(R) c
ebccedaMabcd.
The traces of the product of three and four generators, which appear for example in
the expression of anomaly, keep its form, but with the understanding that Tr is a matrix
trace over the full fermion representation of the Gauge Lie algebra G.
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4.4. Restoration of Slavnov-Taylor Identities
Apart from modifications of the same type as describe above, we have to be careful
with the resolution of the equations involving Mab1 (and also M7 and M8, but they
actually do not give rise to any new result). Now, we substitute in eq. (67) a1∆˜i → aG1 ∆˜
G
i
+aA1A21 ∆˜
A1A2
i , i = 1, 2, A1 6= A2, with the obvious meaning.
Apart from the equation in MaGbG1 , which will give together with the rest of the
system an unique solution for
aA1 =
1
(4π)2
5
12
[
(
NS∏
S=1
dS)(t
A
L )
2 + (
NS∏
S=1
d′S)(t
A
R)
2
]
,
aS1 =
1
(4π)2
5
12
[
(
∏
K 6=S
dK)TLS + (
∏
K 6=S
d′K)TRS
]
,
aA2 =
1
(4π)2
1
4
[
(
NS∏
S=1
dS)(t
A
L )
2 + (
NS∏
S=1
d′S)(t
A
R)
2
]
,
aS2 =
1
(4π)2
1
4
[
(
∏
K 6=S
dK)TLS + (
∏
K 6=S
d′K)TRS
]
,
we have new equations in MA1A21 and M
A2A1
1 , A1 6= A2:
aA1A21 − a
A1A2
2 =
1
(4π)2
1
3
[(
NS∏
S=1
dS
)
tA1L t
A2
L +
(
NS∏
S=1
d′S
)
tA1R t
A2
R
]
aA2A11 − a
A2A1
2 =
1
(4π)2
1
3
[(
NS∏
S=1
dS
)
tA1L t
A2
L +
(
NS∏
S=1
d′S
)
tA1R t
A2
R
]
whose solution is not unique. This was expected because we have now a new invariant:
FA1µν F
A2 µν , A1 6= A2, mixing Abelian bosons. We can impose, for example, a
A1A2
2 ≡ 0.
Therefore, from eq. (69), with the help of the modifications given above (do not forget
the new terms), one obtains following result:
S
(1)
fct =
h¯1
(4π)2
∫ NA∑
A=1
[(
NS∏
S=1
dS
)
(tAL )
2+
(
NS∏
S=1
d′S
)
(tAR)
2
][
5
12
(∂µAAµ )
2+
1
4
AAµ A
Aµ
]
+
NS∑
S=1



NS∏
K6=S
dK

TLS+

NS∏
K6=S
d′K

TRS

[ 5
12
(∂µA(S)aSµ )(∂
νA(S)aSν )+
1
4
A(S)aSµ A
(S)aSµ
]
−
NS∑
S=1



 NS∏
K6=S
dK

TLS
6
+

 NS∏
K6=S
d′K

TRS
6

 caSbScS (∂µA(S)aSν )A(S)bSµA(S)cSν
+
Trfull[T
a
LT
b
LT
c
LT
d
L ] + Trfull[T
a
RT
b
RT
c
RT
d
R]
12
AaµA
bµAcνA
dν
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+NA+NS∑
G=1
g2GC
(G)
L
[
1 + (α′ (G) − 1)/6
] i
2
ψ¯γ¯µPL
↔
∂ µψ (92)
+
NA+NS∑
G=1
g2GC
(G)
R
[
1 + (α′ (G) − 1)/6
] i
2
ψ¯′γ¯µPR
↔
∂ µψ
′
−
NS∑
S=1
g2S
C
(S)
A
4
[1 + (α′ (S) − 1)]
(
L¯sψ + Lsψ¯ + R¯sψ′ +Rsψ¯′
)
+ h¯1
NA+NS∑
G=1
(
l(1)gG L
(G)
g + l
(1)
A(G)
L
(G)
A + l
(1)
ω(G)
L(G)ω
)
+ h¯1 l
(1)
ψ L
L
ψ + h¯
1 l
(1)
ψ′ L
R
ψ′
+
h¯1
(4π)2
1
3
NA∑
A1,A2
A1 6=A2
[(
NS∏
S=1
dS
)
tA1L t
A2
L +
(
NS∏
S=1
d′S
)
tA1R t
A2
R
] ∫
ddx (∂µA
A1 µ) (∂µA
A2 µ)
+ h¯1
NA∑
A1,A2
A1 6=A2
l
(1)
A1A2
∫
ddx
1
2gA1gA2
FA1µν F
A2 µν ,
where l
(1)
gG , l
(1)
A(G)
, l
(1)
ω(G)
, l
(1)
ψ , l
(1)
ψ′ , and each lA1A2(1) for A1 < A2 ≤ NA are arbitrary
coefficients which will determine the renormalization conditions at the one-loop order and
L
(G)
g , L
(G)
A , L
(G)
ω LLψ, L
R
ψ′ , are any of the generalizations to the d-dimensional space-time
of Dimensional Regularization of the corresponding b-invariant four-dimensional operators
which are written down explicitly in next subsection.
4.5. Renormalization group equation
The O(h¯0) Lorentz invariant functionals Li with ultraviolet dimension 4 and ghost
number 0 which satisfy the following restrictions
b Li = 0
δ
δBa
Li = 0 , G Li = 0 ,
form a linear space. It is very convenient to have a basis for such space constitued by
elements which are derived by the action of a compatible diferential operator over the
classical action, because, as explained in section 3.7., then, a quantum basis can be properly
defined. The expansion of µ∂µΓren in such a quantum basis, is just the renormalization
group equation. Let us construct a basis for that linear space.
∗ a) Cohomologically trivial terms
We define for each field
Nφ
a
b ≡
∫
d4x φa
δ
δφb
,
a, b being group indices.
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These are terms which are b-exact:
LA
a
b ≡ b ·
∫
d4x Aaµ ρ˜
µ
b =
[
NA
a
b −Nρb
a −Nω¯b
a −NBb
a + 2Λae
∂
∂Λeb
]
Scl ≡ NA
a
b Scl,
Lω
a
b ≡ − b ·
∫
d4x ωa ζb = [Nω
a
b −Nζb
a] Scl ≡ Nω
a
b Scl,
L
L(R)
ψ(′)
i
j ≡ − b ·
∫
d4x L¯j(R¯j)PL(R) ψ
(′) i =
[
N
L(R)
ψ(′)
i
j −NL¯(R¯)j
i
]
Scl,
L
R(L)
ψ¯(′) i
j ≡ − b ·
∫
d4x ψ¯
(′)
i PR(L) L
j(Rj) =
[
N
R(L)
ψ¯(′) i
j −NL(R)
j
i
]
Scl,
L
R(L)
ψ(′)
i
j ≡ −b ·
∫
d4x L¯j(R¯j)PR(L) ψ
(′) i = N
R(L)
ψ(′)
i
j Scl,
L
L(R)
ψ¯(′) i
j ≡ −b ·
∫
d4x ψ¯i PL(R) L
j(Rj) = N
R(L)
ψ¯(′) i
j Scl,
but not all are linearly independent:
δji L
L(R)
ψ(′)
i
j = δ
i
j L
R(L)
ψ¯(′) i
j , δji L
R(L)
ψ(′)
i
j = δ
i
j L
L(R)
ψ¯(′) i
j .
In the expression of LA in terms of field counting operators, it is used the fact that
Scl satisfies the gauge condition and the ghost equation.
Usually, not only the BRS simmetry is imposed to the 1PI functional, but also other
symmetry of the classical action, the rigid simmetry:
δrige φ
a = i[T (φ)e ]
a
b φ
b,
where T
(φ)
e is the adjoint representation for Aµ, ω, ω¯, ρµ, ζ and B; TL(R)e for ψ
(′), L(R);
and −TL(R)e for ψ¯
(′), L¯(R¯).
Then δrige Scl = 0, which has the consequence [ δ
rig
e , b ] = 0.
Also, our 1PI renormalized functional constructed from eq. (92) with Breitenlohner
and Maison mininal dimensional renormalization realizes this symmetry at one-loop level.
If the 1PI functional satisfies this new requirement, the set of admissible b-invariants
terms is obviously smaller. Thanks to proposition 5.9 of ref. [18], the trivial subset formed
by terms which are b-exact and rigidly symmetric is fully determined by studying the
restricted cohomology, i.e. by studing the set of terms which are b-variations of rigidly
symmetric terms.
Some of them are obvious generalizations of the trivial elements of eq. (30):
L
(S)
A = b ·
∫
d4x ρ˜µ (S)aS A
(S) aS
µ , L
(S)
ω = −b ·
∫
d4x ζ(S)aS ω
(S) aS
LLψ = −b ·
∫
d4x L¯PLψ + ψ¯PRL = 2
∫
d4x
i
2
ψ¯
↔
∂/PLψ + ψ¯γ
µPLT
a
LψA
a
µ,
LRψ′ = −b ·
∫
d4x R¯PRψ
′ + ψ¯′PLR = 2
∫
d4x
i
2
ψ¯′
↔
∂/PRψ
′ + ψ¯′γµPRT
a
Rψ
′Aaµ,
LRψ = −b ·
∫
d4x L¯PRψ + ψ¯PLL = 2
∫
d4x
i
2
ψ¯
↔
∂/PRψ,
LLψ′ = −b ·
∫
d4x R¯PLψ
′ + ψ¯′PRR = 2
∫
d4x
i
2
ψ¯′
↔
∂/PLψ
′ ;
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where S runs from 1 to NS .
The rest are terms which are b-exact but involve posssibly different Abelian compo-
nents:
LA1A2A = b .
∫
ρ˜A1 µAA2µ =
=
∫
d4x 2
(−1)
4g2A1
FA2µν F
A1 µν+ ψ¯γ¯µtA1L PLψA
A2
µ + ψ¯
′γ¯µtA1R PRψ
′AA2µ − ρ˜
A1
µ ∂
µωA2 ,
LA1A2ω = − b .
∫
ζA1 ωA2 =
=
∫
d4x
{˜
ρA1µ ∂
µωA2L¯iωA2tA1L PLψ +ψ¯PRt
A1
L iω
A2L+R¯iωA2tA1R PRψ
′ +ψ¯′PLt
A1
R iω
A2R
}
.
Notice that similar non-diagonal terms are not allowed for non-Abelian components
because of rigid invariance (LA1A2A and L
A1A2
ω are trivially rigid invariant even if A1 6= A2).
LA1A2A and L
A1A2
ω are related with the following multiplicative field renormalizations:
AA1µ = (ZA)
A1
A2
A⋆A2µ , BA = (Z
−1
A )
A2
A B
⋆
A2
,
ωA1 = (Zω)
A1
A2
ω⋆A2 , ω¯A1 = (Z
−1
A )
A2
A1
ω¯⋆A2 ,
ρµA1 = (Z
−1
A )
A2
A1
ρ⋆µA2 , ζA1 = (Z
−1
ω )
A2
A1
ζ⋆A2 ,
ΛA1A2 = (ZA)
A1
A′1
(ZA)
A2
A′2
Λ⋆A
′
1A
′
2
But, they will not be needed in renormalization group computations, because in min-
imal substraction of loop diagrams this kind of terms can not appear due to the fact that
they involve Abelian ghosts.
∗ b) Elements of the cohomology
Imposing the rigid invariance, we have the generalization of the unique element of the
cohomology of the simple group case:
L(G)g = gG
∂Scl
∂gG
=
1
2g2G
∫
d4x F (G)aGµν F
(G)µν
aG ,
and the new elements (for A1 6= A2):
LA1A2 =
∫
d4x
1
2 gA1gA2
FA1µν F
A2 µν
with A1,A2 ≤ NA.
Note that LAA = LgA = g
A∂gA Scl
These terms come from the renormalization of the Abelian components of the matrix
C of eq. (91). At tree level, it is a diagonal matrix, but, more generally, it can be changed
to a non- diagonal matrix in the Abelian part while the right hand side of eq. (91) continue
being a rigidly invariant term:
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CA1A2 = (ZC)
A′1A
′
2
A1A2
C⋆A′1A′2
.
We define:
LA1A2C =
∂
∂CA1A2
Scl = −
LA1A2
2
Therefore, eq. (74) becomes[
µ
∂
∂µ
+
NA+NS∑
G
βGgG
∂
∂gG
− γLψN
L
ψ − γ
R
ψ′N
R
ψ′ − γ
R
ψN
R
ψ − γ
L
ψ′N
L
ψ′
−
NS∑
S=1
γ SAN
(S)
A −
NS∑
S=1
γ Sω N
(S)
ω −
NA∑
A1,A2
A1 6=A2
γA1A2C
∂
∂CA1A2
]
Γren = 0,
which at order h¯ reads
µ
∂Γren
∂µ
=−
NA+NS∑
G=1
βG(1) L(G)g + γ
L
ψ
(1)LLψ + γ
R
ψ′
(1)LRψ′
+
NS∑
S=1
γ SA
(1)L
(S)
A +
NS∑
S=1
γ Sω
(1)L(S)ω +
NA∑
A1,A2
A1 6=A2
γ
A1A2 (1)
C L
A1A2
C +O(h¯
2).
Eq. (88) is thus generalized.
Eq. (87) should be modified by applying the rules stated above and adding the new
term:
+
1
(4π)2
8
3
NA∑
A1,A2
A1 6=A2
(
NS∏
S=1
d
(′)
S
)
tA1L(R) t
A2
L(R)
∫
d4x −
1
4
FA1µν F
A2 µν SclAA
Therefore,
βA (1) =
1
(4π)2
g2A
2
3
[(
NS∏
S=1
dS
)
(tAL )
2+
(
NS∏
S=1
d′S
)
(tAR)
2
]
,
βS (1) =
1
(4π)2
g2S

2
3



 NS∏
K6=S
dK

TLS+

 NS∏
K6=S
d′K

TRS

− 11
3
C
(S)
A

 ,
γ
S(1)
A =
1
(4π)2
g2S
(
2−
1− α′ S
2
)
C
(S)
A ,
γS(1)ω =
1
(4π)2
g2S α
′ S C
(S)
A ,
γLψ
(1) =
1
(4π)2
NA+NS∑
G=1
g2G α
′G C
(G)
L , γ
R
ψ′
(1) =
1
(4π)2
NA+NS∑
G=1
g2G α
′G C
(G)
R ,
γ
A1A2 (1)
C =
1
(4π)2
4
3
(
tA1L t
A2
L + t
A1
R t
A2
R
)
.
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where α′G ≡ αG/g2G, 1 ≤ A,A1,A2 ≤ NA, 1 ≤ S ≤ NS .
6. Conclusions
We have shown by performing explicit thorough one-loop computations that Dimen-
sional Regularization a´ la Breitehloner and Maison can be used blindly to carry out cal-
culations in chiral gauge theories. Up to best of our knowledge it is the first time that
such a complete one-loop study has been carried out. It shows that the renormalization
method at hand has all the properties that on general grounds were expected. Notice that
here the cancellation of anomalies is not used to try to hide any inconsistency. Even when
there is not cancellation of anomalies, the renormalized theory is finite and unambigous:
in particular, the BRS anomaly is obtained without doing any tinkering. This is in stark
contrast to the “naive” approach, were cancellation of anomalies is invoked to dangerously
try to hide some incosistencies.
We would like to stress the fact that it would not have been feasible to carry out the
computations made in this paper without the help of the action principles and the BRS
cohomolgy theory. This makes manifest the importance of these two theoretical tools in
practical computations in chiral gauge theories.
Appendix A: Slavnov-Taylor Identities
This appendix is devoted to establishing eq. (19) by using the Regularized Action
Principle as stated in eqs. (11) and (12).
Let S
(n)
DReg be given by
Sfree[ϕ,Φ] + Sint[ϕ,Φ;KΦ],
where
Sfree[ϕ; Φ] = S0free[ϕ; Φ],
Sint[ϕ,Φ;KΦ;λ] = S0int[ϕ,Φ] +
∫
ddxKΦ(x)sdΦ(x) + S
(n)
ct [ϕ,Φ;KΦ].
The symbols ϕ and Φ stand, respectively, for sets of fields which transforms linearly and
non-linearly under arbitrary BRS transformations. The generalization to “d-dimensions”
of the BRS transformations are denoted by sdφ(x) and sdΦ(x). We define sdKΦ(x) = 0
We next define
SINT[ϕ,Φ; Jϕ, JΦ, KΦ] = Sint[ϕ,Φ;KΦ] +
∫
ddx
(
Jϕ(x)ϕ(x) + JΦ(x)Φ(x)
)
Following eq. (10), the generating functional ZDReg is introduced next
ZDReg[Jϕ, JΦ, KΦ] =
〈
exp
{ i
h¯
SINT[ϕ,Φ; Jϕ, JΦ, KΦ]
}〉
0
,
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where the symbol 〈· · ·〉0 is defined as in the paragraph below eq. (10).
Let ∆ and ∆ct de defined as follows:
∆ = sdS0, ∆ct = sdS
(n)
ct ,
where S0 = S0free[ϕ; Φ] + S0int[ϕ,Φ] +
∫
ddxKΦ(x)sdΦ(x).
We now introduce S
(Υ)
INT for reasons that will become clear later:
S
(Υ)
INT = SINT[ϕ,Φ; Jϕ, JΦ, KΦ] + Saux,
where
Saux =
∫
ddx
(
Υ1(x)∆(x) + Υ2(x)∆ct(x) + Υ
Φ
3 (x)
δS
(n)
ct
δKΦ(x)
)
,
and ∆ =
∫
ddx∆(x) and ∆ct =
∫
ddx∆ct(x). Υi, i = 1, 2 and 3 are external fields. We
define sdΥi(x) to be zero for any exteranl field Υi. Then, we introduce the generating
functional ZΥDReg as follows
ZΥDReg[Jϕ, JΦ, KΦ,Υ1,Υ2,Υ
Φ
3 ] =
〈
exp
{ i
h¯
SΥINT[ϕ,Φ; Jϕ, JΦ, KΦ,Υi]
}〉
0
,
where 〈· · ·〉0 is defined as for ZDReg.
It is obvious that the following equation holds in Dimensional Regularization:
ZDReg[Jϕ, JΦ, KΦ] = Z
Υ
DReg[Jϕ, JΦ, KΦ,Υ1 = 0,Υ2 = 0,Υ
Φ
3 = 0]
The Regularized Action Principle (see eq. (11)) implies that the following equation holds
in Dimensional Regularization:
sdZ
Υ
DReg ≡
∫
ddx
〈(
∆(x) + ∆ct(x) + (−1)
ϕJϕ(x)sϕ(x) + (−1)
ΦJΦ(x)sΦ(x)
+ terms proportional to Υi
)
exp
{ i
h¯
SΥINT[ϕ,Φ, Jϕ, JΦ, KΦ,Υi
}〉
0
= 0. (A.1)
Next, by using eq. (12), one easily obtains that
〈
Jϕ(x)sϕ(x) exp
{ i
h¯
SΥINT
}〉
0
=
h¯
i
Jϕ(x)
[
aϕϕ
δZΥDReg
δJϕ(x)
+ aϕΦ
δZΥDReg
δJΦ(x)
]
(A.2)
and
〈
JΦ(x)sΦ(x) exp
{ i
h¯
SΥINT
}〉
0
= JΦ(x)
〈 δ(SΥ − Sct − Saux)
δKΦ(x)
〉
0
=
h¯
i
JΦ(x)
δZΥDReg
δKΦ(x)
−
h¯
i
JΦ(x)
δZΥDReg
δΥΦ3 (x)
+ terms proportional to Υi. (A.3)
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In eq. (A.2) the linear BRS transformations sdϕ are given by sdϕ = aϕϕϕ+ aϕΦΦ.
Now, by substituting eqs. (A.2) and (A.3) in eq. (A.1), one arrives at∫
ddx
[
(−1)ϕ
h¯
i
Jϕ(x)
(
aϕϕ
δZΥDReg
δJϕ(x)
+ aϕΦ
δZΥDReg
δJΦ(x)
)
+ (−1)Φ
h¯
i
JΦ(x)
( δZΥDReg
KΦ(x))
−
δZΥDReg
δΥΦ3 (x)
)
+
h¯
i
δZΥDReg
δΥ1(x)
+
h¯
i
δZΥDReg
δΥ2(x)
+ terms proportional to Υi
]
= 0. (A.4)
Let us introduce as usual the generating functionals ZΥcDReg[Jϕ, JΦ;KΦ,Υi] and
ΓΥDReg[ϕ,Φ;KΦ,Υi]:
ZΥDReg[Jϕ, JΦ;KΦ,Υi] = exp
( ı
h¯
ZΥcDReg[Jϕ, JΦ;KΦ,Υi]
)
ΓΥDReg[ϕ,Φ;KΦ,Υi] = Z
Υ
cDReg[Jϕ, JΦ;KΦ,Υi]−
∫
ddx
(
Jϕ(x)ϕ(x) + JΦ(x)Φ(x)
)
. (A.5)
where the functionals in the previous equations are to be understood as formal power series
in h¯ and the fields (both external and quantum). By taking advantage of eq. (A.5) one
turns eq. (A.4) into an equation for the 1PI functional ΓΥDReg[ϕ,Φ;KΦ,Υi]:∫
ddx
[
−
δΓΥDReg
δϕ(x)
(aϕϕϕ(x) + aϕΦΦ(x))−
δΓΥDReg
δΦ(x)
( δΓΥDReg
δKΦ(x)
−
δΓΥDReg
δΥΦ3 (x)
)
+
δΓΥDReg
δΥ1(x)
+
δΓΥDReg
δΥΦ3 (x)
+ term prop. to Υi
]
= 0 (A.6)
Finally, by setting Υi(x) = 0, ∀i, in eq. (A.6) and taking into account that
ΓDReg[ϕ,Φ;KΦ] = Γ
Υ
DReg[ϕ,Φ;KΦ,Υi = 0]
one obtains eq. (19) from eq. (A.6):∫
ddx (sdϕ)
δΓDReg
δϕ(x)
+
δΓDReg
δKΦ(x)
δΓDReg
δΦ(x)
= (A.7)
∫
ddx
[
∆(x) · ΓDReg +∆ct(x) · ΓDReg +
( δSct
δKΦ(x)
· ΓDReg
) δΓDReg
δΦ(x)
]
.
Notice that [
δΓΥDReg
δKΦ(x)
−
δΓΥDReg
δΥΦ3 (x)
]
Υi=0
=
δΓDReg
δKΦ(x)
−
δSct
δKΦ(x)
· ΓDReg ,
[
δΓΥDReg
δΥ1(x)
]
Υi=0
= ∆(x) · ΓDReg and
[
δΓΥDReg
δΥ2(x)
]
Υi=0
= ∆ct(x) · ΓDReg,
for eq. (12) holds.
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Appendix B. Slavnov-Taylor Identities for ε-dependent BRS
This appendix is devoted to the study of the contributions to the right hand side of
eq. (21) coming from BRS variations which depend explicitly on ε = 4 − d. We shall see
that, unlike for the BRS transformations in eq. (31), the variation under these new BRS
transformations of the singular counterterms yield a finite contribution to the right hand
side of eq. (21).
To introduce an explicit ε dependence on the Dimensional Regularization BRS trans-
formations, we shall replace the BRS transformation of Aµ given in eq. (31) with s
′
dAµ =
∇µω + C(d − 4)∇µω. We shall assume, however, that s
′
d acts on the rest of the fields as
sd does. Hence, s
′
d defines BRS transformations with explicit ε dependence.
Although we have changed the Dimensional Reguarization BRS transformations, we
shall not take a new Dimensional Regularization classical action, which still will be S0 in
eq. (32). Thus, we will not modify the minimally renormalized 1PI functional Γminren, so
that we will have the effect of the new Dimensional Regularization BRS transformations
isolated.
The s′d-variation of S0 is given by:
s′dS0 = ∆ˆ +∆
ε
f +∆
ε
gf +∆
ε
ρ.
Here, ∆ˆ = sdS0 is the breaking given in eq. (34) and
∆εf = −εC
∫
ddx (ψ¯γ¯µPLT
a
Lψ + ψ¯
′γ¯µT aRψ
′) (∇µω)
a,
∆εgf = −εC
∫
ddx Ba∂µ(∇µω)
a − cabc∂µω¯a(∇µω)
bωc,
∆ερ = +εC
∫
ddx cabc ρaµ(∇µω)
bωc.
are the new breakings (which are also evanescent operators). Notice that s′d
2
Aaµ 6= 0,
whereas sd
2Aaµ = 0.
Now, let Γ0 denote dimensionally regularized 1PI functional obtained from S0, then,
regularized Slavnov-Taylor equation for the s′d-transformations reads:
S′d(Γ0) =
[
∆ˆ + ∆εf +∆
ε
gf +∆
ε
ρ
]
· Γ0, (B.1)
where S′d is the Slavnov-Taylor operator for s
′
d. Notice that
S′d(Γ0) ≡
∫
ddx
{
(1− Cε) Tr
δΓ0
δρµ
δΓ0
δAµ
+Tr
δΓ0
δζ
δΓ0
δω
+Tr B
δΓ0
δω¯
+
δΓ0
δL¯
δΓ0
δψ
+
δΓ0
δR¯
δΓ0
δψ′
+
δΓ0
δL
δΓ0
δψ¯
+
δΓ0
δR
δΓ0
δψ¯′
}
.
The next issue to address is the derivation of the (anomalous) Slavnov-Taylor identity sat-
isfied by the minimal dimensional renormalization 1PI functional, Γminren. If we, naively,
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just replace in eq. (B.1) every regularized object with their minimally renormalized coun-
terpart, we will obtain the following equation
S(Γminren) = N
[
∆ˆ + ∆εf +∆
ε
gf +∆
ε
ρ
]
· Γminren. (B.2)
This equation does not hold, though, since the coefficients of the regularized Slavnov-
Taylor equation, eq. (B.1), do have an explicit ε dependence. Indeed, at the one-loop level
the following identity holds
S(Γminren) =
[
N
[
∆ˆ
]
· Γminren
](1)
+O(h¯2). (B.3)
This has been shown in subsection 3.4. Now, let us substitute the previous equation in
eq. (B.2). We thus come to the conclusion that N
[
∆εf +∆
ε
gf +∆
ε
ρ
]
·Γminren should vanish
at the one-loop level. Which is nonsense, for a diagramatic computation shows that
[
N
[
∆εf +∆
ε
gf +∆
ε
ρ
]
· Γminren
](1)
=
− h¯
(4π)2
C g2
{
(α′CA + 2α
′CL)
∫
d4x
δScl ψ¯ψA
δAaµ
∂µω
a
+
[(
3−
3
2
(1− α′)
)
CA + 2α
′CL
] ∫
d4x
δScl ψ¯ψA
δAaµ
cabc Abµω
c
+ (α′CA + 2α
′CR)
∫
d4x
δScl ψ¯′ψ′A
δAaµ
∂µω
a
+
[(
3−
3
2
(1− α′)
)
CA + 2α
′CR
] ∫
d4x
δScl ψ¯′ψ′A
δAaµ
cabc Abµω
c
−
3
2
(1− α′)CA
∫
d4x
(
δScl ω¯ωA
δAaµ
+
δScl ρωA
δAaµ
)
∂µω
a (B.4)
+ 2α′CA
∫
d4x
(
δScl ω¯ωA
δAaµ
+
δScl ρωA
δAaµ
)
cabc Abµω
c
+
(
1 +
1
2
(1− α′)
)
CA
∫
d4x (∂µB
a) (∂µωa)
− α′ CA
∫
d4x (∂µB
a) cabcAbµω
c
}
.
Hence, a contribution to the right hand side of eq. (B.2) is missing. This missing contri-
bution should apparently be furnished by the second and third terms on the right hand
side of eq. (21), which is a consequence of eq. (A.7). But, it is essential to remember the
assumption made in Appendix A in order to properly deduce eq. (A.7): the dependence in
KΦ in the starting dimensional regularized action should be
∫
KΦ s
′
dΦ, if s
′
d is the variation
under study.
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Therefore, due to the fact that the dependence in ρµ of the chosen action is just∫
ρµ sdA
µ, an extra factor of 1− Cε is needed in eq. (A.3), when studying s′d variations:〈
JA
µ
a(x)s
′
dA
a
µ(x) exp
{ i
h¯
SΥINT
}〉
0
= (1− C ε)
〈
JA
µ
a(x)s
′
dA
a
µ(x) exp
{ i
h¯
SΥINT
}〉
0
=
(1− C ε)
h¯
i
JA
µ
a(x)
(
δZΥDReg
δρaµ(x)
−
δZΥDReg
δΥA3
µ
A(x)
)
+ terms proportional to Υi.
Then, the equation (A.7) becomes
S′d(ΓDReg) = s
′
d(S0 + Sct) · ΓDReg+∫
ddx

∑
Φ 6=A
( δSct
δKΦ(x)
· ΓDReg
) δΓDReg
δΦ(x)
+ (1− Cε)
( δSct
δρaµ(x)
· ΓDReg
) δΓDReg
δAaµ(x)

 ,
and the correct modification of eq. (B.2) is:
S(Γminren) =
[
N
[
∆ˆ + ∆εf +∆
ε
gf +∆
ε
ρ
]
· Γminren
](1)
+
C
∫
d4x
[
(∇µω)
a δF
δAaµ
+
δScl
δAaµ
δF
δρµa
]
+O(h¯2). (B.5)
Here, F = LIMd→4
{
εΓ
(1)
0 sing
}
, with Γ
(1)
0 sing as given by eqs. (36) and (37). Notice that the
second term on the right hand side of (B.5) cancels the contribution displayed in eq. (B.4).
Eq. (B.3) is thus recovered.
Of course, if we want to use eqs. (19), (21) and (22)—with s′d instead of sd—, we have
to choose the following new Dimensional Regularization classical action:
S′0 =
(
S0 −
∫
ddx ρaµsdA
aµ
)
+
∫
ddx ρaµs
′
dA
aµ ,
which cause the breaking
s′dS
′
0 = ∆ˆ +∆
ε
f +∆
ε
gf + (1− Cε)∆
ε
ρ,
and a new perturbative renormalized 1PI functional Γ′minren.
Therefore, in this case, from eq. (19), (21) and (22), we conclude that the (anomalous)
one-loop renormalized Slavnov-Taylor identity reads is
S(Γ′minren) =
[
N [s′dS
′
0] · Γ
′
minren
](1)
+ C
∫
d4x
[
(∇µω)
a δF
δAaµ
+
δScl
δAaµ
δF
δρµa
]
+∫
d4x
δ(Scl ρω + Scl) ρωA
δωa
δF
δζa
+O(h¯2) .
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Appendix C. Comparison between “naive” and Breitenlohner and Maison
minimal dimensional renormalization schemes
In this appendix we shall make a thorough comparison of the minimally renormalized
one-loop 1PI functionals obtained within the “naive” dimensional renormalization pre-
scription, on the one hand, and the Breitenlohner and Maison Dimensional Regularization
scheme, on the other. The quantum field theory under scrutiny will be the theory already
studied in section 3. Obviously, at the one-loop level, differences only arise in diagrams
involving fermions. We will denote these contributions with the subscript F . All along
this appendix, the subscripts BM and “naive” will indicate that the corresponding quan-
tity has been evaluated by using the Breitenlohner and Maison scheme and the “naive”
prescription, respectively.
Let us begin with the self-energy of the gauge field. Here, only the fermionic loops
may give rise to differences between the two calculational techniques. There are terms with
one γ5 and four γs in the trace, but their contribution explicitly vanish, the reason being
the contraction of two γs of the antisymmetic trace with the same momentum q. The
“naive” prescription does not yield ambiguous the results in this instance. These results
read
Γ˜
(1)
F AA
µν,ab
naive (p) =
1
4π2
(TL + TR)
[
1
3ε
−
γ
6
+
5
18
−
1
6
ln
−p2 + iǫ
4πµ2
+O(ε)
]
δab (pµpν − p2gµν),
for the regularized theory and
Γ˜
R (1)
F AA
µν,ab
naive (p) =
1
4π2
(TL + TR)
[
−
γ
6
+
5
18
−
1
6
ln
−p2 + iǫ
4πµ2
]
δab (pµpν − p2gµν),
for the renormalized Green function. It should be understood a sum over the different
fermionic multiplets:
∑nL
k=1 T
k
L +
∑nR
r=1 T
r
R. Notice that both results are transverse, so that
the corresponding Slavnov-Taylor identity holds.
The calculation within the Breitenlohner and Maison framework is also straightfor-
ward and it yields the following regularized expression
Γ˜
(1)
F AA
µν,ab
BM (p) = δ
ab
{
1
4π2
(TL + TR)
[
1
3ε
−
γ
6
+
5
18
−
1
6
ln
−p2 + iǫ
4πµ2
]
(p¯µp¯ν − p¯2g¯µν)
−
1
4π2
(TL + TR)
1
12
g¯µν p¯2 (C.1)
−
1
4π2
(TL + TR)
2
[
1
3ε
−
γ
6
+
5
18
−
1
6
ln
−p2 + iǫ
4πµ2
+
1
6
]
g¯µν pˆ2
}
+ O(ε).
Notice that there is a singular contribution at ε = 0 whose residue is a an “evanescent”
polynomial of the momentum. Minimal subtraction has to be applied also to this contri-
bution; in the language of ultraviolet divergent counterterms: counterterms with hatted
objects are also needed! This is important for the consistency of calculations in the next
orders [32].
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The renormalized 1PI fermionic contribution to the gauge field two-point function
defined by minimal substraction a´ la Breitenlhoner and Maison reads
Γ˜
R(1)
F AA
µν,ab
BM (p) = Γ˜
R (1)
F AA
µν,ab
naive (p)− δ
ab 1
4π2
(TL + TR)
12
p2gµν ,
which differs from the “naive” result in a non-transversal quantity, so that it is clear that
this result do not satisfy the Slavnov-Taylor identity.
But, we learned from eq. (40) that the Slavnov-Taylor identities for the regularized
theory a´ la Breitenlohner and Maison have a breaking, so instead of transversality the
following equation should hold
−ipµΓ˜
(1)
AA
µν,ab
BM (p) = Γ˜
(1)
Aω;∆ˆ
ν,ab
BM (p; 0) (C.2)
(because the insertion of the breaking is integrated, it is an insertion at zero momentum).
The right hand side of eq. (C.2) is just the sum of the 1PI diagrams in fig. 5 with ∆ˆ
instead of ∆ˇ and p instead of p1. Their value is:
Γ˜
(1)
Aω;∆ˆ
µ,ab
BM (p; q) = δ
ab
{
i
4π2
(TL + TR)
2
[
1
3ε
−
γ
6
+
5
18
−
1
6
ln
−p2 + iǫ
4πµ2
]
p¯µpˆ2
+
i
4π2
(TL + TR)
12
p¯µp2
}
+ O(ε). (C.3)
As it should be. Indeed, eqs. (C.1) and (C.3) satisfy (O(ε)) eq. (C.2). The contribution
from the sum of diagrams with bosonic and ghost loops is obviously transversal and thus
it is of no bearing here.
From eq. (42) we get the renormalized counterpart to eq. (C.2):
−ipµΓ˜
R(1)
AA
µν,ab
BM (p) = Γ˜
R (1)
Aω;N [∆ˆ]
ν,ab
BM (p; 0),
which is also satisfied because minimal subtraction applied to eq. (C.3) yields
Γ˜
R (1)
Aω;N [∆ˆ]
µ,ab
BM (p; q) = δ
ab i
4π2
(TL + TR)
12
pµp2.
We have checked thus eq. (42) by explicit computation of both its sides.
The following results will be needed as well
Γ˜
R (1)
ψ¯ψ
αi,βj
BM (p)− Γ˜
R (1)
ψ¯ψ
αi,βj
naive (p) =
= −
1
(4π)2
g2
[
1 + (α′ − 1)
2
3
]
CL [p/PL]αβ δij ,
Γ˜
R (1)
Aψ¯ψ
ν,αi,βj
BM (q, p)− Γ˜
R (1)
Aψ¯ψ
ν,αi,βj
naive (q, p) =
= −
1
(4π)2
g2(CL −
CA
2
)
[
2 + (α′ − 1)
5
6
]
[γµPL]αβ [T
a
L ]ij +
−
1
(4π)2
g2CA
[
1 + (α′ − 1)
5
12
]
[γµPL]αβ [T
a
L ]ij
= −
1
(4π)2
g2CL
[
2 + (α′ − 1)
5
6
]
[γµPL]αβ [T
a
L ]ij .
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The first term of the sum corresponds to the QED-like diagram and the second term to
the diagram with the three boson vertex.
Let us move on to the computation of the most interesting one-loop 1PI functions to
compare, namely, the three and four point 1PI functions for the gauge field. In both these
cases the “naive” prescription leads to ambiguities.
The fermionic diagrams which contribute to the one-loop three boson vertex are
shown in fig. 13. The contribution from the diagram drawn there will be denoted with
iLµνρabc (k1, k2, k3). The full contribution will thus read:
iΓ˜
(1)
F AAA
µνρ
abc (k1, k2, k3) ≡iL
µνρ
abc (k1, k2, k3) + iL
νµρ
bac (k2, k1, k3)
+iRµνρabc (k1, k2, k3) + iR
νµρ
bac (k2, k1, k3).
L
µ a
νb
ρ c
k31k
k2
k
+
permutation
of
legs 1 and 2
+ idem with R fermions
Figure 13: The one-loop 1PI Feynman diagrams with three bosonic legs
We shall focus first on the calculation of iLµνρabc +iR
µνρ
abc . The other diagrams are
obtained simply by exchanging (k1, µ, a) with (k2, ν, b). Of course, the three momenta are
not independent: for example, k3 = −k2 − k1.
The “naive” and Breitenlohner and Maison dimensionally regularized integrals take
the form:
iLµνρabc (k1, k2, k3) + iR
µνρ
abc (k1, k2, k3) =
µε
∫
ddk
(2π)d
Nµνρabc
(k − k1 + iǫ)2(k + iǫ)2(k + k2 + iǫ)2
,
where the numerator depends on the regularization algorithm:
Nµνρabc naive =T
abc
L Tr [ (k/− k/1)γ
µPLk/γ
νPL(k/+ k/2)γ
ρPL ] +
T abcR Tr [ (k/− k/1)γ
µPRk/γ
νPR(k/+ k/2)γ
ρPR ] ,
Nµνρabc BM =T
abc
L Tr [ (k/− k/1)γ¯
µPLk/γ¯
νPL(k/+ k/2)γ¯
ρPL ] +
T abcR Tr [ (k/− k/1)γ¯
µPRk/γ¯
νPR(k/+ k/2)γ¯
ρPR ] .
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Now, we anticommute the γ5s of the projectors in the “naive” expression towards the
right to get
Nµνρabc
naive
1 =
T abcR + T
abc
L
2
Tr [ (k/− k/1)γ
µk/γν(k/+ k/2)γ
ρ ] +
T abcR − T
abc
L
2
Tr [ (k/− k/1)γ
µk/γν(k/+ k/2)γ
ρ γ5 ]. (C.4)
Notice that when the integration over the ks is done a trace over six gammas, two of
them contracted, and a γ5 occurs. This is precisely the source of the ambiguity displayed
by eq. (7) ! Indeed, if we had decided to leave the matrix γ5 in another place, the minimally
renormalized results should differ in a local quantity: there is a divergent loop present,
and the ambiguity of eq. (7) is proportional to ε = 4− d. This is the reason why we have
labeled the numerator with the subscript 1.
Therefore, we can write
iLµνρabc (k1, k2, k3) + iR
µνρ
abc (k1, k2, k3) =
T abcR + T
abc
L
2
TµνρVVV(k1, k2, k3) +
T abcR − T
abc
L
2
TµνρVVA(k1, k2, k3), (C.5)
where TVVV stands for the Abelian Green function (i.e. without gauge group matrices)
and with three vector-like vertices and TµνρVVA(k1, k2, k3) denotes the Abelian diagram with
an axial vertex γργ5 in the leg carrying momentum k3.
The Breitenlohner and Maison counterpart to eq. (C.4) is (we have used eq. (26)) the
following
Nµνρabc BM =
T abcR + T
abc
L
2
Tr [ (k¯/− k¯/1)γ¯
µk¯/γ¯ν(k¯/+ k¯/2)γ¯
ρ ] +
T abcR − T
abc
L
2
Tr [ (k¯/− k¯/1)γ¯
µk¯/γ¯ν(k¯/+ k¯/2)γ¯
ρ γ5 ].
It is easy to calculate the difference between the renormalized result obtained with
the help of eq. (C.4) (do not move around the γ5 “matrix”) and the renormalized result
obtained from eq. (C.5): the only contribution to this difference comes from the renormal-
ization of the dimensionally regularized integral whose numerator is given by
T abcR + T
abc
L
2
{
Tr [ kˆ/γ¯µkˆ/γ¯ν(k¯/+ k¯/2)γ¯
ρ ] + Tr [ kˆ/γ¯µk¯/γ¯ν kˆ/γ¯ρ ] + Tr [ (k¯/− k¯/1)γ¯
µkˆ/γ¯ν kˆ/γ¯ρ ]
}
+
T abcR − T
abc
L
2
{
Tr [ kˆ/γ¯µkˆ/γ¯ν(k¯/+ k¯/2)γ¯
ρ γ5 ] + Tr [ kˆ/γ¯
µk¯/γ¯ν kˆ/γ¯ρ γ5 ] +
Tr [ (k¯/− k¯/1)γ¯
µkˆ/γ¯ν kˆ/γ¯ρ γ5 ]
}
.
The value of that difference is thus the following
iLµνρabc
R
BM(k1, k2, k3) + iR
µνρ
abc
R
BM(k1, k2, k3)
− iLµνρabc
R
naive1
(k1, k2, k3)− iR
µνρ
abc
R
naive1
(k1, k2, k3) =
=
i
(4π)2
T abcR + T
abc
L
2
4
[
gµν
(k1 − k2)ρ
3
+ gνρ
(k1 + 2k2)
µ
3
− gµρ
(2k1 + k2)
ν
3
]
+
i
(4π)2
T abcR − T
abc
L
2
Tr
[ (k/1 − k/2)
3
γµγνγργ5
]
. (C.6)
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Notice that the second term of the previous equation is not cyclic, i.e. if we make the
change (k1, µ, a)→ (k2, ν, b), (k2, ν, b)→ (k3, ρ, c), (k3, ρ, c)→ (k1, µ, a) the term changes.
This seems to be incompatible with having a trace which is cyclic (or with the fact that
we can start to read a closed fermion loop wherever we want). Of course, if a prescription
for Feynman rules is consistent, the renormalized result should be also cyclic. This is the
case for the Breitenlohner amd Maison result, as can be checked explicitly. But in the
“naive” prescription case, if we insist on an anticommuting γ5, the cyclicity of the trace is
to be abandoned, lest the trace of four gammas and one γ5 vanishes. The lack of cyclicity
of eq. (C.6) is due, of course, to the inconsistency of the “naive” prescription with the
ciclicity of the trace.
One could insist on keeping an anticommuting γ5 and cyclicity of the trace. But, then,
as we know from eq. (6), the trace of four gammas and a γ5 should unavoidably vanish. This
would not do since it would set to zero any dimensionally regularized Feynman integral
that is finite by power-counting at d = 4 and whose Dirac algebra yields a contribution
proportional to the trace of four gammas and one γ5.
The cyclicity of the diagram is also needed for obtaining a Bose symmetric 1PI function
after summing the crossed diagram. Taking into account this crossed diagram the difference
between the complete 1PI functions in both schemes is:
Γ˜(1)µνρabc
R
BM(k1, k2, k3)− Γ˜
(1)µνρ
abc
R
naive1
(k1, k2, k3) =
=
1
(4π)2
2
3
i cabc (TL + TR)
[
gµν(k1 − k2)
ρ + gνρ(k2 − k3)
µ − gµρ(k3 − k1)
ν
]
+
1
(4π)2
1
6
[
Tr{T aR, T
b
R}T
c
R − Tr{T
a
L , T
b
L}T
c
L
]
Tr
[
(k/2 − k/1) γ
µγνγργ5
]
. (C.7)
The second term on the right hand side of the previuous equation is not Bose symmetric
unless it is zero.
Notice that the problem of the inconsistency of the “naive” prescription can be swept
under the carpet by chosing the matter content so that Tr{T aR, T
b
R}T
c
R −Tr{T
a
L , T
b
L}T
c
L
(≡ dabcR − d
abc
L ≡ dR−L) vanish, i.e. if there is cancellation of anomalies. Moreover, we
have compared the unambiguous Breitenlohner and Maison computation with the “naive”
result obtained by putting the γ5 after the γ
ρ (see eq. (C.4)). If we had put it after, say, the
γµ, the new difference with the result a´ la Beitenlohner and Maison has exactly the same
first term as the difference in eq. (C.7) but its second term is the second contribution in
the right hand side of eq. (C.7), upon having changed cyclically the indices and momenta
of the latter. That is, the one-loop difference between two possible “naive” calculations
is a term involving a product of an epsilon tensor and the coefficient dbcaR−L = d
abc
R−L =
d
{abc}
R−L †. This justifies the statement that if there is cancellation of anomalies there is no
ambiguity in the one-loop “naive” computation of the three boson vertex . In ref. [29], it
was correctly claimed that the one-loop essential anomaly could be also obtained with
the “naive” prescription for the Abelian case from a VVA triangle diagram by simply
not moving around the unique γ5 which appear in the traces, computing explicitly the
† {· · ·} enclosing indices means symmetrization and [· · ·] antisymmetrization
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dimensional integrals and contracting, at the end of the day, the final expression with the
momentum in the axial vertex. In fact, with our notation
kρ3 T
µνρ
VVA(k1, k2, k3) = −
i
(4π)2
Tr[k/1k/2γ
µγνγ5], (C.8)
which, with the crossed diagram, gives correctly the Abelian chiral anomaly. Of course,
also is checked explicitly that
kµ1 T
µνρ
VVA(k1, k2, k3) = k
ν
2 T
µνρ
VVA(k1, k2, k3) = 0.
It is widely known that a zero (so, incorrect) result can be obtained by performing
shifts in the integration variables and using the cyclicity of the trace and the anticommu-
tativity of γ5. Therefore, the correctness of the results above seems to be due to the fact
that in the explicit calculations no use of the anticommutativity of γ5 have been made.
Unfortunately, for this restricted -the γ5 is not moved around- “naive” prescription action
principles cannot be usefully applied (the action is not invariant if the γ5 is not anticom-
muted) and, more importantly, in local gauge chiral theories, such as the model studied
here, triangle diagrams VAA and AAA also appear. If one decides not to anticommute
the γ5s before the subtraction is made, one cannot tell before hand whether the result
will satisfy the Slavnov-Taylor identities with the correct essential breaking, unless explicit
check is made order by order. And if one naively anticommutes the γ5s, then one will
obtain ambiguous results (which turns out to be safe in one-loop calculations if there is
cancellation of anomalies, but it is not clear at all what happens at higher orders)
Of course, the Breitenlohner and Maison scheme is a consistent method and has none
of these problems. From eq. (42) we get the explicit identity which involves Γ˜
R (1)
AAA:
− i(k + p)µΓ˜
R (1)
AAA
bca
νρµ(k, p)
− i cbce [ (2k + p)ρ gµν − (k + 2p)ν gρµ + (p− k)µ gνρ ] Γ˜
R (1)
w;N[sA]
ae
µ (; k + p)
+ ceba Γ˜
R (1)
AA
ce
ρν(p) + c
eca Γ˜
R (1)
AA
be
νρ(k)− 1/g
2 p2 PρµT (p) Γ˜
R(1)
Aw;N[sA]
bac
νµ (k; p)
− 1/g2 k2 PρµT (k) Γ˜
R(1)
Aw;N[sA]
cab
ρµ (p; k) = Γ˜
R (1)
AAw;N[∆ˆ]
bca
νρ (k, p; 0),
where PµνT (k) is the transversal Lorentz projector g
µν − k
µkν
k2 .
The diagrams without fermions satisfy the Slavnov-Taylor identity without breaking;
therefore,
−i(k + p)µΓ˜
R (1)
FAAA
bca
νρµ(k, p) + c
eba Γ˜
R (1)
FAA
ce
ρν(p)+c
eca Γ˜
R (1)
FAA
be
νρ(k) =
Γ˜
R (1)
AAw;N[∆ˆ]
bca
νρ (k, p; 0). (C.9)
The explicit calculation of the right hand side of the last equation gives a result which
contains spurious anomalies, i.e. which can be canceled by adding finite counterterms to
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the action, this we have already seen in subsection 3.6., and a part which is the correct
essential anomaly:
Γ˜
R (1)
AAw;N[∆ˆ]
bca
νρ
BM(k, p; 0) =−
1
(4π)2
1
3
(p2 − k2) cbca gνρ (TR + TL)
−
1
(4π)2
2
3
(kνkρ − pνpρ) c
bca (TR + TL)
+
1
(4π)2
1
3
dbcaR−L
2
Tr [k/p/γνγρ ].
Notice that even if there dR−L = 0 there are spurious anomalies in the calculation.
For the “naive” prescription, by using eq. (C.5) and anticommuting the γ5s, it is
possible to write
Γ˜
R(1)
FAAA
bca
νρµ
naive(k, p) = i cbca
TR + TL
2
TνρµVVV(k, p,−k − p)
+
dbcaR−L
2
TνρµVVA(k, p,−k − p).
Therefore, the left hand side of eq. (C.9) in the “naive” prescription (anticommuting
γ5) reads:
cbca
TR + TL
2
{
(k + p)µ T
νρµ
VVV(k, p,−k − p)− T
νρ
VV(p) + T
νρ
VV(k)
}
−
dbcaR−L
2
i (k + p)µ T
νρµ
VVA(k, p,−k − p).
But the first term between brackets vanish in the “naive” prescription without incur-
ring into any inconsistency -no γ5 is involved. Hence, we arrive at the conclusion that
l.h.s. of eq. (C.9) =
dbcaR−L
2
i (−k − p)µ TνρµVVA(k, p,−k − p), (C.10)
in the “naive” dimensional regularization prescription (anticommuting γ5). Next, one
could think of applying eq. (C.8) to obtain an “anomaly” 1(4π)2
dbcaR−L
2 Tr [k/p/γνγρ ], which
is different from the correct Breitenlohner and Maison result. Moreover, eq. (C.10) was
obtained by putting the one γ5 that is left after the anticommutation process is done in
the position µ. If we had put it in the position ν, we would not have obtained any anomaly
at all. (The “anomaly” obtained with the first choice for a place for the γ5 is three times
the correct Breitenlohner and Maison result and three is the number of choices). This
shows clearly that the “naive” prescription cannot give consistently the one-loop anomaly
in chiral local gauge theories. Therefore, the claim that “we do not need discuss the graphs
containing the AAA triangle since these behave in the same manner as the AVV triangle”
of [30] seems to be not well justified.
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L
k2
ν b
k3
ρc
λ daµ
1k k4
+ idem with R fermions
Figure 14: one-loop 1PI Feynman diagrams with four bosonic legs
Let us move on to computation of the one-loop four gauge field vertex. This vertex
also contributes to the anomaly. We have already shown in subsection 3.5. that the
Breitenlohner and Maison scheme gives the correct relative factors between the anomaly
from the three gauge field vertex and from four gauge field vertex.
The one-loop 1PI four gauge field function is given by the sum of the diagram depicted
in fig. 14 and all the diagrams which are obtained from the first by performing all the
possible permutations of three legs.
Proceeding as for the three boson vertex case, the difference between the renormalized
minimal Breitenloner and Maison result for the diagrams of fig. 14 and the “naive” result
defined with the by putting the γ5 after the γ
λ -the result depends on the possition of the
γ5-
−
i
(4π)2
2
3
{
gµνgρλ
[
3
T abcdL+R
2
+ 3
T abdcL+R
2
+ 3
T acdbL+R
2
+ 3
T adcbL+R
2
− 5
T acbdL+R
2
− 5
T adbcL+R
2
]
+
gµλgνρ
[
3
T abcdL+R
2
+ 3
T acbdL+R
2
+ 3
T adbcL+R
2
+ 3
T adcbL+R
2
− 5
T abdcL+R
2
− 5
T acdbL+R
2
]
+
gµρgνλ
[
3
T acbdL+R
2
+ 3
T acdbL+R
2
+ 3
T adbcL+R
2
+ 3
T abdcL+R
2
− 5
T abcdL+R
2
− 5
T adcbL+R
2
]}
−
i
(4π)2
1
2
Tr [ γµγνγργλ γ5 ]
{T abcdR−L
2
+
T acdbR−L
2
+
T adbcR−L
2
−
T acbdR−L
2
−
T abdcR−L
2
−
T adcbR−L
2
}
.
Notice that the first term between brackets is cyclic but that the second one is, in
fact, 3T
a[bcd]
R−L , i.e. antisymmetric in the last three indices but not in the four indices, so,
again, is not cyclic.
Then, the complete difference, taking into account all diagrams, is:
−
i
(4π)2
2
3
{
gµνgρλ
[
3
T
{a,b} {c,d}
L+R
2
− 5
T acbdL+R
2
− 5
T adbcL+R
2
]
+
gµλgνρ
[
3
T
{a,d} {c,b}
L+R
2
− 5
T abdcL+R
2
− 5
T acdbL+R
2
]
+
gµρgνλ
[
3
T
{a,c} {b,d}
L+R
2
− 5
T abcdL+R
2
− 5
T adcbL+R
2
] }
+
i
(4π)2
1
2
Tr [ γµγνγργλ γ5 ]
{
DabcdR −D
abcd
L
}
,
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where we have defined
T
{a,b} {c,d}
L+R = Tr {T
a
L , T
b
L} {T
c
L, T
d
L}+ Tr {T
a
R, T
b
R} {T
c
R, T
d
R} ,
DabcdL = −i 3!T
a
L T
[b
L T
c
LT
d]
L =
1
2
( dabeL c
ecd + daceL c
edb + dadeL c
ebc ) = D
a[bcd]
L ,
and similarly DabcdR .
Again, the first term between brackets is a local term which can be checked to be just
proportional to the Feynman rules of TrR+LAµA
µAνA
ν and TrR+LAµAνA
µAν ; whereas
the second term is not Bose symmetric and reflects the inconsistency of the “naive” pre-
scription. Also, we can use these result to show that the ambiguities in the “naive”
calculation of the one-loop four boson vertex is proportional to the epsilon tensor and to
the coefficient DabcdR −D
abcd
L , which vanish if there is cancellation of anomalies. For exam-
ple, the one-loop renormalized difference between the “naive” calculation with the γ5 after
γλPL(R) and the “naive” calculation with the γ5 after γ
µPL(R) is i/8π
2 εµνρλ (DabcdR −D
abcd
L
+DbcdaR −D
bcda
L ).
We have exhibited by explicit computation the many inconsistencies that plague the
computations leading to a renormalized one-loop chiral gauge theory if the “naive” Di-
mensional Regularization presciption is used. The classical action of the theory was given
in subsection 3.1. To close this appendix we shall show that in spite of these inconsisten-
cies, and if the chiral theory is anomaly free- a compulsory constraint-, the renormalized
BRS invariant chiral theories obtained by means of the “naive” dimensional regularization
presciption, on the one hand, and Breitenlohner and Maison Dimensional Regularization
procedure, on the other, are equivalent at the one-loop level, in the sense that they are
related by finite BRS symmetric renormalizations of the fields and couplings of the theory.
As we have previously compared the Breitenlohner and Maison renormalized theory
with the “naive” renormalized theory when no finite BRS-asymmetric counterterms have
been added to the former to restore the BRS symmetry, the comparison between the two
renormalized theories, when the BRS-asymmetric counterterms have been added to the
minimal Breitelhoner and Masion renormalized theory, is very easy.
Due to the fact that, in the situation of cancellation of anomalies, the “naive” min-
imal dimensionally renormalized theory satisfy the Slavnov-Taylor identities at order h¯1,
the finite counterterms relating the two renormalized theories should appear in b-invariant
combinations. And this is what nicely happen, upon inclusion of finite BRS asymmet-
ric counterterms, the Breitenlohner and Maison renormalized theory equals the “naive”
renormalized theory if the coefficients -l
(1)
g , l
(1)
ψ , l
(1)
ψ′ , l
(1)
A and l
(1)
ω - of the BRS-symmetric
counterterms in eq. (69) are chosen to be given by
l(1)g = −
1
(4π)2
5
24
g2, l
(1)
ψ(′)
=
1
(4π)2
g2CL(R)
[
1 + (α′ − 1)
5
12
]
, l
(1)
A = l
(1)
ω = 0.
This corresponds, of course, to a mass-independent multiplicative finite renormalization of
the fields and parameters of the effective action. Hence, the beta function and anomalous
dimensions of both renormalized theories are the same at the one-loop level. The finite
renormalizations we have just mentioned read
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A = A⋆, B = B⋆, ω = ω⋆, ω¯ = ω¯⋆,
ρ = ρ⋆, ζ = ζ⋆, α = α⋆,
g = (1 + 1(4π)2
5
48 g
⋆2 h¯1) g⋆,
ψ = (1 + 1(4π)2 g
⋆2 CL
[
1 + (α′ − 1) 512
]
h¯1 PL)ψ
⋆,
ψ¯ = ψ¯⋆ (1 + 1(4π)2 g
⋆2CL
[
1 + (α′ − 1) 512
]
h¯1 PR),
ψ′ = (1 + 1(4π)2 g
⋆2CR
[
1 + (α′ − 1) 512
]
h¯1 PR)ψ
′⋆,
ψ¯′ = ψ¯′⋆ (1 + 1(4π)2 g
⋆2CR
[
1 + (α′ − 1) 512
]
h¯1 PL),
L¯ = L¯⋆ (1 + 1
(4π)2
g⋆2CL
[
1 + (α′ − 1) 5
12
]
h¯1 PL),
L = (1 + 1
(4π)2
g⋆2CL
[
1 + (α′ − 1) 5
12
]
h¯1 PR)L
⋆,
R¯ = R¯⋆ (1 + 1
(4π)2
g⋆2CR
[
1 + (α′ − 1) 5
12
]
h¯1 PR),
R = (1 + 1(4π)2 g
⋆2CR
[
1 + (α′ − 1) 512
]
h¯1 PL)R
⋆.
Where the fields and constants with a star are the renormalized fields and constants
in the “naive” minimal Dimensional Regularization prescrition and the fields and constant
without stars stand for the corresponding renormalized quantities in renormalized theory
obtained by means of the Breitenlohner and Maison scheme (minimal subtraction plus
addition of the finite counterterms in eq. (69), with l
(1)
g , l
(1)
ψ , l
(1)
ψ′ , l
(1)
A and l
(1)
ω set to zero).
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