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CHAPTER I. INTRODUCTION 
Material damping characteristics are important to 
physicists, metallurgists, and engineers. The physicists and 
metallurgists are primarily interested because of the insight 
into microstructural material characteristics that material 
damping provides. Engineers, however, are most interested in 
the effect damping has on the vibration response of struc­
tures . 
In any vibrating structure, many forms of damping or 
energy loss may be occurring. Typically, the vibrational 
energy may be lost to friction in joints and connections, to 
drag or sound radiation losses to the surrounding fluid, and 
to material damping. In many cases the damping within the 
material is insignificant when compared'to the other damping 
occurring in the system. However, for welded structures or 
for space structures where there is no surrounding fluid, the 
contribution of material damping to the system damping may be 
quite significant. In other cases materials with very high 
damping have been developed for application to existing 
structures for vibration control. These examples reveal the 
importance of material damping and justify the study of 
material damping characteristics. 
Many material damping mechanisms have been identified as 
noted by Crandall [1], Bert [2], and Rogers [3]. A variety of 
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testing methods have been developed to measure the damping 
associated with these mechanisms. The testing methods attempt 
to isolate the material damping from any outside damping 
sources which may be present in the system. Ideally, then, 
the test results accurately describe the material damping 
occurring within the specimen. 
The current work presents a method for determining mater­
ial damping from beam specimens. Each beam specimen is driven 
at its midpoint with an electrodynamic vibration exciter. The 
driving force and driving point acceleration are measured and 
are related to the damping in terms of the energy loss factor 
of the material. Using the new method, the loss factor was 
obtained for 2024-T351 aluminum and Model-Tech FR-20 
(Measurements Group, Inc.), an aluminum particle filled epoxy. 
Two approaches to the data acquisition were performed 
during the testing. The first approach was a "quick and 
dirty" method in which the driving force and driving point 
acceleration signals were measured with true RMS voltmeters. 
This method gave quick results; however, the signals contained 
significant frequency components which were not related to 
material damping so additional signal analysis was required to 
extract the material damping contribution. 
The second approach was a more rigorous method in which 
frequency analysis of the signals was performed. The contri­
bution of each frequency component was then available for in­
vestigation. Thus, the contribution of material damping to 
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the response signal could be better isolated from other 
phenomena. 
For tests run using the frequency analysis method, the 
beams were tested in ambient air and at reduced pressure. 
Thus, the effect of air pressure on thin vibrating beams was 
observed. 
The material loss factor for the aluminum, as determined 
using the new test method, was compared to previously obtained 
values from another test method as well as the values pre­
dicted by the Zener Thermal Relaxation Theory. The Zener 
Theory is known to be quite accurate in predicting the damping 
of aluminum, and this theoretical basis is the primary reason 
that aluminum was chosen for testing. Aluminum also has very 
low damping and, therefore, acts as a good check on the sensi­
tivity of the test method by establishing its lower threshold 
of measurement. 
The Model-Tech has much higher damping than aluminum. It 
was chosen because it was available and provided the wide dif­
ference in damping compared to aluminum. In addition, results 
from previous tests on Model-Tech were available for 
comparison. 
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.CHAPTER II. MATERIAL DAMPING 
Significance of Damping 
In all vibrating systems some energy loss is inherent. 
This energy loss is generally referred to as damping. The 
sources of vibration damping may be internal to the vibrating 
system, such as material damping, or may be external to the 
vibrating system, such as air damping. In either case, the 
damping is a measure of the energy lost from the vibrating 
system. A convenient measure of damping is the loss factor, 
which.is proportional to the ratio of the energy lost per 
cycle to the maximum potential energy stored in the system 
during that cycle. The loss factor, ri, is thus defined by 
D 
ri = ( 1 ) 
2nU 
where 
D = the energy lost per cycle, 
U = the maximum potential energy stored per cycle. 
The loss factor is the measure of damping which will be used 
in this work; however, there are several other measures of 
damping which are often found in the literature. These mea­
sures are related by rather simple expressions provided that 
the damping is fairly small; i.e., the loss factor is less 
than about 0.3. Since for most vibrating systems the damping 
is less than this value, the simple relationships given in 
Table 1 are generally true. 
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Table 1. Relationships between the various measures of 
damping 
n Q ; & 
1 6 
Loss factor, = n — 2; — 
Q TC 
1 1 It 
Quality factor, Q = — Q — — 
n 2^ 5 
A 1 5 
Damping ratio, ( = — — c — 
2 2Q 2n 
II 
Logarithmic decrement, S = Jin — 2 n Z  5 
Q 
Damping indicates its presence in two ways: reduction in 
the resonant frequency and control of the resonant amplitude. 
The^ effect of damping on the resonant frequency of the single-
degree-of-freedom (SDOF) oscillator shown in Fig. 1 is given 
by Thomson [4] as 
Wj = co^ /l - (n/2)2 (2) 
where 
Wj = the damped natural frequency, 
= the undamped natural frequency, 
Yi = the loss factor. 
The effect of damping on the resonant amplitude of the SDOF 
oscillator is shown in Fig. 2. It is clear that the resonant 
response amplitude is very strongly dependent on the damping. 
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The magnification factor plotted in Fig. 2 is given by Thomson 
[4] as 
X i 
= "7 2~2 7 (3) 
F/k /[I - + [n(w/wn)] 
Thus, from Eqs. (2) and (3) and Fig. 2 it is clear that the 
effect of damping on a SDOF oscillator is most evident in the 
magnitude of the resonant response. 
Since damping plays such an important role in the reso­
nant response of a vibrating system, it must be included in 
the dynamic analysis of a structure. It is often desirable to 
incorporate damping into the stress-strain^ constitutive rela­
tionship for a material. The damping is then treated as a 
material property and arises naturally in the equations of 
motion of a structure. One well known method for including 
damping is the complex modulus approach. In this method the 
static modulus of elasticity, or storage modulus, is replaced 
by 
E* = E(1 + in) (4) 
where 
E* = the complex modulus of elasticity. 
E = the storage modulus, 
j = rr. 
In recent years a great deal of effort has been 
attempting to develop more accurate material constitutive 
7 
Fig. 1. Single degree of freedom oscillator 
Fig. 2. Effect of loss factor on the response of a single 
degree of freedom model 
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relationships. Significant work has been done by Rogers 
[5,6], Bagley and Torvik [7,8], Koeller [9], and Jones [10] on 
constitutive laws relating stress to fractional time deriva­
tives of strain. It has been shown [8] that fractional order 
derivatives arise naturally in real physical systems; e.g., 
certain motion of a Newtonian fluid. Thus, the appearance of 
fractional order derivatives in the behavior of real systems 
is not without precedent. The main allure of the fractional 
calculus model lies in the small number of parameters required 
to obtain good agreement between the theory and the frequency-
dependent physical response of the structure. Bagley and 
Torvik [8] showed that g.ood results could be obtained for the 
frequency response of a structure with a three-parameter model 
where one of the parameters was the order of the derivative. 
Thus, although the fractional calculus modeling of materials 
appears to be somewhat esoteric, it seems to provide a good 
model of the frequency dependence of the elastic and damping 
properties of certain materials. 
In this work the complex modulus approach was used. It 
has been shown by Rogers [5] that the complex modulus approach 
is completely compatible with the fractional calculus consti­
tutive model so long as no frequency-dependent restrictions 
are placed on the storage modulus, E, or the loss factor, Yi. 
The derivations used in the current work place no such 
restrictions on the loss factor; however, the storage modulus 
is assumed to be constant with frequency. Therefore, the. 
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current results are not entirely general but are acceptable to 
the level of the constant storage modulus assumption. 
Damping Mechanisms 
The study of material damping mechanisms has a long 
history as noted by Lazan [11]. The first recorded efforts 
vere those by Coulomb in his Memoir on Torsion in 1784. Since 
that time, a great many investigators have presented work on 
material damping mechanisms. Several mechanisms have been 
proposed to describe material damping. These mechanisms are 
generally broken into two general groups: linear and non­
linear . 
Linear materials exhibit damping characteristics which 
may be modeled by classical linear components. Therefore, in 
examining linear material damping, it is useful to begin by 
considering classical linear damping. The classical damping 
component is the linear dashpot. The linear dashpot exerts a 
force, Fjj = cv, in opposition to the relative velocity, v, 
across the dashpot. The constant, c, is called the dashpot 
parameter. The presence of a force proportional to, but in 
opposite direction to, the velocity has led to the term 
"viscous damping" being attached to this type of model. Thus, 
linear material damping is sometimes referred to as internal 
viscous damping. The simplest material model with this type 
of damping is the Kelvin-Voigt model shown in Fig. 3 which 
predicts that the material will behave like a spring and a 
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dashpot in parallel. Although this model has been proven to 
be unsatisfactory for most materials, it is useful to examine 
this model closely since it is the easiest to use mathemati­
cally. 
Fig. 3. Single degree of freedom model--Kelvin-Voigt solid 
For the case shown in Fig. 3, the energy dissipated per 
cycle, D, for harmonic motion x = cos(wt + *), is given by 
/
r Z T l / b i  2  2  
cxdx =1 cx dt = nccoX^ (5) 
where the dots indicate time derivatives. 
The maximum potential energy stored in the system during a 
cycle, U, is given by 
1 2 
U  =  -  k X .  ( 6 )  
2 ° 
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The loss factor, ïi, for the Kelvin-Voigt model is given from 
Eq. (1) as 
D CO) 
= = — • (7) 
2%U k 
It is of interest to note that the loss factor for the Kelvin-
Voigt model, as given in Eq. (7), is a linear function of fre­
quency and is independent of the amplitude of vibration. This 
type of behavior is typical of linear material models; i.e., 
the loss factor is dependent on frequency but independent of 
amplitude. 
The Kelvin-Voigt model is quite useful as a step in 
understanding the behavior of a material. As is noted by 
Lazan [11], a great deal of work has been done on more 
elaborate models for material behavior; however, the more 
elaborate models usually contain Kelvin-Voigt units. 
Several linear damping mechanisms are discussed by Zener 
[12] and are considered in the model of a "standard linear 
solid." This improved linear model has been shown to be quite 
accurate for many metals at fairly low stress levels [111. 
The stress-strain constitutive law for this material model is 
given by 
c + Tgâ = E(s + TpS) . (8) 
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where 
a = normal stress, 
E = elastic modulus, 
s = normal strain, 
Tg = relaxation time for stress under constant strain, 
T = relaxation time for strain under constant stress, 
o 
Dots indicate time derivatives. 
The model for the standard linear solid is shown in Fig. 4. 
This model is seen to be a Kelvin-Voigt unit with an added 








Fig. 4. Standard linear solid model 
The standard linear solid described by Eq. (8) assumes 
that all energy lost within the material is associated with 
various relaxation mechanisms. There are many such relaxation 
mechanisms, with each mechanism being dominant at certain fre­
quencies and/or temperatures as indicated by Zener [12], Lazan 
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[11], and Lee [13]. As is pointed out by Baker, Woolam, and 
Young [14] and by Gibson and Plunkett [15], of the linear 
damping mechanisms, only the transverse thermal current 
mechanism is likely to be significant at frequencies of 
interest. The transverse thermal current theory, commonly 
referred to as the Zener Thermal Relaxation Theory, assumes 
that the energy lost in each cycle is dissipated as heat. To 
illustrate this concept, the case of a thin flat beam under­
going transverse vibration may be considered. The fibers on 
one side of the beam are stretched and, therefore, tend to 
cool. The fibers on the other side are compressed and, there­
fore, tend to heat. This process gives a temperature gradient 
across the beam so some heat flow occurs. Associated with the 
heat flow is a loss of energy, which is the damping. 
Following from Zener [12] and Crandall [16], the loss 
factor for a thin flat beam undergoing simple harmonic bending 
is given as 
where 
a = coefficient of linear thermal expansion, 
E = modulus of elasticity, 
T = absolute temperature, 
c = specific heat per unit volume, 
w = angular frequency of simple harmonic motion, 
COT 
n = 




T = relaxation time for temperature equalization across 
the bee. by transverse thermal currents. 
The relaxation time, T, is given by 
t^c 
T = —s— (10) 
rk 
where 
t = beam thickness, 
k = thermal conductivity. 
It is important to note that two characteristics of the 
damping mechanism are described by Eq. (9). First, the loss 
factor is dependent on the frequency of vibration. The loss 
factor is a maximum at W = 1/T and falls off gradually to zero 
as frequency increases or decreases. Second, the loss factor 
is independent of amplitude of beam vibration and, therefore, 
independent of mode shape. This result, though not obvious on 
first inspection, can be deduced from Zener's derivation as 
follows. 
The motion of each point in the beam is assumed to be 
harmonic. Therefore, at each point the stresses, strains, and 
temperature may be written as an amplitude multiplied by a 
sine or cosine term. These sinusoidal functions are then sub­
stituted into the governing stress-strain and heat transfer 
equations for a linear material. Zener then shows that by 
integrating these governing equations over the volume of the 
beam and taking a time average, the amplitude terms fall out. 
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Thus, the damping is independent of the amplitude. The 
amplitudes, however, were defined for each point in the beam; 
and the mode shape is determined by the manner in which these 
amplitudes are distributed. Therefore, since the damping is 
independent of amplitude, it must also be independent of mode 
shape. The practical consequence of this characteristic is 
that a single specimen may be used to obtain data for several 
different frequencies by simply exciting different modes of 
vibration. 
By following the steps of Eqs. (5) - (7), an equation 
identical in form to Eq. (9) can be developed for the mechani­
cal model shown in Fig. 4. Thus, the model faithfully repro­
duces the damping characteristics predicted by the Zener 
Theory. 
Before leaving the topic of linear material damping, it 
is instructive to consider the stress-strain hysteresis loop 
of a linear solid as shown in Fig. 5. The elliptic shape is a 
consequence of the linearity of the material model and does 
not occur for nonlinear materials. The hysteresis loop is a 
useful concept since the energy lost per cycle is related to 
the area enclosed by the hysteresis loop. This concept will 
be quite useful when nonlinear damping mechanisms are con­
sidered since classical linear components will no longer be 
sufficient to describe the phenomena. 
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Fig. 5. Hysteresis loop for a linear solid 
Nonlinear damping arises from several mechanisms as 
reported by Lazan [11]. Among the more important nonlinear 
mechanisms is "plastic strain" damping. This mechanism does 
not require general plastic strain throughout the specimen, 
but it is assumed that the plastic strain occurs on a micro­
scopic scale due to inhomogeneities within the crystal. 
Several authors have offered analytical theories of 
plastic strain damping. Dawson [17], whiteman [18], and 
whaley [19,20] have developed different plastic strain-based 
theories for material damping and material constitutive laws. 
These theories include a constitutive law which assumes that 
the plastic strain rate is dependent on stress and stress rate 
[17], a mathematical model for the hysteresis loop based on a 
large number of elastoplastic elements [18], and a 
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mathematical damping model based on local random yielding 
[19,20]. Since there appears to be no consensus of opinion on 
precisely what plastic strain mechanism is operating on a 
microscopic scale, a somewhat more macroscopic view may be 
considered which still provides some insight into the 
mechanism. 
Consider the typical stress-strain hysteresis loop for a 
nonlinear material shown in Fig. 6. The energy lost per 
cycle, D, is. proportional to the area enclosed by the hystere­
sis loop. For plastic strain damping, the energy absorbed per 
cycle may be written as 
D = J ff n ( 1 1 )  
a 
where 
J and n are material constants, 
J = damping energy at stress amplitude of unity 
n = damping exponent. 
Substituting Eq. (11) into Eq. (1) and making use of elemen­
tary strain energy concepts yields 
EJ a m 
n = a (12) 
% 
where m = n - 2. 
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Fig. 6. Typical hysteresis loop for a nonlinear solid 
It is of interest to note that for a linear material, 
n = 2, and the elliptic hysteresis loop seen in Fig. 5 is 
obtained. The corresponding loss factor as obtained from Eq. 
(12) is seen to be independent of amplitude as predicted by 
Zener [12]. 
For plastic strain damping, however, the loss factor is 
proportional to the cyclic stress amplitude raised to some 
power, m = n - 2. The value of m is a material property; 
however, this property is dependent on the stress amplitude 
and the material's stress history. Crandall [16] shows that 
is small, between zero and one, for stress amplitudes less 
than the fatigue strength but may be twenty or greater for 
stresses above the fatigue strength, depending on the stress 
history. 
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The stress amplitude appears to be important only in 
cases where the amplitude of the previous stresses are greater 
than about 80% of the fatigue limit of the material. It is 
believed that stress levels below this value do not contribute 
a significant amount of fatigue damage to the material and, 
thus, do not add a significant number of new sites for local 
plastic strain to occur. If the material has been highly 
stressed, the stress history may play a significant role in 
the dependence of damping on stress amplitude. In mild steel, 
for example, a stress history of 300 cycles at 108% of the 
fatigue limit increases the loss factor by a factor of 20 over 
that of an unstressed specimen. 
Thus, plastic strain damping is dependent on the stress 
amplitude and, therefore, dependent on the amplitude of vibra­
tion. It is also important to note that plastic, strain 
damping is independent of frequency since no relaxation 
mechanisms are considered. 
Another nonlinear mechanism which may lead to a signifi­
cant energy loss from a vibrating member is magnetoelastic 
damping observed in ferromagnetic metals. A ferromagnetic 
material is made up of a large number of small regions or 
domains, each of which is individually magnetized and randomly 
oriented. Due to the magnetostrictive effect, the application 
of a strong magnetic field induces a strain field in the 
material as the domain vectors rotate and domain walls move to 
align with the magnetic field. Conversely, a strain field can 
produce domain vector rotation and domain wall movement. 
Thus, a cyclic stress induces not only a cyclic strain, but 
also a cyclic magnetic domain reorientation. This process 
requires an input of energy which is identified as the 
damping. 
Motogi [21] noted that above a certain threshold strain 
level, the stress-strain curve for certain ferromagnetic 
materials becomes linear and hysteresis disappears. Thus, 
above the threshold strain level, domain rotation and wall 
movement no longer increase; and the loss factor decreases 
sharply as noted by Lazan [11] and Adams [22]. This occur­
rence is quite reasonable since the domain vectors should 
rotate toward alignment with the strain field fairly quickly 
and, once that has occurred, increasing the strain will only 
cause Poisson's Ratio type movements in the domain walls. 
Adams [22] showed that magnetoelasti.c damping is the 
primary damping mechanism operating in ferromagnetic materials 
at moderate stress levels. By applying a saturating magnetic 
field to the specimen so that the domains were aligned prior 
to testing, the damping was reduced to about that predicted by 
the Zener Theory. Thus, the primary source of nonlinear 
damping in ferromagnetic materials at moderate stress levels 
is magnetoelastic damping. 
A great deal of effort has been placed into the charac­
terization, both static and dynamic, of fiber reinforced com­
posite materials as noted by Gibson and Plunkett [23] and 
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Gibson [24]. Bert [25] states that the damping in such 
materials is primarily due to damping within the matrix 
material and to slip at the fiber-matrix interface. The 
matrix material is often an epoxy which has been shown by 
Gibson and Plunkett [15,26] to exhibit viscoelastic damping, 
similar to that predicted by the Kelvin-Voigt model. The 
interfacial slip introduces nonlinear Coulomb friction damping 
which is discussed by Den Hartog [27] and Plunkett [28]. 
Gibson, Yau, and Riegner [29] and Gibson, Chaturvedi, and Sun 
[30] have investigated the interaction between the matrix and 
interface characteristics in chopped fiber composites and have 
concluded that the damping is most strongly affected by the 
matrix characteristics. Thus, fiber reinforced epoxies 
exhibit primarily linear material damping characteristics at 
sufficiently low stress levels for interfacial slip to be 
insignificant. 
As the preceding discussion illustrated, the issue of 
material damping is clouded by many possible mechanisms which 
may be acting in concert. These different mechanisms may have 
different regions in which each is dominant. An example of 
this is the damping of mild steel. Mild steel exhibits linear 
damping, following the Zener Theory, for stress amplitudes 
less than 300 psi. For stress amplitudes in the range from 
300 psi to 29,000 psi, the loss factor increases in a manner 
roughly proportional to the increase in stress amplitude with 
no dependence on stress history. This region is probably 
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controlled by a low stress, locally plastic, strain mechanism. 
Above 29,000 psi, the loss factor increases dramatically with 
stress amplitude and is strongly dependent on stress history, 
indicating that a high stress plastic strain mechanism is 
dominant. 
Applications of Material Damping 
Material damping is of practical interest for three basic 
reasons; fundamental understanding of material behavior, 
vibration control, and damage assessment. Consider first the 
field of material behavior, in which the main effort is 
expended in attempting to obtain a more complete understanding 
of the damping mechanisms. The improved understanding has led 
to the fractional calculus constitutive model development as 
was' noted previously. 
The role of material damping in vibration control has 
recently become a popular field for research and analysis. 
The inclusion of material damping in finite element formula­
tion has been proposed by Golla and Hughes [31] to provide 
more accurate dynamic analyses than were possible with pre­
vious methods. Misra and Modi [32] included material damping 
in their Lagrangian development of the equations of motion for 
a satellite with flexible members since material damping was 
essentially the only damping existing on the space structure. 
The practice of adding high damping, viscoelastic mater­
ials to structures for vibration and sound radiation control 
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has become very popular. The increased usage of these 
materials has led to an increased understanding of visco-
elastic damping as noted by Jones [10], Mead [33], and Nashif, 
Jones, and Henderson [34]. 
Nondestructive evaluation of mechanical components and 
structures for flaws and fatigue damage has become a very 
popular and important field of study. Many nondestructive 
testing techniques have been developed, ranging from X-ray 
imaging to ultrasonic inspection. Vibration studies have been 
used in two different ways for damage assessment. The first 
use of vibration for damage assessment is through the reduc­
tion in the resonant frequency of a specimen due to the de­
creased stiffness of the specimen resulting from the damage. 
This approach has been used with moderate success by Adams, 
Cawley, Pye,. and Stone [35], Haisty and Springer [36], and 
Reznicek and Springer [37]. 
The second application of vibration analysis to damage 
assessment is the measurement of material damping as an indi­
cation of damage level. The damping is monitored periodically 
with increased damping corresponding to increased damage. 
This approach has been used for damage assessment and fatigue 
monitoring of fiber reinforced epoxy composites by 
DiBenedetto, Gauchel, Thomas, and Barlow [38] and Mantena, 
Place, and Gibson [39]. This methodology is not limited to 
composite materials or just fatigue monitoring. It has been 
shown by Whaley, Chen, and Smith [40] and Whaley [20] that 
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damping can be used to identify crack nucleation since the 
plastic strain field and, therefore, damping, changes signifi­
cantly when a crack is nucleated. The monitoring of damping 
has also been used to indicate fatigue crack growth as re­
ported by Jones and Warren [41]. Thus, vibration studies, and 
in particular material damping studies, have found wide appli­
cation to the field of nondestructive evaluation and damage 
assessment. 
Measurement of Material Damping 
A great number of techniques have been used to measure 
material damping. Some of the more popular methods include 
free vibration decay, bandwidth, and resonant dwell. A brief 
review of these techniques follows, beginning with free vibra­
tion decay methods. 
Several authors have used free vibration decay methods, 
including Lee and McConnell [42], Baker, Voolam, and Young 
[14], Sierakowski, Hemp, and Hokstad [43], and Stephens and 
Scavullo [44]. The free vibration decay methods usually 
utilize the logarithmic decrement as the measure of material 
damping. A typical test technique entails exciting the speci­
men in some manner, often an impulse load, then observing the 
decay in the response after the excitation is removed. The 
amplitude of the response decays exponentially with time, and 
the ratio of amplitudes for successive response peaks gives an 
indication of the damping. Once the logarithmic decrement has 
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been established, the loss factor may be determined as shown 
in Table 1. 
Bandwidth methods for measuring damping have been popular 
for some time. Such methods entail exciting a specimen near 
its resonant frequency for a given mode and determining the 
resonant frequency as well as the frequencies for the half-
power points of the response. This technique is sometimes 
called a "3-dB down" method since the half-power points are 
3-dB down from the maximum response. Assuming small damping, 
the loss factor is given by M = (f2 - ^^ere f^ and fg 
are the frequencies at the half-power points, and f^ is the 
resonant frequency. Investigators such as Lee and McConnell 
[42], Sierakowski, Hemp, and Hokstad [43], and Sorensen and 
Tarnow [45] have used bandwidth methods by sweeping a constant 
level input excitation through a frequency range to locate the 
maximum and half-power responses. With the recent development 
of high speed digital signal processing equipment, bandwidth 
methods utilizing the frequency response function and an 
impulse excitation have become popular because of the speed of 
making measurements. Such methods have been used by Hanson 
and Hampel [46], Mantena, Place, and Gibson [39], and Suarez, 
Gibson, and Deobald [47]. 
Resonant dwell methods have been presented by several 
investigators. In principal, a resonant dwell method entails 
exciting a specimen at some resonant frequency, taking mea­
surements on some characteristics of this resonant response, 
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and, through some analysis, relating these measurements to 
material damping. The techniques vary in the types of speci­
mens and excitation methods, quantities measured, and subse­
quent analysis performed. 
Several investigators have performed resonant dwell tests 
on rod shaped specimens. Wegel and Walther [48] excited 
several materials in torsional vibration modes to obtain 
damping information. Longitudinal vibration of cylindrical 
rods has also been used. Laird and Kingsbury [49] and Norris 
and Young [50] used the transmissibility of axially driven 
rods to obtain the material damping. Adams [22] presents a 
method in which rod-like metal specimens were vibrated in 
their fundamental free-free axial mode at constant amplitude 
with a test frequency of 11,625 Hz. The damping was deter­
mined from the temperature rise at different locations along 
the specimen where the stress amplitude was known. The tem­
perature rise was measured by thermocouples pressed against 
the specimens at various locations. 
Hooker [51] excited hollow cylindrical specimens in 
torsional-flexural modes of vibration utilizing an inertia bar 
with an offset mass and permanent magnet/moving coil vibration 
generators. The generators also served as motion measurement 
devices. The material damping was determined by measuring the 
energy input to the system, equating it to the energy dissi­
pated by damping, and relating it to the maximum strain energy 
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calculated from the motion of the inertia bar. The resonant 
frequencies for this work were in the vicinity of 35 Hz. 
Basavanhally and Marangoni [52] investigated the damping 
of small square plates. The plates were simply supported 
along all edges and excited by a sinusoidal force applied at 
the center of the plate. The input force and resulting plate 
center response were measured using piezoelectric transducers. 
The damping was obtained from the phase lag between the input 
force and the plate center deflection. 
The most popular resonant dwell techniques have used beam 
specimens. Crandall [16] discusses a technique in which can­
tilever beams of varying lengths were driven by an electro-
dynamic vibration exciter at their fundamental resonant fre­
quency, and the resulting beam tip amplitude was measured 
using a microscope. A relationship between the base accelera­
tion and beam tip amplitude was used to determine material 
damping. The tests were run over a frequency range of 50 to 
500 Hz using thin metal specimens. 
A large number of investigators have used double-
cantilever beam specimens in conjunction with an electro-
dynamic shaker to determine material damping. The technique 
entails exciting a beam specimen at its midpoint with a vibra­
tion exciter giving, in essence, two cantilever beams of equal 
length. This arrangement is advantageous since the specimen 
causes no tipping imbalance of the exciter head. The specimen 
is then excited at a frequency corresponding to resonance of 
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each cantilever beam, leading to maximum beam tip deflections. 
A variety of techniques have been used to measure the beam tip 
deflection, with an appropriate relationship used to obtain 
the damping from the base and beam tip deflections. Strain 
gages placed near the base have been used by Gibson and 
Plunkett [15,26], Plunkett and Sax [53], Whaley and Chen [54], 
and Jones and Warren [41]. Whaley, Chen, and Smith [40] 
placed an accelerometer at the beam tip to obtain amplitudes. 
Direct measurement of the beam tip motion has been performed 
by Granick and Stern [55] using optical targets, and by 
Gibson, Yau, and Riegner [56] and Rogers [57] using noncon-
tacting eddy current proximity transducers. 
It is clear that there are a wide variety of methods for 
experimentally determined material damping. When evaluating 
the various methods, the advantages of each method must be 
considered. Among the more important characteristics of any 
test method are: speed of data gathering and analysis, sensi­
tivity of the test method, and the ability to control the 
vibration amplitude. The bandwidth methods using impulsive 
loading tend to be the fastest due to the currently available 
digital signal processors. However, the sensitivity of band­
width methods is compromised by the discrete nature of the 
digital signal processors since each line displayed by the 
processor represents a bandwidth and not a discrete frequency. 
Thus, significant error may be introduced into the loss factor 
calculation since the resonant and half-power amplitudes are 
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not precisely determined. The amplitude control capability of 
impulse loaded bandwidth methods is limited by the response 
characteristics of the test system. For example, the impul­
sive force required to obtain a desired amplitude at one point 
in the structure might cause a nonlinear response in the 
vicinity of the load application, thus, invalidating the test 
results. 
The free vibration decay methods tend to be fairly fast 
and have reasonably good sensitivity. However, since they 
look for the reduction in vibration amplitude for successive 
cycles, usually averaged over several cycles, amplitude depen­
dent damping is difficult to measure. 
Resonant dwell methods tend to be the slowest methods 
since an excitation force must be applied at precisely the 
resonant frequency. However, these methods generally give 
good sensitivity and the best control of vibration amplitude. 
Thus, the different methods have merits which an investigator 
must consider before selecting a test method. 
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CHAPTER III. THE PROPOSED METHOD 
Motivation for the Proposed Method 
The technique described in the current work is a 
modification of resonant dwell approach developed by Gibson, 
Yau, and Riegner [56]. The method of Gibson et al. [56], 
hereafter called Gibson's method, was used by Rogers [57] to 
determine the damping characteristics of several materials. 
During these tests, measurement difficulties were encountered 
as a result of the test condition employed. An understanding 
of these testing difficulties requires a brief review of 
Gibson's method. 
In Gibson's technique, a beam specimen was driven at its 
center by an electrodynamic vibration exciter as shown in 
Fig. 7. This arrangement is equivalent to two cantilever 
beams excited by base motion. The base motion was measured by 
an accelerometer mounted in the exciter head while the beam 
motion near its free ends was measured fay noncontacting eddy 
current proximity transducers. The specimen loss factor was. 
obtained from 




n = the loss factor, 
^0 = the base acceleration amplitude, 
"r = the angular natural frequency of the rth mode. 
) ,  *p(L) = mode shape constants tabula ted in Bishop and 
Johnson [58], 
Cr = a constant for each mode, 
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PROBE 
Fig. 7. Experimental set up for tests using Gibson's method 
In order for Eq. (13) to be valid, the specimen must be 
excited at the cantilever beam resonance condition. In this 
test condition, the cantilever beams act as a dynamic absorber 
for the exciter head and attachment mass, causing the canti­
lever base to be nearly motionless. If the test is run with 
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constant base acceleration amplitude in the feedback control, 
the driving force requirements increase dramatically near the 
cantilever test condition as can be seen from the driving 
force relationship 
|Fq(w)| = + cosg^ Lcoshe^ L) + 
4EI cos Pj.Lsinh3^L+singj.Lcoshgj.L) j 
1 
(14) 
2» (1 + cosg^Lcoshg^L) 
where = the system eigenvalue. 
The maximum beam tip displacement occurs at the cantilever 
beam resonant condition which corresponds to antiresonance of 
the beam and base mass system. The cantilever beam resonance 
requires that 
1 + cosgpLcoshg^L = 0 (15) 
For the test condition defined by Eq. (15), it is clear that 
the driving force must be quite large. Rogers [57] reported 
that distortion of the base acceleration signal occurred for 
this test condition. The base motion distortion is believed 
to be due to the large driving force requirements placed on 
the electrodynamic exciter. Since the sinusoidal base motion 
was assumed in the derivation of Eq. (13), the distortion of 
the base acceleration jeopardizes the validity of this 
approach. 
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In addition to the distortion problem, Gibson's method 
requires the measurement of the beam deflection near a free 
end of the beam. The deflection is measured using a 
non-contacting eddy current proximity transducer. There are 
several problems or uncertainties associated with using these 
transducers. The probe itself has a significant measurement 
area, about a one-fourth inch diameter circle, so the exact 
location of the probe deflection measurement contains some 
uncertainty. Also, the deflection measurement assumes that 
the probe is fixed. Due to the transmission of energy from 
the exciter into the supporting structure, and other building 
vibration sources, it is difficult to obtain complete fixity 
of the proximity probe. Therefore, the output signal from the 
proximity probe is actually due to the relative motion between 
the beam and the probe which introduces additional and unknown 
measurement error. 
The proposed method is appealing for several reasons. A 
significant improvement over Gibson's method is the test con­
dition of system resonance. The system resonance condition 
leads to a very small driving force since only damping must be 
overcome. The small driving force requirement allows the 
exciter to maintain the sinusoidal base motion which is 
assumed in the derivation, giving no base motion distortion 
errors. 
An additional advantage of the proposed method is that 
only driving point measurements are required. The problems 
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associated with measurements along the length of the vibrating 
beam, such as vibration isolation of the measurement device or 
contamination of the test system by the measurement device, 
are avoided. 
The measurement of the resonant driving force is required 
by the proposed method and must be carefully considered. At 
resonance the linear elastic and inertial forces cancel each 
other with only system damping and nonlinear force contribu­
tions remaining. Typically, these force contributions result 
from material damping, air damping, friction damping in the 
clamp, and nonlinear characteristics of the beam and exciter 
suspension. Therefore, filtering or frequency analysis of the 
force signal is necessary to isolate the material damping 
force from the other force contributions. 
The force measurement problem is made more difficult by 
the low level of the force signal. The accurate measurement 
of the small resonant driving force is difficult due to the 
noise floor of the measurement system. Thus, measurements are 
valid only to a certain level, below which the measurement 
error is unacceptably large. 
Measuring the driving force is quite attractive since it 
allows a direct measurement of damping via the damping force. 
By using frequency analysis of the force signal, the response 
of each of the previously mentioned force components to 
changing system parameters may be investigated. It is clear 
that the proposed method offers a potential for improved 
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fundamental understanding of material damping, air damping, 
and system nonlinear response. 
Derivation 
The theoretical development of the proposed technique 
follows the traditional method of first solving the undamped 
forced vibration problem and, then, incorporating damping into 
the solution by introducing the complex elastic modulus. The 
general equation for free lateral vibration of the right half 
of the double cantilever beam shown in Fig. 8, assuming that 
shear effects and rotary inertia are negligible, is given by 
Thomson [4] as 
EI —- r  + pA —s- =0 (16) 
3x^  at'' 
where 
EI = flexural stiffness of the beam, 
pA = mass per unit length of the beam, 
A = cross-sectional area of the beam. 
A separation of variables solution for steady-state motion 
yields 
















Fig. 8. Experimental set up for new method tests 
The appropriate boundary conditions are 
3y(0,t) 
1. = 0, slope at the base is zero. 
9x 
a f y ( L , t )  
2. EI 5 = 0, moment at the free end is zero. 
3"y(L,t) 
3. EI = = 0, shear at the free end is zero. 
9x^ 
4. y(0,t), is the motion of the shaker head. 
Since Eq. (17) has four arbitrary constants, " ^ 4' 
imposing the four boundary condition will specify the values 
for these constants to within one arbitrary constant. The 
solution will then exist for certain values of the eigenvalue, 
g, which identifies each mode of vibration and which results 
from the boundary conditions. 
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Addressing these boundary conditions, respectively, 
3y(0,t) 
1. = 0 = RE[ P(A-cosP(0)-A»sin3(0)+A-coshg(0) + 
3x i ^ J 
A^ sinh3(0))e^ "^ ] 
A^ + A3 = 0 (19) 
3^y(L,t) 2 
2. Ex s = 0 = RE[EI3 (-A.singL-A.cosgL+A-sinhgL + 
3x^ J. z J 
A^coshgL)e^ ] 
-A^sing^-AgCosgL+AgSinhgL+A^coshgL = 0 (20) 
3^y(L,t) c 
3. EI = = 0 = RE[EIg (-A^cosPL+A„sin3L+A-coshPL + 
3x^ i z J 
A^sinhgL)ej] 
-A, cos 0L+A,singL+A^coshgL+A^sinhPL = 0 (21) 
4. y(0,t) is the motion of the shaker head. 
Evaluation of the fourth boundary condition requires per­
forming a force balance on the driven section of the beam; 
i.e., the section within the base clamping blocks as shown in 
Fig. 9. Inspecting the free body diagram of this section and 
performing the force balance yields 
3fy(0,t) . 
m^ ^ = REIF^(w)eJ"M - 2V(0,t) (22) 
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where V(0,t) is the shear force at the edge of the clamping 
blocks. 
j. y(0,t) 
v ( 0 , t )  I  | v ( 0 , t )  
Total Mass = 
Fig. 9. Free-body diagram of specimen base 
From Eq. (17) with x = 0 
y<0,t) = REffAg + A4)ej*t] . 
Differentiating twice with respect to time gives 
3^y(0,t) 2 i«t 
-—5 = RE[-wf(A2 + . 
The shear may be written as 
3^y(0,t) 
V(0,t) = EI 
3x3 
So Eq. (17) may be differentiated three times with respect 
X to give 
V(0,t) = RE[Eie^(-A^ + A2)e^"M . 
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Substituting these relationships back into Eq. (22) gives 
RE[my(-wf)(A2 + A^)e^"^l = RE[F^(»)e^"^ 
2EIg3(-Ai + A3)ei*t] (23) 
which reduces to 
-my «^(Ag + A^) + 2Eie^(A3 - A^) = F^Cw) . (24) 
The boundary conditions from Eqs. (19), (20), (21), and (24) 
may be written in matrix form as a 4 x 4 system. However, 
since Eq. (19) shows that A^ = -A^, this 4x4 system can be 




s in PL + sinhgL 





Solving Eq. (25) and remembering that A^ = -A^ gives values 
for the coefficients in Eq. (17) in terms of the magnitude of 
the driving force, F^(w). The system of equations may be 
solved using Cramer's Rule by first obtaining the determinant 
of the coefficient matrix which is given by 
2 D = 2myW (1 + cosgLcoshgL) + 
4mw 
gL 
(cosgLsinhgL + singLcoshgL) (26) 
where m = pAL, is the mass of one half of the beam. 
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This is also known as the characteristic frequency equation 
for the system and will be returned to later. 
The solution to Eq. (25) is given by 
F («^(singLsinhgL - cosgLcoshgL - 1) 
A G  =  - 2  —  ( 2 7 )  
Fo(&0(cosgLsinhgL + singLcoshgL) 
A g  =  - A ^  =  — — — ( 2 8 )  
-F («)(1 + cosgLcoshgL + singLsinhgL) 
A^ = —^ (29) 
By substituting Eqs. (27) - (29) into Eq. (17), a solution to 
the problem is obtained with all arbitrary constants deter­
mined. The displacement of the base is given from Eq. (17) by 
y(0,t) = RE[ (1 + cosgLcoshgL)ejwt] (30) 
D 
However, the base motion is measured by an accelerometer in 
the shaker head and is controlled as a sinusoid of known 
amplitude, y^. This base acceleration is obtained by differ­
entiating Eq. (30) twice with respect to time giving 
a f y ( o , t )  2 ( o ^ F  ( C O )  .  
= RE[ 2 (1 + cosgLcoshgL)eJ 
at'' D 
= REty^ejwt] (31) 
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The driving force amplitude, F^((i)), may be solved for in terms 
of the base acceleration amplitude, y^, as 
0^° 
F^(w) = (32) 
° 2w (1 + cosgLcoshgL) 
The driving force for the undamped system is seen to be 
proportional to the base acceleration amplitude and the value 
of the characteristic frequency equation, D, from Eq. (26). 
For the case of system resonance, the value of D is zero; and, 
therefore, the required driving force is zero. It is of 
interest to note that the denominator of Eq. (32) contains the 
characteristic frequency equation for a cantilever beam of 
length L. Thus, the force required to drive the system at the 
cantilever beam resonant condition becomes infinite which cor­
responds to the condition of system antiresonance used pre­
viously in Gibson's method. 
Now it is appropriate to incorporate damping into 
Eq. (32) and solve for the damping in terms of measurable 
characteristics of the vibrating beam system. The damping may 
be incorporated in terms of the complex modulus of elasticity, 
E* = E(1 + in)' The complex beam stiffness, EI* is given by 
EI* = EI(1 + jn) (33) 










2 (à pA 
EI(1 + 
1/4 
(1 - jn) 1/4 (35) 
then for small damping ( Yi << 1) it follows that 
(1 + of)!/* = 1 . (36) 
This assumption introduces I X  error for ri = 0.2. For the cur­
rent work, the largest damping encountered gave values for 
less than 0.02; thus, the assumption is reasonable. With 
similar justification it may be stated that 
(1 - jn) 1/4 (37) 
Thus, the complex eigenvalue, g*, may be rewritten using 
Eqs. (35) - (37) as 
r w f p A l l / 4  /  Y \ \  
which reduces to 
G* = - j ^  ^ (38) 
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D* = 2m. CO (1 + cosg*Lcoshg*L) = (1 + j —) 
° gL 4 
(cos 3*Lsinh0*L + sing*Lcoshg*L) (39) 
The driving force with damping included is obtained by sub­
stituting Eq. (39) into Eq. (32), yielding 
Fn*(w) = (40) 
2(0 (1 + cos6*Lcoshp*L) 
y 4m<o^  n 
= —sr[2m,(o (l + cosg*Lcoshg*L) + (1 + j —) 
2/ ° gL 4 
(cos g*Lsinhg*L + sin P*Lcoshg*L) ] 
1 
(41) 
(1 + cosg*Lcoshg*L) 
Substituting Eq. (38) into Eq. (41) gives 
P* y_ 
F^ ((o) = — — (42) 




P* = 2m, [1 + cosgL(l - j —)coshgL(l - j —) ] + 
" 4 4 
4m Ï1 Ï1 ri 
— (1 + j —)tcosPL(l - j -)sinheL(l - j —) + 
PL 4 4 4 
n n 
singL(l - j -)cosgL(l - j -] (43) 
4 4 
n n 
Q* = 1 + cosgL(l - j —)coshpL(l - j —) (44) 
4 4 
Equation (42) can be simplified by expanding the numerator and 
denominator, Eqs. (43) and (44), separately and utilizing the 
identities 
sin(9 +_ j <#) = sinQcosh* + jcos8sinh* 
cos(0 + j*) = cosGcosh# + jsin0sinh<(» 
(24) 
sinh(9 ^  j <})) = sinh0cos<t> + jcoshSsin* 
cosh(0 ^  j <6) = coshGcos* ^  jsinh0sin$ 
Consider first the numerator, P*, which may be written as 
gL gL 
P* = 2m, [1 + (cosgLcosh — + jsingLsinh ri —) • 
° 4 4 
gL gL 4m ri 
(coshgLcos M — - jsinhgLsin ri —) ] + — (1 + j —) • 
4 4 gL 4 
gL gL gL 
[(cosgLcosh Yi — + jsingLsinh —)(sinhgLcos — 
4 4 4 
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gL (3L gL 
jcoshgLsin —) + (singLcosh — - jcosgLsinh tl —) 
4 4 4 
gL gL 
(coshgLcos — - jsinhgLsin —)] (46) 
4 4 
For all cases considered in this work, the product lr)gL/4 was 
always less than 0.1. Thus, with a maximum error of 0.5% it 
could be assumed that 
6L gL gL 
sinh(ri —) = sin(ri —) = 11 — 
4 4 4 
(47) 
gL gL 
cosh(^ —) = cos(1i —) = 1 
4 4 
Making this substitution, it can be shown that Eq. (46) 
simplifies to 
4m 
P* = [2m, (1 + cosgLcoshgL) + — (cosgLsinhgL + 
gL 
2 2 
singLcoshgL) ] + M (—) {2m^singLsinhgL + 
4 
1 4m 
[(singLcoshgL - cosgLsinhgL) + —(2cosgLcoshgL) ] —} 
gL gL 
gL 4m 
+ j{n — [2m, (singLcoshgL - cosgLsinhgL) + — 
4 ° gL 
1 
[—(cosgLsinhgL + singLcoshgL) - (2cos gLcoshgL) ] ] + 
gL 
- mgL 
IT) ( ) (singLcoshgL - cosgLsinhgL)} . (48) 
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Now consider the denominator, Q * ,  which may be written as 
P L  P L  
Q *  =  1  +  (cosgLcosh ïi — + jsingLsinh Yi —)• 
4 4 
gL & L  
(coshgLcos ri jsinhgLsin —) . (49) 
4 4 
As before, Eq. (47) may be substituted into Eq. (49) yielding 
2 2 Q* = 1 + cosgLcoshgL + ri (—) singLsinhgL + 
4 
ngL 
j (singLcoshgL - cosgLsinhgL) . (50) 
4 
For small damping, higher order terms in the loss factor may 
be neglected. Then Eqs. (48) and (50) reduce to 
4m 
P* = [2m, (1 + cosgLcoshgL) + — (cosgLsinhgL + 
" gL 
gL 
singLcoshgL) ] + j — {2ra, (singLcoshgL -
4 ° 
4m 1 





Q* = 1 + cosgLcoshgL + j H — (singLcoshgL -
4 
cosgLsinhgL) . (52) 
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The error associated with neglecting these terms is dependent 
on the loss factor, the mass ratio, and the resonant mode 
number. For the cases tested in this work, the error was 
always less than 0.5%. Thus, the simplified equations (51) 
and (52) are acceptable. 
Consider now the first bracketed term of Eq. (51). Com­
paring this to Eq. (26), it is clear that the bracketed term 
2 is just D/w . Since the test condition of system resonance is 
achieved when D = 0, Eq. (51) reduces to 
gL 
P* = j n — {2my(singLcoshgL - cosgLsinhgL) + 
4 
4m 1 
— [— (cosgLsinhgL + singLcoshgL) - 2cosPLcoshgL]} . 
gL gL 
(53) 
In order to evaluate the ratio P*/Q* it is necessary to 
obtain the magnitude of each term. The magnitude of P* is 
given by Eq. (53) with the complex j removed. The magnitude 
of Q* is not so easily obtained since Eq. (52) contains both 
real and imaginary parts. However, the loss factor appears 
only in the imaginary part of Eq. (52) and, since the loss 
factor is small, the magnitude of Q* may be approximated by 
the real part of Eq. (52). 
As with previous approximations, neglecting the imaginary 
part of Eq. (52) introduces some error. The error is depen­
dent on the loss factor, the mode number and the mass ratio. 
For the current work, the error introduced by this 
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approximation was always less than 2%. Thus, for the cases 
tested in this work, the approximation is acceptable. 
The magnitude of the driving force is given by Eq. (42) 
as 
|p*] y 
F_*(w)| = \ r — • (54) 
°  '  |Q* |  2  
The loss factor is given explicitly by rewriting Eq. (54) and 
substituting for |P*| and |Q*| yielding 
m m. 
? o <7)|<->'=2 *  SI  
where 
= |&L(1 + cosgLcoshgL)|, 
Cg = ( PL)^(singLcosh3L - cosgLsinhgL), 
Cg = (cosgLsinhgL + singLcoshgL) - 2gLcos pLcoshgL, 
m = pÂL = mass of 1/2 of the beam. 
Thus, the loss factor is obtained from the amplitudes of 
the driving force and base acceleration for known mode numbers 
and. system masses. It is important to note that the base 
mass, my, includes the mass of the clamping blocks and screws, 
the mass of the beam between the block surfaces, and the 
seismic mass of the force transducer. 
The validity of Eq. (55) was based on the validity of 
several assumptions involving the loss factor, the mode 
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number, and the mass ratio. For the current work, these 
assumptions were sufficiently good to use Eq. (55). However, 
the errors associated with the assumptions becomes unaccept-
ably large for loss factors greater than 0.05 tested in the 
third mode of vibration with the errors increasing for higher 
modes and larger mass ratios. If tests are run under these 
circumstances, Eq. (55) is no longer valid. A correct solu­
tion may be obtained for these cases by obtaining the magni­
tudes of P* and Q* from Eqs. (48) and (50), substituting them 
into Eq. (54) and iterating on values of the loss factor until 
convergence. This method, although inconvenient, will result 
in accurate values of the loss factor for a large range of 
system parameters. 
It is important to understand how the system parameters 
can affect the measurement of damping. Typically, a sensi­
tivity analysis is performed on the measurement equation to 
determine these effects. Following from Dally, Riley, and 
McConnell [59], the sensitivity of the loss factor to the 
measured variables is given from Eq. (55) as 
Measurement Sensitivity to System Parameters 
(56) 
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The effect of the uncertainties in the half-beam mass, ra; the 
base mass, m^; and the driving frequency, u, is difficult to 
determine. The difficulty arises due to the complicated 
manner in which these terms enter into the loss factor equa­
tion. Specifically, the mass terms are important in the 
characteristic equation, Eq. (26). Small errors in the mass 
measurements can lead to errors in the beam parameter as 
determined by setting Eq. (26) equal to zero. These errors, 
in turn, lead to errors in the C's in Eq. (55). The magnitude 
of the resulting error in the loss factor is dependent on the 
mass ratio (m^/2m) and the resonant mode number. 
The error associated with the driving frequency is the 
error introduced by missing the test condition defined by 
setting Eq. (26) equal to zero. The resulting error in the 
loss factor is dependent on the mass ratio and the resonant 
mode number. Thus, it is difficult to extract useful sensi­
tivity information from Eq. (56). 
A more informative measure of the sensitivity may be 
obtained by investigating the effect of the loss factor on the 
driving force. This may be done by first rewriting the 
driving force from Eq. (40) in the form 
2ra y (A + jnS) 
F^*(w) = (57) 
(a + j^b) 
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where 
A = (my/2m)(l + cosgLcoshgL) + (cospLsinhgL + 
singLcoshgL)/(PL) 
B = (nijj/2m) ( gL/4) (sin(SLcosh(3L - cos (3Lsinh(3L) + 
(cosgLsinhgL + sing&coshgL)/(4gL) -
(cos0LcoshgL)/2 
a = 1 + cosgLcoshgL 
b = ( PL/4) (sinPLcoshgL - cosgLsinhgL) . 
It is of interest to obtain the sensitivity of the 
driving force to the loss factor for various values of the 
mass ratio for each natural frequency. The sensitivity may be 
described by the partial derivative 3F^*(a))/3ri normalized by 
the ratio F^*(«)/lri. Before performing the differentiation it 
should be noted that for the test condition of system reso­
nance the term A from Eq. (57) equals zero, which is identical 
to setting Eq. (26) equal to zero. Differentiating Eq. (57) 
gives the sensitivity as 
Clearly, the sensitivity has a maximum value of 1 and is de­
pendent on the value of the loss factor and on the beam param­
eter, gL. However, the beam parameter is dependent on the 
mass ratio through Eq. (26). To obtain an understanding of 
the effect of the mass ratio on the sensitivity, the sensi­
tivity is plotted against the mass ratio for the first three 
resonant modes and two values of the loss factor in Fig. 10. 
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Fig. 10. Effect of mass ratio on the sensitivity ratio 
It is clear from Fig. 10 that the sensitivity is 
dependent on the mass ratio, loss factor, and resonant mode 
number, with the sensitivity decreasing for an increase in the 
value of any of these parameters. The damping seems to have 
the strongest effect on the sensitivity since the curves for a 
loss factor of 0.1 lie below the curves for a loss factor of 
0.01. For the higher damping case, the effects of mode number 
and mass ratio are also accentuated. Thus, for large damping, 
good sensitivity may only be obtained for very low mass ratios 
and low mode numbers. For the case of small damping, however, 
good sensitivity may be obtained for a wider range of mass 
ratios and mode numbers. 
1. MODE 1 
MODE 2 
MODE 3 
1 .  
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0 .  
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0 .  
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Another way to investigate the effects of the parameters 
on Eq. (58) is to examine the (b/a) ratio as a function of the 
mass ratio for the first three resonant modes. The sensitiv­
ity decreases for increasing values of the (b/a) ratio; thus, 
investigating this relationship may give some insight into the 
effects of mass ratio and mode number on the sensitivity. The 
(b/a) ratio is shown, in Fig. 11, as a function of mass ratio 
for mass ratios from zero to ten and for the first three reso­
nant modes. The figure shows that the mode number has a 
strong influence on the (b/a) ratio, with the (b/a) ratio in­
creasing dramatically with increasing mode number. A similar 
relationship exists between the (b/a) ratio and the mass 
ratio, with the (b/a) ratio increasing with increasing mass 
ratio for all mode numbers considered. 
160 
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Fig. 1 1 .  Effect of mass ratio on the b/a ratio 
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In searching for an explanation for these trends, it was 
decided to calculate the driving point apparent mass (defined 
as the ratio of the driving force to the driving point 
acceleration, for the lightly damped case where 
Ï1 = 0.001. This was done for mass ratios of nearly zero 
(0.001) and ten, and both cases are plotted against frequency 
in Fig. 12. When the apparent mass is large, the vibrating 
system is in a condition of antiresonance where the vibrating 
mass (i.e., the beam) is trying to hold the driving point at 
zero motion like a dynamic absorber. When the apparent mass 
is small, the system is at resonance where the driving force 
must overcome only the damping forces in the system. When the 
mass ratio is small, the system behaves like a free-free beam 
of length 2L at resonance, and a pair of cantilever beams of 
length L at antiresonance. This behavior gives maxima and 
minima (antiresonances and resonances) that are widely sep­
arated in frequency as shown in Fig. 12a. 
When the mass ratio is large; e.g., 10, the resonant and 
antiresonant frequencies become nearly the same since the 
large base mass causes the free-free beam resonant condition 
to approach that of the cantilever beam. This case is shown 
in Fig. 12b. It is instructive to consider the reason for 
this behavior and some of its implications. The shifting of 
the resonant response from the free-free to the cantilever be­
havior can be seen by inspecting the characteristic frequency 
equation, Eq. (26), or the term A in Eq. (57) since they are 
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Fig. 1 2 .  Apparent mass vs frequency for mass ratios of 
(a) 0.001; (b) 10.0 
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equivalent expressions. Consider the term A in Eq. (57) where 
the mass ratio appears explicitly. For a very small mass 
ratio, the characteristic frequency equation tends toward 
cosgLsinhgL + singLcoshgL = 0 (59) 
which has been shown by Snowdon [60] to be the characteristic 
equation for a free-free beam of length 2L. As the mass ratio 
becomes large, the first term of the system characteristic 
equation becomes dominant, giving a limiting characteristic 
equation of 
1 + cosgLcoshgL = 0 (60) 
which is shown by Snowdon [60] to be the characteristic equa­
tion for a cantilever beam of length L. Thus, the behavior 
shown in Fig. 12 should not be unexpected. 
A practical consideration based on the behavior shown in 
Fig. 12 is that of selecting a mass ratio for optimal testing 
conditions. It is evident from Fig. 12 that large changes in 
the driving force occur for very small changes in frequency 
when the mass ratio is large. This makes it difficult to 
separate out the damping forces from the other forces that are 
rapidly changing with frequency. 
Based on the preceding discussion, it is clear that for 
optimal sensitivity and measurement ease the mass ratio should 
be as small as possible. 
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An additional area of interest which is important to the 
identification of system parameters, although not directly 
related to sensitivity, is the method of establishing the 
resonant test condition. There are two basic pieces of infor­
mation needed to detect the presence of a resonant condition. 
The first is the phase shift between the input force and the 
resulting base acceleration. This relationship is shown in 
Fig. 13 for a loss factor of % = 0.001 and mass ratios of 
0.001 and 10. It is evident that the phase shift is near -90 
degrees (-%/2 radians) at both the antiresonant and resonant 
frequencies for a lightly damped system. An examination of 
Eq. (57) suggests that the phase angle will not be -90 degrees 
for a heavily damped system since the denominator would then 
introduce a significant phase shift. It is also interesting 
to note that the range of frequencies over which the phase 
angle is minus 180 degrees is reduced for the higher mass 
ratio since the resonant frequencies are approaching the 
corresponding antiresonant frequencies. 
The second piece of information is the magnitude of the 
force required to drive the system when the phase angle is 
near -90 degrees. The antiresonance is characterized by a 
very large driving force for this phase condition while 
resonance is characterized by a minimum driving force. Thus, 
the test condition of system resonance can be obtained by 
adjusting the driving frequency so that the phase shift is 






























Fig. 13. Phase angle vs frequency for mass ratios of 
(a) 0.001; (b) 10.0 
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CHAPTER IV. TEST PROCEDURES AND RESULTS 
Tests were performed using the new test method with two 
data acquisition techniques. The first was a "quick and 
dirty" approach which was used to determine if the new method 
was a viable method. Once it was shown that the new method 
had promise, a more sophisticated data acquisition technique 
was developed and employed. Most of the data were gathered 
using the more sophisticated technique so it will be discussed 
in detail. However, a brief review of the "quick and dirty" 
method is instructive and will be discussed first. 
The RMS Method 
Preliminary tests using the new method were run on a beam 
sp<=cinica of 2024-T351 aluminum. These tests were run to 
determine the viability of the new test method. The aluminum 
specimen was chosen because it is known to be a linear mater­
ial with damping accurately predicted by the Zener Thermal 
Relaxation Theory, and its low damping establishes the thresh­
old of the measurement technique. 
Instrumentation 
The instrumentation used for the RMS method was selected 
for its availability, sensitivity, and speed of data acquisi­
tion. In general, availability was of the greatest concern 
since the RMS tests were performed only to check the test 
method viability. 
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The primary quantities to be measured during the testing 
were the driving force and the driving point acceleration. 
The acceleration was measured conveniently using a piezo­
electric accelerometer internally mounted to the exciter head. 
The driving force was measured by a Kistler model 912 piezo­
electric force transducer. The output of each transducer was 
fed, through a charge amplifier, to a Keithley model 179 true 
RMS digital voltmeter. The instrumentation for the RMS tests 
is shown in Fig. 14. 
Careful transducer calibration was required to obtain 
accurate results. The accelerometer was dynamically cali­
brated by comparing its output for sinusoidal motion to the 
output for an attached calibration standard accelerometer, 
traceable to the National Bureau of Standards. Once the 
shaker-mounted accelerometer had been calibrated, it could be 
used to calibrate the force transducer. 
The force transducer was calibrated in the manner recom­
mended by Dally, Riley, and McConnell [59] which determines 
both the sensitivity and the seismic mass of the force trans­
ducer. In this method, the force transducer is axially 
attached to the shaker and excited by sinusoidal motion of the 
vibration exciter. A series of small masses are attached to 
the force transducer and excited. Since the acceleration is 
known from the accelerometer in the shaker head, the actual 
force measured by the force transducer may be determined from 
Newton's second law where the mass is the sum of the added 
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Fig. 14. Block.diagram of instrumentation for tests using the 
RMS method 
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mass and the transducer seismic mass. The sensitivity and 
seismic mass are easily extracted by plotting the weight of 
the added mass versus the ratio of output voltages between the 
force transducer and the accelerometer. The data should plot 
as a straight line with the y-axis intercept at minus the 
weight of the seismic mass and the slope equal to the ratio of 
the acceleration sensitivity to the force sensitivity. This 
procedure produces a quick and accurate calibration of the 
force transducer. 
The seismic mass of the force transducer was added to the 
masses of the clamping blocks, screws, and the beam portion 
contained between the blocks to give the base mass of the test 
specimen. All masses other than the transducer seismic mass 
were determined using a Mettler analytical balance accurate to 
0.01 gram. These masses were then used in the characteristic 
and loss factor equations, Eqs. (26) and (55). 
Procedure 
The tests were run on the aluminum specimen, held in 
place with aluminum clamping blocks and steel screws. The 
aluminum blocks were chosen due to their light weight, which 
has already been shown to improve the sensitivity of the test 
method. 
The tests were run for the first two resonant modes of 
the test system. The resonant condition was determined by 
observing the lissajous figure of the force and acceleration 
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signals as the phase shift between the signals went to 90°. 
When the phase shift was approximately 90°, the force signal 
was closely monitored with the test condition being set when 
the force signal vas a minimum. In practice, it was difficult 
to observe the phase shift due to the measurement noise and 
frequency components at other than the driving frequency in 
the force signal. Thus, the primary method for setting the 
test condition vas the minimization of the force signal. 
For each resonant mode, tests were run at a series of 
amplitudes. For each amplitude, once resonance vas esta­
blished, the driving force and driving point acceleration were 
measured and used in Eq. (55) to determine the loss factor. 
Since aluminum is known to be a linear material, the material 
damping loss factor was constant with amplitude; and any 
amplitude dependence was due to external damping or system 
nonlinearities. The test specimen was a long thin beam, with 
dimensions given in Table 2, and vas tested in ambient air. 
Therefore, air damping was expected to be significant. 
Table 2. Specimen dimensions for RMS method tests 
Beam Base 
Length, Width, Thickness, Mass- Mass. 
Material in. in. in. Ib-s /in. Ib-s /in. 
Aluminum , , 
2024-T351 9.83 0.698 0.1225 4.222(10 ) 1.290(10"*) 
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Results 
Data were gathered for a variety of amplitudes at the 
first two resonant modes of the test system. A typical plot 
of the loss factor versus acceleration amplitude is shown in 
Fig. 15. The nature of the data shown in this figure brings 
up some issues which must be addressed. The analysis of the 
data may be explained in the following matter. 
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Fig. 15. Typical loss factor vs acceleration amplitude curve 
with extrapolation to zero amplitude to eliminate 
air damping 
The data are seen to decrease linearly with amplitude 
until a threshold level is reached. Below this level the data 
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increase in a manner approximately inverse to the acceleration 
amplitude. These two effects may be explained by considering 
two different aspects of the vibrating system. 
Consider first the inverse relationship between the loss 
factor and the acceleration amplitude seen at low amplitudes. 
From Eq. (55) it can be seen that the loss factor is directly 
proportional to the driving force amplitude and inversely pro­
portional to the acceleration amplitude. The Kistler 912 
force transducer had a listed threshold of 0.002 pounds force. 
As the acceleration amplitude decreased, the force signal 
decreased until it reached the noise floor of the force 
transducer-charge amplifier system. However, the acceleration 
signal was still well above its noise floor so its amplitude 
was accurately determined. Thus, as the acceleration was 
decreased to below the force transducer noise threshold, the 
decreasing acceleration was accurately tracked while the force 
signal remained nearly constant, owing to the noise level. 
Therefore, the dramatic increase in the loss factor with 
decreasing acceleration amplitude is merely the effect of 
noise in the measurement system combined with the need to make 
very low level measurements. 
Next, consider the linear increase in the loss factor 
with increasing acceleration amplitude for amplitudes above 
the threshold. Baker et al. [14] and Rogers [57] have shown 
that the air damping loss factor generally shows a linear 
increase with amplitude. Since the tests were run in ambient 
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air, it seemed reasonable to assume that the linear increase 
with amplitude was due to air damping. Thus, a least squares 
linear regression was performed on the data above the thresh­
old level and was extrapolated to zero amplitude to remove the 
effects of air from the material damping. 
The loss factors obtained from the extrapolations to zero 
amplitude for the first two resonant modes were compared to 
the loss factors predicted by the Zener theory. A comparison 
of these is shown in Fig. 16. It is clear that the results 
from the RMS procedure of the new test method fall quite close 
to the predicted values. Thus, the new method was seen to 
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Fig. 16. Comparison of RMS method results with Zener Theory 
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The Frequency Analysis Method 
The preliminary results from the new test method were 
encouraging so a more sophisticated data acquisition and 
analysis method was devised. The primary goals of the 
improvements were to improve the sensitivity of the force 
measurement and to investigate the frequency components 
present. Thus, changes in the test instrumentation and 
procedure were required. 
Instrumentation 
Several changes in the test instrumentation were made to 
improve the sensitivity of the force measurement. To improve 
the transducer sensitivity, a new force transducer was 
obtained. The new transducer, a Kistler model 9712A5 Piezo-
tron, offered an order of magnitude increase in sensitivity 
with a listed threshold of 0.0002 pounds. In addition to the 
improved sensitivity, the piezotron style piezoelectric trans­
ducers contain an internal voltage amplifier. This character­
istic significantly reduces the noise generated due to the 
cables used to connect the transducer to the remainder of the 
measurement system. The.fact that an external charge ampli­
fier is not required allows battery powered voltage amplifiers 
to be used. Thus, with no line voltage powered amplifiers, 
the power line noise problems commonly encountered in measure­
ments are eliminated. 
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The new force transducer was calibrated using the 
previously described calibration method to yield its sensi­
tivity and seismic mass. The exciter head internal accelerom-
eter was again used and was calibrated with the calibration 
standard accelerometer. 
To further amplify the force signal and to allow a more 
accurate determination of the -90° phase shift at resonance, a 
battery powered amplifier and bandpass filter were designed 
using the methods of Hilburn and Johnson [61]. The amplifier, 
shown in Fig. 17, was designed to be battery powered and to 
have a voltage gain of about 10. The output of the amplifier 
was directed into the bandpass filter shown in Fig. 18. The 
resistors Rl, R2, and R3 were replaced with potentiometers so 
that the filter characteristics could be varied as needed. 
The capacitors were placed on a plug-in board so they could be 
easily changed, thus allowing for an almost unlimited adjust­
ment of the filter's center frequency. The center frequency, 
filter gain, and amplifier gain were set using a pure sinusoid 
of known amplitude at the resonant frequency of each mode just 
prior to testing at that mode. 
The last major improvement to the test system instrumen­
tation was the use of a Norland 3001 Digital Processing Oscil­
loscope to perform the frequency analysis of the force and 
acceleration signals. This addition allowed the investigation 
of the various frequency components contained within the 
output signals. The acceleration signal was fed from a charge 
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amplifier to the Norland while the force signal was amplified 
first in the battery powered amplifier and then sent to the 
Norland. The output from the filter was used only to give a 
clearer lissajous pattern and help establish the resonant con­
dition. The instrumentation used for the frequency analysis 
tests is shown in Fig. 19. 
Fig. 17. Schematic.of a voltage-controlled voltage source 
type amplifier (from Hilburn and Johnson [61]) 
Fig. 18. Schematic of a second-order biquad band-pass filter 
(from Hilburn and Johnson [61]) 
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Fig. 19. Block diagram of instrumentation for tests using the 
frequency analysis method 
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Procedure 
The tests were performed on aluminum and Model-Tech 
specimens, excited in their first three resonant modes. The 
dimensions of the test specimens are given in Table 3. For 
the aluminum specimen, clamping blocks of aluminum and steel 
were used to investigate the effect of clamp stiffness on the 
damping measurements. This caused the mass ratio for the 
aluminum beam tests to range from 0.3 to 0.6. The Model-Tech 
specimen was tested with aluminum clamping blocks, giving a 
mass ratio of 0.7. The tests were run at a series of ampli­
tudes in ambient air and at reduced pressure. The reduced 
pressure tests were conducted in a chamber constructed from 12 
inch PVC water main pipes donated by the City of Ames, Public 
Vorks Department. The construction of the chamber was per­
formed by the Iowa State University Engineering Research 
Institute Machine Shop. The barometric pressure was measured, 
and a U-tube mercury manometer was used to determine the pres­
sure inside the chamber. The vacuum pump used to evacuate the 
chamber was shut off except for tests below 100 mm Hg where 
the pump ran continuously. 
As in the RMS tests, the test condition was set by 
getting near resonance with the lissajous technique and then 
adjusting the frequency until a minimum in the driving force 
was located. In this case the lissajous technique provided a 
much faster approach to resonance than before, due to the 
filtering of the force signal. 
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Table 3. Dimensions and frequencies for tests using the 
frequency analysis method 
Frequency, Hz 
Length Width Thickness 
Material (in.) (in.) (in.) Mode 1 Mode 1 Mode 3 
Aluminum 9.83 0.698 0.1225 50.9 291 753 
Model-Tech 9.83 0.705 0.124 18.3 106.5 286.8 
Once a resonant condition was obtained, the data acquisi­
tion was performed by the Norland oscilloscope. A program, 
listed in Appendix A, was run which gathered and analyzed the 
data. The program first acquired and stored a lengthy record 
of the force and acceleration signals. Shorter segments of 
these records were then analyzed. 
The analysis consisted of, first, obtaining the power 
spectra of the force and acceleration signals. These power 
spectra showed spikes for the discrete frequency components 
making up the signals. An integration algorithm provided the 
area under each peak which has been shown by Bendat and 
Piersol [62] to be the mean square of the signal for that 
frequency component. The RMS values of the frequency compo­
nents were determined by taking the square root of these mean 
square values. The RMS values obtained in this manner were 
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averaged for four data segments to help reduce noise and 
random error. 
Aluminum test results 
Consider first the results obtained from the tests of the 
aluminum specimen. A typical power spectrum for the accelera­
tion signal from a test run in ambient air, p = 727 mm Hg, is 
shown in Fig. 20. This shows that the acceleration was 
essentially a pure sinusoid at the resonant driving frequency. 
The corresponding force power spectrum shown in Fig. 21, 
however, shows strong contributions from the driving frequency 
component (the first frequency component) and from several 
higher harmonic frequencies (the second, third, and fifth fre­
quency components). These frequency components are evidence 
of several phenomena acting on the beam which should be con­
sidered individually. 
The material damping, as predicted by the Zener theory, 
occurs at the driving frequency and not at any of the har­
monics. This is because the strains causing the material 
damping occur only at the driving frequency. If the input 
motion contained more than one frequency component, then the 
material damping would be associated with all driving fre­
quency components, as noted by Plunkett and Sax [53]. How­
ever, if the driving frequency component of the force and 
acceleration signals is considered, any contamination from 
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Fig. 20. Power spectrum of acceleration signal for the 
aluminum specimen in mode 1, ambient air using 
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Fig. 21. Power Spectrum of force signal for the aluminum 
specimen in mode 1, ambient air using the new 
method 
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the material damping, analysis must be limited to the driving 
frequency components. 
The effect of air damping on a vibrating beam has been 
considered by Baker et al. [14] and Stevens and Scavullo [44] 
who indicate that air damping is a drag effect proportional to 
velocity at low amplitudes and proportional to velocity 
squared at large amplitudes. Modi and Poon [63] and St. 
Hilaire and Vaidya [64] indicate that these drag forces 
include components at the driving frequency and at the second 
harmonic frequency. Thus, air damping was expected to effect 
the driving, or first, frequency component and the second 
frequency component. 
To investigate the contribution of air damping to the 
system response, tests were run in a reduced pressure chamber. 
The power spectrum from the force signal obtained at an air 
pressure of 100 mm Hg for the same mode and acceleration 
amplitude as that for Fig. 21 is shown in Pig. 22. The first 
and second frequency components are seen to decrease signifi­
cantly (15%-20%) when the air pressure is reduced. Thus, as 
expected, air damping has a significant effect on the first 
and second frequency components of the force signal due to the 
nonlinear drag effects. 
It is of interest to note while comparing Figs. 21 and 22 
that the third and fifth frequency components increase 
slightly with decreasing air pressure. This can be explained 
by considering the nonlinear effects acting in the system. As 
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the air is removed, the total damping in the system decreases; 
and, for a given base excitation, the beam motion tends to 
increase. The increased beam motion accentuates the nonlinear 
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Pi g. 22. Power spectrum of force signal for the aluminum 
specimen in mode 1, 100 mm Hg air pressure 
These nonlinear effects arise from a variety of sources. 
The contact between the clamping blocks and the beam specimen 
leads to two nonlinear effects on the system. First, the 
clamping blocks, which were assumed to be flat and to rigidly 
restrain the beam motion, will have some curvature near the 
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edges. Thus, as amplitude increases, the effective boundary 
condition at the edge of the clamping block changes. The 
boundary condition becomes stiffer with increasing amplitude 
giving a "hardening spring" effect which has been shown to 
produce frequency components at the third and fifth harmonic 
frequencies. The hardening spring characteristic may be 
visualized by considering a cantilever beam clamped by two 
cylindrical surfaces. As the beam deflection increases, the 
beam comes into contact with the clamping surfaces farther and 
farther away from the point of fixity. Thus, for larger 
amplitudes, the effective length of the beam is reduced, and 
the stiffness of the system is increased. 
The second nonlinear effect associated with the clamping 
blocks is friction damping between the beam and the blocks. 
The friction damping would occur twice during each cycle--when 
the beam slides against the top block and when the beam slides 
against the bottom block. Thus, friction damping was expected 
to contribute to the second frequency component. This contri­
bution is clearly illustrated in Figs. 23 and 24, which show, 
the effect of clamping tightness on the force signal. The 
second frequency component is very large in the loosely 
clamped condition, but it is significantly reduced by 
tightening the clamping screws. This is because when loose, 
the beam and clamping blocks have greater freedom for relative 
motion and, therefore, greater friction damping occurs. When 
tightly clamped, the relative motion is restricted and 
friction damping is reduced. 
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Fig. 23. Power spectrum of force signal for the aluminum 
specimen in mode 1, loosely clamped 
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Fig. 24. Power spectrum of force signal for the aluminum 
specimen in mode 1, tightly clamped 
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Another path by which nonlinearity may effect the test 
system is through nonlinear motion of the exciter head. The 
vibration exciter is designed to produce output motion dir­
ectly related to the input electrical signal. However, due to 
the dynamics of the moving exciter head, higher harmonic fre­
quencies are often present. These higher harmonic components 
of the exciter motion are usually quite small when compared to 
the driving frequency component. However, even a small compo­
nent in the acceleration signal can lead to large force compo­
nents since the higher harmonics are not at resonant condi­
tions. Therefore, the force signal generated by a higher 
harmonic of the resonant driving frequency includes contribu­
tions from the system stiffness, inertia, and damping. Even 
though the power spectrum of the acceleration signal shown in 
Fig. 20 does not appear to indicate any frequency components 
at other than the driving frequency, a point-by-point inspec­
tion located a very small component at the second harmonic 
frequency. This component was quite small, but it was still 
sufficient to explain a large portion of the second frequency 
component of the force signal. 
The effect of amplitude on the material damping was in­
vestigated by running a series of tests at different ampli­
tudes for each resonant mode. A plot of the loss factor as 
determined from the first (or driving) frequency components of 
the force and acceleration signals versus the acceleration 
amplitude for mode 1 is shown in Fig. 25. This plot includes 
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data from three tests. Data set 1 vas obtained using aluminum 
clamping blocks while the other sets were obtained using steel 
clamping blocks. Since the data plot together, the clamping 
blocks do not have a significant effect on the results. The 
curve shows a noise floor-like effect, similar to that noted 
for the RMS tests, before flattening out to a loss factor of 
about 0.0008. The noise floor type of behavior was evident 
only for the mode 1 test on the aluminum specimen. Tests on 
modes 2 and 3 for the aluminum specimen showed that the loss 
factor was independent of amplitude. A typical plot of loss 
factor versus amplitude for the second mode is shown in 
Fig. 26. It appears that reducing the air pressure increases 
the damping. This effect was caused by the vacuum pump which 
could not be adequately isolated from the test chamber and 
introduced a frequency component at the second mode resonant 
frequency of the aluminum specimen. Thus, the apparent 
increase in the loss factor with reduced air pressure is an 
artifact of the test system and not attributable to either air 
or specimen properties. 
The material damping was expected to be independent of 
amplitude since aluminum is a linear material. The linear 
material damping is shown in Figs. 25 and 26 at least once a 
threshold level has been achieved. 
Air damping was expected to introduce force contributions 
to the first and second frequency components which would 
change from linear to quadritic functions of amplitude. In 
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addition, friction damping was expected to introduce a 
contribution to the second frequency component of the force 
which Plunkett [28] has shown to be proportional to amplitude 
cubed. Therefore, the second frequency component of the force 
signal was expected to have a significantly nonlinear rela­
tionship to the amplitude. 
The second frequency component of the force signal is 
plotted against acceleration amplitude in Fig. 27. This plot 
shows the expected nonlinear relationship between force and 
amplitude. The nature of the curve is something between a 
linear and a quadratic relationship, with the actual exponent 
being about 1.6. Thus, the second frequency component shows 
significant influence from nonlinear air and friction damping 
effects. The behavior shown in Fig. 27 is typical of the 
nature of the second frequency component of the force signal 
for all modes of the aluminum specimen. 
The effect of air pressure on system damping was studied 
using the reduced pressure chamber. Data were gathered for 
three acceleration amplitude levels at a series of pressures,-
ranging from atmospheric to about 60 mm Hg. The loss factor, 
calculated from the first frequency component for mode 1, is 
plotted against air pressure in Fig. 28. It is seen that, for 
the two lower amplitudes, the loss factor is nearly constant 
with varying air pressure. However, for the largest amplitude 
the loss factor varies linearly with pressure until, at the 
lowest pressure level, the loss factor shows a slight dropoff. 
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Fig. 27. Force vs acceleration amplitude, mode 1, aluminum, 
second frequency component 
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The same effect is seen in Fig. 29 where the loss factor 
calculated from the RMS values of the first three frequency 
components is plotted against air pressure. This plot 
includes the air damping contribution from the second fre­
quency component and shows the dropoff for all three ampli­
tudes at the lowest pressure. A much larger dropoff occurred 
for the Model-Tech material (see Fig. 38). 
The linear increase in the loss factor with air pressure 
was noted by Stevens and Scavullo [44] and is easily ex­
plained. Air damping has been shown to be due to a drag 
effect which is dependent on velocity or velocity squared, and 
air density. Since air behaves essentially as an ideal gas, 
the density is directly proportional to the pressure. Hence, 
the linear relationship between the loss factor and air pres­
sure is seen. . 
The dropoff phenomenon was also noted by Stevens and 
Scavullo [44] but is more difficult to satisfactorily explain. 
However, some insight may be gained from work done on oscil­
lating, concentric spheres by Munson and Douglass [65]. They 
show that a dramatic flow change occurs over a very small 
range of values for a dimensionless frequency parameter given 
by 
a = (61) 
where 
R = a typical dimension, 
CO = angular frequency, 
•V) = kinematic viscosity. 
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In their case, a distinct flow change occurred when the value 
of a was in the range 2 < a < 20, with the precise value at 
which the flow changed being dependent on other system param­
eters. 
For the current work, if the beam thickness is taken for 
the typical dimension, the value of a ranges from nearly 15 
for the atmospheric test environment to 5 for the lowest pres­
sure level. Thus, it is reasonable to suspect that the sudden 
dropoff in the loss factor at low pressure was due to a drama­
tic change in the flow characteristics of the fluid surround­
ing the beam. 
The dropoff phenomena just described were significant for 
mode 1 but became less pronounced as the mode number in­
creased. This is probably because deflections for the higher 
modes were much less than for mode 1. However, based only on 
the current work, a mode shape dependence cannot be ruled out. 
The primary reasons for running tests on the aluminum 
specimen were to qualify the test method with a material whose 
damping characteristics were known and to set the threshold of 
the test method. The loss factor for each mode was obtained 
by averaging the loss factors determined from the first fre­
quency components. Only the values on the "flattened out" 
portion of the mode 1 curve were used for that value. These 
loss factors are shown in Fig. 30, along with the Zener Theory 
curve and the values determined previously using Gibson's 
method. The results from the new method, in general, lie 
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doser to the Zener theory curve than do those obtained from 
Gibson's method. Therefore, the new method is seen to give 
improved results compared to Gibson's method. 
Model-Tech test results 
The new test method has been shown to be a viable method 
from the results of the tests on the aluminum specimen, where 
the damping was predicted from theoretical considerations. 
Tests were then run on Model-Tech FR-20, an aluminum particle-
filled epoxy composite. These tests were run using the fre­
quency analysis approach for the new method. The tests were 
run for the first three resonant modes, in ambient air and at 
reduced pressure. 
Power spectra of acceleration and force, typical of those 
seen for modes 2 and 3 for the Model-Tech, are shown in 
Figs. 31 and 32. It is significant to note that no higher 
harmonics appear in either the acceleration or force PSD 
plots. This is because the material damping of Model-Tech is 
much larger than that of aluminum, and, in this case, the 
material damping dominates the force signal. The higher har­
monics actually are present in the force signal; however, they 
are so small that they do not appear on the linearly scaled 
PSD plot. 
Consider next Figs. 33 and 34 which show the power 
spectra of acceleration and force for mode 1. The accelera­
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Fig. 32. Power spectrum of force signal for the Model-Tech 
specimen in mode 2, ambient air 
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Fig. 34. Power spectrum of force signal for the Model-Tech 
specimen in mode 1, ambient air 
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frequency and at the second and third harmonics. A component 
is also seen at 80 Hz ; however, this component is the alias of 
120 Hz power line noise wrapping around the Nyquist frequency 
of the signal processor. Thus, it is only an artifact of the 
measurement system and may be discarded. The second and third 
harmonics must be considered since they appear due to the non­
linear motion of the exciter head, caused by the very low 
driving frequency and the nonlinearities of the exciter head 
support system. 
The effect of the nonlinear shaker motion is seen clearly 
in Fig. 34. The small acceleration components at the second 
and third harmonics produce very large forces when compared to 
the resonant force component. This clearly illustrates how a 
very small acceleration component at a nonresonant frequency 
can produce a significant force component. Note that the 
120 Hz alias is not present in the force PSD since this signal 
was conditioned by battery powered equipment so that 120 Hz 
line noise could not contaminate the signal. 
The effect of amplitude on the loss factor for mode 1, 
calculated from the first frequency component, is shown in 
Fig. 35. In this case the loss factor shows a significant 
amplitude dependence which manifests itself for acceleration 
amplitudes greater than about 800 in./s/s. Below this level 
the loss factor is essentially constant. The amplitude 
dependence is probably due to the nonlinear material behavior 
of the epoxy matrix and the matrix-particle interfaces, with 
some contribution from air damping. 
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Consider next Fig. 36 which is a plot of the loss factor 
calculated from the first frequency components versus accel­
eration amplitude for mode 2. Comparing this plot with 
Fig. 35, an apparent inconsistency is seen. The loss factor 
for mode 2 is essentially constant with acceleration amplitude 
over nearly the same range of acceleration amplitudes as the 
mode 1 test, which showed a strong amplitude effect. This 
observation can be explained by investigating the maximum 
stress amplitude associated with a given acceleration ampli­
tude for each mode. It follows from the elementary beam 
theory and the mode shape functions [58] for a free-free beam 
(essentially the mode shape at the test condition) that in 
order to obtain the same stress amplitude in mode 2 as in mode 
1 for the Model-Tech specimen, the acceleration amplitude must 
be increased by a factor of 7.7. Since the loss factor is 
seen from Fig. 33 to be essentially constant below an accel­
eration level of 800 in./s/s, the acceleration level required 
to achieve the same maximum stress amplitude in mode 2 would 
be about 6,160 in./s/s or 16 g's. This acceleration level 
would only approach the onset of the amplitude dependent 
response of the Model-Tech. Thus, the results shown in 
Figs. 33 and 34 are not contradictory; they only require care­
ful interpretation. Similarly, for the third mode shown in 
Fig. 37 the input would have to be nearly 22 times as much 
(45 g's) to approach the onset of nonlinear behavior. 
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The effect of air pressure on the damping of Model-Tech 
was the same as for aluminum. The dropoff effect, however, 
was much more dramatic as shown in Fig. 38. The increased 
effect was probably due to the larger deflection amplitudes 
obtained by the Model-Tech specimen because of its lower 
elastic modulus. The dropoff occurred at the same pressure 
level as before, about 100 mm Hg. This, again, lends some 
credibility to the notion that the dropoff was due to a rapid 
change in the flow pattern. The dropoff effect was signifi­
cant for mode 1 but of diminishing importance for the higher 
modes. 
The frequency dependence of the Model-Tech loss factor at 
low amplitudes is shown in Fig. 39. The loss factor is 
plotted against frequency for both Gibson's method and the new 
method. The loss factor is seen to increase with increasing 
frequency for both test methods. This is probably due to the 
viscoelastic nature of the epoxy matrix material previously 
noted by Gibson and Plunkett [15]. The loss factors 
determined by the two methods correspond fairly well for the 
second and third modes; however, for the first mode, the 
results are quite different. 
The most likely reason for the discrepancy between the 
mode 1 results for the different test methods requires re­
examination of Gibson's method. In Gibson's method, the 
deflection at a point along the beam was measured and used to 
predict the beam tip deflection, via the cantilever mode 
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shapes tabulated by Bishop and Johnson [58]. The deflection 
was measured by a non-contacting eddy current proximity 
transducer with a fairly small linear measurement range. 
Therefore, for mode 1 of the Model-Tech specimen, the trans­
ducer was located quite close to the specimen base so that the 
specimen remained in the transducer's linear range. However, 
with the proximity probe located quite close to the moving 
base, the base motion became a significant contribution to the 
beam motion at that point, violating the base fixity assump­
tion implicit in using the mode shape functions [58]. Thus-, 
the beam tip deflection, predicted from the motion at the 
probe location and the mode shape functions, was too large. 
The magnitude of the tip deflection error is dependent on 
the base motion contribution to the probe location motion and 
the ratio of the beam tip to probe location mode shape ampli­
tudes. For the case of the Model-Tech in mode 1, the ratio of 
mode shape amplitudes was about 10 so a small base motion con­
tribution to the probe location motion led to a large error in 
the beam tip deflection prediction. Since the beam tip 
deflection appears in the denominator of the loss factor equa­
tion for Gibson's method, Eq. (13), beam tip deflections which 
are too large produce loss factors which are too small. Thus, 
the loss factor for mode 1, Model-Tech, is most reliably given 
by the new method. Note also that the loss factors, shown in 
Fig. 39, from the new method exhibit a linear relationship 
with frequency as predicted by the Kelvin-Voigt model. 
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The probe location motion error was significant only for 
mode 1 with the Model-Tech specimen. For the aluminum speci­
men the stiffness was a factor of 10 larger, and the proximity 
probe was always near the beam tip. The higher modes for 
Model-Tech also exhibited sufficiently small amplitudes for 
the probe to remain near the beam tip. Thus, the results for 
the tests using Gibson's method were reasonably good for all 
cases except mode 1, Model-Tech. However, this case does 
illustrate the potential for significant errors from Gibson's 
method as well as the reliability of the new method. 
The preceding sections have presented several plots of 
data gathered using the new test method. These plots were 
selected because they typified the results obtained for all 
cases. However, since the data from a specific test may be of 
interest, plots are included in Appendix B which, when added 
to those contained in this chapter, give a complete set of the 
data for all modes and both specimens. 
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CHAPTER V. CONCLUSIONS 
The new test method has been shown to be a viable method 
for determining material damping and is superior to Gibson's 
method for several reasons. A significant advantage of the 
new method over Gibson's method is the ability to accurately 
determine material damping in the fundamental mode of vibra­
tion, as illustrated by the results from the Model-Tech speci­
men in mode 1. Since the frequency-dependent characteristics 
of material damping are often of great interest, the reliable 
measurement of damping is quite important. For this reason, 
if for no other, the new method is a substantial improvement 
in the field of damping investigation. 
The use of frequency analysis in the measurement of 
damping is another significant improvement. Frequency 
analysis allows the investigation of the various frequency 
components of the force and acceleration signals, leading to 
an improved understanding of the various phenomena at work in 
the vibrating system. This improved analysis has shown that 
the non-material damping contributions can be quite signifi­
cant and can mask the actual material characteristics if not 
properly interpreted. 
The test condition of system resonance is quite compati­
ble with the frequency analysis approach to data analysis. At 
resonance the linear elastic and inertia forces cancel each 
other, leaving only damping and nonlinear force contributions 
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to the driving force signal. These remaining force components 
are small and are usually masked by the large linear elastic 
and inertia forces. However, at resonance the small force 
components become significant and may be investigated. In 
addition, at resonance the vibration exciter needs to produce 
only a small force to drive the system. The small force 
requirement placed on the exciter leads to essentially 
sinusoidal base motion, as assumed in the derivation. This is 
another significant improvement over Gibson's method which 
violated this assumption. 
The material damping of aluminum has again been shown to 
be linear, following the Zener Thermal Relaxation Theory. The 
material damping of the Model-Tech has shown itself to have 
two distinct behaviors. At small amplitudes the damping is 
seen to be linear, acting in a classical viscoelastic manner. 
The damping is independent of amplitude but increasing with 
increasing frequency. At large amplitudes, however, the 
damping increases significantly with increasing amplitude. 
This nonlinear material damping behavior is probably due to 
slip at the matrix-particle interfaces. 
Air damping has been shown to have amplitude dependence 
consistent with the theoretical expectations for a drag effect 
dependent on velocity and velocity squared. The frequency 
components of the air damping forces are also consistent with 
these theoretical expectations. Thus, it is reasonable to 
conclude that air damping is caused by a drag effect propor­
tional to velocity and velocity squared. 
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Air pressure has been shown to play an important role in 
air damping. At air pressures above about 100 mm Hg, air 
damping is a linear function of air pressure. This effect is 
predictable from the pressure dependence of density through 
the ideal gas law. For low pressures, below about 100 mm Hg, 
the loss factor drops off rapidly. This effect is probably 
due to a change in the flow pattern surrounding the beam. 
CHAPTER VI. RECOMMENDATIONS FOR FURTHER WORK 
The new test method has proven itself to be accurate, 
useful, and convenient to run. However, further improvements 
could be made in the instrumentation to alleviate such prob­
lems as the power line noise and vacuum pump contributions. A 
significant improvement could be made with better vibration 
isolation of the test system from outside vibration sources. 
This would result in cleaner power spectra and a better signal 
to-noise ratio. 
A useful study could be made of the clamping technique's 
effect on system damping by machining specimens from a large 
block of material so that the clamping block would be a part 
of the specimen. This would eliminate most of the clamping 
block friction damping from the system, allowing better inves­
tigation of material and friction damping. 
The new method might also be useful for nondestructive 
evaluation studies. The various frequency components of the 
force signal obtained during these tests may be important in 
damage assessment or crack growth monitoring. 
A very strong candidate for future development is the 
study of air damping at low pressure. The dropoff effect 
noted in this work was explained only in a qualitative way, 
based on some questionable assumptions. A careful study could 
provide a quantitative understanding of this phenomenon. 
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APPENDIX A. DATA ACQUISITION PROGRAM FOR 
NORLAND DIGITAL PROCESSING OSCILLOSCOPE 
DPLY A B RO R1 E I 
DMX Q3 1 
DMX Q4 1 
TRG.H 
DMX Q3 0 
DMX 04 0 
0.0000 ==> I 
0.0000 ==> A 
0.0000 ==> B 
0.0000 ==> C 
0.0000 ==> D 
0.0000 ==> RO 
0.0000 ==> R1 
0.0000 ==> R2 
0.0000 ==> R3 
0.0000 ==> R4 
0.0000 ==> R5 
2048.0 HSETP 
2048.0 ==> HSETQ 
HSETP 
HSETQ 
I * 1024.0 ==> R9 
DMX R9 ==> 03 
DMX R9 ==> Q4 
03 * 38640 . ==> 03 
QMOVR 
1/DT == > E 








1/DT == > E 
5.0000 * E ==> R6 
R6 / R7 = = .  > R8 
RMS ==> E 
E ==> A / 


















































RMS ==> E 
E ==> B' 
B + E ==^ B 
PSD Q3 ==> Q1 
Q1 ==> Q3 
PSD 04 ==> Q2 
03 ==> 01 
R8 - 4.0000 ==> HSETP 
R8 + 4.0000 ==> HSETQ 
HSETP 
HSETQ 
INTPQ ==> E 
2.0000 * E ==> E 
SQRT E ==> E 
E ==> C 
E + RO ==^ RO 
PNEXT 
QNEXT 
INTPQ ==> E 
2.0000 * E ==> E 
SQRT E ==> E 
E ==> D' 
E + RI ==> RI 
R8 * 2.0000 ==> R8 
R8 - 4.0000 ==> HSETP 
R8 + 4,0000 ==> HSETQ 
HSETP 
HSETQ 
INTPQ ==> E 
2.0000 * E ==> E 
SQRT E ==> E 
E ==> E' 
E + R2 ==> R2 
PNEXT 
QNEXT 
INTPQ ==> E 
2.0000 * E ==> S 
SQRT E ==> E 
E ==> D 
E + R3 ==> R3 
R8 * 1.5000 ==> R8 
RB - 4.0000 ==> HSETP 
RB + 4.0000 ==> HSETQ 
HSETP 
HSETQ 
INTPQ ==> E 
2.0000 * E ==> E 
SQRT E ==> E 
E ==> C 




















INTPQ ==> E 
2.0000 * E ==> E 
SQRT E ==> E ° 
E + R5 ==> R5 
INCI 
4.0000 IF > I 
GOTO 18. 
END 
A / 4.0000 ==> A 
B / 4.0000 ==> B 
RO / 4.0000 ==> RO 
RI / 4.0000 ==> RI 
R2 / 4.0000 ==> R2 
R3 / 4.0000 ==> R3 
R4 / 4.0000 ==> R4 
R5 / 4.0000 ==> R5 
PRINT R6 R7 A B RO RI R2 R3 R4 R5 PRINT 
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APPENDIX B. ADDITIONAL PLOTS OF TEST DATA 
MODE 1 ALUMINUM - AMPLITUDE EFFECT 
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Fig. B-1. Force vs acceleration amplitude, mode 1, aluminum, 
first frequency component 
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Fig. B-2. Force vs acceleration amplitude, mode 1, aluminum, 
second frequency component 
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Pig. B-3. Force vs acceleration amplitude, mode 1, aluminum, 
second frequency component 
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Pig. B-4. Force vs acceleration amplitude, mode 1, aluminum, 
third frequency component 
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Fig. B-5. Force vs acceleration amplitude, mode 1, aluminum, 
third frequency component 
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Fig. B-6. Loss factor vs acceleration amplitude, mode 1, 
aluminum, first three frequency components 
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Fig. B-7. Force vs air pressure, mode 1, aluminum, first 
frequency component 
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Fig. B-9. Loss factor vs acceleration amplitude, mode 2 ,  
aluminum, first three frequency components 
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Fig. B-10. Force vji acceleration amplitude, mode 2, aluminum, 
first frequency component 
MODE 2 ALUMINUM - AMPLITUDE EFFECT 
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Fig. B-11 . Force vs acceleration amplitude, 
second frequency component 
mode 2 ,  aluminum, 
MODE 2 ALUMINUM - AMPLITUDE EFFECT 
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Fig. B-12. Force vs acceleration amplitude, mode 2, aluminum, 
third frequency component 
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Fig. B-13. Loss factor vs air pressure, mode 2 ,  aluminum, 
first frequency component 
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Fig. B-15. Loss factor vs acceleration amplitude, mode 3, 
aluminum, first frequency component 
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?lg. B-16. Loss factor vs acceleration amplitude, mode 3, 
aluminum, first three frequency components 
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Fig. B-17. Force vs acceleration amplitude, mode 3, aluminum, 
first frequency component 
MODE 3 ALUMINUM - AMPLITUDE EFFECT 








1 1 1  1  - i  -  — 1  0 
+ AIR PRESSURE - 723 mm Hg + 





















1 1 1  1  . . .  1  1  
0 500 1000 1500 2000 2500 
RMS ACCELERATION - IN/S/S 
3000 3500 
Fig. B-18. Force vs acceleration amplitude, mode 3, aluminum, 
second frequency component 
MODE 3 ALUMINUM - AMPLITUDE EFFECT 






0 500 1000 1500 2000 2500 3000 3500 
RMS ACCELERATION - IN/S/S 
-1 • 1 1 1 1 1 + 
+ AIR PRESSURE - 723 mm Hg 














1 1 1 1 .1 
Fig. B-19. Force vs acceleration amplitude, mode 3, aluminum, 
third frequency component 
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Fig. B-20. Loss factor vs air pressure, mode 3, aluminum, 
first frequency component 
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Fig. B-21. Loss factor vs air pressure, mode 3, aluminum, 
first threé frequency components 
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Fig. B-22. Loss factor vs acceleration amplitude, mode 1, 
Model-Tech, first three frequency components 
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Fig. B-23. Force vs acceleration amplitude, mode 1, 
Model-Tech, first frequency component 
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Fig. B-24. Force vs acceleration amplitude, mode 1, 
Model-Tech, second frequency component 
MODE 1 MODEL-TECH - AMPLITUDE EFFECT 
THIRD FREQUENCY COMPONENT 
1 1 1 1 + 
0 
+ 
+ AIR PRESSURE - 720 mm Hg 0 














1  . . .  .  1 
' 
1 
0 400 800 1200 1600 2000 
RMS ACCELERATION - IN/S/S 
Fig. B-25. Force vs acceleration amplitude, mode 1, 
Model-Tech, third frequency component 
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Fig. B-26. Force vs air pressure,' mode 1, Model-Tech, first 
frequency component 
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Fig. B-27. Force vs air pressure, mode 1, Model-Tech, second 
frequency component 
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Fig. B-28. Loss factor vs air pressure, mode 1, Model-Tech, 
first three frequency components 
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Fig. B-29. Loss factor vs acceleration amplitude, mode 2, 
Model-Tech, first three frequency components 
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Fig. B-30. Force vs acceleration amplitude, mode 2, 
Model-Tech, first frequency component 
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Fig. B-31. Force vs acceleration amplitude, mode 2, 
Model-Tech, second frequency component 
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Fig. B-32. Force vs acceleration amplitude, mode 2 ,  
Model-Tech, third frequency component 
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Fig. B-33. Loss factor vs air pressure, mode 2 ,  Model-Tech, 
first frequency component 
MODE 2 MODEL-TECH - AIR PRESSURE EFFECT 
SECOND FREQUENCY COMPONENT 














ACCELERATION - 880 IN/S/S 





.... i. _ . 1- ...- .1. — .1 1 1 1 
0 100 200 300 400 500 600 700 BOO 
AIR PRESSURE - mm Hg 
Fig. B-34. Force vs air pressure, mode 2 ,  Model-Tech, second 
frequency component 
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Fig. B-35. Loss factor vs air pressure, mode 2, Model-Tech, 
first three frequency components 
MODE 3 MODEL-TECH - AMPLITUDE EFFECT 
FIRST THREE FREQUENCY COMPONENTS 
+  4 0 0 Q ^ # 4 0 +  9  q .  4 3  
+ AIR PRESSURE - 735 mm Hg 
0 AIR PRESSURE - 71 mm Hg 
_L -L. 
500 1000 1500 
RMS ACCELERATION - IN/S/S 
2000 2500 
Pig. B-36. Loss factor vs acceleration amplitude, mode 3, 
Mode].- Tech, first three frequency components 
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Fig. B-37. Force vs acceleration amplitude, mode 3, 
Model-Tech, first frequency component 
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Fig. B-38. Force vs acceleration amplitude, mode 3, 
Model-Tech, second frequency component 
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Fig. B-39. Force vs acceleration amplitude, mode 3, 
Model-Tech, third frequency component 
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Fig. B-40. Loss: factor vs air pressure, mode 3, Model-Tech, 
first frequency component 
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Fig. B--41. Loss factor vs air pressure, mode 3, Model-Tech, 
first three frequency components 
