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Abstract—Deep Neural Networks (DNNs) have emerged as a
core tool for machine learning. The computations performed
during DNN training and inference are dominated by operations
on the weight matrices describing the DNN. As DNNs incorporate
more stages and more nodes per stage, these weight matrices
may be required to be sparse because of memory limitations.
The GraphBLAS.org math library standard was developed to
provide high performance manipulation of sparse weight matrices
and input/output vectors. For sufficiently sparse matrices, a
sparse matrix library requires significantly less memory than
the corresponding dense matrix implementation. This paper
provides a brief description of the mathematics underlying the
GraphBLAS. In addition, the equations of a typical DNN are
rewritten in a form designed to use the GraphBLAS. An imple-
mentation of the DNN is given using a preliminary GraphBLAS
C library. The performance of the GraphBLAS implementation
is measured relative to a standard dense linear algebra library
implementation. For various sizes of DNN weight matrices, it is
shown that the GraphBLAS sparse implementation outperforms
a BLAS dense implementation as the weight matrix becomes
sparser.
I. INTRODUCTION
Machine learning describes the broad area of analysis and
classification of data to create models for making predictions.
Machine learning has been the foundation of artificial intel-
ligence since its inception [1]–[8]. Early machine learning
applications included speech recognition [3], computer vision
[4], and even board games [5], [9].
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Generalization of Pattern Recognition in a 
Self-Organizing System* 
W. A. CLARKf AND B. G. FARLEYf 
Summary—A self-organizing system reported upon earlier is 
briefly described. Two further experiments to determine its proper-
ties have been carried out. The first demonstrates that self-organiza-
tion still takes place even if the input patterns are subjected to con-
siderable random variation. The second experiment indicates that, 
after organization with the usual fixed patterns, the system classifies 
other input patterns statistically according to a simple preponderance 
criterion. Significance of this result as a generalization in pattern 
recognition is discussed. Some remarks are made on methods of 
simulation of such systems and their relation to computer design. 
D E S C R I P T I O N O F S E L F - O R G A N I Z I N G S Y S T E M 
IN A P R E V I O U S paper 1 the au thors described a sys-t em which organized itself from an initially r andom condit ion to a s t a t e in which discr iminat ion of two 
different i npu t p a t t e r n s 2 was accomplished. T h e be-
hav ior of t he sys tem was s imulated b y means of a 
digi tal compu te r—th e M e m o r y T e s t C o m p u t e r of 
Lincoln Labora to ry . 
Briefly, the self-organizing system was composed of 
two pa r t s . T h e first p a r t received i npu t p a t t e r n s and 
t ransformed t h e m into ou tpu t s , and the second p a r t 
ac ted upon pa rame te r s of t he first so as to modify the 
i n p u t - o u t p u t t ransformat ion according to cer tain fixed 
cri teria. These p a r t s were te rmed the t ransformat ion 
and the modifier, respectively. 
T h e t ransformat ion is a r andomly in terconnected 
ne twork of nonlinear e lements , each e lement having a 
definite threshold for incoming excitat ion, below which 
no act ion occurs, and above which the e lement "fires." 
W h e n an e lement fires, i ts threshold immedia te ly rises 
effectively to infinity (it canno t be fired), and then , after 
a shor t fixed delay, falls exponent ial ly back toward i ts 
quiescent value. Fu r the rmore , a t some shor t t ime after 
firing, an e lement t r ansmi t s exci tat ion to all o ther eler 
m e n t s to which i t is connected. T h e effectiveness of the 
exci ta t ion t h u s t r an smi t t e d to a succeeding e lement is 
de te rmined b y a p rope r ty of the par t icu lar connection 
known as i ts "weight ." In general, there will be several 
incoming connect ions a t a n y element , each hav ing i ts 
individual weight as shown in Fig. 1. A t t he ins tan t of 
t ransmission (which is the t ime of impulse arr ival a t the 
succeeding e lement) , the appropr ia te weight is added to 
a n y exci ta t ion a l ready present a t the succeeding cell. 
* The research reported in this document was supported jointly 
by the Army, the Navy, and the Air Force under contract with the 
Massachusetts Institute of Technology. 
f Lincoln Laboratory, Massachusetts Institute of Technology, 
Lexington, Mass. 1 B. G. Farley and W. A. Clark, "Simulation of self-organizing 
systems by digital computer," Trans. IRE, vol. PGIT-4, pp. 76-84; 
September, 1954. 2 In this paper, the word "pattern" is synonymous with "con-
figuration." 
Thereaf t r the excitat io  d cays exponent ia l ly to zero. 
If a t a n y t ime this exci tat ion exceeds t he threshold of 
the succeeding element, the e lement performs its firing 
cycle and t r ansmi t s i ts own exci tat ions . 
Fig. 1—Typical network elements i and j showing 
connection weights w. 
A ne twork such as the one described is suggestive of 
ne tworks of the nerve cells, or neurons , of physiology, 
b u t since t h e detai ls of neuron in terac t ion are a s ye t un-
certain, i t canno t even be said t h a t the ne tworks are 
identical wi thou t some simplifications which are present . 
In the work ment ioned, the ne twork was ac t iva ted 
and a n o u t p u t obta ined in the following way . T h e net 
was divided arb i t rar i ly into two groups, designated as 
i npu t and o u t p u t groups. T h e o u t p u t g roup was further 
subdivided in two, and an o u t p u t was defined a t a n y 
i n s t an t b y the difference in the n u m b e r of e lements fired 
in t he two subgroups dur ing the ins tan t . Th i s a r range-
m e n t migh t be te rmed a push-pull o u t p u t . 
T h e i npu t g roup was also subdivided in to two sub-
groups, and two fixed inpu t p a t t e r n s were provided, 
usual ly designated as px and p2. I n p u t pi consisted in 
add ing a large excitat ion into all the i npu t e lements of 
one subgroup s imul taneously and repet i t ively a t a con-
s t a n t period, b u t doing nothing to t he o the r subgroup. 
I n p u t p2 was jus t the reverse. In th is w a y o u t p u t ac-
t iv i ty character is t ic of the inpu t p a t t e r n was obta ined. 
I t was now desired to provide a modifier ac t ing upon 
pa rame te r s of the ne t so as to gradual ly reorganize it to 
ob ta in o u t p u t ac t iv i ty of a previously specified charac-
terist ic, namely , t h a t pa t t e rn s pi and pi would a lways 
dr ive the o u t p u t in previously specified direct ions. In 
our exper iments , pi was made to dr ive t he o u t p u t in a 
negat ive direction, t h a t is to say, pi causes more firing 
to t a k e place on the average in t he first o u t p u t subgroup 
t h a n in the second. In the case of p%, t he s i tuat ion was 
exact ly reversed. 
T h i s desired organizat ion of the net was accomplished 
b y means of va ry ing the weights ment ioned above in the 
following way . Examina t ion is m a d e of the change in 
o u t p u t a t every ins tan t . If a change in a favorable direc-
t ion occurs (e.g. negat ive change in case pi is t he inpu t 
Fig. 1. Typical network elem nts i and j showing connection weights w
(reproduced from [2])
Using biological neuron inspired networks to implement
machine learning was the topic of the first paper presented at
This material is based in part upon work supported by the NSF under
grant number DMS-1312831. Any opinions, findings, and conclusions or
recommendations expressed in this material are those of the authors and do
not necessarily reflect the views of the National Science Foundation.
the first machine learning conference in 1955 [1], [2] (see Fig-
ure 1). At this time, it was recognized that direct computational
training of neural networks was computationally unfeasible
[7]. The subsequent many-fold improvement in neural network
computation and theory has made it possible to train neural
networks that are capable of better-than-human performance
in a variety of important artificial intelligence problems [10]–
[13]. Specifically, the availability of large corpora of validated
data sets [14]–[16] and the increases in computation spurred
by games [17]–[20], have allowed the effective training of
large deep neural networks (DNNs) with 100,000s of input
features, N , and hundreds of layers, L, that are capable of
choosing from among 100,000s categories, M (see Figure 2).
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Fig. 2. Four layer (L = 4) deep neural network architecture for categorizing
images. The input features y0 of an image are passed through a series of
network layers Wk=0,1,2,3, with bias terms bk=0,1,2,3, that produce scores
for categories yL=4. (Figure adapted from [21])
The impressive performance of large DNNs encourages
the training and testing of even larger networks. However,
increasing N , L, M each by a factor 10 results in a 1000
fold increase in the memory required for a DNN. Because
of these memory constraints, trade-offs are currently being
made in terms of precision and accuracy to save storage
and computation [22], [23]. Thus, there is significant interest
in exploring the effectiveness of sparse DNN representations
where many of the weight values are zero. As a comparison,
the human brain has approximately 86 billion neurons and
150 trillion synapses [24]. Its graph representation would
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have approximately 2,000 edges per node, or a sparsity of
2× 103/86× 109 = 0.000002%.
If a large fraction of the DNN weights can be set to zero,
storage and computation costs can be reduced proportionately.
[25], [26]. The interest in sparse DNNs is not limited to
their computational advantages. There has also been extensive
theoretical work exploring the potential neuromorphic and
algorithmic benefits of sparsity [27]–[30]. Experts in DNN
believe that sparsification of weight matrices will lead to better
results.
As reported in the literature [31], sparsification of the weight
matrices is achieved by first training the neural network with
a full matrix, then removing those weights that are small,
and finally retraining the pruned network. The resulting sparse
weight matrix can be used during inference computation with
the neural network. Therefore, sparse matrix solutions can be
used both during the final stages of training as well as during
inference.
Computation over sparse data structures has been a mainstay
of the graph analysis community for many years. Graphs are
among the most important abstract data structures in computer
science, and the algorithms that operate on them are critical to
applications in bioinformatics, computer networks, and social
media [32]–[36]. Graphs have been shown to be powerful tools
for modeling complex problems because of their simplicity
and generality [37], [38]. For this reason, the field of graph
algorithms has become one of the pillars of theoretical com-
puter science, performing research in such diverse areas as
combinatorial optimization, complexity theory, and topology.
Graph algorithms have been adapted and implemented by the
military, commercial industry, and researchers in academia,
and have become essential in controlling the power grid,
telephone systems, and, of course, computer networks.
The connection between graphs and DNNs lies in the
standard matrix representation of graphs. The duality between
the canonical representation of graphs as abstract collections
of vertices and edges and a matrix representation has been
a part of graph theory since its inception [39], [40]. Matrix
algebra has been recognized as a useful tool in graph theory
for nearly as long (see [41] and references therein, in particular
[42]–[48]). Likewise, graph-based approaches have also been
very useful in matrix calculations [49]–[51]. The modern
description of the duality between graph algorithms and matrix
mathematics (or sparse linear algebra) has been extensively
covered in the literature and is summarized in the cited text
[52]. This text has further spawned the development of the
GraphBLAS math library standard (GraphBLAS.org) [53] that
has been developed in a series of proceedings [54]–[61] and
implementations [62]–[68].
In theory, the GraphBLAS may represent an ideal interface
for enabling massive DNNs on both conventional and custom
hardware [69]–[71]. Almost all computations during DNN
inferencing, and a significant fraction during training, are
encompassed in forward propagation of inferred features at
each stage of the network. Intra-stage forward propagation
consists of multiplication of a weight matrix with a batch of
input/output vectors, basically a multiplication of two matrices,
followed by an element wise application of a non-linear
function to the resulting matrix. In this paper we show that
for sparse weight matrices these computations are performed
much more efficiently by GraphBLAS implementations than
by BLAS implementations.
The rest of this paper explores this proposition as follows.
First, a brief description of the mathematics underlying the
GraphBLAS is provided. Second, the mathematics of a com-
mon DNN are presented in a form designed to utilize the
GraphBLAS. Third, an implementation of the DNN is given
using a preliminary GraphBLAS C library. Fourth, the perfor-
mance of the GraphBLAS implementation is measured relative
to standard linear algebra library implementation. Finally, this
paper concludes with a summary and recommendations on
future work.
II. GRAPHBLAS MATHEMATICS
This section summarizes the GraphBLAS matrix mathemat-
ics relevant to the GraphBLAS DNN implementation. For a
more complete description of the mathematics in the Graph-
BLAS see [52], [72], [73]. The foundational mathematical
construct of matrix-based graph analysis is the adjacency
matrix. From this construct, a more general definition of
a matrix can be constructed. How such a matrix can be
manipulated depends on the types of values in the matrix
and the operations allowed on those values. Furthermore, the
mathematical properties of the matrix values determine the
mathematical properties of the whole matrix. Perhaps the most
important aspect of the GraphBLAS mathematics is that it
allows graph operations to be treated as Linear Systems. By
exploiting the properties of linear systems, a GraphBLAS
library can optimally order and even eliminate steps in a
computation.
A. Adjacency Matrix
Given an adjacency matrix A, if
A(i, j) = 1
then there exists an edge going from vertex i to vertex j (see
Figure 3). Likewise, if
A(i, j) = 0
then there is no edge from i to j. Adjacency matrices can have
direction, which means that A(i, j) may not be the same as
A(j, i). Adjacency matrices can also have edge weights. If
A(i, j) = a 6= 0
then the edge going from i to j is said to have weight a.
Adjacency matrices provide a simple way to represent the
connections between vertices in a graph. Adjacency matrices
are often square, and both the out-vertices (rows) and the in-
vertices (columns) are the same set of vertices. Adjacency
matrices can be rectangular, in which case the out-vertices
(rows) and the in-vertices (columns) are different sets of
vertices. Such graphs are often called bipartite graphs. In
2
summary, adjacency matrices can represent a wide range of
graphs, which include any graph with any set of the following
properties: directed, weighted, and/or bipartite.
A	
1!
3!
2!
4!
5!
6!
7!
4! 5! 6! 7!3!2!1!
6!
4!
3!
2!1!
5!7!
ou
t-v
er
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x!
in-vertex!
Fig. 3. (left) Seven-vertex graph with 12 edges. Each vertex is labeled with
an integer. (right) 7× 7 adjacency matrix A representation of the graph. A
has 12 nonzero entries corresponding to the edges in the graph.
B. Matrix Values
A typical matrix has m rows and n columns of real numbers.
Such a matrix can be denoted as
A : Rm×n
The row and and column indexes of the matrix A are
i ∈ I = {1, . . . ,m}
and
j ∈ J = {1, . . . , n}
so that any particular value A can be denoted as A(i, j). The
row and column indices of matrices are natural numbers I, J :
N. A matrix of integers is denoted A : Zm×n, and a matrix
of natural numbers is denoted A : Nm×n. Using the above
concepts, a matrix is defined as the following two-dimensional
(2D) mapping
A : I × J → S
where the indices I, J : Z are finite sets of integers with m
and n elements, respectively, and
S ∈ {R,Z,N, . . .}
is a set of scalars. Without loss of generality, matrices can be
denoted
A : Sm×n
A vector is a matrix in which either m = 1 or n = 1. A
column vector is denoted v : Sm×1 or simply v : Sm. A row
vector can be denoted v : S1×n or simply v : Sn. A scalar is
a single element of a set s ∈ S and has no matrix dimensions.
C. Scalar Operations
Matrix operations are built on top of scalar operations that
can be used for combining and scaling graph edge weights.
The primary scalar operations are standard arithmetic addition,
such as
1 + 1 = 2
and arithmetic multiplication, such as
2× 2 = 4
These scalar operations of addition and multiplication can
be defined to be a wide variety of functions. To prevent
confusion with standard arithmetic addition and arithmetic
multiplication, ⊕ will be used to denote scalar addition and ⊗
will be used to denote scalar multiplication. In this notation,
standard arithmetic addition and arithmetic multiplication of
real numbers
a, b, c ∈ R
where
⊕ ≡ + and ⊗ ≡ ×
results in
c = a⊕ b ⇒ c = a+ b
and
c = a⊗ b ⇒ c = a× b
Generalizing ⊕ and ⊗ to a variety of operations enables a
wide range of algorithms on scalars of all different types (not
just real or complex numbers).
Certain ⊕ and ⊗ combinations over certain sets of scalars
are particularly useful, and referred to as semirings, because
they preserve essential mathematical properties, such as addi-
tive commutativity
a⊕ b = b⊕ a
additive associativity
(a⊕ b)⊕ c = a⊕ (b⊕ c)
multiplicative associativity
(a⊗ b)⊗ c = a⊗ (b⊗ c)
and the distributivity of multiplication over addition
a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c)
The properties of commutativity, associativity, and dis-
tributivity are extremely useful properties for building graph
applications because they allow the builder to swap operations
without changing the result. Example combinations of ⊕ and
⊗ that preserve scalar commutativity, associativity, and dis-
tributivity include (but are not limited to) standard arithmetic
⊕ ≡ + ⊗ ≡ × a, b, c ∈ R
max-plus algebras
⊕ ≡ max ⊗ ≡ + a, b, c ∈ {−∞∪ R}
max-min algebras
⊕ ≡ max ⊗ ≡ min a, b, c ∈ {-∞∪ R≤0}
finite (Galois) fields such as GF(2)
⊕ ≡ xor ⊗ ≡ and a, b, c ∈ {0, 1}
and power set algebras
⊕ ≡ ∪ ⊗ ≡ ∩ a, b, c ⊂ P(Z)
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D. Matrix Properties
Associativity, distributivity, and commutativity are very
powerful properties that enable the construction of composable
graph algorithms (i.e., operations can be reordered with the
knowledge that the answers will remain unchanged). Compos-
ability makes it easy to build a wide range of graph algorithms
with just a few functions. Given matrices
A,B,C ∈ Sm×n
let their elements be specified by
a = A(i, j) b = B(i, j) c = C(i, j)
Commutativity, associativity, and distributivity of scalar oper-
ations translates into similar properties on matrix operations
in the following manner.
Element-wise additive commutativity of matrices
a⊕ b = b⊕ a ⇒ A⊕B = B⊕A
where matrix element-wise addition is given by
C(i, j) = A(i, j)⊕B(i, j)
Element-wise multiplicative commutativity of matrices
a⊗ b = b⊗ a ⇒ A⊗B = B⊗A
where matrix element-wise (Hadamard) multiplication is given
by
C(i, j) = A(i, j)⊗B(i, j)
Element-wise additive associativity of matrices
(a⊕ b)⊕ c = a⊕ (b⊕ c)
⇒ (A⊕B)⊕C = A⊕ (B⊕C)
Element-wise multiplicative associativity of matrices
(a⊗ b)⊗ c = a⊗ (b⊗ c)
⇒ (A⊗B)⊗C = A⊗ (B⊗C)
Element-wise distributivity of matrices
a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c)
⇒ A⊗ (B⊕C) = (A⊗B)⊕ (A⊗C)
Matrix multiply distributivity
a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c)
⇒ A(B⊕C) = (AB)⊕ (AC)
where matrix multiply
C = A⊕.⊗B = AB
is given by
C(i, j) =
l⊕
k=1
A(i, k)⊗B(k, j)
for matrices with dimensions
A : Sm×l B : Sl×m C : Sm×n
Matrix multiply associativity of matrices
a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c)
⇒ (AB)C = A(BC)
E. 0-Element: No Graph Edge
Sparse matrices play an important role in graphs. Many im-
plementations of sparse matrices reduce storage by not storing
the 0-valued elements in the matrix. In adjacency matrices,
the 0 element is equivalent to no edge from the vertex that is
represented by the row to the vertex that is represented by the
column. In incidence matrices, the 0 element is equivalent to
the edge represented by the row not including the vertex that
is represented by the column. In most cases, the 0 element is
standard arithmetic 0, but in other cases it can be a different
value. Nonstandard 0 values can be helpful when combined
with different ⊕ and ⊗ operations. For example, in different
contexts 0 might be +∞, -∞, or ∅ (empty set). For any value
of 0, if the 0 element has certain properties with respect to
scalar ⊕ and ⊗, then the sparsity of matrix operations can be
managed efficiently. These properties are the additive identity
a⊕ 0 = a
and the multiplicative annihilator
a⊗ 0 = 0
Example combinations of ⊕ and ⊗ that exhibit the additive
identity and multiplicative annihilator include standard arith-
metic (+.×) on real numbers R, max-plus algebra (max.+) on
real numbers with a defined minimal element {-∞∪R}, and
min-max algebra (min.max) using non-negative real numbers
with a maximal element {R≥0∪∞}. The above examples are
a small selection of the operators and sets that are useful for
building graph algorithms. Many more are possible. The ability
to change the scalar values and operators while preserving the
overall behavior of the graph operations is one of the principal
benefits of using matrices for graph algorithms.
III. DEEP NEURAL NETWORK MATHEMATICS
The primary mathematical operation performed by a DNN
network is the inference, or forward propagation, step. Infer-
ence is executed repeatedly during training to determine both
the weight matrices Wk and the bias vectors bk of the DNN.
The inference computation shown in Figure 2 is given by
yk+1 = h(Wkyk + bk)
where h() is a non-linear function applied to each element of
the vector. A commonly used function is the rectified linear
unit (ReLU) given by
h(y) = max(y, 0)
which sets values less that 0 to 0 and leaves other values
unchanged. When training a DNN, it is common to compute
multiple yk vectors at once in a batch that can be denoted as
the matrix Yk. In matrix form, the inference step becomes
Yk+1 = h(WkYk +Bk)
where Bk is a replication of bk along columns.
If h() were a linear function, then the above equation could
be solved exactly and the computation could be greatly simpli-
fied. However, current evidence suggests that the non-linearity
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of h() is required for a DNN to be effective. Interestingly, the
inference computation can be rewritten as a linear function
over two different semirings
yk+1 =Wkyk ⊗ bk ⊕ 0
or in matrix form
Yk+1 =WkYk ⊗Bk ⊕ 0
where the ⊕ = max and ⊗ = +. Thus, Wkyk and WkYk
are computed over the standard arithmetic +.× semiring
S1 = (R,+,×, 0, 1)
while the ⊕ and ⊗ operation are performed over the max.+
semiring
S2 = ({-∞∪ R},max,+, -∞, 0)
Thus, the ReLU DNN can be written as a linear system that
oscillates over two semirings S1 and S2. S1 is the most widely
used of semirings and performs standard correlation between
vectors. S2 is also a commonly used semiring for selecting
optimal paths in graphs. Thus, the inference step of a ReLU
DNN can be viewed as combining correlations of inputs and
to choose optimal paths through the neural network. Finally,
and perhaps most importantly, the GraphBLAS is designed to
support the above semiring calculations over sparse matrices.
IV. DEEP NEURAL NETWORK IMPLEMENTATION
The GraphBLAS C implementation of the above deep neural
networks is extremely concise, as shown in Figure 4. Function
dnn (line 4) computes a forward propagation step in a ReLU
DNN with L layers. We assume that all layers have the
same number of neurons, m, which is not a big loss of
generality when the matrices can be sparse. The forward step
is computed for a minibatch of size n. W is an array of m×m
weight matrices, where W[k] is the weight matrix for layer k.
Correspondingly, B is an array of m×n-element bias vectors,
where B[k] is the bias for layer k. Finally, Y is an array of
m×n matrices, where Y[k] is the output from layer k−1 and
the input for layer k. (Y[0] is the input and Y[L] the output
for the entire network.)
Lines 12–15 and 17–20 define the two semirings that we
use: the arithmetic semiring (FP32AddMul) and the max-
plus semiring (FP32MaxPlus). (In GraphBLAS, semirings
are built from monoids and binary operators.)
Lines 22–23 extract the parameters m and n from matrix
Y[0], which are the same for all layers. Lines 24–26 create an
m×n matrix of zeros that will be used in the computation of
the ReLU function. Lines 35–37 free the GraphBLAS objects
created inside this function.
The main computation loop is in lines 28–33. Each iteration
computes the forward step in one layer k of the network. The
matrix-multiply in line 30 computes the product of the weight
matrix W[k] by the input matrix Y[k]. That result is added
to the bias matrix B[k] in line 31. (+ is the multiplicative
operation of semiring FPR32MaxPlus.) Finally, line 32 per-
forms the ReLU operation by selecting the maximum between
the previous result and the zero matrix. (max is the additive
operation of semiring FP32MaxPlus.)
V. EXPERIMENTAL EVALUATION
In this section we compare the performance of Graph-
BLAS implementation of the forward propagation calcula-
tions in ReLU DNN with the OpenBLAS implementation.
As expected, when the weight matrix is dense, OpenBLAS
outperforms the GraphBLAS implementation. The converse is
true for sparse weight matrices.
A. Experimental Platform and Middleware
All our experiments are performed on a IBM Power S824L
server configured with 24 POWER8 cores running at 3.325
GHz. Each core is capable of running from 1 (single-thread or
ST) to 8 (SMT8) simultaneous threads of execution. The server
is configured with 512 GiB of memory, accessible through a
total of 16 memory channels. Total bandwidth from processing
cores to memory is over 400 GB/s, with two-thirds of that for
reading from memory and one-third for writing to memory.
The operating system installed is Ubuntu 16.04 distribution
of Linux for PowerPC Little Endian. All code as compiled
with Gnu 5.4 compilers (gcc/g++). The GraphBLAS API
was implemented as a compatibility layer on top of IBM’s
Graph Processing Interface (GPI) library [74]. When parallel
processing was used in GraphBLAS, it was accomplished
transparently through GPI, which in turns relies on OpenMP
for multithreaded processing. GPI transparently uses various
storage formats and strategies for dividing the work among
multiple threads. In our specific case, the weight matrices were
represented in compressed sparse row (CSR) format and they
were distributed by rows. For dense linear algebra, we use
OpenBLAS version 0.2.18.
B. Experimental Matrices
All weight matrices W are m × m square matrices of
single-precision (32-bit) floating-point numbers. All layer-
input/output matrices Y are tall and skinny m × 64 matrices
that represent a mini-batch of size 64.
We vary the size (m) as well as the sparsity of the matrices.
For convenience of presentation, we define the inverse sparsity
of a matrix as the total number of elements in the matrix
divided by the number of nonzero elements. In other words,
the larger the inverse sparsity of a matrix, the more sparse
it is (the larger the fraction of zeros). When performing the
dense linear algebra version of the computation, zeros are
represented explicitly. When using GraphBLAS, sparse matrix
representations are used and only the nonzeros are stored.
For the weight matrices W we vary the inverse sparsity
all the way from 1 (dense matrix) to 262144 (only 0.0004%
of elements are nonzero). Although it would be possible to
treat the input/output matrices as sparse, in our work we only
consider dense Y matrices.
Initially, dense weight matrices are generating by populating
each entry with a random number chosen from a U [−1, 3)
distribution. Sparse weight matrices are generated from these
5
1 # i n c l u d e <math . h>
2 # i n c l u d e <GraphBLAS . h>
3
4 GrB Info dnn ( GrB Matrix ∗Y, GrB Matrix ∗W, GrB Matrix ∗B , GrB Index L )
5 /∗
6 ∗ L − Number o f l a y e r s
7 ∗ W[ 0 : L−1] − Array o f m x m w e i g h t m a t r i c e s
8 ∗ B [ 0 : L−1] − Array o f m x n b i a s m a t r i c e s
9 ∗ Y [ 0 : L ] − Array o f m x n l a y e r−i n p u t / o u t p u t m a t r i c e s
10 ∗ /
11 {
12 GrB Monoid FP32Add ; / / Monoid <f l o a t ,+ ,0.0>
13 GrB Monoid new(&FP32Add , GrB FP32 , GrB PLUS FP32 , 0 . 0 f ) ;
14 GrB Semiring FP32AddMul ; / / S e m i r i n g <f l o a t ,+ ,∗ ,0 .0>
15 GrB Semiring new(&FP32AddMul , FP32Add , GrB TIMES FP32 ) ;
16
17 GrB Monoid FP32Max ; / / Monoid <f l o a t , max,− i n f>
18 GrB Monoid new(&FP32Max , GrB FP32 , GrB MAX FP32,−INFINITY ) ;
19 GrB Semiring FP32MaxPlus ; / / S e m i r i n g <f l o a t , max,+,− i n f>
20 GrB Semiring new(&FP32MaxPlus , FP32Max , GrB PLUS FP32 ) ;
21
22 GrB Index m, n ;
23 GrB Matr ix nrows (&m,Y [ 0 ] ) ; GrB Mat r ix nco l s (&n ,Y [ 0 ] ) ;
24 GrB Matrix Zero ; / / Zero = 0 . 0
25 GrB Matrix new(&Zero , GrB FP32 ,m, n ) ;
26 GrB ass ign ( Zero , GrB NULL , GrB NULL , 0 . 0 , GrB ALL ,m, GrB ALL , n , GrB NULL ) ;
27
28 f o r ( i n t k =0; k<L ; k ++)
29 {
30 GrB mxm(Y[ k + 1] ,GrB NULL , GrB NULL , FP32AddMul ,W[ k ] ,Y[ k ] , GrB NULL ) ; / / Y [ k +1] = W[ k ]∗Y [ k ]
31 GrB eWiseMult (Y[ k +1 ] ,GrB NULL , GrB NULL , FP32MaxPlus ,Y[ k +1 ] ,B[ k ] , GrB NULL ) ; / / Y [ k +1] = W[ k ]∗Y [ k ] + B[ k ]
32 GrB eWiseAdd (Y[ k + 1] ,GrB NULL , GrB NULL , FP32MaxPlus ,Y[ k +1 ] , Zero , GrB NULL ) ; / / Y [ k +1] = max (W[ k ]∗Y [ k ] + B[ k ] , 0 )
33 }
34
35 GrB free (& Zero ) ;
36 GrB free (&FP32Add ) ; GrB free (&FP32Max ) ;
37 GrB free (&FP32AddMul ) ; GrB free (&FP32MaxPlus ) ;
38
39 re turn GrB SUCCESS ;
40 }
Fig. 4. GraphBLAS implementation of ReLU DNN using the C API.
dense matrices by selecting the location of nonzero entries
using independent Bernoulli distributions and taking the cor-
responding entry value (generated from the U [−1, 3) distri-
bution). Layer input matrices are generated using a U [0, 1)
distribution for the entry values.
C. Performance Measurements
Figure 5 shows the single-threaded results for both Graph-
BLAS and dense linear algebra implementations of the ReLU
DNN. We plot results for four different values of the matrix
size parameter n (512, 2048, 8192 and 32768). For each matrix
size, we show results for the two implementation versions
(GrB - GraphBLAS, BLAS - dense linear algebra). The x-
axis is the inverse sparsity of W and the y-axis is the average
execution time of the main loop iteration in Figure 4. Both
axes use a logarithmic scale.
As expected, and consistent through the various matrix
sizes, the execution time of the dense linear algebra version is
independent of the sparsity of W. The GraphBLAS execution
time goes down with the inverse sparsity of W. For the
measured problem sizes, GraphBLAS is ∼ 3 times slower
than BLAS for dense matrices. The performance advantage of
BLAS starts to go down as we increase the inverse sparsity,
until the two performances approximately match for inverse
sparsity somewhat less than 4. For larger values of the inverse
sparsity, GraphBLAS shows better performance.
When matrix W becomes very sparse (inverse sparsity
 n), the execution time of GraphBLAS levels off, as it
becomes dominated by the fixed cost of processing matrices in
GraphBLAS. That is why the advantage of GraphBLAS over
BLAS is higher for large, very sparse matrices For n = 32768
and inverse sparsity = 4096, GraphBLAS is∼ 250 times faster
than the dense linear algebra implementation, or a 1000-fold
change in relative performances from the dense case.
Equally (or maybe more) important, is the advantage in
memory consumption. A 32768×32768 matrix for dense linear
algebra has approximately 1 billion elements and consumes
4 GiB of storage (for single-precision data). The sparse matrix
in GraphBLAS has storage that is essentially proportional to
the number of nonzeros. That means that, depending on the
inverse sparsity, GraphBLAS can accommodate problem sizes
that are well beyond the means of current machines with the
dense linear algebra approach.
Figure 6 shows the speedup, as a function of inverse sparsity
and for different sizes of the weight matrix, from multi-
threaded execution with both 4 and 16 threads, for the BLAS
and GraphBLAS implementations of the DNN code. The 4-
thread measurements for GraphBLAS were taken with the four
threads bound to four different cores on the same socket.
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Fig. 5. Single-threaded (ST) results for GraphBLAS (GrB) and dense linear algebra (BLAS) implementations of the ReLU DNN. Results for GraphBLAS
are in blue, whereas results for BLAS are in red. Each problem size uses a different marker. (Compare blue and red curves with the same marker.)
The 16-thread measurements for GraphBLAS were taken by
assigning four threads to each of the four sockets, and binding
the four threads assigned to a socket to four different cores.
OpenBLAS does its own thread management.
As expected, the speedup behavior for BLAS varies little
with the sparsity, and whatever variation we have is more
likely due to measurement noise than anything intrinsic to
the parallel execution. In general, speedup is better for larger
matrices, since they better amortize any fixed overhead of
parallelization.
The same behavior with respect to matrix size can be
observed for the GraphBLAS implementation. The speedup
for GraphBLAS, both with 4 and 16 threads, is very good
for dense matrices, but shows a noticeable drop for all matrix
sizes as the inverse sparsity increases. This is expected, since
the total work that has to be executed in parallel goes down
significantly as the inverse sparsity grows.
D. Analysis of GraphBLAS Execution Times
The similarity in the shape of the curves for GraphBLAS
performance in Figure 5 suggests that some common pa-
rameters or scaling laws define the shape of these curves.
In Figure 7 we plot three such parameters and discuss
their interpretation and significance. These are: 1) Ratio of
BLAS/GraphBLAS execution times, 2) Slope of GraphBLAS
execution time, and 3) Saturation value of the execution time.
We also plot the scaling of BLAS performance normalized
to matrix size. Since only relative performance is relevant to
reasoning about scaling, all measures are also scaled to their
value for 4096× 4096 weight matrix.
The time taken by BLAS for dense weight matrices of
various sizes, normalized by the number of elements in the
matrix is shown with legend BLAS. As mentioned in the
preceding paragraph, it is further normalized by the time
taken for a 4096 × 4096 matrix. As expected, the execution
time normalized to number of elements in the matrix is
almost invariant. We believe that for matrices larger than
4096×4096, normalized execution time increases because data
is occasionally accessed from lower levels of cache hierarchy.
For matrices smaller than 4096× 4096, normalized execution
time is slightly higher because general overheads become non-
negligible compared to the compute cycles devoted to the
kernel calculations.
The curve with legend GraphBLAS/BLAS ratio is the
ratio of run time for GraphBLAS implementation for n × n
dense weight matrix scaled by the BLAS run time for the
same weight matrix. This is an estimate of per element
processing cost for BLAS and GraphBLAS implementations.
For 4096 × 4096 matrix it is 3.2 and is relatively invariant
across weight matrix sizes. In Figure 5 it is the distance
between the y-axis intercept of the GraphBLAS and BLAS
performance curves for a given matrix size. One can readily
observe that this ratio is inversely correlated to scaled BLAS
performance.
The curve with legend Slope GraphBLAS is an estimate
of the derivative of GraphBLAS execution time with respect
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Fig. 6. Multithreaded results for GraphBLAS (GrB) and dense linear algebra (BLAS) implementations of the ReLU DNN. Each plot is for one implementation
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different problem sizes (256,1024,4096,16384).
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Fig. 7. The various parameters of execution time curves of Figure 5,
normalized to their value at 4096*4096 matrix, plotted as a function of weight
matrix size.
to sparsity, evaluated at sparsity value of 1. It is computed as
(TS=1 − TS=1/4)/0.75 × n2, ratio of the difference between
the execution times and the number of non-zero elements in
the weight matrix for the two sparsity values. In this equation
S is the sparsity value. That is, the ratio of the number of non-
zero entries to the total number of entries. This too is invariant
across matrix sizes establishing that GraphBLAS performance
for relative dense matrices is invariant to matrix size. This
slope is the per element computing cost when the matrix
has many non-zero elements per row. The values shown are
normalized to the slope for 4096× 4096 weight matrix.
The curve with the legend Saturation value shows the
execution time of GraphBLAS for weight matrices of sparsity
2−18, normalize by the size (number of rows, which equals the
number of columns) of the matrix. For the 512× 512 matrix
this sparsity amounts to one element in the whole matrix.
For the 32768 × 32768 matrix, it amounts to one element
in every eight rows. This measure approximates the overhead
of processing an almost empty matrix in GraphBLAS, and
establishes it is proportional to the number of rows/columns
of the matrix. The slightly higher values for larger matrix
sizes are probably due to the large matrices having a larger
8
fraction of non-empty rows. Once again, the values shown are
normalized to the saturation value for a 4096 × 4096 weight
matrix.
VI. CONCLUSIONS
Matrix operations involving weight matrices of DNNs rep-
resent the bulk of computation in the training and inferencing
of DNNs. As the number of stages in the DNN and the number
of nodes in each stage increase to handle more complex
classification tasks, the weight matrices will become sparse.
In this paper we have shown that the key DNN computations
can be represented in GraphBLAS, a library interface defined
for sparse matrix algebra. Furthermore, we have shown that the
key step of forward propagation, with ReLU as the nonlinear-
ity, can be performed much more efficiently with GraphBLAS
implementation as compared to BLAS implementation when
the weight matrices are sparse.
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