In this paper we discuss the calibration issues of regime switching models built on mean-reverting and local volatility processes combined with two Markov regime switching processes. In fact, the volatility structure of this model depends on a first exogenous Markov chain whereas the drift structure depends on a conditional Markov chain with respect to the first one. The structure is also assumed to be Markovian and both structure and regime are unobserved. Regarding this construction, we extend the classical ExpectationMaximization (EM) algorithm to be applied to our regime switching model. We apply it to economic datas (Euro-Dollars foreign exchange rate and Brent oil price) to show that this modelling well identifies both mean reverting and volatility regimes switches. Moreover, it allows us to give economic interpretations of this regime classification such as some financial crisis or some economic policies.
Introduction
The use of Hamilton's Markov switching models to study economic times series data as business cycle, economic growth or unemployment is not new. In his seminal paper [7] , Hamil-ton already noticed that Markov-switching models are able to reproduce the different phase of the business cycles and captures the cyclical behavior of the U.S. GDP growth data. More recently, Bai and Wang in [3] went one step further by allowing changes in variance and showed that their restricted model well identifies both short-run regime switches and long-run structure changes in the U.S. macroeconomic data. Janczura and Weron in [8] showed that Markov regime switching diffusion well fits market data as electricity spot prices and allows us for useful economic interpretations of the regime states. Goutte and Zou in [6] compared the results given by the well fit of different regime switching models against non regime switching diffusion on foreign exchange rates data. They proved that regime switching models with both mean reverting and local volatility structures are the best choice to fit well data. Moreover, this modelling allows them to capture well some significant economic behavior as crisis time period or change in the variance dynamic level.
Basing on the above facts that Markov switching models capture the economic cycles and regime switching, therefore, we would like to extend the model stated by Goutte and Zou in [6] with a conditional Markov chain structure as in Bai and Wang in [3] . Indeed, in [3] , the authors did not take into account that the model could have a mean reverting effect and that the model could have a regime switching local volatility structure. As mentioned before, Goutte and Zou in [6] proved also that continuous time regime switching model fits better economic times series data than non-regime switching model. Hence, in this paper, we will define a mean reverting local volatility regime switching model where the volatility structure will depend on a first Markov chain and the drift structure will have a mean reverting effect which depends on a conditional Markov chain with respect to the first one. We will develop an Expectation-Maximization (EM) algorithm to apply to this class of regime switching model. Indeed, the (EM) algorithm initiated by Hamilton in [7] is a two steps algorithm: firstly an estimation procedure where we evaluate all the probabilities of the regime switching model; secondly a likelihood maximization step to estimate all the parameters of our models. Hence, in this paper, we will follow these two steps to give the procedure in our specific regime switching model case. Finally, since one of the aim of this paper is to establish a model that could capture various key features or trend of an economic times series data, such as a mean level change or a growth of the volatility ... We will use it on some economic time series data: firstly on the Euro/Dollar foreign exchange rate and secondly on the brent crude oil spot price in Euros.
Hence, the paper is structured as follow, in a first section, we will give some notations and introduce our model. Then, in a second part, we will give the (EM) algorithm which is the method to estimate all the parameters of our regime switching model. Then in the last section, we will apply this method to economic times series data. We will also give economic interpretations and thus we will show the ability of this regime switching model to capture various key features such as spikes in data or changes in the volatility level or crisis time periods.
The model
Let T > 0 be a fixed maturity time and denote by (Ω, F := (F t ) [0,T ] , P) an underlying probability space. We will follow, in this paper, the seminal Markov switching model introduced by Hamilton in [7] . Whereas, we will use in the sequel a generalization of this classical regime switching model. Firstly, we will use conditional Markov chain as initiated by Bai and Wang in [3] . Secondly, we will use a more global class of stochastic model using a mean-reverting local volatility regime switching diffusion instead of a basic autoregressive model.
Conditional Markov chain
We begin with the construction of our Markov regime switching model. We will classify the states of the economy into two regimes: an exogenous regime and an endogenous regime. The exogenous regime will characterize the long run structure changes and the endogenous regime will characterize the short run business cycles. The exogenous regime values will be given by a homogenous continuous time Markov chain X 2 on finite state K := {1, 2, . . . , K} and with transition matrix P X 2 given by
Remark 1.1. The quantity p ij represents the intensity of the jump from state i to state j.
The endogenous regime values will be given also by a homogenous continuous time Markov chain X 1 on finite state L := {1, 2, . . . , L} but its transition matrix will depend on the value of the exogenous regime. Hence, the transition matrix of X 1 will be conditional on the value of the Markov chain X 2 . The endogenous economic regime thus follows a conditional Markov chain, where the Markovian property applies only after conditioning on the exogenous state. Hence, the state of the endogenous regime X 1 will be determined conditioning on the state of the exogenous regime X 2 .
To define the transitions matrix of X 1 we firstly construct a time grid partition of the time interval [0, T ]. For this, we partition the time interval such that,
For all s ∈ K, we can now define the probability transition to state i ∈ L to j ∈ L with respect to the value of the Markov chain X 2 of the Markov chain X 1 as
Hence we get K possible transition matrix P X 1 s , s ∈ K given by
We assume in the sequel that
Point 2. of Assumption (1.1) means that the value at time t k , k ∈ {1, . . . , N }, of the Markov chain X 1 depends both on the value of the Markov chain X 1 at time t k−1 and of the Markov chain X 2 at time t k−1 .
Remark 1.2.
In the particular case where K ≡ L := {1, 2} and under Assumptions 1.1, this model can be defined by the joint distribution
in the space S := {(1, 1), (1, 2), (2, 1), (2, 2)}. Hence, in this two regimes case, the transition matrix of the Markov chains X 1 and X 2 are given by:
Moreover, we have that
and so the 4 × 4 transition matrix of Z is given by ij , then the Markov chain X 1 is no longer a conditional Markov chain. Indeed, its transition matrix no longer depends on the values of the Markov chain X 2 and so the two Markov chains X 1 and X 2 are now independent. Hence, this regime switching model becomes an independent regime switching model studied, for example, by Goutte and Zou in [6] , applied to foreign exchange rate data.
In an economic point of view, we can interpret the two states case as mentioned in Remark 1.2 as a low/high mean and a low/high variance. Hence, as soon as we know the variance level state we can know if we are in low or high mean level. Hence this model can capture a different level of mean in each level of variance. Indeed, with this modelling, an economic data can be in a high variance regime but with a low mean trend and respectively in a low variance level but with a high mean level. Thus, this conditional regime switching model allows us to differentiate these different possible states.
Regime switching diffusion
In the sequel, we will work on a discretized version of the mean-reverting, heteroskedastic process given by the following stochastic differential equation
Thus, we will work on the following observed data process Y t k , where time (t k ) k∈{0,1,...,N } are defined by the construction (1.2), given by:
..,N } be our data process (i.e. a time series) and let (X 1
..,N } ∈ K be two Markov processes. Then our general model is given by
where ( t k ) k∈{0,...,N } follows a N (0, 1).
Remark 1.4.
-The regime switching model (1.9) is a continuous time regime switching diffusion with drift µ X 1 -The two Markov chains can be seen as economic impact factors. Indeed, assume that our regime switching diffusion Y models the spread of a firm A. Then, an economic interpretation of the regime switching model is that the exogenous Markov chain X 2 could be the credit rating of the firm A given by an exogenous rating company as "Standard and Poors". And the endogenous regime X 1 is then an indicator of the potentially "good health" of the firm A given the value of its credit rating (i.e. the value of the exogenous regime X 2 ).
The regime switching model (1.9) is so a mean reverting model with local volatility. Hence it is a regime switching mean reverting constant of elasticity variance model (CEV) 1 . So our model is constructed to encompass most of the financial models stated in the literature. Indeed, we can obtain a:
-regime switching Cox-Ingersoll-Ross model (CIR) by taking δ = 1 2 .
-regime switching Vasicek model by taking δ = 0.
-regime switching mean reverting Geometric Brownian motion by taking δ = 1.
Regarding the Remark 1.4, we have that, given
Therefore Y n := Y T represents the full history of the data process Y. Assume, now, that we work with the bivariate Markov process Z t = (X 1 t , X 2 t ) defined in Remark 1.2. Hence, it takes its values in the finite space S := K × L. Let denote by Θ the set of all parameters to estimate. In fact there are K(2L + 1) + 6 parameters in Θ.
, then Θ contains 16 parameters to estimate:
Given the data process history information, we have that the probability distribution function (pdf) of Y t k is given by
The estimation procedure
As we said in the introduction, we will use the Expectation-Maximization (EM) algorithm initiated by Hamilton in [7] . Indeed, we will extend this algorithm to cover our regime switching model (1.9). This algorithm starts with an arbitrarily chosen vector of initial parameters Θ (0) . Then, firstly, in the Expectation step (E-step), the probabilities relative on the bivariate Markov chain are calculated. Hence, we evaluate the so-called smoothed and filtered probabilities 2 . Secondly, in the Maximization step (M-step), we evaluate the new maximum likelihood estimates of the parameter vector Θ based on the probabilities evaluated in the (E-step). Finally, we repeat this two steps until the maximum of the likelihood function is reached.
The expectation step (E-step)
Assume that Θ (n) is the parameter vector calculated in the M-step during the previous iteration (n ∈ N). Recall that for k ∈ {0, 1, . . . , N }, Y k := {Y t 0 , Y t 1 , . . . , Y t k } is the information available at time t k . Then the filtered and smoothed probabilities of our model are given by the following procedure based on the standard formulas given by Kim and Nelson (1999) in [10] .
Assume that we are in the iteration n ∈ N of the estimation procedure. Then, we can evaluate:
• The Filtered Probabilities:
Based on the Bayes rule, for k = 1, . . . , N , iterate on equations:
where Zt k means the sum over all the possible states of the bivariate Markov chain Z and
We recall that the model definition (1.9) implies that the probability distribution function
) is given by (1.10).
• The Smoothed Probabilities:
The maximization step (M-step)
In the second step of the EM algorithm, new maximum likelihood (ML) estimates Θ (n+1) , for all parameters of the model, are calculated. Remark 2.6. In a standard maximum likelihood estimation, the log-likelihood function given by
is maximized. Here, each component of this sum has to be weighted with the corresponding smoothed probabilities. Thus, our log-likelihood function becomes
Proposition 2.1. The (ML) estimates for all the parameters of the model defined by (1.9) are given, for δ ∈ R + , i ∈ L and j ∈ K, by the following formulas:
Proof. Let Z t k be in state (i, j) with i ∈ L and j ∈ K then the (i, j)-th regime weighted loglikelihood function is given by
So in order to find the (ML) estimates, the partial derivatives of the previous expression are set to zero. This leads to
Hence set
.
Similarly straightforward calculus applied to solve ∂ log L ∂β(i,j) (n+1) = 0 allow us to obtain the expression of β(i, j) (n+1) . Finally, estimate (σ(j) (n+1) ) 2 is quite different since it depends only on the exogenous Markov chain X 2 . Thus, we get
Hence set again
Moreover, we obtain the expected result using the fact that N k=1 i∈L
Finally, in the last part of the M-step, the transition probabilities appearing in (1.1) and (1.4) need to be estimated. Following formulae in Bai and Wang (2011) [3] , we get for the Markov chain X 2 :
(2.14)
And for the Markov chain X 1 :
, s ∈ K and i, j ∈ L. (2.15) Remark 2.7. In the specific case with K ≡ L := {1, 2} and with the notation of the Remark 1.2, we obtain
Applications to economic datas
We run the estimation procedure in the specific case where each Markov chain admits two regimes, so K ≡ L = {1, 2}. Thus, regarding the Remark 1.2, the bivariate Markov chain Z takes values in a four states space S. In economic sense, this means that they are a high and low variance regimes; and for each variance regime, they are again a high and low mean regimes. 
Euro/Dollar exchange rate
Our first data set corresponds to the foreign exchange rate between Euro and Dollars on the time period between January 2000 and May 2012 3 . We begin by giving in Table 1 
Good fit and classification measures
An ideal model is that classifying regimes sharply and having smoothed probabilities which are either close to zero or one. In order to measure the quality of the regime classification, we propose two measures:
1. The regime classification measure (RCM) introduced by Ang and Bekaert (2002) in [1] and generalized for multiple states by Baele (2005) in [2] .
2. The Smoothed probability indicator.
These two measures are defined such that:
1. Regime classification measure: Let K(> 0) be the number of regimes, the RCM statistic is then given by RCM(K) = 100.
where the quantity P Z t k |Y T ; Θ (n) is the smoothed probability given in (2.12) and Θ (n) is the vector parameter estimation result. The constant serves to normalize the statistic to be between 0 and 100. Good regime classification is then associated with low RCM statistic value: a value of 0 means perfect regime classification and a value of 100 implies that no information about regimes is revealed.
Smoothed probability indicator:
A good classification for data can be also seen when the smoothed probability is less than p or great than 1 − p with p ∈ [0, 1]. Indeed, this means that the data at time k ∈ {1, . . . , N } is with a probability higher than (100 − 2p)% in one of the regimes for the 2p% error. We will call this percentage as the smoothed probability indicator with p% error and we will denote here by P p% .
Furthermore, we calculate also the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC) which are given by
where L(Θ (n) ) is the log-likelihood value obtained with the estimated parameters Θ (n) founded by the (EM) procedure, k is the degree of freedom of each models and n the number of observations. We recall that the preferred model is the one with the minimum AIC or BIC value.
The maximum likelihood estimates found by the (EM) algorithm are stated in Table 5 in Appendix. We give now the log-likelihood, RCM, AIC and BIC values obtained by our estimation procedure for different regime switching models. Let us now check which one is the better model. To make a choice, we have to take into account two things:
1. The log likelihood value given by the model. Indeed, higher is this value higher the fit of the model on data is good.
2. But, we have to weight these values with the values given by the Regime classification measure (RCM) and the Smoothed probability indicator. Effectively, they measure the good classification of the data.
Thus, even if a model has a higher log likelihood value, it is important that its RCM to be close to zero to insure to have regimes significantly different. All the results are stated in Table ( 2). If we look only the log likelihood value, we can see that the higher value is obtained for the regime switching model with parameter δ = 1.5. But if we look also the RCM values or the smoothed probabilities indicators, we can see that this model gives a very bad classification of the data. Indeed, we can show that the model with δ = 0.5 obtains a RCM equal to 22.63 while the model with δ = 1.5 obtains only a RCM of 56.61. Moreover, this model classifies well only 52.70% of the data while the model with δ = 0.5 classifies well 82.32% of it.
Moreover, we can see, in the Table 2 , in the case where there is no local volatility contribution (i.e. model with δ = 0), that this model gives less good results than models with a local volatility effect and particularly the regime switching model with δ = 0.5. Hence, this justifies well the adding of a local volatility component in our regime switching model (1.9).
To conclude, the choice of the regime switching model with δ = 0.5 seems to be a good choice to fit this data since it obtaines a log likelihood value close to the best model and it obtaines significantly better results in the state classification of the data than other else.
Economic interpretations
To interpret the results given by the (EM) algorithm, we classify firstly the data in two clusters. The first one will be called "smoothed low mean" cluster. It corresponds to the lowest values of the mean level of the model. In fact, for each two states of the variance Markov chain X 2 , there are two states for the conditional drift Markov chain X 1 . Thus, in this smoothed low mean cluster, we regroup the data where the model is in one of these two lowest values of the mean for each variance state. And we put the two highest mean level values in the smoothed high mean cluster. If we look the Graph 3, the smoothed low mean states are given by the two states: high variance low mean and low variance low mean level states. Figure 4 shows the corresponding values of each smoothed probabilities. Regarding our conclusions in the section 3.1.1, we interpret the results based on the regime switching model with parameter δ = 0.5. Figure 3 shows the classification result obtained for the time period considered. To complete this model choice, we give in Figure 5 the corresponding result for the model with δ = 1.5. We can see that the interpretation of the regime classification seems to be, in this case, very hard or impossible since as we saw in Table 2 the regime classification measures give bad results for this model. Figure 3 . Indeed, this red time period corresponds to an increasing period for the Euro/Dollar exchange rate. Effectively, the foreign exchange increases in this time period to reach a higher mean level corresponding to the high mean regime. We can remark also that the smoothed low mean regime period after May 2010 corresponds to the after world financial crisis. And before this economic crisis, we were in a world economic increasing period. Hence, the regime switching model captures well this economic crisis behavior.
Moreover, if we look the Figures 6 and 7 , we can differentiate this classification in term of the variance level (i.e. the value of the exogenous Markov chain X 2 ). This gives us very interesting economic and financial interpretations. Indeed, we can see that during the time period just before the world economic crisis in 2010, we were in the smoothed high mean level regime but in fact from september 2008, we switched into a high variance level. Hence, just before the crisis, our regime switching model switched between a low to a high volatility level. This could leave to imply the economic crisis start in 2010. 
Brent oil spot price
Our second data set corresponds to the spot price in Euro of the crude brent oil on the time period between January 1990 and August 2012 4 . We begin, also, by giving in Table 3 We can observe on the Figure 8 that there are some spikes and some changes on the level of the volatility in the price which we hope to capture in our different regime states. Regarding the results stated in Table 4 , the best choice of model seems to be the model with parameter δ = 2. Indeed, this regime switching model obtains a good likelihood value regarding the others and gives a regime classification measure close to the best one with 6.55. Moreover, this model obtains the best percentage of classification with 94.03% of well classification.
(EM) procedure results

Economic interpretations
We proceed with the same construction of classification of each regime as in the previous dataset (see section 3. In term of mean level, there are clearly two different periods: the first one before March 1999 which corresponds to a smoothed low mean price period and the second one after March 1999 which corresponds to a high mean price state. Effectively, this date of March 1999 is important since we know that in March 1999, the oil's producer countries members of the Organization of Petroleum Exporting Countries (OPEC) and some others countries as Oman or Russia decided to reduce their productions. Hence, the brent oil price had a huge increasing price in a short period of time. So, our model well captures this political economic decision.
We can see, also, that our regime switching model captures well a change in the trend of price during the Gulf war in 1991; since our model switches to a high mean regime state.
Moreover, if we look the Figure 11 , we can see that during the high mean price level period (i.e. after March 1999), we are not always in the same level of variance. And one thing very interesting in an economic point of view is that our regime switching model captures well the effect of the world financial crisis. Indeed, it switches to a high regime of variance during the period 2008-2010. Hence during this financial crisis our model is in a high regime of variance which corresponds to high level of market volatility. This is an expected financial result in a crisis time period that the volatility to be higher than in other economic period. So, these prove that the use of two different Markov chains allows us to highlight different level of variance in a same level a mean or respectively different level of mean in a same level of variance. Our model switches also in a high variance level during the first Gulf war period.
To conclude, all these regime changes prove that the use of this class of regime switching model allows us to capture well economic behaviors and political effects. 
Conclusion
In conclusion, we obtained an explicit procedure to estimate all the parameters of a meanreverting local volatility hidden conditional Markov switching model. We compared the results given by this procedure to different regime switching models. We applied this procedure on Euro/Dollars foreign exchange rate data and on brent oil price. And we proved that this regime switching model allows us to captures well various key features of an economic times series data, such as a change in the mean level or a growth of the volatility level. Table 5 : Parameters estimated for the regime switching models (standard deviations into parenthesis obtained by taking the square root of the inverse of the Hessian matrix).
