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RÉSUMÉ
Cet article présente un schéma d'estimation du mouvement dans des séquences d'images s'articulant en trois étapes
fondamentales : traitement local, structuration intermédiaire, estimation du champ des vitesses . La première étape peut consister
soit en l'obtention d'éléments de contour spatio-temporels avec leur direction spatiale et composante perpendiculaire de la
vitesse, soit en une segmentation en régions de mouvement différent à partir d'une information partielle de mouvement . Les
algorithmes proposés s'appuient tous les deux sur des principes de modélisation locale et de tests d'hypothèses mis en oeuvre
selon des méthodes de vraisemblance. Pour le premier point, une implantation de type convolution, de complexité équivalente
à un simple détecteur de contour spatial, en sera exposée. La deuxième étape revient à structurer l'image en prenant en
compte le chaînage des contours et/ou la partition en régions . Enfin, l'étape finale s'intéresse à l'estimation proprement dite
du champ des vitesses, d'abord sur les contours obtenus, puis à l'intérieur des domaines qu'ils délimitent . Cette approche se
caractérise notamment par une prise en compte explicite et préalable des discontinuités potentielles des champs de vitesses,
dont l'estimation s'accompagne ainsi de l'obtention de zones délimitées et homogènes au sens du mouvement, ainsi que d'un
ensemble d'indices spatio-temporels .
MOTS CLÉS
Séquence d'images, élément de contour en mouvement, région spatio-temporelle, champ de vitesses, segmentation, estimation, test de
vraisemblance, gradient stochastique .
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ESTIMATION ET STRUCTURATION D'INDICES SPATIO-TEMPORELS
SUMMAR Y
This paper describes a motion estimation scheme front image sequences, which consists of three main stages : local processing,
intermediate-level structuring, optic flow field estimation . The first stage is concerned with either the determination of spatio-
temporal edges along with their local spatial direction in the image plane and the component of their associated velocity vector
perpendicular to this direction, or the segmentation into regions according to motion-based hierarchically performed criteria
which take into account an explicit partial motion information . Both designed algorithms utilize principles of local modeling and
likely hypothesis testing. Concerning the first one, the defined likelihood ratio test is implemented according to some appropriate
mask convolution, the complexity order of which is similar to conventional spatial gradient computation . The purpose of the
second stage is to obtain a structured partition of the image, resulting front edge linking and/or region segmentation . Thelfinal
stage deals with the velocity field estimation, that-is-to-say the reconstruction of the second component of displacement vectors
by combining local observations. First, a recursive stochastic gradient, used to achieve the minimization of some simple functional,
enables to estimate optic flow along contours . Then, the estimation within delineated domains is considered . Our approach is in
particular distinguished by treating beforehand potential discontinuities of the velocity field in the image . Moreover, it provides
with a set of intermediate-level spatio-temporal primitives .
KEY WORDS
Image sequence, moving edge, motion-based region segmentation, velocity field estimation, likelihood ratio, stochastic gradient
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1. Introduction
La considération de séquences d'images numériques
ordonnées dans le temps introduit un champ spécifi-
que d'investigation en analyse d'image, à savoir
l'extraction d'informations de mouvement et plus
généralement d'informations spatio-temporelles. Ce
type d'études a émergé dans les années 70 à travers
trois applications principales : le codage d'images de
télévision et notamment la conception de codeurs
avec compensation de mouvement [1-3], l'imagerie
météorologique avec l'estimation de champs de vent
via des traceurs nuageux [4], le suivi de cibles mobiles
dans un contexte militaire [5] .
Les techniques alors employées possédaient leurs
caractéristiques propres liées aux contraintes et critè-
res de l'application considérée, comme par exemple
la qualité visuelle de l'image-intensité reconstruite, la
limitation à des déplacements translationnels, ou la
restriction à la présence d'un seul objet mobile, . . .
Aussi, les efforts se sont poursuivis ces dernières
années, afin de concevoir ou compléter des schémas
d'extraction d'informations liées au mouvement dans
une séquence d'images [6-9] .
De plus, de nouveaux domaines d'application sont
apparus tels que la robotique pour des tâches d'évite-
ment d'obstacles ou de navigation d'un robot mobile
[10], le biomédical en ce qui concerne par exemple
l'imagerie cardiaque [11], ou la surveillance du trafic
routier. Le problème de l'estimation du mouvement
est alors souvent abordé dans une perspective
« analyse de scène », car il s'agit alors d'une informa-
tion intrinsèque extraite des images permettant d'accé-
der à une connaissance de la scène 3 D observée (pro-
fondeur et orientation des surfaces) et des mouve-
ments 3 D du capteur et/ou des objets dans la scène
[7, 12-15] .
Notre approche est à placer prioritairement dans un
contexte algorithmique. Plus précisément, nous avons
cherché à définir un ensemble de méthodes qui ne
soit pas foncièrement dépendant d'une application ou
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d'un type de scène particulier, mais qui puisse a priori
prendre en compte un large éventail de cas . De plus,
nous nous sommes attachés à construire un ensemble
complet, qui s'attaque aussi bien aux aspects d'estima-
tion que de segmentation, et qui puisse notamment
traiter les configurations d'occlusion . Enfin, la forma-
lisation présentée dans ce papier possède un caractère
méthodologique général tout en pouvant se particula-
riser à de nombreux problèmes concrets d'estimation
spatio-temporelle .
Nous nous plaçons donc dans un cadre général quant
à la nature du problème traité . La caméra ou/et les
objets observés peuvent être en mouvement ; il n'y a
pas a priori de restrictions quant au type de mouve-
ment pris en compte (translation, rotation, homothé-
tie, 2 D ou 3 D, . . .) ; plusieurs types de déplacement
peuvent être présents dans la même image . Le pro-
blème se pose alors en termes de robustesse .
L'approche retenue, où segmentation et estimation
sont conjointement abordées, permet de fournir un
ensemble d'indices spatio-temporels de différents
niveaux, exploitable dans une tâche d'analyse de
scène 2 D ou 3 D . Selon l'application concernée, un
sous-ensemble de ceux-ci peut suffire. L'information
spatio-temporelle la plus riche pouvant être extraite
est un champ structuré des vecteurs vitesses sur toute
l'image. Soulignons que cet article sera principalement
consacré à la détermination de primitives intermé-
diaires, entre les niveaux matrices de pixels et champ
de vitesses apparentes sur toute l'image, et aux problè-
mes de segmentation et d'estimation qui lui sont liés .
La suite de cet article se structure de la façon suivante .
Dans le prochain chapitre, nous présenterons le prin-
cipe du schéma spatio-temporel à trois étapes que
nous avons conçu. Puis nous détaillerons trois modu-
les de ce schéma, à savoir la détermination locale
d'éléments de contour spatio-temporels (chap . 3), la
segmentation en régions selon un critère spatio-
temporel (chap . 4), l'estimation du champ des vitesses
le long d'une chaîne contour (chap . 5) . Par ailleurs,
une présentation de résultats sera associée à chaque
chapitre.
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2. Principe du schéma spatio-temporel à trois
étapes
2 . 1. INTERACTION ENTRE ESTIMATION ET SEGMENTATION
Dans de nombreux problèmes d'estimation, une clef
pour l'obtention de bonnes performances de l'estima-
teur est la réalisation préalable ou conjointe d'un
processus de segmentation . Dans notre cas, une rela-
tive complexité supplémentaire provient de ce que la
segmentation ne porte pas sur le signal d'entrée lui-
même mais sur des quantités estimées, qui sont de
plus bi-dimensionnelles, à savoir des vecteurs vitesses .
Quelle que soit l'approche retenue, l'estimation d'un
champ dense de vecteurs vitesses introduit, soit une
prise en compte d'un certain voisinage, soit un proces-
sus itératif sur une zone de l'image [7, 9]. Il est alors
postulé et utilisé que le champ des vitesses possède
certaines propriétés de continuité . Sinon, seuls des cas
restrictifs sont traités (tels que translation globale, ou
considération de quelques éléments caractéristiques) .
Cependant, en général, le champ des vitesses apparen-
tes, résultant du mouvement relatif de la caméra et
des objets dans la scène observée, présente des sous-
champs différents, et donc des discontinuités qu'il faut
savoir gérer .
2 . 2. CONTEXTE BIBLIOGRAPHIQUE
Or, ce problème n'a pas été abordé initialement dans
les schémas d'estimation, qu'il s'agisse de la classe des
méthodes dites de mise en correspondance, comme la
technique de relaxation avec des points de Moravec
développée dans [16], ou de la classe des méthodes
différentielles introduites dans [17] . Cela conduit alors
à des erreurs d'estimation, comme il est noté dans
[15]. Récemment, quelques schémas ont été proposés
qui intègrent plus ou moins cet aspect de la question .
Dans [18], ce problème de discontinuités, liées en fait
à des phénomènes d'« occlusion », est considéré. Le
schéma proposé relève des méthodes de mise en cor-
respondance. Il est basé sur la construction de pyrami-
des d'images, sur une stratégie de « coarse-to-fine »,
et sur une fonction de similarité de type somme de
carrés de différences . Cependant, le problème n'est
pas véritablement levé, dans la mesure où seule une
voie de résolution est indiquée à travers la définition
de mesures de confiance et l'analyse de la géométrie
locale de la surface d'appariement . Il en va sensible-
ment de même dans [19], où une formulation géomé-
trique de l'équation différentielle de contrainte de
mouvement définie dans [17] est donnée en termes de
l'équation polaire d'une droite dans un espace de
représentation approprié. Des mesures locales
forment alors un « cluster » si elles correspondent à
une zone cohérente de mouvement. Dans ces deux
cas, il s'agit plus d'une détection éventuelle des dis-
continuités fondée sur une certaine fonction d'erreur
et non d'une recherche explicite et formalisée de
celles-ci .
En fait, la gestion de ces discontinuités potentielles,
qui se présentent sur les frontières entre objets de
mouvement différent ou à des profondeurs différentes




blement intégrée que dans le schéma d'estimation
exposé dans [20] . Ce dernier découle dans son principe
de celui de [17] . Cependant, une « métrique »,
construite à partir de dérivées premières et secondes
de la fonction intensité, et traduisant le « motif »
sous-jacent dans la zone considérée (contour, coin),
est introduite dans la contrainte de lissage. Cette
dernière est alors dénommée contrainte de lissage
orienté . Ainsi, d'une certaine façon, la propagation de
l'estimation n'est pas effectuée à travers les contours .
Toutefois, cette approche ne permet pas de distinguer
les véritables contours générateurs de discontinuités
des contours intérieurs . Notons d'autre part que la
résolution numérique résultante est relativement
lourde.
2 . 3. APPROCHE DÉVELOPPÉE
Nous proposons une approche qui traite le problème
de la segmentation de manière explicite et préalable à
la phase finale d'estimation du champ complet des
vitesses .
Nous avons formalisé le processus de détermination
du mouvement apparent dans une séquence d'images
selon trois étapes fondamentales
1. extraction de primitives locales ;
2. structuration intermédiaire ;
3. estimation du champ des vitesses .
Cette méthodologie est détaillée dans le schéma-bloc
présenté à la figure 1 où apparaissent les actions suc-
cessives à mettre en ceuvre et les niveaux de représen-
tation impliqués correspondants . Une première
version, où seul l'aspect contour était abordé, a été
exposée dans [21] . Une alternative à cette approche
contour, décrite au chapitre 3, a été également déve-
loppée, à savoir une approche région qui sera exposée
au chapitre 4. Le choix entre ces deux procédures peut
résulter de l'application considérée, selon la nature
des images traitées, les contraintes d'implantation, les
informations utiles cherchées, . . . Elles peuvent aussi
être conjointement retenues ; se pose alors le problème
de la maintenance de la cohérence globale du proces-
sus, dont la prise en charge relève du module Fusion.
Tous les échelons principaux de ce schéma reposent
sur une modélisation du sous-problème traité, ce qui
présente le double intérêt suivant . Il s'agit de modèles
stochastiques qui peuvent prendre en compte les cas
les plus généraux . Toutefois, si une information
a priori explicite est disponible, elle peut être correcte-
ment intégrée dans le modèle en question .
Comme nous l'avons souligné, un problème central
pour l'estimation du champ des vitesses est de savoir
gérer les discontinuités susceptibles d'y apparaître .
Nous proposons donc de commencer par traiter ces
discontinuités potentielles (segmentation spatio-
temporelle) . Ainsi, estimation et discrimination ne
sont pas mêlées. La phase finale d'estimation du
champ des vitesses s'effectue sur un domaine cohérent
au sens du mouvement . De plus, ce schéma fournit
des indices spatio-temporels intermédiaires (contours
et régions avec leurs attributs spatio-temporels) déjà
exploitables, qui peuvent d'ailleurs suffire dans cer-
tains cas .
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Par ailleurs, on aboutit à l'obtention d'un champ
de vitesses structuré, c'est-à-dire partitionné en zones
cohérentes au sens du mouvement, ce qui n'est pas le
cas dans [20] . Les processus ultérieurs d'analyse et
d'interprétation 3 D en sont alors facilités . Cela repré-
sente une alternative à la méthode à deux étapes
d'hypothèse-et-vérification développée dans [15] pour
la détermination du mouvement 3 D et de la structure
d'objets multiples à partir du champ des vitesses appa-
rentes dans une séquence d'images. Dans ce dernier
cas, interprétation et segmentation se trouvent mêlées .
3. Détermination locale d'éléments de contour
spatio-temporels
Ce premier module consiste en l'obtention d'éléments
de contour spatio-temporels dont les attributs estimés
sont :
1. leur position p=(x o , yo ) dans l'image ;
2. leur direction spatiale locale 0 dans l'image ;




3. la composante du vecteur vitesse associé v' perpen-
diculaire au contour.
Il est bien connu qu'on ne peut localement (c'est-à-
dire à travers une « fenêtre d'observation locale »)
estimer la composante tangentielle au contour du vec-
teur vitesse, ou en d'autres termes la composante
du glissement du contour sur lui-même [22, 23] . Un
premier traitement local est toutefois nécessaire si l'on
vise l'obtention d'un champ dense de vecteurs vitesses .
L'estimation de la deuxième composante du vecteur
vitesse doit donc être repoussée au niveau suivant du
processus, via une combinaison adéquate d'observa-
tions locales .
3 . 1 . MODÉLISATION D'UN ÉLÉMENT DE CONTOUR EN MOU-
VEMENT
Une séquence d'images est considérée comme étant un
espace à trois dimensions (x, y, t), deux dimensions
spatiales et une dimension temporelle . Dans cet
espace, un élément de contour en mouvement ou
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élément de contour spatio-temporel, que l'on notera
pour simplifier ECM, génère une portion de surface .
Différentes modélisations de cette surface plus ou
moins complexes peuvent être envisagées .
3 . 1 . 1 . Discussion de l'approche différentielle
A défaut de toute information complémentaire, il est
en fait censé de choisir la plus simple et la plus
tractable : une portion de surface planaire, d'autant
qu'il s'agit d'un traitement local. Ce choix s'apparente
à l'approximation du premier ordre introduite dans
les méthodes différentielles [17, 22-24], qui conduit à
l'équation de base reliant le vecteur vitesse dans
l'image v = (dx/dt, dy/dt) au gradient spatial de la
fonction intensité f (ou d'une version filtrée),




v. V f= -ôf/ôt.
(On peut remarquer que l'on obtient bien analyti-
quement par cette équation la seule composante du
vecteur vitesse colinéaire au gradient spatial, c'est-à-
dire perpendiculaire à l'élément local de contour .)
Nous avons cherché à concevoir une méthode qui
puisse intrinsèquement satisfaire à deux critères, que
ne remplit pas l'équation (1), à savoir
1 . la prise en compte de n'importe quel type de
contour, y compris les contours d'« occlusion » ;
2. la possibilité de mesurer une amplitude quelconque
de déplacement .
En effet, les conditions sous-jacentes liées à la diffé-
rentiation ne sont en fait pas satisfaites pour les
contours d'« occlusion » (pour les contours intérieurs,
un filtrage passe-bas préalable permet de mieux y
répondre) . Par ailleurs, l'approche différentielle
convient pour de petits déplacements, ou plus précisé-
ment tant que la relation décrite par l'équation (1)
a un sens, c'est-à-dire tant que l'amplitude de la
composante normale de la vitesse ne dépasse pas
l'étendue en pixels de la pente de la fonction intensité
(étendue pouvant être « allongée » après filtrage
passe-bas) . Notons aussi que l'équation (1) suppose
que la brillance du point correspondant dans l'espace
ne varie pas dans l'intervalle de temps considéré .
3 . 1 .2. Configurations et hypothèses associées
Nous considérons donc le cas d'une portion de plan
comme modèle d'ECM . Cette portion de plan est
engendrée dans l'espace (x, y, t)
1. par l'élément de contour spatial référencé au point
xo, yo et représenté par un petit segment de droite
dans un plan t=to ;
2. par son vecteur vitesse associé
V = (dx/dt, dy/dt, 1)=(v, 1) .
En pratique, puisqu'il s'agit de géométrie discrète,
on fera la confusion entre vecteur vitesse et vecteur
déplacement (au facteur dt près) .
Cette modélisation est illustrée par la figure 2.
L'orientation de la portion de plan est définie par
deux angles, cf. figure 2
1. l'angle 0 repéré par rapport à l'axe des x dans un





2 . l'angle 'repéré par rapport à l'axe des t .
Il est évident que la seule détermination de cette
portion de plan ne permet d'accéder qu'à la seule
composante normale au contour de la vitesse, donnée
par v' =tg fr.
Fig. 2 . -
Modélisation locale planaire d'un ECM .
Le paragraphe suivant exposera la méthode définie
permettant la détection directe de telles portions de
plan et l'estimation simultanée de leurs paramètres
(0, 4r) . Elle est basée sur la maximisation d'un rapport
de vraisemblance généralisée . Soulignons qu'il s'agit
bien par cette approche de la détermination des
ECMs, c'est-à-dire simultanément détection et estima-
tion des paramètres, et non seulement de la détection
des ECMs comme dans [8], où un opérateur de gra-
dient spatial est multiplié avec une différence tempo-
relle, et dans [24] où l'on considère les passages par
zéro du d'Alembertien de la séquence d'images convo-
luée avec un Gaussien tri-dimensionnel en (x, y, t) .
Au préalable, il est nécessaire de préciser les deux
hypothèses de configuration locale intervenant dans
le critère. Étant donné un volume élémentaire n placé
au point p dans l'espace (x, y, t), deux hypothèses
peuvent intervenir
- hypothèse H Q : il n'existe pas d'ECM dans n ;
alors, la distribution des intensités au sein de n est
modélisée selon niveau constant c o + bruit, où le bruit
est un bruit Gaussien centré de variance 62.
- hypothèse H I : il existe un ECM dans n ; alors,
cela se traduit par la présence d'une portion de plan S
divisant n en deux sous-volumes 7n 1 et n 2 où les
niveaux constants des modèles d'intensité, du même
type que précédemment, sont respectivement e 1 et e2 ,
avec e 1 *c2 .
Notons que le cas d'un contour statique relève bien
de l'hypothèse H 1 , faisant partie des contours spatio-
temporels. On a alors V= (0, 0, 1) et j=0 . D'un
point de vue de terminologie, les ECMs incluent les
contours statiques, c'est-à-dire de déplacement nul .
3 .2. TEST DE VRAISEMBLANCE POUR LA DÉTERMINATION
DES ECMs
A chacune des hypothèses précédemment définies est
associée une fonction de vraisemblance, respective-
ment L o et L 1 . Cette fonction est en fait la densité
jointe des lois de probabilité des intensités aux points
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du volume t. D'après ce qui précède, ces dernières
suivent des lois gaussiennes, à savoir
- N (c o, a 2 ) en tout point de n pour l'hypothèse H o ;
- N (c, a 2), resp. N (c, 62), en tout point de n i ,
resp. 7C2, pour l'hypothèse H 1 .
Si l'on suppose les variables indépendantes, chaque
fonction de vraisemblance s'exprime comme le pro-
duit des densités des lois considérées .
Le choix de l'hypothèse H 1 contre l'hypothèse H o est
basé sur l'optimisation, en fonction du vecteur de
paramètres A=(p, 6,
~f
, c 0 , c 1 , c 2 ) du rapport loga-
rithmique ~ des deux fonctions L 1 et L 0 . Notons que
la variance 62 n'est pas comprise dans le vecteur A .
Elle est supposée identique d'une hypothèse à l'autre,
c'est-à-dire que l'on considère que la variance du bruit
n'est pas « liée » au niveau du signal . Elle est donc
supposée constante au regard du test de vraisem-
blance. L'hypothèse H 1 est sélectionnée si la valeur
maximale du rapport ~ (A) obtenue pour les paramè-
tres optimaux Â est supérieure à un seuil prédéterminé
~ecm,
sinon, c'est l'hypothèse H o qui est retenue . Ce
test peut se représenter par la formule suivante
(2)
	




Les paramètres qui interviennent dans le critère de
décision sont en fait de deux ordres . D'une part, on
peut distinguer les paramètres que l'on peut qualifier
de paramètres géométriques qui déterminent la por-
tion de plan modélisant l'ECM . D'autre part, appa-
raissent les paramètres dits radiatifs, c'est-à-dire les
différentes moyennes qui interviennent dans les distri-
butions d'intensité .
Or, on ne peut dériver, comme il est montré dans
[21] et [25], une formulation analytique explicite des
paramètres géométriques optimaux . Aussi, nous
allons considérer un jeu prédéfini de G géométries
données S;, j = 1, . . . , G, dans le domaine de
variation possible des paramètres associés b=(0, ~r) ;
G=G0 . G,,. Par contre, à géométrie donnée S~, c'est-
à-dire à 1j=(O,k,,rjt), on peut dériver l'expression
analytique exacte des paramètres radiatifs optimaux ;
co, c l , c 2 , qui sont en fait les moyennes empiriques
calculées sur les volumes correspondants . Le rapport









Si l'hypothèse H 1 est sélectionnée, on peut alors
conclure qu'est présent au point p, un ECM dont les
paramètres estimés sont précisément donnés par les
valeurs des paramètres optimaux qui maximisent le
rapport ~, à savoir pour direction spatiale 8Jk , et pour





3 . 3 . MISE EN OEUVRE DU PROCÉDÉ
Pour une géométrie donnée S . au point p, le calcul
du rapport logarithmique de vraisemblance, ~ ( p, (D j),
s'apparente en fait, après quelques développements
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mathématiques, à un produit de convolution de la
fonction intensité avec un noyau ou masque tri-
dimensionnel, dont les coefficients ne dépendent que
de la géométrie S . [21, 25]
. Par conséquent, se donner
un jeu de géométries revient à calculer hors-ligne le
jeu de masques associés .
Plus formellement, on considère la racine carrée de

















ut n2 \ 1/2
6 2 ni (n i +n 2)







MI C_ 7[ 2 ,
où f ( .) note les valeurs observées de l'intensité,
M = U M t représente un jeu d'indices à trois dimen-
sions tels que p + m désigne tour-à-tour tous les points
du volume élémentaire in=7L 1 U
t2
placé au
point p ; n 1 , resp. n 2 , le nombre de points de ic i ,
resp . ï2 . Notons que le procédé autorise directement
la prise en compte aussi bien de deux images successi-
ves t 1, t 2 , que de plus de deux images,
t 1 , t l + 1, . . . ,
t2_1,
t 2 . Enfin, u t désigne un coeffi-
cient compris entre 0 et 1, tenant compte de l'aspect
discret, à savoir si le segment de droite, intersection
de la portion de plan S i et du plan image t, passe par
le point ni,,
u,=0,
traverse la « maille » correspon-
dante, 0<u t <1, ou n'y passe pas, u t =1. Précisons
que ut est donné par la relation suivante
u t =16 1 -S2 I/(S 1 +ô2), où 8 1 , resp .
82,
représente
l'aire de la « maille » incluse dans n 1 , resp. J2, et dans
le plan image t .
Une première version de ce procédé [21, 25], calculait,
aux points considérés de l'image, tous les
~; : =~(p, (Dj), c'est-à-dire effectuait les convolutions
avec tous les masques f a, }, puis retenait la sortie
maximale. Or, si l'on considère entre deux images
successives des déplacements perpendiculaires v~
aboutissant à des positions « entières » de pixels, le
facteur ne dépend plus de
t, u t =u. Ceci n'est en fait
pas du tout restrictif, et est même le cas standard
si l'on ne considère que deux images ; l'estimation
sous-pixel se devant d'être rejetée hors convolution
à l'aide d'une interpolation locale sur la courbe de
vraisemblance dans la direction retenue .
Une nouvelle version, de complexité équivalente à un
simple détecteur de contour spatial de type gradient,
en a été posée. Le principe en est le suivant .
1 . Chaque image t de la séquence est convoluée avec
un jeu de Ga masques A ik bidimensionnels, dont les
coefficients ne dépendent plus de t, mais en fait seule-
ment de l'aspect spatial de la géométrie du modèle
dans le plan image de référence t=to . (Rappelons
que Ge correspond au nombre de directions spatiales
quantifiées possibles pour l'élément de contour .) Ces
coefficients sont fournis par les expressions (6) (i)-(ii) .
2. En chaque point de l'image to, le calcul du rapport
~
. pour chaque géométrie spatio-temporelle S
i
consi-
dérée, revient alors à la sommation des deux (ou plus)
valeurs filtrées avec le masque correspondant, prises
en ce point et en une ou des positions adéquates
(c'est-à-dire à v~ A t) de ce point dans la direction
orthogonale à 0ik dans l'autre ou les autres images
considérées, suivie de la prise de la valeur absolue de
cette somme .
3 . La valeur
Ç
j maximale est retenue et l'ECM corres-
pondant est enregistré ainsi que ses paramètres si cette
valeur est supérieure au seuil k,,, .
En plus du caractère rapide de cette version, les avan-
tages suivants sont obtenus : non-limitation a priori
de l'espace de recherche via le choix préalable de G,,
déplacements normaux quantifiés ; dépendance négli-
geable du coût calcul vis-à-vis du nombre de déplace-
ments effectivement considérés .
Enfin, il n'a pas été évoqué la maximisation de
Çj
en
fonction de p. Elle est en pratique implantée de
manière analogue à une procédure d'affinage .
Par ailleurs, concrétisons la remarque antérieure
concernant la possibilité de mesurer une amplitude
quelconque de déplacement, tout en maintenant le
caractère local du traitement, en termes de voisinage
spatial dans chaque image t et de nombre d'images
successives utilisées . En effet fi e ] - n/2, n/2[ implique
que v - e ] - oc, co[ . Bien sûr, ceci doit s'entendre
intrinsèquement . En pratique, cette propriété sera
relativisée selon la nature des images considérées, en
particulier la densité spatiale réelle des contours .
Il faut souligner aussi que le formalisme lié à la
détermination d'un ECM et sa mise en ceuvre par
convolution permettent de façon simple et immédiate
l'introduction de modélisations plus complexes (telles
qu'une portion de cylindre, si l'on modélise l'élément
de contour spatial par un arc de cercle, ou un autre
type de surface réglée si tout en conservant la modéli-
sation de l'élément de contour par un segment de
droite on ajoute une rotation de l'élément de contour
au déplacement local, . . .) . Il s'agira simplement de
construire hors-ligne le jeu de masques (c'est-à-dire
calculer un ensemble de coefficients) correspondant à
ces nouvelles géométries . Par contre, l'implantation
rapide décrite ci-dessus ne sera pas forcément
possible ; il faudra éventuellement avoir alors recours
à la version présentée en [21] et [25] .
3 .4 . RÉSULTATS
Détaillons quelques éléments supplémentaires dans
l'implantation de l'algorithme. Un ECM est évidem-
ment préalablement un élément de contour spatial .
Aussi, une détection de contours spatiaux pourrait
être effectuée dans un premier temps, comme dans
[23], suivie de l'estimation pour ces points contours
de la composante perpendiculaire de la vitesse. Cepen-
dant, il peut être mis en évidence que la méthode




En effet, l'expression (5) peut se réécrire, en posant
~, : = Ç (p, I)
: =
E




où to représente le plan image auquel sont affectés
les ECMs cherchés ; Çto ne dépend pas de v~ . On peut
alors imposer qu'on ne considère le calcul complet de
~j que si I
Çto
I > rl7 QC177 , où 0 < rl < 1 . Soulignons que
la décision finale exprimée par le critère (2) reste
spatio-temporelle . (Par ailleurs, afin d'augmenter la
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Fig. RI . - ( a) Première des deux images traitées. (b) ECMs détermi-
nés avec leur composante perpendiculaire de déplacement (un ECM
sur deux est tracé).
ESTIMATION ET STRUCTURATION D'INDICES SPATIO-TEMPORELS
duire une contrainte supplémentaire, à savoir
ti r <__ I
	
<
i z , pour t t < t < tz et t ~ t o . Ces ajouts
résultent du fait que la procédure d'affinage est une
'implantation approchée de la maximisation de ~ en
fonction de p .)
Deux exemples de résultats sont présentés . Le premier
concerne des images générées par ordinateur . Elles
comprennent deux disques dont la fonction d'intensité
est sphérique (par analogie avec l'équation d'une sur-
face sphérique) sur un fond uniforme bruité, le pre-
mier se dilatant de trois pixels et recouvrant partielle-
ment le second qui se déplace diagonalement vers le
coin inférieur droit de (3, 3) dans le plan image (voir
fig. R1 a) . On a donc le cas d'une frontière
d'« occlusion » entre deux objets en mouvement. Les
ECMs détectés sont montrés avec leur composante
perpendiculaire de vitesse à la figure R 1 b . La
contrainte supplémentaire « des rapports respectifs »
n'est pas prise en compte (ou cela revient à T, =0 et
iz = (Yo) . Le seuil
kecm
a été fixé à 2 500 et il à 0, 5 .
Les masques A, sont de taille 5 x 5 et six orientations
0Jk




. R2. - (n) Première image « imprimante »
.
(b) Seconde image « imprimante ». Taille : 128 x 128 .
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Le deuxième exemple comporte des images réelles
acquises au laboratoire avec une caméra CCD .
L'imprimante a été déplacée à peu près dans l'axe de
la caméra, cette dernière comme le fond restant fixe,
figure R2 a-b . Les masques utilisés sont à nouveau de
taille 5 x 5, quatre orientations 0
.1
. k ont été choisies
(0, 45, 90, 135), kecm=5000 (Ti-0,75 et T, =1,25) .
Les résultats sont représentés à la figure R3 .
~11I1111111ll111 1111Y
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Fig. R3 . - ECMs déterminés
pour l'exemple de la figure R2.
TTTTIffil1111TUTTTTi1TTTTTffifiTTTTTTI oz - - ;
Précisons que le module d'estimation du déplacement
des coins permettra d'améliorer le traitement des
coins, qui peut être insuffisant à ce niveau local . En
effet, la recherche ne s'effectuant que dans la direction
perpendiculaire à l'élément de contour, de tels
« vis-à-vis » peuvent ne pas être présents d'une image
à l'autre dans le cas des coins . Ce module ne sera
qu'une extension immédiate de l'approche qui vient
d'être décrite pour la détermination des ECMs, le
modèle géométrique devant simplement être plus com-
plexe . On obtiendra d'ailleurs directement le vecteur
vitesse complet pour les coins .
4. Segmentation en régions selon un critère
de mouvement
Nous avons étudié un procédé de segmentation en
régions selon un critère spatio-temporel fondé sur une
information partielle de mouvement . Ce module peut
intervenir de deux façons . Il pourrait être la seule
étape initiale dans un processus de détermination du
mouvement apparent, induisant une partition de
l'image en zones cohérentes spatio-temporellement.
Il pourrait même suffire si le but poursuivi est de
différencier les zones fixes des zones mobiles et de
distinguer les différentes zones mobiles . D'autre part,
il peut être conçu comme fonctionnant en parallèle
avec le module réalisant la détermination de contours
spatio-temporels . A l'issue des deux traitements, un
processus coopérant pourrait améliorer les deux lots
de primitives (cf. module Fusion de la figure 1), en
particulier éliminer les estimations erronées, permettre
d'obtenir des contours fermés (là où le chaînage de
contours s'avère insuffisant), trier entre contours fron-
tières et contours intérieurs, . . .
Les premiers schémas de segmentation spatio-
temporelle s'intéressaient uniquement à séparer les
régions où un changement temporel s'est produit dans
l'image, des régions fixes [8, 26, 27] . Récemment, des
techniques de segmentation de champs de vitesses ont
été proposées, soit par recherche des frontières, via
l'application d'un laplacien sur les composantes des
vecteurs vitesses [28], soit par identification aux moin-
dres carrés d'un modèle de vitesses à travers une
structure pyramidale [29] . Cependant, comme nous
l'avons souligné, il nous semble hautement préférable
d'aborder le problème de la segmentation avant toute
estimation complète du champ des vitesses, plutôt que
d'effectuer la démarche inverse . Nous avons donc
défini un procédé de segmentation en zones cohéren-
tes au sens du mouvement à partir d'une information
partielle de mouvement. Plusieurs modèles de vitesse,
et donc de critères d'homogénéité associés, peuvent
intervenir de manière hiérarchique à travers le même
formalisme de vraisemblance .
4 . 1 . CRITÈRE AVEC MODÈLE DE VITESSE CONSTANTE
Nous associons, dans un premier temps, à une région
cohérente spatio-temporellement le modèle de vitesse
suivant
constant T +bruit
A partir de ce modèle de vitesse, nous allons cons-
truire le critère d'homogénéité pour une région don-
née. Comme il l'a été déjà précisé, nous disposons en
fait d'une observation partielle de la vitesse v au point




e (x, y) = [T - v (x, y)] . V f (x, y)
On pose que e est une variable aléatoire suivant une
loi gaussienne centrée de variance 6 2 et paramétrée
par T. Si T=(a, b), notons cette variable e,,, .
Afin d'expliciter e, on a recours à l'équation exprimée
en (1), à savoir v . V f= - af/at. Dans ce contexte-ci
d'utilisation, certaines des remarques formulées à l'en-
contre de cette équation ne sont plus gênantes .
En effet là où cette équation n'est plus valable
(contours d'« occlusion ») et où alors le critère a
toutes les chances de diverger, se trouvent précisément
les ruptures que l'on veut détecter. Parallèlement, là
où l'information de gradient est pauvre (zone quasi
homogène spatialement) et où donc cette équation est
peu opérante, le critère « tendra vers 0 », mais la zone
considérée a toutes les chances d'être aussi cohérente
temporellement .
e s'exprimera donc de la façon suivante, après explici-
tation dans (7) des vecteurs par leurs composantes et
prise en compte de la relation (1)




Le critère s'appuie sur un test de rapport de vraisem-
blance. Étant donnée une zone Z de l'image, deux
hypothèses sont considérées
- hypothèse H o : en tout point de Z, e :
=eao, bo
;
- hypothèse H, : Z se subdivise en deux sous-zones
Z, et Z 2 telles que, pour tout point de Z 1 ,
e : =ea1, b ;, pour tout point de Z 2 , e : =e a2, b2 ; avec
(a1, a2) 1a2, b2) .
A chaque hypothèse est associée une fonction de
vraisemblance, produit des densités des lois gaussien-
nes de e, supposées indépendantes d'un point à l'au-
tre, respectivement L o et L 1 . Si l'on note x le rapport
logarithmique de L 1 sur Lo, il s'écrit comme suit















avec S2=(a 0, b0, a 1 , b1, a 2, b2) . Les paramètres
optimaux S2 maximisant les fonctions de vraisem-








un seuil prédéterminé. L'hypothèse Ho l'em-
porte et la région Z est donc décidée homogène au




Les détails de ces calculs peuvent être trouvés dans
[30] . En fait, on aboutit à l'expression (9) pour le
rapport x, car il est posé que la variance de la
variable e ne dépend pas de l'hypothèse considérée et
est supposée connue . En toute rigueur, la variance de
e peut être formulée selon a 2 = a 2
6X
+ b 2 G2 + cr où
aX, cry et o sont respectivement les variances de
aflax, ôflay et aflat, prises comme variables aléatoires
indépendantes. Cela conduirait alors à un système
d'équations non linéaires en a et b pour estimer les
valeurs optimales de ces paramètres, et donc à une
résolution non immédiate. Négliger ce développement
permet d'obtenir un critère directement manipulable .
Cette simplification n'est de plus pas aberrante dans
un contexte de segmentation, où il est fréquent qu'une
méthode soit tout aussi robuste si un modèle moins
« fin » est utilisé ; en l'occurrence, il n'est pas indispen-
sable d'introduire l'estimation de la variance de la
variable observée (ou alors a posteriori) .
4 . 2. PROCESSUS DE SEGMENTATION
La stratégie employée est du type division-et-
agglomération [31] . On considère deux images succes-
sives. Dans une première phase, on établit une subdi-
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vision de l'image de référence en blocs 16 x 16 . Il
n'est pas question, dans cette phase, d'identifier la
géométrie des sous-zones éventuelles Z I et Z 2 d'un
bloc ou zone donnée Z. Aussi, nous allons appliquer
le critère défini au paragraphe précédent pour deux
configurations préétablies . Ces deux configurations,
que l'on nommera horizontale et verticale, sont pré-




Fig . 3 . -
Configurations de subdivision préétablies,
(a) horizontale, (b) verticale
.
Deux rapports de vraisemblance, correspondant aux





avec les paramètres optimaux
adéquats. Le rapport retenu pour le critère de décision
(10) est x=max(XH ,
xv) .
Pour les zones classées non
homogènes, une nouvelle subdivision en blocs 4 x 4
est effectuée. Le même critère est à nouveau appliqué .
On obtient ainsi un ensemble de blocs 16 x 16 ou
4 x 4 classés homogènes et de blocs 4 x 4 non homogè-
nes, que nous appelerons aussi blocs-frontière . Il va
de soi que, selon les cas, d'autres tailles de blocs
pourraient être considérées ainsi qu'un nombre supé-
rieur d'itérations de subdivision .
Intervient ensuite la phase itérative d'agglomération .
Elle repose sur le même critère (10) que précédem-
ment. Les deux régions candidates sont alors les
sous-zones Z l et Z2 , la zone Z étant leur union poten-
tielle. Cette phase est menée de façon plutôt
parallélisée » en ce sens que les régions sont agglo-
mérées peu à peu dans toute l'image . Plus précisé-
ment, un couple de deux régions est pris en considéra-
tion si la taille de leur union est inférieure à un seuil
qui augmente à chaque itération . Ce mode de fusion
a été retenu en raison du type de critère utilisé . Le
processus s'arrête lorsque, pour chaque région,
aucune agglomération supplémentaire n'est possible
avec les régions de sa liste d'adjacence .
On aboutit ainsi à un ensemble de régions étiquetées,
plus éventuellement une collection de blocs élémen-
taires 4 x 4 frontières, initiaux (c'est-à-dire obtenus à
l'issue de la phase 1 de division) si ces derniers n'ont
pas été pris en compte dans la phase d'agglomération,
résiduels dans le cas contraire. Notons que ces blocs
élémentaires sont situés normalement sur des zones
recouvertes ou découvertes par un objet d'une image
à l'autre. Il pourrait d'ailleurs être intéressant pour
certaines applications de les traiter à part en tant que
tels.
4 . 3 .
CRITÈRE AVEC MODÈLE DE VITESSE PLUS ÉLABORÉ
Pour les objets présentant un champ de vitesses appa-
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retenu, une sur-segmentation peut apparaître . On pro-
cède alors, pour les régions de mouvement apparent
non nul, à une deuxième étape de fusion à l'aide d'un
modèle plus riche . Le modèle considéré est du type
linéaire, c'est-à-dire « variation de vitesse cons-
tante + bruit » .
Soit (x9 , y 9 ), le centre de gravité d'une région R telle
que (a, b) :94- (0, 0). [Précisons que ce vecteur représen-
tatif de la cohérence de R au sens du mouvement est
en fait le vecteur (ao , bo) estimé lors de la constitution
de R.] Pour tout point (x, y) de R, écrivons le déve-
loppement au premier ordre du vecteur vitesse
v(x, y)=v(xg, Yg)+(x-x
g)av/êx+(Y-Yg)av/ay+0 2
Le nouveau critère de fusion de deux régions repose
sur le modèle de gradient de vitesse suivant
constant (De, DI) + bruit
Posons Dc=(a,
R) et D1=(y, 8). Notons
vg = (ag, bg) = V (xg, yg)
.
La variable e, introduite en (7), devient alors dans ce
contexte
e (x, y) = [v g + (x - xg) De
+ (y-y,) Dl -
v (x, y)] . V f (x, y)
On utilise à nouveau la relation (1) . On aboutit ainsi
à l'expression suivante pour e
(11) e=ag . êf/ax+bg . 8flay+âf/at
+ a (x - xg) af/ax +
R
(x - xg ) af/ay
+ ,y (Y -Yg)
afl ax + 8 (y
-Yg) aflaY
L'expression e dépend maintenant des six paramètres
(a9 , bg, a, (3, y, 8), en fonction desquels le critère de
décision sera à optimiser . L'explicitation du critère
suit le même développement que celui exposé dans
le cas du modèle à vitesse constante . La technique
d'agglomération des régions est également la même .
Notons que ce modèle est en fait assez large. Il inclut
par exemple le cas d'une combinaison d'une transla-
tion et d'une rotation dans le plan image, ainsi que
d'une dilatation, cas qui est pris en compte dans [29] .
On a alors a=8 et (3=-y. Par ailleurs, des modèles
incluant des aspects 3 D (mouvements rigides dans la
scène) pourraient aussi être considérés, puisqu'à ce
niveau une première segmentation a déjà été réalisée .
La technique définie autorise en fait la prise en
compte de nombreux modèles selon l'information
a priori disponible .
Enfin, il pourrait être avancé qu'une segmentation
selon un critère uniquement spatial pourrait être
considérée, au moins dans une première phase, une
étape complémentaire lui étant adjointe selon un cri-
tère spatio-temporel . On ne ferait en fait que substi-
tuer à la phase initiale de subdivision simple, évoquée
précédemment, une procédure beaucoup plus consé-
quente de segmentation spatiale qui de plus intro-
duirait une sous-partition inutile dans de nombreuses
zones. En fait, un tel type de procédure pourra être
utilement ajouté à la suite de la segmentation spatio-
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temporelle, ici décrite, afin de gérer la fusion des
blocs-frontières résiduels avec les régions obtenues .
4 .4. RÉSULTATS
Des détails sur la procédure de type division-et-
agglomération utilisée pour réaliser cette segmenta-
tion en régions et sur sa mise en oeuvre effective, sont
donnés dans [30], ainsi que d'autres exemples . Nous
allons présenter les résultats de ce procédé sur l'exem-
ple des « deux disques », déjà évoqué dans le cadre




















(a) Valeurs optimales des paramètres a °, b° pour la constitution des régions considérées de la figure R4 b .
(b)






Fig. R4 . - (a) Partition à l'issue de la phase 1 : division avec
modèle vitesse constante . (b) Partition à l'issue de la phase 2
agglomération avec modèle vitesse constante
. (c) Partition finale
à l'issue de la phase 3 : fusion avec modèle plus élaboré .
L'état de la partition est montré à l'issue des trois
phases du module, à savoir division initiale en blocs
16 x 16, puis éventuellement en blocs 4 x 4,
figure R4 a, agglomération selon le modèle de vitesse
constante, figure R4 b, et enfin agglomération selon
le modèle de vitesse plus élaboré, figure R4 c. Le
seuil kreg pour le critère de décision (10) vaut 6 dans
les trois phases, ce qui montre bien que l'enrichisse-
ment du modèle a bien joué son rôle pour l'agglomé-
ration des sous-régions initialement trouvées à l'issue
de la phase 2 pour le disque qui se dilate .
Précisons que pour les trois phases, un facteur de
normalisation, fonction de la taille de la plus petite
des deux zones Z 1 et Z2 considérées, est introduit
dans le seuil . Le tableau de la figure R5 a rassemble
les valeurs optimales des paramètres (ao, bo) à l'issue
de la phase 2 pour les principales régions du disque
se dilatant et pour la région correspondant au disque
se translatant . Notons que, même si le propos est de
réaliser une segmentation spatio-temporelle et non
une identification véritable du mouvement, ces valeurs
sont tout à fait cohérentes avec le mouvement entre
les deux images pour les régions considérées . Rappe-
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Ions que le fond est bruité de façon non corrélée
d'une image à l'autre, ce qui explique les faibles écarts
obtenus, de l'ordre de 0,02, par rapport à (0, 0),
pour la région correspondante. Cette cohérence des
résultats peut aussi être relevée pour les valeurs du
tableau de la figure R5 b qui correspondent aux
valeurs optimales à l'issue de la phase 3 pour la région
correspondant au disque qui se dilate . (Une dilatation
revient en effet à poser a = ô et (3 = - y = 0.) Les blocs
4 x 4 dits blocs-frontières sont compris dans la phase
d'agglomération . Ceux qui restent à l'issue des trois
phases pourraient être assimilés aux régions adéquates
selon un critère uniquement spatial comme la
moyenne, le min-max, et la variance de la distribution
des niveaux de gris .
5. Estimation du champ des vitesses le long
d'une chaîne contour
Nous supposons que nous disposons d'un ensemble
de chaînes contours, fermées ou non. Le propos du
module que nous allons décrire est d'estimer, en cha-
que point de ces chaînes, la deuxième composante du
vecteur vitesse, à savoir la composante tangentielle au
contour. Ainsi, sera reconstruit le long des contours
dans l'image le champ des vitesses apparentes .
Les contraintes fournies par la combinaison, le long
des lignes contours, des mesures des paramètres
(0, v 1), issues du module initial « Détermination locale
des ECMs », vont permettre d'estimer complètement
le champ des vitesses. Cette estimation est effective à
condition que des variations ' suffisantes apparaissent
dans les directions spatiales locales des éléments de
contour. (Ainsi, une droite contour, sans autre
information complémentaire, reste un cas de singula-
rité .)
En fait, le problème est posé en termes de minimisa-
tion d'une fonctionnelle simple. La minimisation est
mise en oeuvre à l'aide d'une méthode de gradient
stochastique . Toutefois, il n'est en fait pas garanti
a priori que le champ apparent observé le long d'une
chaîne contour soit cohérent. Aussi, l'estimateur a été
complété par un détecteur de Hinkley afin de repérer
si des sous-champs de vitesse différents sont présents
le long du contour . Ce genre de configuration peut
se rencontrer dès qu'une partie du contour résulte en
fait d'une occultation, comme dans le cas d'une por-
tion du fond recouvert par un objet en mouvement
ou d'un objet passant devant un autre objet . Sur cette
partie de la frontière, l'information de mouvement
apparent appartient alors à l'objet occultant et non à
celui considéré .
5 . 1 .
ESTIMATION RÉCURRENTE DU CHAMP DES VITESSES
Soit w=(wx, wy) le champ des vitesses apparentes








- ns représente le vecteur unitaire normal au contour
au point d'abscisse s . n s =(-sin 0, cos 0S), l'angle 0,
ayant été dérivé lors du traitement local initial ;
- vs désigne la composante de la vitesse perpendicu-
laire au contour initialement mesurée au point s .
On suppose que E S (w) est une variable aléatoire sta-
tionnaire. Estimer le champ de vitesses (ù, le long
d'une chaîne de contour C donnée, revient à minimi-
ser la fonctionnelle suivante
(13) J (w) =
1
Ec [E S (w)2]
où Ec désigne l'espérance considérée sur C .
Cela signifie que pour le champ de vitesses adéquat
w*, E S (w*) est une variable aléatoire centrée dont la
variance est minimale . Des détails sur cette mise en
forme du problème peuvent être trouvés dans [21] .
Un algorithme de gradient stochastique est alors mis
en oeuvre afin de réaliser la minimisation de J (co) .
L'estimation s'effectue de façon récurrente de point







FS (œs) vœ F-S I'
où r est une matrice de gains et V note le gradient





(_ sin O S, cos OS)
awx ôwy =
Une argumentation théorique d'une telle formulation
de minimisation est montrée dans [32] . Comme le
terme correcteur est local, des champs de déplace-
ments variant de point en point peuvent être pris en
compte, même si le modèle sous-jacent au critère posé
est plutôt du type constant+bruit . Plus les coefficients
pondérateurs de la matrice T sont élevés, meilleure
est l'adaptation de l'estimateur ; bien sûr un compro-
mis doit être trouvé pour fixer les valeurs de F en
raison du bruit.
Notons que cet algorithme de minimisation est nette-
ment moins coûteux en calcul que celui retenu dans
[23] . Sa convergence est rapide . Le terme traduisant
la. contrainte de lissage de la vitesse n'est en fait
pas explicitement formulé, comme dans [23], mais
intervient d'une certaine façon par la récurrence effec-
tuée de point en point le long de la chaîne. Il n'est
pas fait recours non plus à des modèles 3 D, comme
dans [33], nécessitant des hypothèses complémentaires
de rigidité et de planarité locale . Enfin, la récurrence
définie autorise la mise en oeuvre en parallèle d'un
détecteur de rupture permettant de mettre en évidence
éventuellement des « sous-champs » de vitesse diffé-
rents le long du contour .
5 . 1 . 1 . Résultats
Avant de décrire ce détecteur basé sur un test de
Hinkley, dont une première présentation est fournie
dans [34], nous allons montrer des résultats d'estima-
tion du champ des vitesses le long d'un contour .
Le premier exemple illustre le cas d'un déplacement
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rotation 1 - centre : 0 .0 0.0
- angle : 0 .0
Fig . R7 . - Résultats d'estimation du champ des vitesses pour l'exemple de la figure R6 .
cycle = 3 gains = 8 .075 8.025
translation 1 : 1- 5 .8 c- 2.0






amp max : 0.3 hist max : 25 .
Histogramme erreurs taupl .) :
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translationnel. Il a été généré le long d'une courbe
fermée, constituée de l'union d'une cubique et d'un
morceau d'ellipse, et échantillonnée en 50 points . Le
champ des déplacements perpendiculaires est bruité
selon un bruit gaussien, figure R6. (Pour une bonne
compréhension de cette figure ainsi que d'un certain
nombre de figures suivantes, précisons que les échelles
sur les deux axes ne sont pas nécessairement les
mêmes.) Les résultats d'estimation ainsi que les
erreurs entre champ exact et champ estimé sont don-
nés à le figure R7 . Les deux valeurs de gains fournies
correspondent, la première, aux deux éléments diago-
naux de la matrice F, la seconde aux deux éléments
transverses . La chaîne étant fermée, la récurrence
s'effectue de point en point de manière cyclique . Dans
le cas contraire, on procéderait par aller-retour, Dans
l'exemple considéré, trois cycles ont été réalisés .
Le deuxième exemple traite le cas d'un mouvement
de rotation et illustre ainsi le pouvoir de « poursuite »
du gradient stochastique et de lissage du bruit,
figure R8. Il s'agit de deux images synthétiques d'un
polygone. La superposition des deux silhouettes du
polygone illustre simplement le déplacement produit
entre les deux images . Dans cet exemple, le champ
des vitesses perpendiculaires le long de la frontière du
polygone est obtenu par la méthode exposée dans













Fig. R8 . - Cas d'un mouvement de rotation . (a) Silhouettes surimposées du polygone dans les deux images successives .
(b) ECMs déterminés . (c) Champ des vitesses estimé,
F= 0,04 0,01 ,
deux cycles .
0,01 0,04j'
successives. L'aspect quelque peu chaotique du champ
perpendiculaire déterminé résulte notamment d'effets
de « marches d'escalier » dans les segments de droite
de la frontière . Deux cycles d'itérations ont été menés
dans les deux sens de parcours de la frontière de
l'objet, sens trigonométrique et sens inverse, à l'issue
desquels est réalisé un moyennage des deux estima-
tions obtenues .
5 . 2 . DÉTECTION DES LIEUX DE DISCONTINUITÉ
Le test de Hinkley est un test à « somme cumulée »
qui permet de détecter des sauts de moyenne du





où s désigne l'abscisse curviligne du point courant sur
la courbe contour considérée, n s le vecteur normal
unitaire en ce point et vs la composante perpendicu-
laire de la vitesse issue de l'estimateur local d'ECM,
vs_ 1 le vecteur vitesse estimé au point précédent s-1 .
Le principe du détecteur de Hinkley est le suivant .
Soit
!ao
la moyenne du processus observé avant la
rupture . En fait, deux détecteurs sont activés en paral-
lèle. Le premier permet de surveiller les sauts de
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Fig. R9. - (a) Cas de sous-champs de vitesse différents.





. - moy = 0
.0 ect = 1
.50
translation 1 : 1= 5 .0 c=-5.0
rotation 1 - centre : 0 .0 0 .0





rotation 2 - centre : 0.0 0 .0
- angle : 0
.0
cycle = gains = 0 .075 0.025
translation 1 : I= 5 .0 c=-5.0
rotation 1 - centre : 0 .0 0 .0
- angle : 0 .0
translation 2 : 1= 4 .0 c= 1 .0
rotation 2 - centre : 0 .0 0.0
o
- angle : 0.0
6.6 hist nmx : 26 .
(ampI









(16 b) P.,= max Rk (R o =O)
0<_k_ s
La détection intervient lorsque I P s-R s I > X d où
Xd
est
un seuil prédéterminé, de même que Ag. La position
estimée 9'du saut dorrespond alors au dernier point
où I P,-R, ` =0.
Une définition similaire peut être donnée pour le
second détecteur. Ce dernier surveille des sauts de
moyenne vers le haut, c'est-à-dire de la valeur
µo
vers









> (Yi- go - As)
l=l
(17 b) p s = min rk (r o = 0)
0_<<k<_s
Le critère de détection est semblable, à savoir
I ps
- rs
1 > X .
La même définition vaut pour la locali-
sation de l'endroit de rupture.
Appliqué à notre problème, ce test s'interprète de la
façon suivante. Tant que l'estimation par récurrence
ESTIMATION ET STRUCTURATION D'INDICES SPATIO-TEMPORELS
concerne un champ de vitesses cohérent, la moyenne
de y est proche de 0. Dans le cas contraire, elle
diverge. Un saut est évidemment détecté avec un
certain retard . La récurrence de l'estimation, selon
l'algorithme de gradient stochastique, est alors réini-
tialisée au point de rupture trouvé plus un . Les détec-
teurs sont également réinitialisés .
5 . 2 . 1. Résultats
Les figures R9 à R11 illustrent cette procédure de
détection de rupture. Deux champs de translation
différents sont produits le long d'une cubique. Le
champ perpendiculaire résultant est bruité avec un
bruit Gaussien, figure R9 a. Si, à partir de ce champ,
on applique l'estimateur récurrent tel quel, une
convergence rapide se produit tant que l'on reste
dans la portion correspondant au premier type de
déplacement, puis les estimations deviennent nette-
ment erronées dès que la seconde portion est abordée,
figure R9 b. On a donc activé un détecteur de Hinkley





est posée égale à 0. (Notons que d'autres
expérimentations ont été conduites avec une moyenne
µo récursivement estimée.) De plus, le processus
observé est filtré afin d'éviter des fausses alarmes dues
en fait à des erreurs importantes isolées . Le filtre
suivant est considéré : ys = sign (ys) min ( I ys I , S), avec
ô = 5. La figure RI 0 montre le comportement du test,
la détection s'effectuant bien au point s = 74. Enfin,
eteetion saut vers le haut
e e ion out vers le bas
lambda = 5 .0 moy . nulle
Traitement du Signal
A
Fig. RIO. - Comportement du détecteur de Hinkley pour l'exemple de la figure R9 a .
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est tracé à la figure R 11 le champ des vitesses mainte-
nant obtenu en prenant en compte le test précédent
et en réinitialisant l'estimation récurrente au point de
discontinuité détecté (après un seul cycle) .
6 . Compléments et conclusion
6 . 1
. MODULE FUSION
Nous allons succintement apporter quelques complé-
ments concernant les modules du schéma d'ensemble,
décrit à la figure 1, qui n'ont pas été abordés dans le
corps de cet article .
Le module Fusion reste à réaliser dans le cas où les
approches contour et région sont conjointement mises
en couvre . A l'issue des deux procédés de détermina-
tion locale des ECMs et l'obtention des régions
spatio-temporelles, les deux lots suivants de structures
sont obtenus, des chaînes de contour (avec le champ
de vitesses normales associé) d'une part, des zones
étiquetées (selon un critère de mouvement apparent)
d'autre part. Précisons que le chaînage s'effectue uni-
quement selon les caractéristiques spatiales des
ECMs; aussi un algorithme de chaînage de contours
spatiaux convient .
Il s'agira d'établir un processus coopérant permettant
de corriger éventuellement ces primitives (citons par
1 1 1 1 1 1
1 1 1 1 1 1 1
Traitement du Signal
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1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1
Fig. R11 . - Estimation du champ des vitesses avec test de Hinkley et réinitialisation
.
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cycle = 1 gains = 8 .075 0 .025
translation 1
: 1= 5 .8 c=-5.8
rotation 1 - centre : 8.0 0 .0
- angle : 0 .0
translation 2 : 1= 4 .0 c= 1 .0
rotation 2 - centre : 0 .0 0 .0
- angle : 0 .0
an max : 2 .1 hiet max : 26
.
exemple le cas d'une composante perpendiculaire de
la vitesse trouvée quasi isolément non nulle au sein
d'une région déclarée fixe), de fermer les chaînes
contours, d'attribuer les blocs frontières élémentaires
restants aux régions appropriées, de trier entre
contours intérieurs et contours frontières, . . . L'objectif
est aussi d'aboutir à une structure de données repré-
sentant la partition de l'image, riche, efficace, facile-
ment manipulable pour fournir un important lot d'in-
formations aussi bien immédiates que résultantes .
6 .2. MODULE ESTIMATION DU CHAMP DES VITESSES SUR
UN DOMAINE
Comme estimateur du champ des vitesses au sein d'un
domaine borné est repris celui présenté dans [36] . Il
s'agit d'un schéma d'estimation à deux indices utili-
sant la notion des modèles complémentaires, s'ap-
puyant sur une modélisation stochastique du champ
de vitesses, et prenant en compte les valeurs aux
frontières du domaine. Une variance est associée à
l'estimé du vecteur vitesse en chaque point de la
frontière. Deux cas typiques sont à noter . Une
variance nulle correspond à un vecteur vitesse consi-
déré comme exact (condition de Dirichlet), une
variance infinie à une absence d'information (condi-
tion de Neumann) . Ce dernier aspect est d'importance
car il correspond aux portions occultées de la frontière
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d'une région. La mise en couvre de l'estimation, néces-
sitant la résolution d'équations de Poisson couplées,
qui sont d'ailleurs les mêmes que celles auxquelles
aboutit la méthode de régularisation développée dans
[17], est basée sur une technique de relaxation locale .
6 . 3. CONCLUSION
Nous avons exposé une méthodologie pour l'extrac-
tion du mouvement apparent dans une séquence
d'images numériques, problème dont l'un des aspects
essentiels est la gestion des discontinuités potentielles.
Elle intègre à la fois des aspects de segmentation et
d'estimation et fournit un ensemble d'indices spatio-
temporels de différents niveaux, tout en conduisant à
l'estimation du champ des vitesses sur toute l'image
et à l'obtention de zones délimitées et homogènes au
sens du mouvement .
La détermination locale d'éléments de contour en
mouvement s'appuie sur une modélisation d'une por-
tion de surface dans l'espace (x, y, t) et un schéma
fondé sur un test d'hypothèses, dont la complexité de
mise en couvre effective est équivalente à un simple
détecteur de contour spatial de type gradient-
convolution. Les contours dits d'occlusion entrent de
la même façon dans ce schéma et l'amplitude de
déplacement mesurable n'est pas bornée a priori .
Parallèlement, une procédure de segmentation en
régions spatio-temporelles a été définie à partir d'un
critère ne comprenant qu'une information partielle de
mouvement. Cette procédure est hiérarchique au sens
où une succession de modèles de plus en plus élaborés
peut intervenir, et ce à travers le même formalisme
basé sur un test de vraisemblance . Enfin, nous avons
proposé une méthode récurrente utilisant un algo-
rithme de gradient stochastique pour l'estimation
complète du champ des vitesses le long des chaînes
contours, et autorisant en parallèle la prise en compte
d'un test de Hinkley pour la détection de sous-champs
différents éventuels. L'ensemble de ces modules a été
validé sur de nombreux exemples comprenant des
données synthétiques bruitées et des images réelles.
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