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Abstract
In this work, the capacitive response of organic electronic devices is anal-
ysed. Particular attention is given to small-molecule organic solar cells, with
the purpose of deriving an equivalent circuit for the small-signal response of
these devices. The different components characterising the solar cells electrical
response are individuated and discussed and a specific physical meaning is asso-
ciated with each element of the equivalent circuit. In the experimental section,
the capacitive elements of the equivalent circuit are characterised by analysing
organic diodes and solar cells. It is found that the capacitance of an organic
solar cell is a combination of four components: the dielectric response of the
materials, the depletion regions formed at the interfaces, the accumulation of
free and trapped charge carriers.
The depletion regions formed in organic doped semiconductors are char-
acterised by analysing organic p/n homojunction diodes composed of Zinc-
Phtalocyanine (ZnPc). The results demonstrate that the mechanisms involved
in the formation of depletion zones in organic semiconductors can be described
by the classical Mott-Schottky theory. This allows to estimate the free charge
carrier density of doped layers with capacitance measurements. In addition, the
current-voltage characteristics of organic p/n homojunctions are found not to
obey the classical Shockley theory. It is demonstrated that charge carrier tun-
nelling is the cause of this discrepancy and an analytic model is used to describe
the current-voltage characteristics.
The accumulation of free charge carriers is found to induce capacitance effects
typical of relaxation semiconductors. In presence of unbalanced charge carriers
injection, negative capacitance values are observed. It is shown that in different
organic semiconductor devices, the injection of minority charge carriers induces
a depletion in the majority concentration, resulting in a negative value of the
accumulation capacitance.
Finally, the capacitance associated to trap states in ZnPc:C60 organic solar
cells is analysed. The spatial position and occupation mechanisms of the traps
are estimated. The trapping mechanism in small-molecule organic solar cells is
clarified and the energetic distribution of these trap states is estimated being a
Gaussian function with 55 meV width, a density of 3.5× 1016 cm−3 and centred
0.458 eV below the electron transport level. Trap states are also found to act as
recombination centres, limiting the efficiency of organic solar cells.
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Introduction
Chapter 1 Introduction
1.1 The energetic problem
Life on earth, from plants to animals, uses and depends on some sort of energy.
Energy also plays a fundamental part in the progress of man. Since the beginning
of mankind, we have made use of wood, water, sunlight and fossil fuels as a
means of heating and in making machines work. In the modern world, a range of
essential activities (from agriculture to manufacturing, construction, information
technology, health and social services) depend on access to a suitable form of
energy. Today, energy is a synonym of progress, technology and wellness. At the
same time important decisions have to be made for the energetic future of the
world: CO2 emissions are increasing, the global economy is in a fragile state and
the demand for energy continues to increase. Limiting the list solely to the past
two years 2010 and 2011, we have seen a number of energy-related disasters: the
Deepwater Horizon oil spill off in the Gulf of Mexico [1, 2], the Fukushima nuclear
accident in Japan [3, 4], the devastating oil leaks in northern Russia, Niger
Delta and Northwestern Alberta [5–7], the coal mine explosions in Pakistan and
in China [8, 9]. In addition, the Arab Spring led to a considerable disruption
of oil supply from North Africa [10], showing the fragility and instability of
an energetic system mostly based on fossil fuels. These events emphasise the
need to rethink our global energy system in order to ensure energy security,
rebuild or develop national and regional economies, avoid climate changes and
environmental pollution. Regardless of which is the priority for this renewal,
a transition towards a lower-carbon energy system offers opportunities in all of
these areas.
The risks related to global warming focused the attention of many countries
on controlling their greenhouse gas (GHG) emissions, with the result that emis-
sion growth is already slowing on a global level and largely in countries belonging
to the Organisation for Economic Cooperation and Development (OECD) such
as North America and Europe. Over the next decades, several factors will com-
bine in the resulting global energy-related CO2 emissions. According to a report
from the International Energy Agency [11], GHG emissions are expected to de-
crease significantly in the OECD region. Even in China, which today accounts
for one-quarter of the global amount, emissions are expected to decrease after
about 2025. A big role will also be played by developing countries. All these ele-
ments are summarised together considering either a pessimistic or an optimistic
scenario. The ”6 ◦C scenario” is the pessimistic one and it is not consistent with
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a stabilisation of atmospheric GHG concentrations. The current trend of increas-
ing emissions holds and the global temperature is likely to rise by at least 6 ◦C in
the long term. On the contrary, the optimistic 2 ◦C scenario presents emissions
values indicating an 80% chance of limiting the long-term global warming to
2 ◦C. Energy- related CO2 emissions are cut by more than half over the next 40
years and will continue to decrease. In Figure 1.1 the predicted CO2 emissions
for the two different scenarios are shown. The role of renewable energies and of
advanced energy storage, usage and management are underlined. The biggest
factor for the reduction of GHG emissions is the improvement of energy usage
efficiency: more efficient transports and power plants, new technologies for en-
ergy storage will contribute greatly to save energy across all end-use sectors.
A shift towards less carbon-intensive fuels, particularly in the electricity sector,
will also play a role. Renewable energies are very important for emissions re-
duction, especially for the generation of electricity which will account for more
than 15% of the future demand.
Figure 1.1: Expected CO2 emissions in the following 30 years, accord-
ing to the International Energy Agency [11, 12]. The 2 ◦C scenario
needs the development of numerous new technologies to improve re-
newable energy sources and energy usage efficiency.
Today, more than 7 billion people live on earth and this number will increase
together with their energy consumption as general living conditions improve,
even if the world will use energy more efficiently. According to the United
States Census Bureau, through 2040 the world population will rise by more
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than 25 percent reaching almost 9 billion people [13]. However, population
growth is slowing and in countries belonging to the OECD and in China it
will not change significantly by 2040. In these countries, low birth rates and
longer life expectancy are increasing the percent of older citizens and reducing
the working-age population. At the same time, India and Africa will see an
important growth in their population, especially in working-age group. These
statistics are summarised in Figure 1.2.
Figure 1.2: Population trend until 2040 in four macro-areas of the world
according to the United States Census Bureau [13]. In the OECD coun-
tries and in China the population is not expected to grow significantly
and the percentage of older people will increase. In developing regions
such as India and Africa, the population will grow rapidly, especially
in the working-age group.
Together with population, world economies will also grow over the next
decades and more energy will be required. In a recent report on the future
of the energy sector, ExxonMobil predicts that the global energy demand will
rise by about 30% from 2010 to 2040 [14]. It is remarkable that this increase
could be four times higher if not combined with a significant gain in energy usage
and management efficiency. As shown in Figure 1.3, the demand will increase
for all the available energy sources, with the only exception of coal that will de-
crease for the first time in history after a peak around 2025. The energy sources
that will increase the most will be natural gas and the renewable sources wind,
solar and biofuels (W/S/BF). Natural gas is expected to become the second
most used energy source worldwide, while renewables will account for about 4%
of the global demand.
The largest and fastest growing source of energy demand is the generation
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Figure 1.3: Energy demand of the principal available sources from 2010
to 2040, as expected by ExxonMobil [14]. Natural gas will become the
second most used energy source, while the renewables will increase by
almost 5 times, yielding around 4% of the global energy demand.
of electricity. This because, not only the population growth will contribute in
increasing the demand for electricity, but also other forms of energy will be con-
verted into electricity. An example of this process is the diffusion of electrical
air-conditioning systems for both room heating and cooling, or electrical light-
ing which is replacing oil lamps in developing countries. Nevertheless, electricity
generation and transport is expected to become much more efficient in the next
decades. As a consequence, ExxonMobil predicts a rise of more than 80% in
the demand for electricity from 2010 to 2040 [14]. To produce this electricity,
the demand for fuels will rise only about 45%. This is possible due to highly
efficient new generation natural gas plants and by a growing wind and solar
power contribution. The expected demand in electricity over the next 30 years,
divided by the different available sources, is summarised in Figure 1.4, where the
increasing importance of natural gas, nuclear power and renewable energies can
be appreciated. Even if the fuel demand for electricity generation greatly varies
from region to region, a general trend towards less carbon-intensive sources is
expected. Europe is leading this development, today already deriving almost
half of its electricity from nuclear and renewables. This percentage will further
increase over the following decades. The other OECD countries will follow the
same trend, with a steep reduction in carbon usage and a rapid growth of renew-
5
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able sources. China also, despite its electricity demand will more than double
by 2040, will shift its electricity generation away from coal. These forecasts are
supported by the expectation of government policies oriented towards imposing
a cost on CO2 emissions [11, 14–16].
Figure 1.4: Electricity production in the following 30 years, as expected
by ExxonMobil [14]. Coal will remain the main source for electricity
production, but will decrease starting form 2025. Natural gas, nuclear
power, hydro power and renewable energies will grow the most.
1.2 The role of renewables
In its recent study [11], the International Energy Agency reported that the new
technologies for energy saving and CO2 emissions reduction are still far from the
objectives required to meet the 2 ◦C scenario. In the last decades only onshore
wind and photovoltaic energy have demonstrated significant cost reduction and
installation rate growth. However, maintaining this positive trend will be dif-
ficult and new solutions are required. Despite the variety in available mature
technologies for renewable energy sources, the costs are still higher if compared
to fossil-fuels based energy, despite an impressive drop in the costs of renewables
has been observed in the last decade, especially in relation to solar photovoltaic
(PV). The main problem of present day photovoltaic energy is represented by a
steep growth concentrated only in few markets such as Germany, Italy, United
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States and Japan with the southern, and potentially more productive regions
like Africa or India which still need a significant increase of their photovoltaic
installed power in order to reach the 2 ◦C scenario [11]. Regardless of the eco-
nomic crisis, increasing investments in renewable energy technologies are one of
the most promising indication for the future. In an extensive report from the
Frankfurt School of Finance and Management [15] the global investment in re-
newable power and fuels in 2011 is estimated in 200 billion euro. This represents
a 17% increase in one year and of 94% respects to the total in 2007. In Figure
1.5 the investments in renewable technologies since 2004 are shown.
Figure 1.5: Investment in the renewable energy sector between 2004
and 2011, as estimated by the Frankfurt School of Finance and Man-
agement [15]. In 2011 the global investment in renewable power was
around 200 billion euro, an increase of 17% in one year and twice the
amount of 2007.
The observed investment growth in renewable technologies is also accompa-
nied by a significant rise in the creation of jobs in the renewable energy sector,
a trend that should continue at least until 2020, stimulated by the necessity
of reducing the emissions of GHG [15]. In the year between 2009 and 2010 a
remarkable 34% increase in global investments was observed, driven by the PV
sector. The following year (from 2010 to 2011) showed a smaller but still appre-
ciable growth, particularly considering the difficult economic situation. Another
important highlight of 2011 is represented by the investment in wind technol-
ogy, decreasing for the first time with respect to the previous year. Wind can
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be considered a mature technology, nevertheless it was out-stripped by solar
which attracted almost twice as much investment, with an impressive 52% in-
crease. This investment boom in solar energy technology was mainly supported
by large photovoltaic fields in Germany, Italy and U.S. and by smaller scale
installations in China and the UK [15]. This was possible due to the rapid price
reduction of photovoltaic modules, supported by the increasing low-cost Chinese
market and by a global production over-capacity. The result was a reduction of
more than 40% in module prices over one year, as shown in Figure 1.6.
1.3 Photovoltaic energy
The great interest in converting energy that comes from the sun in a more us-
able form is justified by one simple consideration: the solar energy that reaches
the earth’s surface in one hour is about the same as the amount consumed by
all human activities in a year. Two main technologies use sunlight to generate
usable energy: concentrated solar power (CSP) and photovoltaic (PV) systems.
Concentrating solar power systems use mirrors or lenses to concentrate a large
area of sunlight. The concentrated light is used as a source of heating, usually
for a steam turbine connected to a generator, and electrical power is produced.
On a smaller scale, the same principle is also employed in temperature collectors.
These are usually dark flat plates that heat air or water, successively used as a
medium to transfer this heat for residential and commercial use. Photovoltaic
systems directly convert solar energy into electricity. The basic building block
is the PV cell, which is a semiconductor device that converts solar energy into
direct current (DC). Many PV cells are interconnected together to form a PV
module, which can typically generate around 200-350 W under full sunlight il-
lumination. The modules are combined in large photovoltaic fields where the
electrical energy is converted, managed and stored. This structure is highly mod-
ular, the size of the PV system can be adapted to the specific application and
combining different characteristics of modules, inverters and batteries a large
variety of solutions is available.
The photovoltaic effect was first reported by Edmund Bequerel in 1839 when
he observed that the action of light on a silver coated platinum electrode im-
mersed in electrolyte produced an electric current [17]. Forty years later, in
1876, William Adams and Richard Day found that a photocurrent could be pro-
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duced in a sample of selenium when contacted between two heated platinum
contacts [18]. It took almost twenty years until Charles Fritts, in 1894, pre-
pared what can be probably considered the first solar cell [19]. The first solid
state photovoltaic devices based on a Schottky junction formed between the se-
lenium semiconductor and a deposited gold metal contact, thin enough to be
semitransparent, began to be constructed. The power conversion efficiency was
very low, less than 1%. For the first applications of photovoltaic devices it was
necessary to wait until the 1950s with the development of good quality silicon
wafers. In fact, silicon electronics followed the discovery of new manufacturing
techniques which allowed an advanced control of the doping process and the
growth of high-purity materials [20–22]. The new silicon p-n junction structures
produced much better rectifying action than Schottky barriers and better pho-
tovoltaic performance. The first silicon solar cell was reported by Chapin, Fuller
and Pearson in 1954 and converted sunlight with an efficiency of 6%, six times
higher than the best previous attempt [23]. The performance of silicon solar cells
increased significantly in the following years, but high production costs limited
the use of these devices to space or other very specific applications [24]. Already
in 1954, a cadmium sulphide (CdS) p-n junction with an efficiency of 6% was
produced [25]. The investigation of p-n junction photovoltaic devices made of al-
ternative semiconductors such as gallium arsenide (GaAs) or cadmium telluride
(CdTe) [26, 27] was stimulated by theoretical works indicating that these ma-
terials would offer a higher efficiency in comparison to silicon. However, silicon
remained and remains the dominating photovoltaic material, thanks to the con-
tinuing manufacturing technological progress of the microelectronics industry.
Today, commercially available PV modules can be be divided into two broad
categories: silicon wafers and thin films. Silicon wafers are usually composed
of crystalline silicon (c-Si). The reduction of costs required for producing crys-
talline silicon modules observed in the last years made this technology dominate
the market over poly-crystalline and amorphous silicon, at least for large scale
applications. Crystalline silicon (c-Si) modules represent 85-90% of the global
annual market and thin films account for the remaining 10% to 15% market
share. Thin-film PV systems benefit from low material usage and are attract-
ing increasing attention because of their light weight and low-cost potential.
Different materials are used for thin film modules, the most frequent ones are
amorphous (a-Si), micromorph silicon (a-Si/µ-Si), cadmium-telluride (CdTe),
copper-indium-diselenide (CIS) and copper-indium-gallium-diselenide (CIGS).
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The trend of price per module over the last three years for these technologies is
shown in Figure 1.6.
Figure 1.6: Module price in EUR/Watt-peak (Wp) from March
2010 until June 2012. Three different technologies are compared:
crystalline silicon (c-Si), cadmium-telluride (CdTe), cadmium-selenide
(CdS) based thin film and amorphous/micromorph silicon (a-Si/µSi).
Source: http://www.sologico.com/priceindex/
Another important classification takes into account the end use of the photo-
voltaic system and divides the market into four segments: residential, commer-
cial, utility-scale and off-grid. Residential and commercial sectors are charac-
terised by relatively small solar systems mounted on rooftops. The disadvantage
of these systems with respect to utility-scale photovoltaics is the higher cost per
Watt, due to installation and fixed costs and also because of the lower efficiency
of the not always optimally oriented panels. The advantage of residential and
commercial systems is that the energy is produced right where it is also con-
sumed, so there is no need for expensive energy transmission, management and
storage equipment as for utility-scale solar plants. Off-grid electrification is an
approach for the generation of electrical energy in countries and areas with poor
grid connections and difficult access to electricity. In a recent report, the In-
ternational Energy Agency investigated the relative share of the four market
segments for photovoltaic systems. Figure 1.7 shows a possible development for
electricity generation of PV systems, divided by end use sector [28]. Residen-
tial PV systems are expected to decrease from todays almost 60% of the total
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installed capacity to less than 40% by 2050. However, the relative shares of PV
electricity among the different sectors will vary greatly on the basis of the coun-
try, according to the specific market framework. High costs of the total system
represent the most important barrier for PV diffusion today. As shown in Figure
1.6, not withstanding the production costs are decreasing rapidly as a result of
technology improvements and higher production volumes, the initial investment
necessary for a PV system is still relatively high. The price of a complete system
is in fact composed by the sum of module cost, mounting structures, inverters,
cabling and power management. New technologies need to be developed and
transferred to industry in order to accelerate cost reduction.
Figure 1.7: Photovoltaic electricity generation in different end use sec-
tors, according to the predictions of the International Energy Agency
[28]. Residential PV systems will grow less than other sectors, account-
ing for around 40% of the overall installed capacity by 2050 from 60%
of today.
Emerging technologies such as advanced thin films, hybrid and organic so-
lar cells are about to enter the market in the following few years. Considering
organic photovoltaic systems (OPVs), the enormous variety of organic semicon-
ductors that can be fabricated with high yields and at low costs is especially
promising [29, 30]. In contrast to silicon-based solar cells, OPVs offer the ad-
ditional advantages of light-weight, semi-transparency and mechanical flexibil-
ity, which make this technology the prime candidate for PV building-integration
[29, 31]. Research activity in the field of organic solar cells has increased tremen-
11
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Emerging Novel
Systems Technologies
Technology
Characteristics
Low cost High efficiency
Moderate performance Full spectrum utilisation
Status and
potential
Emerging technologies
at demonstration level
Wide variety of new
concepts at lab level
First applications ex-
pected in small volume
markets
Potentially breakthrough
technologies
R&D issues
Improvement of efficiency
and stability
Proof-of-principle
of new concepts
Encapsulation of organic
based concepts
Improve processing, char-
acterisation and modeling
Table 1.1: Characteristics of emerging and novel technologies. Emerg-
ing systems such as organic, hybrid and new thin film solar cells promise
to reduce the costs of PV systems. Novel concepts based on the ad-
vanced management of light are focused on high efficiency and have
the potentials to dominate the future market.
dously in the recent years and a great effort is being made regarding a more
detailed understanding of the underlying physical concepts and in developing
new functionalised materials, device structures and concepts to improve their
performance [32–38]. Organic solar cells are a potentially low cost technology,
but their relevance for energy production in power applications remains to be
proven. Novel PV concepts are subject of basic research and focus on achieving
ultra-high power conversion efficiency solar cells by developing active layers able
to use the entire solar spectrum, by means of broad absorption or by modifying
the incoming light spectrum. Quantum wells, quantum wires and quantum dots
are examples of structures introduced in the active layer [39]. Their market rel-
evance will depend on whether they can be combined with existing technologies
or whether they lead to entirely new cell structures and processes. The char-
acteristics of emerging and novel photovoltaic technologies are summarised in
Table 1.1.
IDTechEx recently published a report focused on todays status and future
outlook of organic photovoltaic technology [40]. They estimate present day
OPVs market being around $4.6 million and forecast that it will rise to $630
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million by 2022. They also investigated the role of OPV technologies for dif-
ferent market segments, including automotive, posters and point-of-purchase
advertisement, apparel, customer electronics, off-grid applications and building
integrated photovoltaics. Organic solar cells will introduce unique and novel
characteristics in the PV market, such as good performance under indoor and
diffused light illumination, flexible and conformable panels and very low energy
production costs, thanks to the possibility of using printing techniques. These
properties distinguish organic solar technology from the currently available so-
lutions, so that OPVs can not only target existing markets, but also create new
ones. The lifetime of organic devices is one of the biggest problems to be solved.
Organic semiconductors degrade very fast when exposed to ambient conditions
and existing commercial encapsulants are not able to extend the device lifetime
sufficiently for photovoltaic applications. The efficiency values also need to be
improved. The trend of laboratory solar cells efficiency of the principal modern
technologies is shown in Figure 1.8. Organic solar cells are among the most
rapidly increasing technologies, suggesting that a power conversion efficiency
around 15% for laboratory solar cells and close to 10% for commercially avail-
able modules could be reached within a short time [41]. OPVs may never reach
the conversion efficiency of crystalline silicon, but the low production costs in
terms of energy and materials already render an organic solar module with an
efficiency close to 10% competitive on the market [40].
13
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Figure 1.8: Research solar cells record efficiency updated to October
2012. Among the emerging PV technologies, organic solar cells show
the most rapid improvement in performance [41]. Produced by the
National Center for Photovoltaics at the National Renewable Energy
Laboratory, Golden, Colorado, USA (http://www.nrel.gov/ncpv/ )
14
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CHAPTER 2
Basics
In this chapter, the basic concepts, characteristics and working principle of or-
ganic semiconductors and organic solar cells are discussed. The properties of
single organic molecules are analysed and then generalised to organic solids.
Particular emphasis is given to the electrical transport in organic solids with
semiconducting properties, as they are the fundamental constituents of organic
electronic devices. How the electrical properties of organic solids depend not
only on the single molecule characteristics, but also and sometimes mostly on
inter-molecular interactions is also discussed.
In the second part of the chapter, the working principle of solar cells is de-
scribed. The characteristic parameters that describe the behaviour of a solar cell
are introduced and will be used in the analysis of organic solar cells. Silicon based
solar cells give the basics to understand and comment on the specific characteris-
tics of organic photovoltaic devices. The working principle of organic solar cells
is explained and compared with conventional devices, to better understand the
strong and weak points of this technology. The strategies commonly employed to
improve device performance are presented and the ideal structure discussed.
Chapter 2 Basics
2.1 Organic Semiconductors
Organic semiconductors are carbon-based materials with semiconducting prop-
erties. They can be small molecules, oligomers and polymers. Almost all organic
solids are insulators, but when their constituent molecules have pi-conjugated
systems, electrons can move via the overlap of the pi-electron cloud by hopping,
tunnelling or related mechanisms as discussed in paragraph 2.1.4. Semiconduct-
ing properties can also be obtained or enhanced by pairing an electron donor
molecule with an electron acceptor molecule, a technique known as organic dop-
ing and described in paragraph 2.1.5. The possibility of having pi-conjugated
systems is due to the particular properties of the carbon atom that can form
hybridised bonds. For organic semiconductors, the sp2 hybridisation is of partic-
ular interest, because it allows the formation of bond orbitals oriented perpen-
dicularly to the molecular plane, thus facilitating electron delocalisation. The
orientation of the orbitals and the molecules strongly influences the electrical
and optical properties of the semiconducting material, determining the interac-
tion with the electrical field [1] and the electron transfer from one molecule to
the other [2–4].
Different structures present pi-conjugated systems, like acetylene-based poly-
mers that have a chain of carbon atoms with alternating double and single bonds
or polycyclic aromatic hydrocarbon molecules [5], where benzene rings act as the
basic unit of the molecular structure [6]. The presence of benzene rings in the
structure of the molecule has some advantages such as the reduction of the en-
ergy gap between occupied and empty states with increasing de-localisation,
leading to absorption and fluorescence in or near the visible spectral range and
to semiconducting properties[7, 8].
2.1.1 Molecular Orbital Theory
The description of carbon-based materials using the concept of hybridisation is
also known as valence bond theory [9]. Even thought this approach remains very
useful for a qualitative view of the bonding properties of a variety of molecules, it
has been largely superseded by the molecular orbital (MO) theory when a more
detailed analysis is required [10, 11]. One specific problem with hybridisation
is for example the incorrect prediction of the photoelectron spectra of many
molecules [12]. In the Molecular Orbital Theory, electrons are considered to be
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spread throughout the entire molecule and molecular orbitals (MO) are obtained
solving the Schro¨dinger equation:
HˆΨ = EΨ, (2.1)
where Ψ is the molecular orbital, E is the energy of the state and Hˆ is the
Hamiltonian of the system. The resulting molecular orbital spreads over the
entire molecule and the electron distribution in the molecule is calculated from
the value of
∣∣Ψ2∣∣. In most cases, the Schro¨dinger equation cannot be solved
without introducing some simplifications. One of the most common is the Born-
Oppenheimer (BO) approximation [13] that considers the nuclei stationary in
comparison to the electrons. In other terms, the nuclei have fixed positions and
the Schro¨dinger equation is solved only for the electrons wave function. This
approximation is widely accepted, thanks to the much smaller electron mass in
comparison with the atomic nucleus mass (melectron ≈ 1/1836 ×mproton). Ap-
proximations represent an important tool of quantum chemistry and only the
simplest molecules could be handled otherwise. In fact, even in cases where the
BO approximation breaks down, it is still used as a starting point for the com-
putations [14, 15]. To better explain the principle of MO theory, the hydrogen
molecule-ion H+2 is taken as an example. In this system one electron is shared
between two hydrogen nuclei. The Hamiltonian for the single electron is:
Hˆ = − ~
2
2me
∇2 + V, (2.2)
where
V = − e
2
4pi0
(
1
rA1
+
1
rB1
− 1
R
)
. (2.3)
Here rA1 and rB1 are the distances of the electron from the two nuclei A and B
and R is the distance between the two nuclei. The interaction between electron
and nuclei gives an attractive contribution and the sign of the two terms in
parentheses is positive. Contrarily, the third term is the repulsive interaction
between the nuclei and has the negative sign.
In order to prevent complicated and hard to describe wavefunctions from
solving the Schro¨dinger equation, a simplified method, based on the Linear
Combination of Atomic Orbitals (LCAO) is used. Following this approach,
an electron can be found in an atomic orbital of the atom A but also in one
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belonging to atom B. The overall wavefunction is then a superposition of the
two atomic orbitals χA and χB and the resulting molecular orbital is called
LCAO-MO [10]:
Ψ± = N(χA ± χB), (2.4)
where N is the normalisation factor and the sign ± denotes the bonding or
anti-bonding solution. The Ψ+ wavefunction corresponds to a lower energy in
comparison to the Ψ− solution. The probability function corresponding to Ψ+
is shown in Figure 2.1(a) and presents an increased probability of finding the
electron in the internuclear region, with respect to the case in which each electron
is confined in one atomic orbital. This enhancement is due to the overlap density
and one can state that a bond is formed when electrons accumulate in the atomic
orbitals overlap and interfere constructively.
Figure 2.1: Electron density calculated from the square of the wave-
function in case of bonding (a) or anti-bonding (b) molecular orbital.
In case of the linear combination Ψ−, there is a reduction in probability
density between the two nuclei due to a destructive interference of the atomic
orbitals. The molecular orbital has a nodal plane in which the probability func-
tion goes to zero as in Figure 2.1(b). This molecular orbital is therefore an
anti-bonding orbital and contributes toward reducing cohesion between the two
atoms. The boding orbital in the H+2 molecule-ion lays in the internuclear axis
and is also defined as a σ bond. A σ bond has cylindrical symmetry around the
internuclear axis and in a complex molecule can be formed by all the orbitals
with the appropriate symmetry. For example, in the case of elements with 2s
and 2p atomic orbitals in the valence shell (e.g. boron, oxygen, nitrogen, fluorine
and carbon) only the orbitals 2s and 2pz contribute to a σ orbital:
Ψσ = cA2sχA2s + cB2sχB2s + cA2pzχA2pz + cB2pzχB2pz . (2.5)
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The 2px and 2py orbitals of each atom are perpendicular to the intermolecular
axis and overlap on the side. Orbitals formed with this kind of geometry are
called pi orbitals. In this case also the overlap can be constructive or destructive
and results in a bonding or anti-bonding pi orbital. In the case of poly-atomic
molecules, molecular orbitals can still be determined with the LCAO method
that in its general form is:
Ψi =
∑
j
cijχj . (2.6)
To find the coefficients of the linear combinations used to build the molecular
orbitals, the secular equations are set up and solved for the energies. In the
diatomic case, they are:
(αA − E)cA + (β − ES)cB = 0, (2.7)
(β − ES)cA + (αB − E)cB = 0. (2.8)
Here α is the Coulomb integral and represents the energy of the electron when it
occupies the atomic orbital χA or χB, for αA and αB respectively. The parameter
β is called the resonance integral and approaches zero when the orbitals do not
overlap. The overlap between two atomic orbitals on different atoms is quantified
by the overlap integral S:
S =
∫
χ?AχBdτ. (2.9)
Finally, the energy of the orbital is calculated from the secular determinant, that
equals zero if the secular equations have a solution:∣∣∣∣∣ αA − E β − ESβ − ES αB − E
∣∣∣∣∣ = 0. (2.10)
The solutions of this equation represent the energies of the bonding and the
anti-bonding molecular orbitals.
2.1.2 Conjugated Molecules
While the basic ingredient of organic molecules is the carbon atom, the basic
ingredient of organic semiconductors is conjugation [16]. Conjugated molecules
are characterised by an alternation of single and double bonds along a chain of
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carbon atoms. This particular configuration allows a delocalisation of the elec-
trons, conferring extra stability and interesting electrical and optical properties
[8].
In 1931, Erich Hu¨ckel proposed a set of approximations to build up the pi
molecular energy diagram of conjugated molecules [17, 18]. In this approach,
the electrical and optical properties are governed by the pi orbitals. The σ
orbitals are separated from the pi orbitals and only determine the shape of the
molecule. In addition, all the carbon atoms are considered identical, so that the
Coulomb integrals αi are set equal. In order to better understand the Hu¨ckel
approximations, one can consider the case of ethene (C2H4):
The pi molecular orbitals are given by the LCAOs of the carbon 2p orbitals
C
H
H
C
H
H
Figure 2.2: Chemical structure of the ethene (C2H4).
perpendicular to the molecular plane:
Ψ = cAχA + cBχB. (2.11)
To calculate the energies of the molecular orbitals , the secular determinant has
to be solved. Considering the two carbon atoms identical, the Coulomb integrals
are equal (αA = αB = α) and the secular determinant becomes:∣∣∣∣∣ α− E β − ESβ − ES α− E
∣∣∣∣∣ = 0. (2.12)
Additional Hu¨ckel approximations can be applied:
1. Since in the pi bonds, the atomic orbitals are parallel to each other and only
approach laterally, the overlap is negligible and all the overlap integrals S
can be set equal to zero.
2. The distances between atoms are such that the resonance integrals of non-
neighbours atoms can be set to zero.
3. The remaining resonance integrals are identical and set equal to β.
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In a modern computation, these severe assumptions can be relaxed, but are con-
sidered very useful for a general description of the pi molecular energy diagram.
With these approximations, the bonding and anti-bonding orbitals energies of
the ethene can be easily calculated and result as:
E± = α± β. (2.13)
The electronic configuration of the molecule is 1pi2 and the bonding orbital
1pi is defined as the Highest Occupied Molecular Orbital (HOMO) of ethene.
Similarly, the orbital 2pi (or pi?, to emphasise its anti-bonding nature) is the
Lowest Unoccupied Molecular Orbital (LUMO), as shown in Figure 2.3. These
two orbitals are responsible for many of the molecular properties. For example
the excitation energy of the molecule can be estimated by the pi → pi? transition
and is 2|β|.
pz pz
pi
pi∗
bonding
anti-bonding
Energy
Figure 2.3: Energy diagram of the two Carbon atoms in ethene. The
sp2 orbitals combine to form σ bonds (not shown), while the pz orbitals
generate one pi and one pi∗ MO.
A very interesting example of a conjugated molecule is represented by Ben-
zene (C6H6), that is an aromatic molecule and is characterised by a strong de-
localisation of the electrons that confers additional stability to the molecule. In
terms of the valence-bond theory, the six C atoms are sp2 hybridised so that one
single 2p un-hybridised orbital is also present. These six C2p orbitals interfere
to give six pi orbitals spread all around the ring. Their energies can be calculated
using the Hu¨ckel approximations, that give a diagonalised Hamiltonian matrix:
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Figure 2.4: Chemical structure of Benzene (C6H6). In this molecule
alternating double and single carbon bonds are expected, but the pres-
ence of two equivalent resonance forms confers the aromaticity to ben-
zene. The electrons are strongly delocalised and they distribute equally
between each of the six carbon atoms.
H =

α β 0 0 0 0
β α β 0 0 0
0 β α β 0 0
0 0 β α β 0
0 0 0 β α β
β 0 0 0 β α

. (2.14)
The resulting molecular orbital energies are:
E = α± 2β, α± β, α± 2β. (2.15)
In Figure 2.5 the molecular energetic diagram is shown. The three lowest
orbitals are occupied by the six electrons coming from each carbon atom. The
only molecular orbitals occupied are the bonding ones and the delocalisation
energy gain is around 2β ≈ -4.8eV.
2.1.3 From Molecules to Solids
Focusing on their electrical properties, the molecular solids can be categorised in
two types, according to the temperature dependence of their electrical conduc-
tivity: metallic conductors, with a conductivity that decreases with temperature,
and semiconductors, in which the conductivity increases as the temperature is
raised [8, 19]. It is usual to further classify semiconductors with very low conduc-
tivities as insulators, but this distinction does not have a fundamental meaning.
28
2.1 Organic Semiconductors
Energy
Bonding
Anti-Bonding
+
++
+
+ +
−
−+
+
+ −
++
− −
+−
+ −
+
−−
+
− −
+
−+
−
+ −
Figure 2.5: Hu¨ckel orbitals of benzene. The nodes between the atoms
determine the bonding or anti-bonding character of the delocalised
orbitals. In the ground state only the bonding orbitals are occupied.
The most important aspect that determines the electrical properties of solids
is the distribution of the electrons [20]. For polymeric organic materials, the
alternation of single and double bonds causes a narrowing of the band-gap and
the electrons tends to be delocalised over the chain composed by the alternating
bonds. The electron transfer over larger scale is made possible by the interac-
tion between the polymeric chains [21]. For limited conjugation length, as in the
case of small-molecules based materials, macroscopic conduction is made possi-
ble by the overlap of molecular orbitals with neighbouring molecules [4, 22]. The
bonds within a solid material may be of various types. In the case of molecular
solids, single molecules are held together by van der Waals interactions or, in
some cases, by hydrogen bonding [4, 23]. With a mechanism similar to the for-
mation of molecular bonding and anti-bonding levels from the atomic orbitals,
the interaction of neighbouring molecules produces a spread of energetic levels
allowed for the electrons [22, 24, 25]. In Figure 2.6(b) it is shown how this
process leads to the formation of bands instead of energetic levels when a large
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number of molecules are interacting. These intra-molecular interactions further
spread the energy levels, delocalising the electrons and reducing the band-gap.
In Figure 2.7 the effect of chain length and van der Waals interactions on the
energy diagram is represented. Considering the case of polyacenes, composed by
a repetition of benzene rings, an increasing number of benzene rings corresponds
to a smaller band-gap [26]. At the same time the comparison between solid state
and gas phase emphasises the role of inter-molecular interactions in narrowing
the energetic difference between HOMO and LUMO.
pz
pi∗
pi
LUMO
HOMO
n=1 2 3 4 5 6
Figure 2.6: When the number of interacting molecules increases, a
band structure emerges together with a narrowing band gap.
In summary, the inter-molecular interactions play a decisive role in both the
electrical and optical properties of the organic solid. In case of large overlap
between molecular orbitals, the electrons are strongly delocalised and can be
easily transferred from one molecule to the other, the band-gap is relatively
small and the material shows semiconducting properties. This dislocation effect
is indeed essential for electronic conduction. It is important to point out that in
case of organic semiconductors, due to this strong inter-molecular interaction,
the terms HOMO and LUMO are no longer strictly correct, since they are defined
for the single molecule case. They should be replaced by the ionization potential
(IP ) and electron affinity (EA), as schematically explained in Figure 2.8. In
this work, organic devices are analysed in the solid state, it is therefore correct to
refer to the IP as the highest hole transport level and EA as the lowest electron
level of the organic semiconductor. The terms LUMO and HOMO are referred
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IPgas
IPsolid
EAsolid
EAgas
Eg
Energy
Figure 2.7: Band gap as a function of number of rings in benzenoids
molecules. For increasing conjugation length the gap narrows. This
effect is further amplified by the intra-molecular interaction in solid
phase [26].
to the energy levels of single molecules.
2.1.4 Charge Transport in Organic Semiconductors
The conduction mechanism in organic semiconductors is a matter of current
debate [27]. There are two different approaches to describe the transport of
charge carriers in molecular solids. Electrons and holes can be either considered
as free (or partially free) carriers in the respective transport levels or polarons
[2, 28–33]. A polaron is a quasi-particle composed of a charge and its induced
polarisation field and lattice distortion, as shown in Figure 2.9. In this work, the
first approach is used, since it allows a direct parallel with the standard semi-
conductor theory, though with some differences that must be taken into account
for organic materials [34–37]. The conduction mechanism of the charge carriers
is another important aspect to be discussed. Again two main approaches are
possible: band-like conduction or hopping transport. In a band-like conduc-
tion, the charges are considered highly delocalised and can travel freely in the
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Figure 2.8: Energy level scheme of a free organic molecule (left) and
its corresponding solid state (right). Due to the intra-molecular in-
teractions, the energy levels are shifted in the transition from the gas
to the solid phase. Moreover, charge transfer (CT) states below the
conduction level are generated. In these states electrons and holes are
located in two neighbouring molecules.
transport levels. However, intra-gap states can play an important role and the
charges spend a considerable time on these localised trap states [38–42]. When
trapped, the charges cannot contribute to the current, resulting in a reduced
electrical conductivity and in a low average mobility. This transport mechanism
is described by the Poole-Frenkel formalism, which also predicts a dependence
of the mobility µ on the electrical field E [43]:
µ = µ0 exp
√ q3E
4pik2T 2ε0εr
 . (2.16)
Here µ0 is the zero-field mobility; q is the elementary electronic charge, ε0 is
the vacuum permittivity, εr is the relative permittivity of the material, k is the
Boltzmann constant and T is the temperature. In contrast, when considering
hopping conduction models, only localised states exist or play a role. This is the
case if the trap levels are very deep or the temperature is too low for releasing
the trapped charges [31, 33, 44]. In this case, the charges spend all of their
time on the intra-gap states and move from one state to the other by hopping.
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Figure 2.9: Representation of a polaron as a free charge carrier together
with its self-induced lattice distortion.
The hopping rate of a charged carrier Γij between two localized states i and j
with energies i and j separated by the distance Rij can be determined by the
standard Miller-Abrahams model [33, 45, 46]:
Γij = Γ0 exp
(
−2∆Rij
a
)exp
(
−∆EijkT
)
if ∆Eij > 0
1 if ∆Eij ≤ 0
, (2.17)
where Γ0 is a normalisation prefactor, a is the localisation length, ∆Rij is the
distance between the hopping states and ∆Eij is the energy difference between
these state, determined by the occupation function:
Eij =
|i − EF |+ |j − EF |+ |i − j |
2
. (2.18)
Here EF is the equilibrium Fermi level. Furthermore this model predicts a field
and temperature dependence of the effective mobility, as discussed by Ba¨ssler
[2].
In this work the current flow in the device is described using a Poole-Frenkel
formalism. The charge carriers are transported through conduction states, the
IP and EA of the organic solid as long as the charge carrier density is not high
enough to fill these energy levels [47]. This approach allows a parallel with the
conduction and valence bands of the standard semiconductor theory, with the
main difference given by the density of states (DOS) of the transport levels,
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assumed to be Gaussian for organic semiconductors [2]:
g() =
N
σ
√
2pi
exp
(
− 
2
2σ2
)
. (2.19)
Additionally, deep localised states can influence the transport of charge carriers,
behaving as trap states and/or recombination centres. Without considering trap-
to-trap transport, a charge trapped on a deep level has first to be promoted to a
conductive state in order to contribute to the current. The transport mechanisms
are described in the mobility that turns out to be a complicated function of
electric field, charge carrier density and temperature.
Often organic semiconductors are amorphous materials. Therefore a parallel
with the inorganic case is interesting. Inorganic amorphous materials are known
to be characterised by a significant number of unterminated ’dangling’ bonds,
that create deep trap levels. As a result, the assumption of two discrete transport
levels (the edges of valence and conduction band) is no longer valid. A more
sophisticated description includes a distribution of intra-gap states modeled by
two exponentially decaying functions, one describing the valence or conduction
band states and one describing the trap states. As an example, again considering
the hole case, the transport and trap states are given by:
NV (E) = NV0 exp(−E/kT1), (2.20)
NTV (E) = NT0 exp(−E/kT2). (2.21)
Each distribution is defined by the density of states at a reference energy E =
0 and by the slope of the distribution with the dimension of a temperature.
Figure 2.10 shows an example of such an energy diagram. Between the tail
states of the conduction and valence bands, a large density of trap states exists.
The abundance of these trap states has different consequences in the electrical
characteristic of the device, which can be summarised in three detectable effects:
 Anomalous transient behaviour (for example in time-of-flight measure-
ments) due to a complicated convolution of trapping times.
 Low conductivity that can also be described by low mobility, as discussed
in the following.
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 In impedance, a frequency dependent Mott-Schottky plot.
In addition, quite often a large density of trap states produces symmetry in
trapping and detrapping times. In crystalline materials trapping is normally
faster than detrapping and this is one of the assumptions in deep-level transient
spectroscopy (DLTS). This aspect will be discussed in more detail in chapter
Impedance and introduces new challenges in the trap states characterisation for
organic materials.
Figure 2.10: Distribution of states for an amorphous material. Con-
ductive or band tail states are exponentially distributed in energy, as
well as the deeper non-conductive trap states.
It is interesting to notice that these trap states can also originate from the
polaronic effects induced by the charge carriers [39]. This consideration shows
how the two-band formalism with only one band contributing to current, even if
rather simplified, keeps a strong descriptive power even in disordered materials
[48, 49]. As an example of the difficulties arising when describing amorphous
and organic materials, the analysis of the mobility µ is indicative. Mobility
is probably one of the most important parameters for electronic devices. For
example, it defines the switching speed of digital devices, proportional to L2/µV ,
where V is the applied voltage and L is the transistor channel length. The
mobility also governs the charge carriers transport, in the cases of both drift
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or diffusion. Organic materials are often labeled as low-mobility materials, but
the definition and measurement of mobility for such materials is not obvious.
In a general way, it can be defined as the factor that links the current with the
product of charge density and electric field:
J = µpqpE, (2.22)
where J is the current density, in this case assumed unipolar (only supported
by holes), µp the hole mobility, q the elementary charge, p the hole density that
varies with the applied voltage (see equation 2.31) and E is the electric field.
The same considerations can be applied to the electron or bipolar case. In order
to evaluate the mobility, it is necessary to know the charge carrier density p(V ),
which is not always possible. To overcome this difficulty, it is often assumed
that p(V ) is constant and the current dependence on temperature is described
by a temperature dependent mobility. In the same way, the low conductivity of
a material is often due to the small density of charge carriers rather than a low
intrinsic mobility. This can be the case if most of the charges are trapped in
intra-gap states and cannot contribute to the current. However, also this effect
is usually modeled by an effective mobility µeff in which a distinction between
free and trapped charge carriers is introduced. This can be summarised as:
µeff =
pµp + pTµT
p+ pT
, (2.23)
where p is the density of free charges (holes) in the transport band of states, pT
is the density of trapped charges, µp is the intrinsic mobility of free holes and
µT is the mobility of trapped charges. As discussed before, transport through
trap states is usually not considered and equation 2.23 is simplified to:
µeff =
p
p+ pT
µp. (2.24)
From this equation, it follows that the relation between the effective and the
intrinsic mobility is given by the fraction of charge carriers in mobile states.
This fraction can be strongly temperature and bias dependent, as will be shown
in chapter subsec:RecOSC, and so is the effective mobility also. Conclusively,
it is inaccurate to define organic semiconductors as low mobility materials. In
many cases transport in organic devices is trap-dominated and the assumption
of knowledge of the density of charge carriers can lead to conflicting different
36
2.1 Organic Semiconductors
results when using different measurement methods.
2.1.5 Molecular Doping
Doping is among the most important and fundamental processes in semiconduc-
tor technology. It can be defined as the intentional introduction of impurities
in a semiconductor with the purpose of modulating and controlling its electrical
properties. By adding impurities to pure semiconductors, the electrical conduc-
tivity may be varied by orders of magnitude. As an example, pure germanium
contains about 2.5× 1013 cm−3 free electrons and holes at room temperature
[50, 51]. The addition of 0.001% of arsenic as an impurity donates 1017 cm−3
additional free electrons and the conductivity is increased by a factor of 104.
Moreover, choosing the impurity atoms to be introduced, the transport type
can be varied [50].
The semiconductors doping technique was developed during the second World
War, driven by research in short radio wavelengths. The researchers found that
ordinary vacuum tubes were of little use in this frequency region and new de-
tectors were necessary [52]. The main alternative was represented by crystal
detectors [53]. In attempting to improve these detectors, chemists and met-
allurgists where asked for purer silicon. Improvements came rapidly and the
metallurgists also learned how to make silicon of either excess or defect type.
Among others, J. H. Scaff and H. C. Theuerer [54] conducted a detailed in-
vestigation of the silicon production technology. In this period, not only silicon
detectors became available, thus making radar feasible in the second World War,
but new and important devices were also invented, such as junction diodes and
transistors [55].
Looking at the history of inorganic semiconductors, it is clear that doping
technology played a major role in the development of modern electronics. Sim-
ilarly to conventional semiconductors, the organic ones can also be doped and
their electrical properties modified. A number of different techniques are used to
obtain p-type or n-type doping. Acceptor impurities that lead to p-type doping
are usually obtained with the introduction of molecules with a deep LUMO level,
lower than the IP of the molecular solid. The electrons present in the HOMO
of the matrix molecules are transferred to the LUMO of the acceptor dopant,
leaving a hole in the organic semiconductor. The case of n-doping presents more
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difficulties and the techniques used to obtain n-doped organic semiconductors
can be divided in three main categories:
 Metals like Caesium or Lithium can be used to obtain n-doping [56, 57].
In this case, the small size of the metal atoms leads to a high diffusion
coefficient, affecting the device stability [58].
 Molecules able to directly dope the matrix molecular solid solve the prob-
lems of dopant diffusion. As already discussed, this method does not
present important drawbacks in case of p-doping, but requires very re-
active materials for n-doping [59]. An effective n-dopant should have its
HOMO level at higher energy than the LUMO level of the matrix. This
results in very shallow LUMO level dopant molecules, which are unstable
in air and difficult to handle.
 A third option is to use air-stable precursors [59–61]. The principle is very
similar to the introduction of dopant molecules, with the only difference
that these materials are typically stable in air and react once introduced in
the matrix molecular solid, only then generating the dopant species. Two
kinds or precursors exist: dimer precursors [62] or salt precursors [63].
The working principle of organic semiconductor doping is similar to the in-
organic case. Doping introduces impurity atoms or molecules in the system
composed by the matrix molecules M . The impurities can either act as electron
donors D or electron acceptors A:
MMDM →MM−D+M, (2.25)
MMAM →MM+A−M. (2.26)
At this stage, a charge transfer complex is formed, but the Coulomb attraction
between the ionised matrix molecule and the impurity binds the electron (or the
hole). In order to have a free charge carrier, this force has to be overcome so
that the charge carrier can move to the neighbouring molecules:
MM−D+M →M−MD+M, (2.27)
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MM+A−M →M+MA−M. (2.28)
For different reasons (higher epsilon, stronger electron wavefunction delocalisa-
tion), this binding energy is easily overcome in inorganic semiconductors and
free charge carriers are easily generated. This is usually not the case for organic
materials, where an energy difference between the HOMO of the n-dopant and
the electron affinity of the matrix (or LUMO of the impurity and the IP of the
matrix for p-doping) is necessary and has to be relatively high, in comparison
to the inorganic case, to result in an efficient doping process [64]. This mecha-
nism is described in Figure 2.11. It is important to point out that the details
about the physical processes that lead to the formation of free charge carriers
are not yet fully understood and different explanations were proposed [64–67].
Another approach to describe organic doping was proposed by Salzmann et al.
suggesting a strong interaction between impurities and matrix molecules that
leads to the formation of new hybridised orbitals [66]. According to this theory,
an intermolecular hybridisation between the frontier orbitals of the matrix and
the molecular dopant occurs. This interaction leads to the formation of a doubly
occupied bonding and an empty antibonding supra-molecular hybrid orbital, as
depicted in Figure 2.12.
Doping organic semiconductors presents a number of advantages, in terms of
device design [68, 69], properties of contacts and interfaces [70, 71], energy level
alignment [72] and charge carrier transport. Regarding this last aspect, the con-
ductivity of an organic material can be increased by several orders of magnitude
by doping. While an intrinsic organic semiconductor is typically in the range
of σ . 10−10 S/cm, when doped its conductivity ranges from 10−6 to almost
10 S/cm [59]. Being organic devices characterised by very thin layers (usually
between 10 and 100nm), these conductivity values are sufficient to ensure an
efficient transport of charge carriers without a significant Ohmic loss.
2.2 Conventional Solar Cells
In general, a solar cell is a solid state electrical device that converts the energy
of light directly into electricity using the photovoltaic effect. The photovoltaic
technology was born in the United States when Daryl Chapin, Calvin Fuller,
and Gerald Pearson develop the silicon photovoltaic (PV) cell at Bell Labs.
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Figure 2.11: General mechanism of organic p-doping (left) and n-
doping (right). The presence of a dopant molecule in the organic matrix
activates the transfer of an electron from the IP level of the matrix to
the LUMO of a dopant molecule. In case of n-doping the electron is
transferred from the LUMO of the donor molecule to the EA level of
the matrix material. For an effective doping, this transfer has to be
energetically favourable.
In March 1953, Pearson and Fuller immersed a piece of silicon p-doped by a
small concentration of gallium into a hot lithium bath, obtaining a p-n junction.
When exposing this device to the sun-light, Chapin found that silicon based solar
cells were five times more efficient than the selenium ones, the only available
technology at that time. Further improvement in the n-doping process, by the
substitution of lithium with vaporised phosphorous led to a 6% efficient solar
cell [73]. Silicon solar cells found their first important application when they
were included in the Vanguard I satellite, launched in 1958 [74].
The conversion of light into photo-current can be schematically summarised
in three steps. First, the incident photons are absorbed by the semiconducting
material, promoting electrons from the valence to the conduction band. Not all
the photons are absorbed by the material, since they need to have an energy
that is higher than the semiconductor band gap. In a second step, the electrons
excited by photon absorption can thermalise, heating the material, or produce
free electron-hole charges. Finally, these carriers are transported to the external
circuit by diffusion, with a certain probability of reaching the electrodes or of
40
2.2 Conventional Solar Cells
Energy
Evac
HOMO
LUMO
EF
Hhyb
Lhyb
H
L
EF
HOMOhyb
LUMOhyb
EF
IP IP
IP ′
Figure 2.12: (a) Schematic energy-level diagram for molecular electrical
p-doping via frontier-orbital hybridisation, as proposed by Salzmann
et al. [66] Hhyb and Lhyb are the bonding and anti-bonding supra-
molecular hybrid orbitals respectively. If the dopant concentration is
comparable to the matrix molecule concentration, only the hybridised
levels are present and the ionisation potential is increased to IP ′. (b)
n-type doping proceeds in full analogy with the p-doping case.
recombining. The photo-generated charges extracted produce a current flow in
the external circuit. The main characteristic of a solar cell is represented by
its ability to separate the photo-generated charge carriers and lead them to the
respective electrode. In standard solar cells, this separation is obtained using a
p/n junction and the charges are driven by the concentration gradients generated
in the device, since the electric field is significant in only in a small region close
the p/n junction [75]. This is not true for thin film [76] and organic solar
cells, as will be discussed in paragraph 2.3. Therefore, the dominant mechanism
of charge carrier transport in standard inorganic solar cells is diffusion. The
diffusion length of minority carriers has to be larger than the distance to the
electrodes. These concepts can be better understood by looking in greater detail
at the working principle of a p/n homojunction silicon diode, as described by
the Shockley theory.
2.2.1 The Shockley Diode Equation
The energy diagram of a p/n homo-junction diode is shown in Figure 2.13.
From this schematic representation it is possible to observe the presence of a
potential barrier for the holes going from the p-type region to the n-type driven
by the concentration gradient, and vice versa for the electrons. This is the
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Figure 2.13: Energy diagram of a p/n junction diode. At the equi-
librium, the potential barrier qΦi prevents the diffusion of free charge
carriers. Two depletion regions are formed between −xp and xn.
equilibrium barrier height or the built-in potential of the junction. Its value can
be derived from the difference between the Fermi levels between the n-type and
p-type materials before the junction formation, or alternatively by the difference
between the intrinsic level of the n-side and the p-side:
qVbi = Ei(tp)− Ei(tn), (2.29)
where tp and tn are the thickness of the p-side and n-side respectively. Using
the Boltzmann statistics to correlate the charge carriers density with the Fermi
level position, it is possible to find a relation between the built-in potential and
the doping concentrations on both sides of the junction. From the Boltzmann
approximation it follows that:
n = ni exp
(
EF − Ei
kT
)
, (2.30)
p = ni exp
(
Ei − EF
kT
)
. (2.31)
42
2.2 Conventional Solar Cells
Here, ni is the intrinsic carrier concentration:
ni =
√
NCNV exp
(−EG
2kT
)
. (2.32)
For silicon ni ≈ 1010 cm−3 [75]. Combining equations 2.30 and 2.31 with equa-
tion 2.29, the built-in voltage can be expressed in terms of charge carrier densi-
ties:
Vbi =
kT
q
ln
(
ppnn
n2i
)
. (2.33)
When deriving the Shockley equation for the current, the first approximation is
the assumption of low injection regime. This means that the holes injected in the
n-side are much fewer than the electrons and the charge neutrality still holds.
This is not always valid in organic devices, because of the low charge carrier
density combined with low mobility, as discussed in chapter 5. Nevertheless, it
is a good approximation in silicon devices. Looking at the energy diagram of
Figure 2.13 it is possible to assume that the electric field is small outside the
depletion region. Here the drift current is small in comparison to the diffusion
current and the steady-state continuity equation for holes is given by:
q
∂p
∂t
= − d
dx
Jp + q (Gp −Rp) = 0, (2.34)
where the hole current is only given by diffusion:
Jp = qµppE − qDp d
dx
p ≈ −qDp d
dx
p. (2.35)
Here, µp is the hole mobility and Dp the diffusion coefficient, related to each
other by the Einstein equation:
Dp
µp
=
kT
q
. (2.36)
The generation and recombination term of equation 2.34 can be approximated
by a constant hole effective lifetime:
Gp −Rp = pE − p
τp
. (2.37)
Where pE is the equilibrium hole concentration. This expression can be substi-
tuted in equation 2.34 and combined with 2.35 to give the differential equation
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that describes the minority charge carriers concentration profile:
d2
dx2
p =
p− pn
Dpτp
=
p− pn
L2p
. (2.38)
Where the diffusion length of minority carriers is defined as:
Lp ≡
√
Dpτp. (2.39)
The solution of equation 2.38 needs two boundary conditions. The first one
is the long-diode approximation, or rather the minority carriers concentration
reaches its equilibrium value at the electrode. In other words, the diffusion length
is small in comparison to diode dimensions. The second boundary condition is
given by the minority carriers concentration at the border of the depletion region.
The hole concentration at x = xn is raised by the applied voltage by a factor
exp(qV/kT ) above the equilibrium value:
∆p(x = xn) = pn exp
(
qV
kT
)
. (2.40)
This is true as long as the applied voltage raises the local potential at xn by a
quantity V and leads to the following equation for the hole current in the device:
Jp(x = xn) = q
Dp
Lp
pn
[
exp
(
qV
kT
)
− 1
]
. (2.41)
The overall diode current is the sum of holes and electrons currents and is given
by the Shockley equation:
J(V ) = JS
[
exp
(
qV
kT
)
− 1
]
. (2.42)
Here, JS is the reverse saturation current, given by:
JS = q
Dp
Lp
pn + q
Dn
Ln
np. (2.43)
2.2.2 Solar Cells Characteristic
When a p/n junction is illuminated by light, photons with an energy higher
than the band-gap are absorbed. Electrons are promoted from the valence to the
conduction band as consequence of the absorbed photon energy and electron-hole
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pairs are generated. These electron-hole pairs are bound by Coulomb interaction
and form Wannier-Mott excitons which are dissociated in free charges already
at room temperature. The photo-induced generation of charge carriers disturbs
the equilibrium condition and as a consequence, the concentrations of electrons
and holes can no longer be represented a common Fermi level as in the case
of equations 2.30 and 2.31. The situation can be described using two different
levels, one for the electrons and one for the holes, called quasi-Fermi levels:
n · p = n2i exp
(
EF,n − EF,p
kT
)
. (2.44)
The difference of electrons and holes quasi-Fermi levels is directly correlated
with the maximum electrochemical energy that can be extracted from the solar
cell per electron-hole pair. From a device point of view, the quasi-Fermi levels
splitting determines the maximum photovoltage that the device is able to gener-
ate. From equation 2.44 it turns out that this maximum photovoltage increases
logarithmically with the charge carrier density. Given that the concentration of
charge carriers depends on the ratio between generation and recombination rate
(equation 2.37), it follows that minimising the recombination and maximising
the generation rate produces the highest photovoltage from the solar cell. It
also follows that from standard p/n homo-junction solar cells, it is not possible
to obtain a photovoltage higher than the built-in potential of the junction, since
the quasi-Fermi levels cannot overcome the transport levels given by the valence
and conductance band. To obtain the current-voltage characteristic of a solar
cell, the Shockley equation 2.42 that describes the pn-junction diode in the dark
(Jdark) is supplemented by a photocurrent Jphoto supported by the generation
of photo-induced charge carriers. In a first approximation and in an ideal case,
the photocurrent can be considered voltage independent:
J(V ) = Jdark(V )− Jphoto = JS
[
exp
(
qV
kT
)
− 1
]
− Jphoto. (2.45)
In Figure 2.14 the current-voltage characteristic of a solar cell in the dark and
under illumination are represented, together with the solar cell characteristic
quantities. When no external voltage is applied (short-circuit condition), the
current flowing in the external circuit defines the short-circuit current density of
the solar cell (Jsc). In case of a voltage independent photocurrent, Jsc = Jphoto.
Another characteristic parameter of the solar cell is derived when no current
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Figure 2.14: Typical current-voltage characteristic of a solar cell in
dark and under illumination. The characteristic parameters Jsc, Voc
and MPP are indicated.
flows in the external circuit. This is the open-circuit condition and the solar
cell generates a potential difference between the two electrodes such that the
dark current perfectly compensates the photocurrent, or an equilibrium between
charge carriers photo-generation and recombination is reached. This potential
determines the open-circuit potential (Voc) of the solar cell and considering the
ideal case of equation 2.45 it is given by the condition Jdark(V ) = Jphoto:
Voc =
kT
q
ln
(
Jphoto
JS
+ 1
)
. (2.46)
As already mentioned, the Voc is directly related to the quasi-Fermi level splitting
induced by the incident light and is limited by the built-in voltage of the junction.
Another important parameter for a solar cell is the maximum power that
the device is able to transfer to an external load. The generated power has the
negative sign because it is an extracted power and it is given by the product
of current and voltage. The maximum power point (MPP) is defined as the
working point where the extracted power has its maximum absolute value:
Pmax = VMPP · JMPP ·A = Pdmax ·A. (2.47)
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Where A is the area of the solar cell and Pdmax the maximum specific power
density of the solar cell, usually expressed in W cm−2. The short-circuit current
and the open-circuit voltage represent an upper limit for the solar cell current
and voltage. Their product is therefore not reachable by a real solar cell and the
ratio between this value and Pmax gives a quality factor of the solar cell, called
Fill-Factor (FF ):
FF =
JMPP · VMPP
Jsc · Voc . (2.48)
The FF of conventional silicon solar cells ranges between 65% for amorphous
and 80% for crystalline silicon [77]. A typical organic solar cell has FF around
60%.
Besides all the parameters described above, the power conversion efficiency
(η) is probably the most relevant to evaluate the quality of the solar cell. It
is defined as the ratio between the maximum specific power density and the
incident light irradiance in W cm−2 (Ilight):
η =
Pdmax
Ilight
=
JMPP · VMPP
Ilight
=
Jsc · Voc · FF
Ilight
. (2.49)
The efficiency η summarizes the ability of the device to convert light into elec-
trical power. The response and the efficiency of a solar cell is not the same for
every wavelength and depends on the incident light spectrum and also on the
device temperature. The efficiency therefore needs to be defined under standard
conditions. The Standard Test Condition (STC) for solar cells is the Air Mass
1.5 spectrum, an incident irradiance of 100 W cm−2 and a device temperature
of 25◦C. In Table 2.1 the performance recorded by the most common solar
cell materials listed. It is possible to notice that materials with an higher Jsc
tend to have a lower Voc because of the lower band-gap that enhances the light
absorption but limits the built-in potential (equations 2.32 and 2.33)
2.2.3 Non-idealities in Real Devices
In the derivation of the Shockley equation 2.42 for p/n junction diodes, some
strong assumptions were necessary, like the small-injection regime, the complete
depletion between −xp and xn and a negligible drift current. Real solar cells
present a number of non-idealities that can be summarised and taken into ac-
count by additional parameters that are discussed in the text.
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Material
Band-gap Jsc Voc FF η
(eV) (mA cm−2) (V) (%) (%)
Silicon (crystalline) 1.11 42.7 0.706 82.8 25.0
InP (crystalline) 1.35 29.5 0.878 85.4 22.1
GaAs (thin film) 1.46 29.47 1.107 86.7 28.3
CdTe (thin film) 1.49 26.1 0.845 75.5 16.7
Table 2.1: Characteristic parameters of solar cells composed of different
inorganic semiconductors [77]. Higher band-gap materials tend to show
a lower Jsc and an increased Voc.
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Figure 2.15: Schematic representation of the recombination and gen-
eration mechanisms in presence of trap states, as described by the
Shockley-Read-Hall model. Four processes are possible: (1) electron
capture, (2) hole capture, (3) hole emission and (4) electron emission.
In the Shockley equation, only the two quasi-neutral zones are considered,
and a current coming from the depleted regions is not taken into account. In
real devices, electrons and holes are generated and recombine at the defects and
impurities located in the depleted region, as depicted in 2.15. At equilibrium,
there is a balance between generation and recombination. However, when a
voltage is applied, this balance is destroyed and the current-voltage characteristic
deviates from the ideal behaviour. The current from the depleted layer was first
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neglected in Shockley’s theory because at that time the p/n junctions were
produced with high purity Germanium crystals, in which the generation and
recombination from the impurities do not play a significant role. The situation
is quite different in Silicon diodes and it was observed that:
 The reverse current does not saturate under reverse bias to the value of
JS (equation 2.43)
 The forward current does not increase as predicted by equation 2.42, even
if still exponentially.
Sah, Noyce and Shockley calculated the current-voltage characteristic of a p/n
junction dominated by generation-recombination current in the depletion region
[78]. The starting point is the expression of the non-equilibrium concentrations
for electrons and holes, which are voltage dependent quantities (equation 2.44),
and the description of trap-assisted electron-hole recombination. Trap-assisted
recombination occurs when an electron falls into an energy level within the band-
gap, a trap, caused by impurities or structural defects. The trapped electron
can in a second step loose further energy, reaching an empty state in the valence
band and thereby completing the recombination process. This process can be
described as a two-step transition of electrons from the conduction to the valence
band through the intra-gap state. The statistics of this recombination process
were described for the first time by Shockley, Read and Hall in 1952, hence this
recombination mechanism is known as Shockley-Read-Hall recombination (SRH)
[79]. In a more general picture, the SRH statistics describes both recombination
and generation of charge carriers and can be summarised in four processes, as
shown in Figure 2.15. Two steps compose the recombination mechanisms: elec-
tron capture from the conduction band into the intra-gap state and subsequent
recombination of the trapped electron with a hole in the valence band. Similarly
the electrons present in the valence band can be promoted first to the intra-gap
level and then to the conduction band, where they can be considered free charge
carriers. The SRH generation-recombination rate depends on the charge carrier
density and the energy of the trap level [75]:
USRH =
σpσnvth(pn− n2i )Nt
σn
[
n+ ni exp
(
Et−Ei
kT
)]
+ σp
[
p+ ni exp
(
−Et−EikT
)] , (2.50)
where σp and σp are the hole and electron capture cross-sections, vth is the carrier
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thermal velocity[75], Nt and Et the trap density and energy level respectively,
Ei is the intrinsic Fermi level and ni the intrinsic carrier density. The current
arising from the trap-assisted recombination process in the depletion layer is
called Sah-Noyce-Shockley (SNS) current or space-charge layer current and is
given by:
JSNS = JR
[
exp
(
qV
2kT
)
− 1
]
, (2.51)
where the reverse current JR is voltage dependent:
JR =
qni
(τn0 + τp0)
(xp + xn) . (2.52)
The total diode current is the sum of the Shockley diode current (equation 2.42)
and the SNS current (equation 2.51):
Jtotal = JDiff + JSNS = JS
[
exp
(
qV
kT
)
− 1
]
+ JR
[
exp
(
qV
2kT
)
− 1
]
. (2.53)
This equation is equivalent to the response of two diodes connected in parallel,
one given by the Shockley theory and a second described by the SNS current.
Even if in some cases the two-diodes approach is used, the overall diode
characteristic is often approximated with one single exponential function with an
additional parameter in the argument that takes into account the discrepancies
with respect to the ideal Shockley diode. This parameter is called ideality factor
(nid) and usually varies between 1 and 2. The resulting diode equation is:
Jdiode = J0
[
exp
(
qV
nidkT
)
− 1
]
. (2.54)
An ideality factor close to 1 describes a behaviour similar to the ideal Shock-
ley diode. When the ideality factor approaches the value of 2, the device is
dominated by recombination current in the depleted region as described by the
Sah-Noyle-Shockley theory [78, 80]. In addition to the recombination current,
other non-ideal behaviours are observed in real solar cells. A fraction of the
electrical power generated by the solar cell is dissipated on the contacts that
are not perfectly conductive but have a certain resistivity. Moreover, part of
the photocurrent is lost through leakage paths on the device sides. These two
leakage processes are modeled by parasitic resistances. The complete solar cell
behaviour can be described with an equivalent circuit composed by one diode
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with the characteristic given by equation 2.54 connected with one series and
one shunt resistance, as shown in Figure 2.16. The series resistance arises from
the material resistivity in the quasi-neutral region and from the contacts resis-
tance. This resistance is a particular problem when a high current density flows
through the device, for instance under concentrated light, and for the scale-up
in large panels. The shunt or parallel resistance arises from leakage currents
through the cell. In silicon solar cells it is mainly due to grain boundaries or
rough surfaces. Moreover, under illumination, a non efficient charge extraction
can cause a voltage-dependent reverse current. This effect also is included in the
shunt resistance. The equation that describes the solar cell response, including
the parasitic series resistance Rs and shunt resistance Rp, is the following:
J(V ) = J0
(
exp
[
q (V −Rs · J(V ))
nidkT
]
− 1
)
+
V −Rs · J(V )
Rp
− Jphoto. (2.55)
Series and shunt resistances reduce the fill factor and the resulting current-
voltage characteristic is shown in Figure 2.17. For an efficient cell the Rs has
to be as small and Rp as large as possible. The series resistance mainly affects
the slope of the curve in the forward region. The shunt resistance, on the
other hand, has an important role in reverse bias and increases the slope of the
current-voltage characteristic.
Jphoto
Jdiode
Rp
Jp
Rs
J
V
Figure 2.16: Equivalent circuit of a generic solar cell. The photo-
current is given by the current generator Jphoto. The rectifying be-
haviour of the solar cell is described by the diode and the non-idealities
by the series and parallel resistances Rs and Rp.
Under illumination and neglecting the role of leakage paths in the value of the
shunt resistance, an additional parameter that describes the quality of photo-
generated charge carriers collection is the saturation factor (Sat). It is defined as
the ratio between the short-circuit current density and the one measured under
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a reverse bias of -1V:
Sat =
J(−1V )
Jsc
. (2.56)
The saturation factor evaluates the voltage dependence of the reverse current
and is directly connected to the parallel resistance, as can be seen from Figure
2.17.
(a) Series resistance (b) Parallel resistance
Figure 2.17: Effect of the series and parallel resistance on the current-
voltage characteristic of a solar cell. The Rs mostly affects the forward
dark current, while a low Rp increases the reverse leakage current of
the device.
2.3 Organic Solar Cells
The modern interest in solar-energy converting devices is not only focused on
increasing the power conversion efficiency, but also in the development of pho-
tovoltaic devices characterised by low production costs and the potential to pro-
vide energy at a low cost. Recent progresses in this direction resulted in three
major solar cell technologies, promising for the production of cheap, flexible,
colour-tunable and semi-transparent devices: Dye-sensitised Solar Cells (DSC),
Polymeric Organic Solar Cells (P-OSC) and Small-Molecule Organic Solar Cells
(SM-OSC). The latter are usually produced by thermal evaporation under high
vacuum and are composed by organic semiconducting materials, either intrinsic
or doped. The differences between conventional and organic solar cells, either
composed by polymers or small-molecules, are mainly due to the high exciton
binding energy, the low conductivity and the low diffusion coefficient that char-
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acterise organic semiconductors. The advantage of organic materials lies in their
high absorption coefficient which permits the production of very thin devices in
the order of 100nm. The limited thickness reduces the problems due to poor
charge carrier transport properties and gives access to a tunable transparency
of the device.
2.3.1 Working principle of Organic Solar Cells
The working principle of an organic solar cell can be described in four steps, as
schematically summarised in Figure 2.18.
(1)
hν (2)
(3)
(4)
(4)
Donor Acceptor
Figure 2.18: Working principle of an organic solar cell. (1) An exciton
is generated by the absorption of a photon. (2) The exciton diffuses to
the heterojunction and (3) is dissociated thanks to the energy gap at
the D-A interface. (4) The charge carriers are now separated and can
be transported and collected at the electrodes.
First, the incident photons are absorbed by the organic semiconductor mate-
rials and excitons are generated. This process is similar to the one discussed in
paragraph 2.2.2 for inorganic solar cells. The differences in organic semiconduc-
tors arise from the properties of the photo-generated exciton. While in inorganic
semiconductors, weakly bound electron-hole pairs are generated, in organic ma-
terials the charge carriers are strongly interacting and the resulting exciton is
a Frenkel exciton. The light absorption process is described by the probability
that an incoming photon is absorbed by the solar cell and can be quantified
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in an absorption efficiency ηA. As the photo-generated excitons have a great
binding energy (in the range of 0.3-0.4eV) [81, 82], they need to be separated
in order to give free charge carriers that can support a current in the device.
The solution is represented by a hetero-junction between one electron-donating
and one electron-accepting material. The properties of this hetero-junction are
described in paragraph 2.3.2. For the moment, it is enough to consider that
excitons can be separated in free charges only if they are located at this in-
terface. The transport of photo-generated excitons to the D-A heterojunction
is driven by diffusion, since near the interface the exciton dissociation process
lowers the concentration inducing a concentration gradient. Exciton diffusion
is the secondary process organic solar cells are based on. The probability that
a photo-generated exciton reaches the interface is given by a second partial-
efficiency ηED. Once the photo-generated excitons reach the hetero-junction,
their dissociation in free electrons and holes can take place. However, this third
step also is not ideal and not all the excitons are effectively converted into charge
carriers. The exciton dissociation takes place with a certain probability and the
charge transfer efficiency ηCT can be defined. Finally, the photo-generated free
charge carriers need to be transported to the electrodes in order to contribute
to the photo-current. This process is driven mostly by the electric field present
in the device, but the concentration gradient can also play a role depending on
the device structure. This aspect will be discussed in paragraph 2.3.2 compar-
ing the planar and the bulk heterojunction structures. During the transport
to the electrodes, some charge carriers recombine before reaching the contacts,
resulting in a current loss. The photo-generated charge carriers collection at the
electrodes is summarised by the efficiency ηCC .
Considering the four steps described, the overall solar cell efficiency can be
factorised in the components defined above. The overall probability that an in-
coming photon generates a photo-current is defined external quantum efficiency
(EQE). The EQE depends on the wavelength of the incident photon, on the bias
voltage applied to the solar cell and on the device temperature. Moreover, the
device structure and a number of material parameters like the absorbance, the
exciton diffusion length or the mobility play an important role in the determi-
nation of the solar cell performance. In addition to the EQE, there is another
important quantity that describes the working mechanism of a solar cell. This
is the internal quantum efficiency (IQE), defined as the probability that an ab-
sorbed photon generates a photo-current. The IQE takes into account all the
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processes that take place after photon absorption.
EQE(λ, V, T ) = ηA(λ, T ) · ηED(λ, T ) · ηCT (λ, V, T ) · ηCC(V, T )
= ηA(λ, T ) · IQE(λ, V, T ). (2.57)
Integrating the EQE over the incident light spectrum, the overall photo-current
is calculated:
Jsc = e
∫ λ2
λ1
Φflux(λ) · EQE(λ, V = 0V )dλ. (2.58)
Here Φflux is the illumination photon flux, and λ1 and λ2 define the spectral
range of the incident light. Even if the EQE and the IQE are important quan-
tities for the solar cell characterisation, they result from the combination of a
number of elementary processes, as summarised by equation 2.57. It is therefore
necessary to go into further detail so as to exhaustively describe the working
mechanisms of organic solar cells.
2.3.2 Exciton Dissociation and Charge Carriers Separation
As already mentioned, the exciton binding energy in inorganic semiconductor is
usually lower than the thermal energy at room temperature and the absorption of
a photon immediately produces an electron-hole pair. This is not true for organic
devices, where the charge carriers are bound together by a strong interaction.
The exciton that is formed in organic semiconductors is known as a Frenkel
exciton and can be dissociated in free charges by a very high electrical field
or an energetically favourable interface [83]. As shown in Figure 2.19, for low
dielectric materials, the Coulomb interaction overcomes the thermal energy in a
region larger than the electron wavefunction extension [84]. On the contrary, in
inorganic materials the Bohr radius is larger than the Coulomb dominated region
and the electrons can be separated from the hole simply by the thermal energy.
Because of this strong binding energy for Frenkel excitons, organic solar cells
are based on heterojunction composed by a donor molecule and an acceptor
one (D-A Heterojunction). For the sake of simplicity, the light is considered
to be absorbed only in the donor material, where all the excitons are therefore
generated. This is not completely true in real devices, even if the donor material
usually has higher absorption coefficient than the acceptor. However, the same
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considerations carried out for excitons generated in the donor can be applied in
the acceptor.
Figure 2.19: Comparison of the Coulomb potential of an electron-hole
pair between an organic semiconductor, with dielectric constant ε =
3, and an inorganic one, with ε = 15. The electron wavefunction,
approximated as the Bohr radius rB , is compared with the distance
under which the Coulomb potential dominates rC , calculated at room
temperature [84].
The donor material has an energetically higher EA level than the acceptor
one. This is an important characteristic, because it induces the injection of
electrons into the acceptor material, as shown in Figure 2.3.1. The exciton dis-
sociation process can be divided into two steps. First the electron is transferred
from the donor to the acceptor molecule. At this stage the charges are still
bound in a so called geminate pair and the new configuration is defined as a
charge transfer (CT) state [83, 85]. In a second step the e-h pair can recombine
or be separated and become free charge carriers. The separation in this case
is a spatial separation and is driven by the electrical field, the thermal energy
and the concentration gradient [86–88]. The dissociation of excitons is efficient
if the energy difference between the EA of donor and acceptor is higher than
the exciton binding energy. If this requirement is fulfilled, the charge transfer
from the donor to the acceptor molecule can be considered an ultra-fast process,
occurring in the femto-second regime [85, 87]. A large energy difference between
the EA level of donor and acceptor maximises the exciton dissociation efficiency,
but the energy diagram optimisation of an organic solar cell involves a trade-off
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between ηCT and the device Voc. With a mechanism similar to the one described
for conventional solar cells in paragraph 2.2.2, the V oc of an organic solar cell is
given by difference of the Fermi levels in the donor and the acceptor materials.
The donor IP and the acceptor EA can be considered an upper limit for the
Fermi levels. This means that not only the band-gap of the absorbing materi-
als should be optimised, like in the inorganic case, but also the relative energy
levels position of the single materials. An acceptor with low EA is for example
desirable to obtain high Voc, but unsuitable to obtain high exciton dissociation
efficiency. An optimisation of the solar cell structure and energy diagram is
necessary and in the ideal case, the energetic step at the D-A interface almost
equals the exciton binding energy, so that no more energy than necessary is lost
for the exciton dissociation [89–93]. Exciton dissociation can also be affected if
the excitons lose part of their initial energy because of scattering or tail states.
When they decay in lower energy levels, it is possible that they do not produce
a CT state and, at last, recombine. Despite the loss mechanisms that can affect
the exciton dissociation efficiency, the use of a D-A heterojunction is an effec-
tive method for obtaining free charge carriers from the photo-generated excitons
with quantum yields close to unity in optimised devices [94–96]. State of the art
devices show a charge separation efficiency close to unity with an energy loss at
the D-A interface in the range of 0.3-0.4eV [97, 98].
The first organic solar cell based on the D-A heterojunction was fabricated by
Tang in 1986 [99] and represented an important breakthrough for organic pho-
tovoltaics. In his solar cell, Tang evaporated 50nm of a perylene tetracarboxylic
derivative (PV) over a 30nm thick layer of copper phtalocyanine (CuPc). The
result was a device in which the interface between the two materials behaved like
a D-A heterojunction, with CuPc as donor and PV as acceptor material. The
solar cell produced by Tang had a power conversion efficiency of only 0.95%,
mainly because the thin CuPc layer was not able to absorb much light. An
increase in the absorbing layer thickness would increase the light absorbed, but
then the excitons generated far from the heterojunction would not be able to
diffuse until the interface before recombining. The short exciton diffusion length
is one of the most important limits for the performance of organic solar cells and
a compromise between absorption and exciton dissociation efficiency has to be
found. The requirement of high effective surface area in a thin device focused
attention on the morphology of the active layer. A new concept in the structure
of organic solar cells was proposed in 1991 by Hiramoto and coworkers [100].
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The donor and acceptor materials can be evaporated at the same time, creating
a mixed or blended structure as depicted in Figure 2.20. Two additional pristine
layers of acceptor and donor separate the blend layer from the metal contacts.
In this configuration, these layers have the important role of selectively trans-
porting the charge carriers to the respective electrodes, as will be discussed in
further details in paragraph 2.3.4.
Figure 2.20: Comparison between a flat or planar heterojunction struc-
ture, as presented by Tang (left), and the blended bulk-heterojunction
structure proposed by Hiramoto (right). Two additional charge trans-
port layers are introduced between the bulk heterojunction and the
contacts to prevent recombination losses.
In the structure used by Hiramoto, an exciton photo-generated in the blend
layer can easily find an interface to dissociate. The blended structure signif-
icantly increases exciton dissociation efficiency and thicker layers can be used
in order to absorb more light. The drawbacks of this morphology are reflected
in the charge collection efficiency ηCC and mainly involve the recombination
process. The mixed structure of the photo-active layer can include zones of ac-
ceptor or donor material isolated from the contacts. In other terms, islands of
one material can be present and a percolation path to the contacts for the photo-
generated charges is not always guaranteed. A certain degree of phase separation
is therefore needed and heating or cooling the substrate during evaporation is
one method to tune and optimise the blend morphology [101, 102].
2.3.3 Recombination in Organic Solar Cells
Recombination of free charge carriers before they can be extracted from the
contacts is one of the most important losses in organic solar cells efficiency. The
recombination mechanisms in organic solar cells can be differentiated into two
types. The first one is the geminate or monomolecular recombination and in-
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volves charge carriers that are generated from the same exciton. This kind of
recombination occurs while the two charges are still Coulombically bound in
the charge transfer state or in case the two charges remain confined in their
respective domains. The second recombination process is the bimolecular re-
combination. This recombination takes place between fully dissociated charges
that did not belong to the same exciton. The recombination processes occurring
in an organic solar cell are summarised in Figure 2.21.
Donor
HOMO
Donor
LUMO
kCT
CT
Acceptor
Transport
Level
kdiss
kr
kgem
kbimol
Figure 2.21: Summary of the processes occurring in an organic solar
cell. The excitons decade in a charge transfer (CT) state with a rate
kCT . Geminate recombination (kgem) of the CT state competes with
the charge separation process (kdiss). Once the charges are separated in
free carriers, they can regenerate the CT state (kr) or be transported to
the contacts with a probability of bimolecular recombination (kbimol).
The main difference between monomolecular and bimolecular recombination
resides in the transport and diffusion processes that precede the bimolecular case
and slower the overall kinetics. It is therefore expected that geminate recombi-
nation dynamics are faster than bimolecular recombination. Typical time scales
for organic D-A heterojunctions reported in literature range between 100 ps and
100 ns [96, 103]. Since the geminate recombination process does not involve free
charge carriers, it is modeled in the generation rather than in the recombination
term of the drift-diffusion model of equation 2.35. A largely accepted model was
proposed by Braun in 1984 [104], in which the geminate recombination is taken
into account by a recombination rate kgem, while the dissociation of the CT state
in free charges is described by the rate kdiss. Braun derived the mathematical
expression of kdiss at zero applied field and then generalised the result starting
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from the Onsager model for weak electrolytes [105]:
kdiss(0) = kr ·K(0). (2.59)
Here kdiss(0) is the CT dissociation rate at zero field and kr is the bimolecular
rate constant as calculated by Langevin. K(0) is the dissociation constant of a
Wannier exciton at zero applied field:
kr =
〈µ〉 q
〈ε〉 ε0 , (2.60)
K(0) =
(
mµkT
3pi~2
)3/2
exp
(
−∆E
kT
)
. (2.61)
Here 〈µ〉 is the spatially averaged mobility of electrons and holes, q the ele-
mentary charge, 〈ε〉 the spatially averaged dielectric constant, ε0 the vacuum
permittivity, mµ is the reduced mass of the exciton and ∆E the energy differ-
ence between the exciton and the conduction band. The general expression for
the field-dependent dissociation rate is:
kdiss(E) = kr ·K(0)
J1
(
2
√
2− b)√−2b , (2.62)
where J1 is the Bessel function of order one and b is a field-dependent function:
b(E) =
q3E
8pi 〈ε〉 ε0(kT )2 . (2.63)
The overall probability that the CT dissociates in free charge carriers is then
given by:
P (E) =
kdiss(E)
kgem + kdiss(E)
= kdiss(E)τCT (E), (2.64)
where τCT (E) is the average CT lifetime. Unlike bimolecular recombination,
geminate recombination should be independent of the illumination intensity and
is governed by first order kinetics. Bimolecular recombination dynamics strongly
depend on the density of the charge carriers in the device and varies from the
time scale of milliseconds to nanoseconds, for high carrier density [106]. The
bimolecular recombination rate is given by the Langevin model [107]:
Rbm =
〈µ〉 q
〈ε〉 ε0
(
np− n2i
)
, (2.65)
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where ni is the intrinsic carrier concentration. The field-dependent generation
rate, together with the Langevin recombination rate, is able to reproduce many
experimental current-voltage curves under illumination.
In many cases, the bimolecular recombination model is not able to describe
the measured data in dark condition. The reason is the high ideality factor
observed in the dark current-voltage characteristic, as defined by equation 2.54.
The direct band-to-band recombination of equation 2.65 cannot take into ac-
count ideality factors higher than unity. A better description is given by models
already used for amorphous inorganic semiconductors, where the effect of lo-
calised intra-gap states is included [108–112]. The effect of trap states on the
transport of charge carriers was already discussed in paragraph 2.1.4. These
states can also play an important role in the recombination dynamics of the
device. The recombination rate used to describe semiconductors with intra-gap
states is based on the Shockley-Read-Hall (SRH) statistics, schematically de-
picted in Figure 2.15. The recombination rate in inorganic semiconductors is
given by the equation 2.50. In a more general case, it is the integral of the
intra-gap states Ngap density and the recombination efficiency ηR between the
valence band edge EV and the conduction band edge EC :
RSRH =
∫ EC
EV
Ngap(E) · ηR(E)dE. (2.66)
For organic semiconductors, the valence and conduction band edges are replaced
by the lowest and highest energy transport levels for electrons and hole respec-
tively. In a first approximation they coincide with the IP of the donor and the
EA of the acceptor. The recombination efficiency ηR has a complex expression
and derives from the balance between capture and emission processes. Kirchartz
et al. calculated the recombination rate Rtail and the ideality factor nidtail in
presence of conduction and valence band exponential tail states [111], as depicted
in Figure 2.10:
Rtail ∝ exp
(
qV
kT
[
1
2
+
kT
2EU
])
, (2.67)
nidtail =
(
1
2
+
kT
2EU
)−1
. (2.68)
The tail states are described by the Urbach energy EUC = EUB = EU [113].
From equation 2.68 follows that the ideality factor overcomes the unity when
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the tail states are deep enough, or the Urbach energy is higher than kT . This is
an important aspect that strongly influences the recombination rate in organic
solar cells. The geometry of the different layers as well as their morphology
can determine the distribution of charge carriers during the solar cell opera-
tion. In a bulk heterojunction configuration, for example, electrons and holes
can be considered as generated in the same material and no spatial separation is
present. In a bi-layer structure, once the exciton is dissociated at the interface,
the charge carriers are transported in two spatially separated layers. This is not
the case in a blended structure, where the donor and acceptor molecules are
mixed together. This proximity between the electrons and holes facilitates the
recombination and introduces an additional loss mechanism in the charge collec-
tion efficiency. In order to minimise recombination losses, charge carriers have
to be efficiently extracted from the active layer, avoiding a significant accumu-
lation in the mixed material. For this purpose, in addition to the optimisation
of the blend morphology, two additional layers are inserted between the bulk
heterojunction and the two contacts, as shown in Figure 2.20.
2.3.4 The p-i-n Concept
It was shown that the presence of two pristine layers between the blend het-
erojunction and the metal contacts in the Hiramoto solar cell decreases the
recombination losses and improves the device performance. In a better opti-
mised structure, these layers do not contribute to the light absorption and are
dedicated to the selective transport of charge carriers. One of their requirements
is therefore the high conductivity that can be obtained by doping (see paragraph
2.1.5).
When comparing the flat and the bulk D-A heterojunction, the importance
of spatial separation of electrons and holes was underlined. The use of a blended
structure maximises the probability of exciton dissociation, but introduces bi-
molecular recombination losses as discussed in paragraph 2.3.3. The strategy
of reducing the recombination losses and taking advantage of the high exciton
dissociation efficiency is represented by the introduction of selective transport
layers between the active layer and the metal contacts, as shown in Figure 2.22
[64, 114, 115]. These layers have three important requisites to fulfil to maximise
the solar cell power conversion efficiency [68]. The first characteristic of an ideal
transport layer is selective transport, which can be achieved by a proper position
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Figure 2.22: Device structure and energy diagram of a p-i-n organic
solar cell. The doped layers selectively transport the charge carriers to
the contacts, since an energetic barrier is formed for the wrong charge
carrier species.
of the energy levels with respect to the blend active layer [72]. In other terms, an
electron transport layer (ETL) should have an electron transport level aligned
with the acceptor material of the bulk heterojunction, while the hole transport
level (HTL) should be lower than that of the donor semiconductor. In this way,
an energetic barrier prevents holes from being injected in the ETL and elec-
trons into the HTL [116]. This first requirement can be fulfilled by choosing an
organic semiconducting material with the right IP and EA. The second require-
ment of a charge transport layer is transparency. Since the bulk heterojunction
layer is the only one in which the excitons can be efficiently dissociated into free
charges, no light absorption is desired in the transport layers. Again, a wide-gap
material fulfils this requirement. The third important aspect to be considered
is the conductivity of the transport material. This is a crucial aspect, since an
efficient transport is essential to reduce the accumulated charges in the blend
layer and consequently minimise the recombination losses. A high conductivity
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can be obtained using a semiconductor with high mobility, or by introducing
free charge carriers by doping [47, 59]:
σ = q(pµh + nµe). (2.69)
In paragraph 2.1.5 the characteristics of organic doping were presented. By
doping, the conductivity of the transport layers are increased by several orders
of magnitude, guaranteeing an efficient charge transport. Moreover, doping
ensures Ohmic contacts with the metals, thanks to the strong band bending at
the interface [64, 68, 117, 118]. Besides these advantages, the choice of suitable
transport materials is not trivial. A suitable material has to ensure a proper
energy alignment with the active layer and needs to be dopable, processable,
thermally stable and transparent. Especially the realisation of n-doped ETL is
particularly challenging, because of the limited number of n-dopant molecules
available and because of the difficult level alignment with the acceptor molecule,
typically C60, which requires materials with high EA.
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CHAPTER 3
Impedance Spectroscopy
In this chapter the basic concepts of electrical impedance spectroscopy are intro-
duced. The impedance and other related functions are defined and the advantages
and disadvantages of each discussed.
The analysis methods of impedance spectra are explained, with particular
emphasis on the equivalent circuit approach. This analysis method has several
advantages that will be clarified with some examples of basic equivalent circuits.
In the last part, the equivalent circuit technique is applied to analyse the
electrical response of organic solar cell. Initially, the equivalent circuit of an
ideal solar cell is defined, starting from the individuation of the physical processes
that govern the solar cell’s electrical response. In a second step the non-idealities
present in real devices are discussed and their effect on the equivalent circuit
described.
Chapter 3 Impedance Spectroscopy
3.1 Introduction to Impedance Spectroscopy
Electrical impedance spectroscopy (EIS) is a characterisation technique in which
the linear response of a device (including electrode effects) to a variable or oscil-
lating small-signal stimulus is measured. The subsequent analysis of the response
provides useful information about the electrical properties of the system. The
analysis is generally performed in the frequency domain, but in some cases the
measurements are carried out in the time domain and then Fourier transformed
to the frequency domain. The general approach is to apply a known electrical
stimulus (voltage or current) to the device and to observe the resulting current
or voltage response. During the analysis of the results it is assumed that the
properties of the system are time-invariant. Under this assumption it is with
EIS possible to characterise many of the fundamental processes taking place in
the device when it is stimulated electrically and constituting the overall elec-
trical response. The purpose of EIS is the characterisation of these processes
and their dependencies on controllable parameters like temperature, atmospheric
conditions, illumination, static bias voltage or current. Among them, the most
relevant are the transport of charge carriers, accumulation of electrons and in-
jection at the interfaces, charges accumulation of charges in presence of defects
or potential barriers.
Recent improvements in measurement automation has moved EIS from aca-
demic laboratories to industry and today EIS is an established technique in
monitoring the quality of a multitude of products like paints, electroplating,
thin-films, batteries, fuel-cells and so on. Even though today EIS can be con-
sidered an established technique in many fields, its application to solid state
electronic devices is still under development. This is even more true for new
materials and technologies like organic devices and solar cells. This work aims
towards improving the understanding of organic solar cells impedance spectra,
starting from the analysis of basic equivalent circuit, to the application of com-
prehensive theoretical physical models and the description of experimental data.
3.1.1 Impedance Measurement Techniques
In order to evaluate the electrical behaviour of an electrical device, a perturba-
tion electrical signal is applied and the resulting response measured. There are
three different types of electrical stimuli used in EIS:
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 A step voltage function v(t) = V0 for t > 0 and v(t) = 0 for t < 0.
 A voltage signal composed of white noise.
 A single-frequency small-signal voltage or current.
The first approach results in a time-domain measurement: the step voltage is
applied at t = 0 and the system responds with a time-varying current i(t). The
ratio v(t)/i(t) between voltage and current defines a time-varying resistance,
also called indicial impedance. This quantity is Fourier transformed into the fre-
quency domain, resulting in the frequency-dependent impedance function Z(ω),
where ω = 2pif is the angular frequency of the applied signal. The transforma-
tion introduces some distortion, because of the non-periodicity of the measured
signal and also requires a linear response of the device. However, linearity is
guaranteed only if the applied voltage step |V0| is sufficiently small so that the
system is not significantly perturbed. The advantage of this technique is mainly
represented by the easily implementable measurement setup. Nonetheless, the
experimental results need a complicated analysis and the signal to noise ratio
(SNR) is not constant over the frequency range. The second possibility is to ap-
ply a voltage signal composed of random white noise and to measure the resulting
current. The white noise has the advantage of having a constant spectrum in
the frequency domain, resulting in a well defined SNR for every frequency. This
approach also has the advantage of fast data acquisition, since only one signal
is applied to the device and the complete impedance spectrum (IS) estimated.
However, it is very difficult to have a true white noise and an integral Fourier
transformation of the results is needed. The last and most common methodology
consists of applying a sinusoidal voltage signal v(t) = Vm sin(ωt) and measuring
phase shift and amplitude of the response current i(t) = Im sin(ωt + ϕ). With
this approach it is possible to apply a fast Fourier transformation (FFT) to the
measured signal, acquiring the data already translated in the frequency domain
and simplifying the analysis. The frequency of the applied signal is then varied to
build the spectrum of the impedance Z(ω). This methodology presents a num-
ber of advantages. The possibility of measuring at one single frequency largely
improves the SNR. Thus, the amplitude of the electrical stimulus Vm can be
lower than the thermal voltage VT = kT/q, approximately 25 mV at 25
◦C. This
means that the requirement of linearity, necessary to perform the Fourier trans-
formation, is fully satisfied and no appreciable distortion is introduced by the
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FFT. Moreover, the single frequency approach allows measurements at very low
frequencies. Today, commercial instruments able to measure in the frequency
ranges of about 1 mHz to 1 MHz are commonly available. The only disadvantage
of this methodology is represented by the long measurement time that ranges
from minutes to hours when measuring at very low frequencies, because each
point of the IS is measured individually.
3.1.2 Impedance-Derived Functions
As mentioned, the impedance function Z(ω) is defined as the transformation
of the ratio between time-varying voltage and current signals in the frequency
domain ω. In general the impedance is a phase vector, or phasor. A phasor
is a representation of a sine wave, whose amplitude (A) and angular frequency
(ω) have to be time-invariant, into the three independent factors amplitude,
frequency and phase information. In the frequency domain, impedance is a
complex function, composed by a real and an imaginary part:
Z(ω) = R(ω) + jX(ω) = |Z(ω)|ejϕ(ω), (3.1)
where |Z(ω)| is the modulus or amplitude of the impedance
|Z(ω)| =
√
R(ω)2 +X(ω)2, (3.2)
and ϕ(ω) is the phase:
ϕ(ω) = tan−1
(
X(ω)
R(ω)
)
. (3.3)
The real part of the impedance is also called resistance, while the imaginary part
is the reactance. In addition to the impedance function, a number of derived
quantities can be calculated, each one emphasising one specific aspect of the
device electrical response.
The first derived function of interest in this work is the admittance Y (ω),
defined as the inverse of the impedance:
Y (ω) ≡ Z(ω)−1 = R(ω)|Z(ω)|2 − j
X(ω)
|Z(ω)|2 = G(ω) + jB(ω). (3.4)
The real part of the admittance is called conductance and the imaginary part
82
3.1 Introduction to Impedance Spectroscopy
susceptance.
Another important impedance-related quantity is the complex dielectric func-
tion ε(ω). This function was introduced by K.S. Cole in 1941 and describes the
dielectric behaviour of the system [1]. The complex dielectric function is defined
from the admittance, divided by the angular frequency ω and normalised with
respects to the vacuum capacitance CV :
ε(ω) ≡ Y (ω)
jωCV
= ε′(ω) + jε′′(ω). (3.5)
The vacuum capacitance CV is the capacitance of an empty cell with the same
geometry of the measured device. As an example, if the measured device is
a standard plate capacitor, with the shape of a parallelepiped with the elec-
trodes parallel to each other at a distance d and having an area A, the vacuum
capacitance is given by:
CV = ε0
A
d
. (3.6)
Other impedance-related functions can be defined, depending on the par-
ticular behaviour of the device one wishes to emphasise. In general all these
functions are summarised with the name of immittance functions or briefly im-
mittances. Some of these are defined together with an equivalent circuit that
describes the device response. In this class of quantities, it is interesting to
consider the couple conductance-capacitance. In this case it is assumed that
the device response can be described by a parallel connection between a resistor
with a conductance GP = 1/RP and a capacitor CP , as shown in Figure 3.1.
In the hypothesis of sinusoidal regime, as in the case in EIS measurements, the
impedance and admittance can be expressed as phasors. The overall admittance
results being:
Y (ω) = GP + jωCP . (3.7)
From this equation it is possible to define a new couple of functions which
describe the device response in terms of a RC parallel equivalent circuit. The
first one is the conductance G(ω) that equals the real part of the admittance.
The second is the capacitance C(ω), given by the susceptance divided by the
angular frequency ω:
C(ω) =
B(ω)
ω
= − X(ω)
ω|Z(ω)|2 . (3.8)
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If the device response follows the equivalent circuit of Figure 3.1, the conductance
and the capacitance functions are constant in frequency and equal the value
of the resistor and the capacitor respectively. In general, G(ω) and C(ω) are
frequency-dependent functions and can always be mathematically derived from
the immittances. In paragraph 3.2 the utility of the different impedance-related
quantities is shown in the description of the electrical behaviour of the most
fundamental electrical circuits.
Gp
Cp
Figure 3.1: Electrical circuit composed by a parallel connection be-
tween one resistor with conductance GP = 1/RP and one capacitor of
value CP . The impedance-derived quantities conductance and capaci-
tance are defined assuming a response referable to this circuit.
3.1.3 Graphical Representation of the Impedance
The history of impedance spectroscopy is directly linked to the study of com-
plex quantities and their representation and begins when Oliver Heaviside in-
troduced the concept of impedance into electrical engineering in the 1880s [2].
His work was soon extended by A.E. Kennelly and C.P. Steinmetz to include
vector diagrams and complex representation methods of the impedance [3, 4].
The first representations of complex impedance employed the Argand diagram
in the complex plane, or Nyquist plot, with frequency as an implicit variable.
With the diffusion of the methodology in the electrical engineering field, new
diagrams were introduced such as for example the Bode Plot of H.W. Bode [5]
or the Smith-Chart of P.H. Smith [6]. At the same time, the study of the di-
electric properties of materials led to the introduction of new impedance-related
functions. In 1941, K.S. Cole and R.H. Cole introduced the complex dielectric
function ε(ω) and the complex plane of this function was called the Cole-Cole
plot [1]. All of the mentioned complex plots are today widely used for the
two-dimensional representation of the response of all impedance-related func-
tions. In 1981, J. Ross Macdonald et al. investigated the possibility of using
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three-dimensional perspective plots, that involve a log-frequency axis [7]. The
important aspect these plots introduced is the use of frequency as an explicit
variable, allowing a complete response representation in a single diagram.
In this work the immittance functions are mainly plotted in the Nyquist
plot or in a mixed representation composed by the spectra of the capacitance
function and the impedance modulus. In paragraph 3.2 these two representations
are employed to analyse the electrical behaviour of basic equivalent circuits.
3.1.4 Fitting techniques for EIS Data
The graphical examination of EIS data is an important aspect of the results
analysis, but this procedure is able to give a good estimation of the system pa-
rameters only in simple cases. To obtain a proper evaluation of the characteristic
parameters of the investigated device, it is necessary to perform a fitting proce-
dure of the acquired data. The impedance being a complex function, the most
common technique used to fit impedance data is the Complex Nonlinear Least
Squares (CNLS). The CNLS method was first applied to EIS by Macdonald and
Gaber in 1977 [8] and then refined until the modern version, implemented in
most of the software for EIS data fitting [9]. During a CNLS fit, the weighted
sums of squares of real and imaginary residuals are minimised:
S =
k∑
i=1
{
wRi [Re(ωi)−Rs(ωi,P)]2 + wXi [Xe(ωi)−Xs(ωi,P)]2
}
. (3.9)
Here Re and Xe are the measured data and Rs and Xs the simulated ones,
calculated from the model applied for the fitting and represented by the set of
model parameters P. The weights wRi and w
X
i are associated with the ith point
of the real and imaginary part of the impedance, respectively. In this approach,
a residual is the difference between the measured data at a certain frequency and
the value calculated by the model at the same frequency. The fitting procedure
consists in identifying the set of parameters P that minimise the sum of real
and imaginary residuals. The theoretical model that is used to describe the
device response can be a mathematical model or the response of an equivalent
circuit. A mathematical model is usually derived from the physical description
of the system and has the advantage of a direct correlation between the fitting
parameters P and the physical quantities that characterise the device. However,
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Device
Under Test
EIS Experiment
Ze(ω)
Theory
Physical Model
Equivalent
Circuit Zec(ω)
Matematical
Model Zs(ω)
Curve
Fitting (CNLS)
System
Characterization
Figure 3.2: Flow-chart of a typical EIS characterisation procedure.
The IS is measured and then described in terms of an equivalent circuit
(right path) or starting from the physical-mathematical model of the
device (left path). In both cases a physical background is necessary
to correlate the fitting parameters with the physical quantities that
describe the device. [10]
such a description requires a deep understanding of the processes that govern
the device response that in many cases is not available.
A second, more empirical, approach is the description of the system with
an equivalent circuit. In this case the fitting procedure is quite straightforward
but now the set of fitting parameters P is given by the values of ideal circuital
elements, not directly connected to the physical description of the system. When
following this approach, it is therefore necessary to preserve the physical meaning
of the equivalent circuit used, in order to be able to connect the values obtained
from the fitting procedures with the characteristics of the investigated device.
The analysis and fitting procedure of EIS data is schematically summarised in
Figure 3.2
The analysis of experimental data can follow the two approaches mentioned
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above: a description based on a physical model or another one using an equiva-
lent circuit. In both cases the mathematical description of the system needs to
preserve a physical background. The mathematical model of the system gives
the fitting parameters that are evaluated from the physical model of the device or
from the equivalent circuit employed. The approach based on an equivalent cir-
cuit is usually preferred, because it considerably simplifies the fitting procedure
and provides a more immediate description of the system behaviour. However,
in some cases the physical description of the system cannot be translated into
a standard equivalent circuit and it is necessary to fit the data directly with
the equations that physically describe the device. As an example, in chapter 6
the characterisation of trap states in organic semiconductors is performed first
in terms of an equivalent circuit. A more detailed description requires the cal-
culation of the impedance function directly from the equations of the physical
model. In this specific case, the approach can be considered hybrid, because
part of the device is described with an equivalent circuit and only the response
of trap states is described with the physical model, whose equations are directly
used for fitting.
3.2 Impedance of Fundamental Circuits
As already mentioned, a detailed physical model of all the processes that are
relevant in the electrical response of the device is usually not available or just
too complicated. An easier and immediate analysis can be performed showing
that the experimental impedance Ze(ω) is well approximated by the response
Zec(ω) of an equivalent circuit composed by circuit elements like resistors, ca-
pacitors, inductors and various distributed elements [11, 12]. In an equivalent
circuit a resistance represents a conductive path and can for example describe
the bulk conductivity of a material or the injection barrier for charge carriers at
an interface [10, 13]. Capacitance, and to some extent also inductance, are asso-
ciated with the formation of space charge regions and with material polarisation
effects [1, 14]. Another class of circuital components comprises distributed ele-
ments [15, 16]. The physical interpretation of distributed elements arises from
imperfections in real devices. There are two possible origins that lead to a dis-
tribution of time constants. The first is represented by the non-homogeneity
of real devices. As an example, a rough interface can be described by a distri-
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bution of microscopic plane interfaces [17, 18]. Each one is described by one
equivalent circuit and the final result is a distribution of local values that varies
around a mean, again described by a distributed circuital element [19, 20]. The
second physical origin of a distributed response is the diffusion process in non-
infinite systems which can also play an important role in homogeneous systems
[13, 15, 21]. Diffusion is a spatially distributed process and can be affected by
the finite length of the real device, leading to a response not representable with
ideal components [22, 23].
The choice of the equivalent circuit which is able to describe the system
under investigation requires knowledge of the electrical response of some basic
and representative circuits. In this paragraph the impedance of a series and
parallel connection between a resistor and a capacitor is described and then
extended to more complicated circuits. The impedance functions are presented
in two different graphs, the Nyquist plot or the impedance complex plane, and
the capacitance spectrum of the device plotted together with the impedance
modulus (see paragraphs 3.1.2 and 3.1.3)
3.2.1 Series RC circuit
The first circuit to be considered is the series connection between a resistor Rs
and a capacitor Cs as shown in Figure 3.3.
Rp
Cp
Rs=1 kW
Cs=5 nF
Figure 3.3: RC series equivalent circuit, composed by a series of one
resistor and one capacitor.
The impedance of this circuit is simply the sum of the resistor and capacitor
impedance:
ZRCseries(ω) = Rs +
1
jωCs
. (3.10)
In the complex plane, the impedance function is a vertical line that intercepts
the real axis at the value of the series resistor Rs (Figure 3.4a). Considering
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the plot of Figure 3.4b, the modulus decreases with increasing frequencies as
1/ω, until reaching a plateau at Rs for the highest frequencies. Figure 3.4b
also shows the capacitance function of the circuit. In the low frequency range,
where the capacitor impedance 1/jωC is much larger than the series resistor
and dominates the response, the capacitance function is frequency independent
and equals the value of the capacitor in the equivalent circuit Cs. However,
for high frequencies the imaginary part of the impedance tends to zero, while
the modulus is constant at the value of Rs. Since C(ω) is defined as the ratio
between the imaginary part and the modulus of the impedance (equation 3.8),
it tends to zero for high frequencies.
(a) Nyquist plot (b) Capacitance-Modulus plot
Figure 3.4: Impedance spectra of the equivalent circuit RC series of
Figure 3.3. At low frequencies the impedance of the capacitor 1/jωC
dominates over the resistor, while in the high frequency range the cir-
cuit impedance is given by the series resistance.
3.2.2 Parallel RC circuit
The second equivalent circuit to be considered is shown in Figure 3.5 and consists
of one resistor Rp and one capacitor Cp connected in parallel.
In this case the impedance is the parallel between resistor and capacitor
impedance and results being:
ZRCparallel(ω) =
Rp
1 + jωRpCp
. (3.11)
The impedance of such a circuit can be divided in two regimes. For low frequen-
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Rp=10 kW
Cp=5 nF
Figure 3.5: RC parallel circuit, given by the parallel connection of one
resistor and one capacitor.
cies, the impedance of the capacitor given by 1/ωCp is very high and behaves like
an open circuit. The overall impedance is therefore dominated by the parallel
resistance Rp. For high frequencies the impedance of the capacitance is small
and shunts the resistor. The circuit now behaves like an ideal capacitor and
the overall impedance tends to zero with increasing frequency. The behaviour
previously described can be observed in the Nyquist plot of Figure 3.6a. The
impedance has the value of the parallel resistance at low frequencies and goes
to zero for high frequencies, describing a semicircle of diameter Rp. In the plot
of Figure 3.6b the modulus spectrum follows the same trend, with a transit be-
tween a resistive response at low frequencies and a capacitive response for the
highest frequencies. The capacitance spectrum is constant to the value of the
parallel capacitor Cp, since the circuit susceptance is directly proportional to
the angular frequency: B(ω) = ωCp. The capacitance function is calculated
dividing the susceptance by ω and results therefore constant.
3.2.3 The R(RC) circuit
The last equivalent circuit important for describing organic electronic devices
is still composed by a combination of resistors and capacitors. It is shown in
Figure 3.7 and it has a resistance Rs connected in series with the parallel RC
circuit of Figure 3.5. This circuit is a combination of the RC series and the RC
parallel circuits previously analysed.
The overall impedance of such a circuit can be obtained simply by adding
the series resistance to the RC parallel circuit:
ZR(RC)(ω) = Rs +
Rp
1 + jωRpCp
. (3.12)
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(a) Nyquist plot (b) Capacitance-Modulus plot
Figure 3.6: Impedance spectra of the equivalent circuit RC parallel of
Figure 3.5. For low frequencies, the capacitor impedance is high and
the overall response is dominated by the parallel resistance Rp. For
high frequencies the impedance of the capacitance is small and shunts
the resistor.
Rs=1 kW
Rp=10 kW
Cp=5 nF
Figure 3.7: R(RC) equivalent circuit. This circuit can be considered a
combination of the series and parallel RC of Figure 3.3 and 3.5.
The Nyquist plot of the impedance is shown in Figure 3.8a and presents a semi-
circle with diameter Rp. In this case the impedance tends to intercept the real
axis at the value Rs for very high frequencies. In Figure 3.8b the modulus
spectrum of the impedance is depicted and two plateaux can be observed. The
one at low frequencies corresponds to the sum of parallel and series resistance
(Rs + Rp), while the plateau at high frequencies is given by the value of the
series resistance alone. This behaviour comes from the combination of the two
circuits of Figure 3.3 and 3.5. For very low frequencies, the impedance of the
capacitor is very high and the response is dominated by the path composed by
the series connection of the two resistors. At high frequencies, the impedance
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of the capacitors is low and shunts the parallel resistor and the presence of a
series resistance fixes a lower limit for the impedance. The capacitance spectrum
presents two main features. The high frequency behaviour is due to the series
resistance, as in the case of Figure 3.4b. In this frequency range, the parallel
resistance is in fact inactive because of the low impedance of the capacitor in
parallel. The plateau at the lower frequencies however, does not correspond
exactly to the value of the capacitor Cp, as for the RC parallel circuit in Fig-
ure 3.6b. This happens because part of the voltage drops now on the series
resistance, producing a decrease in the low frequency limit of the capacitance
function. To better understand the spectrum of Figure 3.8b, the capacitance
function for such a circuit can be calculated:
C(ω) =
CpR
2
p
(Rp +Rs)2 + (ωRpCp)2
. (3.13)
For ω →∞ the capacitance function goes to zero, as also observed in the spectra
of Figure 3.8b.
The low frequency limit (ω → 0) is given by:
C(ω)ω→0 = Cp
(
Rp
Rp +Rs
)2
. (3.14)
This value equals the parallel capacitor only if Rp  Rs, otherwise it is lower
by a factor given by the ratio between the parallel and the series resistors.
In the following it will be shown how the equivalent circuit presented in
Figure 3.7 is able to describe the working mechanism of an ideal solar cell. This
circuit is therefore very important for the analysis of organic solar cell impedance
spectra. In most cases, organic electronic devices present a relatively small
series resistance, on the order of 10-50W, and a large parallel resistance, ranging
between 10 kW and 10 MW. This can be immediately confirmed by graphical
inspection of the modulus spectrum, since the high and low frequency plateaus
correspond to the series resistor and the sum of series and parallel resistors
respectively. In these conditions, the low frequency plateau of the capacitance
coincides with good approximation with the value of the parallel capacitor. This
property simplifies the analysis of the experimental spectra, since the graphical
inspection of the capacitance spectrum immediately gives a good estimation of
the values of the equivalent circuit components.
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(a) Nyquist plot (b) Capacitance-Modulus plot
Figure 3.8: Impedance spectra of the equivalent circuit R(RC) of Figure
3.7. The Nyquist plot presents a semicircle with diameter Rp. The high
frequency behaviour of the capacitance spectrum is due to the series
resistance, as in Figure 3.4b. The plateau at the lower frequencies does
not correspond to the value of the capacitor Cp, as for the RC parallel
circuit of Figure 3.6b.
3.3 Equivalent circuits for organic solar cells
Organic solar cells have an electrical behaviour similar to any other solar cell
and in the dark can be compared to a diode. The equivalent circuit in steady
state is therefore the same as for standard solar cells and comprises a diode and a
photo-current generator (see paragraph 2.2.3). In this paragraph the small-signal
equivalent circuit of an organic solar cell is deduced. The physical processes
occurring during the solar cell operation are discussed and represented with an
equivalent circuit. The circuital elements describing each single contribution
to the solar cell behaviour are then connected to obtain the equivalent circuit
of organic solar cells. The effect of the defects present in real devices is also
described in terms of additional circuital components. In this work, particular
attention is given to trap states. They are modeled in terms of equivalent circuit
and their effect in the impedance spectra is presented and analysed.
3.3.1 The equivalent circuit of solar cells without defects
The electrical response of an organic solar cell can be analysed under different
conditions. A first classification can be made between measurements in the
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dark or under illumination. The dark characteristic of an organic solar cell is
like that of a diode and can be divided into two regions: the reverse (or small
forward) bias region and the conduction or forward region. The limit between
the two is in first approximation determined by the built-in voltage. When the
applied potential compensates the field in the device, the flat-band condition is
reached and the charges can be injected from the contacts. On the contrary,
in reverse region the field across the device prevents the injection of charges
from the contacts and the current flowing in the device is just a leakage current.
The equivalent circuit description of a solar cell has the advantage of using one
single circuit to characterise the two regions. This is an important aspect to
be emphasised, because a unique equivalent circuit makes a direct comparison
between the values of the circuital elements in the two regions possible and also
allows description of the transition between reverse and forward regions.
To derive the equivalent circuit of an organic solar cell a p-i-n structure, as
described in paragraph 2.3.4, is considered. The complete equivalent circuit is
presented in Figure 3.9 and its circuital elements are analysed in the text. The
response of the solar cell is divided in three components: the first coming from
the electrodes and the doped transport layers, the second resistive contributions
from the intrinsic layer and the third from its capacitive response. The complete
equivalent circuit is shown in Figure 3.9 and the physical meaning of the single
electrical elements is discussed.
Electrodes and Doped Layers: Rcontacts, Rtrans and Cdepl.
The doped transport layer is highly conductive, if compared to the intrinsic
active layer. For this reason the internal field of the device drops almost exclu-
sively in the undoped layers. However, if the intrinsic layer is very thin, part
of the built-in field also influences the doped layers and a space charge region
close to the interface with the undoped material is generated, because of the free
charge depletion. This space charge layer has a thickness that varies with the
internal field and consequently with the applied voltage. From the equivalent
circuit point of view, the depletion layers are described by a voltage-dependent
capacitor Cdepl(V ) [24]:
Cdepl(V ) =
[
2
qεε0A2
NA +ND
NAND
(Vbi − V ) + d
2
i
(εε0A)2
]− 1
2
. (3.15)
Since no field is present in the bulk of the transport layers, they do not give any
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Rcontacts Rtrans
Cdepl(V )
Cgeom
Cacc(V )
Rrec(V )
Rtunn(V )
Figure 3.9: Equivalent circuit of an organic solar cell. All the processes
involved during the solar cell operation are shown:
contacts and transport layers resistance (Rcontacts and Rtrans), deple-
tion capacitance in doped layers (Cdepl), geometrical and accumula-
tion capacitance of intrinsic layer (Cgeom and Cacc), resistive path for
current flowing through the active layer, due to tunnelling in reverse
(Rtunn) or recombination in forward (Rrec).
capacitive contribution, but only their resistivity is important for the electrical
response. In terms of equivalent circuit this can be translated in a transport
layer resistor Rtrans, in series with the resistance of the connections Rcontact.
Resistive Components in the Intrinsic Layer: Rrec and Rtunn.
The next component of the solar cell is the intrinsic active layer. In presence
of a net current flowing through the solar cell, the equilibrium is perturbed and
different processes contribute to the current flowing in the device. The conduc-
tion mechanisms that support this current can be modeled by a resistive path
in parallel to the geometrical capacitance. In forward bias, charge carriers are
injected into the intrinsic layer and it is possible to consider the current sup-
ported by the recombination between electrons and holes. The injected charges
are in fact prevented from reaching the other electrode by the doped layers and
ultimately recombine with the charge carriers injected from the other electrode
or present at the interface with the doped transport layers. Without going into
the details of the possible recombination processes that take place in an organic
solar cell, the equivalent circuit can be integrated with a recombination resis-
tance Rrec(V ) in parallel with the geometrical capacitor. This resistor is voltage
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dependent, since the recombination depends strongly on the amount of injected
and accumulated charges in the intrinsic layer and these quantities change with
the applied voltage [25, 26].
When considering the reverse region of the solar cell characteristic, the elec-
trical field that drops across the intrinsic layer contrasts the injection of free
charges and no current can flow in the device. More precisely, according to the
classical Shockley diode equation, only a small saturation current supported by
the generation of charge carriers is expected (equation 2.42). In organic solar
cells another process, that is tunnelling should also be considered. The intrin-
sic layer being only a few tens of nanometers, the field is very high, around
300 kV m−1 at 0 V bias voltage for a 50 nm thick intrinsic layer and a built-
in potential of 1.5 V. This field is one order of magnitude higher than in the
classical silicon diodes and is even increased when applying a reverse bias. For
organic semiconductors it is therefore important to consider the contribution
of tunnelling currents, especially in the reverse bias region. The mechanism of
tunnelling is discussed in further detail in the Chapter 4, dedicated to p/n ho-
mojunction organic diodes. In this context it is sufficient to introduce a circuital
element that takes into account the contribution of tunnelling currents. This is a
voltage dependent resistor Rtunn(V ) in parallel to the geometrical capacitance.
Similarly to the recombination resistance, this circuital element supports the
flow of a current in the device, with the difference that in this case the physical
mechanism behind the circuital component is completely different.
Capacitive Components in the Intrinsic Layer: Cgeom and Cacc.
Over the intrinsic layer, the internal field of the device drops, composed by
the sum of the built-in field and the external applied voltage potential. This
layer contributes with a capacitive response that coincides with the geometrical
capacitance of a plane capacitor and is voltage independent, as long as the field
drops uniformly over the intrinsic layer:
Cintrinsic = Cgeom = εε0
Area
thickness
. (3.16)
When the solar cell is not at equilibrium, other processes contribute to its elec-
trical response. If a forward bias is applied and the built-in field compensated,
charge carriers can be injected from the contact and accumulate in the intrinsic
layer. The origins of this charge accumulation can be different. The injection
from the contact on forward bias is one of the reasons: the recombination pro-
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cess is more efficient in presence of accumulated charges, while the injection has
the opposite behaviour. An equilibrium between injection and recombination is
therefore established for a certain density of accumulated charge carriers and a
steady-state current flows in the device [25, 27, 28]. Another possible origin for
charges accumulation is the presence of photo-generated charge carriers, when
the solar cell is under illumination. Depending on the working point of the de-
vice, the extraction of the charge carriers to the contacts can be more or less
efficient and again an equilibrium with the competing recombination mechanism
is set. The circuital element that describes the charge accumulation is a volt-
age dependent capacitor Cacc(V ) that changes proportionally to the density of
accumulated charges [29, 30] and exponentially with the applied voltage (see
equation 2.44):
Cacc(V ) = q
2∂N
∂E
= q2
∂nacc
∂EF,n
. (3.17)
The compact equivalent circuit.
The circuit shown in Figure 3.9 cannot be used to fit the experimental data
as it is. The series resistances Rcontacts and Rtrans are indistinguishable, as
well as the capacitors Cgeo and Cacc. Moreover, the parallel resistors Rrec and
Rtunn are usually not necessary at the same time, the first describing the for-
ward region and the second, the reverse one. In a real case, the circuit used
to fit the experimental spectra is the one presented in Figure 3.10, where the
depletion capacitance Cdepl is neglected, the space charge regions in the doped
layers usually being very thin. The voltage dependence of the transport layer
resistance is not considered, because it is usually not relevant for the overall
electrical characteristic of the solar cell. This circuit is the same as the R(RC)
circuit analysed in paragraph 3.2.3. In this equivalent circuit, the series re-
sistance Rseries includes the contribution of contacts and transport layers, the
parallel capacitance Cparallel of geometrical and accumulation capacitance and
the parallel resistors Rparallel can be identified with the tunnelling or the recom-
bination resistance depending on the working point of the device. In summary:
Rseries = Rcontacts +Rtrans, (3.18a)
Cparallel(V ) = Cgeom + Cacc(V ), (3.18b)
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Rparallel(V ) =
Rrec(V ) in forward region.Rtunn(V ) in reverse region. . (3.18c)
The identification of the different contributions that compose the equivalent
circuit of Figure 3.10 is not trivial, but still possible if measuring the device in
different working conditions. For example, the voltage dependence of the parallel
capacitance can only be due to the accumulation of charges and, in some cases, to
the depletion regions in the doped layers. The two cases can be separated. The
depletion capacitance can be isolated in the reverse region when measuring in the
dark, since no accumulation of charges is expected. Moreover, the overall parallel
capacitance will be lower than Cgeom in presence of a depletion capacitance
(series connection) and higher in the presence of charge carriers accumulation
(parallel connection). Finally, a depletion capacitance varies as the square root
of the applied voltage (equation 3.15), while the accumulation capacitance grows
proportionally to the accumulated charges and exponentially with the voltage
(equation 3.17).
Rseries
Cparallel(V )
Rparallel(V )
Figure 3.10: Simplified equivalent circuit of an organic solar cell. Some
of the processes described in Figure 3.9 cannot be separated and the
equivalent circuit used to fit experimental data is composed by one
series and one parallel resistance and one parallel capacitance, like the
R(RC) circuit of Figure 3.7.
3.3.2 Equivalent circuits in presence of non-idealities
The equivalent circuits presented in Figures 3.9 and 3.10 can successfully de-
scribe the electrical behaviour of an optimised organic solar cell, taking into
account all the main processes that govern the device operation. What is not
taken into account is the presence of defects in the organic layers or non-ideal
interfaces. Real devices in fact do not always behave as expected and the discrep-
ancy from the ideal case can be in some cases crucial for a correct description.
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The main sources of disagreement between the ideal model and real devices come
from the interfaces or the presence of defects and trap states in the bulk. In
this paragraph and in the following chapters, particular attention is given to the
characterisation of trap states by EIS.
Regarding the effect of roughness and imperfections at the interfaces, an
equivalent circuit model was extensively studied by Pajkossy et al. and consists
in replacing the interface capacitance with a constant phase element (CPE)
[17, 18]. The CPE is an empirical circuit element with an impedance function
given by:
ZCPE(ω) = A(jω)
−α. (3.19)
The CPE represents a ”leaking” capacitor, with non-zero real and imaginary
components. The CPE impedance function is in fact identical to an ideal ca-
pacitor when α = 1 and behaves like a resistor for α = 0. An intermediate value
of α = 0.5 corresponds to a Warburg-like impedance, that describes the diffu-
sion of ions in solution [10]. This circuital element is very effective for fitting
experimental curves, but the physical meaning of this component is sometimes
missing. In case of rough electrodes, it was observed from experiments that the
deviation from ideal capacitive behaviour is larger on rough electrodes than on
smooth ones. It was proposed that the frequency dependence of capacitance
on solid electrodes is due to the atomic scale inhomogeneities rather than to
the geometric aspect of roughness [18]. Even if defects and inhomogeneities at
the interfaces are probably present, in organic solar cells they are not the main
origin of non-ideal behaviour in real devices. The most important role is played
by trap states in the bulk of the intrinsic active layer.
The characterisation of trap states is the main topic of this work and is ex-
tensively discussed in Chapter 6. In this paragraph, only the equivalent circuit
of an organic solar cell containing trap states in the intrinsic active layer is pre-
sented. Considering the solar cell in the dark and in equilibrium, the device can
be described in first approximation by the circuit of Figure 3.10. The parallel
capacitance coincides with the geometrical capacitance, because in equilibrium
charges are neither injected from the contacts nor photo-generated in dark con-
ditions. In absence of current flowing in the device, the parallel resistance is
ideally infinite, meaning that neither tunnelling nor recombination are present
to support the current. In real cases, this resistance can be very high (in the
range of tens of MW), but not infinite. In Chapter 4, one possible origin of this
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leakage current is discussed and is correlated with trap-assisted tunnelling and
recombination. It is enough here to state that the parallel resistance Rp is taking
leakage currents into account. According to the equivalent circuit in Figure 3.10,
the charge carriers, driven by the probe signal, are also transported from the
electrodes and the transport layers (Rseries) until they reach the interface with
the intrinsic layer. Here the injection is prevented by the internal field and the
charges accumulate at the interface, giving rise to the capacitive contribution
of Cparallel = Cgeom. Alternatively, they can reach the other electrode through
leakage paths present in the imperfect device, resulting in the parallel resistance
Rparallel. The charge carriers accumulated at the interface can also find the way
to populate intra-gap states present in the intrinsic materials, where they are
stored and disturb the internal field. This process is an alternative to the other
two described by the parallel capacitor and resistor and, in terms of an equiv-
alent circuit, it is described by an element placed in parallel to the other two.
The three processes of charge accumulation due to the internal field, leakage
current and charge carrier trapping are summarised in Figure 3.11.
Figure 3.11: Schematic representation of the main processes composing
the solar cell response. The charge carriers are transported by the
doped layers to the intrinsic one and can accumulate at the interface
because of the internal field. Alternatively they can reach the opposite
interface through leakage paths in the intrinsic layer, or be trapped in
bulk intra-gap states.
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An equivalent circuit that describes the population of trap state was already
introduced in 1975 by Losee [31] for inorganic semiconductors. Assuming the
presence of one discrete intra-gap level, not acting as recombination centre, the
trapped charges are not mobile and their effect is observed only in the internal
field and not directly in the current flowing through the device. The circuital
element that models the presence of trapped charges is therefore a capacitor.
At the same time, the trapping process involves an injection process and an
energy loss from the previous free state. This can be modeled with a resistor
that precedes the trapped state or the traps capacitor. The equivalent circuit of
a solar cell with trap states located at one discrete energetic level in the intrinsic
layer is shown in Figure 3.12. The additional parallel path that describes the
presence of traps is a series connection of a resistor and a capacitance. These
two circuital elements are voltage dependent, since the amount of occupied trap
states as well as their trapping dynamics can change with the working point of
the device.
Rseries
Cparallel(V )
Rparallel(V )
Rtraps(V )
Ctraps(V )
Figure 3.12: Equivalent circuit of an organic solar cell with trap states
located at one discrete intra-gap level energy. The trap states are
described by one RC series element (Rtraps and Ctraps) connected in
parallel to the geometrical capacitance and the parallel resistance. This
equivalent circuit was proposed by Losee in 1975 [31].
The impedance spectrum of the circuit of Figure 3.12 is shown in the complex
plane and in the modulus-capacitance plot in Figure 3.13a and Figure 3.13b,
respectively. The effect of traps is not clearly visible in the Nyquist plot and
also in the modulus spectrum that look both almost the same as the R(RC)
circuit case of Figure 3.8a and Figure 3.8b. The capacitance spectrum reveals
the presence of trap states with a second plateau in the low frequency region.
The value of this plateau is given by the sum of the geometrical capacitance
101
Chapter 3 Impedance Spectroscopy
Cgeom and the traps capacitance Ctraps. The presence of the resistor Rtraps
introduces an additional characteristic time constant in the circuit, given by
Ctraps · Rtraps, representing the maximum frequency the trap states can follow.
In other terms, if the probe signal is faster than the trapping-detrapping time
constant, the trap states are not able to follow the signal and respond only to the
mean value of the oscillation that is zero. The validity of the model proposed by
Losee will be discussed in Chapter 6, but it is already possible to observe that
the assumption of one discrete intra-gap energetic level is not realistic for trap
states in organic semiconductors, where an energetic distribution of states better
describes the case of disordered and amorphous materials. The circuital element
of trap states can therefore be more complicated than the series of one resistor
and one capacitor and is represented by a generic impedance Ztraps. In a general
case the impedance function Ztraps has to be calculated from the physical model
of the trap states and is not always representable with a connection of ideal
elements, as shown in Figure 3.14.
(a) Nyquist plot (b) Capacitance-Modulus plot
Figure 3.13: Impedance spectra of the equivalent circuit of an OSC
with trap states located at one discrete energy level. The Nyquist
and modulus plot are not significantly affected by the presence of trap
states. Their contribution is evident in the capacitance spectrum for
the lowest frequencies, when the traps are able to follow the probe
signal.
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Rseries
Cparallel(V )
Rparallel(V )
Ztraps(ω, V )
Figure 3.14: Equivalent circuit of an organic solar cell with a generic
trap impedance. The contribution of trap states in organic semiconduc-
tors is not well described by one single intra-gap level. The impedance
of trap states is then calculated from the physical model and given by
a generic function Ztraps.
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CHAPTER 4
Organic p/n Homojunction Diodes
In this chapter, organic p/n homojunction diodes composed of ZnPc are anal-
ysed. Asymmetrical junctions, with one side doped much stronger than the other,
allow the characterisation of the doping process. The charge carrier density is
estimated by capacitance measurements and n-doping is studied in grater detail
by varying the measurement temperature. The results indicate that n-doping of
ZnPc is very effective, demonstrating the good bipolar properties of ZnPc. The
charge carrier densities estimated from asymmetrical diodes are employed to cal-
culate the depletion width of p/n diodes with comparable doping density on both
sides of the junction. A good agreement with the experimental results is obtained,
confirming the validity of the standard semiconductor theory for describing the
depletion region in organic semiconductor devices. The analysis is extended to
the current-voltage characteristics which show fundamental discrepancies with
respect to the Shockley model. It is shown that tunnelling currents play a de-
cisive role in organic diodes and an analytic model is applied to reproduce the
measured current-voltage characteristics. Charge carrier tunnelling results being
a very effective mechanism for charge transport in the nanometer scale.
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4.1 Introduction
For modern electronics, the invention of the silicon p/n junction diode and sub-
sequently of the bipolar transistor can be considered the starting point of one
of the most outstanding technological revolutions in history [1–3]. The p/n
homojunction diode is among the most important and fundamental devices of
electronics and its study and understanding formed the foundations for the de-
velopment of transistors, amplifiers, processors and all the electronic devices that
have changed our lives so deeply [3–5]. The simple structure of a p/n junction
allows a detailed description of its physics and the processes governing the op-
eration mechanism of the p/n junction diode are also present in transistors and
more complex structures. The analysis of basic devices is therefore necessary to
understand and study more complicated structures. Despite the importance of
the p/n junction in the development of silicon electronics, in the field of organic
semiconductors most of the devices are based on hetero-structures and very few
examples of p/n junctions are present. This is a remarkable gap in organic
semiconductor devices, because in many cases the standard Shockley theory is
applied to organic devices, without any experimental proof of its validity for
the specific device [6, 7]. The validity of the Shockley diode theory for organic
semiconductors is far from being a straightforward question. For example, the
assumptions of low-injection, Boltzmann statistics and negligible field in the
bulk region sufficiently far from the junction are not obvious in organic hetero-
structures and even less in the absence of doping [6, 8]. The p/n homojunction
is the best possible structure for verifying the validity of the Shockley theory
for organic semiconductors and better understand the transport mechanisms in
organic devices.
The reason why p/n organic homojunctions have never been produced and
studied before is the difficulty in controlling the doping process for organic mate-
rials. In the work of Harada et al. [9, 10] organic diodes based on homojunctions
of zinc-phtalocyanine and pentacene were reported. However, a proper rectifi-
cation behaviour is obtained only in presence of an intrinsic layer between the
p-doped and the n-doped material. The final device is better described as a
p− i−n diode, rather than a p/n homojunction. This is an important difference
because the physics of a p−i−n structure is complicated by the presence of an in-
trinsic layer and a direct parallel with the inorganic semiconductors and with the
Shockley diode model is not possible. Recently Kubo et al. published a p/n or-
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ganic homojunction composed of fullerene C60 p-doped with MoO3 and n-doped
with Ca. The dopant materials used are not organic and the device therefore
has a hybrid structure. Moreover, the use of small MoO3 dopant molecules
and highly reactive calcium as an n-dopant causes problems in device stability.
More stable and efficient solutions are available such as C60F36 or F6−TCNNQ
for p-doping and W2(hpp)4 or the novel o-MeO-DMBI-I for n-doping.
In this chapter the first fully organic p/n homojunction diodes composed
by zinc-phtalocyanine (ZnPc) n-doped with W2(hpp)4 and p-doped with C60F36
are analysed. The doping is controlled with high precision by the co-evaporation
technique and concentrations as low as 0.10 mol% for p-doping and 0.16 mol%
for n-doping are achieved. The fine control of the doping concentration is the
crucial technological aspect that allows the construction of organic p/n junction
diodes, having high rectification and an effective depletion zone.
4.2 Experimental
The investigated devices have three different structures. The first two are asym-
metrical junctions, namely n+/p and p+/n diodes. The third class of diodes
are p/n junctions, with a similar doping density for both p and n layers. The
devices are evaporated on glass / indium tin oxide (ITO) substrate (Thin Film
Devices, USA), coated with 1 nm of C60F36 [11] to ensure an Ohmic-like con-
tact for holes. The semiconducting layers are composed of zinc-phthalocyanine
(ZnPc, TCI Europe) p-doped with C60F36 and n-doped with W2(hpp)4 [12]. The
stack is completed by 1 nm of pristine W2(hpp)4 and 100 nm of Al on top, re-
sulting in an Ohmic contact for the electrons. Only for p+/n homojunctions the
p-dopant used is the commercially available NDP9 from Novaled AG (Dresden,
Germany). This to ensure a high doping level of the layer, but similar results
can be obtained with a high concentration of C60F36.
4.3 Asymmetrical Junction Diodes
The description of p/n junction diodes begins focusing on only one side of the
junction. This is possible when the device is asymmetrically doped, with one
side more strongly doped than the other. Devices with a strongly doped p-side
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and a weakly doped n-side are named p+/n junctions and n+/p in the opposite
case, low p-doping and high n-doping. This is the case of the diodes in Figure
4.1. The concentrations of the weakly doped layers vary between 0.10 and 0.20
mol% for p-doping and between 0.16 and 0.32 mol% for n-doping.
Figure 4.1: Structure of asymmetrical organic homojunction p+/n (a)
and n+/p (b) diodes. The concentrations of the weakly doped layers
vary between 0.10 and 0.20 mol% for p-doping and between 0.16 and
0.32 mol% for n-doping. To have a good contact with the weakly doped
layer 1 nm of dopant is inserted between the organic semiconductor and
the metal.
The current-voltage characteristics of the organic asymmetrical p/n junctions
are show in Figure 4.2 and present a good rectification, with a reverse current
that is increased by a higher doping concentration. In the standard Shockley
theory, only the reverse saturation current should flow in the diode, but in real
devices generation and recombination of charge carriers support an additional
reverse current [5]. In case of organic junctions, the thin depletion layer is not
able to suppress the tunnelling of charge carriers through the junction. The
tunnelling current is increased together with the doping density, the depletion
width being reduced. If the doping concentration is too high, the tunnelling
current is responsible for the absent rectification in devices without an intrinsic
layer, as in the case of the diodes presented by Harada et al. [9, 10]. Fine control
of doping is necessary to obtain low concentrations and have properly rectifying
diodes. The presence of a tunnelling process is demonstrated in the following
paragraphs, here the analysis is focused on depletion capacitance. In forward
bias, the current increases exponentially with voltage, but for strong externally
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applied voltages the current is limited by the series resistance of the device. The
rectification behaviour confirms the presence of a depletion region at the p/n
junction, in agreement with the standard semiconductor theory.
Figure 4.2: Current-voltage characteristics of asymmetrical organic
diodes. The reverse current increases significantly with higher dop-
ing concentration. Forward bias higher than about 1 V is limited by
the series resistance of the contacts.
4.3.1 n-doping of ZnPc
As already mentioned, these asymmetrical structures are particularly interesting
because the depletion region extends mostly, and almost completely, in the lower
doped layer. This property allows measurement of the lower doping density as
opposed to the voltage dependency of the depletion capacitance. Considering
the case of a n-doped semiconductor, with the assumption of an abrupt junction,
the capacitance of the depleted region Cdepl is given by [5]:
Cdepl =
√
qεND+
2
1
(Vbi ± V ) , (4.1)
where q is the elementary charge, ND+ is the ionised donor dopants density, Vbi is
the built-in field of the junction and V the applied external voltage. The analysis
is here limited to donor dopants, or n-doping, but the same considerations are
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valid for acceptor dopants, or p-doping. From the derivative of the depletion
capacitance, it is possible to calculate the density of ionised dopants:
d
dV
1
C2depl
=
2
qεND+
. (4.2)
The investigation of depletion capacitance is an important characterisation
technique and provides a quantitative estimation of the charge carrier density
in doped semiconductors. In the standard semiconductor theory, it is possible
to describe doping by the fraction of ionised dopants over the total amount of
introduced defects. Using the Boltzmann statistic simplification, the density of
ionised dopants can be expressed in terms of total dopant density as follows [13]:
n = NC exp
(
EF − EC
kBT
)
, (4.3)
ND+ =
ND
1 +
gDn
NC
exp
(
∆EA
kBT
) . (4.4)
Here ND+ is the ionised donor dopant density, ND the total dopants density,
gD the degeneracy factor, NC the density of states in the conduction band and
∆EA the energy difference between the conduction band and the donor level.
Assuming non-compensated doping, as in the case of organic doping, it follows
from the charge neutrality that n = ND+ and the free charge carrier density can
be expressed as:
n ≈ ND
gDn
NC
exp
(
∆EA
kBT
) , (4.5)
ND+ = n ≈
√
NCND
gD
exp
(−∆EA
2kBT
)
. (4.6)
From this equation it is possible to directly correlate the energy difference be-
tween the conduction band and the donor level with the charge carriers density
variation over temperature:
d ln(ND+)
d1/T
= −∆EA
2kBT
. (4.7)
Plotting the ln(N) versus 1/T , the slope is directly correlated with ∆EA. The
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physical meaning of this energy differs between organic and inorganic semicon-
ductors. In inorganic semiconductors, this energy is directly correlated with
the energetic level of the doping impurity with respect to the conduction band
(valence band for p-doping) of the matrix semiconductor. In the framework
of organic semiconductors, the value of ∆EA estimated with this method has
mostly a statistical meaning. The organic doping mechanism differs from the in-
organic case and also the definition of valence and conduction band is not strictly
correct. For this reason, in organic semiconductors the value of ∆EA can also
be interpreted as an activation energy of the doping process. Nevertheless, it is
important to have an experimentally accessible value capable of describing the
doping process. The doping activation energy obtained with these experiments
fulfil this requirement and the applicability of ∆EA for numerical calculations
has been already demonstrated by Tietze et al. [14].
Figure 4.3: Current-voltage characteristics of p+/n organic diodes. The
structure is varied changing the thickness of the weakly doped layer
and three diodes for each structure are measured, with an excellent
reproducibility of the results. The current-voltage characteristic is not
influenced by the thickness of the weakly doped layer.
The n-doping process of ZnPc is analysed in detail by capacitance measure-
ments. In Figure 4.3 the current-voltage characteristics of p+/n junction diodes
are shown. Two different devices are measured, differing in the thickness of
the weakly doped layer. The structures are repeated three times to ensure the
repeatability of the results obtained. The current-voltage characteristic is not
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affected by the thickness of the diodes, confirming that the n-doped layer is
not fully depleted and its conductivity is significantly increased by the doping
process.
Figure 4.4: Mott-Schottky plot of p+/n diodes. Three diodes for each
structure are measured and the good reproducibility is also confirmed
by capacitance measurements. The slope of the curve does not change
with device thickness, confirming the formation of both depleted and
bulk regions. The charge carrier concentration is estimated to be 4.04±
0.23× 1018cm−3, while the built-in voltage is 1.62± 0.18V.
In Figure 4.4 the capacitance of p+/n diodes is measured by varying the
applied bias voltage and presented in a Mott-Schottky plot. According to equa-
tion (4.2), from the slope of the curves it is possible to evaluate the ionised
dopants concentration, while the intercept with the x-axis corresponds to the
built-in potential Vbi. The Mott-Schottky plot at room temperature confirms
the reproducibility of the structure and all the devices show the same doping
density. Fitting the capacitance-voltage curves of the six devices, the density
of ionised dopants is estimated to be 4.04 ± 0.23 × 1018cm−3, while the diode
built-in voltage is 1.62 ± 0.18V. The errors are calculated from the standard
deviation of the measured values with an additional uncertainty given by the
incomplete frequency independence of the capacitance function, as discussed in
the text. Due to this thicker structure, the capacitance-voltage curves are also
measured by varying the temperature as shown in Figure 4.5. In this method
the ionised dopants density is evaluated for different temperatures and the ac-
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tivation energy of the doping process can be estimated according to Equation
(4.7).
Figure 4.5: mott-Schottky plot of p+/n organic diodes measured at
different temperatures. The charge carrier concentration increases with
temperature according to equation (4.7).
The active dopant density obtained ranges between 3.2× 1018 cm−3 at 210 K
and 4.0× 1018 cm−3 at 330 K. This modest variation with temperature is re-
flected in a low value of the activation energy, as shown in Figure 4.6. The
doping activation energy resulting from the measurements is around 22 meV,
below the thermal energy at room temperature. This means that in standard
operating conditions, almost all the dopants can be considered ionised and the
n-doping process of ZnPc with W2(hpp)4 is highly efficient.
4.3.2 Capacitance Measurements
The Mott-Schottky analysis is performed measuring the device capacitance at
one fixed frequency and varying the bias voltage. A frequency-dependent ca-
pacitance function would introduce an error in the values estimated by this
technique. For this reason, the capacitance spectra of p+/n and n+/p junction
diodes are also measured and shown in Figure 4.7. The capacitance function
of p+/n diodes presents a plateau between 1 kHz and 30 kHz. In this range of
frequencies, it is possible to correctly estimate both charge carrier density and
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Figure 4.6: The charge carrier concentration estimated from the Mott-
Schottky plot of Figure 4.5 is plotted versus the inverse of the temper-
ature. According to equation (4.7), the activation energy of the doping
process is estimated to be around 22 meV from the slope of the curve.
the built-in field from the Mott-Schottky plot.
In the case of n+/p diodes, the capacitance function is not constant, but an
increase for decreasing frequency is observed. This behaviour can have different
origins. In presence of rough electrodes, a deviation from the response of an
ideal capacitor was observed in experiments [15, 16]. It was proposed that the
frequency dependence of capacitance on solid electrodes is due to the atomic
scale inhomogeneities rather than to the geometric aspect of roughness [15].
However, in this case the presence of highly doped layers between the organic
semiconductor and the metal should prevent any effect of the contacts on the
device characteristic. Another possible explanation for a frequency-dependent
capacitance is the presence of intra-gap states. Depending on the energetic
distribution of these states, their capacitive contribution can be appreciated
below a characteristic frequency or spread over the entire spectrum [17–20]. The
comparison between p+/n and n+/p diodes supports this second explanation.
In the n+/p structure the capacitance does not show a real plateau and exhibits
a stronger frequency dependency. This is possibly due to a distribution of intra-
gap states close to the ZnPc ionisation potential (IP). The p+/n diodes are not
(or less) affected by these intra-gap states, because most of them are energetically
118
4.3 Asymmetrical Junction Diodes
Figure 4.7: Capacitance spectra of organic asymmetrical ZnPc homo-
junction diodes. The capacitance function of p+/n diodes shows a
plateau between 1 kHz and 30 kHz. In this range of frequencies the
built-in voltage can be estimated from the Mott-Schottky plot. On the
contrary, the capacitance function of n+/p diodes does not present a
plateau, because of a tail of intra-gap states.
distant from the IP level and lie below the Fermi level in case of n-doping. The
presence of an exponential tail of states at the IP level of organic semiconductors
has been observed in literature [21, 22] and it is compatible with the capacitance
spectra observed.
To understand how the frequency-dependent capacitance influences the Mott-
Schottky analysis, in Figure 4.8 the capacitance of p+/n and n+/p devices is
measured for different applied bias voltages at two different frequencies. The
estimated concentrations of donor molecules are almost frequency independent
and the values measured at 10 kHz are summarised in Table 4.1. The built-in
potential is around 1.5 V for the p+/n diodes at both 1 kHz and 10 kHz and is
not significantly affected by the doping concentration. In case of n+/p diodes
a frequency dependency is observed and the intercept with the x-axis shifts to
lower values for lower frequencies. The estimation of the built-in voltage is
therefore more complicated for these devices [23] and only the measured 1.5 V
for p+/n represents a reliable value. As a general comment, a built-in voltage of
1.5 V is in an expected range, ZnPc having a band-gap around 1.7 V [24, 25]. An
estimation of the charge carrier concentration for different doping densities is an
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Figure 4.8: Mott-Schottky plot of asymmetrical organic diodes. The
measurement is performed at two different frequencies. The charge car-
rier density estimated is not affected by the measuring frequency. The
estimation of built-in voltage of p+/n diodes is not possible because
the capacitance results being frequency dependent, as also shown in
Figure 4.7.
important starting point to analyse and understand the characteristics of p/n
junction diodes with a controlled doping concentration of both p- and n-doped
layers.
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n-doping p-doping NDonor NAcceptor
(mol%) (mol%) (cm−3) (cm−3)
0.16 - 3.7× 1018 -
0.32 - 7.3× 1018 -
- 0.1 - 1.5× 1018
- 0.2 - 2.6× 1018
Table 4.1: Summary of the charge carrier density estimated from the
Mott-Schottky plot of asymmetrical organic homojunction diodes.
4.4 p/n Organic Diodes
By measuring n+/p and p+/n diodes, the concentration of free charge carriers
in n-doped and p-doped ZnPc is estimated. It is shown that a depletion region
is formed, with the same mechanisms known for inorganic semiconductor de-
vices. The next structure to be analysed is a homojunction diode with both the
p and n sides moderately doped. In this case the depletion region is extended
on both sides of the junction. The diodes are produced using the same doping
concentrations of the asymmetrical junctions summarised in Table 4.1. Combin-
ing the two different concentrations for n-type and p-type doping, four devices
are fabricated and their structures are shown in Figure 4.9, together with the
current-voltage characteristics.
All the diodes show good rectification, with the forward current limited by
the series resistance, estimated from impedance measurements to be around
50-55W for all the devices. This resistance is partially due to the resistivity of
the semiconducting layers, but it is mostly given by the resistance of the ITO
contact. The comparison with thicker devices in Figure 4.10 further proves this
argument. All the thinner devices show a similar behaviour, independently of
the doping concentration, which is a first hint for a negligible contribution of
the bulk to the series resistance. When comparing them with thicker devices,
no difference is observed for the stronger doped devices. Only the thick and
weakly doped diode shows a higher series resistance, because of the additional
contribution of the bulk. It can therefore be concluded that all the thin samples
are limited only by the resistance of the contacts for voltages higher than 1 V.
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Figure 4.9: Current-voltage characteristics of organic p/n homojunc-
tion diodes. The doping concentration is varied on both side of the
junction and four different devices are produced. All the diodes present
a good rectification with a forward current limited by the series resis-
tance of the contacts.
4.4.1 Depletion Region Analysis
The rectification behaviour observed from the current-voltage characteristics is
already an indication for the presence of a depletion region at the junction. To
further prove that the diodes are behaving as expected according to the inorganic
semiconductor theory, capacitance measurements are performed. In Figure 4.11
the Mott-Schottky plot measured at 1 kHz is shown. The measured data follow
the Mott-Schottky equation (4.2) between −3 V and 0 V, a remarkably large
voltage range. This confirms the formation of a proper depletion region on the
sides of the p/n junction, as predicted by the classical semiconductor theory
[5]. The built-in voltage is expected to be between 1.3 V and 1.5 V, but the
analysis of capacitance spectra reveals a frequency dependency that makes the
Vbi estimation uncertain.
The same behaviour already observed in Figure 4.7 for p/n+ diodes is also
present in the capacitance spectra of p/n homojunction devices of Figure 4.12.
The value of the capacitance scales to almost half of the asymmetric junctions,
because the depletion region is extended on both sides. The spectra do not
present a clear plateau and the capacitance increases with decreasing frequency.
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Figure 4.10: Comparison of the current-voltage characteristics of p/n
organic diodes with different thickness. Only the weakly doped and
thicker devices present a series resistance increased by the contribution
of the bulk. For higher doping concentration or thinner diodes, the bulk
does not significantly contribute to the series resistance.
To exclude the presence of space charge in the bulk layer, due to the limited
conductivity of the material, thicker devices are also measured. The capaci-
tance spectra look identical for the higher doping concentration, while the series
resistance significantly affects the characteristic of thick and weakly doped sam-
ples. From this comparison, the effect of space charge in the bulk layer can
also be excluded as possible origin of the frequency-dependent capacitance and
the presence of intra-gap states remains the most probable explanation for this
behaviour.
To further verify the ability of the standard theory in describing organic
p/n homojunction diodes, the depletion width is calculated and compared to
experimental values. Under the assumption of an abrupt junction, the width of
the depleted region W is given by:
W =
√
2ε
q
1
Neff
(Vbi ± V ). (4.8)
Here the inverse of the effective doping concentration Neff is the the sum of
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Figure 4.11: Mott-Schottky plot of organic p/n homojunctions. The
straight line in this graph over a large range of reverse bias voltages
indicates the formation of a depletion region with the same mechanism
known from inorganic semiconductors. The built-in voltage appears to
be around 1.4 V, but a proper estimation is not possible because of the
frequency dependency of the capacitance, as shown in Figure 4.12.
donors and acceptors reciprocal concentrations:
Neff =
(
1
NA
+
1
ND
)−1
=
NAND
NA +ND
. (4.9)
From the results of Table 4.1 it is possible to calculate both Neff and the deple-
tion width W . These values are obtained assuming the validity of the classical
description of p/n junctions and it is therefore interesting to compare the results
of calculations with the measured values. The width of the depletion region can
be estimated by the value of the device capacitance when no voltage is applied
to the device (at 0 V). Since the doping concentration values have been mea-
sured at 10 kHz, the capacitance of the p/n diodes are measured at the same
frequency. The calculated depletion width Wcalc is then compared to the mea-
sured value from the device capacitance Wmeas. The values are summarised in
Table 4.2. The calculated depletion width is in agreement with the measured
values and varies consistently with the doping concentration. It should be re-
marked that the calculated values are obtained from independent measurements
of asymmetric diodes. From these results it can be concluded that the measured
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Figure 4.12: Capacitance spectra of p/n organic diodes with different
thickness. The capacitance function does not show a clear plateau and
has a frequency-dependency similar to the n+/p diodes of Figure 4.7.
The device thickness does not affect this frequency dependency and
only in case of low doping the thicker diode has a capacitance spectrum
differing from the thinner one, because of the bulk resistivity.
p/n diodes behave in agreement with the standard theory for inorganic semi-
conductors. This is an important result, because it demonstrates that organic
doped semiconductors can be described with the extensive knowledge coming
from inorganic semiconductor devices.
n-doping p-doping Neff Cdepl Wcalc Wmeas
(mol%) (mol%) (×1018cm−3) (nF) (nm) (nm)
0.10 0.32 1.2 9.9 22 23
0.20 0.32 1.9 11.5 17 20
0.10 0.16 1.1 9.1 23 25
0.20 0.16 1.5 10.4 20 22
Table 4.2: Comparison of the depletion width calculated from equation
(4.8) Wcalc and the measured values Wmeas, estimated by the depletion
capacitance at 0 V applied bias Cdepl.
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4.4.2 Current-Voltage Characteristic of Organic p/n Diodes
Even though the formation of a depletion region on the sides of the p/n junction
can be successfully described with the classical theory of inorganic semiconductor
devices, the current-voltage characteristics present important deviations from
the Shockley model. To better explain this aspect, the current-voltage curves of
Figure 4.9 are shown in a semi-logarithmic scale in Figure 4.13.
Figure 4.13: Current-voltage characteristics of organic p/n homojunc-
tion diodes in semi-logarithmic scale. In the reverse region the current
does not saturate as expected form the standard Shockley model. In
forward an exponential increase is observed below 1 V. For higher for-
ward voltage bias, the current is limited by the series resistance of the
contacts.
The J-V characteristics can be divided into three regions: reverse, moderate
forward (from 0 V to 1 V) and strong forward (above 1 V). The reverse region
is characterised by a current that increases with the reverse voltage, in contrast
to the standard Shockley theory. For moderate forward voltages, the current
increases exponentially with the voltage for more than 5 orders of magnitude.
The semi-logarithmic plot emphasises the exponential relation between current
and voltage showing a straight line between 0 V and 1 V. For voltages higher
than 1 V, the current is limited by the series resistance of the contacts.
Focusing now on the reverse region, the Shockley theory predicts a current
saturating at the value Jsat. However, a more general description should also
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takes into account the effect of the recombination-generation process. The re-
verse current Jrev is then given by the sum of the diffusion component Jsat,
originated from the neutral region, and the generation current Jgen, coming
from the depletion region [4, 5]:
Jrev = Jsat + Jgen = qn
2
i
(
1
ND
√
Dp
τp
+
1
NA
√
Dn
τn
)
+
qniW (V )
τeff
. (4.10)
Here Dp and Dn are the hole and electron diffusion coefficients, Lp and Ln
the diffusion length of holes and electrons. The values pn0 and np0 are the
equilibrium minority charge carrier concentrations. ni is the intrinsic carriers
concentration, τeff the effective lifetime and W the depletion width. Depend-
ing on the intrinsic charge carriers ni, the reverse current can be dominated by
diffusion or generation components and for large-gap materials, like most of the
organic semiconductors, the generation current is usually the most important.
The current is then proportional to the depletion width and consequently to the
square root of the voltage (equation (4.8): Jgen ∝ (Vbi + V ) 12 . However, this is
not observed in the current-voltage characteristics of Figure 4.13. The reverse
current is supported by a process that is not considered in the classical semi-
conductor theory and this represents an important difference between organic
and inorganic p/n junction diodes. Considering the dimension of the depletion
width measured in organic diodes, around 20 nm, a third origin for the reverse
current should be considered. In highly doped inorganic diodes, it is known that
tunnelling plays an important role, as in the case of Esaki diodes [26]. In organic
diodes, even with a relatively low doping concentration, the depletion region is
quite narrow and the probability of tunnelling is not negligible.
The presence of a tunnelling current is also proven considering the moderate
forward region and measuring the J-V characteristic at different temperatures.
The results are presented in Figure 4.14. Between 0 V and 1 V, the slope of the
exponential region results to be temperature independent, suggesting a current
supported by tunnelling rather than diffusion. According to equation (4.16),
the slope should vary with the temperature as q/nkT . A generalised Einstein
equation, as proposed by Harada et al. [9], is not able to explain the observed
results, since a temperature dependence of the J-V slope should still be present.
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Figure 4.14: Current-voltage characteristics of organic p/n diodes mea-
sured at different temperatures. The slope of the forward exponential
region is not affected by the temperature, in disagreement with the
Shockley model, even if a generalised Einstein equation is assumed
[9]. These results confirm the presence of a tunnelling, rather than a
diffusion current.
4.4.3 Tunnelling Current in Organic p/n Diodes
The tunnelling mechanism in the reverse region is schematically represented in
Figure 4.15, where tunnelling of electrons from the n-doped to the hole-transport
level in the p-doped layer is shown, but the same description is also valid for
holes. Direct-tunnelling current JTdirect in a p/n junction is given by the following
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expression [27, 28]:
JTdirect(V ) = J1
E√
Eb
V exp
−pi√mTdirect
2
√
2q~
E
3
2
b
E
 . (4.11)
In this expression J1 is a proportional constant, mTdirect is the effective direct-
tunnelling mass, Eb is the barrier energy and can be expressed in terms of the
energy-gap voltage Eb = qVg , V is the applied voltage, considered positive in the
reverse region of the diode characteristic. The electric field E can be expressed
in terms of the applied reverse voltage by using equation (4.8):
E =
Vg + V
W
= (Vg + V )
√
qNeff
2ε (Vbi + V )
. (4.12)
Substituting this expression for the electric field in equation (4.11), the direct-
tunnelling current equation becomes:
JTdirect(V ) = J1
√
Neff
2ε
V (Vg + V )√
Vg (Vbi + V )
exp
[
− pi
2~
√
mTdirectε
Neff
V
3
2
g
√
Vbi + V
Vg + V
]
.
(4.13)
Collecting together the physical constants in the two fitting parameters J ′1 and
β, the final expression for direct tunnelling current in the reverse region is then
obtained:
JTdirect(V ) = J
′
1
V (Vg + V )√
Vg (Vbi + V )
exp
[
−βV
3
2
g
√
Vbi + V
Vg + V
]
. (4.14)
The parameter β gives the slope of the current-voltage curve in a semi-logarithmic
plot and is correlated with the effective direct-tunnelling mass mTdirect :
β =
pi
2~
√
mTdirectε
Neff
. (4.15)
The reverse region of the J-V characteristic is fitted using equation (4.14) and
the results are shown in Figure 4.17. The built-in voltage is fixed to the value of
1.4 V and the band-gap to 1.7 eV, using J1 and β as fitting parameters. From the
value of β the tunnelling mass mTdirect is calculated. The results are summarised
in Table 4.3.
In the moderate forward region, between 0 V and 1 V, an exponential current-
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Reverse Tunnelling
EV
EC
EFp
EFn
Figure 4.15: Schematic representation of the tunnelling mechanism for
electrons in the reverse region. A direct tunnelling of charge carriers
supports the diode current.
voltage characteristic is observed in the J-V characteristic of Figure 4.13. In pres-
ence of charge carrier diffusion and generation-recombination, the diode current
JDiff+GR is indeed expected to be exponential and presents a slope directly
correlated with the ideality factor n of the diode [4, 5, 29]:
JDiff+GR(V ) = J0 exp
(
qV
nkT
)
. (4.16)
In the Shockley diode, the recombination assisted by intra-gap states in the de-
pletion region is neglected and the ideality factor approaches unity. Conversely,
in presence of an appreciable concentration of defects, a strong recombination
in the depletion region assisted by intra-gap states is present and the J-V curve
shows an ideality factor between 1 and 2, depending on the energetic position of
the intra-gap states. The measured organic p/n homojunction diodes of Figure
4.13 show an ideality factor between 2.9 and 3.1 for all the investigated struc-
tures. Values higher than 2 cannot be explained with recombination assisted by
defects or trap states and is in disagreement with the Shockley theory, as already
suggested by the temperature-independent characteristics of Figure 4.14. It was
observed in literature that GaAs diodes show an ideality factor higher than 2 in
presence of defects, not because of recombination in the depletion region, but
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Forward Tunnelling
EV
EC
EFp EFn
Figure 4.16: Schematic representation of the tunnelling mechanism
for electrons in the forward region. The charge carrier tunnelling is
mediated by trap states, similarly to what Dumin et al. observed in
GaAs diodes [28].
because of a trap-assisted tunnelling process [28]. The mechanism of trap-assited
tunnelling is schematically shown in Figure 4.16.
This process can be responsible for the forward current in organic p/n homo-
junctions and can explain the high ideality factor observed. It is important to
specify that the tunnelling current is only one of the factors that contribute to
the overall diode current. For small forward bias it dominates over the diffusion
and recombination components, that are expected to become more important for
higher voltages. This transition is not observed in Figure 4.13 because already at
1 V the current starts to be limited by the series resistance of the contacts. Con-
sidering a trap-assisted tunnelling process, the current JTtraps can be expressed
by the following equation [28, 30]:
JTtraps(V ) = J2 exp
[
−4
3
γ
(
Eb − qV
Eµ
) 3
2
]
. (4.17)
Here J2 is a normalisation factor, V is considered positive in the forward region
of the diode characteristic, Eb is the barrier height and in the forward region
can be expressed as Eb = qVbi, γ depends on the mass ratio between electrons
and light holes and is approximately 0.5. The characteristic energy Eµ is given
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by the following expression:
Eµ =
3
√
~2q2E2
2mTtraps
, (4.18)
where mTtraps is the effective trap-assisted tunnelling mass and E is the electrical
field in the device, that using equation (4.8) is approximately given by:
E =
Vbi − V
W
=
√
qNeff (Vbi − V )
2ε
. (4.19)
Substituting the expression of the electric field in equation (4.18), the charac-
teristic energy becomes:
Eµ =
3
√
~2q3Neff (Vbi − V )
4mTtrapsε
. (4.20)
This expression can be inserted in equation (4.17) to obtain an applicable equa-
tion for the trap-assisted tunnelling current:
JTtraps(V ) = J2 exp
[
−8γ
3~
√
mTtrapsε
Neff
(Vbi − V )
]
. (4.21)
This equation can be written in a more compact shape:
JTtraps(V ) = J2 exp [−α(Vbi − V )] , (4.22)
where the slope of the exponential α is correlated with the effective charge carrier
mass for trap-assisted tunnelling mTtraps :
α =
8γ
3~
√
mTtrapsε
Neff
. (4.23)
The J-V curves are fitted between 0 V and 1 V with equation (4.22), result-
ing in the plot of Figure 4.17. The slope α is estimated and used to calculate
the trap-assisted tunnelling mass mTtraps . The values obtained are summarised
in Table 4.3 together with the direct tunnelling mass mTdirect obtained in re-
verse region. The effective tunnelling mass for direct-tunnelling is always lower
than in case of trap-assisted tunnelling. This is an expected result, being the
second and indirect process [30]. The values obtained range between 0.016m0
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Figure 4.17: Measured and calculated values of the current-voltage
characteristics of organic p/n diodes. The tunnelling model of equa-
tions (4.14 and (4.22) shows a good agreement with the measured data.
The estimated characteristic parameters are summarised in Table 4.3.
and 0.030m0 for direct-tunnelling and between 0.037m0 and 0.056m0 for trap-
assisted tunnelling. These values are in the same range of high mobility inorganic
semiconductors [5, 31], indicating that tunnelling is an effective mechanism for
charge carriers transport in the nanometer scale.
n-doping p-doping Neff Reverse Forward
(mol%) (mol%) (×1018cm−3) mTdirect/m0 mTtraps/m0
0.10 0.32 1.2 0.016 0.041
0.20 0.32 1.9 0.030 0.056
0.10 0.16 1.1 0.018 0.037
0.20 0.16 1.5 0.029 0.049
Table 4.3: Effective tunnelling mass estimated by fitting the current-
voltage characteristics of organic p/n homojunction diodes. In the
reverse region direct tunnelling is considered, while in forward region
the charge carrier tunnelling is trap-assisted.
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4.5 Conclusions
Analysis of organic p/n homojunction diodes revealed the important character-
istic of organic semiconductor devices and organic doping. Capacitance mea-
surements performed on asymmetrical p+/n and n+/p junctions showed that a
depletion region is formed in proximity of the junction, with a mechanism com-
parable to inorganic semiconductors. The classical Mott-Schottky theory can be
applied to estimate the free charge carrier density of doped layers and with the
co-evaporation technique a fine control of organic doping is possible. Measuring
the charge carrier density at different temperatures, the ZnPc n-doping mecha-
nism is better characterised and a low activation energy of the doping process,
around 22 meV is obtained.
The charge carrier concentrations estimated from asymmetrical diodes are
then used to analyse p/n with comparable doping concentration on both sides
of the junction. It was shown that the depletion width can be correctly pre-
dicted using the classical theory for inorganic semiconductor diodes. This fur-
ther proves that the depletion region is successfully described by the standard
theory, allowing the use of the extensive knowledge coming from inorganic semi-
conductor devices.
On the contrary, the current in organic diodes cannot be described by the
classical semiconductor theory, both in reverse and in forward. It is demon-
strated that tunnelling plays a determinant role in the charge transport, thanks
to the thin depleted region, in the range of 20 nm. Analytic models are applied
to describe the tunnelling current and the current-voltage characteristics could
be successfully reproduced. The most important physical parameter that de-
scribes the tunnelling process is the effective tunnelling mass, that results being
between 0.016m0 and 0.056m0, in a range typical of high mobility inorganic
semiconductors. This finding indicates that in the nanometer scale, tunnelling
is a very efficient process for charge carrier transport in organic materials.
The possibility of having a direct comparison with the inorganic junction
diode, thanks to the similar structure of the device, allowed a better under-
standing of the charge transport mechanisms involved in organic semiconductor
devices. Having demonstrated that the Shockley model is not able to describe
the devices investigated, it follows that the validity of the Shockley theory needs
to be demonstrated and discussed carefully for organic devices.
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CHAPTER 5
Negative Capacitance
The physical origin of negative capacitance (NC) effects in organic semiconduc-
tors is discussed and clarified. It is demonstrated that NC is observed when
a specific charge carrier distribution is present in relaxation semiconductors,
such as organic materials. The given interpretation is supported by the analysis
of organic p/n homojunctions and Schottky diodes. The devices show NC ef-
fects depending on whether a minority carrier injection process can be identified.
These findings are compatible with the NC observations previously presented in
literature and are applied to explaining the experimental data of small-molecule
organic solar cells.
Chapter 5 Negative Capacitance
5.1 Introduction
The interest in detailed electrical characterisation of organic semiconductors is
growing along with the importance and potential of these devices in the modern
technological scenario [1–7]. As discussed in the previous chapters, impedance
measurements represent a promising characterisation technique, although the
interpretation of the results can be ambiguous. When the impedance spectra
are measured under forward bias voltage far from the equilibrium, with cur-
rent flowing and charge carriers injected from the contacts, device response
turns to almost purely resistive. In terms of equivalent circuit, considering a
device described by one series and one parallel resistance plus one parallel ca-
pacitor, the parallel resistance decreases with the applied forward voltage until
its impedance is much lower than the impedance of the capacitor and dominates.
This behaviour is usually observed in organic semiconductor devices and can be
explained considering the physical meaning of the parallel resistance. As already
explained in paragraph 3.3 considering the case of an organic solar cell, in the
forward bias region the parallel resistance is correlated with charge recombina-
tion process. Increasing the applied forward voltage, more charge carriers are
injected, the recombination is more efficient and the resistance associated with
this process decreases.
Many organic devices present an additional feature when a forward bias is
applied. The device capacitance function decreases approaching zero for mod-
erate forward bias, as expected from equation (3.14) (repeated in equation (5.1)
for a better reading), when the parallel resistance is smaller than the series
resistance:
C(ω)ω→0 = Cp
(
Rp
Rp +Rs
)2
. (5.1)
When the forward bias is increased, the device capacitance turns to negative
values, especially in the low frequency range of the spectrum. A negative sign
in the capacitance function can be interpreted as an inductive contribution.
Equation 5.1 cannot explain this behaviour, since the R(RC) equivalent circuit
does not take any inductive element into account. However, the physical meaning
of negative capacitance or inductive-like response in a solid state organic device is
not clear. The inductive contribution of the connection wires are more important
in the highest frequencies, but the observed negative capacitance is more intense
at low frequencies. At the same time an inductive response due to a magnetic
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field induce in the organic semiconductor is not realistic.
The physical origin of negative capacitance (NC) effects has been discussed
in literature for a long time [8–14]. One possible explanation was proposed
by Lungenschmied et al. who attributed the negative capacitance observed in
organic solar cells to slow electron-hole bimolecular recombination at the hetero-
junction interfaces [8]. Bisquert et al. showed that NC appears in presence of
charge carrier injection through interfacial states [14] or in case of a modulation
of the semiconductor conductivity as a consequence of the injected charges [13],
modeled as a variable series resistance. Moreover, Gommans et al. observed NC
in low mobility semiconductors when a bipolar injection regime is established
[12]. One can realise that a multitude of different explanations have been pro-
posed in order to explain NC effects, none of which are able to describe all the
reported experimental results, however.
Negative capacitance effects were observed not only in organic semiconduc-
tors but also in semi-insulating (SI) GaAs diodes by Jones et al. [15]. In their
work, Jones et al. showed that in a n+/p junction diode biased forward, the ma-
jority of carrier depletion produces a large negative capacitance effect because
of the intense recombination and the proximity of the accumulated charges to
the junction [15]. These explained the experimental capacitance spectra and IV
curves of the devices recalling the relaxation semiconductor theory [16]. The
nomenclature relaxation semiconductor was introduced by Queisser and van
Roosbroeck to categorise semiconducting materials depending whether their di-
electric relaxation time τD = ρ is smaller than the diffusion-length lifetime τ0
or exceeds it [17, 18]. The relaxation semiconductor theory was exhaustively
reviewed by Haegel [19]. The difference between standard (or lifetime) and re-
laxation semiconductors is not appreciable for low charge carrier injection, that
is when a reverse or moderate forward bias voltage is applied. Considering a
p/n junction diode made of a lifetime semiconductor, the injection of minority
charge carriers in the bulk activates recombination with the majority, inducing
a concentration gradient that restores the majority charge carrier concentration.
Minority carrier injection this way induces an enhancement of majority carriers
near the junction and the charge neutrality is preserved, as represented in Figure
5.1.
Differently, in a relaxation semiconducting material, charge neutrality is vi-
olated. Because of the short diffusion-length lifetime, minority charge carrier
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Figure 5.1: Charge carrier profile in a p+/n junction for lifetime (up-
per) or relaxation (down) semiconductor. In a relaxation material, the
diffusion process is not able to compensate the recombination and the
injection of minority charge carriers induces a majority depletion and
a dipole layer close to the junction.
injection leads to a depletion of majority carriers which is not balanced by the
diffusion current and a space charge region is established. In other terms, the
strong gradient in a majority charge carrier concentration is not sufficient to
induce a diffusion current able to replace those carriers recombined with the in-
jected minority carrier, that accumulate in proximity of the interface. A charge
space region is formed and its sign is opposite to the electrical field, explaining
the negative sign in the capacitance.
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5.2 Experimental
The investigated devices are of three types. In the first section, p/n homo-
junction and metal/organic/metal diodes are analysed, while in the second part
organic solar cells are measured. For all the devices presented, the active area is
defined as the geometric overlap between bottom and top contacts and results
being 6.44 mm2 .
Organic p/n homojuctions are the same described in chapter 4 and are asym-
metrical p+/n diodes. Metal/organic/metal organic diodes are also composed
of zinc-phthalocyanine (ZnPc, TCI Europe), purified at least twice by vacuum
gradient sublimation. The p-dopant molecule used to reach high doping levels
and to control the organic/metal interface is the commercially available NDP9
from Novaled AG (Dresden, Germany).
In the second part, small-molecule organic solar cells are investigated. The
fabrication details were reported by Falkenberg at al. [20] and the different
structures are characterised by a variation of the electron transport layer. N,
N, Nu, Nu- tetrakis(4-methoxyphenyl)-benzidine (MeO-TPD, Sensient, Ger-
many) is used as hole transport layer and hexaazatriphenylene hexacarbonitrile
(HATCN, MPIP Mainz, Germany) is employed as electron transport material.
Doping is obtained with commercially available NDP2 and NDN1 from Novaled
AG (Dresden, Germany) for p-doping and n-doping, respectively.
The current-voltage and capacitance-voltage measurements are performed in
the dark and at room temperature with an Autolab PGSTAT302N. The probe
signal for the impedance measurement has an amplitude of 15 mV(rms) and the
small-signal frequency is varied from 10 Hz to 1 MHz [21].
5.3 Results and Discussion
In the following, it is demonstrated that NC effects in organic semiconductors
are generated by the charge carrier distribution of Figure 5.1, typical for low
mobility and relaxation materials. Organic semiconductors are characterised by
low mobilities, ranging from 10 to 10−5 cm2 V−1 s−1 [22–25]. For this reason,
the dielectric relaxation time can easily exceed the diffusion-length lifetime. An
estimation of the carrier lifetime can be obtained from the µτ product, that
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for ZnPc is in the range of 3 × 10−11 cm−2 V−1 [26]. Assuming a mobility of
10−4 cm2 V−1 s−1 [24], the resulting charge carrier lifetime is approximately
τ0 ≈ 300 ns. This value corresponds to a diffusion length of about 10 nm, which
is within a reasonable range. The dielectric relaxation time is given by the
product between the material resistivity and its static permittivity (τD = σ).
Measured values of conductivity for n-doped ZnPc are around 1× 10−6 S cm−1
and the corresponding relaxation time is τD ≈ 1 ms, several orders of magnitude
higher than the estimated τ0. It is therefore reasonable to describe organic
materials as relaxation semiconductors and associate negative capacitance in
organic semiconductors with the effects observed by Jones et al. in GaAs diodes
[15].
Experimental impedance data of organic diodes with different structures
clarify the physical origin of NC. The validity of the resulting explanation is
further proven analysing the impedance spectra of organic solar cells, but also
discussing the compatibility with all the observations presented in literature for
other organic semiconductor devices. By carefully designing the investigated
structures, NC effects are enhanced or suppressed by controlling the injection of
minority charge carriers.
5.3.1 Organic p/n homojunction diodes
To prove the connection between the properties of organic and relaxation semi-
conductor devices, p+/n organic homojunction diodes are produced with the aim
of having a direct comparison with the observations of Jones at al. [15]. The
devices were already analysed in paragraph 4.3, where the current-voltage char-
acteristic and the Mott-Schottky plot of asymmetrical organic junction diodes
are shown. In this chapter attention is focused on the impedance spectra in the
forward voltage region, where negative capacitance effects are expected accord-
ing to the findings of Jones et al. for semi-insulating GaAs diodes.
In Figure 5.2 we have the impedance spectra of organic p+/n junction diodes
under reverse bias voltage. The device capacitance is given by the depletion
capacitance and decreases with the reverse voltage as a consequence of the ex-
tended depleted zone. The behaviour of organic p+/n diodes under reverse
voltage is similar to standard inorganic semiconductor diodes, as expected for
any relaxation semiconductor also. On the contrary, when a forward voltage
146
5.3 Results and Discussion
bias is applied the behaviour changes and the relaxation nature of the organic
semiconductor material can be appreciated. The measured impedance spectra
in the forward region are shown in Figure 5.3.
(a) Modulus spectra (b) Capacitance spectra
Figure 5.2: Modulus (left) and capacitance (right) spectra of an organic
p+/n homojunction diode under reverse bias. Capacitance decreases
with the applied voltage, as the depletion region increases its thickness.
The behaviour is the same as the standard semiconductor junction
diodes.
When a small forward voltage is applied to the device (Vbias ≈ 0.5 V) the
parallel resistance is still much higher than the series resistance (Figure 5.3a),
a sign that the recombination process is not very intense. The injection of a
minority charge carrier does not significantly affect the majority concentration
and the diode behaves similarly to other standard lifetime semiconductor diodes.
The capacitance spectra of the diode (Figure 5.3b) reveals this effect presenting
an increase in device capacitance, because of the thinner depletion region in
response to a forward applied bias.
The device capacitance turns to large negative values when a higher for-
ward voltage is applied. The parallel resistance is now strongly decreased by the
strong recombination and the injection of minority charge carriers (holes) in the
n-doped layer is large enough to induce a majority carrier depletion. The mech-
anism that produces NC effects in organic p+/n diodes is the same as observed
by Jones et al. in semi-insulating GaAs diodes and is inherently connected to
the relaxation nature of the semiconducting material. The injection of holes,
which are minority carriers in the n layer, causes a depletion of majority carri-
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(a) Modulus spectra (b) Capacitance spectra
Figure 5.3: Modulus (left) and capacitance (right) spectra of an or-
ganic p+/n homojunction diode under forward bias. The impedance
modulus rapidly tends to the series resistance value when the built-in
field is compensated by the external voltage. The capacitance first in-
creases because of the thinner depletion zone and then reaches negative
values. This negative capacitance is due to the charge profile typical
of relaxation semiconductors and described in Figure 5.1.
ers due to the intense recombination. Because of the low mobility of ZnPc, the
electron-hole recombination is more efficient than the diffusion of charge carriers
and, near the junction, the charges diffusing from the bulk region are not able
to restore the majority carrier concentration. The structure of the device also
permits the exclusion of some of the explanations for NC effects present in liter-
ature. Highly doped injection layers at the junctions between organic and metal
ensures an Ohmic behaviour of the contacts. For this reason, NC effects do not
originate from interfacial states [14]. Moreover, the doping process largely de-
creases material resistivity [27] and the conductivity modulation due to charge
carrier injection is not relevant and can be excluded from the possible origins of
the NC effects [13]. The device capacitance reaches significantly high negative
values, because of the thin region in which the minority carrier accumulation
takes places. In Figure 5.4 the capacitance spectra are shown at lower frequen-
cies, down to 10 Hz. The negative capacitance reaches values around 2 µF, two
orders of magnitude higher than the depletion capacitance (around 20 nF)
148
5.3 Results and Discussion
Figure 5.4: Capacitance spectra of an organic p+/n homojunction
diode under forward bias, down to 10 Hz. The capacitance reaches
very high negative values, because of the thin region where the minor-
ity charge carrier accumulation takes place.
5.3.2 Metal/ZnPc/Metal devices
The main argument of the NC effects observed in p/n homojunction diodes is the
injection of minority charges with a subsequent majority charge carrier deple-
tion due to the low diffusion coefficient of the semiconducting material. However,
Gommans also observed NC effects in intrinsic undoped organic semiconductors,
when a bipolar injection regime is established [12]. An intrinsic material has an
equilibrium between majority and minority charge carrier, therefore the con-
cept of majority carrier depletion cannot be directly applied to such devices.
Analysing the working mechanism of intrinsic organic diodes in greater detail,
it is possible to show that there is no contradiction with the results presented.
In fact, as long as one charge carrier species is more efficiently injected than
the other, an initial regime of unipolar current is established. In low mobility
undoped materials, charge carriers are accumulated in the bulk during trans-
port and a majority charge carrier species can be identified. The subsequent
injection of the opposite charge carriers produces the same effect as described
in the case of p/n homojunction diodes with NC effects that are subsequently
visible. To further support these arguments, metal/ZnPc/metal organic devices
are investigated.
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The devices are composed of an intrinsic ZnPc layer sandwiched between
two contacts with different injection properties. A modification of the contact
properties can be obtained by evaporating a few nanometers of dopant molecules
between the metal electrode and the organic semiconductor [28, 29]. In the
present case, 2 nm of p-dopant molecules are used. This buffer layer pins the
metal work-function to the ionisation potential of the organic semiconductor and
prevents the injection of electrons. Two different device structures are analysed
and schematically depicted in the inset of Figure 5.5. The devices are considered
forward biased when a positive voltage is applied to the gold contact with respect
to the aluminium electrode.
Figure 5.5: Current-voltage characteristics of metal/ZnPc/metal de-
vices. The ZnPc/Al interface of the p-i-M structure, behaves similarly
to a Schottky junction, giving a rectifying characteristic to the device.
When a p-dopant layer is placed between ZnPc and Al, the rectifica-
tion is lost and the device behaves symmetrically with respect to the
applied voltage.
The first device, named p−i−M , presents an Ohmic contact for holes on one
side and a Schottky-like contact composed by a ZnPc/Al junction on the other
side. The structure is: Au/NDP9(2nm)/ZnPc(400nm)/Al. The second device
has 2 nm of p-dopant between the organic semiconductor and the aluminium
contact. This pins the aluminium work function to the ionisation potential of
the ZnPc and no rectification is observed. As shown in Figure 5.5, the p− i−M
device under forward bias supports a current flow. When the applied voltage
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p-i-M
Au/NDP9 Al
ZnPc
p-i-p
Au/NDP9 Al/NDP9
ZnPc
Figure 5.6: Schematic representation of the energy diagram of p-i-M
and p-i-p devices. The work function difference between the Au/NDP9
and the Al contacts, induces a built-in field in the device, responsible
for the rectification behaviour observed in the current-voltage charac-
teristics of Figure 5.5. The NDP9 layer evaporated between ZnPc and
Al in the p-i-p structure, pins the work function of the contact and no
built-in filed is formed.
overcomes the built-in field in the device, holes are injected from the Ohmic
contact and then extracted from the aluminium side. For high positive bias,
an electron injection from the Al contact can also be present. These electrons
recombine with the holes injected from the gold side. The injection of holes is
more efficient than that of electrons which have to overcome an energy barrier
at the ZnPc/Al junction, as can be seen by the energetic diagram of Figure 5.6.
Holes can therefore be defined as majority charges in the device and electrons
recombine with them once injected. In reverse, the electron injection from the
gold contact is prevented by a large energy barrier, as well as the hole injection
from the aluminium side. As a consequence, only a small leakage current flows
in the device and the device displays rectification characteristics.
When a thin layer of dopant molecules is inserted between ZnPc and alu-
minium, the rectification properties are lost and the current can flow in both
directions, shown in Figure 5.5. This happens because the work function of the
Al/NDP9 contact is pinned to the IP level of the ZnPc, as represented in Figure
5.6. Holes can be efficiently injected and extracted from both contacts and no
built-in field is present in the device. The current is unipolar and limited by the
contact resistance contacts and the organic semiconductor resistivity.
Looking now at the impedance spectra of the p− i−m device (Figure 5.7),
NC effects in the forward region are observed. The parallel resistance decreases
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with the forward bias as a consequence of the charge injection. The capacitance
turns to negative values in the low frequency range and reaches values two orders
of magnitude higher than the geometrical capacitance (around 0.7 nF) already
at 100 Hz. On the contrary, a p− i− p structure is a hole-only device and does
not show any NC effect (Figure 5.8). These results confirm that minority carrier
injection is responsible for the NC effects, in perfect agreement with the obser-
vations from Gommans et al. [12]. Similarly to the case of p/n junction diodes,
a conductivity-modulation or variable series resistance cannot be responsible for
the NC effects. Holes are in fact accumulated in both p − i −m and p − i − p
devices during transport and no difference should be visible between the two
structures in terms of NC effects.
(a) Modulus spectra (b) Capacitance spectra
Figure 5.7: Modulus (left) and capacitance (right) spectra of p-i-M de-
vices. The impedance modulus decreases with the applied voltage, as
the parallel resistance is reduced. The capacitance function presents
negative values in the low frequency region, similarly to the p/n junc-
tion diodes of Figure 5.3b.
The results obtained, together with the p/n homojunction diodes, clarify the
physical origin of the NC effects in organic semiconductors. They also show that
the NC is not necessarily correlated with doped layers, but appears in relaxation-
like semiconductors when a majority charge carrier species can be identified and
subsequently minority carriers are injected.
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(a) Modulus spectra (b) Capacitance spectra
Figure 5.8: Modulus (left) and capacitance (right) spectra of p-i-p de-
vices. The impedance modulus is significantly lower than p-i-M struc-
tures and decreases with the applied voltage. The capacitance function
tends to zero as the device response becomes purely resistive, without
reaching negative values.
5.3.3 Small-molecule organic solar cells
The mechanisms that lead to negative capacitance effects are observed not only
in simple structures like p/n junction diodes or organic/metal Schottky contacts.
In this paragraph, small-molecule organic solar cells are measured. The devices
present a p-i-n structure with the n-doped electron transport layers varied in
such a way as to form or not an injection barrier for the electrons. The presence
of an injection barrier breaks the equilibrium between electrons and holes in the
intrinsic ZnPc:C60 blend layer and negative capacitance effects are observed.
The same devices were analysed by Falkenberg et al. [20] in a recent publication.
It was demonstrated that an n-doped HATCN layer forms an injection barrier
with intrinsic C60. This barrier can be removed if an n-doped C60 layer is
inserted in between. Three different structures are measured here and their
structure is represented in Figure 5.9.
The current-voltage characteristics of the devices in Figure 5.9 are shown in
Figure 5.10. The device with an electron transport layer composed of n-doped
HATCN evaporated over 10 nm of intrinsic C60 shows very low current, due to
the electron injection barrier. By introducing 10 nm of n-doped C60 between
HATCN and intrinsic C60, this injection barrier is suppressed and the solar cell
shows the expected rectifying characteristic. Interestingly, when the n-doped
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Figure 5.9: Structure of the organic small-molecule solar cells analysed.
The electron transport layer is varied. In the first device (left) an
electron injection barrier is formed between intrinsic C60 and n-doped
HATCN. Adding an n-doped C60 layer in between (middle) removes
this energetic barrier. In absence of an intrinsic C60 layer (right),
n-HATCN is in contact with the ZnPc of the blend layer.
HATCN is evaporated over the ZnPc:C0 blend, without an intrinsic C60 layer
in between, the solar cell loses the rectification and a significant current can
flow in both the reverse and forward bias voltage region. This is due to the high
EA of HATCN, which is close to the IP level of ZnPc. A built-in field is not
established in the device and holes injected in the ZnPc can easily recombine
with the electrons in n-HATCN.
The impedance spectra better clarify the physical mechanisms taking place
inside the devices. Solar cells with a composite C60/n-HATCN electron trans-
port layer show strong NC effects, as shown in Figure 5.11b. The impedance
modulus spectra of Figure 5.11a are characterised by a voltage dependent parallel
resistance, meaning that the presence of an injection barrier does not completely
impede electrons from being injected and recombining with holes from the other
contact. The capacitance spectra provide additional information about charge
carrier injection in this device. An increase in capacitance is observed between
0.0 V and 0.5 V, before reaching negative values for higher bias voltages. This
behaviour is explained by the accumulation of electrons at the energetic barrier
between intrinsic C60 and n-HATCN and holes in the ZnPc of the blend layer.
This accumulation of charge carriers gives a capacitive response, additional to
the geometrical capacitance measured at 0.0 V. When the charges begin recom-
bining, a depletion in the hole concentration occurs and subsequently the NC is
observed. This process is very similar to the one described in metal/ZnPc/metal
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Figure 5.10: Current-voltage characteristics of the organic solar cells
of Figure 5.9. With black line, the solar cell with intrinsic C60 and
n-HATCN is shown. The energy barrier prevents the current flow. A
good rectifying characteristic is obtained adding a n-C60 layer (grey).
With white circles is shown a solar cell without the intrinsic C60 layer.
The rectification is lost, since electrons in n-HATCN can directly re-
combine withe the holes injected in ZnPc.
structures of Figure 5.7, where a Schottky contact obstructs the injection of mi-
nority charges.
In presence of a composite n-C60/n-HATCN the solar cell works properly
and no electron injection barrier is present. Both electrons and holes are injected
in the intrinsic layers and they can efficiently recombine in the blended hetero-
junction. In case of a balanced injection, there is no significant space-charge
accumulated in the blend and it is not possible to identify a majority charge
carrier species. This means that the device capacitance is given by the geo-
metrical capacitance of the intrinsic layers plus the chemical capacitance of the
space-charge and tends to zero for high forward bias voltages, when the device
response becomes purely resistive. This behaviour is effectively observed in the
impedance spectra of Figure 5.12. The parallel resistance of the solar cell in Fig-
ure 5.12a decreases significantly above 0.5 V, confirming the efficient injection of
both holes and electrons. Consequently, the capacitance spectra of Figure 5.12b
tends to zero as the device response turns to purely resistive, without showing
NC effects.
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(a) Modulus spectra (b) Capacitance spectra
Figure 5.11: Modulus (left) and capacitance (right) spectra of small
molecule organic solar cells with C60/n-HATCN electron transport lay-
ers under different forward bias voltages. The capacitance function ini-
tially increases with voltage, because a charge carriers accumulation is
permitted by the electrons injection barrier. When the applied voltage
is increased the capacitance reaches negative values, with a mechanism
similar to the one discussed for the p-i-M devices in Figure 5.7b.
To further prove that charge carrier accumulation is a preliminary step for
NC effects, a solar cell without an intrinsic C60 layer can be analysed. The n-
doped HATCN is in contact with both the ZnPc and the C60 of the blend active
layer, this way permitting a direct recombination between the holes transported
in ZnPc and the electrons present in n-HATCN. This recombination prevents
the accumulation of charges and creates a current path for the injected charge
carriers. The impedance spectra are presented in Figure 5.13. The spectra
of Figure 5.13b show a decrease in the capacitance function due to the lower
parallel resistance, but NC effects are not present. This is an expected result,
because in this structure electrons and holes can recombine at the ZnPc/n-
HATCN interface, but injection of electrons in the ZnPc does not take place. The
charge carrier profile differs from the one presented in Figure 5.1 and minority
charge carriers does not induce an interface dipole. Interestingly the capacitance
function becomes frequency-dependent as the applied forward bias increases.
This effect could be explained by the energetic properties of the hole transport
level of ZnPc, similarly to what is observed in p/n junction diodes of chapter
4, but defects at the interface between ZnPc and n-HATCN can also lead to
similar effects [30–35].
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(a) Modulus spectra (b) Capacitance spectra
Figure 5.12: Modulus (left) and capacitance (right) spectra of small
molecule organic solar cell with C60/n-C60/n-HATCN electron trans-
port layers under different forward bias voltages. No electron injection
barrier is present in this device. The impedance modulus decreases
rapidly if a forward voltage is applied. The capacitance function ap-
proaches zero without showing negative capacitance effects.
(a) Modulus spectra (b) Capacitance spectra
Figure 5.13: Modulus (left) and capacitance (right) spectra of small
molecule organic solar cell with n-HATCN directly evaporated on the
blend ZnPc:C60 layer. Direct recombination between holes in the ZnPc
and electrons in the n-HATCN supports the current flowing in the
device. No minority injection takes place and the capacitance function
decreases with decreasing parallel resistance without reaching negative
values.
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5.4 Conclusions
Conclusively, the physical origin of negative capacitance effects in organic semi-
conductor devices has been clarified. Negative capacitance effects are observed
in p/n homojunction diodes, with results comparable to previous observations in
semi-insulating GaAs diodes [15]. This parallel between organic and inorganic
semiconductors reveals that the negative capacitance is directly connected to
the relaxation nature of the semiconducting material. In such materials, the
injection of minority charge carriers induces a depletion in the majority concen-
tration, forming an interface dipole with a sign opposite to that of the internal
field.
Negative capacitance effects are controlled in metal/ZnPc/metal structures
by varying the injection properties of the interfaces. When the injection of
minority charge carriers is blocked, no NC effects are observed, confirming the
validity of the explanation proposed. The analysis is extended to the case of
organic solar cells. In the investigated devices, an injection barrier for electrons
is introduced and activates NC effects in agreement with the previous findings.
These results conclusively clarify the physical origin of negative capacitance
and represent a major progress in the discussion [8–14] about the meaning of
NC effects in organic semiconductor devices.
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CHAPTER 6
Trap States
In this chapter, trap states present in small molecule organic solar cells are
characterised by impedance spectroscopy under room temperature. The investi-
gated solar cells are based on a bulk heterojunction between zinc-phtalocyanine
(ZnPc) and fullerene C60. The spatial and energy distribution of trap states is
estimated and the trapping-detrapping mechanism explained. The role of intra-
gap states as recombination centres is also discussed. To access this informa-
tion, systematic variations in the device structure and measurement conditions
are applied. In particular, the structure of the device, the internal field and the
photo-generated charge carrier density are modified by measuring solar cells of
different thicknesses and at varying bias voltage or light intensity. In order to
correctly model the distribution in energy of trap states, a new equivalent cir-
cuit derived from previously reported theoretical models is proposed [1–3]. In a
second step, a quantitative estimation of trap states distribution is performed,
with the support of electrical simulations to estimate the energy diagram of the
device. The capacitance spectrum of the solar cells is calculated for different trap
distributions and compared to the measured data.
Chapter 6 Trap States
6.1 Introduction
In order to describe any real electronic device in detail, it is important to con-
sider the presence of trap states [4]. They can modify the internal electric field,
considerably affecting charge generation and transport and, specifically, the ef-
ficiency of a solar cell [5–7]. The presence of intra-gap states in organic semi-
conductor devices, especially at the interfaces, is confirmed by numerous works
present in literature, mostly regarding polymeric solar cells [8, 9]. In this chap-
ter, trap states in small molecule organic solar cells are analysed by measuring
their impedance spectra. The investigation of trap states is an important aspect
in the entire field of organic semiconductors and their electrical characterisation
is essential for a correct description and simulation of organic electronic devices
[9–15].
Despite the certified importance of trap states, a reliable characterisation
technique of defects in organic semiconductors is not yet available. Most of
the methods derived from inorganic semiconductors are not easily applicable to
organic materials, because of the fundamental differences in the charge carrier
transport mechanisms. One of the most broadly used techniques in analysing
intra-gap states in inorganic semiconductors is the Deep-Level Transient Spec-
troscopy (DLTS), whose application to organic devices has been investigated in
the last ten years [16, 17]. The wide temperature range required by this tech-
nique makes it suitable for only a limited number of materials for which the
variation of transport properties with temperature can be neglected or success-
fully predicted and described by theoretical models [18, 19]. This considerably
limits the number of organics semiconductors that can be analysed by DLTS.
Additionally, the abundance of trap states in organic materials can cause a sym-
metry in trapping and detrapping time constants. This collides with one of
the assumptions introduced in DLTS measurements, that is, a trapping pro-
cess which is much faster than detrapping, usually true for crystalline materials
[20]. Other methods like Time-Resolved Infra-Red (TRIR) spectroscopy [21] or
Thermally-Stimulated Current (TSC) have been applied with promising results
[22, 23]. TRIR uses the sensitivity of vibration modes to the charge distribution
and requires materials with a small absorption cross section of polarons in the
spectral region of the analysed vibration modes. Again, only few organic semi-
conductor materials present suitable infra-red absorption. On the other hand,
TSC presents the same temperature-related problems as DLTS. In particular, in
166
6.1 Introduction
TSC measurements the trapped charge carriers are released by heating the sam-
ple and the current is recorded as a function of temperature. In this technique
the current is determined by both the thermal release of trapped charge carriers
and the temperature dependence of mobility. Temperature dependence related
to mobility is usually neglected, but this assumption is not always acceptable
for organic semiconductors.
In the past, Impedance Spectroscopy (IS) has been extensively used to char-
acterise inorganic semiconductor devices [24, 25] and it is attracting a growing
interest with regards to organic semiconductors also [26–28]. Even though the
measurement technique is the same, numerous differences arise with respect to
inorganic semiconductors when analysing the frequency response of organic ma-
terials. Due to the different charge carrier transport mechanisms and energetic
distribution of states a better understanding of the impedance spectra is nec-
essary to correctly interpret the measured data. The IS technique presents a
number of advantages. Firstly, it is a steady-state measurement. This means
that the trap response can be described with small-signal models, simplifying
the mathematical description, and can be also analysed at different device work-
ing points. A second advantage comes from the frequency-resolved analysis of
the device dynamics that allows an effective distinction of contributions coming
from physical processes with different characteristic time constants. Finally, the
measurement is non-invasive and can be performed on complete working devices.
This is an important aspect, especially for the characterisation of defects and
trap states. The morphological and electronic properties of a pristine organic
material can be drastically different with respects to mixed layers, as in the case
of doped or blend bulk-heterojunction layers [29, 30]. As a consequence, defects
are not only correlated with the materials used, but also with the specific device
structure and fabrication conditions and the analysis of pristine materials is not
always exhaustive.
Recent publications reported the presence of trap states in small molecule
organic solar cells by analysing the capacitance spectra of the devices [31–33].
It was shown that the capacitive contribution of trap states is significant in the
low frequency range, where the trapped charges are able to follow the probe
signal. For higher frequencies, only the dielectric response of the intrinsic ma-
terials contributes to the device capacitance. The equivalent circuit capable of
describing this behaviour is presented in paragraph 3.3.2 and is reproduced in
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Figure 6.1. In this chapter the expression of the trap impedance Ztraps(ω, V )
is derived for different distribution of intra-gap states and then compared to
experimental results.
Rseries
Cparallel(V )
Rparallel(V )
Ztraps(ω, V )
Figure 6.1: Equivalent circuit of an organic solar cell with a generic trap
impedance. The contribution of trap states in organic semiconductors
is not well described by one single intra-gap level. The impedance of
trap states is then calculated from the physical model and given by a
generic function Ztraps.
6.2 Experimental
The investigated devices are solar cells with an active layer composed of a blend
bulk-heterojunction of zinc-phthalocyanine (ZnPc, TCI Europe) as donor ma-
terial and fullere C60 (CreaPhys GmbH) as acceptor, co-evaporated in a 1:1
volume ratio. Both materials are purified at least twice by vacuum gradient
sublimation. The solar cells based on the p-i-n concept [34–36] present transport
layers made of n-doped C60 for the electrons and p-doped N,N,N’,N’-tetrakis(4-
methoxyphenyl)-benzidine (MeO-TPD, Sensient) for the holes. The n-dopant
[37] molecule is a tungsten dimetal complex W2(hpp)4 from Novaled AG, while
for p-doping [38], C60F36 from MTR Ltd. is used. The devices are evaporated
on a glass / indium tin oxide (ITO) substrate from Thin Film Devices, USA
and the active area, defined as the geometric overlap between ITO and Al, is
6.44 mm2. Encapsulation is performed in nitrogen atmosphere and consists in a
cover glass sealed with a UV-curing epoxy (Nagase) [39].
Capacitance measurements are performed at room temperature with an Au-
tolab PGSTAT302N. The probe signal is superimposed on a constant bias volt-
age and has an amplitude of 15 mV (rms). The frequency is varied from 10 Hz to
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1 MHz. Illumination is provided by white LEDs (LUXEON® K2 Star Natural
White, from Philips Lumileds) and reaches an irradiance of 800 mW/cm2 .
6.3 Trap states impedance
The characterisation of trap states for inorganic semiconductors has been well
studied and an equivalent circuit for the trap impedance was proposed by Losee
[2]. It was shown that the effect of a single trap state, not acting as a recombi-
nation centre, is equivalent to an RC series circuit. In this model, the resistance
takes into account the energy loss that occurs in the decay of a charge carrier
from the transport level (i.e. the electron affinity EA for electrons in organic
semiconductors) to the intra-gap state. The capacitance represents the occu-
pied state of the trap, which produces an additional charge accumulation and
influences the electric field. Even if this approach can describe the impedance
in conventional inorganic semiconductor devices, it is not sufficient for organic
semiconductors, where the intra-gap states cannot be described as discrete lev-
els, but their distribution in energy has to be taken into account. New equivalent
circuits or different approaches in calculating trap states impedance Ztraps(ω, V )
are necessary and constitute the topic of the following paragraphs.
6.3.1 Distributed element equivalent circuit
One possibility of reproducing the impedance spectra of a distribution of intra-
gap states consists in substituting standard ideal capacitors in the Losee model
with Constant Phase Elements (CPEs) which describe the distribution of the
trap response times. Thus it is possible to obtain results similar to the exper-
imental spectra, but the physical meaning of the exponent factor in the CPE
expression is not clear and the values obtained can hardly be used for a quan-
titative analysis. The possibility of using a combination of ideal components
instead of barely mathematically defined elements like CPEs, produces great
advantages in the physical explanation of the results obtained.
In principle, the impedance of a distribution of states can be obtained by
summing the single contribution of every single intra-gap state. In terms of an
equivalent circuit, this consideration can be translated to a large number of RC
series circuits, each one modeling one trap state. However, it is not feasible to
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Rseries
Cparallel(V )
Rparallel(V )
Rtraps
Ctraps
Ztraps(ω, V )
Figure 6.2: Equivalent circuit of an organic solar cell with a distributed
element for the trap states response. Ideally, each RC circuit inside the
distributed element describes a single trap state at a different energy
level and with a specific trapping-detrapping time. The infinite repeti-
tion of RC elements represents the impedance Ztraps of a distribution
of trap states.
use an equivalent circuit with an almost infinite number of parameters. Thus,
a simplification is necessary to obtain an applicable equivalent circuit. For this
reason, assuming a uniform energetic distribution of trap states, it is possible to
use the same capacitor for every trap state while the value of the trap resistor
increases linearly with the energy depth of the intra-gap state. The circuital ele-
ment that corresponds to this definition is an infinite repetition of the same RC
element, each ideally representing a single trap state at a different energy level
and having a specific trapping-detrapping time as is shown in Figure 6.2. The
elements are arranged in such a way that the subsequent capacitance element is
connected to the contact by an increasing number of elementary resistors, char-
acterised by a different time constant (e.g. RC, 2RC, 3RC...). It is important
to observe that no direct resistive path is present between the two contacts,
meaning that the trap states are considered not to act as recombination cen-
tres, therefore not directly contributing to the current. This hypothesis can be
considered valid or not depending on the measurement conditions. As discussed
in detail in the following paragraphs, in dark and for reverse or moderate for-
ward bias voltage, the recombination between trapped and free charges can be
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reasonably neglected. Assuming the constant trap density g0 , the elementary
capacitance Ctraps can be used to estimate the density of states above the Fermi
level EF with the following equation [40–42]:
Ctraps = A
√
qg0ε. (6.1)
The trap density g0 is expressed in cm
−3eV−1. In the following, the equivalent
circuit of Figure 6.2 is applied to experimental results and the density of trap
states estimated using equation 6.1.
6.3.2 Physical model of the traps impedance
It was discussed above and in paragraph 3.3.2 that the electrical response of trap
states in inorganic semiconductors can be successfully described by the equiv-
alent circuit presented by Losee [2]. This approach is not sufficient for organic
semiconductors where the intra-gap states present a wide energy distribution.
It is possible to calculate the impedance associated with a generic distribution
of trap states g(E). This analytic model requires the validity of the Boltzmann
statistic. With this assumption, the valence and conduction levels Ev and Ec in
the equations can be considered as effective values for the organic semiconductor.
Considering, for the sake of simplicity, only electron traps, the concentration of
free charge carriers in the conduction band nc and trapped electrons nt are then
given by:
nc = Nc exp
(
EF − Ec
kT
)
, (6.2)
nt =
∫ Ec
Ev
g(E)ft(E)dE. (6.3)
Here g(E) is the trap states distribution and ft(E) the occupation probability,
given by the Fermi-Dirac function:
ft(E) =
[
1 + exp
(
E − EF
kT
)]−1
. (6.4)
For small injection the charge neutrality is conserved and the kinetic equations
of trapping and de-trapping processes are:
∂nc
∂t
= −∂nt
∂t
=
∫ Ec
Ev
g(E)
∂ft(E)
∂t
dE, (6.5)
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∂ft(E)
∂t
= βnc (1− ft(E))− ft(E). (6.6)
The quantities β and  are the time constants for electron capture and release
respectively. To distinguish between steady-state and variable quantities, in the
following steady-state, values are denoted as x¯ and small perturbations as x˜.
Considering the steady-state condition, the derivatives over time are set at zero
and β and  can be correlated by solving equation (6.6) in combination with
equation (6.4).
f¯t(E) =
[
1 + exp
(
Et − EF
kT
)]−1
=
(
1 +

βn¯c
)−1
, (6.7)
from which it follows that
 = βNc exp
(
Et − Ec
kT
)
. (6.8)
The complex capacitance function C∗(ω) is defined by dividing the admittance
Y (ω) by jω and is given by the ratio between the variation of charge carrier
density in the device and the voltage oscillation applied:
C∗(ω) =
Y (ω)
jω
=
Q˜
V˜
=
q
V˜
(n˜c + n˜t) =
q
V˜
(
n˜c +
∫ Ec
Ev
g(E)f˜t(E)dE
)
. (6.9)
Being interested in the trap impedance Ztraps, the low frequency range is the
most relevant. For this reason, variation of the free charge carrier concentration
induced by the small signal perturbation can be considered almost instantaneous
and the free charge density is essentially determined by the steady-state level
n¯c:
n˜c =
dn¯c
dV¯
V˜ =
Cacc
q
V˜ . (6.10)
Capacitance of the accumulated free charges is the same discussed in paragraph
3.3.1 and defined by equation (3.17). This capacitance can be separated from
trap impedance Ztraps. To calculate the trap density nt, the occupation function
for small signal perturbation f˜t can be approximated as [3, 43]:
f˜t(E) =
1
n¯c
f¯t(E)(1− f¯t(E))
1 + jω/ωt
n˜c =
q
kT
f¯t(E)(1− f¯t(E))
1 + jω/ωt
V˜ , (6.11)
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where ωt is the characteristic trap frequency, given by:
ωt =

1− f¯t(E)
. (6.12)
Substituting equation (6.11) in equation (6.9), the complex capacitance function
of trap states can be calculated from steady-state quantities and integrating the
trap state distribution.
C∗traps(ω) =
Ytraps(ω)
jω
=
q2
kT
∫ Ec
Ev
f¯t(E)[1− f¯t(E)]
1 + jω/ωt
g(E)dE. (6.13)
To solve equation (6.13), it is necessary to define the position of the Fermi level
with respect to the transport level at every position of the device structure, i.e.
knowledge of the energy diagram.
6.3.3 Steady-state simulations
For information regarding the energy diagram of the device, steady-state elec-
trical simulations are necessary. Simulations are carried out by Janine Fischer
(IAPP, TU Dresden). The model is used to describe band transport of elec-
trons and holes by implementing a system of differential equations for charge
carrier density continuity, drift and diffusion together with the Poisson equation
to describe the electrical field in the device. This differential equation system
is numerically solved assuming Boltzmann statistics. Details on the simulations
can be found in the work by Tress [44] which shows its successful application
to device modeling of small molecule organic solar cells. In the present case
the most important hypotheses introduced to solve the equation system are:
contacts are considered Ohmic, recombination between free charge carriers is
described by the modified Langevin theory for bimolecular recombination [45],
charge carrier mobility in the intrinsic layer is assumed to be constant for both
electrons and holes (µn = 1× 10−8 m2/Vs, µp = 5× 10−9 m2/Vs). In addition,
intra-gap states are added to the system. They are described as electron traps
with a Gaussian distribution in energy given by:
g(E) =
Nt√
2piσ
exp
(Et − E)2
2σ2
, (6.14)
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where Nt is the trap states concentration, σ the width of the energetic distribu-
tion and Et the energy of the Gaussian peak. This distribution is then used to
describe the static trap density of equation (6.3). Furthermore, trap states are
considered as additional recombination centres causing current drain [46]. In this
case, equal trapping rates for electrons and holes are assumed (ct = 2× 1017 s−1)
and the trap level is set to the maximum of the Gaussian trap distribution Et.
6.4 Experimental Results
6.4.1 Variation of Active Layer Thickness
To decide whether the assumption of bulk traps is correct for small-molecule
organic solar cells, impedance spectra are measured by varying the thickness
of the intrinsic active layer between 40 nm and 100 nm. The modulus and the
capacitance spectra of three solar cells having different active layer thickness are
depicted in Figure 6.3a and Figure 6.3b respectively. These measurements are
performed in the dark at room temperature and with 0 V bias voltage. In the
frequency range between 10 kHz and 100 kHz, a first plateau of the capacitance
is visible. The value of the device capacitance in this spectral region corresponds
to the geometrical capacitance of the intrinsic active layer and scales with the
thickness like a plane capacitor (C = ε· Area / intrinsic layer thickness). The
additional capacitive contribution of trap states is visible for frequencies lower
than 1 kHz and results being thickness independent over a significant range (inset
of Figure 6.3b).
The results of Figure 6.3b lead to two conclusions. First, the traps give
a capacitive contribution that is additional to the geometrical capacitance. In
terms of equivalent circuit this means that the trap capacitance is in parallel to
the geometrical capacitance, in agreement with the circuit of Figure 6.1. The
physical meaning of this result is that intra-gap states are located in the intrinsic
layer and not in the doped transport layers [33]. This conclusion is in agreement
with previous observations [31, 32] and is further justified by the high charge
carrier density in the doped layers that increases their conductivity and fills the
eventual traps, allowing for trap-free transport [47].
A second conclusion arising from the results of Figure 6.3b is deduced by the
thickness independence of the trap capacitance (inset of Figure 6.3b. This is a
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(a) Modulus spectra (b) Capacitance spectra
Figure 6.3: Measured modulus and capacitance spectra of p − i − n
small molecule solar cells with varied active layer thickness. Horizon-
tal lines show the geometrical capacitance value. In the inset, the
geometrical capacitance is subtracted from the spectra to isolate the
traps contribution at frequencies below 10 kHz.
clear indication that the trap states responding to the signal are located at or
close to an interface, eventually extended into the bulk for less then the 40 nm
of the thinnest measured device. This seems to be in contradiction with the
previous discussion, but the localisation of responding trap states in proximity
to an interface does not disprove the presence of trap states everywhere in the
bulk active layer, since they can be empty far from the interface and do not
give any contribution to the device capacitance. This argumentation is better
clarified by the effects produced by varying the bias voltage and illumination
conditions.
6.4.2 The Effect of Doped Transport Layers
The second variation in the device structure involves the doped transport lay-
ers. It was discussed before that trap states have to be populated in order to
contribute to the device capacitance (equation (6.9)). This is also confirmed by
results in literature. In the absence of doped layers, as long as no charge carriers
are photo-generated, a trap capacitance is not observed [31]. On the contrary,
in presence of doped transport layers, the trap capacitance is also present in
the dark [32], suggesting trap population by the doped transport layers. It is
therefore interesting to systematically vary the structure of the solar cells in
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order to confirm the role of doped layers in the population of trap states. Three
solar cells with different transport layers are measured. The first device is com-
pletely intrinsic, with a 50nm thick blend ZnPc:C60 layer and without doped
transport layers. The second solar cell has an additional p-doped hole transport
layer, while the third one is a complete p-i-n stack. The results are presented in
Figure 6.4b. The measured current-voltage characteristics of the solar cells are
also shown in Figure 6.4a.
(a) J − V characteristic (b) Capacitance spectra
Figure 6.4: Measured current-voltage characteristic and capacitance
spectra of solar cells with different transport layers, the device struc-
tures are summarised in the legend.
The devices present rectification behaviour, confirming that the devices are
working correctly. A lower reverse current is observed in presence of doped
transport layers. The forward current is also improved by the presence of doped
layers, thanks to a better charge injection from the contacts. The capacitance
contribution of trap states is observed only in presence of an n-doped electron
transport layer. Solar cells without this n-doped layer do not present any low-
frequency additional capacitance. The trap states are therefore electron trapping
and can be populated by the free charges present in n-doped C60. The trapping
mechanism emerging from these results is schematically depicted in Figure 6.5.
The strong charge carriers concentration gradient between intrinsic and doped
layers induces a diffusion of charge carriers from the transport layers to the ac-
tive layer. The built-in field that drops over the intrinsic layer prevents these
free carriers from being injected. In the ideal case, very few free carriers effec-
tively diffuse into the intrinsic layer and the traps remain empty, as in the case
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Figure 6.5: Trap population mechanism. The charge carriers trapped
in the intrinsic layer can be released by the field and accumulated in
the doped transport layer. Close to the interface, the energy of trapped
charges is below the transport level in the doped layer and field-induced
detrapping is prevented.
of devices without doped layers. However, close to the interface between doped
and undoped materials, the trap states have an energy lower than the transport
levels in the doped material and the field is not able to release these trapped
charges. The proposed mechanism explains the results of Figure 6.3b and 6.4b,
but is also in perfect agreement with the observations presented in literature
[31, 32].
6.4.3 Response to the Bias Voltage
In IS, the small sinusoidal signal is superimposed on a constant bias voltage.
By varying this bias voltage it is possible to analyse the device response in dif-
ferent working points. A change in the external bias results in a variation of
the internal field. According to the trap occupation mechanism of Figure 6.5,
the trapped charges can be more easily extracted from the intrinsic layer as the
intensity of the internal field increases and subsequently the intensity of capaci-
tive contribution at low frequencies decreases. This behaviour is experimentally
observed in Figure 6.6.
The high frequency plateau (between 10kHz and 100kHz) is voltage inde-
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(a) Capacitance spectra 40 nm (b) Capacitance spectra 100 nm
Figure 6.6: Measured capacitance spectra of solar cells under different
reverse bias voltages. The traps capacitance decreases with the reverse
bias, due to the increasing extraction field in the active layer.
pendent, confirming that not the depletion regions, but only the intrinsic layers
contribute to device capacitance in this frequency range. In the low frequency
region, the trap capacitance decreases with increasing reverse voltage, as a con-
sequence of the stronger field in the intrinsic region. The described behaviour is
observed independently from the active layer thickness, as confirmed comparing
the capacitance spectra of Figure 6.6a and Figure 6.6b. Conversely, when a
forward bias is applied to the device, the internal field is reduced and a higher
number of trap states can be populated. The first evidence of this effect is given
by the results of steady state simulations, presented in Figure 6.5. The concen-
tration of trapped charges increases when a forward bias is applied. These results
also further confirm the validity of the trap population mechanism described in
Figure 6.5.
A variation of the internal field not only affects the amount of trapped
charges, but also their spatial distribution. This is also reflected in the en-
ergetic distribution of occupied states. The capacitance spectra of Figure 6.8
show the experimental confirmation of the behaviour predicted by the simula-
tions in Figure 6.5. Approaching the flat band condition, the shallower (or less
deep) levels can also be populated. An increase of trapped charge density is in-
deed observed in the capacitance spectra measured at frequencies around 10kHz,
both for 40 nm (Figure 6.8a) and 100 nm (Figure 6.8b) thick active layer. The
low frequency plateau, however, decreases with the forward bias. This is no con-
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Figure 6.7: Simulated density profile of trapped electrons in the dark at
different (forward) bias voltages. The x-axis is confined to the intrinsic
layer, between 30 nm and 130 nm.
tradiction to the simulation results of Figure 6.7 and the mechanism described
in Figure 6.5. The explanation is represented by trap-assisted recombination:
the application of a forward bias to the device allows for the injection of charge
carriers from the contact and a steady state current flows through the device.
In non-equilibrium, two quasi-Fermi levels for electrons and holes can be de-
fined and charge carriers accumulate inside the intrinsic layer. The steady state
current is the result of the balance between charge carrier injection and recom-
bination with the recombination process being more important when the charge
carrier density is high. The presence of electrons and holes in the intrinsic layer
also enhances recombination between free and trapped carriers. The trap states
are depopulated with different dynamics for energetically different trap states.
The charge carriers trapped in the deepest states recombine very efficiently with
the free carriers and, hence, can no longer respond to the probe signal. In other
terms, the intra-gap states are no longer accumulating the charges, since they
efficiently recombine. The response of the traps to a sinusoidal perturbation is
no longer capacitive, rather, they support the current flow in the device, result-
ing in a resistive behaviour. In terms of equivalent circuit, in non-equilibrium
conditions the trap states impedance Ztrap becomes a resistive element that can
be included in the parallel resistance Rp that now describes both the bimolec-
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ular and the trap-assisted recombination. This effect is not described in the
steady-state simulations. In the implemented model, trap states can act as re-
combination centres but their occupation is statically described by the position
of the quasi-Fermi levels, without taking into account the different dynamics of
recombination and trapping.
(a) Capacitance spectra 40 nm (b) Capacitance spectra 100 nm
Figure 6.8: Measured capacitance spectra of solar cells varying the for-
ward bias voltages. The traps capacitance increases in the moderate
frequencies region, because of the lower internal field. The low fre-
quencies range shows a reduced traps contribution due to trap-assisted
recombination.
6.4.4 Trap Response under Illumination
In Figure 6.9 the capacitance spectra of the p − i − n solar cells are measured
under different illumination intensities. The solar cells are kept at short-circuit
(J = Jsc) and the internal field does not differ significantly to the one in the dark
at Vbias = 0. The presence of a built-in electrical field favours charge carrier ex-
traction and no significant charge accumulation in the intrinsic layer is expected.
Under these conditions, the photo-generated charges do not significantly perturb
the field in the active layer and they only activate the recombination between
trapped and free charges. This effect is similar to the injection of charge car-
riers due to the application of a forward bias, but in case of illuminated solar
cells the internal field is not varied with respect to equilibrium. This is visible
in the capacitance spectra of Figure 6.9. The trap capacitance does not show
any increase around 10kHz as in Figure 6.8, since the internal field and also
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the population of the shallower trap states is not affected by illumination. The
only visible effect in presence of photo-generated free charges is the depopula-
tion of trap states due to recombination between trapped and free charges. The
recombination process is much faster than charge trapping and the capacitive
contribution of trap states is strongly reduced.
(a) Capacitance spectra 40 nm (b) Capacitance spectra 100 nm
Figure 6.9: Measured capacitance spectra of solar cells under light
illumination. The presence of photo-generation reduces the plateau
at low frequencies, related to the trap capacitance. This behaviour
confirms that the trap states act as recombination centres.
6.4.5 Impedance Spectra Fitting
By varying the structure of the solar cells and measuring the capacitance spec-
tra under different working point and illumination conditions, it was possible
to obtain important information regarding the charge trapping mechanism. To
quantitatively estimate the energy distribution of the trap states, a fitting pro-
cedure is required. The first aspect that needs to be discussed is the equivalent
circuit that is to be used in the fitting procedure. In paragraph 3.3.2 the equiv-
alent circuit of an organic solar cell with trap states was presented. In organic
semiconductors the energetic distribution of intra-gap states makes the Losee
equivalent circuit unsuitable for an accurate characterisation. A better descrip-
tion is obtained with a distributed element and the equivalent circuit is the one
in Figure 6.2. A more general and accurate model involves solving the equations
describing the trapping mechanism. In this approach, the device is only partially
described by an equivalent circuit, while the response of trap states is obtained
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solving the equations of the physical model (Figure 6.1). For the sake of clarity,
the three different models are summarised together in Figure 6.10.
Rseries
Cparallel
Rparallel
Rtraps
Ctraps
(a) Losee model
Rseries
Cparallel
Rparallel
Rtraps
Ctraps
(b) Distributed element model
Rseries
Cparallel
Rparallel
Ztraps
(c) Physical model
Figure 6.10: Small-signal equivalent circuits for organic solar cells. The
circuit (a) represents the Losee model, without a discrete level. In
circuit (b) the trap states are described with a distributed element
that takes into account a distribution of intra-gap states. In a more
general approach, the trap impedance is a complex function derived
from the specific distribution of intra-gap states Ztrap, as in circuit (c).
An estimation of the equivalent circuit values for circuits (a) and (b) can be
obtained with a CNLS fitting performed with the commercial software ZView.
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For the equivalent circuit (c), the trap impedance Ztrap is calculated separately
by solving equation 6.13. The energy diagram of the device is necessary to
calculate trap impedance and it is obtained from steady-state simulations. In
more details, the energy diagram is first calculated without trap states and used
to calculate the impedance of the device, so that the experimental capacitance
spectra can be reproduced. This first fitting procedure gives an estimation
of the trap distribution, which is then introduced into a second steady-state
simulation procedure. The corrected energy diagram is then used for a second
fit of the experimental impedance data. The process is repeated until the energy
diagram and the trap states distribution converge to a consistent set of values.
It is observed that the presence of traps does not significantly influence the
energy diagram as long as the trap concentration is not significantly higher than
1× 1017 cm−3. For this reason two iterations of energy-diagram calculation and
impedance fitting are found to be sufficient in this case. This is further proved
by the comparison of Figure 6.11 where the energy diagram of a small-molecule
solar cell with 100 nm thick blend active layer is calculated without trap states
and with and the Gaussian distribution of intra-gap states in Figure 6.15.
Figure 6.11: Comparison of the energy diagram of a solar cell with
100 nm thick intrinsic layer with (solid lines) and without (dashed
lines) a Gaussian distribution of trap states with concentration of
3.5× 1016 cm−3 centred at 0.458 eV below the electron transport level.
The energy diagram is obtained from drift-diffusion simulations at
short circuit (Vbias = 0V).
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The trap states are assumed to be uniformly distributed in the blend active
layer, as suggested by the results present in literature [31], where bulk traps
were observed in presence of photo-generated charges in similar devices. The
validity of the results obtained from steady-state simulations when including
trap states is confirmed by the current-voltage characteristics of the solar cells.
The experimental results of solar cells with different blend layer thicknesses
(x =40 nm, 70 nm and 100 nm) are shown in Figure 6.12 and compared with the
drift-diffusion simulations performed including trap states in the blend layer with
a concentration of 3.5× 1016 cm−3. The devices have a p− i−n structure, com-
posed of the following layers: ITO/p-MeO-TPD(10wt%)(30nm)/ZnPc:C60(1:1)/n-
C60(4wt%)(30nm)/Al.
Figure 6.12: J-V curves from experiment (symbols) and drift-diffusion
simulations (solid lines) for three different thicknesses of the intrin-
sic layer. Inset: zoom-view of the exponential region showing good
agreement between experimental and simulation data.
The positive agreement between measurements and calculations in the for-
ward bias region confirms the validity of the implemented steady-state model.
The ideality factor in the exponential region is close to 2 (between 1.9 and 2.0)
for all the solar cells, indicating a current dominated by recombination in the
blend layer (see paragraph 2.2.3), as can be expected in presence of heterostruc-
tures with doped layers introducing a barrier for minority carrier extraction.
The correct description of the exponential part of the J-V characteristic is cru-
cial for the validation of the energy diagram. The energy diagram supports the
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idea of homogeneously distributed bulk traps that are populated only in the
vicinity of the n-doped layer because the trap level is below the Fermi level in
this region. The resulting energy diagram used to calculate the trap impedance
is shown in Figure 6.13. The fitting curves are shown in Figure 6.14a and Figure
6.14b for the solar cell with 100 nm thick active layer at Vbias = 0 V.
Figure 6.13: Energy diagram at short circuit (Vbias = 0 V) of a p− i−
n solar cell with 100 nm intrinsic layer, resulting from drift-diffusion
simulations. The quasi-Fermi levels for electrons and holes are shown
with dotted lines. The dashed line represents the energetic position of
the Gaussian distribution of traps. For the sake of clarity, the x-axis
is confined to the intrinsic layer, between 30 nm and 130 nm.
The impedance modulus is dominated by the parallel resistance and capac-
itance and no difference between the trap models can be found. The modulus
plateau at low frequencies corresponds to the sum of series and parallel resis-
tances, while for the highest frequencies it tends towards the series resistance
value. The capacitance spectrum reveals the presence of trap states and the
limits of the Losee model to describe trap states in organic semiconductors are
visible. The distributed element model is able to give a good agreement with
the experimental data for frequencies higher than about 1 kHz, but presents the
same Losee model problems for lower frequencies. The results for circuits (a)
and (b) are summarised in Table 6.1. Fitting with the equivalent circuit (c) is
performed using the same values of series resistance Rs, parallel resistance Rp
and parallel capacitance Cp.
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(a) Modulus spectra (b) Capacitance spectra
Figure 6.14: Capacitance spectra of solar cells with 100 nm thick in-
trinsic layer. Measured data (symbols) are compared to simulated
impedance data using the Losee equivalent circuit of a single intra-gap
level (dotted line), the distributed element model (dashed line) and the
physical model of a Gaussian trap distribution (solid line). The dis-
tributed element model correctly reproduces the measured data only
for frequencies higher than 500 Hz. The physical model with a Gaussian
distribution of trap states describes with good accuracy the measured
data in the whole frequency range investigated.
Model
Rs Rp Cp Rtrap Ctrap
(W) (MW) (nF) (kW) (nF)
Losee 45 4.3 2.8 100 3.7
Distributed
45 4.3 2.8 300 3.7
Element
Table 6.1: Results of the fitting for Losee and distributed element
models.
The fitting software used is Zviewr which implements the distributed ele-
ment response by a large repetition of discrete elements. The discretization of
such distributed circuit elements does not introduce significant deviations from
the ideal distributed element response for single element repetitions higher than
100 [48]. In Table 6.1 the value of the elementary RC is multiplied by the number
of repetitions, in this case 1000. The trap capacitance value Ctraps can be used
to estimate the density of states above the Fermi level for a constant trap density
per electronvolt g0. The resulting value for g0 is around 3.0× 1016 cm−3eV−1.
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The best fit is obtained from the physical model of the trap states. The trap
states distribution used is a Gaussian distribution shown in Figure 6.15 and
given by:
g(E) =
Nt√
2piσ
exp
(Et − E)2
2σ2
. (6.15)
The Gaussian distribution that better describes the experimental data is centred
at Et = 0.458 eV below the transport level of C60 and has a width of σ = 55 meV.
The concentration of trap states results in Nt = 3.5× 1016 cm−3, which is in the
range of previously reported values [32, 49].
Figure 6.15: Distribution of trap states resulting from fitting the ex-
perimental impedance spectra of Figure 6.14b. The Gaussian distribu-
tion has a width of 55 meV and in centred 0.458 eV below the electron
transport level. The estimated trap states density is 3.5× 1016 cm=3.
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6.5 Conclusions
In this chapter a detailed characterisation of trap states present in the blended
bulk-heterojunction of small-molecule solar cells is achieved by analysing the
impedance spectra of devices with different structures. The interpretation of
the measured data required the introduction of new equivalent circuit and phys-
ical models able to describe the energy distribution of intra-gap states in organic
semiconductors. It is interesting to comment the results obtained with the dis-
tributed element model. Even if it produces some discrepancies with respect
to the experimental results, the trap state concentration that this equivalent
circuit provides is close to the value obtained with the more general physi-
cal model approach. The energy-gap of a ZnPc:C60 blend is in the range of
1.1 eV. In the hypothesis of a trap states constant distribution in energy, the es-
timated value of g0 = 3.0× 1016 cm−3eV−1 corresponds to a trap density of Nt =
3.3× 1016 cm−3. This value is in good agreement with the Nt = 3.5× 1016 cm−3
obtained considering a Gaussian density of trap states. The distributed element
equivalent circuit has the advantage of being directly applicable to fit the exper-
imental data and also permits a reliable estimation of the trap concentration.
However, information about the specific energy distribution of intra-gap states is
not accessible, because of the strong assumption of a constant distribution. On
the other hand, the physical model approach requires knowledge of the energy
diagram of the device and steady-state electrical simulations are necessary. The
fitting procedure is therefore significantly more complex, but also more infor-
mative. Conclusively, the energetic distribution of the trap states is estimated
to be Gaussian with a width of 55 meV and a density of 3.5× 1016 cm−3 and
centred 0.458 eV below the C60 electron transport level.
In addition, a systematic variation in the device structure and in the mea-
suring conditions provides important information about the spatial position,
occupation mechanisms and dynamics of the traps. The presence of bulk trap
states in the ZnPc:C60 intrinsic active layer is confirmed and it is shown that
they have an electron-trapping character. Due to the internal field, only traps
close to the interface with the n-doped transport layer are populated and respond
to the signal, with the mechanism summarised in Figure 6.5.
The importance of trap states in the recombination mechanism is demon-
strated and shows that they are an important aspect to be considered in improv-
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ing the performance of organic solar cells and, more generally, organic electronic
devices. The electrical model of organic solar cells, and more generally, organic
semiconductor devices, should include a trap-assisted recombination in presence
of a distribution of intra-gap states and represents a topic for future work. Fur-
ther investigations are necessary in order to better understand the origin of the
trap states, whether they are morphological defects, impurities characteristic
of the fullerene or defects at the interface between ZnPc and C60 in the blend
heterojunction.
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Chapter 7 Summary and Conclusions
The aim of this research is investigating the capacitive response of organic
electronic devices. The different components which contribute to the overall
response are explained and characterised by analysing the impedance spectra of
organic diodes and solar cells. In general, the capacitance of an organic device
is given by the combination of four components: the dielectric response of the
materials, the depletion regions formed at the interfaces, the accumulation of
free and trapped charge carriers. The general equivalent circuit of an organic
solar cell is discussed in Chapter 3 and replied here in Figure 7.1.
Rcontacts Rtrans
Cdepl(V )
Cgeom
Cacc(V )
Rrec(V )
Rtunn(V )
Figure 7.1: Equivalent circuit of an organic solar cell. The processes
composing the device response are shown: contacts and transport lay-
ers resistance (Rcontacts and Rtrans), depletion capacitance in doped
layers (Cdepl), geometrical and accumulation capacitance of intrinsic
layer (Cgeom and Cacc), resistive path for current flowing, supported
by tunnelling in reverse (Rtunn) or recombination in forward (Rrec).
The accumulation of charge carriers contributes to the device capacitance
(Cacc) and is given by the sum of free and trapped charges. The impedance
spectra of organic solar cells with different structures are measured; varying the
measuring conditions allows estimating the spatial position, occupation mech-
anisms and dynamics of the traps. The presence of bulk trap states with an
electron-trapping nature in the ZnPc:C60 intrinsic active layer is demonstrated.
The trapping mechanism is clarified and summarised in Figure 7.2, showing
that only traps close to the interface with the n-doped transport layer can be
populated. The energetic distribution of trap states is estimated by a Gaus-
sian function with a width of 55 meV, a density of 3.5× 1016 cm−3 and centred
200
0.458 eV below the C60 electron transport level. It is demonstrated that trap
states behave as recombination centres, limiting therefore the efficiency of or-
ganic solar cells. Further investigations regarding the origin of these intra-gap
states are necessary.
Figure 7.2: Trap population mechanism resulting from the impedance
measurements discussed in Chapter 6. Close to the interface, the charge
carriers are trapped energetically below the transport level in doped
layer and cannot be released by the internal electric field.
In organic semiconductors the accumulation of free charge carriers induces
capacitance effects which are typical of relaxation semiconductors. In presence of
unbalanced charge carriers injection, negative capacitance values are measured.
Negative capacitance effects are seen in p/n homojunction diodes, which are
similar to observations found in inorganic diodes. This demonstrates that in
materials characterised by low mobility, the injection of minority charge carriers
induces a depletion in the majority concentration, forming an interface dipole
responsible for the negative value of the accumulation capacitance Cacc.
The depletion regions formed in organic doped semiconductors (Cdepl) are
characterised by analysing p/n homojunction diodes. Capacitance measure-
ments of asymmetrical p+/n and n+/p junctions proved the presence of a de-
pletion region in proximity of the junction. The mechanism that leads to the
formation of a depletion zone in organic semiconductors is the same as the one
of inorganic ones and the classical Mott-Schottky theory can be applied to de-
scribe it. The free charge carrier density of doped layers is estimated and the
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process of n-doping characterised by measuring the charge carrier density at
different temperatures. The results show that the process of ZnPc n-doping is
very effective and is characterised by a low activation energy, of about 22 meV.
The current-voltage characteristics of organic homojunction diodes cannot be
described by the classical semiconductor theory, neither in reverse nor in forward
bias voltage regions. It is demonstrated that charge carrier tunnelling is the
cause of this discrepancy with the standard model and an analytic description of
the tunnelling process is used to characterise the current-voltage characteristics
of organic homojunctions. The parameters describing charge carriers tunnelling
indicate an effective process in the nanometer scale. These findings remark the
importance of the parallel resistance Rtunn in organic semiconductor devices,
which can dominate over the recombination process Rrec.
In conclusion, the capacitance response of organic diodes and solar cells is
characterised and the importance of tunnelling currents is demonstrated. The
physical meaning of circuital elements Cdepl, Cacc and Rtunn in the equivalent
circuit of Figure 7.1 is explained. As a suggestion for future investigations, two
main points have been identified. Although in the present study important infor-
mation regarding trap states in organic solar cells is obtained, the origin of these
intra-gap states is still not clear. In addition, the recombination process in or-
ganic solar cells is identified in the circuital element Rrec and its characterisation
represents an interesting argument for future studies.
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