Abstract. It is proved that Drinfel'd's pentagon equation implies the generalized double shuffle relation. As a corollary, an embedding from the GrothendieckTeichmüller group GRT 1 into Racinet's double shuffle group DM R 0 is obtained, which settles the project of Deligne-Terasoma. It is also proved that the gamma factorization formula follows from the generalized double shuffle relation.
Introduction
This paper shows that Drinfel'd's pentagon equation [Dr] implies the generalized double shuffle relation. As a corollary, we obtain an embedding from the Grothendieck-Teichmüller (pro-unipotent) group GRT 1 (loc.cit) to Racinet's double shuffle (pro-unipotent) group DM R 0 ( [R] ). This realizes the project of DeligneTerasoma [DT] where a different approach is indicated. Their arguments concern multiplicative convolutions whereas our methods are based on a bar construction calculus. We also prove that the gamma factorization formula follows from the generalized double shuffle relation. It extends the result in [DT, I] where they show that the GT-relations imply the gamma factorization.
Multiple zeta values ζ(k 1 , · · · , k m ) are the real numbers defined by the following series for m, k 1 ,. . . , k m ∈ N(= Z >0 ). This converges if and only if k m > 1. They were studied (allegedly) firstly by Euler [E] for m = 1, 2. Several types of relations among multiple zeta values have been discussed. In this paper we focus on two types of Date: August 29, 2009. relations, GT-relations and generalized double shuffle relations. Both of them are described in terms of the Drinfel'd associator [Dr] Φ KZ (X 0 , X 1 ) = 1+ (−1) m ζ(k 1 , · · · , k m )X km−1 0
which is a non-commutative formal power series in two variables X 0 and X 1 . Its coefficients including regularized terms are explicitly calculated to be linear combinations of multiple zeta values in [F03] proposition 3.2.3 by Le-Murakami's method [LM] . The Drinfel'd associator is introduced as the connection matrix of the Knizhnik-Zamolodchikov equation in [Dr] . The GT-relations are a kind of geometric relation. They consist of one pentagon equation (1.1) and two hexagon equations (1.2),(1.3) (see below) for group-like (cf. §1) series. An associator means a group-like series ϕ satisfying (1.1) and for which there exists µ such that the pair (µ, ϕ) satisfies (1.2) and (1.3). It is shown in [Dr] that Φ KZ satisfies GT-relations (with µ = 2πi) by using symmetry of the KZ-system on configuration spaces. The following is our previous theorem in [F08] .
Theorem 0.1 ( [F08] theorem 1). For any group-like series ϕ satisfying (1.1) there always exists (unique up to signature) µ ∈k such that (1.2) and (1.3) hold for (µ, ϕ).
In contrast, the generalized double shuffle relation is a kind of combinatorial relation. It arises from two ways of expressing multiple zeta values as iterated integrals and as power series. There are several formulations of the relations (see [IKZ, R] ). In particular, they are formulated as (1.5) (see below) for ϕ = Φ KZ in [R] .
Theorem 0.2. Let ϕ be a non-commutative formal power series in two variables which is group-like. Suppose that ϕ satisfies Drinfel'd's pentagon equation (1.1). Then it also satisfies the generalized double shuffle relation (1.5).
We note that a similar result is announced by Terasoma in [T] . The essential part of our proof is to use the series shuffle formula (3.1)(see below), a functional relation among complex multiple polylogarithms (2.3) and (2.5). This induces the series shuffle formula (3.2) for the corresponding elements in the bar construction of the moduli space M 0,5 . We evaluate each term of (3.2) at the product of the last two terms of (1.6) in §4 and conclude the series shuffle formula (3.3) for above ϕ.
The Grothendieck-Teichmüller group GRT 1 is a pro-unipotent group introduced by Drinfel'd [Dr] which is closely related to Grothendieck's philosophy of Teichmüller-Lego in [Gr] . Its set of k-valued (k: a field with characteristic 0) points is defined to be the set of associators ϕ with µ = 0. Its multiplication is given by
2 X 1 ϕ 2 ). In contrast, the double shuffle group DM R 0 is a pro-unipotent group introduced by Racinet [R] . Its set of k-valued points consists of group-like series ϕ which satisfy (1.5) 1 and c
2 is given by the equation (0.1). It is conjectured that both groups are isomorphic to the unipotent part of the motivic 1 For our convenience, we change some signatures in the original definition ([R] definition 3.2.1.)) 2 Again for our convenience, we change the order of multiplication in [R] (3.1.2.1.)
Galois group of Z; the Galois group of unramified mixed Tate motives (as explained in [A] ). The followings are direct corollaries of our theorem 0.2 since the equations (1.2) and (1.3) for (µ, ϕ) imply c X0X1 (ϕ) = µ 2 24 . Corollary 0.3. The Grothendieck-Teichmüller group GRT 1 is embedded in the double shuffle group DM R 0 as pro-algebraic groups.
Considering their associated Lie algebras, we get an embedding from the GrothendieckTeichmüller Lie algebra grt 1 [Dr] into the double shuffle Lie algebra dmr 0 [R] .
Corollary 0.4. For µ ∈ k × , the Grothendieck-Teichmüller torsor M µ is embedded in the double shuffle torsor DM R µ as pro-torsors.
Here M µ is the right GRT 1 -torsor in [Dr] whose action is given by the equation (0.1) and whose set of k-valued points is defined to be the collection of associators ϕ with µ and DM R µ is the right DM R 0 -torsor in [R] whose action is given by the equation (0.1) and whose set of k-valued points is defined to the collection of group-like series ϕ which satisfy (1.5), c X0 (ϕ) = c X1 (ϕ) = 0 and c X0X1 (ϕ) = respectively. We note that Φ KZ gives an element of M µ (C) and DM R µ (C) with µ = 2πi.
Let ϕ ∈ k X 0 , X 1 be a non-commutative formal power series in two variables which is group-like with c X0 (ϕ) = c X1 (ϕ) = 0. It is uniquely expressed as
The following is our second main theorem.
Theorem 0.5. Let ϕ be a non-commutative formal power series in two variables which is group-like with c X0 (ϕ) = c X1 (ϕ) = 0. Suppose that it satisfies the generalized double shuffle relation (1.5). Then its meta-abelian quotient is gammafactorisable, i.e. there exists a unique series
The gamma element Γ ϕ gives the correction term ϕ corr of the series shuffle regu-
This theorem extends the results in [DT, I] which show that for any group-like series satisfying (1.1), (1.2) and (1.3) its meta-abelian quotient is gamma factorisable. It is calculated in [Dr] 
§1 is a review of the GT-relations and the generalized double shuffle relation. §2 is to recall bar constructions which is a main tool of the proof of theorem 0.2 in §3. Auxiliary lemmas which are necessary to the proof are shown in §4. Theorem 0.5 is proved in §5. Appendix A is a brief review of the essential part of the proof of Racinet's theorem that DM R 0 forms a group.
GT-relations and generalized double shuffle relation
Let k be a field with characteristic 0. Let U F 2 = k X 0 , X 1 be a noncommutative formal power series ring in two variables X 0 and X 1 . An element ϕ = ϕ(X 0 , X 1 ) is called group-like if it satisfies ∆(ϕ) = ϕ ⊗ϕ with ∆(X 0 ) = X 0 ⊗ 1 + 1 ⊗ X 0 and ∆(X 1 ) = X 1 ⊗ 1 + 1 ⊗ X 1 and its constant term is 1.
Here, ⊗ means the completed tensor product. For any k-algebra homomorphism ι : U F 2 → S the image ι(ϕ) ∈ S is denoted by ϕ(ι(X 0 ), ι(X 1 )). Let a 4 be the completion (with respect to the natural grading) of the pure braid Lie algebra with 4-strings; the Lie algebra over k with generators t ij (1 i, j 4) and defining relations t ii = 0, t ij = t ji , [t ij , t ik + t jk ] = 0 (i,j,k: all distinct) and [t ij , t kl ] = 0 (i,j,k,l: all distinct). Let ϕ = ϕ(X 0 , X 1 ) be a group-like element of U F 2 and µ ∈ k. The GT-relations for (µ, ϕ) consist of one pentagon equation 
. . be the k-linear map between noncommutative formal power series rings that sends all the words ending in X 0 to zero and the word X nm−1 0
For a group-like series ϕ ∈ U F 2 the generalised double shuffle relation means the equality
Let P 5 stand for the completion (with respect to the natural grading) of the pure sphere braid Lie algebra with 5 strings; the Lie algebra over k generated by X ij (1 i, j 5) with relations
Denote its universal enveloping algebra by U P 5 . (Note: X 45 = X 12 + X 13 + X 23 , X 51 = X 23 + X 24 + X 34 .) There is a surjection τ : a 4 → P 5 sending t ij to X ij (1 i, j 4). Its kernel is the center of a 4 generated by 1 i,j 4 t ij . By [F08] lemma 5, theorem 0.2 is reduced to the following.
Then it also satisfies the generalized double shuffle relation, i.e. ∆ * (ϕ * ) = ϕ * ⊗ϕ * .
Bar constructions
In this section we review the notion of bar construction and multiple polylogarithm functions which are essential to prove our main theorem.
Let M 0,4 be the moduli space {(
It is identified with {z ∈ P 1 |z = 0, 1, ∞} by sending
of Chen's reduced bar construction [C] . This is a graded Hopf algebra
Here the sum is taken over m 0 and i 1 , · · · , i m ∈ {0, 1}. It is easy to see that the identification is compatible with Hopf algebra structures. We note that the product
) is naturally identified with the graded k-linear dual of U P 5 . The identification is induced from
where the sum is taken over m 0 and
Remark 2.1. Here every monomial in U P 5 appears in the left-hand tensor factor of ExpΩ 5 , but when these monomials are gathered in terms of a linear basis of U P 5 , the right-hand tensor factors automatically gather into linear combinations which forms a basis of V (M 0,5 ), and all of which satisfies (2.1). Hence ExpΩ 5 lies on U P 5 ⊗V (M 0,5 ).
Especially the identification between degree 1 terms is given by
In terms of the coordinate (x, y),
It is easy to see that the identification is compatible with Hopf algebra structures. We note again that the product
(∆: the coproduct of U P 5 ). Occasionally we also regard V (M 0,5 ) as the regular function ring of P 5 (k) = {g ∈ U P 5 |g : group-like}.
For the moment assume that k is a subfield of C. We have an embedding (called a realisation in [B] §1.2, §3.6) ρ :
for all analytic paths γ : (0, 1) → M(C) starting from the tangential basepoint o (defined by 
, its weight and its depth are defined to be wt(a) = a 1 + · · · + a k and dp(a) = k respectively. Put z ∈ C with |z| < 1. Consider the following complex function which is called the one variable multiple polylogarithm
It satisfies the following differential equation
It gives an iterated integral starting from o, which lies on I o (M 0,4 ). Actually it corresponds to an element of V (M 0,4 ) denoted by l a . It is expressed as
and is calculated by l a (ϕ) = (−1)
>0 and x, y ∈ C with |x| < 1 and |y| < 1, consider the following complex function which is called the two variables multiple polylogarithm
It satisfies the following differential equations in [BF] §5
3 In [B] it is denoted by Lo(M).
By analytic continuation, the functions 2,1 ) of Li 2,1 (x, y) is calculated by (2.2). Especially when we take any path γ(t) starting from o to (x, y) in the open unit disk of M 0,5 (C) we get the expression (2.5) of Li 2,1 (x, y) for |x|, |y| < 1.
Proof of theorem 0.2
This section gives a proof of theorem 0.2. Suppose that ϕ is an element as in theorem 1.1. Recall that multiple polylogarithms satisfy the analytic identity, the series shuffle formula in
Li σ(a,b) (σ(x, y)).
and σ(x, y) =
Since ρ is an embedding of algebras, the above analytic identity implies the algebraic identity, the series shuffle formula in
The validity of this equation (3.2) is enough non-trivial. Evaluation of the equation (3.2) at the group-like element ϕ 451 ϕ 123 4 gives the series shuffle formula
for admissible 5 indices a and b because of lemma 4.1 and lemma 4.2 below. Define the integral regularized value l Let L be the k-linear map from k [T ] to itself defined via the generating function: (3.4)
Proposition 3.2. Let ϕ be an element as in theorem 1.1. Then the regularization relation holds, i.e. l S a (ϕ) = L l I a (ϕ) for all indices a. Proof . We may assume that a is non-admissible because the proposition is trivial if a is admissible. When a is of the form (1, 1, · · · , 1), the proof is given by the same argument as in [Go] lemma 7.9 as follows: By the series shuffle formulae,
4 For simplicity we mean ϕ ijk for ϕ(X ij , X jk ) ∈ U P 5 .
for m 0. Here we put l S ∅ (ϕ) = 1. This means
Then the above equality can be read as
Integrating and adjusting constant terms gives
When a is of the form (a ′ , 1, 1, · · · , 1 l ) with a ′ admissible, the proof is given by the following induction on l. By (3.2),
with k = dp(a ′ ). By lemma 4.3 and lemma 4.4,
Then by our induction assumption, taking the image by the map L gives
for all a because l 1 (ϕ) = 0. As for the third equality we use (
's satisfy the series shuffle formulae (3.3), so the l a (e −T Y1 ϕ * )'s do also. By putting T = 0, we get that l a (ϕ * )'s also satisfy the series shuffle formulae for all a. Therefore ∆ * (ϕ * ) = ϕ * ⊗ϕ * . This completes the proof of theorem 1.1, which implies theorem 0.2.
Auxiliary lemmas
We prove all lemmas which are required to prove theorem 0.2 in the previous section.
Lemma 4.1. Let ϕ be a group-like element in k X 0 , X 1 with c X0 (ϕ) = c X1 (ϕ) = 0. Then l 
This induces the projection p 4 : U P 5 ։ U F 2 sending X 12 → X 0 , X 23 → X 1 and
Consider the embedding of Hopf algebra i 123 : U F 2 ֒→ U P 5 sending X 0 → X 12 and X 1 → X 23 . (Geometrically it is explained by the residue map in [BF] along the divisor {y = 0}.) Since (i 123 ⊗ id)(ExpΩ 4 ) = ExpΩ 4 (z; X 12 , X 23 ) ∈ U P 5 ⊗V (M 0,4 ), it induces the map i Proof . We have l
Proof of theorem 0.5
This section gives a proof of theorem 0.5. Put F ′ 2 (k) = {ϕ ∈ U F 2 |ϕ : group-like, c X0 (ϕ) = c X1 (ϕ) = 0}. It forms a group with respect to (0.1) and contains DM R 0 (k) as a subgroup. Consider the map
× sending ϕ to its meta-abelian quotient B ϕ (x 0 , x 1 ). By a direct calculation we see that it is a group homomorphism, i.e. m(
Proof . Let M be the Lie algebra homomorphism, associated with m| DMR0 , from the Lie algebra dmr 0 (see Appendix A) of DM R 0 to the trivial Lie algebra k[[x 0 , x 1 ]]. In order to prove our proposition it is enough to show M (dmr 0 ) ⊂ B where B is the Lie subalgebra
] with trivial Lie structure.
Proof . The exponential map Exp : dmr 0 → DM R 0 is given by the formula ψ → ab , which implies our lemma.
By the above lemma the proof of M (dmr 0 ) ⊂ B is reduced to the following.
Lemma 5.3. For ψ ∈ dmr 0 , wt(a)=w dp(a)=m Proof . By (A.1) we have σ∈Sh (k,l) l σ(a,b) (ψ * ) = 0 with dp(a) = k and dp(b) = l. By taking k = m and l = 1, wt(a)=w,dp(a)=m+1
(m + 1)l a (ψ * ) + wt(a)=w,dp(a)=m (w − m)l a (ψ * ) = 0.
Then the lemma follows because l a (ψ * ) = l a (ψ) for dp(a) = wt(a).
The above lemma follows proposition 5.1. To complete the proof of the first statement of theorem 0.5 we may assume that µ = 1 and k = Q. Let ϕ be any element of DM R 1 (Q). Put ϕ KZ = Φ KZ ( X0 2πi , X1 2πi ). It gives an element of DM R 1 (C). Because DM R 1 is a right DM R 0 -torsor there exists uniquely ϕ ′ ∈ DM R 0 (C) such that ϕ = ϕ KZ • ϕ ′ . In [Dr] it is shown that m(ϕ KZ ) ∈ B (C) . By proposition 5.1, m(ϕ ′ ) ∈ B (C) . Thus m(ϕ) = m(ϕ KZ )m(ϕ ′ ) must lie on B. The proof of the second statement is easy. Express log Γ ϕ (s) = In [R] theorem I, Racinet shows a highly non-trivial result that DM R 0 is closed by the multiplication (0.1). However his proof looks too complicated. The aim of this appendix is to review the essential part ( [R] proposition 4.A.i) of his proof clearly in the case of Γ = {1} in order to help the readers to catch his arguments.
In [R] 3.3.1, dmr 0 is introduced to be the set of formal Lie series ψ ∈ F 2 = {ψ ∈ U F 2 |∆(ψ) = 1 ⊗ ψ + ψ ⊗ 1} satisfying c X0 (ψ) = c X1 (ψ) = 0 and 
