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Abstract
Davis, Annita Thornton. Ph.D. The University of Memphis. May, 2011. “Models
for Unsupervised Learning.” Major Professor: M. Fernanda Botelho, Ph.D.
Learning is a feature of living organisms which is crucial in the process of ad-
aptation. It is understood that a stimulus triggers a chain of neurophysiological
reactions in an organism, and as a consequence we say that the organism is learn-
ing from that initial exposure. Several researchers have dealt with understanding
and modeling learning through mathematical systems. Due to the complexity
of the brain, scholars reduced the problem to a simpler mechanism consisting of
neurons, which are processing additive units, interconnected with pathways, called
synapses. A primary goal was to derive a system of equations that captures the
changes synaptic parameters undergo in a learning process, and identify stimuli
that generates a flow of changes that will converge over time. This would represent
a stable reflection of the learning process.
My dissertation explores generalizations of models for unsupervised learning
proposed in literature. The first model is due to Oja and Karhunen and reflects
the changes of a network connecting weights or synaptic parameters following a
Hebbian principle and incorporating a forgetting term to allow convergence. The
second model, due to Cox and Adams, generalizes the Oja-Karhunen model by
introducing errors in the learning process.
These paradigms are presented as systems of differential equations explored in
three settings:
1. The finite dimensional Euclidean space over the reals;
2. The infinite dimensional Hilbert space of square summable sequences
equipped with the standard inner product; and
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3. The infinite dimensional Banach space of bounded operators on a separable
complex Hilbert space.
In each setting the existence and uniqueness of local or global solutions is well
established, a form for solutions is derived, and the asymptotic behavior is deter-
mined. In the third setting we use the polar factorization of operators to decom-
pose the system into two components where an explicit form for solutions is given.
In the Cox-Adams model we also explore the impact of the error factor in the
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Learning is a process an organism undergoes in order to acquire knowledge and
gain skill for future interaction with the environment. There are two main types
of learning listed in literature: “supervised” and “unsupervised” learning. In a
supervised learning environment, the organism is guided and tested through the
learning process, while in an unsupervised learning no control or testing is avail-
able. In the former, the organism is trained with a collection of desirable input-
output. Even though in the latter no clear training occurs, but rather an exposure
to stimuli eventually will lead the organism to a better adaptation.
In this work we deal with models for unsupervised learning. Such a model is
either a continuous or a discrete system of equations, which follows rules that are
both biologically motivated and also constrained by a possible implementation in
an actual device, known as an “artificial neural network”. A network architecture
consists of processing units, also designated as neurons, interconnected with path-
ways (or synapses) through which information can flow. When a stimulus excites
the neurons of a network, it generates a series of signals that propagates through
the network’s pathways as quantifiable information. This process discovers sig-
nificant patterns of a data set and it entails a variety of changes of the network’s
internal parameters, as for example, the network connecting weights. The aim is to
define a converging algorithm that performs the network’s adaptation without any
outside control. If convergence occurs, then the network is fully characterized and
ready to perform as an educated device.
Several researchers have proposed systems that perform unsupervised learning,
see Amari [3], Haykin [30], or Hertz, [31].
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We render an abbreviated (simplified) development of the background for the
systems we address in this dissertation, as shown in Botelho and Jamison [9].
ξ1 ξ2 ξ3 ξn








nS ←− output neuron
?Outcome of the





Figure 1 illustrates the structure of a feed forward neural network with n input
neurons which are connected to a single output neuron S. The inputs into respec-
tive neurons, {ξi}i, are randomly drawn from a probability distribution. The term
ωi represents the weight (or strength) of the connection between the input neuron
i and the output neuron S. Information changes as it travels through each synapse,
via multiplication by that synapse’s respective connecting weight. All the altered





Hebbian learning [30, see Haykin] sets the rate of change of a weight expected
value 〈ωi〉 (denoted by ωi for simplicity) as proportional to the product of the pre-
and post- synaptic activity, ω̇i = αV ξi , with some constant α. For convenience we



























(αV ξi) = V ξi.
So we may adjust the Hebbian learning rule to reflect this time rescaling:
ω̇i = V ξi .
However, we see that such an equation leads to exponential growth and synaptic
saturation, since, for example, if n = 1, then







and ln|ω1(t)| = ξ21t + C. Therefore ω1(t) = eξ21t+C = eξ21teC , which tends to infinity
as t tends to infinity. To alleviate this problem, in 1988 Kohonen [37] introduced a
quadratic “forgetting” term, −V 2ωi, which limits the synaptic weight growth. This
forgetting term is incorporated in the learning rule proposed by Oja [41],
ω̇i = V (ξi − V ωi) = V ξi − V 2ωi. (1.2)
To illustrate that this forgetting term actually resolves the non-convergence issue,
we revisit the one input network case,
ω̇1 = V ξ1 − V 2ω1 = (ω1ξ1)ξ1 − (ω1ξ1)2ω1 = ω1ξ21 − ω31ξ21 .




1 − ξ21 .
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1 = −ξ21 .





1 t + (2 vξ21)e





1 t = e2 ξ
2




1 + Ce−2 ξ21 t
,
which converges to one as t tends to infinity, and thus eventually becomes uni-
formly asymptotically stable.
We then consider a Hebbian learning scheme with a quadratic forgetting term as
in (1.2), ω̇i = V ξi − V 2ωi. Substituting the input value (1.1), V =
∑n
i=1 ωi ξi, into


















ωjξj ξkωk ωi. (1.3)
We set M to be the symmetric input correlation matrix whose (i j) entry equals
the expected value 〈ξi ξj〉 of the correlation between the inputs into neurons i and
j, respectively. Let Ω denote the 1 × n row matrix [ω1 ω2 · · · ωn] which represents
the connecting weights associated with the network’s connections to the output
neuron S. Therefore we may convert equation (1.3) to the matrix representation,
Ω̇ = ΩM − ΩMΩTΩ, or equivalently, Ω̇T = MTΩT − ΩTΩMTΩT . Since M is
symmetric, this becomes Ω̇T = MΩT − ΩTΩMΩT . Hence for Z = ΩT , we have
Ż = MZ − ZZTMZ, known as the the Oja and Karhunen model of unsupervised
4
learning (see [43]). This model generalizes the standard Hebbian learning rule for
a single neuron utilizing principal component analysis, and is represented by the




Ż = M Z − Z ZT M Z
Z(0) = Z0,
with Z a time dependent column vector in Rn, ZT a row vector equal to the trans-
pose of Z, and M a symmetric n × n matrix with real entries. This system traces
the evolution of the connecting weights of a network consisting of n input neurons
linked to a single output neuron. We refer the reader to Ham [28], Haykin [30], or
Hertz [31] for other interpretations of the model.




ŻE = EM ZE − ZE ZTE M ZE
Z(0) = Z0,
where the matrix E is a symmetric, positive definite (p. 26), n × n matrix. In the
Cox-Adams model [1, 44], E represents an error matrix. One example of such a





1− ε if i = j
ε/2 if |i− j| = 1
0 otherwise,
where ε denotes the probability of the formation of a temporary synapse. We refer
the reader to Botelho and Jamison [11] for a detailed interpretation of the Cox-
Adams model for a network with n input neurons and a single output neuron. For
5
interesting examples of the tridiagonal self-adjoint operators, see Dombrowski [19,
20] or Duren [22, 23].
In this work, we derive explicit global solutions, and analyze stability, for both
the Oja-Karhunen system and the Cox-Adams system of differential equations in
several settings. We extend an important result by Oja that qualifies system (2.1)
as a statistical principal component analyzer. The actual knowledge of the solu-
tions not only permits a detailed analysis of the long term behavior of the system
but also information of the history of the network evolution.
We also develop a technique based on the polar decomposition of operators to
solve our system explicitly. This way we construct the decomposition of a solution
as the product of a partial isometry and a positive operator (p. 16). Hence we ob-
tain an explicit form for the solution to investigate, and to characterize both the
long term, or asymptotic, behavior, as well as information about the previous his-
tory.
We summarize the content of each chapter and state our major contributions.
In Chapter 2 we derive an explicit form for global solutions of system (2.1),
Theorem 2.1 (see p. 11): Let Z0 be a nonzero vector in R
n with norm ‖Z0‖ ≤ 1




Ż = M Z − Z ZT M Z
Z(0) = Z0
has a unique global solution.
6
We use the symmetry of M and then the existence of an orthogonal matrix P
that diagonalizes M to set a change of variables that reduces the given system to










ωi(0) = αi, the i-the coordinate of P
TZ0, for i = 1, . . . , n,
with λi an eigenvalue of M, and W is a column vector in Rn; the ith entry given by










, ∀ i = 1, · · · , n,
with αi = ωi(0) representing the i
th coordinate of the initial condition P TZ0.
We then characterize the stability behavior and determine that the omega-limit
set of a solution Z(t) consists of a single vector in the unit n-ball:
Proposition 2.8 (p. 17): Let M be a symmetric n × n matrix and Z0 a non-
trivial vector in Rn such that ‖Z0‖ ≤ 1. If Z(t) is a solution to system (2.2), then
Z∞ consists of a single vector in the unit n−ball.
In Chapter 3 we consider the Oja-Karhunen model acting on an infinite di-
mensional space, `2, the Hilbert space of all square summable sequences equipped
with the standard inner product. In this new setting we derive the explicit form
for global solutions, and we analyze their convergence properties, see Theorem 3.3,














where {ui}i is an orthonormal countable basis of eigenvectors corresponding to
the real eigenvalues {λi} of M. We also show that the ω−limit set of the solution
consists of a single vector in `2.
In Chapter 4 we propose a class of admissible error matrices that allows a
reduction of the Cox-Adams model to the Oja-Karhunen model. This new scheme
relies on a partial transfer of randomness from E to the input correlation matrix
M . Consequently, standard methods also apply to system (4.1) (see p. 26), and an
explicit form for the solutions can be derived. The next theorem establishes the
existence of maximal solutions in a particular case:
Theorem 4.5 (p. 33): Let Z0 be a vector in Rn such that ‖Z0‖ ≤ 1. If both
E and M are positive definite symmetric, commuting, n × n matrices, then there
exists t0 such that 


ŻE = EM ZE − ZE ZTE M ZE
ZE(0) = Z0
has a unique maximal solution ZE(t), defined for t > t0.















2µj t − 1)
,
where {λi} represents the eigenvalues of M and {µi} represent the eigenvalues of
the matrix E.
We then discuss the impact of temporary connections on the overall network
evolution and asymptotic behavior.
8
In order to detect the directional impact of the error matrix on the asymptotic
behavior of solutions we study the variation of θE, the angle between the vectors



















At this point, we can conclude that whenever the eigenvalues of M and EM are
positive, and if the multiplicities of the largest principal eigenvalues of M and EM
are equal, then the error factor E has no directional impact in the flow.
In Chapter 5 we consider a generalization of system (2.1) to the infinite di-
mensional setting, the Banach space B(H) of bounded operators on a separable
Hilbert space. We utilize the polar decomposition of operators that allows us to
derive a “scalar” system and a “polar” system associated with the original system.
Both systems are solved explicitly. These two solutions combined define the local
solution for (2.1), given certain mild constrains on the initial conditions. The ex-
plicit form for local solutions is used to derive the existence of global solutions and
for the stability analysis:
Theorem 5.34 (see p. 76): If Z0 is invertible and commutes with the normal
operator M, then there exists ε > 0 and a unique differentiable mapping
Z : (−ε, ε) → B(H) such that
Ż = M Z − Z Z∗M Z and Z(0) = Z0
9
if and only if Z(t) =
√
V (t) P (t) with
V (t) =
[
Id+ (V −10 − Id)e−(M+M







We also consider the Cox-Adams system with E representing an invertible, self-
adjoint, positive operator on H and M a self-adjoint operator on H. The operator
valued, time dependent ZE now represents the continuous change of connecting
weights. We present a scheme that explicitly solves this system. First a natural
change of variables reduces the Cox-Adams system to a system where no synaptic
formation occurs. However the probabilistic effect transfers to the input correlation
operator M. This system reduces to an Oja type model. As a result we have the
following corollary:
Corollary 5.42 (p. 85): Let E be an invertible, positive, self-adjoint operator.
If Z0 is an invertible operator in B(H), M a self-adjoint operator that commutes
with Z0, the elements of the spectrum of M are strictly positive, and
‖√E(Z0 Z∗0)−1
√








































This provides a filtering procedure that selects the polar component of the initial
condition.
10
2 Models for Unsupervised Learning
In this chapter we consider the following system proposed by Oja and Karhunen




Ż = M Z − Z ZT M Z
Z(0) = Z0.
(2.1)
Z is an n−column vector with real entries, ZT is the transpose of Z and M is a
symmetric matrix. The time dependent vector Z represents the evolution of the
connecting weights of a network from an initial stage Z0.
A convenient change of variables allows us to decouple the linearized system
and find an explicit form for the solution. We then establish conditions for the
existence of global solutions. We investigate the long term stability of this system
and also its dependence on the initial conditions.
We note that the stability behavior of solutions reflects the learning performed
by the system [41, Oja]. We show that, from certain initial conditions, the system
evolves to a single vector of connecting weights and, consequently, the learning
process stabilizes. The network is then said to emerge as an educated device.
2.1 Oja-Karhunen model: Existence of Global Solutions
We start by establishing the existence and uniqueness of solutions as stated in the
following theorem.
Theorem 2.1. Let Z0 be a nonzero vector in R
n with norm ‖Z0‖ ≤ 1 and M a





Ż = M Z − Z ZT M Z
Z(0) = Z0
(2.2)
has a unique global solution.
We first state a well-known result regarding symmetric matrices:
Proposition 2.2. (Bronson [15, p. 419]) For every n×n real symmetric matrix A
there exists an n × n real orthogonal matrix P such that P TAP = D, where D is a
diagonal matrix.
Proof of Theorem 2.1: Since the matrix M is symmetric, M is similar to a
diagonal matrix J; the diagonal entries are the eigenvalues of M, see Anton [4, p.
277]. Therefore there exists an n × n orthogonal matrix P (i.e. P TP = PP T = I)




Ż = (PJP T )Z − Z ZT (PJP T )Z
Z(0) = Z0.




Ẇ = (I −WW T )JW,
W (0) = PZ0.
Let λ1, λ2, · · · , λn denote the eigenvalues of M, and W= [ωi]i=1,...,n is a column




(I −WW T )i j(JW )j.
12




1− ω2i if i = j










ωi(0) = αi, the i-the coordinate of P
TZ0, for i = 1, · · · , n.
(2.3)
The existence and uniqueness theorem for differential equations implies that ωi is
the constant function equal to zero, if αi = 0 (see Hartman [29, p. 46]).
We assume αi 6= 0 for every i = 1, · · · n. Thus for t in a small neighborhood of












− λi = ω̇1
ω1
− λ1, i = 2, · · · , n.
We employ standard integration techniques to derive that
ln|ωi| − λi t = ln|ω1| − λ1 t+ C,
which is equivalent to
|ωi| e−λi t = |ω1| e−λ1 t eC , for i = 2, ..., n.
We denote the sign of ωi by sgn(ωi), and set K = sgn(ωi) sgn(ω1) e
C , then
ωi e
−λi t = K e−λ1 t ω1. (2.4)
13
Hence for t = 0, K = αi
α1











We substitute (2.5) into (2.3) to get the following Euler equation:









If we set v = ω−21 , then v̇ = −2ω−31 ω̇1, and thus (2.6) becomes
















































































, for i = 1, · · · , n. (2.7)
We now conclude that if there is a solution, it must be unique and given as in
(2.7). We observe that the orthogonality of P implies that ‖W0‖ = ‖Z0‖. Since
e2λjt > 0 and
n∑
j=1
















e2λjt − 1) > 0, for all t. It is straightforward
to check that ωi, as defined above, satisfies (2.3). Since W = P
TZ, with P an
orthogonal matrix, Z(t) = PW (t) is a global solution of (2.2) such that Z(0) = Z0.
This completes the proof. 2
We have shown that for every i, ωi is well defined for all t, provided that the
initial condition Z0 is in the unit ball, i.e. ‖Z0‖ ≤ 1. We now determine whether
there are initial conditions outside the unit ball under which ωi is defined for t ≥






e2λjt − 1) > 0, for t ≥ 0.
Without loss of generality, we assume λ1 ≤ λ2 ≤ ... ≤ λn.






























, in particular for t ≥ 0.
We are interested in maximal solutions defined for t ≥ 0 since for those we
investigate their asymptotic behavior in a forthcoming section.
Now we recall the definition positive semi-definite matrix.
Definition 2.4. Matrix M is positive, or positive semi-definite, if xTMx ≥ 0
for every x in Rn.
Corollary 2.5. If M is a positive semi-definite n × n matrix and Z0 a vector in
Rn, then there exists t0 < 0 such that system (2.2) has a unique maximal solution
defined for t > t0.
Proof: Since M is positive semi-definite, xTMx ≥ 0 for every x in Rn. Thus
xTλx = λ‖x‖2 ≥ 0, where λ is the eigenvalue associated with the eigenvector x.
Since x is not the zero vector, we must have that λ ≥ 0. Hence all the eigenvalues
of M are nonnegative. The result follows from the Remark 2.3. 2
Remark 2.6. There is a broad spectrum of important matrices known to be positive
semi-definite. It is of interest to mention two important classes of such matrices.
1. Let B = [bij]i,j be defined from a list of positive numbers p1, p2, · · · pn, as
follows:
bi,j = min{pi, pj}.
The matrix B is positive semi-definite. Matrices of this form are covariance
matrices arising in the Theory of Brownian motion, see [8].
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2. Given a > 0 and r ∈ [−1, 1], we define two positive semi-definite n × n










We refer the reader to references [50] and [51] for some history on the appli-
cations that led to the study of these type of matrices.
These matrices satisfy the hypotheses of Corollary 2.5.
2.2 Stability Analysis
We now study the asymptotic behavior of solutions of system (2.2). More precisely,
we give a characterization of their ω−limit sets. First we recall the definition of
ω− limit set of {Z(t)}t∈R, (for additional information see Arrowsmith [5]).
Definition 2.7. A vector u ∈ Rn is in the ω-limit set of Z(t) if there exists a
sequence of times (tn) converging to +∞ such that ‖u − Z(tn)‖ converges to zero.
We denote by Z∞ the ω−limit set of Z(t).
Oja followed a qualitative analysis of system (2.2) to conclude in [41, 42] that if
Z(t) is not a constant solution but converges as t → ∞, then its limit is a norm
one eigenvector of M corresponding to the largest eigenvalue. We now use the
form for the solutions encountered in the previous section (Theorem 2.1) to give
an explicit description of the system’s long term dynamical behavior.
Proposition 2.8. Let M be a symmetric n× n matrix and Z0 a non-trivial vector
in Rn such that ‖Z0‖ ≤ 1. If Z(t) is a solution to system (2.2), then Z∞ consists of
a single vector in the unit n−ball.
17
Proof: We follow the notation used in the proof of Theorem 2.1 and assume
that λ1 ≤ · · · ≤ λk < λk+1 = · · · = λn, where λ1, · · · , λn are the eigenvalues of M .











For ‖Z0‖ < 1 : If i ≤ k, or if λn < 0, then lim
t→∞
ωi(t) = 0.

















For ‖Z0‖ = 1 : If i ≤ k, then lim
t→∞
ωi(t) = 0.








Since the ith coordinate of W∞ is equal to lim
t→∞
ωi(t), W∞ is a single vector, and
since P is orthogonal, Z∞ = PW∞ is a single vector in the unit n-ball. 2
Remark 2.9. The stationary solutions of system (2.2) are either vectors in the
kernel of M or norm 1 eigenvectors of M , see Botelho and Jamison [9]. The pre-
vious corollary then implies that the ω−limit set of Z(t) consists of a single sta-
tionary solution, which is either an eigenvector of M associated with the largest
eigenvalue, or a vector in the kernel of M .
18
3 Learning Systems on an Infinite Dimensional Space (`2)
In this section we investigate a theoretical question, which is a natural extension
of the system considered in the previous sections. We investigate the convergence
properties of the Oja-Karhunen model acting on an infinite dimensional space, `2,
the Hilbert space of all square summable sequences equipped with the standard
inner product. We assume that the input set of values, now a sequence in `2, de-
termines a compact and self-adjoint operator M on `2.
The Spectral Theorem for compact operators reveals a finite dimensional eigen-
space associated with each nontrivial eigenvalue, and hence this new setting allows
a representation of unsupervised learning through finite dimensional templates.
The techniques employed previously extend to this more general setting. We start
by recalling the definition of a compact operator.
Definition 3.1. (Ringrose [47, p. 9]) Suppose X is a Banach space and T is a
bounded linear operator on X. The operator T is said to be a compact operator, if
given any bounded sequence (xn) (i.e., sup{‖xn‖ : n = 1, 2, ...} < ∞), in X, there
exists a subsequence (xn(q)) in X such that the sequence T (xn(q)) converges in X.
Theorem 3.2. Spectral Theorem for compact and self-adjoint operators (Zimmer
[52, p. 57] or Ringrose [47, p. 55]): Suppose H is a separable Hilbert space and
T ∈ B(H) (i.e., B(H) is the continuous linear maps from H to H) is compact and
self-adjoint. Then H has an orthonormal basis consisting of eigenvectors for T,




λi ui ⊗ ui(v), ∀ v ∈ H,
λi is a real eigenvalue of T and ui ⊗ ui(v) = 〈v, ui〉ui.
19
The compactness of M (Ringrose [47, Theorem 1.8.7, p. 58]) also implies that
the eigenspace, {v : (M − λI) v = 0}, associated with each eigenvalue λ is finite




For completeness we give a proof [52, Zimmer, p. 52] of the above statement. We
suppose lim
i→∞
λi 6= 0. Then there exists ε > 0, so that S = {i : |λi| > ε} is infinite.
Then for i, j ∈ S, consider the sequence {Mui}i∈S, with ui a unit eigenvector with
eigenvalue λi, then
‖Mui −Muj‖2 = 〈Mui −Muj,Mui −Muj〉
= ‖Mui‖2 + ‖Muj‖2 − 2〈Mui,Muj〉
= ‖λiui‖2 + ‖λjuj‖2 − 0
= |λi|2 + |λj|2
> 2ε2.
Therefore {Mui}i∈S obviously has no convergent subsequence. Consequently M is
not compact, which is a contradiction. Thus lim
i→∞
λi = 0 as claimed.
We now use the spectral representation of compact operators to establish the
following existence theorem.
Theorem 3.3. If M is a self-adjoint compact operator on `2, and Z0, a sequence




Ż = M Z − Z ZT M Z
Z(0) = Z0,
(3.1)
has a unique global solution.
20
Proof: The Spectral Theorem for Compact and Self-adjoint Operators asserts
the existence of an orthonormal countable basis of eigenvectors {ui} of M, with




λi ui ⊗ ui,
where ui⊗uj denotes the rank one operator on `2 defined by ui⊗uj(v) = 〈v, uj〉ui,





Since {ui}i is an orthonormal basis, we have that Z(t) =
∑
i
zi(t)ui and Z0 =
∑
i






Incorporating this into system (3.1), we obtain the following system which the













We follow a strategy similar to the one presented in the proof of Theorem 2.1. If














We now show that, for every t, Z(t) is differentiable, and that both Z(t) and Ż(t)
are in `2.
Fix t, and let
λm = min{λj}j,
λM = max{λj}j.













































≤ K(z0i )2, with K =
e2(λM−λm)t
‖Z0‖2 .
Since Z0 ∈ `2 and the series
∑
j
|z0i |2 is convergent we conclude that Z(t) ∈ `2, for























































































































































































































converges since Z0 ∈ `2. Thus Ż(t) ∈ `2, and is well-defined. It is straightforward
to check that Z(t) satisfies system (3.1). This concludes the proof. 2
Next, we give the definitions of weak, strong, and uniform ω-limit set of a solution
Z(t).
Definition 3.4. (Arrowsmith [5]). An operator L ∈ B(H) is in the
(a) weak ω-limit set of Z(t), L ∈ ω∗(Z(t)), if there exists a sequence of times
(tn) converging to +∞ such that 〈(L− Z)(tn)(u), v〉 converges to zero, for
every u and v ∈ H.
(b) strong ω-limit set of Z(t), L ∈ ωs(Z(t)), if there exists a sequence of times
(tn) converging to +∞ such that ‖(L− Z)(tn)(v)‖ converges to zero, for
every v ∈ H.
(c) uniform ω-limit set of Z(t), L ∈ ωu(Z(t)), if there exists a sequence of
times
(tn) converging to +∞ such that ‖(L− Z)(tn)‖ converges to zero.




∞ the weak, strong, and the uniform limit sets,
respectively.
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Corollary 3.5. Let M be a self-adjoint compact operator on `2 and ‖Z0‖ ≤ 1. If
Z(t) is the solution of 


Ż = M Z − Z ZT M Z
Z(0) = Z0,
then Zs∞ consists of a single vector in `2.
Proof: Since M is a compact operator, the sequence {λi}i of eigenvalues of
M converges to zero. We denote by λs the supremum of {λi}i, and set Λs = {k :
λk = λs}, possibly an empty set. Proposition 2.8 implies that if Zs∞ is nonempty, it








0 if i /∈ Λs,
















if i ∈ Λs and λs = 0,
since both Z(tn, Z0) → Z∞ and ‖Z(tn, Z0)‖ → ‖Z∞‖. 2
Remark 3.6. It remains open to establish whether the strong limit set determined
in the Corollary 3.5 is in fact the uniform limit set. It follows from the corollary
above that the weak limit set is equal to the strong limit set.
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4 Synaptic Formations in a Learning Process
In this chapter we consider a generalization of Oja-Karhunen model proposed by
Cox and Adams in [18]. This new model incorporates a probabilistic component
allowing the creation of temporary connections during a learning process. This




ŻE = EM ZE − ZE ZTE M ZE
Z(0) = Z0,
(4.1)
with ZE a vector of connecting weights in Rn, and M a symmetric n × n input
correlation matrix. Since E represents a small perturbation of the identity, we
deem E to be positive definite. Hence it is invertible. Here we address a more
general situation than the one considered in Botelho and Jamison [9, 11].
4.1 Existence Theorem for the Cox-Adams Model
In this section we use a convenient change of coordinates to reduce the system to
an Oja-Karhunen system. The positivity assumption on E allows us to transfer
the probabilistic component to the input correlation matrix and then previous
methods apply to solve the system explicitly.
Definition 4.1. (Kolman, [38]) An n × n symmetric matrix C with the property
that XT C X > 0, for every nonzero vector X in Rn is called positive definite.
We state our first result on the existence of global solutions.
Theorem 4.2. Let M and E be symmetric n× n matrices, E positive definite,





ŻE = EM ZE − ZE ZTE M ZE
Z(0) = Z0, ‖Z0‖ ≤ r
(4.2)
has a unique global solution.
Proof: Since E is positive definite, we denote by E1/2 the positive square root





1/2E1/2M E1/2E−1/2ZE − ZE ZTE E−1/2E1/2M E1/2E−1/2ZE
Z(0) = Z0.


























We set W = E−1/2 ZE, and M1 = E1/2ME1/2. We observe that M1 is a also




Ẇ = M1 W − W W T M1W,
W (0) = E−1/2Z0.
If r = 1‖E−1/2‖ and ‖Z0‖ ≤ r, we have that ‖W (0)‖ ≤ 1, and the statement now
follows from Theorem 2.1, with Z(t) = E1/2W. 2
We now state a Proposition established by Hladnik and Olmadič:
Proposition 4.3. (Hladnik-Olmadič [32]) Let A and B be operators on a Hilbert
space H, let B be positive and denote by P the positive square root of the operator
B. Then, the spectrum σ(AB) = σ(BA) = σ(PAP ).
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We denote by σ(EM) the set of all eigenvalues of the matrix EM . Since E1/2 is
the positive square root of E, by Proposition 4.3,
σ(EM) = σ(ME) = σ(E1/2ME1/2) = σ(M1).
Moreover, if E and M are both positive definite symmetric matrices, then Hu-yun
[34, p. 147] establishes upper and lower bounds for the eigenvalues of EM in terms















, 1 ≤ j ≤ n, (4.3)
where ν1, · · · , νn; λ1, · · · , λn; and µ1, · · · , µn are the eigenvalues of E,M , and
M1 = ME = EM , respectively. These considerations imply the following corollary.
Corollary 4.4. Let M and E be positive definite, symmetric n× n matrices. Then
for every Z0, a nonzero vector in R




ŻE = EM ZE − ZE ZTE M ZE
Z(0) = Z0
has a unique maximal solution Z(t), defined for t > t0, and the ω−limit set of
ZsE(t) consists of a single vector.
As observed in Remark 2.9, the nontrivial omega limit sets are the unit eigen-
vectors of EM or vectors in the kernel of EM . The long term evolution of solutions
may retrieve unit eigenvectors associated with the largest eigenvalue of EM.
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4.2 A Particular Case
In this section we consider error matrices that are not necessarily invertible; how-
ever, we impose a more restrictive assumption on the initial stimulus. Specifically,
we assume the error matrix E and the input correlation matrix M are commuting
symmetric matrices. This implies that that E and M are simultaneously diagonal-
izable via an orthogonal matrix P , see Bellman [7]. Examples of error matrices
satisfying the conditions just described are polynomial matrices on M , or matrices




ŻE = EM ZE − ZE ZTE M ZE
ZE(0) = Z0,
(4.4)
with ZE a column of connecting weights, M a symmetric input correlation matrix,
and E a symmetric matrix that commutes with M. We set M1 = EM = ME and
P an orthogonal matrix such P TMP = D and P TM1P = D1, with D and D1
diagonal matrices. If WE = P
TZE and W0 = P




ẆE = D1WE − WE W TE DWE
WE(0) = W0.
If there is no error then D = D1, and the results are as before. We assume that
the eigenvalues of D1 are µ1 ≤ µ2 ≤ · · · ≤ µn, and the eigenvalues of D are λ1 ≤
λ2 ≤ · · · ≤ λn. We represent by ωEi and ωEi (0), the ith component of WE and W0,
respectively. If ωEi (0) = 0, then ω
E
i ≡ 0. Without loss of generality, we assume
ωEi (0) 6= 0 for i = 1, 2, ..., n. For simplicity of notation we set αi = ωEi (0). For t in
a small neighborhood of zero, ωEi (t) 6= 0. Utilizing techniques as in Section 2.1, we
29
have that
















which holds for i = 1, ... n. Thus
ω̇Ei
ωEi









e(µi−µ1)tωE1 , i = 1, 2, ..., n. (4.6)
The following appropriate computations establish equation (4.6):
ln|ωEi | − µi t = ln|ωE1 | − µ1 t+K.
eln|ω
E
i |e−µi t = eln|ω
E
1 |e−µ1 teK .
|ωEi |e−µi t = |ωE1 | e−µ1 teK = eK |ωE1 | e−µ1 t.
















(µi−µ1) t, i = 1, 2, ..., n.
ωEi = C1 ω
E
1 e
(µi−µ1) t, i = 1, 2, ..., n, where C1 is a constant.
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Solving for C1, we set t = 0, ω
E
i (0) = C1ω
E
1 (0)e









which verifies equation (4.6).



































We order the eigenvalues by µ1 ≤ · · · < µk = 0 = · · · = µk+p < µk+p+1 ≤ · · · ≤ µn.
Setting
v = (ωE1 )
−2,
then























e2µ1t v̇ + 2µ1e









Set Λ to be a subset of {1, · · · , n} consisting of those values j for which µj = 0.
Then
e2µ1t v̇ + 2µ1e

































































































































































2µj t − 1)
.
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The next theorem establishes the existence of maximal solutions:
Theorem 4.5. Let Z0 be a vector in Rn such that ‖Z0‖ ≤ 1. If both E and M are




ŻE = EM ZE − ZE ZTE M ZE
ZE(0) = Z0
has a unique maximal solution ZE(t), defined for t > t0.
Proof: The left inequality in (4.3) asserts that EM is also positive definite,
















2µj t − 1)
.
Therefore ωEi is well defined for t > t0, for some t0 ∈ R. 2
4.3 Stability of Solutions of Cox-Adams Model
First we find that the ω−limit set for the Cox-Adams model is also a singleton.
Then we investigate the impact of the error factor in the learning process. Now for















, for µi = µn























































Recall that M and M1 are positive definite, 0 < λ1 ≤ λ2 · · · ≤ λn, and 0 < µ1 ≤






























2(µj−µi) t = ∞. Thus
lim
t→∞
ωEi = 0. This verifies our claim. We also notice that the single vector in the

























In order to detect the directional impact of the error matrix on the asymptotic
behavior of solutions we study the variation of θE, the angle between the vectors
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W and WE. We start by observing that the angle between W and WE is equal to






































































































We order the eigenvalues λ1 ≤ λ2 ≤ · · · < λi0 = · · · = λn, µ1 ≤ µ2 ≤ · · · < µi0 =
· · · = µn, of M and M1, respectively, with i0 = min{i : λi = λn}, and j0 = min{j :
















































































At this point we conclude that whenever the eigenvalues of M and EM are pos-
itive, and if the multiplicities of the largest principal eigenvalues of M and EM
are equal, then the error factor E has no directional impact in the asymptotic
behavior of the solution.
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5 Learning Systems on Spaces of Bounded Linear Operators




Ż = M Z − Z Z∗ M Z
Z(0) = Z0,
(5.1)
in which the time dependent variables are bounded linear operators on B(H), the
Banach space of bounded liner operators on a separable complex Hilbert space H.
The operator Z∗ is the adjoint of Z and M is a normal operator (i.e. M∗M =
MM∗) on H. Some of the results in this chapter may be found in [13]. We apply
the polar decomposition of operators to solve explicitly system (5.1), provided Z0
is invertible and commutes with M. This method allows a decomposition of (5.1)
into a “scalar” system and a “polar” system. The “scalar” system is an Euler type
equation, for which well-known techniques can be extended to this new setting in
order to derive an explicit form for solutions. The “polar” system is a first order
non autonomous linear differential equation, that can also be solved explicitly.
These two components of the solution are combined to define a representation for
the solution of (5.1). This representation allows us to study the long-term and the
stability behavior of the flow under some mild initial conditions. The main result
established in this chapter is given by the following theorem:
Theorem 5.34, (see p. 76): If Z0 is invertible and commutes with the normal
operator M, then there exists ε > 0 and a unique differentiable mapping
Z : (−ε, ε) → B(H) such that
Ż = M Z − Z Z∗M Z and Z(0) = Z0
if and only if for Z(t) =
√




I + (V −10 − I)e−(M+M







This form for the solutions allows us to analyze the asymptotic behavior of the
system following techniques developed in section 5.3. As a consequence we state
the following Corollary:
Corollary 5.38, (p. 82): If Z0 is an invertible operator in B(H), M is a self-
adjoint operator that commutes with Z0, ‖(Z0 Z∗0)−1 − I‖ < 1, and the spectrum of
M is strictly positive, then lim
t→∞
Z(t) = P0, the “polar” factor of the decomposition
of the initial condition.
5.1 Local Existence and Uniqueness of Solutions
The main theorem of this section establishes the local existence and uniqueness of
solutions of system (5.1). We first set some notation and state results to be used
in our proof. Given ρ > 0, we set Bρ(Z0) = {Z ∈ B(H) : ‖Z − Z0‖ ≤ ρ}, and
denote by C ([−ε, ε], Bρ(Z0)) the space of all continuous functions defined on the
interval [−ε, ε] with values in Bρ(Z0). The space, C ([−ε, ε],B(H)) , equipped with
the norm ‖Z ‖∞ = sup{‖Z(t)‖ : t ∈ [−ε, ε ]}, is a Banach space, with
‖Z − Z0‖ = ‖Z − Z0‖∞ = sup{‖Z(t)− Z0(t)‖ : |t| ≤ ε};
where ‖Z(t)− Z0(t)‖ = sup {||(Z(t)− Z0(t))(v)||H : v ∈ H, ||v|| = 1} .
We use a version of the classical fixed point theorem due to Tychonov to prove the
existence of a positive number ε and a unique differentiable path
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Z : (−ε, ε) → B(H) so that ˙Z(t) = MZ(t)−Z(t)Z(t)∗MZ(t), with Z(0) = Z0, [12].
We start by recalling a variation of Tychonov’s Fixed Point Theorem as stated in
Hartman.
Theorem 5.1. (Hartman [29, Theorem 0.1, p. 404]) Let D be a Banach space of
elements x, y, ... with norms |x|, |y|, ...., let T0 be a map from the ball |x| ≤ ρ in D
into D satisfying |T0[x] − T0[y]| ≤ θ|x − y| for some θ, 0 < θ < 1. Let m = |T0[0]|
and m ≤ ρ(1− θ). Then there exists a unique fixed point x0 of T0, i.e., T0[x0] = x0.
We also need the following well known results from Operator Theory.
Lemma 5.2. (Furuta [24, Theorem 1(i), p. 35], or Zimmer [52, Lemma 1.2.21,
p. 28]) Let T be a bounded linear operator on a Hilbert space H. Then T ∗ is a
bounded linear operator on H, and ‖T ∗‖ = ‖T‖.
Lemma 5.3. (Furuta [24, Corollary 2(i), p. 36], or Zimmer [52, p. 75]) Let Z be
a bounded linear operator on H. Then ‖Z∗Z‖ = ‖ZZ∗‖ = ‖Z‖2.
Theorem 5.4. If M and Z0 are bounded operators on a complex Hilbert space H,
then there exist positive numbers ε and ρ, and a unique differentiable map Z : (−ε,
ε) → Bρ(Z0) such that Ż(t) = MZ(t)− Z(t)Z∗(t)MZ(t), and Z(0) = Z0.
Proof of Theorem: The map T : Bρ(Z0) → B(H), given by
T (Z) = MZ − ZZ∗MZ
satisfies a Lipschitz condition, since for Z1, Z2 ∈ Bρ(Z0),
‖TZ1−TZ2‖ = ‖MZ1 − Z1Z∗1MZ1 − (MZ2 − Z2Z∗2MZ2)‖
≤ ‖MZ1 −MZ2‖+ ‖Z1Z∗1MZ1 − Z2Z∗2MZ2‖
≤ ‖M‖ ‖Z1 − Z2‖+ ‖Z1Z∗1MZ1 − Z2Z∗2MZ2‖
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≤ ‖M‖ ‖Z1 − Z2‖+ ‖Z1Z∗1MZ1
︷ ︸︸ ︷
−Z1Z∗1MZ2 + Z1Z∗1MZ2 −Z2Z∗2MZ2‖
≤ ‖M‖ ‖Z1 − Z2‖+ ‖Z1Z∗1MZ1 − Z1Z∗1MZ2‖+ ‖Z1Z∗1MZ2 − Z2Z∗2MZ2‖
≤ ‖M‖ ‖Z1 − Z2‖+ ‖Z1Z∗1M‖ ‖Z1 − Z2‖+ ‖Z1Z∗1 − Z2Z∗2‖ ‖MZ2‖
≤ ‖M‖ ‖Z1 − Z2‖+ ‖Z1‖ ‖Z∗1‖ ‖M‖ ‖Z1 − Z2‖+ ‖Z1Z∗1 − Z2Z∗2‖ ‖M‖ ‖Z2‖
≤ ‖M‖ ( ‖Z1 − Z2‖+ ‖Z1‖ ‖Z1‖ ‖Z1 − Z2‖+ ‖Z1Z∗1 − Z2Z∗2‖ ‖Z2‖)
≤ ‖M‖
(
‖Z1 − Z2‖+ ‖Z1‖2‖Z1 − Z2‖+ ‖Z1Z∗1
︷ ︸︸ ︷









) ‖Z1 − Z2‖+ (‖Z1 − Z2‖‖Z∗1‖+ ‖Z2‖ ‖Z∗1 − Z∗2‖) ‖Z2‖
]
≤ ‖M‖ [1 + ‖Z1‖2 + ‖Z1‖ ‖Z2‖+ ‖Z2‖2
] ‖Z1 − Z2‖
≤ ‖M‖ [1 + 3(‖Z0‖+ ρ)2
] ‖Z1 − Z2‖.
Set ρ = 2‖Z0‖ (this constant is conveniently chosen for forthcoming estimates)
then
‖TZ1 − TZ2‖ ≤ ‖M‖
[
1 + 3(‖Z0‖+ 2‖Z0‖)2
] ‖Z1 − Z2‖
≤ ‖M‖ [1 + 3(3‖Z0‖)2
] ‖Z1 − Z2‖
≤ ‖M‖ (1 + 27‖Z0‖2
) ‖Z1 − Z2‖. (5.2)
Hence T satisfies the Lipschitz condition.
We now choose ε > 0 so that
θ = ‖M‖ (1 + 27‖Z0‖2) ε < 1
2
. (5.3)
We define Z̃0 : [−ε, ε] → B(H) as the constant operator function Z̃0(t) = Z0.
Clearly Z̃0 ∈ C([−ε, ε], Bρ(Z0)).
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Now we define a function F on C([−ε, ε], Bρ(Z0)) ∈ C([−ε, ε],B(H)), by
F (Z)(t) = Z̃0 +
t∫
0




F : C([−ε, ε], Bρ(Z0)) −→ C([−ε, ε], Bρ(Z0))
Z : [ε, ε] Ã Bρ(Z0) Ã F (Z) : [−ε, ε] → Bρ(Z0)




Z is an operator-valued function from [−ε, ε] into the “ball” Bρ(Z0) inside the
space of bounded operators B(H).
We show F is well defined, that is, we show that ‖F (Z)(t)−Z0‖∞ ≤ ρ, and thus,
F (Z)(t) ∈ Bρ(Z0).














≤ ε ‖MZ − ZZ∗MZ‖∞
≤ ε ‖I − ZZ∗‖∞‖M‖ ‖Z‖∞
≤ ε‖M‖ (1 + ‖ZZ∗‖∞) ‖Z‖∞
= ε ‖M‖ (1 + ‖Z‖2∞
) ‖Z‖∞.
Since Z ∈ Bρ(Z0), then ‖Z‖ − ‖Z0‖ ≤ ‖Z − Z0‖ ≤ ρ = 2‖Z0‖,
and hence, ‖Z‖ ≤ 3‖Z0‖; so





= 3ε‖M‖ (1 + 9‖Z0‖2
) ‖Z0‖







‖Z0‖ ≤ 2‖Z0‖ = ρ.
Therefore we have shown that F(Z)(t) ∈ Bρ(Z0), and thus F is well-defined.
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F is also a contraction, since























[T (Z1(ξ))− T (Z2(ξ))] dξ
∥∥∥∥
∞
: |t| ≤ ε
}
≤ ε‖T (Z1)− T (Z2)‖∞
≤ ε‖M‖ (1 + 27‖Z0‖2
) ‖Z1 − Z2‖ , by equation (5.2);
= θ‖Z1 − Z2‖ < 1
2
‖Z1 − Z2‖, by equation (5.3).
Since this inequality holds for every Z1, Z2 ∈ Bρ(Z0), Theorem 5.1, on page 39,
asserts that F has a unique fixed point, i.e. there exists Z ∈ C ([−ε, ε], Bρ(Z0))
such that
F (Z)(t) = Z(t) = Z0 +
∫ t
0




Therefore, taking the derivative, Ż(t) = MZ(t)− Z(t)Z(t)∗MZ(t) and Z(0) = Z0.




= T (Z(t)) = MZ(t)− Z(t)Z(t)∗MZ(t)
uniformly:
Since we concluded above that T satisfies the Lipschitz condition, then
‖TZ1 − TZ2‖ ≤ K‖Z1 − Z2‖, for some K > 0.
The map
Z : [−ε, ε] → Bρ(Z0) (t Ã Z(t) ∈ Bρ(Z0) ⊆ B(H))
is continuous and Z(t) is a continuous bounded operator. Thus given ε1 > 0, there
exists a δ > 0, so that if |h| < δ, then K‖Z(t + h) − Z(t)‖ < ε1. Without loss of











































































We observe that each such solution is a differentiable path of bounded operators.
5.2 The Polar Representation of Operators
Every complex number can be written as the product of a nonnegative number
and a complex number of modulus one, i.e., z = reiθ. A polar form for an operator
on Cn is represented as a product of a positive operator and a unitary operator.
For operators on an infinite-dimensional Hilbert space, a similar result is valid and
the representation obtained is, under suitable hypotheses, unique.
We use the polar decomposition [47, Ringrose, p. 48] of operators to separate
our system into two unique systems: the “scalar” system and the “polar” system
associated with (5.1). Before proving this result we need to introduce the notion
43
of a partial isometry and the polar decomposition of an operator. We now collect
some definitions and results to be used in the forthcoming proofs.
Definition 5.5. (Furuta [24, p. 52]) An operator U on a Hilbert space H is a
partial isometry if there exists a closed subspace D of H such that
‖Ux‖ = ‖x‖ for any x ∈ D,
and Ux = 0 for any x ∈ D⊥={x ∈ H : 〈x, y〉 = 0 ∀ y ∈ D }.
Remark 5.6. It is shown in Furuta [24, Theorem 3, p. 55] that an operator U is
a partial isometry if and only if UU∗U = U.
Definition 5.7. (Furuta [24] p 38) T is a positive operator, denoted by T ≥ 0, if
the inner product (Tx, x) ≥ 0 for all x ∈ H.
Lemma 5.8. (Furuta [24, pp. 57-58]) Let T be a bounded operator on a Hilbert
space H, equipped with an inner product denoted by 〈 , 〉, then
1. There exists a unique positive bounded operator S so that S2 = T ∗ T . The
operator S is self-adjoint and is denoted by |T | (or √T ∗ T ).
2. T = P |T |, with P a partial isometry.
Theorem 5.9. Square root of a positive operator. (Furuta [24, p. 46],
or Retherford [46, p. 72]). For any positive operator A, there exists the unique
positive operator S such that S2 = A (denoted by S = A
1
2 ).
By definition of adjoint operator, 〈x, Z0y〉 = 〈Z∗0x, y〉 holds ∀ x, y ∈ H.
Lemma 5.10. (Christensen [16, p. 40]) Every bounded and positive operator U :
H → H has a unique bounded and positive square root W. The operator W has the
following properties:
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(i) If U is self-adjoint, then W is self-adjoint.
(ii) If U is invertible, then W is also invertible.
(iii) W can be expressed as a limit (in the strong operator topology) of a se-
quence of polynomials in U, and commutes with U.
The decomposition of T stated in Lemma 5.8.2 is unique and is called the polar
decomposition of the operator T, whenever the kernel of P = the kernel of |T |.


















































= ŻZ∗ + ZŻ∗.
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V̇ = MV + VM∗ − VMV − VM∗V




In fact, if Z(t), t ∈ (−ε, ε), is a solution of the initial valued problem (5.1), then
Ż = MZ − ZZ∗MZ. (5.6)
Multiplying (5.6) on the right by Z∗, yields
ŻZ∗ = MZZ∗ − ZZ∗MZZ∗ = MV − VMV. (5.7)
Taking the adjoint of (5.6),
Ż∗ = Z∗M∗ − Z∗M∗ZZ∗. (5.8)
Multiplying (5.8) on the left by Z produces
ZŻ∗ = ZZ∗M∗ − ZZ∗M∗ZZ∗ = VM∗ − VM∗V. (5.9)
Adding (5.7)and (5.9) together, we have








ZZ∗ = MV + VM∗ − V (M +M∗)V. (5.10)
In the next section we consider for ε > 0, the map V : (−ε, ε) → B(H), defined by
t Ã Z(t)Z(t)∗.
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5.2.1 The “Scalar” System
In this section we first establish the local existence of a unique differentiable map
V (t), which satisfies system (5.5). By standard local existence and uniqueness of
solutions theorems, this solution must locally be given by
V (t) = Z(t)Z(t)∗.
Next we use Fuglede-Putnam Theorem 5.14, and employ Picard’s iterative method
to establish commutativity properties of {V (t)}t∈(ε, ε). We then establish the local
existence of the operator V −1 and derive several properties which allow us to con-
struct the “scalar” system in the polar decomposition of the solution to system
(5.1).
The following theorem is a consequence of Theorem 5.1.
Theorem 5.11. If M and Z0 are bounded operators on a complex Hilbert space H,
then there exist a positive number ε and a unique differentiable map V : (−ε, ε) →




Proof: Since the proof follows similar arguments to those given for the Local
Existence Theorem 5.4, it is omitted. It establishes that T : Bρ(V0) → B(H), given
by V → MV + VM∗ − VMV − VM∗V, satisfies a Lipschitz condition. 2
The local solution described in Theorem 5.11 is a differentiable path of bounded
operators. By Tychonov Fixed Point Theorem V(t) is unique; consequently we
must have that V (t) ≡ Z(t)Z(t)∗.
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Definition 5.12. (Furuta [24, p. 52]) An operator U on a Hilbert space H is said
to be an isometry operator if
‖Ux‖ = ‖x‖ for any x ∈ H,
〈Ux, Uy〉 = 〈x, y〉 for any x, y ∈ H.
An operator U on a Hilbert space H is said to be a unitary operator if if U is
an isometry operator from H onto H.
Theorem 5.13. (Furuta [24])
(i) An operator U on a Hilbert space H is an isometry operator if and only if
U∗U = I.
(ii) An operator U on a Hilbert space H is a unitary operator if and only if
U∗U = UU∗ = I.
Fuglede-Putnam Theorem stated next will be used to establish commutativity
properties of the family {V (t)}t∈(−ε,ε).
Theorem 5.14. (Furuta [24, Theorem F-P (Fuglede-Putnam), p. 67]) Let A and
B be normal operators (i.e. A∗A = AA∗). If AX = XB holds for some operator X,
then A∗X = XB∗.
Recall that for t ∈ (−ε, ε), V (t) = Z(t)Z(t)∗ satisfies system (5.5) on page 46.
Under certain commutativity assumptions, we derive an explicit form for the local
solution of system (5.5). If, in addition to the normality of M, we assume M and
Z0 commute, and Z0 is invertible, we use Picard’s Iterative method to show that
V(t) is a family of commuting and invertible operators that also commute with M.
This allows us to give a different form to (5.5) and reduce the system to an Euler
type equation.
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Proposition 5.15. Let M and Z0 be bounded operators on a complex Hilbert space
H, For k = 1, ..., let
T (t, V1) = M V0 + V0M
∗ − V0MV0 − V0M∗V0,
T (t, Vk) = MVk−1(t, V0) + Vk−1(t, V0)M∗
− Vk−1(t, V0)MVk−1(t, V0)− Vk−1(t, V0)M∗Vk−1(t, V0),
Then there exists ε > 0 such that the sequence
V0(t, V0) ≡ V0,










converges uniformly to V (t) = Z(t)Z∗(t) for t ∈ (−ε, ε).
Proof: We choose ε such that 2‖M‖ (1 + 4‖V0‖) ε < 14 . We recall that V ∈
Bρ(V0) satisfies system (5.5), and also satisfies the inequality
‖V − V0‖ ≤ ρ, for |t| ≤ ε.
T (t, V ) = MV (t) + V (t)M∗ − V (t)MV (t) − V (t)M∗V (t) is a continuous operator-
valued function of t and V, with values in B(H). It is easy to see that there exists
N such that ‖T (t, V )‖ ≤ N for |t| ≤ ε. We set δ = min{ε, ρ/N}. Also, T(t,V)
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satisfies the Lipschitz condition, i.e. for |t| ≤ δ, and any V1, V2 ∈ Bρ(V0),
‖T (t, V1)− T (t, V2)‖ < K‖V1 − V2‖, for some K > 0. (5.11)
By employing Picard’s Iterative Method, or The Method of Successive Approx-
imations (Ince [35, pp. 62-66], Hartman [29, pp. 8-10], or Rainville [45, pp. 266-
267]), we show that for all values of t ∈ (−δ, δ),
V (t) = V0 +
∫ t
0
T (ξ, V (ξ))dξ
may be defined as the uniform limit of the sequence of operators Vn(t, V0)}n :
For t in the interval (−δ, δ), we consider the sequence {Vn(t, V0)}n given by
V0(t, V0) ≡ V0, and
Vn(t, V0) = V0 +
∫ t
0
T (ξ, Vn−1)dξ. (5.12)
We follow an induction procedure to show that
‖Vn(t, V0)− V0‖ ≤ ρ, for |t| < δ.
Suppose that ‖Vn−1(t, V0)− V0‖ ≤ ρ.
Since ‖T (t, Vn−1)‖ ≤ N, we have










≤ N |t| ≤ Nδ ≤ ρ.
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We now prove that




Clearly, n = 1 holds:





















Now suppose that, for |t| ≤ δ, then





‖Vn(t, V0)− Vn−1(t, V0)‖ ≤
∫ |t|
0


























(Vj(t, V0)− Vj−1(t, V0))
is uniformly convergent when |t| ≤ δ.
We show that each term is continuous: Given ε > 0, we find δ > 0, so that if
|t1 − t2| < δ, then
‖Vj(t1, V0)− Vj−1(t1, V0)− [Vj(t2, V0)− Vj−1(t2, V0)] ‖ < ε.




























≤ |t1 − t2| ‖T‖+ |t1 − t2| ‖T‖
= 2|t1 − t2| ‖T‖ < ε, if |t1 − t2| < ε2‖T‖ .
Hence we see that each term is a continuous operator-valued function of t.
But
Vn(t, V0) = V0 +
n∑
j=1
(Vj(t, V0)− Vj−1(t, V0)).
Consequently the limit function
V (t) = lim
n→∞
Vn(t, V0) (5.14)
exists and is a continuous operator-valued function of t in the interval (−δ, δ). So
for each n = 1, 2,....., there exists an εn, satisfying the inequality










K‖V (ξ, V0)− Vn−1(ξ, V0))‖dξ by (5.11)
≤ K εn|t|
≤ K εn δ, (5.15)


















T (ξ, V (ξ))dξ.
It follows that V(t) is a solution of the integral equation
V (t) = V0 +
∫ t
0
T (ξ, V (ξ))dξ.







T (ξ, V (ξ))dξ = T (t, V (t)).
Thus the limit-function V(t) satisfies the differential equation; and V (0) = V0. 2
Proposition 5.16. If M is a normal operator (i.e. M∗M = MM∗) that commutes
with Z0, then for t ∈ (−ε, ε), V (t) commutes with both M and M∗.
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Proof: We use induction to establish the commutativity of both M and M∗
with Vn(t, V0), for each n. Then the result follows from Proposition 5.15. Fuglede-
Putnam Theorem 5.14 asserts that if a normal operator M commutes with an op-
erator Z0, then M
∗ also commutes with Z0. This implies that Z0 and Z∗0 commute
with both M and M∗. Therefore V0 = Z0Z∗0 also commutes with both M and M
∗.
Since T (ξ, V0) = MV0 + V0M















∗ − V0MV0 − V0M∗V0) dξ
)
M.











V1(t, V0)M = MV1(t, V0).
Similarly, V1(t, V0) also commutes with M
∗.
We now assume Vn−1 commutes with both M and M∗. Then each term of
T (ξ, Vn−1) =
MVn−1(ξ, V0)+Vn−1(ξ, V0)M∗−Vn−1(ξ, V0)MVn−1(ξ, V0)−Vn−1(ξ, V0)M∗Vn−1(ξ, V0)
















Hence Vn(t, V0)M = MVn(t, V0) for every n.
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Similarly, Vn(t, V0) commutes with M
∗ for every n. Therefore by (5.14),
V (t)M = lim
n→∞
Vn(t, V0)M = lim
n→∞
MVn(t, V0) = MV (t).
and
V (t)M∗ = lim
n→∞
Vn(t, V0)M = lim
n→∞
MVn(t, V0) = M
∗V (t).
2
Now we show that {V (t)}t∈(−ε,ε), is a family of commuting operators.
Proposition 5.17. If M is a normal operator that commutes with Z0, then
{V (t)}t∈(−ε,ε) is a family of commuting operators for t ∈ (−ε, ε).
Proof: If W is an operator that commutes with M, then since M is normal, it
follows from Fuglede-Putman Theorem 5.14, that W commutes with both M and
M∗. Thus MW + WM∗ − WMW − WM∗W also commutes with both M and
M∗. Since Vn(t, V0) is a polynomial in t with commuting operators as coefficients,
it follows from an induction argument that
Vn(t1, V0)Vn(t2, V0) = Vn(t2, V0)Vn(t1, V0)
for t1 and t2 in the interval (−ε, ε). Therefore V (t1) and V (t2) commute. 2
Lemma 5.18. If Z0 ∈ B(H) is invertible, then Z∗0 and Z0Z∗0 are invertible.




∗ = (Z−10 Z0)
∗ = I∗ = (Z0Z−10 )
∗ = (Z−10 )
∗Z0.
This implies that Z∗0 is invertible and (Z
∗
0)
−1 = (Z−10 )
∗.
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Therefore, V0 = Z0Z
∗
0 is invertible. 2
We define an algebra, a Banach algebra B, and establish invertibility of an ele-
ment in B :
Definition 5.19. (Royden, [48, p. 210] ) A linear space A of functions in C(X ),
the set of all continuous real-valued functions on X, is called an algebra if the
product of any two elements in A is again in A.
Definition 5.20. (Douglas, [21, p. 31]) A Banach Algebra B is an algebra
over C with identity 1 which has a norm making it into a Banach space and satis-
fying ‖1‖ = 1 and the inequality ‖fg‖ ≤ ‖f‖ ‖g‖, for f and g in B.
Proposition 5.21. (Douglas [21, Proposition 2.5, p. 32]). If f is in the Banach
algebra B and ‖I − f‖ < 1, then f is invertible.
Proposition 5.22. (Douglas [21, Proposition 2.7, p. 32]). The set of invertible
operators is open in B(H).
Thus by Proposition 5.22 since V0 is an invertible operator, there exists an ε > 0
such that every V (t) in the open ball
o
Bε(V0) = {V ∈ B(H) : ‖V0 − V ‖ < ε} is
invertible.
For completeness we provide the following details. Since the map V : [ε, ε] →
Bρ(V0) ⊆ B(H), given by t → V (t) ∈ Bρ(V0) is continuous, and V(t) is a continuous
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bounded operator, given ε = 1‖V −10 ‖ there exists δ > 0 so that if |t| < δ, then
‖V (0)− V (t)‖ < 1‖V −10 ‖ . Then 1 > ‖V
−1
0 ‖ ‖V0 − V (t)‖ ≥ ‖I − V −10 V (t)‖.
Thus Proposition 5.21 implies that the operator V −10 V (t) is invertible, and thus
V (t) = V0(V
−1
0 V (t)) is invertible for |t| < δ.
Now we assume that V (t), for t ∈ (−ε, ε), is an invertible operator that com-
mutes with M.
Lemma 5.23. (Furuta [24, Corollary 2, p. 36]) Let T be an operator on H. Then
‖T ∗T‖ = ‖TT ∗‖ = ‖T‖2.
Since 〈ZZ∗x, x〉 = 〈Z∗x, Z∗x〉 = ‖Z∗x‖2 ≥ 0, the operator Z∗Z is positive, thus
we denote the unique positive square root of V = ZZ∗ by V
1
2 (Theorem 5.9, p.
44).
We now list additional properties of the local family of operators {V (t)}t∈(−ε,ε).
Lemma 5.24. If Z0 is invertible, M is normal, MZ0 = Z0M, and {V (t)}t∈(−ε,ε) is
a local solution of (5.5), then
1. Z∗0 and V0 = Z0Z
∗
0 are invertible, with (Z
∗
0)
−1 = (Z−10 )
∗.
2. (V −1)∗ = V −1.
3. V 1/2 =
√


















5. MV −1 = V −1M.
6. V −1M∗ = M∗V −1.
7. V̇ V −1 = V −1V̇ .
8. V̇ V −
1
2 = V −
1
































−1 = (Z−10 )
∗.
















−1 I Z∗0 = (Z
∗
0)








= I. And V0 is invertible.
2. Prove (V −1)∗ = V −1 : (V −1V )∗ = (V V −1)∗ = I.
Thus V ∗(V −1)∗ = (V −1)∗V ∗ = I.




Let x be an arbitrary element in H. Then there exists y ∈ H, such that
V x = y. Therefore, the inner product
〈V −1y, y〉 = 〈V −1(V x), V x〉 = 〈x, V x〉 = 〈V x, x〉 ≥ 0,
since V is a positive operator. Hence V −1 is a positive operator. Thus by
Theorem 5.9 (p. 44) there exists a unique positive operator A such that
A2 = V −1, and A =
√




V −1 = V −1.























In other words, the operator B also satisfies B2 = V −1. Since the operator A








V is invertible. For














































, by Lemma 5.10, p. 44.
5. Prove MV −1 = V −1M : Since V and M commute, and V is invertible, we
have
V −1(VM)V −1 = V −1(MV )V −1.
Hence MV −1 = V −1M.
6. The equation V −1M∗ = M∗V −1 follows from (2) and (5) above.
7. Prove V̇ V −1 = V −1V̇ : Now V̇ = MV + VM∗ − VMV − VM∗V. (see (5.10)).
Since V and V −1 commute with both M and M∗, then
V̇ = (M +M∗)V − (M +M∗)V 2 = (M +M∗)V − V (M +M∗)V.
Thus
V̇ V −2 = (M +M∗)V −1 − (M +M∗), and (5.16)
V −1V̇ V −1 = V −1(M +M∗)− (M +M∗) = (M +M∗)V −1 − (M +M∗).
Therefore

























V (t+ h)V −
1



































2 (t) + lim
h→0




































































































2 V̇ V −1 + V̇ V
− 12 (5.18)
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We use the next Theorem in the proof of the following Proposition.
Theorem 5.25. (Rudin, [49, Theorem 10.12, p. 235]) If A is a Banach algebra,
then G(A), the set of all invertible elements of A, is an open subset of A, and the
mapping x → x−1 is a homeomorphism of G(A) onto G(A).
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Proposition 5.26. Let Z0 be an invertible operator in B(H), M normal, and




V̇ = MV + VM∗ − VMV − VM∗V




V (t) = (I + Ce−(M+M
∗) t)−1,
with C = V −10 − I.
Proof: We select ε > 0 so that V (t) is invertible for every t ∈ (−ε, ε), and let
˙(V −1) denote the derivative of V −1 with respect to t. Then ˙(V −1) = −V −2V̇ :
˙(V −1) = lim
h→0




V −1(t+ h)V −1(t)
V (t)− V (t+ h)
h
= −V −2V̇ .
We claim the convergence is uniform for t ∈ (−ε, ε), We want to show that





Since V is invertible, 0 < ‖V −1‖ is bounded (see Douglas [21, p. 76]). And since
the map t → V (t) is continuous, and V (t) is a continuous bounded operator, the
map t → V −1(t) is continuous since it is a composition of continuous functions
(t → V (t) → V −1(t)), see Rudin [49, Theorem 10.12, p. 235]). Therefore there
exists δ1 > 0 so that if |h| < δ1, then ‖V (t+ h)− V (t)‖ < |h|‖V −1(t)‖ ; and there exists
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δ2 < 0 so that if |h| < δ2, then ‖V −1(t+h)−V −1(t)‖ < ε1. If |h| < δ = min{δ1, δ2},
then
∥∥∥∥
V −1(t+ h)− V −1(t)
h
+ V −2(t)




∥∥∥∥V −1(t+ h)V −1(t)
[


















∥∥[V −1(t+ h)− V −1(t)] (−V −1(t)) [V (t+ h)− V (t)]
∥∥
≤ 1|h|
∥∥V −1(t+ h)− V −1(t)
∥∥∥∥V −1(t)














(V −1) = −V −2V̇ .
Equation (5.16) implies that
˙(V −1) = (M +M∗)− (M +M∗)V −1.
Thus,










∗) t ˙(V −1) + e(M+M





∗)tV −1(t) = e(M+M
∗)t + C,
with C ∈ B(H).
Multiplying this equation by e−(M+M
∗) t, we obtain, V −1(t) = I + Ce−(M+M
∗) t.
Also, from this equation we have that
C = e(M+M
∗) tV −1(t)− e(M+M∗)t = e(M+M∗) t[V −1(t)− I].
Now since C is a constant operator which holds ∀ t ∈ (−ε, ε), C = e0[V −1(0) −




∗) t)−1 , with C = V −10 − I.
proving our claim. 2
It is a straightforward calculation to verify that V (t) = (I + Ce−(M+M
∗)t)−1
satisfies (5.5).









































Consider the middle term.
(I + Ce−(M+M






























I − I + (M +M∗)h− (M +M
∗)2h2
2!





(M +M∗)− (M +M
∗)2h
2!
+− · · ·
]
which tends to Ce−(M+M
∗)t(M +M∗) as h → 0.























∗) t)−1] = V 2(t)C(M +M∗)e−(M+M
∗)t. (5.19)
It is a forthright calculation to verify that the family {V (t)}t∈(m,M) is a maximal
solution of system (5.5), provided that M = sup{t : I + Ce−(M+M∗)t is invertible}
and m = inf{t : I + Ce−(M+M∗)t is invertible}.
5.2.2 The “Polar” System
In this section we derive the “polar” system associated with (5.1) and find the ex-














and P is a partial isometry. (Since V
1
2 is self-adjoint, (V
1
2 )∗ = V
1
2 ; and since P is a
partial isometry, P = PP ∗P ).
Differentiating the equation Z(t) = V
1


















2 (t+ h)P (t+ h)
︷ ︸︸ ︷

























































2 (t+ h) + V
1
2 (t)



























2 (t)V̇ (t)P (t). (5.20)








2 V̇ P = MZ − ZZ∗MZ, by (5.1);











Ṗ = V −
1
2 (I − V )MZ − 1
2
V −1V̇ P,
and since, Z = V
1
2P,
Ṗ = V −
1








2P − V − 12VMV 12P − 1
2
V −1V̇ P.
The commutativity of V and M implies that
Ṗ = MP − VMP − 1
2
V −1V̇ P.
Consequently we have that
Ṗ =
[





We set A(t) = M − V (t)M − 1
2
V −1(t)V̇ (t). Equation (5.21) becomes
Ṗ = A(t)P.





, and by equation (5.19) we have that
V̇ = V 2C(M +M∗)e−(M+M
∗)t. Therefore









We now show that A(t) = −1
2
(M −M∗)(V (t)− I).

















Since ‖Ce−(M+M∗)t‖ < 1, V (t) = (I + Ce−(M+M∗)t)−1 may be written as the

















I − Ce−(M+M∗)t + C2e−2(M+M∗)t −+ · · · ]
= M − [M −MCe−(M+M∗)t +MC2e−2(M+M∗)t −+ · · ·
· · · + 1
2
C(M +M∗)e−(M+M
∗) t − 1
2
C2(M +M∗)e−2(M+M
∗) t +− · · · ]
= 1
2
(M −M∗) [Ce−(M+M∗)t − C2e−2(M+M∗)t + C3e−3(M+M∗)t −+......]
= 1
2
(M −M∗) [I − I + Ce−(M+M∗)t − C2e−2(M+M∗)t + C3e−3(M+M∗)t −+.....]
= 1
2












(M −M∗) [I − (I + Ce−(M+M∗)t)−1]
= 1
2




(M −M∗)(V (t)− I).
Using this result, equation (5.21) reduces to
Ṗ = −1
2
(M −M∗)(V (t)− I)P.
It follows from Lemma 5.16, that for every t1 and t2 in the interval (−ε, ε), we
have A(t1)A(t2) = A(t2)A(t1).
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In the next Lemma, we use the following notable Spectral Theorem for Hermitian
(self-adjoint) Operators.
The Spectral Theorem for Hermitian Operators 5.27. [27, Halmos, p. 69]
If A is a Hermitian operator, then there exists a (necessarily real and necessarily
unique) compact, complex spectral measure E, called the spectral measure of A,
such that A =
∫
λdE(λ).
Lemma 5.28. Let M be a bounded operator acting on a Hilbert space H, with the
spectrum σ(M +M∗) strictly positive. Then the operator M +M∗ is invertible.
Proof: Since M + M∗ is self-adjoint, by the Spectral Theorem for Hermitian
Operators, there exists a real, unique, compact spectral measure E, such that M +
M∗ =
∫
λdE(λ). Since σ(M + M∗) is strictly positive, any eigenvalue λ of M +
M∗ is strictly greater than zero. Thus λ−1 exists, and
∫
λ−1dE(λ) = (M +M∗)−1.
Therefore the operator M +M∗ is invertible. 2
Lemma 5.29. Let ε > 0 be given, and let M be a bounded operator acting on a
Hilbert space H, V(t) = (I +Ce−(M+M∗)t)−1, with the spectrum σ(M +M∗) strictly
positive, and ‖C‖ < 1. Then ∀ t ∈ (−ε, ε), A(t) = −1
2
(M − M∗)(V (t) − I) is
continuous.
Proof: Let F:(−ε, ε) → B(H), be given by F(t) = A(t), an operator-valued
curve. Without loss of generality assume t1 ≤ t2.
Then ‖ − 1
2
(M −M∗)[V (t1)− V (t2)]‖ ≤ 12‖M −M∗‖‖V (t1)− V (t2)‖.
‖V (t1)− V (t2)‖ =
∥∥(I + Ce−(M+M∗)t1)−1 − (I + Ce−(M+M∗)t2)−1
∥∥ ,
=
∥∥(I + Ce−(M+M∗) t1)−1 [(I + Ce−(+M∗) t2)
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∥∥I − Ce−(M+M∗)t1 + C2e−2(M+M∗)t1 −+...
∥∥












= 1 + e‖C‖e
2‖M‖ε
= L.
Similarly, we find that ‖(I + Ce−(M+M∗)t2)−1‖ ≤ L.
























−(M +M∗)(t1 − t2) + (M+M
∗)2
2!
(t21 − t22)− (M+M
∗)3
3!
(t31 − t32) +−...
]∥∥∥
≤ ‖C‖ |t1 − t2|
∥∥∥
[
−(M +M∗) + (M+M∗)2
2!
(t1 + t2)− (M+M
∗)3
3!








































‖V (t1)− V (t2)‖ ≤ L2 ‖C‖(2‖M‖+K) |t1 − t2| < ε2,
for |t1 − t2| < ε2L2 ‖C‖(2‖M‖+K) , for some ε2 ≤ ε1. Hence we conclude that A(t) is
bounded and continuous. 2
Now we show that the integral of A exists:
Lemma 5.30. Let ε > 0, and let M be a bounded operator acting on a Hilbert
space H, with the spectrum σ(M + M∗) strictly positive, and ‖C‖ < 1. For every
t ∈ (−ε, ε) define V(t) = (I + Ce−(M+M∗)t)−1, and A(t) = −1
2
(M −M∗)(V (t)− I).




Proof: Let ∆ be the set of all partitions of the closed interval [ 0, t]. Then a
partition σn ∈ ∆ if and only if σn : t0 = 0 < t1 < .... < tn = t. For partitions
σ, π ∈ ∆, if σ is a refinement of π then every subinterval of σ is contained in some




A(tj−1)(tj − tj−1) ∈ B(H).
‖σn‖ = max{| tj − tj−1|, j = 1, .... n}. Let ε = 1n . Then ∃σn such that for every
refinement σ of σn, with ‖σn‖ < δ (for some δ > 0),
‖S(A, σn)− S(A, σn)‖ < ε.
Let Fn = S(A, σn). For the sequence (Fn)n=1,2,..., ‖Fn − Fm‖ < 1min{n,m} → 0.
Thus Fn is a Cauchy sequence in B(H) and ∀ υ ∈ H,




So (Fnυ) is a Cauchy sequence in H, hence converges. We can therefore define an
operator F : v → lim
n→∞
(Fnv).
We must show that F ∈ B(H) and Fn → F uniformly in the operator norm.
Clearly F is linear; we now show that F is bounded.
Because (Fn) is a Cauchy sequence, it follows from (5.22) that for any ε > 0
there is an n0 such that
‖Fnv − Fmv‖ < ‖v‖ε for all n, m > n0, v ∈ H.
Taking the limit as m → ∞ gives
‖Fnv − Fv‖ ≤ ‖v‖ε for all n > n0, v ∈ H. (5.23)
This shows that Fn − F is a bounded operator for n > n0, and it follows that
F = Fn + (F − Fn) ∈ B(H).
Alternately, since Fn is bounded, there exists some K > 0 such that
‖Fυ‖ ≤ ‖Fυ − Fnυ‖ + ‖Fnυ‖ ≤ ε‖v‖ + ‖Fn‖ ‖υ‖ ≤ (1 + ‖Fn‖)‖υ‖ ≤ K‖υ‖,
and F is bounded, and thus in B(H).
We now show that Fn converges to F uniformly in the operator norm. From
(5.23) it follows that for any ε > 0,
‖Fn − F‖ = sup{‖Fnv − Fv‖H : ‖v‖ = 1} ≤ ε
for n > n0, which shows that ‖Fn − F‖ → 0, that is Fn → F.
Hence F (t) =
t∫
0
A(ξ) dξ exists. 2
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Next we show that eBA = AeB:




A(ξ) dξ. Then eB(t)A(t) = A(t)eB(t) ∀ t ∈ (−ε, ε).































I +B(t+ h)−B(t) + [B(t+h)−B(t)]2
2!







B(t+ h)−B(t) + (B(t+h)−B(t))2
2!




The Fréchet derivative [26] gives us
B(t+ h)−B(t) = B′(t)h+ hO(h) = [B′(t) +O(h)]h,
where O(h) → 0 as h → 0. Squaring this equation we find that
[B(t+ h)−B(t)]2 = [B′(t) +O(h)]2h2 = O(h2) = hO(h),
which also converges to 0 as h tends to 0.
















































[eB(t)] = eB(t)Ḃ(t)) = Ḃ(t)eB(t). (5.24)
Hence eB(t)A(t) = A(t)eB(t). 2
We verify that P (t) = e
∫ t






(M −M∗)(V (t)− I)P



















(M −M∗)(V (t)− I)P (t)
And P (0) = e
∫ 0
0 A(ξ)dξP0 = P0.
2
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Show that P0 is a partial isometry:
Z0 =
√


































































Remark 5.32. For every t, P (t) = e
∫ t
0 A(ξ)dξP0 is a partial isometry. This follows
from Remark 5.6 (p. 44), since we have





− ∫ t0 A(ξ)dξ e
∫ t
0 A(ξ)dξ P0 = P (t).
The previous considerations prove the following theorem.
Theorem 5.33. If Z0 is an invertible operator in B(H), M is normal, MZ0 =
Z0M, then P (t) (for |t| < ε) is a solution of the system (5.25) if and only if
P (t) = e
∫ t
0 A(ξ)dξP0,
where A(t) = −1
2
(M −M∗)(V (t)− I).
Now we are ready to restate and prove the Main Theorem of this chapter.
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Theorem 5.34. If Z0 is invertible and commutes with the normal operator M,
then there exist ε > 0 and a unique differentiable mapping Z : (−ε, ε) → B(H)
such that
Ż = M Z − Z Z∗M Z and Z(0) = Z0
if and only if Z(t) =
√
V (t) P (t) with
V (t) =
[
I + (V −10 − I)e−(M+M







Proof: Using the commutativity of V −1/2 and V̇ established in Lemma 5.24.8











2 P + V
1
2 Ṗ .
























































































































= MZ − ZZ∗MZ (Since Z = V 12P ).
2
5.3 Stability Analysis












is a solution of (5.1) p. 37, provided that I + (V −10 − I)e−(M+M∗)t is invertible.
We consider additional assumptions on M that assure the existence of solution for
every t ∈ (−ε,∞).
Lemma 5.35. If Z0 is an invertible operator in B(H), M a normal operator that
commutes with Z0, ‖(Z0 Z∗0)−1 − I‖ < 1, and the spectrum of M + M∗ is strictly
positive, then there exists ε > 0 so that I + ((Z0 Z
∗
0)
−1 − I)e−(M+M∗)t is invertible




I + ((Z0 Z
∗
0)
−1 − I)e−(M+M∗)t] = I.
Proof: Proposition 5.26 (p. 62) implies that I + ((Z0 Z
∗
0)
−1 − I)e−(M+M∗)t is
invertible on the interval (−ε, ε). Since the spectrum of M+M∗ is strictly positive,
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i.e. % ∈ σ(M +M∗) then % ≥ λ > 0, then
‖((Z0 Z∗0)−1 − I)e−(M+M
∗)t‖ ≤ ‖(Z0 Z∗0)−1 − I‖ e−λt < 1.
Therefore I + ((Z0 Z
∗
0)




I + ((Z0 Z
∗
0)




In the following proposition we use the logarithmic function of an operator. We
refer the reader to Kato [36, p. 524], Conway [17, p. 178], or Douglas [21, Lemma
2.13, p. 34] for more details. According to Conway [17, p. 177-178], every inver-
tible normal operator T has a logarithm A, and T commutes with A. Therefore
if T ∈ B(H), then T commutes with log(T ) = A; A is called a logarithm of T.




−1 (I − T )n
n
.




(−1)n−1 (T − I)n
n
, and
−log(T ) = −
∞∑
n=1










(−1)n (T − I)n
n
.
Remark 5.36. If T = exp(A), then log(T ) = A.
So, if ‖I − T‖ < 1, then
exp (log(T )) = T.
If ‖exp(A)− I‖ < 1, then log(exp(A)) = A.
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Proposition 5.37. Let Z0 be an invertible operator in B(H), M a normal operator
that commutes with Z0, ‖(Z0 Z∗0)−1−I‖ < 1, and the spectrum of M+M∗ is strictly










where P0 is the partial isometry in the polar decomposition of Z0.





I + (V −10 − I)exp(−(M +M∗) t)
]−1
, and







(M −M∗)(V (ξ)− I)dξ

P0.















































































































= −log(C + I).













(M −M∗)(M +M∗)−1[log(C + I)− log (Cexp[−(M +M∗) t] + I) ]
(5.26)
We also observe that
exp[log(C + I)−log(C exp[−(M +M∗) t ] + I)]
= exp [log(C + I)] · (exp [log (C exp [−(M +M∗) t ] + I ) ] )−1
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log(C + I)− log (Cexp [−(M +M∗) t ] + I ) ]
= lim
t→∞
(C + I) [C exp [−(M +M∗) t ] + I ]−1
= (C + I)(C · 0 + I)−1
= (C + I)I−1
= C + I
= V −10 .
For large values of t we have that


















































(M −M∗)(M +M∗)−1log (V −10
))
P0,
and with V (t) =
[
I + (V −10 − I)exp(−(M +M∗) t)
]−1














Corollary 5.38. If Z0 is an invertible operator in B(H), M a self-adjoint operator
that commutes with Z0, ‖(Z0 Z∗0)−1 − I‖ < 1, and the spectrum of M is strictly
positive, then the limit of Z(t) as t goes to infinity is equal to P0, the “polar” factor
of the decomposition of the initial condition.
5.4 General Solution for the Cox-Adams Learning Model
In this section we consider the system
Ż = EMZE − ZEZ∗EMZE, (5.27)
with E representing an invertible, positive, self-adjoint operator on H and M a
self-adjoint operator on H. Some of the results in this section may be found in
[14]. The operator valued, time dependent Z now represents the continuous change
of connecting weights according to the rule described in equation (5.27).
We present a scheme that explicitly solves system (5.27). First a natural change
of variables reduces (5.27) to a static system where no synaptic formation occurs.
However, the probabilistic effect transfers to the input correlation operator M.
System (5.27) reduces to an Oja type model. We follow a strategy applied before.
Theorem 5.4 implies the local existence and uniqueness of solutions.
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We set W = (
√









Ẇ = SW −WW ∗SW
W (0) = W0,
where W0 = (
√
T )−1Z0.
Proposition 5.39. If W0 is invertible and commutes with the hermitian operator
S, then there exist ε > 0 and a unique differentiable mapping W : (−ε, ε) → B(H)
such that
Ẇ = SW − W W ∗ SW and W (0) = W0,
if and only if W (t) = V (t)1/2 P (t), with
V (t) =
[
I + (V −10 − I) exp(−2St)
]−1
and P (t) = P0.
Proof: Since the operator S is hermitian (S = S∗), the statement follows from
Theorem 5.34 p. 76. 2
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Theorem 5.40. Let E be an invertible, positive, self-adjoint operator and M be a
hermitian operator. If Z0 is invertible and commutes with M, then there exist ε >




ŻE = EM ZE − ZE Z∗E M ZE
Z(0) = Z0,
if and only if















and P (t) = P0.
Proof: This follows from Proposition 5.39. 2
The following lemma is used in the stability analysis of the Cox-Adams model.
Lemma 5.41. If Z0 is an invertible operator in B(H), M a normal operator that
commutes with Z0, ‖(Z0 Z∗0)−1− I‖ < 1, and the elements of the spectrum of M are






−1 − I] exp (−(M +M∗) t )




I + ((Z0 Z
∗
0)
−1 − I) exp (−(M +M∗) t) ] = I.
As a result we have the following corollary.
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Corollary 5.42. Let E be an invertible, positive, and self-adjoint operator. If Z0
is an invertible operator in B(H), M a self-adjoint operator that commutes with
Z0, the elements of the spectrum of M are strictly positive, and
‖√E(Z0 Z∗0)−1
√
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[32] Hladnik, M. and Omladič, M. (1988). Spectrum of the Product of Operators.
Proceedings of the American Mathematical Society. volume 102, Number 2,
300 - 302.
88
[33] Hoffman, K. and Kunze, R. (1971). Linear Algebra, Prentice Hall, Inc.
Englewood Cliffs, New Jersey, 314.
[34] Hu-yun, S. (1986), Estimation of the Eigenvalues of AB for A>0, B>0. Linear
Algebra and Its Applications, 73 Elsevier Science Publishing Co., Inc., New
York, 147-174.
[35] Ince, E. L. (1926), Ordinary Differential Equations, Dover Publications, New
York, 62-66.
[36] Kato, T. (1976). Perturbation theory for linear operators, Springer-Verlag, N.
Y.
[37] Kohonen, T. (1988). An Introduction to Neural Computing. Neural Networks
1, 3 - 16.
[38] Kolman, B. and Hill, D. R. (2004). Elementary Linear Algebra 8th Ed,
Pearson Education Inc., New Jersey.
[39] Leon, Steven J. (2002). Linear Algebra with Applications, Prentice Hall, New
Jersey, 273-401.
[40] Mukherjea, A. and Pothoven, K. (1978). Real and Functional Analysis,
Plenum Press, New York.
[41] Oja,E. (1982). A Simplified Neuron Model as a Principal Component
Analyzer. J. of Math. Biology 15, 267-273.
[42] Oja, E. and Karhunen, J. (1985). On Stochastic Approximation of the
Eigenvectors and Eigenvalues of the Expectation of a Random Matrix. J. of
Math. Analysis and Appl. 106, 69-84.
89
[43] Oja, E. (1992). Principle Components, Minor Components, and Linear Neural
Networks. Neural Networks 5, 927-936.
[44] Radulescu, A., Adams, P., Cox, K. (2009). Hebbian errors in learning: An
analysis using the Oja model. Journal of Theoretical Biology.
[45] Rainville, E. D. (1968). Elementary Differential Equations, Macmillan
Company, New York, 266-267.
[46] Retherford, J. (1994). Hilbert Space: Compact operators and the trace
theorem, London Math Society Student Text 27, Cambridge University Press,
72.
[47] Ringrose, J. (1994), Compact Non-Self-Adjoint Operators, Van Nostrand
ReinHold Mathematical Studies 35, 9 - 58.
[48] Royden, H. L. (1988). Real Analysis, Macmillan, N.Y., 210.
[49] Rudin, W. (1973). Functional Analysis, McGraw-Hill, N.Y.
[50] Zhan, X. (1998) Inequalities for unitarily invariant norms. SIAM J. Matrix
Anal. Appl. 20, 466-470.
[51] Zhan, X. (2004) On matrix inequalities. LAA 376, 299-303.
[52] Zimmer, R. (1990), Essential Results of Functional Analysis, The University
of Chicago Press, 28-57.
90
