Global attractor for the Ginzburg–Landau thermoviscoelastic systems with hinged boundary conditions  by Shang, Chanyu
J. Math. Anal. Appl. 343 (2008) 1–21
www.elsevier.com/locate/jmaa
Global attractor for the Ginzburg–Landau thermoviscoelastic
systems with hinged boundary conditions
Chanyu Shang
Institute of Mathematics, Fudan University, 200433 Shanghai, PR China
Received 6 October 2007
Available online 24 January 2008
Submitted by D.L. Russell
Abstract
This paper is concerned with the following one-dimensional nonlinear system of equations:
utt − P(θ, ε)x − νuxxt + Ruxxxx = f, (0.1)
CV θt − κθxx − θPθ εt − νε2t = g, (0.2)
where both ν and R are positive constants. The corresponding free energy density is assumed to be in Ginzburg–Landau form
and nonconvex as a function of the order parameter. Results concerning the existence and uniqueness of the global solution,
the asymptotic behavior of the solution as time tends to infinity and the compactness of the orbit are obtained. Furthermore,
we investigate dynamics of the system and prove the existence of global attractor.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In the present paper, we study the global existence, uniqueness and asymptotic behavior as time tends to infinity of
the solution to a nonlinear one-dimensional thermoviscoelastic system. Furthermore, we investigate dynamics of the
system and obtain the existence of global attractor.
The system arises in the study of thermomechanical developments in a one-dimensional heat-conducting viscous
solid of constant mass density ρ (assumed to be normalized to unity, i.e., ρ = 1) (see, e.g., [6,18–20]). The solid is
subject to heating and loading. Let Ω = (0,1), and, for any t > 0, Ωt = Ω × (0, t). The system of nonlinear partial
differential equations we are now studying is
utt − P(θ, ε)x − νuxxt + Ruxxxx = f in Ω∞, (1.1)
CV θt − κθxx − θPθεt − νε2t = g in Ω∞, (1.2)
ε = ux in Ω∞, (1.3)
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addition, we supplement Eqs. (1.1)–(1.3) with the following initial and boundary conditions:
u|x=0,1 = uxx |x=0,1 = 0, (1.4)
θx |x=0,1 = 0, (1.5)
u(x,0) = u0(x), ut (x,0) = u1(x), θ(x,0) = θ0(x), x ∈ Ω¯. (1.6)
The physical meaning of the boundary conditions is that both ends of the rod are thermally insulated and hinged,
respectively.
The above nonlinear partial differential equations arise from the study of phase transitions in shape memory alloys
whose free energy density F has a potential of Ginzburg–Landau form, i.e., F = F(ε, εx, θ). In order to cover systems
modeling first-order, stress-induced and temperature-induced solid–solid phase transitions accompanied by hysteresis
phenomena, we do not assume that F is a convex function of the order parameter ε.
The simplest form for the free energy density F that accounts quite well for the experimentally observed behavior
is given by
F(ε, εx, θ) = F0(θ) + F1(ε)θ + F2(ε) + R2 ε
2
x, (1.7)
where
F1(ε) = α1ε2, F2(ε) = α3ε6 − α2ε4 − α1θ1ε2, (1.8)
F0(θ) = −CV θ log
(
θ
θ2
)
+ CV θ + C˜, (1.9)
with positive constants θ1, R, α1, α2, α3, θ2, CV , C˜.
The stress is given by
P(θ, ε) = Fε(θ, εx, ε) = θf1(ε) + f2(ε), (1.10)
where
f1(ε) = F ′1(ε), f2(ε) = F ′2(ε). (1.11)
It can be seen that F is not a convex function of the strain ε. In fact, when θ is close to θ1, it may have up to three
minima that correspond to one anstenitic and two martensitic phases. We refer to [19,20] and references cited therein
for more detailed explanation of the physical background of this system. From now on, without loss of generality, we
always assume that CV = 1. For simplicity, we also assume that f ≡ g ≡ 0, i.e., no external force and heat source.
Before stating and proving our results, let us first recall some related results in the literature.
In the case R = 0, ν > 0, Dafermos [2], Dafermos and Hsiao [3], and Jiang [7] proved the global existence and
uniqueness of the classical solution to the system for a class of solid-like materials with stress-free boundary condi-
tions at least at one end of the rod. Hsiao and Luo [5], Hsiao and Jian [4] further obtained the large time behavior
of smooth solutions for a special class of solid–solid materials in which e = CV θ and F2 ≡ 0. For more general
constitutive relations, Qin [8,9] established the global existence of smooth solution and asymptotic behavior as time
tends to infinity. Qin [10] further obtained the existence of a maximal attractor in Hi (i = 1,2,4) for a nonlinear one-
dimensional thermoviscoelasticity describing a kind of solid-like material. Motivated by the study of solid–solid phase
transitions in shape memory alloys, Racke and Zheng [13] obtained the global existence, uniqueness and asymptotic
behavior of the weak solution to the model in shape memory alloys with a stress-free boundary condition at least at
one end of the rod. For the clamped boundary conditions Chen and Hoffmann [1] proved the global existence and
uniqueness of the smooth solution. However, since the priori estimates obtained there depend on T , the asymptotic
behavior was not considered in that paper. Again aimed at the study of solid–solid phase transitions in shape memory
alloys, Shen, Zheng and Zhu [17] investigated global existence and uniqueness of the weak solution with clamped
boundary conditions, and they established a new approach to derive a priori estimates on the L∞-norm of the strain u
independent of the length of time. It turns out that in that paper, the asymptotic behavior of the weak solution as time
goes to infinity has also been obtained. Recently, Qin, Liu and Song [12] obtained the existence of a global attractor
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the initial data and the time t were derived.
In the case R > 0, ν = 0, Sprekels and Zheng [18] proved the global existence and uniqueness of classical solutions
for the Ginzburg–Landau model for shape memory alloys. In the case R > 0, ν > 0, Hoffmann and Zochowchi in [6],
which is most related with the present paper, obtained the global existence and uniqueness the weak solution for the
same model with this paper. However, the a priori estimates of the solution obtained in these papers depend on T .
Consequently, the asymptotic behavior of the solutions as time tends to infinity and the existence of a global attractor
could not be discussed there. For the system with stress-free boundary conditions at least at one end of the rod,
Sprekels, Zheng and Zhu in [20] obtained the results on global existence, uniqueness and asymptotic behavior of the
solution as time tends to infinity. Sprekels and Zheng in [19] further got the existence of a global attractor.
In this paper, we consider the problem (1.1)–(1.6), i.e., the system with R > 0, ν > 0 and the hinged boundary
conditions. By deriving delicate uniform a priori estimates independent of T in the proof, we not only establish global
existence, uniqueness and asymptotic behavior of the strong solution as time goes to infinity, but we also obtain the
results on existence of a global attractor.
Our main results in this paper read as follows.
Theorem 1.1. Suppose u0 ∈ H 4, u1, θ0 ∈ H 2 are given functions that satisfy the compatibility conditions u0|x=0,1 =
u0xx |x=0,1 = u1|x=0,1 = θ0x |x=0,1 = 0, and suppose that θ0 > 0 in [0,1]. Then the following results hold.
(i) The problem admits a unique global solution (u,ut , θ) satisfying
u ∈ C([0,+∞);H 4)∩ C1([0,+∞);H 2)∩ L2([0,+∞);H 5); (1.12)
ut ∈ C
([0,+∞);H 2)∩ L2([0,+∞);H 3); (1.13)
θ ∈ C([0,+∞);H 2), θx ∈ L2([0,+∞);H 2); (1.14)
utt , θt ∈ C
([0,+∞);L2)∩ L2([0,+∞);H 1); (1.15)
θ(x, t) > 0, ∀(x, t) ∈ Ω × [0,∞). (1.16)
(ii) As t → ∞, it holds that
‖utt‖ → 0, ‖uxxt‖ → 0, ‖ut‖H 2(Ω) → 0, (1.17)∥∥P(θ, ε)x − Ruxxxx∥∥→ 0, (1.18)
‖θt‖ → 0, ‖θxx‖ → 0, ‖θx‖L∞(Ω) → 0, ‖θ − θ¯‖L∞(Ω) → 0, (1.19)
where θ¯ (t) := ∫ 10 θ(x, t) dx.
(iii) For any μ > 0,
u ∈ C([μ,+∞);H 5), ut ∈ C([μ,+∞);H 3), θ ∈ C([μ,+∞);H 3), (1.20)
i.e., the orbit is compact in H 4 × H 2 × H 2.
(iv) Let
H := {(u,ut , θ) ∈ H 4(Ω) × H 2(Ω) × H 2(Ω): θ(x, t) > 0, x ∈ [0,1],
u|x=0,1 = uxx |x=0,1 = 0, θx |x=0,1 = 0
} (1.21)
and for every β1, β2 > 0, β3 < 0 such that 0 < β1 < eβ3 , we define the space
Hβ1,β2,β3 :=
{
(u,ut , θ) ∈ H, θ  β1 > 0,
1∫
0
(
1
2
u2t + θ + F2(ux) +
R
2
u2xx
)
dx  β2,
1∫ (
log θ − 1
2
u2x
)
dx  β3
}
. (1.22)0
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possesses in Hβ1,β2,β3 a global attractor Aβ1,β2,β3 which is compact.
Remark 1.1. The method used here also applies to some other boundary conditions such as
ux |x=0,1 = uxxx |x=0,1 = 0, θx |x=0,1 = 0. (1.23)
In what follows we explain some mathematical difficulties appeared in this paper and the new approaches to
overcome them.
Firstly, concerning the global existence and asymptotic behavior as time goes to infinity, in the paper [6] the global
existence of the weak solution in the class (u, θ) ∈ W 4,22 (QT ) × W 2,12 (QT ) was established. However, the a priori
estimates obtained there depend on T , and it turns out that the study of asymptotic behavior and existence of global
attractor was not able to address. In our case, we not only have to establish global existence of regular solution, but
also to address the issue of asymptotic behavior. It turns out that we have to adopt a different approach to obtain
uniform a priori estimates independent of time. One of the main ingredients of the proof in this paper is to use the
estimate of
∫ t
0 ‖ut‖n+2 dτ and the interpolation technique to reduce the degree of nonlinearity which can also be seen
in [19,20].
Secondly, concerning the existence of global attractor, the existing setting in the literature normally requires that
the nonlinear semigroup defined by the problem maps a complete metric space into itself (see, i.e., [11,15,19,24]). In
our problem, the nonlinear semigroup S(t) defined by the problem (1.1)–(1.6) maps H defined previously into itself.
However, H is not complete due to the constraint θ > 0. On the other hand, if we multiply (1.1) by ut , then add the
resultant to (1.2) and integrate with respect to x over Ω , we will obtain an energy conservation
1∫
0
(
1
2
u2t + θ + F2(ε) +
R
2
u2xx
)
(t) dx =
1∫
0
(
1
2
u21 + θ0 + F2(u0x) +
R
2
u20xx
)
dx. (1.24)
This conservation indicates that there can be no absorbing set (consequently no global attractor) for initial data varying
in the whole space. It turns out that instead of studying existence of global attractor in whole space H , we should
rather consider the dynamic in closed subspaces defined by some parameters, i.e., Hβ1,β2,β3 in our paper. In this
regard, the situation is quite similar to those encountered for the single Cahn–Hilliard equation in the isothermal case
(see [21]), and for the coupled Cahn–Hilliard equations and other equations (see, e.g., [15,16,23,24]). Thus, the major
mathematical difficulty becomes how to choose these spaces. Notice that the constraint of
∫ 1
0 (log θ − 12u2x) dx  β3
prevents θ from approaching zero, and the constraint of
∫ 1
0 (
1
2u
2
t + θ +F2(ux)+ R2 u2xx) dx  β2 prevents θ and also ε
from being too large. We will show that the last two constraints are invariant under S(t), but the first constraint θ  β1
is not invariant. We will prove that the orbit starting from Hβ1,β2,β3 will reenter itself after a finite time and stay there
forever. How to choose these parameters βi (i = 1,2,3) essentially depends on some a priori estimates and becomes
a crucial part of our proof.
Thirdly, we should notice the significant differences between the study of global existence and the study of exis-
tence of a global attractor. For the study of global existence, the initial data are given while for the study of existence
of a global attractor in certain metric space, the initial data are varying in that space. Hence, in the course of deriving
the existence of an absorbing set in Hβ1,β2,β3 , the estimates obtained in the proof of global existence are no longer
useful, and we have to derive a uniform estimates of ‖u‖H 4 , ‖ut‖H 2 , ‖θ‖H 2 independent of the initial data. It turns
out that more delicate estimates are needed due to the higher degree of nonlinearity inherent in the system and to the
higher order derivative arising for R > 0.
This paper is organized as follows. In Section 2 we prove the local well-posedness applying the contraction map-
ping theorem. In Section 3 the uniform a priori estimates are obtained, and the global existence and uniqueness
follows. In Section 4 we get the asymptotic behavior of the global solutions as time tends to infinity by applying a
lemma in analysis first obtained in [14]. In Section 5 the compactness of the orbit is obtained, and in Section 6 the
existence of a global attractor in Hβ1,β2,β3 is proved.
The notation in this paper will be as follows: Lp , Wm,p , 1  p  ∞, m ∈ N , H 1 ≡ W 1,2, and H 10 ≡ W 1,20 ,
respectively, denote the usual Lebesgue and Sobolev space on (0,1). ‖ · ‖B denotes the norm in the space B . We
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functions from I ∈ R into a Banach space B . The space Lp(I,B), 1 p ∞, are defined analogously. Finally, ∂t or
subscript t and likewise, ∂x or a subscript x, denote the partial derivations with respect to t and x, respectively.
2. Local existence and uniqueness
We use the contraction mapping theorem to prove the local existence and uniqueness of solution to problem (1.1)–
(1.6).
Lemma 2.1. Suppose (u0, u1, θ0) ∈ H 4(Ω) × H 2(Ω) × H 2(Ω) are given functions that satisfy the compatibility
conditions, and suppose that θ0 > 0 in [0,1], then there exists t∗ > 0 depending only on ‖u0‖H 4(Ω), ‖u1‖H 2(Ω),
‖θ0‖H 2(Ω) such that problem (1.1)–(1.6) admits a unique solution (u,ut , θ) in Ω¯ × [0, t∗] such that
u ∈ C([0, t∗];H 4)∩ C1([0, t∗];H 2)∩ L2([0, t∗];H 5), (2.1)
ut ∈ C
([
0, t∗
];H 2)∩ L2([0, t∗];H 3), (2.2)
θ ∈ C([0, t∗];H 2), θx ∈ L2([0, t∗];H 2), (2.3)
utt , θt ∈ C
([
0, t∗
];L2)∩ L2([0, t∗];H 1), (2.4)
θ(x, t) > 0, ∀(x, t) ∈ Ω × [0, t∗]. (2.5)
Proof. Let
Xh(M0,M1) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(u, θ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u ∈ C([0, h];H 4)∩ C1([0, h];H 2)∩ L2([0, h];H 5),
θ ∈ C([0, h];H 2),
u|t=0 = u0, ut |t=0 = u1, θ |t=0 = θ0,
max
0th
(‖u‖2
H 4 + ‖ut‖2H 2 + ‖utt‖2
)+
h∫
0
(‖u‖2
H 5 + ‖ut‖2H 3 + ‖utt‖2H 1
)
dτ M0,
max
0th
(‖θ‖2
H 2 + ‖θt‖2
)+
h∫
0
(‖θt‖2H 1 + ‖θx‖2H 2)dτ M1
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(2.6)
where M0, M1 are positive constants specified later. For (u˜, θ˜ ) ∈ Xh(M0,M1), we consider the following linear
auxiliary problems:
utt − νuxxt + Ruxxxx = P(θ˜, ε˜)x, (2.7)
u|x=0,1 = uxx |x=0,1 = 0, (2.8)
u(x,0) = u0(x), ut (x,0) = u1(x), (2.9)
and
θt − κθxx = θ˜ P˜θ ε˜t + νε˜2t , (2.10)
θx |x=0,1 = 0, (2.11)
θ(x,0) = θ0(x). (2.12)
Following [6], we can write (2.7)–(2.12) into the following forms:
ωt − βωxx = f1, (2.13)
ω|x=0,1 = 0, (2.14)
ω(x,0) = u1 − αu0xx ∈ H 2 ∩ H 10 , (2.15)
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ut − αuxx = ω, (2.16)
u|x=0,1 = 0, (2.17)
u(x,0) = u0 ∈ H 4(Ω), (2.18)
θt − κθxx = g1, (2.19)
θx |x=0,1 = 0, (2.20)
θ(x,0) = θ0 ∈ H 2(Ω), (2.21)
where α,β are positive constants such that α + β = ν, α · β = R, and
f1 = P(θ˜, ε˜)x, g1 = θ˜ P˜θ ε˜t + νε˜2t . (2.22)
It is easy to see that f1, f1t belong to L2([0,1];L2(Ω)). Using the semigroup method, we deduce from Theo-
rem 1.3.2 in the book [22] that for problem (2.13)–(2.15) there is a unique solution ω such that ω ∈ C([0, h];H 2(Ω)),
ωt ∈ C([0, h];L2(Ω)) ∩ L2([0, h];H 10 (Ω)), ωtt ∈ L2([0, h];H−1(Ω)). For problem (2.16)–(2.18), we consider its
prolonged system. Let v = ut . Then we have
vt − αvxx = ωt , (2.23)
v|x=0,1 = 0, (2.24)
v(x,0) = ω(x,0) + αu0xx = u1 ∈ H 2 ∩ H 10 (Ω). (2.25)
Since ωt belongs to C([0, h];L2(Ω)) ∩ L2([0, h];H 10 (Ω)) and ωtt ∈ L2([0, h];H−1(Ω)), using the compact-
ness method described in the book [22], we can deduce that there is a unique solution v ∈ C([0, h];H 2(Ω)) ∩
L2([0, h];H 3(Ω)), i.e., ut ∈ C([0, h];H 2(Ω)) ∩ L2([0, h];H 3(Ω)). Finally, for problem (2.19)–(2.21), since
g1, g1t ∈ L2([0,1];L2(Ω)), we can deduce from the semigroup method again that there is a unique solution
θ ∈ C([0, h];H 2(Ω)), θt ∈ C([0, h];L2(Ω)) ∩ L2([0, h];H 1(Ω)). Moreover, by the usual energy method we have
‖ut‖2 + R‖uxx‖2 + ν
t∫
0
‖uxt‖2 dτ  ‖u1‖2 + R
∥∥D2u0∥∥2 + C
t∫
0
∥∥P(θ˜, ε˜)∥∥2 dτ, (2.26)
ν
2
‖uxx‖2 + R2
t∫
0
‖uxxx‖2 dτ −
1∫
0
ut · uxx dx −
t∫
0
‖uxt‖2 dτ
 ν
2
∥∥D2u0∥∥2 −
1∫
0
u1 · D2u0 dx + C
t∫
0
∥∥P(θ˜, ε˜)∥∥2 dτ. (2.27)
Differentiating (2.7) with respect to t , then multiplying the resultant by utt and integrating with respect to x and t , we
get
‖utt‖2 + R‖uxxt‖2 + ν
t∫
0
‖uxtt‖2 dτ
R
∥∥D2u1∥∥2 + ∥∥νD2u1 − RD4u0 + P(θ0,Du0)x∥∥2 + C
t∫
0
∥∥P(θ˜, ε˜)t∥∥2 dτ. (2.28)
Differentiating (2.7) with respect to t , then multiplying the resultant by −uxxt and integrating with respect to x and t ,
we get
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2
‖uxxt‖2 + R2
t∫
0
‖uxxxt‖2 dτ −
1∫
0
uttuxxt dx −
t∫
0
‖uxtt‖2 dτ
 ν
2
∥∥D2u1∥∥2 −
1∫
0
D2u1 ·
(
νD2u1 − RD4u0 + P(θ0,Du0)x
)
dx + C
t∫
0
∥∥P(θ˜, ε˜)t∥∥2 dτ. (2.29)
Multiplying (2.27) by a small positive constant and adding the resultant to (2.26) to remove the minus parts of (2.27)
yields
‖ut‖2 + ‖uxx‖2 +
t∫
0
(‖uxt‖2 + ‖uxxx‖2)dτ  ‖u1‖2 + ∥∥D2u0∥∥2 + C
t∫
0
∥∥P(θ˜, ε˜)∥∥2 dτ
M2 + C(M0,M1)t. (2.30)
Similarly, multiplying (2.29) by a small positive constant and adding the resultant to (2.28) yields
‖utt‖2 + ‖uxxt‖2 +
t∫
0
(‖uxtt‖2 + ‖uxxxt‖2)dτ

∥∥D2u1∥∥2 + ∥∥νD2u1 − RD4u0 + P(θ0,Du0)x∥∥2 + C
t∫
0
∥∥P(θ˜, ε˜)t∥∥2 dτ
M3 + C(M0,M1)t. (2.31)
Then using Eq. (2.7), we obtain
‖uxxxx‖2 C
(‖utt‖2 + ‖uxxt‖2 + ∥∥P(θ˜, ε˜)x∥∥2). (2.32)
Since
∥∥P(θ˜, ε˜)x∥∥2 =
1∫
0
P(θ˜, ε˜)2x(x,0) dx +
t∫
0
1∫
0
2P(θ˜, ε˜)x · P(θ˜, ε˜)xt dx dτ
M4 +
t∫
0
∥∥P(θ˜, ε˜)xx∥∥2 dτ +
t∫
0
∥∥P(θ˜, ε˜)t∥∥2 dτ
M4 + C(M0,M1)t, (2.33)
thus,
‖uxxxx‖2 M5 + C(M0,M1)t. (2.34)
Next, we use Poincare’s inequality and the fact that u|x=0,1 = uxx |x=0,1 = 0 to obtain
‖u‖2 C‖ux‖2  C‖uxx‖2. (2.35)
Combining (2.34), (2.35) with (2.30), using the Nirenberg inequality yields
‖u‖2
H 4 C
(‖u‖2 + ‖uxxxx‖2)M6 + C(M0,M1)t. (2.36)
Similarly, we can get the estimates of ‖ut‖H 2 , and
∫ t
0 ‖utt‖2H 1 dτ ,
∫ t
0 ‖ut‖2H 3 dτ ,
∫ t
0 ‖u‖2H 5 dτ , respectively.
Hence,
‖u‖2
H 4 + ‖ut‖2H 2 + ‖utt‖2 +
t∫ (‖u‖2
H 5 + ‖ut‖2H 3 + ‖utt‖2H 1
)
dτ M7 + C(M0,M1)t. (2.37)0
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following estimate holds:
‖θ‖2 + 2κ
t∫
0
‖θx‖2 dτ  ‖θ0‖2 +
t∫
0
‖θ‖2 dτ +
t∫
0
‖g1‖2 dτ. (2.38)
Using Gronwall’s inequality yields
‖θ‖2 + 2κ
t∫
0
‖θx‖2 dτ  et
(
‖θ0‖2 +
t∫
0
‖g1‖2 dτ
)
 et
(
M8 + C(M0,M1)t
)
. (2.39)
Multiplying (2.10) by θt , then integrating with respect to x and t yields
κ‖θx‖2 +
t∫
0
‖θt‖2 dτ  κ‖θ0x‖2 +
t∫
0
‖g1‖2 dτ M9 + C(M0,M1)t. (2.40)
Differentiating (2.10) with respect to t , then multiplying the resultant by θt and integrating with respect to x and t , we
get
1
2
‖θt‖2 + κ
t∫
0
‖θxt‖2 dτ  12
∥∥κD2θ0 + θ0Pθ(x,0)Du1 + ν(Du1)2∥∥2
+ C
t∫
0
(‖θ˜t ε˜‖2 + ‖θ˜ ε˜t‖2 + ‖θ˜ ε˜t t‖2 + ‖ε˜t t‖2)dτ
+ 1
2
t∫
0
(‖ε˜‖2L∞ + ‖ε˜t‖2L∞) · ‖θt‖2 dτ. (2.41)
Applying Gronwall’s inequality yields
1
2
‖θt‖2 + κ
t∫
0
‖θxt‖2 dτ 
(
1
2
∥∥κD2θ0 + θ0Pθ(x,0)Du1 + ν(Du1)2∥∥2
+ C
t∫
0
(‖θ˜t ε˜‖2 + ‖θ˜ ε˜t‖2 + ‖θ˜ ε˜t t‖2 + ‖ε˜t t‖2)dτ
)
· e
∫ t
0 (‖ε˜‖2L∞+‖ε˜t‖2L∞ ) dτ
 eC(M0,M1)tM10. (2.42)
Combining (2.39), (2.40), (2.42) with Eq. (2.10) yields
‖θ‖2
H 2  e
C(M0,M1)tM11 + C(M0,M1)t. (2.43)
Similarly, we can get the estimate of
∫ t
0 ‖θx‖2H 2 dτ .
Hence,
‖θ‖2
H 2 + ‖θt‖2 +
t∫
0
(‖θt‖2H 1 + ‖θx‖2H 2)dτ  eC(M0,M1)tM12 + C(M0,M1)t, (2.44)
where Mi (i = 2, . . . ,12) are positive constants depending on ‖u0‖H 4,‖u1‖H 2 and ‖θ0‖H 2 and C(M0,M1) > 0 is a
constant depending on M0, M1.
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exist t∗ > 0, t∗  h such that the nonlinear operator defined by the auxiliary linear problems maps Xt∗(M0,M1) into
itself. Applying similar argument used before yields that this nonlinear operator is a strict contraction provided that t∗
is small enough. The proof is complete. 
3. Global existence
In order to prove the global existence, we shall prove the boundedness of ‖u‖H 4 , ‖ut‖H 2 , ‖θ‖H 2 , uniformly in t .
In this section, letter C denotes a universal positive constant that may depends on the initial data, but not on t . In fact,
the estimates of the solution that depend on T (an arbitrarily given length of time) are enough to draw a conclusion
on global existence, but not enough to study asymptotic behavior.
Lemma 3.1. For any t  0, the following estimates hold:
‖ut‖ C, ‖θ‖L1(Ω) C, ‖ux‖L6(Ω)  C, ‖uxx‖ C, (3.1)
‖ux‖L∞(Ω)  C, (3.2)
θ(x, t) > 0, ∀(x, t) ∈ Ω × [0,∞). (3.3)
Proof. First, applying the maximum principle to (1.2), we find that
θ(x, t) > 0, ∀(x, t) ∈ Ω × [0,∞). (3.4)
Next, multiplying (1.1) by ut , adding the resultant to (1.2), and integrating with respect to x over Ω , we arrive at
d
dt
1∫
0
(
1
2
u2t + θ + F2(ux) +
R
2
u2xx
)
dx = 0. (3.5)
Using Young’s inequality, we find that
F2(ux) C1u6x − C2, (3.6)
from which (3.1) follows.
By virtue of the boundary condition u|x=0,1 = 0, we can find that for any t  0, there is x0 ∈ (0,1) such that
ux(x0, t) = 0. Thus
‖ux‖L∞(Ω)  C‖uxx‖ C, (3.7)
from which the assertion follows. 
Lemma 3.2. For any t  0, the following estimates hold:
t∫
0
1∫
0
(
κθ2x
θ2
+ νu
2
xt
θ
)
dx dτ  C, (3.8)
t∫
0
‖ut‖2 dτ 
t∫
0
‖ut‖2L∞(Ω) dτ C,
t∫
0
‖ut‖n+2 dτ  C, ∀n 0. (3.9)
Proof. Multiplying (1.2) by θ−1 and integrating with respect to x over Ω yields
d
dt
1∫
0
(
log θ − 1
2
u2x
)
dx −
1∫
0
(
κθ2x
θ2
+ νu
2
xt
θ
)
dx = 0. (3.10)
Since log θ  θ for all θ > 0, integrating (3.10) with respect to t , and using (3.1) yields
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0
1∫
0
(
κθ2x
θ2
+ νu
2
xt
θ
)
dx dτ 
1∫
0
θ dx + C  C. (3.11)
Since ut |x=0,1 = 0, we get
t∫
0
‖ut‖2L∞(Ω) dτ 
t∫
0
( 1∫
0
|uxt |dx
)2
dτ 
t∫
0
( 1∫
0
√
θ · |uxt |√
θ
dx
)2
dτ

t∫
0
( 1∫
0
θ dx
)
·
( 1∫
0
u2xt
θ
dx
)
dτ  C. (3.12)
Thus,
t∫
0
‖ut‖2 dτ 
t∫
0
‖ut‖2L∞(Ω) dτ  C. (3.13)
Combining it with (3.1) yields (3.9). The proof is complete. 
Lemma 3.3. For any t  0, the following estimates hold:
‖θ − θ¯‖ C, ‖θx‖C, (3.14)
t∫
0
‖θt‖2 dτ  C,
t∫
0
‖θx‖2 dτ  C, (3.15)
‖utt‖2  C, ‖uxxt‖2  C, (3.16)
t∫
0
‖uxtt‖2 dτ  C,
t∫
0
‖uxxxt‖2 dτ  C. (3.17)
Proof. Let θ¯ (t) = ∫ 10 θ(x, t) dx. Then it follows from (1.2) that
θ¯t −
1∫
0
θεεt dx − ν
1∫
0
ε2t dx = 0. (3.18)
Thus,
(θ − θ¯ )t − κθxx −
(
θεεt −
1∫
0
θεεt dx
)
− ν
(
ε2t −
1∫
0
ε2t dx
)
= 0. (3.19)
Multiplication of (3.19) by θ − θ¯ and integration with respect to x over Ω yields
1
2
d
dt
‖θ − θ¯‖2 + κ‖θx‖2 
1∫
0
|θ − θ¯ | ·
∣∣∣∣∣θεεt −
1∫
0
θεεt dx
∣∣∣∣∣dx + ν
1∫
0
|θ − θ¯ | · ∣∣ε2t − ‖εt‖2∣∣dx. (3.20)
Multiplication of (1.2) by θt and integration with respect to x over Ω yields
κ
2
d
dt
1∫
θ2x dx +
1∫
θ2t dx =
1∫
θεεt θt dx +
1∫
νε2t θt dx. (3.21)0 0 0 0
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obtain
d
dt
1∫
0
(
1
2
u2t t +
R
2
u2xxt
)
dx + ν
1∫
0
u2xtt dx = −
1∫
0
P(θ, ε)t · uxtt dx. (3.22)
Finally, we differentiate (1.1) with respect to t , multiply the resultant by −uxxt , then integrate with respect to x over Ω
to obtain
d
dt
1∫
0
(
ν
2
u2xxt − uttuxxt
)
dx + R
1∫
0
u2xxxt dx −
1∫
0
u2xtt dx =
1∫
0
P(θ, ε)t · uxxxt dx. (3.23)
In what follows we apply Nirenberg’s inequality to get the estimates of the terms on the right-hand side of (3.20)–
(3.23)
1∫
0
|θ − θ¯ | ·
∣∣∣∣∣θεεt −
1∫
0
θεεt dx
∣∣∣∣∣dx + ν
1∫
0
|θ − θ¯ | · ∣∣ε2t − ‖εt‖2∣∣dx
C‖θ − θ¯‖L∞(Ω)
(‖uxt‖L∞(Ω) + ‖uxt‖2) δ‖θx‖2 + C(‖uxt‖2L∞(Ω) + ‖uxt‖4). (3.24)
Using Nirenberg’s inequality and Young’s inequality yields
‖uxt‖2L∞(Ω) 
(
C‖uxxxt‖ 12 · ‖ut‖ 12
)2  δ‖uxxxt‖2 + C‖ut‖2, (3.25)
‖uxt‖4 
(‖uxxxt‖ 13 · ‖ut‖ 23 )4  δ‖uxxxt‖2 + C‖ut‖8. (3.26)
Thus it follows from (3.20) that
1
2
d
dt
‖θ − θ¯‖2 + κ‖θx‖2  δ‖θx‖2 + δ‖uxxxt‖2 + C‖ut‖2 + C‖ut‖8. (3.27)
For the terms on the right-hand side of (3.21), we have∣∣∣∣∣
1∫
0
θεεt θt dx
∣∣∣∣∣ C
1∫
0
|θεt θt |dx  δ‖θt‖2 + C
1∫
0
θ2ε2t dx (3.28)
and
1∫
0
θ2ε2t dx  ‖θ‖
3
2
L∞(Ω) ·
( 1∫
0
θ dx
) 1
2
·
( 1∫
0
ε4t dx
) 1
2
 C‖θ‖
3
2
L∞(Ω)‖uxt‖2L4(Ω). (3.29)
By the Nirenberg inequality, we have
‖θ‖
3
2
L∞(Ω) 
(
C1‖θx‖ 23 ‖θ‖
1
3
L1(Ω)
+ C2‖θ‖L1(Ω)
) 3
2  C1‖θx‖ + C2. (3.30)
Thus,
‖θ‖
3
2
L∞(Ω) · ‖uxt‖2L4(Ω)  C1‖θx‖ · ‖uxt‖2L4(Ω) + C2‖uxt‖2L4(Ω)
 δ‖θx‖2 + C1‖uxt‖4L4(Ω) + C2‖uxt‖2L4(Ω). (3.31)
Using Nirenberg’s inequality and Young’s inequality again yields
‖uxt‖4L4(Ω) C
(‖uxxxt‖ 512 · ‖ut‖ 712 )4  δ‖uxxxt‖2 + C‖ut‖14, (3.32)
‖uxt‖2 4  δ‖uxxxt‖2 + C‖ut‖2. (3.33)L (Ω)
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1∫
0
ε2t θt dx  δ‖θt‖2 + C‖uxt‖4L4(Ω). (3.34)
Thus, it follows from (3.21) that
κ
2
d
dt
‖θx‖2 + ‖θt‖2  δ‖θt‖2 + δ‖θx‖2 + δ‖uxxxt‖2 + C‖ut‖2 + C‖ut‖14. (3.35)
In what follows we proceed to get the estimates of the terms on the right-hand side of (3.22), (3.23)∣∣∣∣∣
1∫
0
P(θ, ε)t · uxtt dx
∣∣∣∣∣ δ‖uxtt‖2 + C
∥∥P(θ, ε)t∥∥2, (3.36)
1∫
0
P(θ, ε)t · uxxxt dx  δ‖uxxxt‖2 + C
∥∥P(θ, ε)t∥∥2, (3.37)
where δ is a sufficiently small positive constant. By the results in the previous lemmas, we have∥∥P(θ, ε)t∥∥2  C(‖εt θ‖2 + ‖εθt‖2 + ‖εt‖2) (3.38)
and
‖εθt‖2  C‖θt‖2. (3.39)
By the Nirenberg inequality we have
‖εt‖2 = ‖uxt‖2 
(
C‖uxxxt‖ 13 · ‖ut‖ 23
)2  δ‖uxxxt‖2 + C‖ut‖2. (3.40)
Thus, it follows from (3.22), (3.23) that
d
dt
‖utt‖2 + R d
dt
‖uxxt‖2 + ν‖uxtt‖2  δ‖θx‖2 + δ‖uxxxt‖2 + C‖ut‖2 + C‖ut‖14 + C‖θt‖2, (3.41)
ν
2
d
dt
‖uxxt‖2 − d
dt
1∫
0
utt · uxxt dx + R‖uxxxt‖2 − ‖uxtt‖2
 δ‖θx‖2 + δ‖uxxxt‖2 + C‖ut‖2 + C‖ut‖14 + C‖θt‖2. (3.42)
Now let η,μ ∈ (0,1) be small positive constants. Multiplying (3.42) by η and adding the result to (3.41) yields(
νη
2
− η
2
+ R
)
d
dt
‖uxxt‖2 +
(
1 − η
2
)
d
dt
‖utt‖2 + (ν − η)‖uxtt‖2 + Rη2 ‖uxxxt‖
2
 δ‖θx‖2 + C‖ut‖2 + C‖ut‖14 + C‖θt‖2. (3.43)
We can choose η small enough to make sure the positivity of the coefficients on the left-hand of (3.43). Then we
obtain
d
dt
‖uxxt‖2 + d
dt
‖utt‖2 + ‖uxtt‖2 + ‖uxxxt‖2  δ‖θx‖2 + C‖ut‖2 + C‖ut‖14 + C‖θt‖2. (3.44)
Next, we multiply (3.44) by μ and add the result to (3.35) to obtain
κ
2
d
dt
‖θx‖2 + 12‖θt‖
2 + μ d
dt
‖uxxt‖2 + μ d
dt
‖utt‖2 + μ‖uxtt‖2 + μ2 ‖uxxxt‖
2
 δ‖θx‖2 + Cμ‖ut‖2 + Cμ‖ut‖14 + Cμ‖θt‖2 + C‖ut‖2 + C‖ut‖14. (3.45)
We can also choose μ small enough to cancel the term ‖θt‖2 on the right-hand side of (3.45). Then we obtain
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‖θx‖2 + ‖θt‖2 + d
dt
‖uxxt‖2 + d
dt
‖utt‖2 + ‖uxtt‖2 + ‖uxxxt‖2  δ‖θx‖2 + C‖ut‖2 + C‖ut‖14. (3.46)
Adding (3.46) to (3.27), we finally deduce that
d
dt
(‖θ − θ¯‖2 + ‖θx‖2 + ‖utt‖2 + ‖uxxt‖2)+ C1(‖θx‖2 + ‖θt‖2 + ‖uxtt‖2 + ‖uxxxt‖2)
C2
(‖ut‖2 + ‖ut‖8 + ‖ut‖14). (3.47)
Integrating (3.47) with respect to t and using (3.9) yields (3.14)–(3.17). The proof of the assertion is complete. 
Lemma 3.4. For any t > 0, the following estimates hold:
‖θ‖L∞(Ω)  C,
∥∥D4u∥∥ C, ‖uxt‖L∞(Ω)  C, (3.48)
t∫
0
‖uxxt‖2 dτ  C,
t∫
0
‖utt‖2 dτ  C,
t∫
0
‖uxt‖2 dτ  C. (3.49)
Proof. Using the Nirenberg’s inequality and Poincare’s inequality, these estimates can be easily derived from
Eqs. (1.1), (1.2) and Lemma 3.3. 
Lemma 3.5. For any t > 0, the following estimates hold:
‖θt‖2 C, ‖θxx‖2  C,
t∫
0
‖θxt‖2 dτ  C. (3.50)
Proof. We differentiate (1.2) with respect to t , then multiply the resultant by θt and integrate with respect to x over Ω
to obtain
1
2
d
dt
1∫
0
θ2t dx + κ
1∫
0
θ2xt dx =
1∫
0
(
θ2t εεt + θt θε2t + θθt εεtt + 2νεt εtt θt
)
dx. (3.51)
Next, we estimate the terms on right-hand side of (3.51). Using the results of Lemmas 3.3, 3.4 yields
t∫
0
1∫
0
θ2t εεt dx dτ  C
t∫
0
‖θt‖2 · ‖uxt‖L∞(Ω) dτ C, (3.52)
t∫
0
1∫
0
θt θε
2
t dx dτ  C
t∫
0
‖θ‖L∞(Ω) · ‖θt‖ · ‖uxt‖2L4(Ω)  C, (3.53)
t∫
0
1∫
0
θθt εεtt dx dτ  C
t∫
0
(‖θt‖2 + ‖uxtt‖2)dτ  C, (3.54)
t∫
0
1∫
0
(2νεt εtt θt ) dx dτ 
t∫
0
‖uxt‖L∞(Ω)
1∫
0
θt εtt dx dτ  C. (3.55)
Therefore,
‖θt‖2 C,
t∫
‖θxt‖2 dτ C. (3.56)0
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‖θxx‖2  C. (3.57)
The proof of the assertion is complete. 
Having established uniform a priori estimates, the global existence and uniqueness follows immediately.
4. Asymptotic behavior
In this section, we will prove the results on the asymptotic behavior of the solution given in Theorem 1.1. We will
apply the following lemma from Shen and Zheng [14].
Lemma 4.1. Suppose y and h are nonnegative functions on [0,+∞), y′ is locally integrable, and y, h satisfy
∀t  0: y′(t)A1y2(t) + A2 + h(t), (4.1)
∀T > 0:
T∫
0
y(τ) dτ A3,
T∫
0
h(τ) dτ A4, (4.2)
with A1,A2,A3,A4 being positive constants independent of t and T . Then for any r > 0,
∀t  0: y(t + r)
(
A3
r
+ A2r + A4
)
eA1A2 . (4.3)
Moreover,
lim
t→+∞y(t) = 0. (4.4)
Lemma 4.2. When t → ∞, the following hold:
‖utt‖ → 0, ‖uxxt‖ → 0, ‖ut‖H 2(Ω) → 0, (4.5)∥∥P(θ, ε)x − Ruxxxx∥∥→ 0. (4.6)
Proof. Since
1
2
d
dt
(‖utt‖2 + R‖uxxt‖2) C(‖θt‖2 + ‖θεt‖2 + ‖εt‖2), (4.7)
letting y(t) = ‖utt‖2 + R‖uxxt‖2 and applying Lemma 4.1 with Lemmas 3.3, 3.4 yields
‖utt‖ → 0, ‖uxxt‖ → 0. (4.8)
Combining (4.8) with Eq. (1.1), we can get
‖ut‖H 2(Ω) → 0 and
∥∥P(θ, ε)x − Ruxxxx∥∥→ 0. (4.9)
The proof of the assertion is complete. 
Lemma 4.3. When t → ∞, the following hold:
‖θt‖ → 0, ‖θxx‖ → 0, ‖θx‖L∞(Ω) → 0, ‖θ − θ¯‖L∞(Ω) → 0. (4.10)
Proof. Since
1
2
d
dt
‖θt‖2 + κ‖θxt‖2 =
1∫ (
θ2t εεt + θt θε2t + θθt εεtt + 2νεt εtt θt
)
dx, (4.11)0
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‖θt‖ → 0. (4.12)
Combining (4.12) with Eq. (1.2) yields
‖θxx‖ → 0. (4.13)
Since θx |x=0,1 = 0, by the Poincare’s inequality and (4.13), we conclude that
‖θx‖L∞(Ω) → 0, ‖θ − θ¯‖L∞(Ω)  C‖θx‖ → 0. (4.14)
The proof is complete. 
5. Compactness of the orbit
In this section, we will prove the compactness of the orbit for t > 0 in H 4 × H 2 × H 2. For the time being, we
assume that the initial data are so smooth that the solution will have enough smoothness to carry out the following
argument. If the initial data just belong to H 4 × H 2 × H 2, we can approximate them by smooth functions and then
pass to the limit.
Lemma 5.1. For any μ > 0, the triple (u,ut , θ) is bounded in C([μ,+∞);H 5 × H 3 × H 3).
Proof. First, we differentiate (1.1) with respect to t , multiply the resultant by −uxxtt , and integrate with respect to x
over Ω to obtain
1∫
0
uxttt · uxtt dx +
1∫
0
P(θ, ε)xt · uxxtt dx + ν
1∫
0
u2xxtt dx +
R
2
d
dt
1∫
0
u2xxxt dx = 0. (5.1)
Hence,
d
dt
1∫
0
(
R
2
u2xxxt +
1
2
u2xtt
)
dx + ν
2
1∫
0
u2xxtt dx  C
1∫
0
∣∣P(θ, ε)xt ∣∣2 dx. (5.2)
Multiplying (5.2) by t , we obtain
d
dt
(
tR‖uxxxt‖2 + t‖uxtt‖2
)+ νt‖uxxtt‖2  (R‖uxxxt‖2 + ‖uxtt‖2)+ Ct∥∥P(θ, ε)xt∥∥2. (5.3)
Thus,
tR‖uxxxt‖2 + t‖uxtt‖2 + ν
t∫
0
τ‖uxxtt‖2 dτ 
t∫
0
(
R‖uxxxt‖2 + ‖uxtt‖2
)
dτ + C
t∫
0
τ
∥∥P(θ, ε)xt∥∥2 dτ
 C1 + Ct
t∫
0
∥∥P(θ, ε)xt∥∥2 dτ, (5.4)
where
P(θ, ε)xt = θxt ε + θxεt + θt εx + θεxt + F ′′′2 (ε)εt εx + F ′′2 (ε)εxt . (5.5)
Using Lemmas 3.3–3.5, we have
t∫ ∥∥P(θ, ε)xt∥∥2 dτ  C. (5.6)
0
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R‖uxxxt‖2 + ‖uxtt‖2  C1t−1 + C, (5.7)
with C1 = C(‖u0‖H 4,‖u1‖H 2,‖θ0‖H 2).
Next, we differentiate (1.2) with respect to t , multiply the resultant by −θxxt , and integrate with respect to x over Ω
to obtain
d
dt
1∫
0
1
2
θ2xt dx + κ
1∫
0
θ2xxt dx +
1∫
0
(θεεt )t · θxxt dx + 2ν
1∫
0
εt εtt θxxt dx = 0. (5.8)
Using Young’s inequality yields
d
dt
‖θxt‖2 + κ‖θxxt‖2  C
∥∥(θεεt )t∥∥2 + C‖εt εtt‖2. (5.9)
Multiplying (5.9) by t , and integrating with respect to t yields
t‖θxt‖2 + κ
t∫
0
τ‖θxxt‖2 dτ 
t∫
0
‖θxt‖2 dτ + C
t∫
0
τ
(∥∥(θεεt )t∥∥2 + ‖εt εtt‖2)dτ
 C2 + Ct
t∫
0
(∥∥(θεεt )t∥∥2 + ‖εt εtt‖2)dτ. (5.10)
Thus we deduce from Lemmas 3.3–3.5 that
‖θxt‖2  C2t−1 + C, (5.11)
with C2 = C(‖u0‖H 4,‖u1‖H 2,‖θ0‖H 2). The proof of the assertion is complete.
From this lemma the compactness of the orbit in H 4 × H 2 × H 2 follows. 
6. Existence of global attractor
In order to prove the existence of a global attractor, we shall apply Theorem I.1.1 in the book by Temam [21], for
which, Shen and Zheng [15] rephrased as follows.
Theorem 6.1. Suppose that
(i) the mapping S(t), t  0, defined by the solution to problems (1.1)–(1.6) is a nonlinear continuous semigroup
from H into itself;
(ii) the operators S(t) are uniformly compact for t large, i.e., for every bounded set B contained in Hβ1,β2,β3 , there
exists t0 which may depend on B such that
⋃
tt0 S(t)B is relatively compact in H ;(iii) the orbit starting from any bounded set of Hβ1,β2,β3 will reenter in Hβ1,β2,β3 after a finite time, which depends
only on this bounded set, and stay there forever; there exists a bounded set Bβ1,β2,β3 in Hβ1,β2,β3 such that
Bβ1,β2,β3 is absorbing in Hβ1,β2,β3 .
Then the ω-limit set of Bβ1,β2,β3 , Aβ1,β2,β3 is a global attractor which is compact and attracts the bounded sets
of Hβ1,β2,β3 .
Concerning (i), we have prove in Theorem 1.1(i) the global existence of the solution. It is clear from the proof that
the family of operators S(t), t  0, defined by the solution are continuous operators from H to H and they enjoy the
usual semigroup properties. The uniform compactness of the orbit has been proved in Section 5. Hence, what remains
is to verify the condition (iii).
From now on, we always assume that the initial data (u0, u1, θ0) ∈ B ⊂ Hβ1,β2,β3 , with ‖(u0, u1, θ0)‖H  b, where
B is an arbitrarily bounded set in Hβ1,β2,β3 and b > 0 is a constant depending on B . We will prove that for any
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there exists a bounded set Bβ1,β2,β3 in Hβ1,β2,β3 , such that Bβ1,β2,β3 is absorbing in Hβ1,β2,β3 .
In what follows, letters C and Ci denote constants that may depend on β1, β2, β3, but not on the initial data.
Lemma 6.1. For any t > 0, the following estimates hold:
‖ut‖ C, ‖θ‖L1(Ω) C, ‖ux‖L6(Ω)  C, ‖uxx‖ C, (6.1)
‖ux‖L∞(Ω)  C, (6.2)
θ(x, t) > 0, ∀(x, t) ∈ Ω × [0,∞). (6.3)
Proof. Integrating (3.5) with respect to t yields
1∫
0
(
1
2
u2t + θ + F2(ux) +
R
2
u2xx
)
dx =
1∫
0
(
1
2
u21 + θ0 + F2(u0x) +
R
2
u20xx
)
dx  β2. (6.4)
In a similar way to the proof of Lemma 3.1, we can obtain the estimates (6.1), (6.2). (6.3) can be derived from the
maximal principle. The proof of the assertion is complete. 
Notice that the constant C here is independent of the initial data, which is different from Lemma 3.1.
Lemma 6.2. For any t > 0, the following estimates hold:
t∫
0
1∫
0
(
κθ2x
θ2
+ νu
2
xt
θ
)
dx dτ  C, (6.5)
t∫
0
‖ut‖2 dτ 
t∫
0
‖ut‖2L∞(Ω) dτ C,
t∫
0
‖ut‖n+2 dτ  C, ∀n 0, (6.6)
eβ3 
1∫
0
θ dx  C. (6.7)
Proof. Multiplying (1.2) by θ−1 and integrating with respect to x over Ω yields
d
dt
1∫
0
(
log θ − 1
2
u2x
)
dx −
1∫
0
(
κθ2x
θ2
+ νu
2
xt
θ
)
dx = 0. (6.8)
Hence,
1∫
0
(
log θ − 1
2
u2x
)
dx 
1∫
0
(
log θ0 − 12u
2
0x
)
dx  β3. (6.9)
Since log θ  θ for all θ > 0, we obtain
t∫
0
1∫
0
(
κθ2x
θ2
+ νu
2
xt
θ
)
dx dτ 
1∫
0
θ dx − β3 C. (6.10)
In a similar manner to Lemma 3.2, we obtain (6.6). It follows from (6.9) that
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0
log θ dx  β3 +
1∫
0
1
2
u2x dx  β3. (6.11)
Applying Jensen’s inequality, we find that
log
1∫
0
θ dx 
1∫
0
log θ dx  β3. (6.12)
Combining (6.12) with (6.1) gives (6.7). The proof is complete. 
Lemma 6.3. For any (u0, u1, θ0) ∈ B , there exists some time t0 = t0(B) > 0 depending only on B such that for all
t  t0, x ∈ [0,1],
θ(x, t) β1 > 0. (6.13)
Proof. We use the contradiction argument. Suppose that the assertion does not hold. Then there exists an initial datum
(u0, u1, θ0) ∈ B and a sequence tn → ∞, xn ∈ [0,1] such that the corresponding solution (u,ut , θ) satisfies
θ(xn, tn) < β1. (6.14)
On the other hand, it follows from Lemma 4.3 that as n → ∞,
θ(x, tn) − θ¯ (tn) → 0, ∀x ∈ [0,1]. (6.15)
By (6.7) we have
1∫
0
θ(x, tn) dx = θ¯ (tn) eβ3 > β1 > 0. (6.16)
Then, we derive from (6.15), (6.16) that
lim inf
n→∞ θ(x, tn) e
β3 > β1 > 0, (6.17)
which contradicts (6.14). The proof is complete. 
Using Lemmas 6.1–6.3, we derive that the orbits starting from any bounded set B ⊂ Hβ1,β2,β3 reenter Hβ1,β2,β3 ,
when t  t0(B) and stay there forever.
The next lemma concerns with existence of an absorbing set in Hβ1,β2,β3 . Before stating the lemma, we give a
corollary of Lemma 4.1 (see Shen and Zheng [15]).
Corollary 6.1. It can be easily seen from Lemma 4.1 with A2,A3 being replaced by max(A2,A3) that for t  1,
y(t)
(
2 max(A2,A3) + A4
)
eA1 max(A2,A3). (6.18)
Let
Bβ1,β2,β3 =
{
(u,ut , θ) ∈ Hβ1,β2,β3 , ‖u‖H 4  C5, ‖ut‖H 2 C5, ‖θ‖H 2  C4
}
where C4,C5 are positive constants depending only on βi (i = 1,2,3), and they will be specified later. Then we have
Lemma 6.4. Bβ1,β2,β3 is an absorbing set in Hβ1,β2,β3 , i.e., for any bounded set B in Hβ1,β2,β3 , there exists some time
t2 = t2(B) > 0, such that when t  t2(B), S(t)B ⊂ Bβ1,β2,β3 .
C. Shang / J. Math. Anal. Appl. 343 (2008) 1–21 19Proof. As can be seen from Section 3, we have obtained the following estimates:
1
2
d
dt
‖θ − θ¯‖2 + κ‖θx‖2  δ‖θx‖2 + δ‖uxxxt‖2 + C‖ut‖2 + C‖ut‖8, (6.19)
κ
2
d
dt
‖θx‖2 + ‖θt‖2  δ‖θt‖2 + δ‖θx‖2 + δ‖uxxxt‖2 + C‖ut‖2 + C‖ut‖14, (6.20)
d
dt
‖utt‖2 + R d
dt
‖uxxt‖2 + ν‖uxtt‖2  δ‖θx‖2 + δ‖uxxxt‖2 + C‖ut‖2 + C‖ut‖14 + C‖θt‖2, (6.21)
ν
2
d
dt
‖uxxt‖2 − d
dt
1∫
0
utt · uxxt dx + R‖uxxxt‖2 − ‖uxtt‖2
 δ‖θx‖2 + δ‖uxxxt‖2 + C‖ut‖2 + C‖ut‖14 + C‖θt‖2. (6.22)
In a similar way to the proof of Lemma 3.3, we multiply (6.19)–(6.22) by appropriate constants, then add them up and
deduce that
d
dt
(‖θ − θ¯‖2 + ‖θx‖2 + ‖utt‖2 + ‖uxxt‖2)+ C1(‖θx‖2 + ‖θt‖2 + ‖uxtt‖2 + ‖uxxxt‖2)
C2
(‖ut‖2 + ‖ut‖8 + ‖ut‖14). (6.23)
Since
‖utt‖2  ‖utt‖2L∞(Ω) C‖uxtt‖2, (6.24)
‖uxxt‖2  ‖uxxt‖2L∞(Ω)  C‖uxxxt‖2, (6.25)
‖θ − θ¯‖2L∞(Ω)  C‖θx‖2, (6.26)
if we denote E1(t) := ‖θ − θ¯‖2 + ‖θx‖2 + ‖utt‖2 + ‖uxxt‖2, then we have
dE1(t)
dt
+ C1E1(t) C2
(‖ut‖2 + ‖ut‖8 + ‖ut‖14). (6.27)
Using Lemma 6.2, we obtain
E1(t) e−C1tE1(0) + C3. (6.28)
This implies that there exists some time t1 = t1(B) t0 such that when t > t1,
E1(t) 2C3. (6.29)
Integrating (6.23) with respect to t from t1 + 1 to t , we obtain
E1(t) − E1(t1 + 1) +
t∫
t1+1
(‖θx‖2 + ‖θt‖2 + ‖uxtt‖2 + ‖uxxxt‖2)dτ  C. (6.30)
Then for any t  t1 + 1, we have the following estimates:
‖θx‖ C, ‖utt‖ C, ‖uxxt‖ C, (6.31)
t∫
t1+1
‖θx‖2 dτ C,
t∫
t1+1
‖θt‖2 dτ  C, (6.32)
t∫
t1+1
‖uxtt‖2 dτ C,
t∫
t1+1
‖uxxxt‖2 dτ C. (6.33)
Moreover, by the Nirenberg inequality, we have
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For any t  t1 + 1, differentiating (1.2) with respect to t and multiplying the resultant by θt , then integrating with
respect to x over Ω yields
1
2
d
dt
1∫
0
θ2t dx + κ
1∫
0
θ2xt dx =
1∫
0
(
θ2t εεt + θt θε2t + θθt εεtt + 2νεt εtt θt
)
dx. (6.35)
Since for any t  t1 + 1, we have
1∫
0
θ2t εεt dx dτ  ‖ε‖L∞(Ω) · ‖θt‖2 · ‖εt‖L∞(Ω) dτ  C‖θt‖2, (6.36)
1∫
0
θt θε
2
t dx  ‖θ‖L∞(Ω) · ‖θt‖ · ‖εt‖2L4(Ω)  C‖θt‖2 + C‖uxt‖4L4, (6.37)
1∫
0
θθtεεtt dx  C‖θt‖2 + C‖uxtt‖2, (6.38)
1∫
0
(2νεt εtt θt ) dx  C‖θt‖2 + C‖uxtt‖2. (6.39)
Then (6.35) can be written as
1
2
d
dt
‖θt‖2 + κ‖θxt‖2  C‖θt‖2 + C‖uxtt‖2 + C‖uxt‖4L4 . (6.40)
Using (6.32), (6.33) and applying Corollary 6.1 with y(t) = ‖θt‖2 defined on [t1 + 1,+∞), we obtain for any t 
t1 + 2,
‖θt‖ C. (6.41)
Let t2 := t1 + 2. Then we can deduce from (6.41), Eq. (1.2), and Lemma 6.2 that
‖θ‖H 2  C4, ∀t  t2. (6.42)
Owing to (6.29), Eq. (1.1) and the boundary condition (1.4), we deduce that for any t  t2,
‖u‖H 4  C5, ‖ut‖H 2  C5. (6.43)
Thus, Hβ1,β2,β3 is an absorbing set and the proof is complete. 
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