A quantitative subspace Balian-Low theorem by Caragea, Andrei et al.
ar
X
iv
:1
90
4.
12
25
0v
2 
 [m
ath
.FA
]  
10
 A
ug
 20
19
A QUANTITATIVE SUBSPACE BALIAN-LOW THEOREM
ANDREI CARAGEA, DAE GWAN LEE, FRIEDRICH PHILIPP, AND FELIX VOIGTLAENDER
Abstract. Let G ⊂ L2(R) be the subspace spanned by a Gabor Riesz sequence (g,Λ)
with g ∈ L2(R) and a lattice Λ ⊂ R2 of rational density. It was shown recently that if g
is well-localized both in time and frequency, then G cannot contain any time-frequency
shift pi(z)g of g with z /∈ Λ. In this paper, we improve the result to the quantitative
statement that the L2-distance of pi(z)g to the space G is equivalent to the Euclidean
distance of z to the lattice Λ, in the sense that the ratio between those two distances
is uniformly bounded above and below by positive constants. On the way, we prove
several results of independent interest, one of them being closely related to the so-called
weak Balian-Low theorem for subspaces.
1. Introduction
The Balian-Low theorem is a well known and fundamental result in time-frequency
analysis, which asserts that a Gabor system cannot be a Riesz basis for L2(R) if its
generating window is well localized both in time and frequency. More precisely, it states
the following:
Theorem 1.1 (Balian-Low Theorem). Let g ∈ L2(R) and let Λ ⊂ R2 be a lattice such
that the Gabor system {e2πibxg(x − a) : (a, b) ∈ Λ} is a Riesz basis for L2(R) (and
therefore Λ is of density 1). Then(ˆ
x2 |g(x)|2 dx
)(ˆ
ω2 |ĝ(ω)|2 dω
)
=∞. (1.1)
In the recent paper [6], the following generalization of the Balian-Low theorem was
proved (see also [7] for a similar generalization of the amalgam Balian-Low theorem).
Theorem 1.2 ([6]). Let g ∈ L2(R) and let Λ ⊂ R2 be a lattice of rational density such
that the Gabor system {e2πibxg(x − a) : (a, b) ∈ Λ} is a Riesz basis for its closed linear
span G(g,Λ). If there exists a time-frequency shift e2πiηxg(x − u), (u, η) ∈ R2\Λ, of g
which is contained in G(g,Λ), then (1.1) holds.
Note that condition (1.1) is equivalent to having g /∈ H1(R) or ĝ /∈ H1(R), where
H1(R) denotes the usual Sobolev space in L2(R) of regularity order 1. Therefore, The-
orem 1.2 can be rephrased as follows: if g, ĝ ∈ H1(R), then the time-frequency shift
e2πiηxg(x−u) has a positive L2-distance to the space G(g,Λ) whenever (u, η) ∈ R2 has a
positive Euclidean distance to the lattice Λ. As our main result, we are going to prove the
following quantitative version of Theorem 1.2 which relates the two mentioned distances.
In the sequel, we denote by H1(R) the set of all g ∈ H1(R) satisfying ĝ ∈ H1(R).
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Theorem 1.3. Let g ∈ H1(R) and let Λ ⊂ R2 be a lattice of rational density such that
{e2πibxg(x−a) : (a, b) ∈ Λ} is a Riesz basis for its closed linear span G(g,Λ). Then there
exist constants α, β > 0 such that for all (u, η) ∈ R2 we have
α · dist ((u, η),Λ) ≤ dist (e2πiηxg(x− u),G(g,Λ)) ≤ β · dist ((u, η),Λ). (1.2)
The upper bound in (1.2) in fact holds for any g ∈ H1(R) and any lattice Λ ⊂ R2,
regardless of {e2πibxg(x− a) : (a, b) ∈ Λ} being a Riesz sequence or the lattice Λ having
rational density; besides, an explicit constant β can be found easily (see Proposition 4.1
below). On the other hand, finding an explicit constant α is more elusive. Although we
could derive a constant α such that (1.2) holds for (u, η) close to the lattice Λ in the
orthogonal case (cf. Theorem 5.4), we were unable to find an explicit global constant α.
We expect such a constant to depend on the Riesz bounds of {e2πibxg(x−a) : (a, b) ∈ Λ}
and on the norms ‖g‖L2 , ‖g‖H1 , and ‖ĝ‖H1 .
Quantitative Balian-Low estimates for general elements of the Gabor space. One might
wonder whether the estimate
dist
(
π(u, η)f,G(g,Λ)) ≍ dist ((u, η),Λ) · ‖f‖L2
holds for general f ∈ G(g,Λ) and not just for f = g (where π(u, η)f(x) = e2πiηxf(x−u)).
In general this is not the case. Indeed, if g is a Gaussian then (g, 2Z × 23Z) is a Riesz
basis for the Gabor space G(g, 2Z × 23Z), but one can show (see Example A.17 for the
details) that there is a function 0 6= f ∈ G(g, 2Z× 23Z) satisfying f(·−1) ∈ G(g, 2Z× 23Z).
Therefore, dist
(
π(1, 0)f,G(g, 2Z × 23Z)
)
= 0, but dist((1, 0), 2Z × 23Z) · ‖f‖L2 6= 0.
Implications regarding the OFDM communication scheme. One motivation for an-
alyzing the distance of the time-frequency shift (π(u, η)g)(x) = e2πiηx g(x − u) to the
Gabor space G(g,Λ) stems from the communication scheme called orthogonal frequency
division multiplexing (OFDM). In OFDM, the sender wants to transmit the coefficients
c = (ck,ℓ)k,ℓ∈Z ∈ ℓ2(Z2) to the receiver. This is done by selecting a fixed Gabor Riesz
sequence
(
π(kα, ℓβ)g
)
k,ℓ∈Z to form the transmission signal Fc =
∑
k,ℓ∈Z ck,ℓ π(kα, ℓβ)g,
which is then sent to the receiver through a communication channel. Mathematically,
the effect of the channel is modeled as an operator T : L2(R) → L2(R); that is, the
signal that arrives at the receiver is TFc instead of Fc.
The first step of the reconstruction procedure employed in OFDM is to apply to
the signal TFc the reconstruction operator R given by Rf =
(〈f, π(kα, ℓβ)g◦〉)
k,ℓ∈Z,
thereby obtaining the sequence c˜ = RTFc ∈ ℓ2(Z2). Here, g◦ is the dual window for
the Riesz sequence
(
π(kα, ℓβ)g
)
k,ℓ∈Z; that is, 〈π(kα, ℓβ)g, π(k′α, ℓ′β)g◦〉 = δk,k′δℓ,ℓ′ and
g◦ ∈ G := G(g, αZ×βZ). At least for the ideal communication channel T = IdL2(R), this
guarantees perfect reconstruction, meaning that c˜ = c. For more general channels, this is
not the case, but one might hope to reconstruct c by applying a suitable post-processing
operator P to c˜.
In fact, there is such a bounded post-processing operator P satisfying PRTFc = c
for all c ∈ ℓ2(Z2) if and only if the operator RT is bounded below on the Gabor space
G, meaning that ‖RTf‖ℓ2 & ‖f‖L2 for all f ∈ G. It is not hard to see that ‖Rf‖ℓ2 ≍
‖PGf‖L2 , where we denote by PG the orthogonal projection onto the Gabor space G. For
the important special case that the channel operator T is simply a time-frequency shift
T = π(u, η), reconstruction is thus possible if and only if ‖PGπ(u, η)f‖L2 & ‖f‖L2 for all
f ∈ G, which holds if and only if there is c < 1 satisfying
dist
(
π(u, η)f,G) = ∥∥(I − PG)π(u, η)f∥∥L2 ≤ c ‖f‖L2 ∀ f ∈ G. (1.3)
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The left-hand side of this inequality measures the off-band energy loss caused by the time-
frequency shift π(u, η), that is, the proportion of the signal energy that gets “pushed out
of the Gabor space” by applying the time-frequency shift. Even in the case where the
off-band energy loss is small enough so that (1.3) holds, it is interesting to know more
precise upper and lower bounds for this quantity, since it influences the stability of the
reconstruction. Theorem 1.3 shows—for the case f = g—that the off-band energy loss
is of the order dist((u, η), αZ × βZ).
Structure of the paper. The outline of the proof of Theorem 1.3 is as follows. First of
all, we note that it suffices to establish the inequality (1.2) for (u, η) in a neighborhood
of the origin (0, 0); the inequality then holds for all (u, η) ∈ R2 (with possibly different
constants α and β) by Theorem 1.2 and a compactness argument. In order to analyze
the behavior of the quantity dist(e2πiηxg(x − u),G(g,Λ)) for (u, η) close to the origin,
we first show that the time-frequency map (a, b) 7→ e2πibxg(x − a) is differentiable at
(0, 0) with derivative (a, b) 7→ −ag′ + 2πibXg, where X is the position operator defined
formally by Xf(x) = xf(x) (see Lemma 3.2). We then prove in Proposition 4.4 that
−ag′+2πibXg is not contained in G(g,Λ) unless a = b = 0. Denoting by P the orthogonal
projection from L2(R) onto G(g,Λ), this implies that there exists a constant γ > 0
with ‖(I − P)(−ag′ + 2πibXg)‖L2 ≥ γ ‖(a, b)‖2 for all (a, b) ∈ R2. The claim then
follows immediately because (I − P)(−ag′ + 2πibXg) linearizes the map (a, b) 7→ (I −
P)(e2πibxg(x− a)) in a neighborhood of (0, 0).
The main ingredients of the proof are the differentiability of the time-frequency map
(see Section 3) and the fact that none of its directional derivatives −ag′ + 2πibXg with
(a, b) ∈ R2\{(0, 0)} are contained in G(g,Λ) (see Proposition 4.4). While the former is
probably folklore (although we could not find a reference), the latter seems to be a new
result and should be interesting in its own right. We also point out a close relationship
between Proposition 4.4 and the weak Balian-Low theorem for subspaces from [12]; see
Remark 4.5 for a detailed discussion.
As mentioned above, we were unable to derive a closed-form formula for the constant
α in Equation (1.2). However, if we assume the Gabor system {e2πibxg(x−a) : (a, b) ∈ Λ}
to be orthonormal, then we can find an explicit constant α > 0 such that (1.2) holds for
all (u, η) in a neighborhood of the lattice Λ (see Theorem 5.4). This result then leads to
a statement similar to Theorem 1.2 but without assuming the rational density of Λ (see
Corollary 5.6).
The paper is organized as follows. In Section 2 we provide the necessary notions,
notations, and some basic results which will be used throughout the paper. Section 3
contains the aforementioned differentiability result for the time-frequency map of H1-
functions. The proof of Theorem 1.3 is given in Section 4. Finally, in Section 5 we provide
an explicit local lower bound α in the case where the Gabor system is orthonormal.
Several results that are technical or only tangentially related to the core arguments are
deferred to Appendix A. Although most of them should be well-known or be considered
folklore, we include their proofs for the sake of completeness.
2. Preparations
Notation. Let us begin with collecting some notation we will use throughout the paper.
We set N := {1, 2, . . .} and N0 := N ∪ {0}. The Lebesgue measure of a Borel set Ω ⊂ Rn
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is denoted by |Ω|. If g : R→ C is measurable, we write Xg for the function x 7→ x g(x),
that is, (Xg)(x) = x g(x), x ∈ R.
Let H be a Hilbert space, and let Φ = (ϕi)i∈I be a family of vectors in H. This family
is called a frame for H if there are A,B ∈ (0,∞) such that A ‖f‖2H ≤
∑
i∈I |〈f, ϕi〉|2 ≤
B ‖f‖2H for all f ∈ H. If Φ is a frame for its closed linear span span{ϕi : i ∈ I}, then
we say that Φ is a frame sequence. We say that Φ is a Riesz sequence if there are
A,B ∈ (0,∞) such that A ‖c‖ℓ2 ≤
∥∥∑
i∈I ci ϕi
∥∥ ≤ B ‖c‖ℓ2 for all finitely supported
sequences c = (ci)i∈I ∈ ℓ2(I). If Φ is a Riesz sequence and span{ϕi : i ∈ I} is dense in
H, we say that Φ is a Riesz basis for H. Each Riesz basis is a frame.
Let T : H → H be a bounded linear operator on a (complex) Hilbert space H. The
spectrum of T will be denoted by σ(T ); that is,
σ(T ) =
{
λ ∈ C : T − λI is not boundedly invertible} .
The complement of σ(T ) in C is denoted by ρ(T ) and is called the resolvent set of T . For
a bounded linear operator A : H → K between two Hilbert spaces H and K, we define
σ0(A) :=
√
minσ(A∗A) ∈ [0,∞) and σ1(A) :=
√
inf[σ(A∗A)\{0}] ∈ [0,∞] . (2.1)
Note that σ(A∗A) = {0} if and only if A = 0, and thus σ1(0) = ∞, while σ1(A) < ∞
if A 6= 0. Furthermore, note that, in case of a matrix A, σ0(A) is the smallest singular
value of A and σ1(A) is the smallest positive singular value of A.
Let g ∈ L2(R). The Fourier transform ĝ of g is defined by
ĝ(ω) := lim
R→∞
ˆ R
−R
g(x) e−2πixω dx ,
where the limit is taken in L2(R). For a, b ∈ R we also define
[π(a, b)g](x) := e2πibxg(x− a), x ∈ R .
Denoting by Ta and Mb the operators of translation by a ∈ R and modulation by b ∈ R,
respectively, we have π(a, b) =MbTa.
A lattice in R2 is a set Λ = AZ2 with A ∈ GL(2,R). Its density is defined as |detA |−1.
If Λ is a lattice in R2 and g ∈ L2(R), we denote by (g,Λ) the Gabor system generated
by g and Λ, that is,
(g,Λ) := {π(λ)g : λ ∈ Λ}.
The Gabor space generated by g and Λ is denoted and defined by G(g,Λ) := span (g,Λ),
with the closure taken in L2(R).
The Zak transform of g ∈ L2(R) is defined as
Zg(x, ω) = lim
N→∞
N∑
k=−N
e2πikωg(x− k), (x, ω) ∈ (0, 1)2, (2.2)
where the limit is taken in L2((0, 1)2). The Zak transform g 7→ Zg is a unitary operator
from L2(R) to L2((0, 1)2). In the following, we will consider the Zak transform Zg of
g ∈ L2(R) as an (a.e. defined) function on R2, by using Equation (2.2) on all of R2, where
the limit is taken in L2loc(R). This extended Zak transform has the following properties
(all of which hold for a.e. (x, ω) ∈ R2):
(a) Zg(x+m,ω + n) = e2πimω Zg(x, ω) for all m,n ∈ Z.
(b) Z[π(u, η)g](x, ω) = e2πiηx Zg(x− u, ω − η) for all (u, η) ∈ R2.
(c) (Z[π(m,n)g])(x, ω) = e2πi(nx−mω) Zg(x, ω) for all m,n ∈ Z.
(d) Zĝ(x, ω) = e2πixω Zg(−ω, x).
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(e) g(x) =
´ 1
0 Zg(x, ω) dω and ĝ(ω) =
´ 1
0 e
−2πixωZg(x, ω) dx.
For all these properties, we refer to [11, Section 8]. The property (a) of Zg is called
quasi-periodicity.
In what follows, we will consider the lattice Λ = 1QZ × PZ (where P,Q ∈ N) and
connect the spectral properties of the frame operator
S : L2(R)→ L2(R), f 7→
∑
λ∈Λ
〈f, π(λ)g〉π(λ)g
and the Gram operator
G : ℓ2(Z2)→ ℓ2(Z2), (cn,k)n,k∈Z 7→
(〈 ∑
n,k∈Z
cn,kπ(Q
−1n, Pk)g, π(Q−1m,Pℓ)g
〉)
m,ℓ∈Z
of the Gabor system (g,Λ) to the spectral properties of certain matrix multiplication
operators as defined in Appendix A.1. For this, we consider RP := (0,
1
P ) × (0, 1), and
we define unitary operators V : L2((0, 1)2)→ L2(RP ,CP ) and U : ℓ2(Z2)→ L2(RP ,CQ)
by
(Vf)(x, ω) := (f(x+ kP , ω))P−1k=0 and Uc = ( ∑
s,n∈Z
csQ+ℓ,n es,n
)Q−1
ℓ=0
, (2.3)
where f ∈ L2((0, 1)2), c = (cn,m)n,m∈Z ∈ ℓ2(Z2), and es,n(x, ω) := P 1/2 · e2πi(nPx−sω),
(x, ω) ∈ RP . Furthermore, we denote by Sn ∈ Cn×n the cyclic shift operator satisfying
Snei = ei−1 for i ∈ {1, . . . , n− 1} and Sne0 = en−1 for the standard basis {e0, . . . , en−1}
of Cn. For ω ∈ R we define the matrices
Lω := SP diag(e
2πiω , 1, . . . , 1) ∈ CP×P
and
Mω = diag(e
−2πiω, 1, . . . , 1)S−1Q ∈ CQ×Q .
Lemma 2.1. For P,Q ∈ N and g ∈ L2(R), g 6= 0, let us define the matrix function
Ag : R
2 → CP×Q by
Ag(x, ω) :=
1√
P
(
Zg(x+ kP − ℓQ , ω)
)P−1,Q−1
k,ℓ=0
.
Then for a.e. (x, ω) ∈ R2 we have
Ag(x+
1
P , ω) = LωAg(x, ω) and Ag(x− 1Q , ω) = Ag(x, ω)Mω . (2.4)
In particular, A∗gAg is (
1
P , 1)-periodic and AgA
∗
g is (
1
Q , 1)-periodic.
If Λ = 1QZ×PZ, then (g,Λ) is a Bessel sequence if and only if Zg ∈ L∞(R2). In this
case, the synthesis operator T : ℓ2(Z2)→ L2(R), (cn,m)n,m∈Z 7→
∑
n,m cn,mπ(Q
−1n, Pm)g,
the frame operator S, and the Gram operator G of (g,Λ) are given by
T = (VZ)∗MAgU , S = (VZ)∗MAgA∗g(VZ), and G = U∗MA∗gAgU , (2.5)
respectively, where MAgA∗g (respectively MA∗gAg or MAg) is the matrix multiplication op-
erator (cf. Section A.1) with respect to AgA
∗
g (resp. A
∗
gAg or Ag) acting on L
2(RP ;C
P )
(resp. L2(RP ;C
Q)).
If Zg ∈ L∞(R2), the following statements hold:
(a) (g,Λ) is a Riesz sequence if and only if essinfz∈R2 σ0(Ag(z)) > 0.
(b) (g,Λ) is a frame sequence if and only if essinfz∈R2 σ1(Ag(z)) > 0.
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(c) (g,Λ) is a frame for L2(R) if and only if essinfz∈R2 σ0(Ag(z)∗) > 0.
Proof. Let A := Ag. We have A(x +
1
P , ω) = P
−1/2 · (Zg(x + k+1P − ℓQ , ω))P−1,Q−1k,ℓ=0 ,
where—due to the quasi-periodicity of Zg—we see that
Zg
(
x+
k + 1
P
− ℓ
Q
, ω
)
=
{√
P · (A(x, ω))
k+1,ℓ
if k < P − 1 ,
e2πiωZg(x− ℓQ , ω) =
√
P · e2πiω · (A(x, ω))
0,ℓ
if k = P − 1 .
In matrix notation, this means precisely that A satisfies the first relation in (2.4), and the
( 1P , 1)-periodicity of A
∗A follows from L∗ωLω = IdCP and from A(x, ω+1) = A(x, ω). The
second relation in (2.4) can be proved similarly and shows that AA∗ is ( 1Q , 1)-periodic.
Let T0 denote the pre-synthesis operator of (g,Λ), that is,
T0 : ℓ
2
0(Z
2)→ L2(R) , T0(cm,n)m,n∈Z :=
∑
m,n∈Z
cm,n π(
m
Q , nP )g ,
where ℓ20(Z
2) is the space of all elements of ℓ2(Z2) with only finitely many non-zero
entries. For c ∈ ℓ20(Z2), the properties of the Zak transform listed after Equation (2.2)
show that
(Z T0 c)(x, ω) =
∑
m,n∈Z
cm,n Z[π(
m
Q , nP ) g](x, ω)
= P−1/2 ·
Q−1∑
ℓ=0
hℓ(x, ω)Zg(x − ℓQ , ω) = 〈A(x, ω)h(x, ω), e0〉CP ,
where hℓ(x, ω) := P
1/2
∑
s,n∈Z csQ+ℓ,n e
2πi(nPx−sω) and h := (hℓ)
Q−1
ℓ=0 = Uc with the
operator U defined in Equation (2.3). Since h is ( 1P , 1)-periodic, we obtain
(Z T0 c)(x+
k
P , ω) = 〈A(x+ kP , ω)h(x, ω), e0〉CP = 〈A(x, ω)h(x, ω), ek〉CP .
Here, we used the identity A(x+ 1P , ω) = LωA(x, ω) from the beginning of the proof to
get
〈A(x+ kP , ω)h(x, ω), e0〉 = 〈LkωA(x, ω)h(x, ω), e0〉 = 〈A(x, ω)h(x, ω), (L∗ω)ke0〉 ,
where an easy induction shows that (L∗ω)ke0 =
(
diag(e−2πiω, 1, . . . , 1)S∗P
)k
e0 = ek for
k = 0, . . . , P − 1. With the operator V defined in Equation (2.3), we have thus shown
(VZT0 c)(x, ω) = A(x, ω)h(x, ω), that is VZT0 =MAU|ℓ20(Z2) .
Since the operators V, Z,U are unitary, this shows that T0 is bounded if and only if MA
is bounded, that is, if each entry of A is essentially bounded (on RP ), which—by quasi-
periodicity—exactly means that Zg ∈ L∞(R2). In particular, this shows that (g,Λ) is a
Bessel sequence if and only if T0 is bounded, if and only if Zg ∈ L∞(R2).
Let us assume for the rest of this proof that Zg ∈ L∞(R2). Then VZT =MAU , where
T = T0 = (VZ)∗MAU is the synthesis operator of (g,Λ). Clearly, M∗A = MA∗ is the
(bounded) multiplication operator with A∗; thus M∗AMA =MA∗A and MAM
∗
A =MAA∗ .
Since S = TT∗ and G = T∗T, this proves (2.5).
By definition, (g,Λ) is a Riesz sequence if and only if the synthesis operator T is
bounded below. Lemma A.3 shows that this holds if and only if G = T∗T is boundedly
invertible, that is, if and only if 0 ∈ ρ(G). Similarly, (g,Λ) is a frame for L2(R) if and
only if 0 ∈ ρ(S). Likewise (see Lemmas A.4 and A.2), (g,Λ) is a frame sequence if and
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only if (0, ε0] ⊂ ρ(G) for some ε0 > 0. Hence, (g,Λ) is a Riesz sequence if and only if
0 ∈ ρ(MA∗A), a frame sequence if and only if (0, ε0] ⊂ ρ(MA∗A) for some ε0 > 0, and a
frame for L2(R) if and only if 0 ∈ ρ(MAA∗).
The statements (a)–(c) now follow from Lemma A.1 (ii)+(iii). Here, it is used for
properties (a) and (b) that σi(Ag(z)) only depends on A
∗
g(z)Ag(z), which is (P
−1, 1)-
periodic, so that essinfz∈R2 σi(Ag(z)) = essinfz∈Rp σi(Ag(z)) for i ∈ {1, 2}. Finally, for
property (c), it is used that if (g,Λ) is a frame for L2(R), then P/Q ≤ 1 (see [11][Corollary
7.5.1]), so that RQ ⊂ RP . Since the function Ag(z)A∗g(z) is (Q−1, 1)-periodic, this implies
essinfz∈R2 σ0(A∗g(z)) = essinfz∈RP σ0(A
∗
g(z)). Conversely, if essinfz∈R2 σ0(A∗g(z)) > 0,
then also essinfz∈RP σ0(A
∗
g(z)) > 0, so that 0 ∈ ̺(MAA∗) by Lemma A.1. 
In the next lemma, we derive a formula for the matrix function Ag˜ associated to the
dual window g˜ of the Riesz sequence (g,Λ). This means that—considered on the Gabor
space G(g,Λ)—the Gabor system (g˜,Λ) is the canonical dual frame to (g,Λ). In the
proof of the lemma, we will use that g˜ = S†g satisfies this property, where S† is the
pseudo-inverse (see Section A.2) of the (pre)-frame operator S of (g,Λ), which is given
by Sf =
∑
λ∈Λ〈f, π(λ)g〉π(λ)g. For completeness, we sketch a proof of this fact. Let
S0 := S|G(g,Λ) : G(g,Λ)→ G(g,Λ) denote the restriction of S to G(g,Λ). Note that S0 is
invertible since (g,Λ) is a frame for G(g,Λ), and that G(g,Λ) = ranS = (kerS)⊥ since
S is self-adjoint. Therefore, the pseudo-inverse of S is given by S† = S−10 PG(g,Λ), where
PG(g,Λ) denotes the orthogonal projection from L2(R) onto G(g,Λ). Hence, g0 := S†g =
S−10 g. Finally, a straightforward but tedious computation shows that π(λ)S = Sπ(λ)
for all λ ∈ Λ, which also implies that π(λ)G(g,Λ) = G(g,Λ). Therefore, S0[π(λ)g0] =
π(λ)S0g0 = π(λ)g, showing that indeed
(
π(λ)g0
)
λ∈Λ =
(
S−10 (π(λ)g)
)
λ∈Λ is the canonical
dual frame of (g,Λ).
With this preparation, we can now prove the announced lemma.
Lemma 2.2. Let g ∈ L2(R), P,Q ∈ N, Λ = 1QZ × PZ, and assume that (g,Λ) is a
Riesz sequence. Let g˜ be the dual window of (g,Λ) and G := Zg, G˜ := Zg˜, A := Ag,
and A˜ := Ag˜, with Ag and Ag˜ as in Lemma 2.1. Then
A˜ = A(A∗A)−1 almost everywhere on R2. (2.6)
Moreover, for arbitrary µ = (u, η) ∈ R2 we have
dist2
(
π(µ)g,G(g,Λ)) = ‖g‖2L2 − ˆ 1
0
ˆ 1/P
0
‖Hµ(x, ω) e0‖2CP dx dω ,
where e0 = (1, 0, . . . , 0)
T ∈ CQ,
Hµ(z) = P
1/2 · A(z) · (A(z)∗A(z))−1 · A(z)∗ · e2πiηDP · A(z − µ) ∈ CP×Q ,
and DP = diag(k/P )
P−1
k=0 , with the understanding that e
2πiηDP = diag
(
(e2πiηk/P )P−1k=0
)
.
Proof. In this proof we shall make use of the notion of the pseudo-inverse T † of an
operator T with closed range. For the definition of this notion and a review of some of
its properties, we refer to Section A.2.
Let S be the frame operator of (g,Λ). Then the range of S is ranS = G(g,Λ), which is
closed in L2(R). Hence, by Lemma A.6 we have S† = ϕ(S), where ϕ : R→ R is defined
by ϕ(0) = 0 and ϕ(t) = 1/t for t 6= 0. As seen before the statement of the lemma,
g˜ = S†g = ϕ(S)g. Furthermore, Lemma A.6 shows ϕ(A(z)A(z)∗) = (A(z)A(z)∗)† for
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every z ∈ RP . Hence, an application of Equation (2.5) and of Lemma A.1 (iv) shows
that
G˜ = Zg˜ = Z[ϕ(S)g] = Z(VZ)∗ϕ(MAA∗)(VZ)g = V∗Mϕ(AA∗)VG,
with V as defined in Equation (2.3). Therefore,
VG˜ = (AA∗)†(VG) a.e. on RP . (2.7)
In order to extend this relation to R2, define (V˜f)(x, ω) := (f(x + kP , ω))P−1k=0 for
f : R2 → C and (x, ω) ∈ R2. Let z = (x, ω) ∈ RP be arbitrary, and set zn,k = (x+n+kP , ω)
for k ∈ {0, . . . , P − 1} and n ∈ Z. Using Equation (2.4), we see that
G˜(zn,k) = (Z g˜ )
(
x+ n+kP , ω
)
=
√
P ·
(
Ag˜
(
x+ nP , ω
))
k,0
=
√
P ·
(
Lnω Ag˜(x, ω)
)
k,0
=
(
Lnω
(
G˜(z0,ℓ)
)P−1
ℓ=0
)
k
.
Similarly, Equation (2.4) shows that
(
G(zn,k)
)P−1
k=0
= Lnω
(
G(z0,k)
)P−1
k=0
. All in all, we thus
get for (x, ω) ∈ RP and n ∈ Z that
(V˜G˜)(x+ nP , ω) =
(
G˜(zn,k)
)P−1
k=0
= Lnω
[ (
G˜(z0,k)
)P−1
k=0
]
= Lnω
(
[VG˜](x, ω))
(Eq. (2.7)) = Lnω
[
A(x, ω)A(x, ω)∗
]†(
G(z0,k)
)P−1
k=0
(Eq. (2.4)) = Lnω
[
L−nω A(x+
n
P , ω)A(x+
n
P , ω)
∗Lnω
]†
L−nω
(
G(zn,k)
)P−1
k=0
(Corollary A.7) =
[
A(x+ nP , ω)A(x+
n
P , ω)
∗]†(G(zn,k))P−1k=0
=
[
A(x+ nP , ω)A(x+
n
P , ω)
∗]†(V˜G)(x+ nP , ω) .
In combination with the 1-periodicity in the second variable of all involved functions,
this implies
V˜G˜ = (AA∗)†(V˜G) a.e. on R2. (2.8)
Since (V˜G)(x− ℓQ , ω) is the ℓ-th column of the matrix
√
P ·A(x, ω), since (V˜G˜)(x− ℓQ , ω)
is the ℓ-th column of
√
P A˜(x, ω), and because AA∗ is ( 1Q , 1)-periodic, we obtain the
identity A˜ = (AA∗)†A = A(A∗A)† = A(A∗A)−1, see Lemma A.5 (iv). Here, we used
that A∗A is invertible almost everywhere by Lemma 2.1 (a). We have thus proved
Equation (2.6).
Now, denote the orthogonal projection from L2(R) onto G(g,Λ) = ranS by P. Then,
for any µ = (u, η) ∈ R2 we have
dist2
(
π(µ)g,G(g,Λ)) = ‖(I − P)π(µ)g‖2L2 = ‖g‖2L2 − ‖Pπ(µ)g‖2L2 .
Next, using Lemmas A.6 and A.1, we get M †AgA∗g = ϕ(MAgA∗g) = Mϕ(AgA∗g) = M(AgA∗g)† ,
which implies S† = (VZ)∗M †AgA∗gVZ = (VZ)
∗M(AgA∗g)†VZ thanks to Equation (2.5) and
Corollary A.7. Combining this with Lemma A.5, Equation (2.5), and Equation (A.3),
we see
P = SS† = (VZ)∗MAA∗M(AA∗)†(VZ) = (VZ)∗M(AA∗)(AA∗)†(VZ) = (VZ)∗MPranA(VZ)
and
PranA = Pran(AA∗) = (AA
∗) (AA∗)† = A(A∗A)†A∗ = A(A∗A)−1A∗.
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For arbitrary f ∈ L2(R), we thus see that
‖Pf‖2L2 = ‖MPranAVZf‖2L2(RP ,CP ) =
ˆ 1
0
ˆ 1/P
0
‖A(A∗A)−1A∗VZf‖2
CP
dx dω .
Finally, since Z[π(µ)g](x, ω) = e2πiηxZg(x− u, ω − η) for µ = (u, η), it follows that
(VZ[π(µ)g])(x, ω) = (e2πiη(x+ kP )Zg(x+ kP − u, ω − η))P−1k=0
= e2πiηxe2πiηDP
(
Zg(x+ kP − u, ω − η)
)P−1
k=0
= e2πiηx P 1/2 e2πiηDPA(x− u, ω − η) e0 .
Now, the claim follows from |e2πiηx| = 1. 
In proving the next result, we crucially use that if λ = (α, β) ∈ R2 and µ = (a, b) ∈ R2,
then π(λ)π(µ)f = e−2πiαbπ(λ + µ)f , as can be verified by a direct calculation. In
particular, this implies ‖Tπ(λ)π(µ)f‖L2 = ‖Tπ(λ + µ)f‖L2 for any linear operator
T : L2(R)→ L2(R).
Lemma 2.3. Let g ∈ L2(R) and let Λ ⊂ R2 be a lattice. If P denotes the orthogonal
projection from L2(R) onto G(g,Λ), then P commutes with the operators π(λ), λ ∈ Λ.
In particular, for any µ ∈ R2, any f ∈ L2(R), and any λ ∈ Λ we have
dist
(
π(µ+ λ)f,G(g,Λ)) = dist (π(µ)f,G(g,Λ)).
Proof. Let G := G(g,Λ). We have π(λ)π(µ)g = e−2πiλ1µ2π(λ+µ)g ∈ G for any µ, λ ∈ Λ,
as discussed before the statement of the lemma. This easily implies π(λ)G ⊂ G and—by
symmetry of Λ—also π(−λ)G ⊂ G. From this it follows that also π(λ)G⊥ ⊂ G⊥; indeed,
〈π(λ)f, h〉 = 〈f, π(−λ)h〉 = 0 for f ∈ G⊥ and h ∈ G. Now, if f ∈ L2(R), then we can
write f = f1 + f2 with f1 ∈ G and f2 ∈ G⊥; hence, π(λ)f = π(λ)f1 + π(λ)f2 with
π(λ)f1 ∈ G and π(λ)f2 ∈ G⊥, which implies P[π(λ)f ] = π(λ)f1 = π(λ)[Pf ].
As to the “in particular”-part, we observe for µ ∈ R2 and λ ∈ Λ that
‖(I − P)π(µ+ λ)f‖L2 = ‖(I − P)π(λ)π(µ)f‖L2
= ‖π(λ)(I − P)π(µ)f‖L2 = ‖(I − P)π(µ)f‖L2 .
The claim now follows by noting that dist(f,G) = ‖(I − P)f‖L2 for f ∈ L2(R). 
The following lemma is probably folklore. However, since we could not find any
reference for it (one direction is proved in [9, Proof of Thm. 2.3]), we give a full proof
here. Recall that H1(R) is the space of all g ∈ H1(R) satisfying ĝ ∈ H1(R).
Lemma 2.4. Let g ∈ L2(R). Then g ∈ H1(R) if and only if Zg ∈ H1loc(R2). In this
case, the weak derivatives of Zg are given by
∂1Zg = Z(g
′) and ∂2Zg(x, ω) = −2πi
(
[Z(Xg)](x, ω) − x · Zg(x, ω)) . (2.9)
Proof. “⇒:” Assume that g ∈ H1(R) and let Ω ⊂ R2 be nonempty, open, and bounded.
Let us first assume that g ∈ C∞c (R) (such a function of course is in H1(R)). Recalling
the definition (2.2) of the Zak transform, we see that on Ω, Zg is defined by a finite sum
(hence Zg ∈ C∞(Ω)), and the first relation in (2.9) is easily verified. For the second
relation, we note
∂2[Zg(x, ω)] =
∞∑
k=−∞
∂ω[e
2πikω g(x− k)] =
∞∑
k=−∞
2πik e2πikω g(x− k)
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=
∞∑
k=−∞
e2πikω[2πix g(x − k)− 2πi(Xg)(x − k)]
= 2πi · [x · Zg(x, ω)− Z[Xg](x, ω)] ,
as claimed in (2.9).
Now, let g ∈ H1(R) be arbitrary. Since C∞c (R) is dense in H1(R) (see for instance
[2, Section E10.8]), we find a sequence (ϕn)n∈N ⊂ C∞c (R) which converges to g in
H1(R), that is, ϕn → g and ϕ′n → g′ in L2(R). For φ ∈ C∞c (Ω) we then have (with
〈·, ·〉 := 〈·, ·〉L2(Ω))
|〈Zg, ∂1φ〉 +
〈
Zg′, φ
〉∣∣
≤ |〈Z(g − ϕn), ∂1φ〉|+
∣∣〈Zϕn, ∂1φ〉+ 〈Zϕ′n, φ〉∣∣+ ∣∣〈Z(g′ − ϕ′n), φ〉∣∣ .
The middle term vanishes by partial integration and since ∂1(Zϕn) = Z(ϕ
′
n); the other
two terms tend to zero as n→∞. Hence, 〈Zg, ∂1φ〉 = −〈Zg′, φ〉.
The relation 〈Zg, ∂2φ〉 = 2πi〈Z(Xg) − XZg, φ〉 is proven similarly, by noting that
since (1 + |X|) g ∈ L2(R), one can find1 a sequence (ϕn)n∈N ⊂ C∞c (R) satisfying
‖(1 + |X|) (g − ϕn)‖L2 → 0, whence ϕn → g in L2 and Xϕn → Xg in L2, and therefore
Z(Xϕn)→ Z(Xg) and X Zϕn → X Zg with convergence in L2loc(R2).
Because of Zg′ ∈ L2(Ω) and Z(Xg) − XZg ∈ L2(Ω), this proves that Zg ∈ H1(Ω)
and that (2.9) holds on Ω. Since Ω was an arbitrary nonempty, open, bounded set, we
have proved one implication.
“⇐:” Assume that G := Zg ∈ H1loc(R2). Lemma A.14 shows that, after changing
G on a null-set, we can assume that G(x, ·) is locally absolutely continuous on R with
derivative (∂2G)(x, ·) ∈ L2loc(R) for almost every x ∈ R and simultaneously that G(·, ω)
is locally absolutely continuous on R with derivative (∂1G)(·, ω) ∈ L2loc(R) for almost
every ω ∈ R.
According to the properties of the Zak transform, we have g(x) =
´ 1
0 G(x, ω) dω for
almost all x ∈ R; see Page 4. Let us fix one x0 ∈ R for which this is true. Hence, for
almost all x ∈ R we have
g(x) =
ˆ 1
0
G(x, ω) dω =
ˆ 1
0
(
G(x0, ω) +
ˆ x
x0
∂1G(t, ω) dt
)
dω
= g(x0) +
ˆ x
x0
(ˆ 1
0
∂1G(t, ω) dω
)
dt = g(x0) +
ˆ x
x0
φ(t) dt ,
where we defined φ(t) :=
´ 1
0 ∂1G(t, ω) dω. Note that φ ∈ L1loc(R) since ∂1G ∈ L2loc(R2).
Hence, possibly after redefining g on a set of measure zero, g is locally absolutely con-
tinuous on R. To see that actually φ ∈ L2(R) (and hence g ∈ H1(R)), recall from the
properties of the Zak transform that G(t+n, ω) = e2πinωG(t, ω) for almost all (t, ω) ∈ R2.
Hence,
ˆ
R
|φ(t)|2 dt =
∑
n∈Z
ˆ 1
0
∣∣∣∣ˆ 1
0
∂1G(t+ n, ω) dω
∣∣∣∣2 dt = ˆ 1
0
∑
n∈Z
∣∣∣∣ˆ 1
0
e2πinω∂1G(t, ω) dω
∣∣∣∣2 dt .
1Indeed, for any ε > 0, there is a compactly supported function h such that ‖(1+ |X|) (g−h)‖L2 < ε,
say supph ⊂ [−N,N ]. Then, pick ϕ ∈ C∞c (R), suppϕ ⊂ [−2N, 2N ] such that ‖ϕ− h‖L2 < ε/(1 + 2N),
whence ‖(1 + |X|) (ϕ− h)‖L2 ≤ (1 + 2N) ‖ϕ− h‖L2 < ε, so that finally ‖(1 + |X|) (g − ϕ)‖L2 < 2ε.
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Now, set gt(ω) := ∂1G(t, ω) (which is in L
2(0, 1) for a.e. t ∈ R). Then
ˆ
R
|φ(t)|2 dt =
ˆ 1
0
∑
n∈Z
|ĝt(n)|2 dt =
ˆ 1
0
ˆ 1
0
|gt(ω)|2 dω dt = ‖∂1G‖2L2([0,1]2).
Hence, g ∈ H1(R) with g′(x) = ´ 10 ∂1G(x, ω) dω.
To show that also ĝ ∈ H1(R), define F : R2 → C, (x, ω) 7→ e−2πixωG(x, ω). Since
Gx := G(x, ·) is locally absolutely continuous for almost all x ∈ R, the product rule
for Sobolev functions (see for instance [2, Section 4.25]) shows that also Fx := F (x, ·)
satisfies this property. Moreover, the product rule also shows for almost all x ∈ R that
we have
F ′x(ω) = e
−2πixω(−2πixGx(ω) +G′x(ω))
= e−2πixω
(− 2πixG(x, ω) + (∂1G)(x, ω)) =: H(x, ω)
for almost all ω ∈ R. Note that H ∈ L2loc(R2), since G ∈ H1loc(R2). This easily implies
that the function ψ : R → C, ω 7→ ´ 10 H(x, ω) dx, is almost everywhere well-defined and
satisfies ψ ∈ L1loc(R).
Next, recall from the properties of the Zak transform (Page 4) the inversion formula
ĝ(ω) =
´ 1
0 e
−2πixωG(x, ω) dx =
´ 1
0 F (x, ω) dx for almost all ω ∈ R. Fix some ω0 ∈ R for
which this holds, and note for almost all ω ∈ R that
ĝ(ω) =
ˆ 1
0
Fx(ω) dx =
ˆ 1
0
(
Fx(ω0) +
ˆ ω
ω0
F ′x(γ) dγ
)
dx = ĝ(ω0) +
ˆ ω
ω0
ψ(γ) dγ .
Hence—possibly after changing ĝ on a null-set—we see that ĝ is locally absolutely con-
tinuous, with ĝ′(ω) = ψ(ω), so that it remains to show ψ ∈ L2(R).
To this end, observe for n ∈ Z that Gx(ω + n) = Zg(x, ω + n) = Zg(x, ω) = Gx(ω),
and hence also G′x(ω + n) = G′x(ω), which finally implies for almost all x ∈ R that
H(x, ω+n) = e−2πinxH(x, ω) for almost all ω ∈ R. Therefore, we see for any n ∈ Z that
ψ(ω + n) =
´ 1
0 e
−2πinxH(x, ω) dx = Ĥω(n), where Hω is defined by Hω(x) := H(x, ω)
for x ∈ [0, 1], so that Hω ∈ L2([0, 1]) for almost all ω ∈ R. Thus, we finally arrive atˆ
R
|ψ(ω)|2 dω =
∑
n∈Z
ˆ 1
0
|ψ(ω + n)|2 dω =
ˆ 1
0
∑
n∈Z
|Ĥω(n)|2 dω
=
ˆ 1
0
‖Hω‖2L2 dω =
ˆ 1
0
ˆ 1
0
|H(x, ω)|2 dx dω <∞ . 
For proving our next proposition—and also several other results—we shall make use
of so-called symplectic operators in order to generalize statements involving lattices of
the form Q−1Z×PZ, P,Q ∈ N, to general lattices of rational density. To explain this, let
Λ ⊂ R2 be such a general lattice of rational density. Then there exists a matrix B ∈ R2×2
with detB = 1 such that BΛ = Q−1Z × PZ with P,Q ∈ N co-prime. Indeed, we have
Λ = AZ2 for some A ∈ R2×2 with detA ∈ Q\{0}, that is, |detA| = P/Q for some co-
prime P,Q ∈ N. Now define B0 := |detA|1/2 ·A−1 if detA > 0, and if instead detA < 0,
then let B0 := |detA|1/2 · diag(−1, 1) · A−1. It is not hard to check that detB0 = 1,
and that B0Λ = |detA|1/2 Z2. Thus, if we let B := diag
(
(PQ)−1/2, (PQ)1/2
)
B0, then
detB = 1 as well, and BΛ = Q−1Z× PZ.
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Next, since detB = 1, we see from [11, Lemma 9.4.1 and Equation (9.39)] that there
is a unitary operator UB : L
2(R)→ L2(R) satisfying
UB ρ(z) = ρ(Bz)UB for all z ∈ R2 , (2.10)
where
ρ(a, b)f := e−πiabπ(a, b)f, for f ∈ L2(R) and a, b ∈ R. (2.11)
An operator UB with this property is called symplectic. As a consequence of Schur’s
Lemma (see [11, Lemma 9.3.2]), the operator UB is unique up to multiplication with
unimodular constants; therefore, we have
UB1B2 = cB1,B2UB1UB2 and U
∗
B = cB · UB−1 (2.12)
for certain constants cB1,B2 , cB ∈ C with |cB1,B2 | = 1 = |cB |.
For us, an important property of symplectic operators is that they leave H1(R) in-
variant. To see this, recall from [6, discussion around Equation (4.5)] that each matrix
B ∈ SL(2,R) can be written as a product of matrices of the form
B0 :=
(
0 1
−1 0
)
, B(1)α :=
(
α−1 0
0 α
)
, and B
(2)
β :=
(
1 0
β 1
)
(2.13)
with α, β ∈ R\{0}. Furthermore, if we define operators Dα : L2(R) → L2(R) and
Cβ : L
2(R) → L2(R) by Dαf(x) := |α|1/2 · f(αx) and Cβf(x) = eπiβx2 · f(x), then a
direct computation shows that the choices U
B
(1)
α
:= Dα and UB(2)β
:= Cβ make (2.10)
valid. Likewise, if we let UB0 := F be the Fourier transform, then (2.10) is satisfied as
well.
Thus, in view of (2.12), it suffices to show that H1(R) is invariant under the operators
F , Dα, and Cβ. For F and Dα, this is trivial. Finally, for Cβ recall that f ∈ L2(R)
is in H1(R) if and only if Xf ∈ L2(R) and if f is locally absolutely continuous with
f ′ ∈ L2(R). As a consequence of the product rule for Sobolev functions (see for instance
[2, Section 4.25]), it follows that if g ∈ H1(R), then Cβg is locally absolutely continuous,
with
(Cβ g)
′(x) = 2πiβx · eπiβx2 · g(x) + eπiβx2 · g′(x) ∈ L2(R) .
Since trivially XCβ g ∈ L2(R), we thus have Cβ g ∈ H1(R), as desired.
To see an application of symplectic operators, note that if Λ is a lattice of rational
density with BΛ = Q−1Z × PZ for some B ∈ SL(2,R), and if g ∈ L2(R) is such that
(g,Λ) is a Riesz sequence, one may define
g1 := UB g and Λ1 := BΛ =
1
QZ× PZ .
Then (2.10) implies π(Bλ)g1 = cλUB π(λ)g, λ ∈ Λ, where cλ = cλ(B) is a unimodular
constant. Hence, (g1,Λ1) is a Riesz basis for its closed linear span G(g1,Λ1) = UB G(g,Λ).
This reduction to the separable lattice Λ1 will be crucial in the proof of the following
proposition.
Proposition 2.5. Let g ∈ L2(R) and let Λ ⊂ R2 be a lattice of rational density such
that (g,Λ) is a Riesz sequence. Let g˜ be the dual window of (g,Λ). Then g ∈ H1(R) if
and only if g˜ ∈ H1(R).
Proof. Let us first prove the claim for Λ = Q−1Z × PZ, where P,Q ∈ N. Assume that
g ∈ H1(R). By Lemma 2.4, Zg ∈ H1loc(R2). Let us denote by Ag and Ag˜ the matrix
functions introduced in Lemma 2.1. Using that lemma, we conclude that each entry of
Ag is contained in L
∞(R2) and that there exists c > 0 such that σ0(Ag(z)) ≥ c for a.e.
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z ∈ R2. Therefore, a combination of Equation (2.6) and Lemma A.10 shows that each
entry of Ag˜ = Ag(A
∗
gAg)
−1 = (A†g)∗ is contained in H1loc(R
2) ∩ L∞(R2). In view of the
definition of Ag˜, this shows that Zg˜ ∈ H1loc(R2), whence Lemma 2.4 implies g˜ ∈ H1(R).
Since (g˜,Λ) is also a Riesz basis for G(g,Λ) = G(g˜,Λ) with (g,Λ) being the dual Riesz
basis, interchanging the roles of g and g˜ in the above arguments yields that g˜ ∈ H1(R)
implies g ∈ H1(R).
Now, let Λ ⊂ R2 be an arbitrary lattice of rational density. As seen before Equa-
tion (2.10), there is a matrix B ∈ SL(2,R) such that Λ1 := BΛ = Q−1Z×PZ for certain
P,Q ∈ N. Let g1 := UB g. Then (g1,Λ1) is a Riesz basis for G(g1,Λ1) = UB G(g,Λ).
Furthermore, since π(Bλ)g1 = cλUBπ(λ)g for λ ∈ Λ, where |cλ| = 1, it is not hard to
see that the frame operator S˜ for (g1,Λ1) is given by S˜ = UBSU
∗
B , where S is the frame
operator of (g,Λ). Hence, as discussed before Lemma 2.2, the dual window of (g1,Λ1)
is given by g˜1 = S˜
†g1 = UBS†U∗BUBg = UB g˜, where we used that S˜
† = UBS†U∗B due to
Corollary A.7.
Now, suppose that g ∈ H1(R). As seen in the discussion before this proposition,
symplectic operators leave H1(R) invariant; thus, g1 = UB g ∈ H1(R). Hence, by what
we showed above, we see that g˜1 ∈ H1(R) and thus g˜ = U∗B g˜1 = cB UB−1 g˜1 ∈ H1(R).
Finally, by interchanging the roles of g and g˜ we see that g˜ ∈ H1(R) implies g ∈ H1(R).

3. Differentiability of the Time-Frequency Map
In this section, we will show that for g ∈ H1(R) the map (a, b) 7→ e2πibxg(x − a) is
differentiable at the origin, with the derivative given by (a, b) 7→ −ag′ + 2πibXg. In the
proof of this result, we will make use of the following simple estimate. Recall that the
sinc function is defined by sinc(x) := sin(πx)πx for x ∈ R\{0} and sinc(0) := 1.
Lemma 3.1. We have
∣∣ sin(x)
x − e−ix
∣∣ ≤ |x| for all x ∈ R\{0}. Consequently,
| sinc(x)− e−iπx| ≤ min{2, π|x|} for all x ∈ R . (3.1)
Proof. The first inequality is equivalent to | sin(x)− xe−ix| ≤ x2 and thus to
f(x) := (sin(x)− x cos(x))2 + x2 sin2(x)− x4 ≤ 0 .
Since f is even, it suffices to prove f(x) ≤ 0 for x > 0. We have
f ′(x) = 2x sin(x)
(
sin(x)− x cos(x)) + 2x sin2(x) + 2x2 sin(x) cos(x)− 4x3
= 4x sin2(x)− 4x3 = 4x(sin(x)− x)(sin(x) + x) .
As sin(x) < x and sin(x) + x > 0 for x > 0, we have that f ′(x) < 0 for x > 0. Since
f(0) = 0, this proves the claim. Equation (3.1) is a direct consequence of the first
estimate combined with | sinc(x)| ≤ 1 and |e−iπx| ≤ 1. 
For g ∈ L2(R) define the map Sg : R2 → L2(R) by
Sg(a, b) := π(a, b)g = e
2πib (·)g( · − a), a, b ∈ R. (3.2)
It is well known that Sg is continuous for every g ∈ L2(R). Here, we will show that Sg is
differentiable if g ∈ H1(R). We first investigate the differentiability of Sg at the origin.
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Lemma 3.2. For any g ∈ H1(R), the map Sg is (Fre´chet)-differentiable at (0, 0) with
S′g(0, 0) (
a
b ) = −ag′ + 2πibXg,
where X is the position operator defined formally by Xf(x) = xf(x). If g ∈ H2(R) (that
is, g ∈ H2(R) and ĝ ∈ H2(R)), then
‖Sg(a, b) − g − (−ag′ + 2πibXg)‖L2 ≤ Cg · ‖(a, b)‖22 ∀ (a, b) ∈ R2 , (3.3)
where
Cg := 3π
2max
{‖X2g‖L2 , ‖ω2ĝ‖L2 , ‖Xg′‖L2} . (3.4)
Remark. As shown in Lemma A.11, we indeed have Xg′ ∈ L2(R) if g ∈ H2(R).
Proof. (a) We first prove that Sg is differentiable at (0, 0), and then compute its deriva-
tive. To this end, define Ag (
a
b ) := −ag′ + 2πibXg. We have to prove that
lim
(a,b)→(0,0)
‖Sg(a, b)− g −Ag ( ab ) ‖L2√
a2 + b2
= 0. (3.5)
To see this, we write
[Sg(a, b)− g −Ag ( ab )](x)
= e2πibxg(x− a)− g(x) + ag′(x)− 2πibxg(x)
= e2πibx(g(x− a)− g(x)) + (e2πibx − 1− 2πibx)g(x) + ag′(x)
= e2πibx
(
Tag − g + ag′
)
(x) +
[
e2πibx − 1− 2πibx]g(x) + a[1− e2πibx]g′(x) . (3.6)
Let us first examine the middle term in (3.6). Recalling sinc(x) = sin(πx)πx =
eπix−e−πix
2πix ,
we observe that
e2πibx − 1− 2πibx = 2πibxeπibx[ sinc(bx)− e−πibx] (3.7)
and thusˆ ∣∣e2πibx − 1− 2πibx∣∣2|g(x)|2 dx = 4π2b2 ˆ x2 ∣∣∣sinc(bx)− e−πibx∣∣∣2 |g(x)|2 dx . (3.8)
Using the estimate (3.1), we find that this expression is not larger than
4π4|b|3
ˆ
|x|<1/
√
|b|
x2|g(x)|2 dx + 16π2b2
ˆ
|x|≥1/
√
|b|
x2|g(x)|2 dx .
Hence, we obtain(‖(e2πibx − 1− 2πibx) · g‖L2√
a2 + b2
)2
≤ 1
b2
ˆ ∣∣∣e2πibx − 1− 2πibx∣∣∣2 |g(x)|2 dx
≤ 4π4|b| ‖Xg‖2L2 + 16π2
ˆ
|x|≥|b|−1/2
x2 |g(x)|2 dx ,
(3.9)
which tends to zero as b→ 0 as a consequence ofXg ∈ L2 and the dominated convergence
theorem.
For the first term in (3.6), observe that Plancherel’s theorem yields
‖Tag − g + ag′‖2L2 = ‖M−aĝ − ĝ + 2πiaωĝ‖2L2
=
ˆ
|e2πi(−a)ω − 1− 2πi(−a)ω|2 · |ĝ(ω)|2 dω , (3.10)
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so that we can conclude from our calculations in (3.9) that
0 ≤
(‖Tag − g + a g′‖L2√
a2 + b2
)2
≤ ‖Tag − g + ag
′‖2L2
a2
−−−→
a→0
0 ,
since ω · ĝ ∈ L2. Finally, using the estimates |e2πibx − 1| ≤ 2π|bx| and |e2πibx − 1| ≤ 2,
we can treat the last summand in (3.6) as follows:
a2
ˆ ∣∣e2πibx − 1∣∣2|g′(x)|2 dx ≤ 4π2a2|b|ˆ
|x|≤|b|−1/2
|g′(x)|2 dx+ 4a2
ˆ
|x|≥|b|−1/2
|g′(x)|2 dx .
Hence, (‖a · g′ · (1− e2πibx)‖L2√
a2 + b2
)2
=
a2
a2 + b2
ˆ ∣∣∣e2πibx − 1∣∣∣2 |g′(x)|2 dx
≤ 4π2|b| · ‖g′‖2L2 + 4
ˆ
|x|≥1/
√
|b|
|g′(x)|2 dx ,
which tends to zero as (a, b) → (0, 0), again as a consequence of the dominated conver-
gence theorem and g′ ∈ L2. By recalling (3.6), we thus see that (3.5) holds.
(b) We prove (3.3), given that g ∈ H2(R). Recalling Equations (3.8) and (3.1), we see
that ˆ ∣∣∣e2πibx − 1− 2πibx∣∣∣2 |g(x)|2 dx = 4π2b2 ˆ x2 ∣∣∣sinc(bx)− e−πibx∣∣∣2 |g(x)|2 dx
≤ 4π4b4
ˆ
x4|g(x)|2 dx = 4π4b4‖X2g‖2L2 .
Likewise, we use Equations (3.10), (3.1), and (3.7) to obtain
‖Tag − g + ag′‖2L2 ≤ 4π4a4
ˆ
ω4 |ĝ(ω)|2 dω = 4π4a4‖ω2ĝ‖2L2 .
Furthermore,
a2
ˆ ∣∣∣e2πibx − 1∣∣∣2 |g′(x)|2 dx ≤ 4π2a2b2 ˆ x2|g′(x)|2 dx = 4π2a2b2‖Xg′‖2L2 .
Thus, Equation (3.6), combined with the elementary estimate |ab| ≤ 12(a2 + b2), shows
that
‖Sg(a, b)− g − (−ag′ + 2πibXg)‖L2 ≤ 23 Cg · (a2 + b2 + |a||b|) ≤ Cg · ‖(a, b)‖22 ,
and the lemma is proved. 
Corollary 3.3. For any g ∈ H1(R), the map Sg is continuously (Fre´chet)-differentiable
with
S′g(µ) (
a
b ) = −aπ(µ)g′ + 2πibXπ(µ)g, µ ∈ R2.
Proof. Let µ, λ ∈ R2, µ = (u, η), λ = (a, b). Then
π(µ+ λ)g − π(µ)g =Mη+bTu+a g −MηTu g =Mη (π(a, b)− I)Tu g .
Now, since Tu g ∈ H1(R) with (Tu g)′ = Tu g′, Lemma 3.2 shows that
(π(a, b) − I)Tu g = −aTu g′ + 2πibXTu g + ε(a, b) ,
where ε(a, b) ∈ L2(R) satisfies lim(a,b)→(0,0) ε(a,b)‖(a,b)‖2 = 0. Thus,
π(µ + λ)g − π(µ)g = −aMηTug′ + 2πibMη(XTu g) +Mη ε(a, b)
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= −aπ(µ)g′ + 2πibXπ(µ)g + ε˜(a, b) ,
where ε˜ :=Mη ε. As ‖ε˜(a, b)‖L2 = ‖ε(a, b)‖L2 , the claim is proved. 
4. Proof of Theorem 1.3
As mentioned in the introduction, an upper bound in (1.2) is not difficult to achieve. It
even holds without assuming that Λ be of rational density nor (g,Λ) be a Riesz sequence.
Proposition 4.1. Let g ∈ H1(R) and let Λ be a lattice in R2. Then
dist
(
π(µ)g,G(g,Λ)) ≤ √‖g′‖2
L2
+ ‖2πiXg‖2
L2
· dist(µ,Λ) for all µ ∈ R2.
Proof. Let λ ∈ Λ be a closest point (in Euclidean distance) in Λ to µ. Then (0, 0) is a
closest point in Λ to z := µ− λ, and thus dist(µ,Λ) = dist(z,Λ) = ‖z‖2. By Lemma 2.3
we have
dist
(
π(µ)g,G(g,Λ)) = dist (π(z)g,G(g,Λ)) ≤ ‖π(z)g − g‖L2 .
Now, if z = (u, η), then Plancherel’s theorem shows that
‖π(z)g − g‖L2 ≤ ‖(π(u, η) − π(0, η))g‖L2 + ‖π(0, η)g − g‖L2
= ‖Mη(Tu − I)g‖L2 + ‖(Mη − I)g‖L2
= ‖(M−u − I)ĝ‖L2 + ‖(Mη − I)g‖L2 .
Next, recall that |e2ix − 1| = |eix − e−ix| = 2| sin(x)| ≤ 2|x| for x ∈ R. Using this
estimate, we observe for f ∈ L2(R) with f̂ ∈ H1(R) and α ∈ R that
‖(Mα − I)f‖2L2 =
ˆ ∣∣∣e2πiαx − 1∣∣∣2 |f(x)|2 dx ≤ 4π2α2 ˆ x2 |f(x)|2 dx ,
that is, ‖(Mα − I)f‖L2 ≤ 2π|α| · ‖Xf‖L2 = |α| · ‖2πiXf‖L2 . Hence, we conclude that
dist
(
π(µ)g,G(g,Λ)) ≤ |u| · ‖2πiωĝ‖L2 + |η| · ‖2πiXg‖L2 .
Since 2πiωĝ = F [g′], Plancherel’s theorem and the Cauchy-Schwarz inequality yield the
claim. 
Remark 4.2. If Λ = AZ2 with A ∈ GL(2,R), then the maximal distance of a point
µ ∈ R2 to the lattice Λ is bounded above by 2−1/2‖A‖op. Therefore, for each time-
frequency shift π(µ)g of g we have that
dist
(
π(µ)g,G(g,Λ)) ≤
√
‖g′‖2
L2
+ ‖2πiXg‖2
L2
2
‖A‖op .
In other words, the better g is localized in both time and frequency, the closer the time-
frequency shifts of g scatter around G(g,Λ). However, due to the uncertainty principle,
the constant in the above inequality cannot be arbitrarily small.
In the proof of the next proposition we shall be dealing with matrix-valued ordinary
differential equations (ODEs) of the form
X ′(t) = X(t)M(t), (4.1)
where X : R → Cm×n and where M : R → Cn×n has locally integrable entries. A
solution of this ODE is a matrix function X : R → Cm×n with (locally) absolutely
continuous entries for which X ′(t) = X(t)M(t) holds for a.e. t ∈ R.
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Lemma 4.3. If X1 and X2 are two solutions to the ODE (4.1) such that X1(0) = X2(0),
then X1(t) = X2(t) for all t ∈ R.
Proof. Since the classical ODE theory deals with continuously differentiable solutions to
continuous equations that are required to fulfil a Lipschitz condition, we cannot quite
apply that theory. As we will see, however, the same proof idea still works.
Indeed, since X := X1 − X2 is a solution to the ODE X ′ = X ·M with X(0) = 0,
it suffices to show that any such function satisfies X ≡ 0. Since X is continuous, the
set G := {t ∈ R : X(t) = 0} is closed. Since R is connected and since 0 ∈ G 6= ∅, it is
therefore enough to show that G is also open.
Thus, let x0 ∈ G be fixed but arbitrary. Since M is locally integrable, there is some
ε > 0 such that
´ x0+ε
x0−ε ‖M(t)‖op dt ≤ 12 . Now, set I := [x0 − ε, x0 + ε], and denote by
X := C(I;Cm×n) the space of all continuous functions f : I → Cm×n, equipped with
the norm ‖f‖X := supt∈I ‖f(t)‖op. It is not hard to see that X is a Banach space.
Furthermore, define the linear operator
T : X→ X, f 7→ Tf where (Tf)(t) :=
ˆ t
x0
f(s)M(s) ds for t ∈ I .
Note that indeed Tf ∈ X if f ∈ X, since M is locally integrable, so that f · M is
integrable on I. Next, observe
‖Tf(t)‖op ≤
∣∣∣ˆ t
x0
‖f(s)‖op · ‖M(s)‖op ds
∣∣∣ ≤ ‖f‖X · ˆ
I
‖M(s)‖op ds ≤ 1
2
· ‖f‖X ,
and hence ‖T‖X→X ≤ 12 < 1. From this, it follows using a Neumann series argument
that id− T : X→ X is invertible.
Finally, since X(x0) = 0 and X
′(t) = X(t)M(t), we have
X(t) = X(t)−X(x0) =
ˆ t
x0
X ′(s) ds =
ˆ t
x0
X(s)M(s) ds =
(
T [X|I ]
)
(t)
for all t ∈ I, which means that f := X|I satisfies (id − T )f = 0. Hence f = 0, which
means that X ≡ 0 on (x0− ε, x0+ ε). Thus, (x0− ε, x0+ ε) ⊂ G, so that G is open. 
The following proposition can be seen as a weak Balian-Low-type theorem for sub-
spaces. For a comparison with other results of this type see Remark 4.5 below.
Proposition 4.4. Let g ∈ H1(R) and let Λ ⊂ R2 be a lattice of rational density such
that (g,Λ) is a Riesz basis for its closed linear span G(g,Λ). Then
−ag′ + 2πibXg /∈ G(g,Λ) for all (a, b) ∈ R2\{(0, 0)}.
Proof. Let us assume towards a contradiction that γ := −ag′ + 2πibXg ∈ G(g,Λ) for
some (a, b) ∈ R2\{(0, 0)}. We divide the proof into five steps.
Step 1: In the first four steps of the proof, we only consider separable lattices of the
form Λ = 1QZ× PZ for certain P,Q ∈ N.
Let G := Zg ∈ L2loc(R2) denote the Zak transform of g, and recall from Lemma 2.1
the definition of the function Ag ∈ L2loc(R2;CP×Q) given by
Ag(x, ω) = P
−1/2 · (G(x+ kP − ℓQ , ω))P−1,Q−1k,ℓ=0 .
Since g ∈ H1(R), Lemma 2.4 shows that G ∈ H1loc(R2), so that all component functions
of Ag are in H
1
loc(R
2) as well. In this step, we show that Ag satisfies a certain differential
equation; see Equation (4.2) below.
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Since γ ∈ G(g,Λ) and Λ = 1QZ× PZ, Lemma A.16 shows π(LQ , 0)γ ∈ G(g,Λ) for each
L ∈ {0, . . . , Q − 1}. This means that for each L ∈ {0, . . . , Q − 1} there is a sequence
(c
(L)
m,n)m,n∈Z ∈ ℓ2(Z2) such that
π(LQ , 0)γ =
∑
m,n∈Z
c(L)m,n π(
n
Q , Pm)g =
Q−1∑
ℓ=0
∑
m,s∈Z
c
(L)
m,sQ+ℓ π(s +
ℓ
Q , Pm)g .
By using the properties (a)–(c) of the Zak transform on Page 4, this implies for each
L ∈ {0, . . . , Q− 1} that
(Zγ)
(
x− LQ , ω
)
= Z
[
π(LQ , 0)γ
]
(x, ω) =
Q−1∑
ℓ=0
∑
m,s∈Z
c
(L)
m,sQ+ℓ Z
[
π(s+ ℓQ , Pm)g
]
(x, ω)
= −
Q−1∑
ℓ=0
f
(L)
ℓ (x, ω) ·G
(
x− ℓQ , ω
)
where f
(L)
ℓ (x, ω) := −
∑
m,s∈Z c
(L)
m,sQ+ℓe
2πi(Pmx−sω). Note that each f (L)ℓ is locally square-
integrable on R2 and ( 1P , 1)-periodic.
Now, recall from Lemma 2.4 that
∂1G = Zg
′ and (∂2G)(x, ω) = 2πi
(
xG(x, ω)− Z(Xg)(x, ω)) .
Therefore,
(Zγ)(x, ω) = Z[−ag′ + 2πibXg](x, ω) = −a · ∂1G(x, ω) + 2πib · xG(x, ω)− b · ∂2G(x, ω).
Thus, we arrive at
a ∂1G(x− LQ , ω)+b ∂2G(x− LQ , ω) = 2πib
(
x− LQ
)
G(x− LQ , ω)+
Q−1∑
ℓ=0
f
(L)
ℓ (x, ω)G(x− ℓQ , ω).
Denoting by e0, . . . , eQ−1 the standard basis vectors of CQ, plugging x + kP instead of
x into the preceding displayed equation, and recalling that f
(L)
ℓ is (
1
P , 1)-periodic, we
obtain for each L ∈ {0, . . . , Q− 1} that
a ∂1Ag(x, ω) eL + b ∂2Ag(x, ω) eL
= 2πib
[(
x− LQ
)
Ag(x, ω)eL +DPAg(x, ω) eL
]
+Ag(x, ω) f
(L)(x, ω) ,
where f (L) := (f
(L)
ℓ )
Q−1
ℓ=0 and DP := diag(k/P )
P−1
k=0 . This leads to
a ∂1Ag(x, ω)+b ∂2Ag(x, ω) = 2πib[(xAg(x, ω)+DPAg(x, ω)]+Ag(x, ω)(F (x, ω)−2πibDQ) ,
where DQ := diag(L/Q)
Q−1
L=0 and F := [f
(0) | . . . | f (Q−1)] ∈ L2loc(R2;CQ×Q). As a conse-
quence of Fubini’s theorem (and since (a, b) 6= (0, 0)), there is a null-set N0 ⊂ R2 such
that for all (x, ω) ∈ R2\N0, we have (t 7→ F (x+ ta, ω + tb)) ∈ L2loc(R;CQ×Q).
Note that the preceding displayed equation holds for almost all (x, ω) ∈ R2. Therefore,
if we let vt := v+t (a, b) for v ∈ R2 and t ∈ R, then Lemma A.15 yields a null-set N1 ⊂ R2
A QUANTITATIVE SUBSPACE BALIAN-LOW THEOREM 19
such that if v = (x, ω) ∈ R2\N1, then
a (∂1Ag)(vt) + b (∂2Ag)(vt)
= 2πib
[
(x+ ta)Ag(vt) +DPAg(vt)
]
+Ag(vt) ·
(
F (vt)− 2πibDQ
)
= 2πibDPAg(vt) +Ag(vt)[2πib(x + ta) + F (vt)− 2πibDQ]
= 2πibDPAg(vt) +Ag(vt)Mv(t)
(4.2)
for almost all t ∈ R. In the last step we introduced the matrix
Mv(t) := 2πib(x+ ta)IQ + F (vt)− 2πibDQ ∈ CQ×Q, t ∈ R,
where IQ denotes the Q-dimensional identity matrix. Note Mv ∈ L2loc(R;CQ×Q) for all
v ∈ R2\N0.
Step 2: In the present step, we show that G = Zg has a particularly nice represen-
tative.
To see this, recall from Step 1 thatG ∈ H1loc(R). Next, define ̺ := (a, b) ∈ R2\{0}, and
choose θ ∈ R2 with ‖θ‖2 = 1 and such that θ ⊥ ̺. Define T : R2 → R2, (t, s) 7→ t̺+ sθ,
and note that T is linear and bijective, so that the same holds also for T−1. In particular,
T and T−1 are Lipschitz continuous, and thus map null-sets to null-sets. Furthermore,
since T and T−1 are Lipschitz continuous, the change-of-variables formula for Sobolev
functions (see for instance [22, Theorem 2.2.2]) shows that G˜ := G ◦ T ∈ H1loc(R2), and
that
DG˜(t, s) = DG(T (t, s)) ·DT (t, s) = ([∂1G](t̺ + sθ), [∂2G](t̺+ sθ)) ·(a θ1b θ2
)
=
(
a [∂1G](t̺+ sθ) + b [∂2G](t̺+ sθ), ∗
) (4.3)
for almost all (t, s) ∈ R2. By Lemma A.12, there is a null-set N2 ⊂ R such that for all
s ∈ R\N2, Equation (4.3) holds for almost all t ∈ R.
Lemma A.14 yields a null-set N3 ⊂ R, and a (pointwise defined) Borel function
G˜0 : R
2 → C such that G˜0 = G˜ almost everywhere, and such that for all s ∈ R\N3, the
function t 7→ G˜0(t, s) is continuous and in H1loc(R) with ddtG˜0(t, s) = (∂1G˜)(t, s) almost
everywhere. In view of Equation (4.3), we thus see for all s ∈ R\(N2 ∪N3) that
d
dt
G˜0(t, s) = a [∂1G](t̺+ sθ) + b [∂2G](t̺+ sθ) for almost all t ∈ R.
Note that since G˜0 = G˜ = G◦T almost everywhere and since T and T−1 map null-sets
to null-sets, we have G = G˜0 ◦ T−1 =: G0 almost everywhere. By Lemma A.15, there is
thus a null-set N4 ⊂ R2 such that
∀ (x, ω) ∈ R2\N4 : G0(x+ ta, ω + tb) = G(x+ ta, ω + tb) for almost all t ∈ R . (4.4)
Since T is Lipschitz continuous, the set N5 := T (R × (N2 ∪ N3)) ⊂ R2 is a null-set.
For any (x, ω) ∈ R2\N5, we have (x, ω) = T (t0, s0) = t0̺ + s0θ for certain (t0, s0) ∈
R× (R\(N2 ∪N3)). By the properties from above, this means that the map
R→ C, t 7→ G0(x+ ta, ω + tb) = G0
(
(x, ω) + t̺
)
= G0
(
(t+ t0)̺+ s0θ
)
= G˜0(t+ t0, s0)
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is continuous and in H1loc(R) with derivative
d
dt
G0(x+ ta, ω + tb) =
d
dt
G˜0(t+ t0, s0)
= a [∂1G]
(
(t+ t0)̺+ s0θ
)
+ b [∂2G]
(
(t+ t0)̺+ s0θ
)
= a [∂1G](x+ ta, ω + tb) + b [∂2G](x + ta, ω + tb)
(4.5)
for almost all t ∈ R, for each fixed (x, ω) ∈ R2\N5.
Finally, let N6 :=
⋃
k,ℓ∈Z
(
(N4 ∪ N5) + ( ℓQ − kP , 0)
) ⊂ R2, which is a null-set. If
(x, ω) ∈ R2\N6, then
(
x+ kP − ℓQ , ω
) ∈ R2\(N4 ∪N5) for all k, ℓ ∈ Z.
Step 3: In this step, we use the “nice” representative G0 of G to construct for
almost all v = (x, ω) ∈ R2 two locally absolutely continuous functions Rv : R → CP×Q
and Lv : R → CP×Q which satisfy the differential equations R′v(t) = Rv(t)Mv(t) and
L′v(t) = Lv(t)Mv(t) for almost all t ∈ R, for the matrix function Mv ∈ L2loc(R;CQ×Q)
defined in Step 1. We then use this differential equation to deduce Rv = Lv. In Step 4
we will finally employ this identity to complete the proof for the case Λ = 1QZ× PZ.
First, define
A : R2 → CP×Q, (x, ω) 7→ P−1/2 · (G0(x+ kP − ℓQ , ω))P−1,Q−1k,ℓ=0 ,
and note A = Ag almost everywhere. Next, note for any v = (x, ω) ∈ R2\(N0∪N1∪N6)
that (x+ kP − ℓQ , ω) ∈ R2\(N4∪N5) for all k, ℓ ∈ Z, so that Equation (4.5)—combined with
Equations (4.2) and (4.4)—shows that Ev : R→ CP×Q, t 7→ A(vt) = A(x+ ta, ω + tb) is
locally absolutely continuous and satisfies
E′v(t) = P
−1/2
(
a (∂1G)
(
x+ kP − ℓQ + ta, ω + tb
)
+ b (∂2G)
(
x+ kP − ℓQ + ta, ω + tb
))P−1,Q−1
k,ℓ=0
= a (∂1Ag)(x+ ta, ω + tb) + b (∂2Ag)(x+ ta, ω + tb)
= a [∂1Ag](vt) + b [∂2Ag](vt)
= 2πibDPAg(vt) +Ag(vt)Mv(t)
= 2πibDPA(vt) +A(vt)Mv(t) = 2πibDP Ev(t) + Ev(t)Mv(t) (4.6)
for almost all t ∈ R.
Next, since (g,Λ) is a Riesz sequence, Lemma 2.1 shows essinfz∈R2 σ0(Ag(z)) > 0 and
hence also essinfz∈R2 σ0(A(z)) > 0, which means that (A∗A)(x, ω) is invertible for almost
all (x, ω) ∈ R2, say for all (x, ω) ∈ R2\N7.
For v := (x, ω) ∈ R2\(N0∪N1∪N6∪N7), set Cv := A(v)
(
A∗(v)A(v)
)−1
A∗(v) ∈ CP×P
and furthermore
Rv : R→ CP×Q, t 7→ e−2πitbDP A(x+ ta, ω + tb) = e−2πitbDP Ev(t),
Lv : R→ CP×Q, t 7→ Cv · e−2πitbDP ·A(x+ ta, ω + tb) = Cv ·Rv(t),
where as before DP = diag(k/P )k=0,...,P−1 ∈ RP×P .
Since v = (x, ω) ∈ R2\(N0 ∪ N1 ∪ N6), we see as a consequence of the product rule
for Sobolev functions (see for instance [2, Section 4.25]) and of Equation (4.6) that Rv
is locally absolutely continuous, with
R′v(t) = −2πibDPRv(t) + e−2πitbDPE′v(t)
(Equation (4.6) and since e−2πitbDPDP=DP e−2πitbDP ) = Rv(t)Mv(t)
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for almost all t ∈ R. This easily implies that Lv is locally absolutely continuous as well,
with L′v(t) = Cv R′v(t) = Cv Rv(t)Mv(t) = Lv(t)Mv(t) for almost all t ∈ R. Finally,
note that
Lv(0) = Cv ·Ev(0) = A(v)
(
A∗(v)A(v)
)−1
A∗(v)A(v) = A(v) = Rv(0) .
Therefore, Lemma 4.3 shows Lv(t) = Rv(t) for all v ∈ R2\(N0 ∪N1 ∪N6 ∪N7) and all
t ∈ R.
Step 4: We complete the proof for the case Λ = Q−1Z × PZ. To this end, let t ∈ R
be arbitrary, and note that the matrix function H(−ta,−tb) defined in Lemma 2.2 satisfies
for almost all v = (x, ω) ∈ R2 that
H(−ta,−tb)(x, ω) = P 1/2 ·Ag(v) ·
(
A∗g(v)Ag(v)
)−1
A∗g(v) · e−2πitbDP ·Ag(x+ ta, ω + tb)
= P 1/2 · Cv · e−2πitbDP ·A(x+ ta, ω + tb)
= P 1/2 · Lv(t) = P 1/2 ·Rv(t).
Hence,
‖H(−ta,−tb)(x, ω)e0‖2CP = P ‖Rv(t)e0‖2CP = P ‖A(vt)e0‖2CP = P ‖Ag(vt)e0‖2CP
=
P−1∑
k=0
∣∣G(x+ ta+ kP , ω + tb)∣∣2 for almost all (x, ω) ∈ R2.
By Lemma 2.2 and by the quasi-periodicity of G = Zg (which implies that |G| is (1, 1)-
periodic), this implies that
dist2
(
π(−ta,−tb)g,G(g,Λ)) = ‖g‖2L2 − ˆ 1
0
ˆ 1/P
0
P−1∑
k=0
∣∣G(x+ ta+ kP , ω + tb)∣∣2 dx dω
= ‖g‖2L2 −
ˆ 1
0
ˆ 1
0
|G(x + ta, ω + tb)|2 dx dω
= ‖g‖2L2 −
ˆ 1
0
ˆ 1
0
|G(x, ω)|2 dx dω = 0 .
That is, π(−ta,−tb)g ∈ G(g,Λ) for each t ∈ R. By Theorem 1.2, this means that
(−ta,−tb) ∈ Λ for every t ∈ R. Because of (a, b) 6= (0, 0) and since Λ ⊂ R2 is discrete,
this yields the desired contradiction.
Step 5: Let Λ ⊂ R2 be an arbitrary lattice of rational density, and assume again that
−ag′ + 2πibXg ∈ G(g,Λ) for some a, b ∈ R. Then there exists a matrix B ∈ GL(2,R)
with detB = 1 and certain P,Q ∈ N such that Λ1 := BΛ = Q−1Z × PZ. With the
symplectic operator UB (see (2.10)), set g1 := UB g. Then (g1,Λ1) is a Riesz basis
for G(g1,Λ1) = UB G(g,Λ) and, as H1(R) is invariant under symplectic operators (see
the discussion after Equation (2.12)), we have g1 ∈ H1(R). For f ∈ H1(R), let us set
Tf (x, ω) := ρ(x, ω)f , x, ω ∈ R, cf. (2.11). Using Corollary 3.3 we find that
T ′f (x, ω) (
a
b ) = e
−πixω [(−πiωSf (x, ω) + ∂1Sf (x, ω)) a+ (−πixSf (x, ω) + ∂2Sf (x, ω)) b]
= e−πixω
[−πi(aω + bx)Sf (x, ω)− aπ(x, ω)f ′ + 2πibXπ(x, ω)f] .
In particular,
T ′f (0, 0) (
a
b ) = −af ′ + 2πibXf. (4.7)
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We have (see (2.10))
UB Tg(x, ω) = ρ(B (
x
ω ))g1 = Tg1(B (
x
ω )) .
Differentiating this with respect to (x, ω) gives UB T
′
g(x, ω) = T
′
g1(B (
x
ω )) ◦B. Hence, by
Equation (4.7), we see that
UB (−ag′ + 2πibXg) = UB T ′g(0, 0) ( ab ) = T ′g1(0, 0)
(
B ( ab )
)
= −αg′1 + 2πiβXg1 ,
where ( αβ ) = B (
a
b ). That is, −αg′1 + 2πiβXg1 ∈ UBG(g,Λ) = G(g1,Λ1), which, by the
first part of this proof, implies that α = β = 0 and thus a = b = 0. 
Remark 4.5. Proposition 4.4 is closely related to the so-called weak subspace Balian-
Low Theorem (cf. [12, Thm. 8]) which states that if g ∈ L2(R) and Λ ⊂ R2 is a lattice
such that (g,Λ) is a Riesz basis for its closed linear span G, then at least one of the
distributions g′,Xg, g˜′,Xg˜ is not contained in G, where g˜ denotes the dual window of
(g,Λ). More precisely, Proposition 4.4 implies that if g′,Xg ∈ L2(R) and Λ ⊂ R2
is a lattice of rational density such that (g,Λ) is a Riesz sequence (and hence also
g˜′,Xg˜ ∈ L2(R) by Proposition 2.5), then none of g′,Xg, g˜′,Xg˜ is contained in G. In
fact, it even asserts that every non-trivial real linear combinations of ig′ and Xg, as well
as those of ig˜′ and Xg˜, do not belong in G.
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. Let us denote by P the orthogonal projection from L2(R) onto
G := G(g,Λ). Proposition 4.4 implies that the R-linear mapping
R2 → L2(R), (a, b) 7→ (Id−P)(−ag′ + 2πibXg) ,
with L2(R) considered as an R-linear space, is injective. Since R2 is finite-dimensional,
this in turn implies that there exists some γ > 0 with ‖(Id−P)(−ag′ + 2πibXg)‖L2 ≥
2γ‖(a, b)‖2 for all (a, b) ∈ R2. On the other hand, Lemma 3.2 gives a family of functions
{ε(a, b)}(a,b)∈R2 ⊂ L2(R) such that
π(a, b)g − g = −ag′ + 2πibXg + ε(a, b) and lim
(a,b)→(0,0)
ε(a, b)
‖(a, b)‖2 = 0 .
In particular, there exists some δ > 0 such that ‖ε(a, b)‖L2 ≤ γ‖(a, b)‖2 for ‖(a, b)‖2 < δ.
Combining these together and the fact that (Id−P)g = 0, we have for ‖(a, b)‖2 < δ,
2γ‖(a, b)‖2 ≤ ‖(Id−P)(−ag′ + 2πibXg)‖L2 =
∥∥( Id−P)(π(a, b)g − ε(a, b))∥∥
L2
≤ ‖(Id−P)π(a, b)g‖L2 + ‖ε(a, b)‖L2 ≤ dist(π(a, b)g,G) + γ ‖(a, b)‖2 ,
that is, dist(π(a, b)g,G) ≥ γ‖(a, b)‖2 for ‖(a, b)‖2 < δ.
Now, consider the compact set R := {µ ∈ R2 : ‖µ‖2 = dist(µ,Λ)} and denote by
B = Bδ(0, 0) ⊂ R2 the open ball of radius δ > 0 centered at (0, 0). By possibly
shrinking δ, we may assume that B ⊂ R; in fact, since Λ is discrete, there is some δ0 > 0
such that ‖λ‖2 ≥ 2δ0 for all λ ∈ Λ\{0}. We then have B ⊂ R as soon as 0 < δ ≤ δ0.
We will show that there exists some γ′ > 0 with ‖(Id−P)π(a, b)g‖L2 ≥ γ′‖(a, b)‖2
for all (a, b) ∈ R \ B. Towards a contradiction, suppose that there is no γ′ > 0 with
‖(Id−P)π(a, b)g‖L2 ≥ γ′‖(a, b)‖2 for all (a, b) ∈ R\B. Then there exists a sequence
(µn)n∈N ⊂ R\B such that (Id−P)π(µn)g → 0 as n →∞. As R\B is compact, we may
assume that µn → µ0 as n → ∞ for some µ0 ∈ R\B. But then, since µ 7→ π(µ)g is
continuous, it follows that (Id−P)π(µ0)g = 0, that is, π(µ0)g ∈ G, which by Theorem 1.2
is only possible if µ0 ∈ Λ; but this implies ‖µ0‖2 = dist(µ0,Λ) = 0, in contradiction to
µ0 ∈ R\B.
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Hence, there exists some γ′ > 0 with dist(π(µ)g,G) = ‖(Id−P)π(a, b)g‖L2 ≥ γ′‖(a, b)‖2
for all (a, b) ∈ R\B. As a consequence, we have with α := min{γ, γ′} > 0,
dist(π(µ)g,G) ≥ α · ‖µ‖2 = α · dist(µ,Λ) for all µ ∈ R.
Finally, we note that for each µ ∈ R2 there exist λ ∈ Λ and ν ∈ R with µ = λ + ν;
indeed, there exists λ ∈ Λ with ‖µ − λ‖2 = dist(µ,Λ) and ν := µ − λ satisfies ‖ν‖2 =
dist(µ,Λ) = dist(ν,Λ). Thus, we obtain (see Lemma 2.3)
dist(π(µ)g,G) = dist(π(ν)g,G) ≥ α · dist(ν,Λ) = α · dist(µ,Λ).
This completes the proof. 
5. An Explicit Local Bound
As mentioned in the introduction, we were unable to derive an explicit constant α for
(1.2). Nevertheless, we can find a constant α that holds for (u, η) close to the lattice
Λ. For this, however, we have to assume that (g,Λ) is an orthonormal sequence. The
following result makes a first step towards finding such an α; it improves Proposition 4.4
under the additional assumption of orthonormality.
Proposition 5.1. Let g ∈ H1(R) and let Λ ⊂ R2 be a lattice such that (g,Λ) is an
orthonormal basis of its closed linear span G(g,Λ). Then for any (a, b) ∈ R2 we have
dist
(−ag′ + 2πibXg, G(g,Λ)) ≥ π√
‖g′‖2
L2
+ ‖2πiXg‖2
L2
‖(a, b)‖2 .
Remark 5.2. The classical uncertainty principle (see e.g., [11, Theorem 2.2.1]) states
that for any g ∈ L2(R),(ˆ
x2 |g(x)|2 dx
)1/2(ˆ
ω2 |ĝ(ω)|2 dω
)1/2
≥ 1
4π
‖g‖2L2 ,
where the equality holds if and only if g is a Gaussian, that is, if g(x) = c e−πx2/α
for some c ∈ C and α > 0. As a consequence of this uncertainty principle and of the
elementary estimate |2ab| ≤ a2 + b2 for a, b ≥ 0 (with equality if and only if a = b), it
follows that
‖g′‖2L2 + ‖2πiXg‖2L2 = 4π2(‖ωĝ‖2L2 + ‖Xg‖2L2) ≥ 4π2 · 2 ‖ωĝ‖L2 ‖Xg‖L2 ≥ 2π‖g‖2L2 ,
where we have the equality if and only if g(x) = c e−πx2 for some c ∈ C. Here, we used
that if gα(x) = e
−πx2/α (α > 0), then ĝα =
√
α · g1/α, and hence ‖Xgα‖2L2 =
(
4π
√
2
)−1 ·
α3/2 and ‖ω ĝα‖2L2 = α ‖ω g1/α‖2L2 =
(
4π
√
2
)−1 · α−1/2, so that ‖Xgα‖2L2 = ‖ω ĝα‖2L2
holds if and only if α = 1.
Since ‖g‖L2 = 1 if (g,Λ) is an orthonormal basis, this shows that the lower bound
appearing in Proposition 5.1 is bounded by
π√
‖g′‖2
L2
+ ‖2πiXg‖2
L2
≤
√
π/2
and achieves the maximum value
√
π/2 exactly when g(x) = 21/4c ·e−πx2 for some c ∈ C
with |c| = 1.
The proof of Proposition 5.1 hinges crucially on the following lemma which describes
a general property of Hilbert spaces.
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Lemma 5.3. Let H be a Hilbert space, and let f, g ∈ H with f 6= 0 or g 6= 0. Then
‖af + bg‖2 ≥ ‖f‖
2 · ‖g‖2 − (Re〈f, g〉)2
‖f‖2 + ‖g‖2 · ‖(a, b)‖
2
2 ≥
(Im〈f, g〉)2
‖f‖2 + ‖g‖2 · ‖(a, b)‖
2
2
for all a, b ∈ R.
Proof. For brevity, define α := ‖f‖2H, γ := ‖g‖2H, and β := Re〈f, g〉. Moreover, let
A := α + γ and B := αγ − β2. Because of f 6= 0 or g 6= 0, we have A > 0. Besides,
the Cauchy-Schwarz inequality shows that β ≤ |β| ≤ √αγ, and thus B ≥ 0. Finally, a
direct computation shows A2 − 4B = (α+ γ)2 − 4(αγ − β2) = (α− γ)2 + 4β2 ≥ 0.
Given these notations, a direct computation shows for arbitrary a, b ∈ R that
‖af+bg‖2H = 〈af+bg, af+bg〉H =
〈(
a
b
)
, M
(
a
b
)〉
R2
where M :=
(
α β
β γ
)
. (5.1)
Note that the matrix M is real-symmetric, with characteristic polynomial
χM (λ) = det
(
λ− α −β
−β λ− γ
)
= λ2 −Aλ+B ,
which has the roots
λ1/2 =
A
2
±
√
A2
4
−B = A±
√
A2 − 4B
2
.
Therefore, and because of
√
A2 − 4B ≤
√
A2 = A, the smallest eigenvalue of M satisfies
λmin =
A−√A2 − 4B
2
=
1
2
A2 − (A2 − 4B)
A+
√
A2 − 4B =
2B
A+
√
A2 − 4B ≥
B
A
≥ 0 .
Since M is real symmetric, this implies 〈x,Mx〉R2 ≥ BA‖x‖22 for all x ∈ R2.
Combined with Equation (5.1), we see ‖af + bg‖2H = 〈( ab ) ,M ( ab )〉R2 ≥ BA · ‖(a, b)‖22
for all a, b ∈ R, which establishes the first part of the claim. For the second part, note
that the Cauchy-Schwarz inequality implies
B = αγ−β2 = ‖f‖2H ‖g‖2H−(Re〈f, g〉H)2 ≥ |〈f, g〉H|2−(Re〈f, g〉H)2 = (Im〈f, g〉H)2 . 
Proof of Proposition 5.1. Let us denote by P the orthogonal projection from L2(R) onto
G(g,Λ) in L2(R). Since (g,Λ) is an orthonormal sequence, the operator P is given by
Pf =
∑
λ∈Λ
〈f, π(λ)g〉π(λ)g , whence 〈Pg′, iXg〉 =
∑
λ∈Λ
〈g′, π(λ)g〉〈π(λ)g, iXg〉 .
Let a, b ∈ R. By integration by parts and translation, and by using the elementary
identity (π(a, b))∗ = e−2πiabπ(−a,−b), we see that
〈g′, π(a, b)g〉 = −
〈
g,
d
dx
(
e2πibx g(x− a))〉 = −〈g, 2πib · π(a, b)g〉 − 〈g, π(a, b)g′〉
= 2πib · 〈g, π(a, b)g〉 − e−2πiab · 〈π(−a,−b)g, g′〉 , (5.2)
as well as
〈π(a, b)g, iXg〉 = 〈g, e−2πiab π(−a,−b)[iXg]〉
= e2πiab · 〈g, M−b[ i ((·) + a) g(· + a) ]〉
= e2πiab
(− ia 〈g, M−b[g(· + a)]〉+ 〈− iXg, M−b[g(· + a)]〉)
= e2πiab
(− ia 〈g, π(−a,−b)g〉− 〈iXg, π(−a,−b)g〉) .
(5.3)
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From Equations (5.2) and (5.3), we see by orthonormality of (g,Λ) for arbitrary (a, b) ∈ Λ
that
〈g′, π(a, b)g〉 =
{
−〈g, g′〉 , if (a, b) = 0 ,
−e−2πiab 〈π(−a,−b)g, g′〉 , otherwise
= −e−2πiab 〈π(−a,−b)g, g′〉
and
〈π(a, b)g, iXg〉 =
{
−〈iXg, g〉 , if (a, b) = 0 ,
−e2πiab 〈iXg, π(−a,−b)g〉 , otherwise
= −e2πiab 〈iXg, π(−a,−b)g〉 .
Combining these identities, we arrive at
〈g′, π(a, b)g〉〈π(a, b)g, iXg〉 = 〈π(−a,−b)g, g′〉〈iXg, π(−a,−b)g〉 ,
for all (a, b) ∈ Λ. Therefore, with µ = −λ, we see that
〈Pg′, iXg〉 =
∑
λ∈Λ
〈g′, π(λ)g〉〈π(λ)g, iXg〉 =
∑
µ∈Λ
〈π(µ)g, g′〉〈iXg, π(µ)g〉 = 〈iXg,Pg′〉 ,
which shows that Im〈Pg′, iXg〉 = 0.
We would now like to use partial integration to get 〈g′,Xg〉 = −‖g‖2L2 − 〈Xg, g′〉;
however, since Xg /∈ H1(R), we cannot directly apply such a partial integration. Instead,
pick ϕ ∈ C∞c (R) with 0 ≤ ϕ ≤ 1, suppϕ ⊂ (−2, 2), and ϕ ≡ 1 on (−1, 1), and set
ϕn : R → [0, 1], x 7→ ϕ(x/n). We then have ϕn → 1 pointwise, so that the dominated
convergence theorem implies 〈f, ϕn · h〉 → 〈f, h〉 for all f, h ∈ L2(R). Likewise, we have
ϕ′n(x) = n−1 · ϕ′(x/n) and hence ϕ′n → 0 uniformly, which implies 〈f, ϕ′n · h〉 → 0 for
f, h ∈ L2(R). Overall, since ϕnXg ∈ H1(R), we thus see
〈g′,Xg〉 = lim
n→∞〈g
′, ϕnXg〉 = lim
n→∞−〈g, (ϕnXg)
′〉
= − lim
n→∞
[〈g, ϕ′n ·Xg〉 + 〈g, ϕng〉+ 〈g, ϕnXg′〉] = −‖g‖2L2 − 〈Xg, g′〉 .
Here, we used in the last step that 〈g, ϕnXg′〉 = 〈Xg,ϕng′〉 with Xg, g′ ∈ L2(R).
As a consequence of the last displayed equation, we get 2Re〈g′,Xg〉 = −‖g‖2L2 = −1,
and hence Im〈g′, 2πiXg〉 = −2πRe〈g′,Xg〉 = π. Therefore,
Im〈(I − P)g′, 2πiXg〉 = Im〈g′, 2πiXg〉 − 2π Im〈Pg′, iXg〉 = π.
Setting f := (I − P)[−g′] and h := (I − P)[2πiXg], we have shown up to now that
Im〈f, h〉 = −π 6= 0, which in particular implies that f 6= 0 and h 6= 0. Thus, an
application of Lemma 5.3 shows for arbitrary (a, b) ∈ R2 that
dist2
(− ag′ + 2πibXg, G(g,Λ)) = ‖(I − P)(−ag′ + 2πibXg)‖2L2 = ‖a · f + b · h‖2L2
≥ (Im〈f, h〉)
2
‖f‖2
L2
+ ‖h‖2
L2
· ‖(a, b)‖22 ≥
π2 · ‖(a, b)‖22
‖g′‖2
L2
+ ‖2πiXg‖2
L2
.
This concludes the proof of the proposition. 
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Theorem 5.4. Let g ∈ H1(R) and let Λ ⊂ R2 be a lattice such that (g,Λ) is an or-
thonormal basis of its closed linear span G(g,Λ). Then there exists ε > 0 such that
dist
(
π(µ)g, G(g,Λ)) ≥ π/2√
‖g′‖2
L2
+ ‖2πiXg‖2
L2
dist(µ,Λ) for all µ ∈ Λ+Bε(0).
(5.4)
If g ∈ H2(R), then ε can be chosen as ε := π
2Cg
√
‖g′‖2
L2
+‖2πiXg‖2
L2
with Cg as in (3.4).
Proof. For (a, b) ∈ R2 let γ(a, b) := π(a, b)g − g − (−ag′ + 2πibXg). Denote by P the
orthogonal projection from L2(R) onto G(g,Λ). Due to Proposition 5.1 we have
π√
‖g′‖2
L2
+ ‖2πiXg‖2
L2
‖(a, b)‖2 ≤ ‖(I − P)(−ag′ + 2πibXg)‖L2
=
∥∥(I − P)(π(a, b)g − g − γ(a, b))∥∥
L2
≤ ‖(I − P)π(a, b)g‖L2 + ‖γ(a, b)‖L2 .
In the last inequality we used that (I − P)g = 0 and ‖I − P‖ = 1. By Lemma 3.2 there
exists ε > 0 such that
‖γ(a, b)‖L2 ≤
π/2√
‖g′‖2
L2
+ ‖2πiXg‖2
L2
‖(a, b)‖2 for ‖(a, b)‖2 < ε .
Moreover, this is satisfied in the case g ∈ H2(R) if ε is as given in the theorem (see
Lemma 3.2). Hence, if (α, β) ∈ Λ + Bε(0), say (α, β) = λ + (a, b) with λ ∈ Λ and
(a, b) ∈ Bε(0), then (see Lemma 2.3)
‖(I − P)π(α, β)g‖L2 = ‖(I − P)π(a, b)g‖L2 ≥
π/2√
‖g′‖2
L2
+ ‖2πiXg‖2
L2
· ‖(a, b)‖2 .
This proves the theorem. 
Remark 5.5. In the case g ∈ H1(R), the value of ε in Theorem 5.4 depends on the
convergence to zero of the following quantities (see the proof of Lemma 3.2):ˆ
|x|>b
x2|g|2 dx,
ˆ
|x|>b
|g′(x)|2 dx and
ˆ
|ω|>b
ω2|ĝ|2 dω as b→∞.
Note that the lattice Λ in Theorem 5.4 is not necessarily of rational density. The
following corollary suggests that the rational density condition of Λ in Theorems 1.2 and
1.3 might be redundant.
Corollary 5.6. Let g ∈ H1(R) and let Λ ⊂ R2 be a lattice such that (g,Λ) is an
orthonormal basis of its closed linear span G(g,Λ). Then there exists an N ∈ N such
that π(µ)g /∈ G(g,Λ) for all µ ∈ R2 \⋃Nn=1 1nΛ; that is, G(g,Λ) is invariant only under
time-frequency shifts with parameters in a subset of
⋃N
n=1
1
nΛ.
Proof. Lemma A.16 implies that for any µ ∈ R2,
π(µ)g ∈ G(g,Λ) =⇒ π(nµ+ λ)g ∈ G(g,Λ), ∀n ∈ N0, ∀λ ∈ Λ . (5.5)
Let Λ = AZ2 with A ∈ GL(2,R) and let F := A([0, 1)2) be the fundamental domain
of Λ. Since F ⊂ A([0, 1]2) is contained in a compact set, there exists a finite covering
F ⊂ ⋃N−1ℓ=1 Cℓ of F by sets Cℓ ⊂ R2 with diameter diamCℓ =: dℓ < ε, where ε > 0 is as in
Theorem 5.4. By the pigeonhole principle, for any N distinct points z1, . . . , zN ∈ F there
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exist i, j ∈ {1, . . . , N} with i 6= j, but such that zi, zj ∈ Cℓ for some ℓ ∈ {1, . . . , N − 1},
and hence ‖zi − zj‖2 < ε.
Let µ ∈ R2 with π(µ)g ∈ G(g,Λ) and consider the N points
zk := kµ mod Λ, k = 0, . . . , N − 1,
in F . We claim that z0, . . . , zN−1 are not all distinct. Indeed, let us assume towards a
contradiction that they are. As just seen, this implies that there are 0 ≤ ℓ < k ≤ N − 1
such that 0 < ‖zk − zℓ‖2 < ε. But µ0 := zk − zℓ = (k − ℓ)µ + λ for some λ ∈ Λ,
and thus π(µ0)g ∈ G(g,Λ) by (5.5); furthermore, µ0 ∈ Bε(0). In fact, we also have
µ0 /∈ Λ, since otherwise zk−ℓ = (k− ℓ)µ mod Λ = 0 = z0, contradicting our assumption
that z0, . . . , zN−1 are distinct. Thus, µ0 ∈ Bε(0)\Λ and π(µ0)g ∈ G(g,Λ). In view of
Theorem 5.4, this yields the desired contradiction.
Finally, since z0, . . . , zN−1 are not all distinct, there are 0 ≤ ℓ < k ≤ N − 1 with
zk = zℓ, and hence (k − ℓ)µ ∈ Λ. Thus, µ ∈ 1nΛ for some n ∈ {1, . . . , N − 1}. 
A. Auxiliary results
A.1. Matrix multiplication operators
Let (Ω,Σ, µ) be a measure space. To avoid trivialities, assume that there is some
M ∈ Σ such that 0 < µ(M) < ∞. Now, let B : Ω → Cn×m be a measurable matrix-
valued function. Then the multiplication operator
MB : dom(MB) ⊂ L2(Ω,Cm)→ L2(Ω,Cn)
is defined by
(MBf)(ω) := B(ω)f(ω), ω ∈ Ω, f ∈ dom(MB),
where
dom(MB) :=
{
f ∈ L2(Ω;Cm) :
ˆ
‖B(ω)f(ω)‖2Cn dµ(ω) <∞
}
.
It is easy to see that the operator MB is bounded if and only if each entry of B(·) is
essentially bounded as a function on Ω, if and only if dom(MB) = L
2(Ω;Cm). Here, as
in all of the paper, we consider the space L2(Ω;Ck) as equipped with the inner product
〈f, g〉 = ´ 〈f(ω), g(ω)〉Ckdµ(ω), where 〈·, ·〉Ck denotes the standard inner product on Ck.
Let A : H → H be a bounded self-adjoint operator in a Hilbert space H. Then
for any continuous, real-valued function ϕ ∈ C(σ(A);R), the operator ϕ(A) is defined
by ϕ(A) := limn→∞ ϕn(A), where (ϕn)n∈N is a sequence of real-valued polynomials
converging uniformly to ϕ on σ(A) ⊂ R and the limit is taken with respect to the operator
norm. Since ‖p(A)‖ = ‖p‖C(σ(A)) for polynomials p, this definition is meaningful. One
then has ‖ϕ(A)‖ = ‖ϕ‖C(σ(A)) and σ(ϕ(A)) = {ϕ(λ) : λ ∈ σ(A)}. Furthermore, ϕ(A) is
self-adjoint for all ϕ ∈ C(σ(A);R), since this is easily seen to hold for all polynomials
ϕn. For more details on the so-called continuous functional calculus we refer the reader
to [20, Section VII.1].
For the case n = m, the next lemma connects the spectral properties of the multipli-
cation operator MB to those of the matrices B(ω), ω ∈ Ω.
Lemma A.1. Let B : Ω → Cn×n be a measurable, essentially bounded matrix-valued
function satisfying B(ω) = B(ω)∗ for a.e. ω ∈ Ω. Then the following statements hold:
(i) The operator MB is bounded and self-adjoint.
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(ii) For a.e. ω ∈ Ω we have
σ(B(ω)) ⊂ σ(MB).
(iii) For every set N ⊂ Ω of zero measure,
σ(MB) ⊂
⋃
ω∈Ω\N
σ(B(ω)) .
(iv) For every function ϕ ∈ C(σ(MB);R) we have
ϕ(MB) =Mϕ(B),
where (ϕ(B))(ω) := ϕ(B(ω)) is well-defined for almost all ω ∈ Ω.
Proof. The statement (i) follows easily from 〈B(ω)f(ω), g(ω)〉Ck = 〈f(ω), B(ω)g(ω)〉Ck
which holds for almost all ω ∈ Ω.
For the proofs of both (ii) and (iii), we will use [16, Proposition 1], which shows for
any λ ∈ C that
λ ∈ ρ(MB)⇐⇒ ∃ ε > 0 : µ({ω ∈ Ω: σ(B(ω)) ∩Bε(λ) 6= ∅}) = 0 . (A.1)
To prove (ii), let us assume towards a contradiction that the claim is false; that is, the
set
Ω0 :=
{
ω ∈ Ω: σ(B(ω)) ∩ ρ(MB) 6= ∅
}
is not a null-set. Since ρ(MB) is an open set, we can write ρ(MB) =
⋃
k∈N Ik for certain
compact sets Ik ⊂ ρ(MB) ⊂ C. Setting Ωk := {ω ∈ Ω: σ(B(ω))∩ Ik 6= ∅}, we then have
Ω0 =
⋃
k∈NΩk, so that there is some k ∈ N for which Ωk is not a null-set. Let us choose
a dense subset {λn : n ∈ N} of Ik, and define
Ωm,n :=
{
ω ∈ Ω: σ(B(ω)) ∩B1/m(λn) 6= ∅
}
for m,n ∈ N .
By density, we have for any m ∈ N that Ik ⊂
⋃
n∈NB1/m(λn), whence Ωk ⊂
⋃
n∈NΩm,n.
Thus, for each m ∈ N, there is some nm ∈ N such that Ωm,nm is not a null-set.
Since (λnm)m∈N is a sequence in the compact set Ik, there is a subsequence (λnmℓ )ℓ∈N
such that λnmℓ → λ ∈ Ik ⊂ ρ(MB) as ℓ → ∞. By (A.1), there is some ε > 0 such that
Θ := {ω ∈ Ω: σ(B(ω)) ∩Bε(λ) 6= ∅} is a null-set. But for ℓ ∈ N large enough, we have
1
mℓ
+ |λnmℓ − λ| < ε, and hence B1/mℓ(λnmℓ ) ⊂ Bε(λ), which shows that Ωmℓ,nmℓ ⊂ Θ is
a null-set. This is the desired contradiction.
To prove (iii) let λ ∈ σ(MB) and let N ⊂ Ω be of zero measure. If k ∈ N is arbitrary,
then by (A.1), the set {ω ∈ Ω : σ(B(ω)) ∩ B1/k(λ) 6= ∅} does not have measure zero,
and thus has non-empty intersection with Ω\N . Hence, we can pick ωk ∈ Ω\N and
λk ∈ σ(B(ωk)) such that |λk − λ| < 1/k. This proves the inclusion in (iii).
The statement (iv) is obvious for polynomials ϕ. Now, let ϕ ∈ C(σ(MB);R) and
approximate ϕ uniformly on σ(MB) ⊂ R by polynomials pn. Then ϕ(MB) − pn(MB)
converges to zero in operator norm, and pn(MB) =Mpn(B). Hence, it remains to estimate
the operator norm ‖Mpn(B) −Mϕ(B)‖. By (ii), we have σ(B(ω)) ⊂ σ(MB) for almost
every ω ∈ Ω. For each such ω ∈ Ω,
‖pn(B(ω))− ϕ(B(ω))‖ = ‖pn − ϕ‖C(σ(B(ω))) ≤ ‖pn − ϕ‖C(σ(MB )) .
Now, for arbitrary f ∈ L2(Ω;Cn) it follows that
‖Mpn(B)f −Mϕ(B)f‖2L2(Ω;Cn) =
ˆ
Ω
∥∥[pn(B(ω))− ϕ(B(ω))]f(ω)∥∥2 dω
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≤ ‖pn − ϕ‖2C(σ(MB )) ·
ˆ
Ω
‖f(ω)‖2Cn dω
= ‖pn − ϕ‖2C(σ(MB )) · ‖f‖2L2(Ω;Cn) ,
and hence ‖Mpn(B) −Mϕ(B)‖ ≤ ‖pn − ϕ‖C(σ(MB )) → 0 as n→∞. 
A.2. Operators with closed range and their pseudo-inverse
In this subsection, we review the notion of the pseudo-inverse of an operator with
closed range and some of its elementary properties. All of these properties are well-
known in general; yet, as some readers might not be familiar with them we decided to
include the essentials. Throughout this subsection H, K, and L denote Hilbert spaces.
Lemma A.2. Let A : H → K be a bounded linear operator. Then
(kerA)⊥ = ranA∗ . (A.2)
Moreover, the following statements are equivalent:
(a) ranA is closed in K.
(b) ran(AA∗) is closed in K.
(c) ran(A∗A) is closed in H.
(d) ranA∗ is closed in H.
(e) σ1(A) > 0.
(f) σ1(A
∗) > 0.
In this case, the following identities hold:
ran(AA∗) = ranA, ran(A∗A) = ranA∗, and σ1(A) = σ1(A∗). (A.3)
Proof. The identity (A.2) is a simple exercise (see [14, Theorem 58.2]).
To prove (a)⇒(b), let ranA be closed. The operator A0 : (kerA)⊥ → ranA, x 7→ Ax
is easily seen to be bijective, and hence boundedly invertible by the bounded inverse
theorem, since its domain and codomain are Hilbert spaces. Taking the adjoint of
the identities id(kerA)⊥ = A
−1
0 A0 and idranA = A0A
−1
0 , we see that A
∗
0 is boundedly
invertible as well. Next, note that A = ιranA ◦ A0 ◦ π(kerA)⊥ , where πV : H → V
denotes the orthogonal projection from H onto a closed subspace V ⊂ H, and ιV :
V → H, x 7→ x denotes the inclusion map. It is not hard to see π∗V = ιV . Hence,
A∗ = π∗
(kerA)⊥
◦A∗0 ◦ ι∗ranA = ι(kerA)⊥ ◦A∗0 ◦ πranA , so that we finally see that ran(A∗) =
ι(kerA)⊥(A
∗
0(ranA)) = ι(kerA)⊥
(
(kerA)⊥
)
= (kerA)⊥ is closed. The reverse implication
(d)⇒(a) can be obtained by applying (a)⇒(d) to A∗ instead of A.
If ranA is closed, then so is ranA∗ since (a)⇔(d); hence,
ranA = ran(A|(kerA)⊥) = ran(A|ranA∗) = ran(AA∗).
This proves the first two identities in (A.3) and (a)⇒(b). If (b) holds, then
ranA = (kerA∗)⊥ =
(
ker(AA∗)
)⊥
= ran(AA∗) ⊂ ranA ,
which proves (a). The equivalence of (c) and (d) is proved similarly. For (a)⇔(e) we
refer the reader to [18, Theorem 2.1]. From this, the equivalence of (d) and (f) follows
by taking adjoints.
The last identity in (A.3) follows directly from the well-known Jacobson lemma which
states that for arbitrary bounded linear operators S : H → K and T : K → H we have
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σ(ST )\{0} = σ(TS)\{0}. It can indeed be easily seen that λ ∈ ρ(TS)\{0} implies
λ ∈ ρ(ST ), by virtue of the identity
(ST − λIK)−1 = 1
λ
[
S(TS − λIH)−1T − IK
]
.
By symmetry, this implies ̺(TS)\{0} = ̺(ST )\{0}. 
Lemma A.3. A bounded operator A : K → H is bounded below (meaning that there is
c > 0 with ‖Ax‖H ≥ c ‖x‖K for all x ∈ K) if and only if A∗A : K → K is bounded below.
Furthermore, a bounded self-adjoint operator T : H → H is bounded below if and only
if T is boundedly invertible.
Proof. Using the bounded inverse theorem, it is easy to see that a bounded operator T
between two Hilbert spaces is bounded below if and only if ker T = {0} and if ranT is
closed. Lemma A.2 shows that ranA is closed if and only if ran(A∗A) is closed. Since
furthermore kerA = ker(A∗A), we obtain the first claim.
For the second part of the claim, let T : H → H be bounded, self-adjoint, and bounded
below. As seen above, this implies that ranT is closed and that kerT = {0}. Therefore,
Equation (A.2) shows H = (ker T )⊥ = ranT ∗ = ranT . Hence, T : H → H is bijective,
so that the bounded inverse theorem shows that T is boundedly invertible.
It is clear that if T is boundedly invertible, then T is bounded below. 
The next lemma follows directly from [8, Cor. 5.5.2 and Cor. 5.5.3].
Lemma A.4. A Bessel sequence (ϕi)i∈I in a Hilbert space H is a frame sequence if and
only if its analysis operator A : H → ℓ2(I), f 7→ (〈f, ϕi〉)i∈I has closed range.
Let A : H → K be a bounded linear operator with closed range. Then the operator
A0 : (kerA)
⊥ → ranA, x 7→ Ax, (A.4)
is boundedly invertible by the bounded inverse theorem. Hence, the pseudo-inverse
A† := ι(kerA)⊥ ◦A−10 ◦ PranA
of A defines a bounded linear operator from K to H. Here, PranA : K → ranA is the
orthogonal projection from K onto ranA and ι(kerA)⊥ : (kerA)⊥ → H, x 7→ x, is the
inclusion map.
In the following lemma we list some of the properties of the pseudo-inverse.
Lemma A.5. Let A : H → K be a bounded linear operator with closed range. Then the
following hold:
(i) A†A = P(kerA)⊥.
(ii) AA† = PranA.
(iii) (A†)∗ = (A∗)†.
(iv) (A∗A)†A∗ = A† = A∗(AA∗)†.
Proof. The identities (i) and (ii) follow immediately from the definition of the pseudo-
inverse and from the identity A = AP(kerA)⊥ = A0 P(kerA)⊥ with A0 as in Equation (A.4).
As to item (iii) we refer to [4, Thm. 1.6].
To prove item (iv), let B := (A∗A)†A∗. Property (i) from the present lemma, com-
bined with the fact ker(A∗A) = kerA shows BA = P(ker(A∗A))⊥ = P(kerA)⊥ = A†A. This
means that B and A† coincide on ranA. Since Bx = 0 = A†x for x ∈ kerA∗ = (ranA)⊥,
it follows that B = A†. The remaining identity follows from the one we just proved
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and (iii) by applying the first part of (iv) on the right-hand side of the identity A† =
((A∗)†)∗. 
Lemma A.6. Let A : H → H be a self-adjoint operator with closed range and set
c := σ1(A). Then σ(A) ⊂ {0} ∪ (R\(−c, c)) and A† = ϕ(A), where ϕ : R→ R is defined
by ϕ(t) = 1t for t 6= 0 and ϕ(0) = 0.
Remark. Since 0 is an isolated point of σ(A) ⊂ {0}∪ (R\(−c, c)), ϕ|σ(A) is continuous.
Proof. Lemma A.2 shows c = σ1(A) > 0. By definition of σ1(A) =
√
inf[σ(A∗A)\{0}]
(see Equation (2.1)), we thus see that A2 = A∗A satisfies σ(A2) ⊂ {0} ∪ [c2,∞). As
σ(A2) = {λ2 : λ ∈ σ(A)} and since σ(A) ⊂ R because of A∗ = A, it follows that
σ(A) ⊂ {0} ∪ (R\(−c, c)). In particular, this entails that ϕ|σ(A) is continuous.
To prove that A† = ϕ(A), first note that 1{0} ∈ C(σ(A);R), since 0 is an isolated
point of σ(A) (or even 0 /∈ σ(A)). Since 12{0} = 1{0}, we see that P := 1{0}(A) satisfies
P 2 = P and P ∗ = P , so that P = PV is the orthogonal projection from H onto some
closed subspace V ⊂ H. Since idσ(A) · 1{0} ≡ 0, we have AP = idσ(A)(A) · 1{0}(A) = 0,
and hence V ⊂ kerA. Next, since idσ(A) · ϕ+ 1{0} ≡ 1 on σ(A), we see
idH = Aϕ(A) + P , (A.5)
and hence PV ⊥ = idH−P = Aϕ(A), so that V ⊥ ⊂ ranA = (kerA)⊥, showing kerA ⊂ V .
This shows V = kerA and, together with Lemma A.5, ϕ(A)A = PV ⊥ = P(kerA)⊥ = A
†A,
and thus ϕ(A) = A† on ranA. Finally, we have ϕ(A)PkerA = (ϕ · 1{0})(A) = 0, and
hence ϕ(A) = 0 = A† on kerA = (ranA)⊥, which implies ϕ(A) = A†. 
Corollary A.7. Let A : H → H be a bounded, self-adjoint operator with closed range,
and let U : K → H be unitary. Then U∗AU : K → K is also bounded and self-adjoint
with closed range, and we have (U∗AU)† = U∗A†U .
Proof. It is clear that U∗AU is bounded and self-adjoint with closed range. Furthermore,
a direct calculation shows p(U∗AU) = U∗p(A)U for every polynomial p ∈ R[x]. By
definition of the continuous spectral calculus, we thus get ϕ(U∗AU) = U∗ϕ(A)U for
all ϕ ∈ C(σ(A);R), where we note σ(A) = σ(U∗AU). Now, the claim follows from
Lemma A.6. 
A.3. Some properties of Sobolev functions
A.3.1. The algebra of essentially bounded (matrix-valued) Sobolev functions
Our main objective in this subsection is to prove that the space of matrix-valued
functions with all entries in H1(Ω) ∩ L∞(Ω) is stable under matrix multiplication and
inversion. For this, the following lemma will be crucial.
Lemma A.8 ([3, Cor. 2.7]). Let Ω ⊂ Rn be open and let γ : C → C be a Lipschitz
continuous map. In case of |Ω| =∞, assume additionally that γ(0) = 0. If f ∈ H1(Ω),
then γ ◦ f ∈ H1(Ω).
Lemma A.9. Let Ω ⊂ Rn be open and let f, g ∈ H1(Ω) ∩ L∞(Ω). Then the following
statements hold:
(a) f · g ∈ H1(Ω) ∩ L∞(Ω).
(b) If essinf |f | > 0, then also 1/f ∈ H1(Ω) ∩ L∞(Ω).
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Proof. (a) Clearly, fg ∈ L2(Ω) ∩ L∞(Ω). Furthermore, [2, Section 4.25] shows that the
weak derivatives of fg exist and can be computed as follows (j = 1, . . . , n):
∂j(fg) = (∂jf) · g + f · (∂jg) .
As ∂jf, ∂jg ∈ L2(Ω) and f, g ∈ L∞(Ω) it follows that ∂j(fg) ∈ L2(Ω) for arbitrary
j = 1, . . . , n.
(b) Let r := essinf |f |. We trivially have 1/f ∈ L∞(Ω). Now, define γ : C→ C by
γ(z) :=
{
1/z for |z| ≥ r,
z/r2 for |z| < r.
Then, γ(0) = 0 and γ ◦ f = 1/f almost everywhere. Thus, if we can show that γ
is Lipschitz continuous, then Lemma A.8 implies that 1/f ∈ H1(Ω). To see that γ
is indeed Lipschitz continuous, we distinguish four cases for z, w ∈ C. If |z|, |w| ≥ r,
then |z−1 − w−1| = |w−zzw | ≤ r−2 · |w − z|. On the other hand, if |z|, |w| ≤ r, then
|z/r2−w/r2| = r−2 · |w−z|. Next, if |z| < r and |w| ≥ r, then by the intermediate value
theorem there is some t ∈ [0, 1] such that u := tz + (1− t)w satisfies |u| = r. Note that
u−1 = u/|u|2 = r−2 u. Using the estimates from the preceding two cases, we thus see
|γ(z)− γ(w)| ≤ |γ(z)− γ(u)| + |γ(u)− γ(w)| ≤ r−2 · (|z − u|+ |u− w|)
= r−2 · ( |(1− t)z − (1− t)w|+ |tz − tw| ) = r−2 · |z − w| .
Finally, if |z| ≥ r and |w| < r, the same arguments as in the preceding case apply. 
In the following we denote by H1(Ω;Ck×ℓ) the space of all matrix-valued functions
A : Ω→ Ck×ℓ for which each component function is in H1(Ω). We similarly define
Lp(Ω;Ck×ℓ) for p ∈ [1,∞].
Lemma A.10. Let Ω ⊂ Rn be an open set and let A ∈ H1(Ω;Ck×ℓ)∩L∞(Ω;Ck×ℓ) and
B ∈ H1(Ω;Cℓ×m) ∩ L∞(Ω;Cℓ×m). Then the following statements hold:
(a) AB ∈ H1(Ω;Ck×m) ∩ L∞(Ω;Ck×m).
(b) If k = ℓ and essinfx∈Ω σ0(A(x)) > 0, then A−1 ∈ H1(Ω;Ck×k) ∩ L∞(Ω;Ck×k).
(c) If essinfx∈Ω σ0(B(x)) > 0, then B† ∈ H1(Ω;Cm×ℓ) ∩ L∞(Ω;Cm×ℓ).
Proof. Statement (a) follows from Lemma A.9 (a), since (AB)j,n =
∑
tAj,tBt,n. For (b)
we first observe that Leibniz’s formula
detA(x) =
∑
σ∈Sk
[
sign(σ)
k∏
j=1
Aσ(j),j(x)
]
and Lemma A.9 (a) yield detA ∈ H1(Ω) ∩ L∞(Ω). Now, the condition on A implies
that A(x) is invertible for a.e. x ∈ Ω so that A(x)−1 indeed exists for a.e. x ∈ Ω.
Moreover, for a.e. x ∈ Ω, for the smallest eigenvalue λ(x) of A(x)∗A(x) we have that
λ(x) ≥ c := essinf(σ0(A))2 > 0. Therefore, we conclude that
|detA(x)|2 = det(A(x)∗A(x)) ≥ λ(x)k ≥ ck
for a.e. x ∈ Ω. Hence, from Lemma A.9 (b) it follows that (detA)−1 ∈ H1(Ω) ∩L∞(Ω).
Also,
‖A(x)−1‖2 = ‖[A(x)∗A(x)]−1‖ ≤ 1
c
for a.e. x ∈ Ω implies that A−1 ∈ L∞(Ω;Ck×k). Finally, A−1 ∈ H1(Ω;Ck×k) follows
from Lemma A.9 (a), combined with the so-called cofactor formula for the inverse of a
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matrix (see for instance [15, Equations (5-22) and (5-23)]). It states for A ∈ Ck×k with
k > 1 and detA 6= 0 that
A−1 =
adjA
detA
with (adjA)i,j = (−1)i+j · detA(j,i) ,
where A(j,i) denotes the matrix obtained from A by deleting its j-th row and its i-th
column. In the remaining case k = 1, we have A−1 = (detA)−1 ∈ H1(Ω) ∩ L∞(Ω) as
well.
The condition on B in (c) implies that B(x)∗B(x) is invertible for a.e. x ∈ Ω with
essinfx∈Ω σ0(B(x)∗B(x)) = essinfx∈Ω σ0(B(x))2 > 0. The claim now follows from (a),
(b), and the identity B(x)† = (B(x)∗B(x))−1B(x)∗ (see Lemma A.5 (iv)). 
A.3.2. A certain property of the space H2(R)
Lemma A.11. If g ∈ H2(R), then Xg′ ∈ L2(R) with the estimate
‖X g′‖L2 ≤ 45 ·
(‖g′′‖2L2 + ‖X2 g‖2L2 + ‖g′‖2L2)1/2
≤ 45 · ((1 + 4π2) ‖g′′‖2L2 + ‖X2 g‖2L2 + 4π2 ‖g‖2L2)1/2 .
Proof. [1, Lemma 5.4] shows for C := 2 · 92 and arbitrary ρ > 0 and f ∈ C2([0, ρ]) that
|f ′(0)|2 ≤ C
ρ
·
(
ρ2 ·
ˆ ρ
0
|f ′′(t)|2 dt+ ρ−2 ·
ˆ ρ
0
|f(t)|2 dt
)
.
By density, it is not hard to see that this remains true for f ∈ H2((0, ρ)), noting that
H2
(
(0, ρ)
) →֒ C1([0, ρ]) (see for instance [1, Thm. 4.12, Part II]).
Given g ∈ H2(R) and x ∈ [1,∞), we can apply the above estimate to the function
t 7→ g(x + t) to obtain
|g′(x)|2 ≤ C ·
 ρ
0
(
ρ2 · |g′′(x+ t)|2 + ρ−2 · |g(x+ t)|2) dt ,
where we denote by
ffl
Ω f(x) dx =
1
µ(Ω)
´
Ω f(x) dx the average of f over Ω, with µ(Ω)
denoting the Lebesgue measure of Ω.
Now, fix n ∈ N0 for the moment, and let x ∈ [2n, 2n+1). If we set ρ = 2−n, then
2n
ρ = 2
2n ≤ x2 ≤ (x+ t)2 for all t ∈ [0, ρ]. Therefore,
|x · g′(x)|2 ≤ 4 · 22n · |g′(x)|2 ≤ 4C ·
 2−n
0
(|g′′(x+ t)|2 + |(x+ t)2 · g(x+ t)|2) dt . (A.6)
For brevity, let us set F (y) := |g′′(y)|2 + |y2 · g(y)|2. Then, for any t ∈ [0, 2−n] ⊂ [0, 1],
we have 2n+1+ t ≤ 2n+2 and hence ´ 2n+12n F (x+ t) dx =
´ 2n+1+t
2n+t F (y) dy ≤
´ 2n+2
2n F (y) dy.
By combining this observation with the trivial estimate
ffl
ΩG(t) dt ≤ ‖G‖L∞(Ω), and by
integrating Equation (A.6) over x ∈ [2n, 2n+1), we arrive at
ˆ 2n+1
2n
|x · g′(x)|2 dx ≤ 4C ·
 2−n
0
ˆ 2n+1
2n
F (x+ t) dx dt ≤ 4C ·
ˆ 2n+2
2n
F (y) dy .
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Summing over n ∈ N0, we conclude thatˆ ∞
1
|x · g′(x)|2 dx =
∞∑
n=0
ˆ 2n+1
2n
|x · g′(x)|2 dx
≤ 4C ·
ˆ ∞
1
F (y) ·
∞∑
n=0
1(2n,2n+2)(y) dy
≤ 12C · (‖g′′‖2L2((1,∞)) + ‖X2 g‖2L2((1,∞))) .
(A.7)
Here we used in the last step that
∑∞
n=0 1(2n,2n+2)(y) ≤ 3; indeed, if 2n < y < 2n+2,
then each k ∈ Z for which also 2k < y < 2k+2 satisfies 2n < 2k+2 and 2k < 2n+2, so that
k ∈ {n− 1, n, n+ 1}.
By applying estimate (A.7) to h : R → C, x 7→ g(−x) instead of g, we easily get´ −1
−∞ |x · g′(x)|2 dx ≤ 12C ·
(‖g′′‖2L2((−∞,−1)) + ‖X2 g‖2L2((−∞,−1))). Adding this to (A.7)
and using the trivial estimate
´ 1
−1 |x · g′(x)|2 dx ≤ ‖g′‖2L2 , we finally arrive atˆ
R
|x · g′(x)|2 dx ≤ ‖g′‖2L2 + 12C ·
(‖g′′‖2L2 + ‖X2 g‖2L2) .
This easily implies the first part of the stated estimate.
For the final part, recall that F [g′](ξ) = 2πiξ ĝ(ξ) and likewise F [g′′](ξ) = (2πiξ)2 ĝ(ξ).
In combination with Plancherel’s theorem and the elementary estimate |ξ|2 ≤ 1 + |ξ|4,
we thus see
‖g′‖2L2 =
ˆ
R
|2πξ · ĝ(ξ)|2 dξ ≤ (2π)2 ·
ˆ
R
|ĝ(ξ)|2 + |(2πiξ)2 ĝ(ξ)|2 dξ
= (2π)2 · (‖g‖2L2 + ‖g′′‖2L2) .
Together with the first part of the estimate, this implies the second part. 
A.3.3. Sobolev functions on slices and the AC-property
Let A ⊂ Rn be Borel measurable, where n > 1. For i ∈ {1, . . . , n} and x ∈ Rn−1 we
define the following Borel measurable subset of R:
Ai,x = {t ∈ R : (x1, . . . , xi−1, t, xi, . . . , xn−1) ∈ A} .
Note that Ai,x is open if A is so. The following lemma is an easy consequence of Fubini’s
theorem.
Lemma A.12. A Borel set N ⊂ Rn has measure zero if and only if for some (and then
all) i ∈ {1, . . . , n} and a.e. x ∈ Rn−1 the set Ni,x has measure zero in R.
We say that a function h : U → C, where U ⊂ R is open, is locally absolutely
continuous (LAC) on U if it is LAC on each connected component of U ; this is equivalent
to h being LAC on each open subinterval of U . Here, a function f : I → C with an open
interval I ⊂ R is called locally absolutely continuous if there is a function g ∈ L1loc(I)
such that f(x) − f(y) = ´ xy g(t) dt for all x, y ∈ I. In particular, each LAC function is
continuous.
Definition A.13. Let Ω ⊂ Rn be open. A (pointwise defined) function f : Ω → C is
said to have the AC-property (on Ω), if for each i ∈ {1, . . . , n} and almost all x ∈ Rn−1
the function
fi,x : Ωi,x → C, t 7→ f(x1, . . . , xi−1, t, xi, . . . , xn−1)
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is LAC on Ωi,x.
Note that the classical partial derivatives ∂if of a function f : Ω → C having the
AC-property exist a.e. on Ω by [10, Theorem 3.35] and Lemma A.12.
Lemma A.14. Let Ω ⊂ Rn be open and let f ∈W 1,1loc (Ω). Then there is a representative
g : Ω→ C of f which has the AC-property on Ω. In particular, we have ∂ig = Dif a.e.
on Ω, i = 1, . . . , n. Here, Dif denotes the weak derivative of f .
Proof. Let Ω(0) := ∅ and Ω(k) := {x ∈ Ω : dist(x,Ωc) > 1/k} ∩ (−k, k)n, k ∈ N. Then
each Ω(k) is open in Rn, Ω(k) ⊂ Ω is compact, Ω(k) ⊂ Ω(k+1), and ⋃k Ω(k) = Ω. By
[19, Thm. 1.41], for each k ∈ N there exists a representative f (k) of f which has the
AC-property on Ω(k). It is clear that the function g : Ω→ C,
g :=
∞∑
k=1
1Ω(k)\Ω(k−1) · f (k)
is a representative of f . Let us show that it has the AC-property on Ω.
First of all, for each k ∈ N and each i ∈ {1, . . . , n} there exists a set L(k)i ⊂ Rn−1 of
measure zero such that f
(k)
i,x is LAC on Ω
(k)
i,x for every x ∈ Rn−1\L(k)i . Let L :=
⋃
i,k L
(k)
i .
Fix k ∈ N. Then f (k+1) = f (k) a.e. on Ω(k). In particular, by Lemma A.12, for
each i ∈ {1, . . . , n} there exists a set M (k)i ⊂ Rn−1 of measure zero such that for all
x ∈ Rn−1\M (k)i we have that f (k+1)i,x = f (k)i,x a.e. on Ω(k)i,x . Let M :=
⋃
i,kM
(k)
i .
Let N := L ∪M ⊂ Rn−1. Then |N | = 0, and for each i ∈ {1, . . . , n}, each k ∈ N, and
each x ∈ Rn−1\N we have that f (k)i,x is LAC on Ω(k)i,x and f (k+1)i,x = f (k)i,x on Ω(k)i,x ; indeed,
since f
(k+1)
i,x = f
(k)
i,x almost everywhere on Ω
(k)
i,x , and since both functions are continuous
on the open set Ω
(k)
i,x , they agree everywhere on Ω
(k)
i,x . Now, if i ∈ {1, . . . , n}, x ∈ Rn−1\N ,
and if K ⊂ Ωi,x is compact, then
⋃
k Ω
(k)
i,x is an open cover of K. Thus, there is some
k = k(i, x,K) ∈ N such that K ⊂ Ω(k)i,x and gi,x = f (k)i,x on K. Therefore, gi,x is LAC on
Ωi,x.
For the “in particular”-part, it suffices to prove ∂ig = Dif a.e. on every open rectan-
gular cell R =
∏n
j=1(aj , bj) satisfying R ⊂ Ω. For this, set Ri :=
∏
j 6=i(aj , bj) ⊂ Rn−1,
and observe that for any ϕ ∈ C∞c (R) we haveˆ
R
(∂ig) · ϕdy +
ˆ
R
g · (∂iϕ) dx
=
ˆ
Ri
ˆ bi
ai
g′i,x(t)ϕi,x(t) dt dx+
ˆ
Ri
ˆ bi
ai
gi,x(t)ϕ
′
i,x(t) dt dx = 0 .
Hence,
´
R(∂ig −Dif)ϕdx =
´
R(f − g)∂iϕdx = 0 for every ϕ ∈ C∞c (R). The claim thus
follows from the fundamental lemma of variational calculus (see for instance [2, Section
4.22]). 
We close with this subsection with a result that generalizes Lemma A.12 in the case
n = 2 to sections of R2 that are not necessarily parallel to the coordinate axes.
Lemma A.15. Let N ⊂ R2 be a null-set, and let (a, b) ∈ R2\{0}. Then there is a
null-set N0 ⊂ R2 such that for all (x, ω) ∈ R2\N0, we have
(x+ ta, ω + tb) ∈ R2\N for almost all t ∈ R.
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Remark. The set of t ∈ R for which (x+ ta, ω + tb) ∈ R2\N depends on (x, ω).
Proof. Set θ := (a, b) ∈ R2\{0}, and choose ̺ ∈ R2\{0} with ̺ ⊥ θ. Let us define
T : R2 → R2, (t, s) 7→ tθ+ s̺. Note that T is linear and bijective, so that the same holds
of T−1. In particular, T and T−1 are Lipschitz continuous, and thus map null-sets to
null-sets.
Let N˜ := T−1N ⊂ R2. By Lemma A.12, there is a null-set N˜1 ⊂ R such that for all
s ∈ R\N˜1, the set N˜1,s = {t ∈ R : (t, s) ∈ N˜} is a null-set. Let N0 := T (R × N˜1), and
note that N0 ⊂ R2 is indeed a null-set.
We claim that if (x, ω) ∈ R2\N0, then (x + ta, ω + tb) ∈ R2\N for almost all t ∈ R.
To see this, let (x, ω) ∈ R2\N0, and note that this implies (x, ω) = T (t0, s0) for certain
(t0, s0) ∈ R × (R\N˜1), so that N˜1,s0 is a null-set. Finally, if t ∈ R\(N˜1,s0 − t0) (which
holds for almost all t ∈ R), then t + t0 /∈ N˜1,s0 , which means (t+ t0, s0) /∈ N˜ = T−1N ,
and hence (x+ ta, ω + tb) = T (t+ t0, s0) ∈ R2\N , as claimed. 
A.4. Invariance properties of Gabor spaces
The following lemma refines the statement of [5, Proposition A.1] for the case of Gabor
spaces in L2(R).
Lemma A.16. Let g ∈ L2(R) and let Λ ⊂ R2 be a set containing 0 which is closed under
addition. Setting Γ :=
{
µ ∈ R2 : π(µ)g ∈ G(g,Λ)} and Γ0 := {µ ∈ R2 : π(µ)G(g,Λ) ⊂
G(g,Λ)} where G(g,Λ) = span{π(λ)g : λ ∈ Λ}, we have that Γ = Γ0 ⊃ Λ and that Γ is
closed under addition.
Proof. Since 0 ∈ Λ, we have g ∈ G(g,Λ), which implies directly that Γ0 ⊂ Γ. Also, we
have Λ ⊂ Γ0. Indeed, for λ, λ′ ∈ Λ there exists a constant c = c(λ, λ′) ∈ C with |c| = 1
and π(λ)π(λ′) = c π(λ + λ′), so that π(λ)[π(λ′)g] = c π(λ + λ′)g ∈ G(g,Λ). By varying
λ′ ∈ Λ, we deduce that π(λ)[G(g,Λ)] ⊂ G(g,Λ), that is, λ ∈ Γ0, and therefore Λ ⊂ Γ0.
To see that Γ ⊂ Γ0, let us fix any γ ∈ Γ, so that π(γ)g ∈ G(g,Λ). Then for each
λ ∈ Λ, there exists a constant c = c(γ, λ) ∈ C with |c| = 1 and π(γ)π(λ) = c π(λ)π(γ),
and therefore
π(γ)[π(λ)g] = c π(λ)[π(γ)g] ∈ π(λ)[G(g,Λ)] ⊂ G(g,Λ) .
Since this holds for every λ ∈ Λ, it follows that π(γ)G(g,Λ) ⊂ G(g,Λ), that is, γ ∈ Γ0.
Hence, we have Γ = Γ0 ⊃ Λ.
Finally, to show that Γ is closed under addition, we observe that for γ, γ′ ∈ Γ, there
exists a constant c = c(γ, γ′) ∈ C with |c| = 1 and π(γ + γ′) = c π(γ)π(γ′). Then
π(γ+γ′)G(g,Λ) = c π(γ)[π(γ′)G(g,Λ)] ⊂ G(g,Λ), which means that γ+γ′ ∈ Γ0 = Γ. 
We close this paper with an example showing that the relation
dist
(
π(u, η)f,G(g,Λ)) ≍ dist((u, η),Λ) · ‖f‖L2 , (A.8)
which holds for f = g, does not extend to general f ∈ G(g,Λ). We remark that the
general idea of the construction is based on a footnote in [7].
Example A.17. Let ϕ : R → R, x 7→ e−πx2 denote the Gaussian. We will repeatedly
make use of the following two facts: First, [11, Theorem 7.5.3] shows that if α, β > 0,
then (ϕ,αZ× βZ) is a frame for L2(R) if and only if αβ < 1. By Ron-Shen duality (see
[11, Theorem 7.4.3]), this implies that (ϕ,αZ × βZ) is a Riesz sequence (a Riesz basis
for its closed linear span) if and only if αβ > 1.
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Define Λ := 2Z× 23Z. Note that Λ0 := Λ ∪ ((1, 0) + Λ) = Z× 23Z, so that (ϕ,Λ0) is a
frame for L2(R), but not a Riesz sequence. Thus, the synthesis operator
T : ℓ2(Z2)→ L2(R), (ck,ℓ)k,ℓ∈Z 7→
∑
k,ℓ∈Z
ck,ℓ π(k,
2
3ℓ)ϕ
is surjective, but not injective, since otherwise the bounded inverse theorem would show
that T is boundedly invertible, meaning that (ϕ,Λ0) is a Riesz basis.
In other words, there are ℓ2 sequences c = {cm,n}m,n∈Z and d = {dm,n}m,n∈Z with
(c, d) 6= 0 and∑
m,n∈Z
cm,n π(2m,
2
3n)ϕ =
∑
m,n∈Z
dm,n π(2m+ 1,
2
3n)ϕ = π(1, 0)
[ ∑
m,n∈Z
d˜m,n π(2m,
2
3n)ϕ
]
,
where we defined d˜m,n := e
4
3
πindm,n. Therefore, f :=
∑
m,n∈Z d˜m,n π(2m,
2
3n)ϕ ∈ G(ϕ,Λ)
satisfies π(1, 0)f ∈ G(ϕ,Λ) as well. Thus, once we show that f 6= 0, we will have
disproved (A.8).
To see that f 6= 0, note that (ϕ,Λ) is a Riesz sequence. Hence, if f = 0, we
would have d˜ = 0 and hence d = 0. Furthermore, by the above identity we also
get 0 =
∑
m,n∈Z cm,nπ(2m,
2
3n)ϕ, whence c = 0, again since (ϕ,Λ) is a Riesz sequence.
Hence, (c, d) = 0, which is the desired contradiction.
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