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Abstract
Fluid flows interact with flexible and moving bodies in a wide range of nat-
ural and engineering applications. These problems are often characterized by
highly non-linear flow physics due to the generation and shedding of several
vortices, their interactions, and the forces they induce on surfaces within the
flow. However, our current understanding of the force producing mechanisms
in these flows and our ability to accurately quantify their influence remains
limited. As a result, the dynamics of many such vortex-dominated problems
involving fluid-structure interactions and unsteady aerodynamics are notori-
ously hard to predict.
In this work, we use computational modeling in conjunction with data-
driven techniques to analyze the flow physics of these problems. We particu-
larly focus on the flow-induced oscillation of wings and cylindrical bluff-bodies
at low Reynolds numbers. Using simulations based on a sharp-interface im-
mersed boundary method, we demonstrate the large range of oscillation re-
sponses and parametric dependencies that these systems exhibit. We propose
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an energy-based tool to analyze, predict and control the non-linear, and of-
ten non-intuitive, oscillation responses observed. We show that “energy maps”
identify all possible flow-induced oscillation response branches and bifurca-
tions in a system, thus allowing their use in the prediction and control of pitch-
ing oscillations for wings interacting with incoming gusts. Furthermore, we
also formulate and demonstrate a novel extension to Dynamic Mode Decompo-
sition for the analysis of such flows involving moving boundaries.
A second focus of this work is on disentangling the various mechanisms at
play in the generation of loads on surfaces within vortex-dominated flows. To
this end, we develop a force and moment partitioning method which allows us
to rigorously quantify the influence of distinct physical mechanisms as well
as individual flow features in force/moment production. This method is com-
bined with data-driven techniques to estimate the influence of each individual
vortex in a flow-field, while also tracking and categorizing these vortices as
they evolve with the flow. We utilize these tools to reveal new insights into
fundamental phenomena in aerodynamics and flow-induced oscillations – such
as the mechanisms that drive the flow-induced oscillation of cylinders and the
production of lift during dynamic stall and on three-dimensional wings.
Primary Reader and Advisor: Rajat Mittal
Secondary Readers: Charles Meneveau and Joseph Katz
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The interaction of fluid flows with flexible and moving bodies is an everyday
occurrence that has profound implications. From the opening and closing of
heart valves, to the flapping flight of birds and the swimming of fish – the
natural world is rife with examples. In a wide range of such situations, the fluid
flow has the ability to induce oscillations of the flexible bodies it interacts with.
Depending on the scenario, these flow-induced oscillations can be innocuous,
desirable, or highly destructive. On one hand, this phenomenon is the basis for
the vibrations of reeds in a saxophone, as well as the flapping of flags and the
rustling of leaves in breeze. On the other hand, flow-induced oscillations have
the potential to distort aircraft wings and bring down bridges (famously, the
Tacoma Narrows Bridge), if not adequately accounted for.



















Figure 1.1: A schematic showing the various fluid-structure interaction fac-
tors involved in the dynamics of flow-induced oscillations. Adapted from
Blevins [1].
factors involving the fluid flow, the forces induced by the fluid on structures
within it, and properties of the elastic structures themselves. Fluid flows have
the capacity for inducing large forces on bodies immersed within them – as
we are reminded to be grateful for every time we sit in an airplane. These
forces tend to deform flexible bodies within them, which alters the flow around
these bodies. The modified flow results in modified forces on the body, which
in turn leads to further deformations. This two-way fluid-structure interaction
plays out in many different ways, one of which is the occurrence of self-excited
oscillations of the body. A schematic of the many factors involved in this inter-
dependence is shown in figure 1.1.
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Two model problems involving flow-induced oscillations that are of aca-
demic as well as practical interest are the oscillation of wings and the vibration
of cylindrical bluff bodies. The former is generally termed aeroelastic flutter,
and has attracted scientific attention for many decades on account of its impor-
tance in air-vehicle design and performance. Recently, it has garnered renewed
interest due to the drive towards higher efficiency aircraft that use lighter (and
therefore more flexible) materials. Furthermore, the advent of micro- and un-
manned air-vehicles has also spurred research in aeroelastic phenomena, par-
ticularly at lower Reynolds numbers [2]. Interest in the flow-induced vibration
of cylindrical bluff bodies has similarly been motivated by applications such
as the design safety of riser tubes, heat exchangers, as well as civil structures
such as bridges and buildings – all of which are susceptible to unwanted vi-
brations. While most of these applications have historically aimed at suppress-
ing flow-induced oscillations, there has also been recent research in enhancing
such oscillations as a way to harness energy. These energy harvesting systems
generally aim to exploit the propensity of naturally occurring fluid flows, such
as rivers and tides, for generating flow-induced oscillations [3–5].
This dissertation explores some of the fundamental flow physics that gov-
erns the forces induced on surfaces within fluid flows and gives rise to flow-
induced oscillations. The primary focus will be on pitching (or angular) oscil-
lations of wings, with some discussion of heave (or transverse) oscillations of
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bluff cylindrical bodies. Using computational simulations, we will investigate
the mechanisms that initiate and drive these oscillations, make connections to
simpler systems that enable the prediction of these oscillations, and demon-
strate methods to analyze the physics of such problems.
1.1 Aeroelastic wing flutter and
cylinder vibrations
1.1.1 Background
The classical work of Theodorsen [6] was amongst the earliest attempts at
modelling oscillating wings (as airfoils) within fluid flows, and the associated
unsteady loading induced on the wing. This historical model, due to the fact
that it is based on simple assumptions, continues to be used as the basis for
newer modeling efforts in this area [7]. However, the Theodorsen model is
based on simplified assumptions of inviscid and attached flow over the airfoil.
In reality, the unsteady aerodynamics of pitching airfoils is characterized by
the generation and shedding of strong leading-edge vortices, accompanied by
large regions of separating and reattaching flow on the suction surface of the
airfoil [8, 9]. This leads to non-linear aerodynamic loads which play a central
role in flow-induced pitch oscillations (as will be shown in subsequent chapters)
4
CHAPTER 1. INTRODUCTION
as well as phenomena such as insect flight. The need to better understand
this non-linear phenomenon has therefore motivated significant research in
the characterization of aerodynamic loads on unsteady airfoils that go beyond
classical theories [10–15].
However, these prior studies of the aerodynamic loads on unsteady/oscillating
airfoils have predominantly focused on prescribed kinematics, i.e. the motion
of the airfoil is not flow-induced but is specified so as to investigate the effect
of specific prescribed motion patterns on the aerodynamic loads. There have
been comparatively fewer analyses where the oscillations are induced by the
flow while fully accounting for the non-linearities inherent in the flow physics.
Historical efforts to model such flow-induced oscillations have mainly relied on
simplified or inviscid flow models [16–19]. As with the Theodorsen theory [6],
these models are often inadequate to capture the entire range of dynamics
and are usually limited to small-amplitude oscillations of the wing where as-
sumptions of linearity are valid. The use of reduced-order models have also
allowed for accurate, computationally economical modelling of aeroelastic flut-
ter [20–22]. However, the accuracy of reduced-order models is predicated on
detailed knowledge of the flow physics and dynamics of flutter, which is often
available only through high-fidelity analyses of the problem.
These limitations of simplified and reduced-order models have therefore
prompted some recent efforts in higher fidelity investigations of aeroelastic
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flutter. In one such set of high-fidelity analyses, Poirel et al. used a combination
of experimental [23] and computational [24] studies to investigate the effect of
flow speed and free-stream turbulence, among other factors, on small ampli-
tude flow-induced pitching oscillations of an airfoil at transitional Reynolds
numbers (Rec ∼ 104 − 105). A key finding from their work was that laminar
separation is a driving factor for triggering the oscillations in this range of
Reynolds number. In another study using numerical simulations, Ducoin &
Young [25] studied the stability of a flexible hydrofoil section to bend and twist
deformations. Specifically, they investigated the influence of laminar to turbu-
lent transition and viscous effects on the location of the center-of-pressure with
respect to the elastic-axis as well as the static divergence velocity.
There have also been some recent experimental works investigating the
flow-induced oscillation of wings. Dimitriadis & Li [26] performed a study
of a two-degree-of freedom airfoil that was allowed to perform flow-induced
pitch and heave oscillations at a higher Reynolds number. They showed the
occurrence of various bifurcations as a function of freestream velocity, which
produce symmetric, antisymmetric, as well as hysteretic pitching oscillations.
Furthermore, the recent development of so-called cyber-physical experimental
facilities by various research groups [27,28] has spurred on experimental stud-
ies on flow-induced oscillations. Onoue & Breuer [28] were able to use this
experimental system to map out the bifurcation diagram for an oscillating air-
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foil system over a large range of oscillation amplitudes. Zhu et al. [29] used the
same setup to show that the flow-induced pitch oscillations show different re-
sponse branches and bifurcations depending on the inertia of the wing. There
has also been work on flow-induced oscillations in energy harvesting applica-
tions, using both experimental [28] as well as modeling techniques [30].
Another important aspect of aeroelastic wing flutter that is of relevance is
the response of elastic wings to gusts and other perturbations. As with the
case of pitching airfoils discussed above, much of the research in this context
too has focused on determining the aerodynamic loads induced on wings dur-
ing transient gust encounters. Of particular interest has been the efficacy of
analytical inviscid flow models, such as that of von Kármán & Sears [31], Küss-
ner [32] and their extensions, in predicting the transient gust-induced loads on
wings. This has been investigated through experimental [33–37] as well as
computational [38–42] techniques and has produced mixed results, especially
in the presence of viscous effects and flow separation. There has also been some
work on modeling the aeroelastic response of wings during gust encounters, al-
though these have generally been limited to small-amplitude oscillations of the
wing [41, 43]. A popular approach to study the aeroelastic gust response has
been to use reduced-order models for the forces induced on the wing during
gust encounters. These models have generally been built either on linear the-
ory or by using a few high-fidelity simulations to approximate the forces during
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a broad range of gust conditions [44–49].
These studies of the aeroelastic oscillation of wings as well as their response
to gusts have highlighted the rich physics in the oscillation response, bifur-
cations and forces induced on oscillating wings. This vast parameter space
and wide range of resulting dynamics has also been shown to occur in another
canonical fluid-structure interaction problem – the flow-induced vibration of
cylinders. An over-arching theme in studies of vibrating cylinders has been
the characterization of the amplitude response and the occurrence frequency
lock-in. The phenomenon of lock-in, which was first observed by Bishop & Has-
san [50] and Feng [51], refers to the dramatic increase in oscillation amplitude
and the synchronization of oscillation and fluid forcing frequencies that is ob-
served within a certain range of incoming flow velocities. The lock-in regime
has been shown to include multiple distinct response branches, the dependence
of which on Reynolds number [52–54], as well as structural parameters, such
as mass-damping [55], has been of particular interest. Furthermore, the am-
plitude response on these various branches has been shown to exhibit hys-
teretic behaviour at the either end of the lock-in regime, as well as intermittent
switching between response branches [54–56].
Ever since the first observations of these complex oscillation responses and
non-linear flow-induced loads in wing flutter as well as cylinder oscillations,
there has been interest in identifying their underlying fluid dynamic mecha-
8
CHAPTER 1. INTRODUCTION
nisms. These efforts have generally centered around the analysis of specific
flow features and their correspondence with observed loads on the body. In the
context of pitching airfoils, the leading-edge vortex that is generated and shed
over the suction surface of the airfoil is generally implicated in the develop-
ment of non-linear loads as well as phenomena such as dynamic stall [9, 57].
Similarly, there has been intense study of vortex patterns in the wake of oscil-
lating airfoils [58–61] as well as cylinders [54,56,62–68] with the aim to relate
the changes in vortex-shedding modes to the occurrence of different response
branches in free-vibration.
1.1.2 Motivation
These studies of oscillating airfoils and cylinders have been able to provide a
wealth of insight into the phenomenon of flow-induced oscillations. They have
shown its dependence on a wide range of parameters, and highlighted the rich
physics involved in the oscillation response, bifurcations and forces induced on
oscillating wings. However, it is evident from the above discussion that the
bulk of research on the aeroelastic oscillation of wings and their response to
gusts has been performed at high Reynolds numbers and by using simplified
and/or inviscid flow models. There is very little analysis of these dynamics at
low Reynolds numbers where viscous effects become dominant. This is due to
the inaccessibility of this regime to experiments and the challenge associated
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with modeling such systems computationally.
However, it is well-known that the low Reynolds number behaviour of air-
foils is markedly different from that at high Reynolds number. Mueller & De-
Laurier [69] attributed this to the laminar state of the boundary layer, due
to which separated flow fails to reattach, causing very different lift and drag
behaviour in this regime. In addition, the vortex shedding behaviour and asso-
ciated timescales, both of which are important factors in driving flow-induced
oscillations, are known to vary with Reynolds number. This is especially true
at the low range of Reynolds numbers. Moreover, the low Reynolds number
physics of this problem is very pertinent to modern developments in micro-air
vehicles and biomimetic propulsion. These factors therefore motivate the need
for high-fidelity, fully viscous and non-linear computational modeling of flow-
induced oscillations – to enable the exploration of its vast parameter space as
well as to probe the flow physics in ways that are beyond the reach of laboratory
experiments.
A common theme that emerges from the literature discussed above (in sec-
tion 1.1.1) is the existence of multiple response branches, accompanied by the
emergence of dynamically significant flow features, such as vortices, and/or
changes in vortex shedding patterns. However, these observed changes in the
flow-field have only been qualitatively related to the underlying aerodynamic
loads that drive flow-induced oscillations. The issue of quantitatively correlat-
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ing specific flow features, such as individual vortices, vortex-shedding patterns
and shear layer formation, to the growth/decay of flow-induced oscillations has
not been rigorously addressed.
Hence the task of precisely dissecting the physical mechanisms that govern
the observed complexity in flow-induced oscillations evidently requires a two-
pronged approach. This can be posed as the following two questions:
1. Can we quantify the contribution of specific force-producing mechanisms
and flow features in the loads induced on bodies interacting with a fluid
flow?
2. What is the direct effect of these observed forces on the growth/decay of
flow-induced oscillations, while accounting for the interplay between the
motion of the body and the fluid dynamic forces?
1.2 Energy extraction: Connecting flow-
induced and prescribed oscillations
Of the two questions posed at the end of section 1.1.2 for uncovering the
driving mechanisms behind flow-induced oscillations, the second, i.e. the task
of evaluating the direct effect of force measurements on the observed oscillation
response, has been more extensively addressed in existing literature. It should
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be noted here that the amplitude of flow-induced oscillations is not dictated
purely by the magnitude of forces induced on the body by the fluid flow; it also
depends on factors such as the timing (or phase) between oscillating forces and
the oscillations of the body, variations in this phase difference as the oscillation
grows/decays, etc.
Investigations into this have been primarily motivated by a slightly differ-
ent but equally relevant question – can we use measurements of the forces/moments
on a body performing oscillations with prescribed kinematics to predict the
corresponding flow-induced oscillation response of the same body? This rela-
tionship between forced (or prescribed) and flow-induced vibrations is a theme
that has been raised multiple times in the literature on flow-induced oscilla-
tion of cylinders [70–74]. Recently, the use of energy extraction in this context
by Morse & Williamson [27] and Kumar et al. [75] has made the correspon-
dence between flow-induced and forced vibration more explicit. They showed
that the amplitude response of a cylinder performing flow-induced oscillations
is closely related to the energy extracted by a cylinder undergoing forced os-
cillations with carefully matching kinematics. This therefore makes a direct
connection between the forces on an oscillating cylinder and the corresponding
flow-induced oscillation response.
Using this idea of energy extraction, Morse & Williamson [27] showed the
ability to explain various features of the response branches seen in the case of
12
CHAPTER 1. INTRODUCTION
flow-induced heaving cylinders, based on force measurements from prescribed
oscillations and the energy transfer. In the context of pitching airfoils, Bhat &
Govardhan [76] used forced oscillations in their experiments to calculate the
energy transfer between the fluid and the airfoil, and demarcate flutter bound-
aries based on this information. The use of energy extraction has recently
been extended by Menon & Mittal [77–79] and Zhu et al. [29] to analyze of the
amplitude response branches corresponding to flow-induced pitch oscillation of
airfoils.
In this dissertation, we explore this idea to analyze bifurcations in flow-
induced oscillation response branches and predict the complex response of aeroe-
lastically fluttering airfoils as well as oscillating cylinders. As will be seen in
subsequent chapters, this is a particularly valuable tool in the context of pitch-
ing airfoils because the flow as well as the dynamical response is significantly
more complicated than that observed in the case of transverse oscillations of
bluff bodies. This added complexity is in part due to the presence of multiple
interacting shear layers and vortices, as well as the introduction of additional
free parameters such as the location of the elastic axis and the equilibrium an-
gle of attack. Furthermore, we also demonstrate the use of energy extraction
in precisely quantifying the influence of distinct force-producing mechanisms
in driving flow-induced vibrations.
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1.3 Mechanisms for force generation:
Vortices et al.
As highlighted in section 1.1.2, an integral aspect in the analysis of flow-
induced oscillations is the task of disentangling the various mechanisms re-
sponsible for the production of fluid dynamic loads on bodies within a fluid
flow. It is well-known that vortices and vortex-induced loads on immersed sur-
faces play a central role in our understanding of a wide variety of phenomena
in fluid mechanics – from fundamental problems such as dynamic stall to ap-
plied areas like flow-induced oscillation, biological propulsion and physiological
flows [9, 57, 80–86]. This is particularly true of the fluid-structure interaction
and unsteady aerodynamics problems of interest in this dissertation. In these
vortex-dominated flows, coherent vortex structures and their interactions exert
a dominant influence on the force/moment production on immersed surfaces.
These flows are often characterized by several interacting vortex structures.
The dynamical influence of these vortices on surfaces within the flow is gov-
erned by their inception, phase, location, as well as their interactions with
each other and the immersed surface.
While prior studies have highlighted the dynamical importance of specific
vortex structures, such as the leading-edge vortex [9] and distinct vortex-wake
patterns [82], they have largely been limited to qualitatively correlating the
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occurrence and evolution of these structures to the observed dynamics of the
problem. The question of precisely quantifying the dynamical influence of spe-
cific flow features in terms of force and moment production on an immersed
body has not been adequately addressed. This is a challenging task due to
the ellipticity of pressure in incompressible flows. The pressure field at every
point in the flow is simultaneously influenced by the entire flow-field – includ-
ing all the vortices, shear-layers and other force producing mechanisms in the
vicinity. This makes disentangling the contributions of specific flow features on
pressure-induced loads on immersed surfaces a non-trivial task.
Although there have been previous efforts to quantify the effects of different
hydrodynamic mechanisms on the total flow-induced force on oscillating bodies,
these have mostly been based on simplified physics. In the context of oscillat-
ing cylinders, these force decomposition methods have predominantly focused
on the inertial (or added-mass effects) and viscous (or vortex) effects, and have
been accompanied by vigorous debate. One such method separates potential
flow (added mass) force contributions from viscous effects, or the “vortex-flow
force” [87]. This was used by Govardhan & Williamson [67] and Carberry et
al. [68] to show that different amplitude response branches are associated with
changes in the vortex-shedding mode as well as the phase difference between
the vortex force and the cylinder motion. However, this definition of vortex
force does not explicitly separate the vorticity from other viscous contributions,
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and leads to the notion of “additional vorticity” to distinguish the inviscid vor-
tex sheet on the cylinder from the vorticity in the rest of the flow. Furthermore,
there is disagreement about the validity of isolating added-mass contributions
in a general viscous flow, which assumes that this inviscid contribution oper-
ates independently from viscous effects [88].
Similarly, there have been efforts to quantify the force production from
vortex-induced mechanisms on unsteady airfoils. These have generally used
inviscid vortex models and vortex impulse formulations, such as the work of
Wang & Eldredge [89] and Graham et al. [90]. Moreover, these prior studies
have mostly focused on analyzing the global effect of vorticity in the flow on
force production. Estimations of force/moment production due to local vortical
regions have thus far been limited. Two studies that are particularly rele-
vant here are those of Pitt Ford & Babinsky [91] and Onoue & Breuer [92]
who analyzed the loading induced by the leading and trailing-edge vortices us-
ing experimental measurements in unsteady airfoil flows. Both these analyses
were based on inviscid flow assumptions, and utilized point vortices combined
with conformal mapping to model the flow. Furthermore, the vortices of inter-
est were parameterized by their circulation based on experimental flow field
data. While the force predictions from such models can be quite good and have
led to excellent insights into vortex-induced aerodynamic loads, the extension
of these methods to general viscous flows is unclear. Furthermore, these invis-
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cid point vortex models generally require the assumption of two-dimensional
flow, and are predicated on accurate flow regularization around sharp edges
(by enforcing the Kutta condition) and conformal mapping treatments. These
introduce additional contraints on their use in general vortex-dominated flow
problems.
In this work, we use a mathematical formulation that allows us to rigor-
ously (from first principles) partition the fluid dynamic forces and moments
on an immersed body into contributions from distinct physically meaningful
mechanisms, such as vorticity, added-mass, and viscous effects. In addition,
this method also allows us to quantify the contributions of particular spatial
regions of the flow, such as individual vortices and shear layers, on the total
flow-induced loads. The force partitioning method used here is based on the
work of Quartappelle and Napolitano [93]. They showed that the forces and
moments on an immersed boundary can be written as integrals of the velocity-
field and its derivatives by projecting the Navier-Stokes equations onto the
gradient of an auxiliary harmonic potential. This was extended by Chang [94]
and Zhang et al. [95] where the partitioning of flow-induced forces into phys-
ically relevant mechanisms were recognized. Simplifications of this method,
particularly for the computation of the auxiliary potential [96, 97], and gen-




This force partitioning method has been used to investigate the aerodynam-
ics of insect flight [95], as well as the force generation mechanisms of pitching
airfoils [100,101] and oscillating cylinders [79,102]. As shown in these studies,
there are multiple advantages of such a force partitioning over those described
earlier. This method allows us to separate added-mass, vorticity-induced, and
shear contributions to the force on the body rigorously. Further, we will show
that the ability to dissect the contribution of individual flow structures, or re-
gions of the flow-field, is particularly valuable in the analysis of flow-induced
vibrations. Furthermore, the specific formulation developed in this work re-
sults in force/moment components that have clear physical interpretations,
thereby allowing us to relate, using first principles, the mechanisms behind
force/moment generation in incompressible flows to the local kinematics of the
flow.
1.4 Data-driven analysis techniques
In recent years, there has been tremendous growth in the popularity and ef-
fectiveness of data-driven methods to analyze, predict and model the physics of
various problems in fluid dynamics. This is in large part due to the availability
of increasingly high quality flow-field data from improved computational capa-
bilities as well as laboratory experiments. Many contemporary methods that
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have used such data to build predictive models of fluid flows have been based
on recent advances made in the data science and machine learning communi-
ties [103–105].
1.4.1 Modal decomposition in fluid-structure in-
teractions
One class of data-driven methods that has become especially popular in
the fluid dynamics community is modal decomposition techniques [106]. These
techniques aim to identify dominant spatial and/or temporal patterns (or modes)
in complicated flows using flow-field data. This is particularly useful in the con-
text of the problems of interest here due to the dominant influence of specific
flow or vortical features on the dynamics. In the context of flow-induced os-
cillations, the interplay between flow and structural timescales can determine
whether they interact constructively or destructively to cause growth or decay
of oscillations. Hence the ability to extract dominant spatial as well as tempo-
ral scales is valuable in the analysis of these problems.
A technique that does just this is Dynamic Mode Decomposition (DMD).
This method uses snapshots of the flow-field and allows the identification of
spatial structures with characteristic frequencies and growth/decay rates asso-
ciated with these structures [107,108]. For nonlinear dynamical systems, such
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as most fluid dynamics problems, the spatial modes extracted by DMD are the
eigenvectors of the best-fit linear operator that approximates the dynamics of
the field. Details of this analytical tool, its mathematical properties, as well as
some simple applications of this method are presented in papers by Rowley et
al. [107,109] and Schmid et al. [108,110,111].
DMD has been used in the analysis of a wide variety of relevant applications
including the wake of a circular cylinder [112], separated flow [113], stall con-
trol [114] and the wake of a flapped airfoil [115]. However, these studies as well
as the majority of others in the literature involve the use of DMD in problems
with stationary boundaries. There have been far fewer applications of DMD in
fluid-structure interaction problems due to the fact that this method, without
modification, cannot account for a body of nonzero thickness moving through
the field of interest. It must be noted that this is not an issue in the case of an
infinitely thin body, as demonstrated for a flapping membrane by Goza & Colo-
nius [116]. However, the motion of finite-thickness bodies introduces spurious
structures in the computed DMD modes due to the time-varying position of the
body in the field of interest. On account of this, some studies have limited their
analyses to regions of the flow-field that are outside the envelope of the im-
mersed body’s motion, such as the wake behind the body [108, 117]. However,
by employing such constraints, relevant flow features close to the immersed
body as well as within the shear layer are ignored.
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This deficiency of DMD was recognized by Mohan et al. [118], who per-
formed a decomposition of the flow near the suction-side of a plunging airfoil by
analyzing a region of the flow-field moving with the airfoil. They therefore did
not have a body moving through the field of interest. While the simulations in
their case were performed using a grid moving with the airfoil, it is non-trivial
to use such an approach in experimental datasets and other methods where
the locations of data-acquisition are fixed in the lab frame. In particular, one
computational method where this difficulty is apparent is in immersed bound-
ary methods, which have become increasingly popular in flow simulations of
fluid-structure interactions due to their ability to handle complex geometries
and arbitrary motions in a robust manner [119]. Furthermore, as was dis-
cussed in section 1.2, the energy transfer between a fluid flow and body moving
within it has been shown to be a useful tool in understanding and predicting
flow-induced oscillations [27, 75–77]. However, the energy transfer is a frame-
dependent quantity, which is in fact zero in the frame of the moving body. For
these reasons, the development of a robust method to decompose the flow near
a moving boundary of non-zero thickness without resorting to the use of a non-
inertial reference frame could prove to have wide-ranging applications.
Although there have been several improvements and modifications to DMD
since its introduction, they have not addressed the difficulty involved in ac-
counting for moving boundaries in the flow-field. Therefore in this disserta-
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tion, we propose a method to decompose the flow around a moving boundary
by transforming the analysis to a body-fitted frame as discussed above. How-
ever, by exploiting the linearity of the formulation, we show rigorously how the
modes computed in a moving coordinate system are related to those of the un-
derlying flow dynamics in the lab-frame. We use this to apply a correction to
the modes and recover the DMD modes of the lab-frame flow-field, thus allevi-
ating some of the issues outlined above.
1.4.2 Analysis of vortex-dominated flows using
clustering
Another class of data-driven methods that we make use of in this disserta-
tion for the analysis of vortex dominated flows is clustering techniques. These
are unsupervised statistical inference methods [120,121] which attempt to find
clusters of data that share similar characteristics within a large set of data.
Here we leverage these techniques for the analysis of vortex-dominated flows
at the level of individual vortices as well as in identifying large-scale vortex
patterns in flow-field data.
As mentioned in section 1.3, there have been very few prior studies demon-
strating the estimation of fluid dynamic loads due to individual vortices in
flow-fields. This is primarily due to the computational complexity associated
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with accurately isolating and tracking several interacting vortical regions that
are evolving in highly complicated, time-varying flow fields. Therefore, a crit-
ical aspect in deploying methods, such as that mentioned in section 1.3, for
the estimation of force/moment due to individual flow features in highly dy-
namic vortex-dominated flow-fields is a systematic way to individually isolate
and track these vortical regions.
Here we leverage data-driven clustering techniques to perform this task
of isolating and tracking several vortices in high-dimensional, unsteady flow-
fields. In previous studies, this has been used in identifying coherent struc-
tures in a flow-field, by clustering regions that share similar dynamic or La-
grangian behaviour [122–127]. In the context of this work, clustering provides
an automated way to isolate an arbitrary number of spatial regions correspond-
ing to individual vortex structures from high-dimensional flow-fields. Further-
more, this data-driven approach also facilitates the spatio-temporal tracking
of these vortex structures, as well as the grouping of vortices in distinct cat-
egories (such as LEVs or TEVs) based on various attributes. The automated
isolation of these distinct vortical regions therefore provides an efficient way
to employ the aforementioned force and moment partitioning methods in pre-
cisely quantifying their contributions to force/moment production.
A second application of clustering that we will demonstrate is its use in the
identification of distinct flow regimes based on classes of vortex shedding pat-
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terns. In the context of fluid-structure interaction problems, interest in iden-
tifying distinct vortex patterns stems from the seminal works of Zdravkovich
[128], Ongoren & Rockwell [63] and Williamson & Roshko [64]. These stud-
ies were amongst the first to demonstrate that the correlation between vortex
wake patterns behind oscillating cylinders and changes in the forces on the
cylinder. As mentioned in section 1.1.1, this has led to a vast body of literature
concerning vortex shedding patterns and their connection to flow-induced os-
cillations [82, 129] and biomimetic propulsion [58–60]. However, these studies
have mostly focused on relatively simple wakes, and the visual identification
of wakes they employed is impractical for more complex flows. This has mo-
tivated data-driven approaches to this task, such as the works of Hemati et
al. [130, 131] and Colvert et al. [132]. However, while these prior works have
demonstrated considerable success, they have all focused on idealized models
of vortex-dynamics, such as point vortices, and have mostly assumed apriori
knowledge of the possible wake patterns to perform the classification. In this
dissertation, we demonstrate a more robust method to identify distinct flow
regimes from high-dimensional, time-resolved flow-fields by using dimension-
ality reduction and clustering techniques to identify patterns in large ensem-
bles of these flow-fields. The approach presented here also obviates the need
for a-priori definitions of the possible wake patterns in a given problem.
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1.5 Outline of this dissertation
This dissertation works towards developing an improved understanding of
flow-induced oscillations, and the mechanisms underlying the force production
on unsteady bodies in vortex-dominated flows. In particular, much of the focus
is on the flow physics and dynamics of pitching wings. We use a combination
of computational modeling and data-driven methods to dissect the underlying
physics of the fluid-structure interaction phenomenon and the role of vortices
in the dynamics.
We begin by describing the computational methods employed for the simu-
lation of fluid flows over moving bodies as well as the models used to study the
flow-induced oscillation of wings and cylinders in chapter 2.
In chapter 3, these computational methods are used to study the flow-induced
oscillation response of pitching airfoils. We show in this chapter that the sys-
tem is capable of highly complex responses, which justify the development of
many of the analysis tools discussed in subsequent chapters.
One of these tools is an energy-based method for the analysis, prediction
and control of flow-induced oscillations which is introduced in chapter 4. This
tool allows us to map out all the response branches of a flow-induced oscillator
within a parameter range of interest. A practical application of this energy-
based analysis to the predict and control the response of an aeroelastic wing to
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gust perturbations is then presented in chapter 5.
Subsequently, chapter 6 introduces a novel formulation of the popular Dy-
namic Mode Decomposition method to provide insight into some of the findings
of the energy-based analysis in previous chapters. This proposed formulation
extends the applicability of Dynamic Mode Decomposition to flows interacting
with moving boundaries and allows us to probe the phase relationship between
the pitching airfoil and the flow around it.
In chapter 7, a mathematical force and moment partitioning method which
is extensively used in the subsequent chapters is introduced. This is a mathe-
matical formulation that allows us to rigorously estimate the role of different
physical mechanisms as well as distinct flow features on the loads induced on
immersed bodies within a flow. As will be shown, this method allows us to
disentangle fundamental aspects of the physics underlying force production in
fluid-structure interactions as well as unsteady aerodynamics.
An application of this method is presented in chapter 8, where we combine
force partitioning with the energy-based analysis mentioned above to uncover
the mechanisms that initiate and sustain the flow-induced vibration of cylin-
ders.
In chapter 9 we develop an automated physics-based and data-driven frame-
work which enables the use of the force/moment partitioning method in esti-
mating loads induced by individual vortices in complex vortex-dominated flows.
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This framework takes in time-resolved flow-field data and automatically iso-
lates, tracks and categorizes each vortex in the flow while also analyzing their
kinematics and dynamical influence.
An application of this analysis framework to the problem of dynamic stall is
presented in chapter 10. Using this analysis, we show that the force production
on an unstedy wing during dynamic stall is not just dictated by vortices; it is
strongly influenced by vortex-induced strain, which is often ignored in such
analyses.
Lastly, chapter 11 discusses some preliminary first steps in extending the
analysis of vortex-induced forces due to distinct vortex structures to three-
dimensional problems where isolating and tracking individual vortex struc-
tures is considerably more complicated. We present a simple analysis of the
separate roles that spanwise and non-spanwise vorticity play in lift production
on low aspect-ratio wings.
We then conclude by summarizing the work presented in this dissertation




In this thesis, a variety of problems in the domain of unsteady aerodynam-
ics and aeroelastic oscillations are studied using computational modelling and
simulation techniques. A common theme in the majority of problems discussed
in subsequent chapters is the presence of immersed bodies that interact with
fluid flows around them while executing unsteady motions within fluid flow.
A challenge in simulating the flow physics of such problems is the accurate
treatment of the boundary conditions that arise as a result of interactions be-
tween a flow-field and the arbitrary motion of a body within it. Furthermore, as
discussed in section 1.2, the motion of immersed bodies within fluid flows can
generally be categorized in two ways: (1) the motion is prescribed (or forced)
so as to analyze the effect of this unsteadiness on the flow physics; (2) the mo-
tion is excited by the flow around the body and is in turn two-way coupled with
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the flow. This latter scenario is of primary interest in the domain of aeroelas-
tic oscillations, and the study of these problems requires a prescription of the
two-way coupling between the motion of the immersed body and the fluid flow
around it. The focus of this chapter is therefore on discussing the computa-
tional models and methods used in this thesis for the study of such problems.
2.1 ViCar3D: Immersed boundary flow
solver
The flow simulations in this thesis have been performed using the sharp-
interface immersed boundary method based solver ViCar3D described in Mittal
et al. [133, 134]. This allows us to preserve sharp interfaces along the surface
of immersed bodies within a flow using a body-non-conformal Cartesian grid.
This is particularly useful in fluid-structure interaction studies as it allows
us to simulate a variety of shapes as well large-amplitude motions on simple,
non-adaptive Cartesian grids. In particular, this approach has the advantage
of not being constrained by highly deformed grid cells or the need to periodi-
cally recompute the grid during high-amplitude motions [119]. Furthermore,
the ability to preserve the sharp-interface around an immersed boundary en-
sures very accurate computations of surface quantities. This code has been
extensively validated in previous studies [133–135], where its ability to main-
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tain local (near the immersed body) as well as global second-order accuracy
has been demonstrated. Further, the accuracy of surface measurements has
been established for a wide variety of stationary as well as moving boundary
problems in these studies. For the purpose of this work, we have performed ad-
ditional comparisons of results from this code with existing literature. Details
of this are in section 2.3.
The fluid equations are solved using a second-order fractional-step method.
The time-integration is performed using a second order Adams-Bashforth method
and spatial derivatives are discretized using second-order central differences
in space. The pressure Poisson equation is solved using the geometric multi-
grid method. In order to perform accurate computations of surface quantities
such as pressure and shear, ViCar3D employs a multi-dimensional ghost-cell
method for the imposition of boundary conditions on immersed boundaries that
can be either stationary or moving. These immersed boundaries are discretized
using triangular surface elements where the nodes of these elements represent
Lagrangian marker points which move with the body while immersed within
the stationary Cartesian fluid grid. The local normal vector to the surface of
the immersed body is computed on these triangular elements and boundary
conditions are thereby imposed using second order central differences. This
immersed boundary treatment is used for boundaries undergoing prescribed
motion as well as flow-induced motion.
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For the two-way fluid-structure interaction coupling in simulations involv-
ing flow-induced motion, a loosely-coupled approach is employed wherein the
equations for the flow-field and motion of the immersed body are solved sequen-
tially. At every time step, the pressure and shear on the nodes of the triangular
elements on the surface of the immersed body are calculated after solving the
pressure Poisson equation. The total force/moment on the immersed body is
calculated and passed on to the dynamical equation for the immersed body
(discussed in section 2.2). The linear/angular velocity predicted from the dy-
namical equation is subsequently imposed on to the Lagrangian marker points
on the surface of the body, and the motion of the body is advanced in time using
a second-order trapezoidal method.
2.2 Aeroelastic modelling
In this research we use a canonical model for two-way coupled aeroelastic
systems which consist of a finite-mass body immersed in a fluid flow, with the
elasticity of the body modeled as a linear spring with damping. The motion of
this spring-mass-damper oscillator is driven by the aerodynamic loads induced
by the fluid flow on the immersed body. This simple and widely used elastic
model allows us to analyze a variety of complex aeroelastic responses while
primarily focusing on the fluid dynamics that drives these responses.
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The flow-fields in the simulations performed as part of this thesis are gov-
erned by the incompressible Navier-Stokes equations expressed in the dimen-
sionless form as follows:
∂~u
∂t
+ ~u · ∇~u = −∇p+ 1
Re
∇2~u (2.1)
where t, ~u and p represent the dimensionless time, fluid velocity vector and
pressure respectively. The Reynolds number is given by Re = ρU∞L/µ, where
ρ is the fluid density, U∞ is the incoming freestream velocity, L is the length
scale determined by the immersed body, and µ is the viscosity of the fluid. The
velocity is scaled as ~u = ~̂u/U∞, dimensionless time is given by t = t̂U∞/L, and
the coordinate system is scaled as (x, y) = (x̂/L, ŷ/L). Here we particularly
focus on the flow around unsteady airfoils and cylinders, and in these cases L
is specified as the chord-length (C) of the airfoil or the cylinder diameter (D)
respectively.
When an immersed body is placed in such a flow-field, the flow induces
loads on the body due to the fluid pressure and surface shear. The flow-induced




ρU2∞L), where Fi is the dimensional form of the force in the i-direction.
Similarly, the flow-induced coefficient of moment in the k-direction can be writ-




2), where Mk is the dimensional form of the moment.
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For the aeroelastic models studied here, these forces and moments drive the
dynamics of the immersed body.
2.2.1 Pitching airfoils
For the study of pitching oscillations of airfoils, the current study employs
a rigid NACA0015 airfoil with a slightly rounded trailing-edge, immersed in
an incompressible flow governed by equation (2.1) with freestream velocity U∞.
The chord-length of the airfoil is given by C. The slight rounding of the trailing-
edge ensures that the flow is well-resolved around it, and we have verified that
this has no significant effect on the aerodynamic characteristics and forces on
the airfoil.
The torsional (pitch degree-of-freedom) elasticity of the airfoil is modelled
using a linear torsional spring with spring constant k and damping coefficient
b, attached to the rigid airfoil at a prescribed chordwise location (Xe), which
we refer to as the elastic axis (normalized location denoted as X∗e = Xe/C).
The airfoil is free to pitch about this elastic axis and the equilibrium angular
position of the spring is denoted by angle θ0. Further, the airfoil has a moment
of inertia denoted by I and its instantaneous angle is denoted by θ. A schematic
of this setup is shown in figure 2.1.
The pitch/torsional motion of this spring-mass-damper system is driven by
the pitching moment induced on the airfoil by the surrounding flow. The dy-
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Figure 2.1: (a) Schematic of the aeroelastic system used for pitching airfoils;
(b) Computational domain and close-up of the Cartesian computational grid.
namical equation of this motion is scaled by the characteristic variables used
for the flow (with length-scale C), and the resulting non-dimensional equation
governing the dynamics in pitch of the airfoil is given by
I∗θ̈ + b∗θ̇ + k∗(θ − θ0) = CM (2.2)
where CM is the coefficient of aerodynamic pitching moment. The quanti-
ties I∗ = 2I/(ρC4), b∗ = 2b/(ρU∞C3), k∗ = 2k/(ρU2∞C2) are the dimensionless
moment-of-inertia, damping, and spring stiffness respectively. Here, CM and I∗
are calculated with respect to X∗e . The spring stiffness is commonly expressed





frequency of the spring. In essence, U∗ is a ratio of the natural time-scale of
the elastic system to the convective time-scale of the flow. However, as we will
show, the choice of fluid time-scale has significant implications for the dynam-
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ics of the system. When presenting our results, we denote the pitch oscillation
amplitude by A∗θ and dimensionless pitch frequency as f ∗p = fpC/U∞ where fp
is the pitching frequency.
Thus, even this highly simplified configuration has six governing parame-
ters (Re, X∗e , I∗, b∗, U∗, θ0) and this is indicative of the inherent complexity of
this configuration. In the current study, we fix the values of Re and I∗ to 1000
and 4.1 respectively and explore the effect of the other four parameters. The
Reynolds number chosen is high enough so as to generate robust vortex shed-
ding phenomenon, which drives flutter, but is also low enough so as to allow
resolved simulations at a reasonable computational expense. The choice of the
moment-of-inertia about the elastic axis corresponds to a solid-to-fluid density
ratio of ≈ 120. While the effect of varying I∗ in this system could be of signifi-
cant engineering interest, we choose to use a fixed value throughout this study
to reduce the number of independent parameters. However, it must be noted
that varying I∗ is equivalent to changing the natural frequency as fs ∼ 1/
√
I∗,
which is an important parameter in this study.
The current study addresses structurally damped as well as undamped sys-
tems with damping being defined by ζ∗ = b/bcr where bcr = 2
√
kI, is the critical
damping for the harmonic oscillator. For the undamped system ζ∗ = 0 and for
the damped system we prescribe ζ∗ = 0.15 where this lightly damped struc-
ture enables us to understand the effect of damping without overly damping
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the pitch oscillations. The remaining two parameters, the elastic axis (X∗e ) and
the spring stiffness (U∗), are a particular focus of the current study. For X∗e ,
we use three values – X∗e = 0.50, 0.33 and 0.25 – and we will show that these
generate very significant variations in the pitch response. The final parameter
U∗ represents the spring stiffness (a larger U∗ corresponds to a softer spring)
and this parameter is varied from about 2 to 13.
Simulations of the flow around this aeroelastic system are performed in a
large 21C × 23C computational domain, where the airfoil is placed 10 chord-
lengths from the downstream boundary. The flow is solved on a Cartesian
computational grid and the isotropic grid resolution around the solid body cor-
responds to about 125 points along the chord. The grid is stretched in all direc-
tions away from the rectangular region that surrounds the foil and the near-
wake resulting in a baseline grid of 384× 320 points. A schematic of this setup
is shown in figure 2.1(b). A Dirichlet velocity boundary condition is used at
the inlet boundary of the domain, and zero-gradient Neumann conditions are
specified at all other boundaries.
2.2.2 Heaving cylinders
The aeroelastic system used to model flow-induced heave oscillations of
cylinders is setup in a similar manner as the pitching airfoil system described
above. The model consists of a finite-mass cylinder attached to a linear spring
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Figure 2.2: Schematic of the aeroelastic system used for heaving cylinders. (a)
Cylinder shapes for three aspect-ratios; (b) Computational domain and grid; (c)
Zoom-in of the cylinder in a Cartesian grid, along with dimensions and elastic
model.
that allows vibrations in a direction transverse to the incoming freestream
flow. This aeroelastic system is immersed in an incompressible fluid which
drives the transverse motion of the cylinder. Although practical vortex-induced
vibration problems can exhibit both transverse and in-line oscillations, the
latter has been shown to be small in comparison to transverse oscillations
[54,56,136,137], and has a negligible effect on the transverse response [129].
A schematic of this aeroelastic model is shown in figure 2.2(c). The dynam-
ics of the elastic model is governed by the forced spring-mass system consisting
of the linear spring attached to the cylinder at its center-of-mass, and a forc-
ing given by the fluid dynamic transverse force on the cylinder, i.e., the lift
force. It must be noted that there is zero structural damping in the model
used here. The stiffness of the spring is given by spring constant ky and the
mass of the cylinder is m. The equation for the forced spring-mass damper is
non-dimensionalized using the same physical scales as for the fluid equations,
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with the diameter D of the cylinder as the characteristic length scale. Further,
the dimensionless instantaneous transverse position of the cylinder’s center-
of-mass is denoted by y∗. The dimensionless equation governing the elastic
system is given by:
m∗ÿ∗ + k∗y(y
∗ − y∗0) = CL (2.3)
where m∗ = 2m/(ρD2) and k∗y = 2ky/(ρU2∞) are the dimensionless forms of the
mass of the cylinder and spring stiffness. CL is the coefficient of lift on the
cylinder and y∗0 is the equilibrium position of the cylinder. We denote deflections
from this equilibrium position by ∆y∗ = (y∗ − y∗0).
In order to study the effect of aspect-ratio, the cylinder used in this study is
a generalized superellipse with its major axis aligned with the incoming flow.
We use a superellipse rather than the more conventionally used ellipse in order
to avoid the additional effect of increased curvature at the ends of the ellipse
while varying the aspect ratio. The length and diameter of the cylinder are
specified as L and D respectively, and the equation that governs the surface of











where xs and ys are the X and Y coordinates of points along the surface of the
cylinder. We define the aspect-ratio of the cylinder as AR = L/D. Further, the
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exponents are chosen such that m = 2L and n = 2, so that this dependence
of m on the semi-major axes ensures that the curvature at the ends of the
ellipse does not significantly increase with increasing AR. This is meant to
approximate a “stretched circular cylinder” when AR > 1. Throughout this
work we keep D fixed and vary L to achieve cylinders of different aspect-ratios.
The range of aspect-ratios analyzed is 1.0 < AR < 1.25. Some representative
cylinders, along with their corresponding aspect ratios, are shown in figure
2.2(a).
As for the pitching airfoil system, an important parameter is the reduced
velocity which is defined in this case as U∗ = U∞/fsD = 1/f ∗s , where fs is




dimensionless form. In this work, we study the amplitude response of the
system as a function of U∗ by varying the spring stiffness k∗y, while keeping m∗
constant at m∗ = 10. It must be noted that m∗ is kept constant even while the
aspect-ratio of the cylinder is varied, which has the effect of isolating the effect
of shape on the fluid mechanics of the problem. In other words, only the RHS
of equation (2.3) depends on the aspect ratio, while the LHS is fixed for a given
U∗. Further, Re is also kept constant throughout this work, at Re = 100. In
presenting our results, dimensionless oscillation amplitude is denoted by A∗y
and frequencies are reported in dimensionless form as f ∗ = fD/U∞.
The flow around the heaving cylinder is computed in a domain of size 25D×
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20D, and the cylinder is placed at a distance 15D from the downstream bound-
ary. The computational grid around the cylinder is Cartesian and isotropic, and
the grid is stretched away from the cylinder in all directions. The total grid size
is 320 × 288 cells, and the resolution around the cylinder is 60 cells across the
diameter. The boundary conditions used are Dirichlet for the freestream ve-
locity at the upstream boundary, and Neumann zero-gradient conditions at all
other external boundaries.
2.3 Validation and grid convergence
The flow solver used in this work has been validated against numerous pre-
vious studies in refs. [133–135]. In addition, we have performed comparisons
with published literature for some specific aspects of the setup studied in this
thesis.
In figure 2.3, the mean and Strouhal number of CL fluctuations for flow over
a static NACA0012 airfoil computed using the present flow solver are compared
with the published results of Kurtulus [138], Liu et al. [139] and Mittal &
Tezduyar [140]. The chord-based Reynolds number for this flow is Re = 1000
and the airfoil (chord length C) is immersed in a non-uniform Cartesian grid
with 480 × 448 points within a domain of size 18C × 20C. Grid convergence is
assessed by simulating the airfoil flow at Re = 2000 with grid sizes of 384× 320,
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Figure 2.3: Mean and Strouhal number of CL fluctuations for a static
NACA0012 airfoil at Re = 1000. Left plot shows a comparison of mean CL
using present flow solver with refs. [138–140]. Right plot compares St of CL
fluctuations from present solver with refs. [138,140].
480 × 448 (baseline used in this study), and 544 × 544. The mean and RMS CL
differ by 4.1% and 1.2% respectively between the coarse and baseline grids, and
4.8% and 0.3% respectively between the fine and baseline grids. The difference
in mean and RMS CM is 2.7% and 1.2% between the coarse and baseline grids,
and 1.8% and 0.9% between the fine and baseline grids. Thus, the computed
quantities are considered grid independent. Figure 2.3(a) shows a comparison
of CL versus angle of attack (α), and we see that the comparison is good. Figure
2.3(b) shows a comparison of the Strouhal number of CL fluctuations, defined
as StL = fLC/U∞ where fL is the frequency of CL fluctuations. The heat-map
shows the full frequency spectrum (expressed as StL) at each angle of attack
α from computations using the present flow solver. Overlaid on this is the StL
versus α data from the work of Kurtulus [138] and Mittal & Tezduyar [140].
The comparison is again good.
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Figure 2.4: Flow-induced oscillation amplitude of a circular cylinder versus
mass-damping parameter β = 8π2St2mζ/ρD2. Results from the present code
are shown using symbols and are compared with results from [141] shown as a
dashed line.
In order to validate our fluid-structure interaction solver, we have performed
simulations of flow-induced vibration of circular cylinders and compared our
amplitude response with the results of Blackburn & Karniadakis [141]. In
figure 2.4 we show the amplitude response of a freely vibrating cylinder at
ReD = 200 with m∗ = m/ρD2 = 10, against the mass-damping parameter
β = 8π2St2mζ/ρD2. Here, St,m, ζ, ρ, and D are the vortex shedding Strouhal
number, mass, damping ratio, fluid density, and cylinder diameter respectively.
The symbols show results from our simulations and the dashed line is from the
work of Blackburn & Karniadakis [141]. The agreement is quite good.
A grid convergence study was performed for the setup used to study pitch-
ing airfoils by performing forced oscillations of the truncated NACA0015 airfoil
used in this study. The oscillations were performed about θ0 = 20◦, with am-
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Figure 2.5: Time series of (a) moment, and (b) lift coefficients, for the three
grids tested.
plitude Aθ = 20◦ and frequency f ∗p = 0.15. The baseline grid tested consisted
of 384 × 320 grid cells. This corresponds to a resolution of approx. 125 cells
along the chord of the airfoil. This grid was compared to those with 480 × 448
and 544× 544 grid cells, which correspond to 192 and 237 cells along the chord,
respectively. These refined grids are 2.3× , and 3.6× the size of the baseline
grid, in terms of total grid cells. In figure 2.5 we show comparisons of the time-
series of lift coefficient and moment coefficient for these three grids. The mean
and RMS lift coefficient differ by 3.92% and 1.2% respectively between the base-
line and 2.3× grid, and 0.96% and 1.51% respectively between the baseline and
3.6× grid. The corresponding difference in mean and RMS moment coefficient
is 1.78% and 1.07% between the baseline and 2.3× grid, and 0.84% and 2.05%
between the baseline and 3.6× grid.
The grid convergence demonstrated above, while performed for forced oscil-
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Figure 2.6: Time series of (a) pitch angle; (b) moment coefficient; and (c) lift
coefficients, for flow-induced oscillations at U∗ = 6.8 using the Baseline and
2.3× grids.
lations, is expected to be a reasonably good demonstration of grid convergence
for the flow-induced system as well. This is due to the fact that the only term in
the dynamical equation for the solid (equation 2.2) that depends on the grid is
CM , which we have shown, is well converged. Further, in order to obtain statis-
tics at a stationary state for the flow-induced system, CFL criterion-related
constraints would require simulations with as many as 2,000,000 time-steps on
the finer grids. This makes such an exercise computationally cost-prohibitive.
However, in order to strengthen this demonstration of our grid convergence,
we have performed a comparison of the baseline and 2.3× grid for a flow-
induced oscillation simulation during the transient, amplitude-growth phase
at U∗ = 6.8 and θ0 = 15◦. Plots for the pitch angle, and coefficients of moment
and lift versus time are shown in figure 2.6. We see that the mean and RMS lift
coefficient differ by 0.57% and 1.56% respectively. The mean and RMS moment
coeff. differ by 3.78% and 1.22% respectively. The maximum pitching amplitude
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Figure 2.7: Comparison of flow-induced oscillation results using three grids
to establish grid convergence. Coarse, baseline, and fine grids correspond to
45, 60 and 90 points across the diameter of the cylinder respectively. Here,
Re = 100, AR = 1.0 and U∗ = 5.0; (a) Timeseries of heave oscillation amplitude;
(b) Timeseries of CL oscillations.
differs by 6.44%.
Grid convergence is also assessed for the heaving cylinder setup by perform-
ing flow-induced oscillation simulations at Re = 100, using a circular cylinder
(AR = 1.0) and fixing U∗ = 5.0. The size of the grid used for the results re-
ported in this study is 320 × 288 cells, which corresponds to 60 cells across the
diameter of the cylinder. This baseline grid is compared with coarse and fine
grids of sizes 288× 224 cells, and 384× 384 cells respectively. These correspond
to 45 and 90 points across the diameter of the cylinder. In figure 2.7(a) we show
the timeseries of heave oscillations computed using the three grids, where the
maximum heave amplitude differs by 0.9% between the coarse and baseline
grid, and 0.7% between the coarse and fine grid. The timeseries of CL oscil-
lations are shown in figure 2.7(b), and we see that the r.m.s. differs by 0.6%
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between the coarse and baseline grids, and 5.3% between the coarse and fine
grids. The corresponding differences in the maximum CL values are 3.8% and





The aeroelastic oscillation response of an elastic airfoil is a problem that has
both academic as well as practical applications. As a canonical model for aeroe-
lastic wing flutter, it is pertinent to a wide range of aerospace design and per-
formance applications as well as energy harvesting applications. Some of these
applications were outlined in section 1.1. This is also a problem of academic
interest due to our limited understanding of the highly nonlinear mechanisms
and numerous parameters that dictate the flow-induced oscillation response.
Particularly at low Reynolds numbers that are relevant to recent developments
in micro-air vehicles and energy harvesting, there is a lack of data concerning
this problem in the existing literature, especially from computational models.
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Therefore the aim of this chapter is to perform broad parameter sweeps to de-
scribe the flow physics governing the onset of flutter, as well as the amplitude
and frequency response. We show that this provides fundamental insight into
the onset of large amplitude flutter, along with a physically relevant flow time-
scale. We also discuss the mechanism that determines the frequency of flutter,
and demonstrate the (apparent) difficulty in understanding the amplitude re-
sponse in some cases.
We report on simulations of the two-dimensional incompressible Navier-
Stokes equations, which are coupled with an elastically supported NACA0015
airfoil that is allowed to oscillate in pitch. This aeroelastic model is discussed
in section 2.2.1. The simulations are performed using the sharp-interface im-
mersed boundary method described in section 2.1 that allows us to model very
large amplitude oscillations in a robust manner. For all the flow-induced oscil-
lation cases simulated here, we initialize the airfoil at its equilibrium angle of
attack θ0, with zero initial angular velocity. The constant freestream flow U∞
is then imposed and the dynamics allowed to evolve until the system reaches
a stationary state. For the cases simulated here, it takes between O(20) and
O(200) oscillation cycles before this stationary state is achieved. Average quan-
tities are computed after the stationary state is reached.
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Figure 3.1: A representative case of flow-induced pitching oscillations with
U∗ = 6.6, X∗e = 0.50, θ0 = 15◦ and ζ = 0.15; The top panel shows time series
plots of (a) pitch deflection (∆θ), coefficient of moment (CM ), and coefficient of
lift (CL); (b) coefficient of moment during one cycle of oscillation (correspond-
ing to the cycle shown in the snapshots); (c) coefficient of lift during the cycle
corresponding to the snapshots; (1-6) Snapshots of the flow-field coloured by
contours of z-vorticity.
3.1 Qualitative features
We begin our discussion of the aeroelastic response of this system by pro-
viding an overview of one representative case for which, U∗ = 6.6, X∗e = 0.5,
ζ = 0.15, and θ0 = 15◦. This case develops fairly large amplitude pitch oscil-
lations (Aθ ≈ 45◦) and serves to demonstrate the various flow structures and
non-linear interactions that drive the pitching of the airfoil. In figure 3.1 are
snapshots of the flow over the course of one oscillation cycle. The time series
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for the coefficients of moment (CM ) and lift (CL) corresponding to the same os-
cillation cycle are shown in figure 3.1(b) and 3.1(c).
As the airfoil pitches up at the start of the cycle, in figure 3.1(1), we see
that there is initially a monotonic increase in CM and CL. This is related to
the fact that the shear layer on the suction side is stabilized by the motion of
the airfoil until angles of attack well past the static stall angle (which for this
airfoil, at this Reynolds number, is about 20 degrees). This stabilization of the
boundary layer over a pitching airfoil was also reported by Lee & Gerontakos
[12]. However, this pitch-up motion destabilizes the pressure-side boundary
layer. As a result, there is a roll-up of the leading-edge shear layer on the
pressure side, and a vortex convects downstream along the pressure side, as
seen in figure 3.1(2). As this vortex moves past the trailing edge, there is a
sudden drop in CM and a slight rise in CL. However, the airfoil continues to
rotate on account of inertia, until it reaches its maximum pitch position. Close
to the end of this motion, the LEV begins to grow, along with the shedding of a
trail of smaller vortices from the trailing edge, seen in figure 3.1(3). A similar
observation was made by Onoue & Breuer [92], who attributed the origin of this
to a Kelvin-Helmholtz-like instability in the trailing-edge shear layer. This is
accompanied by a sharp loss in CL at the end of the pitch-up motion.
As the airfoil begins pitching down, there is an initial monotonic decrease
in CM and CL that appears to mirror the initial stage of the pitch-up motion.
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We also see that the presence of the LEV over the suction surface in figure
3.1(4) influences the rate of this decrease. This pitch-down motion destabilizes
the suction-side shear layer, and leads to the shedding of a second, smaller
LEV in figure 3.1(5). At the same time, a trailing-edge vortex is generated
and shed, and this vortex seems to be influenced by the strong entrainment
due to the LEV convecting past the trailing edge. This effect is seen in the
majority of cases simulated. The simultaneous presence of this TEV and LEV
near the suction side trailing edge causes a strong uptick in CM , which causes
it go over its pitch-up value. This interesting effect leads to a counter-clockwise
loop in the CM hysteresis curve (not shown here), which has implications for
energy harvesting applications. Subsequently, CM continues to decrease and
CL plateaus as the second LEV convects over the suction side in figure 3.1(6).
The movement of this LEV past the trailing edge then produces a drop in CL
and a brief increase in CM .
This representative case shows that the airfoil experiences strongly non-
linear loading over the course of an oscillation cycle. The occurrence of limit-
cycle oscillations, which we see in spite of a linear structural model, is only
possible in the presence of such non-linearities in the system. Hence, this sup-
ports the notion that large scale flow separation is the primary cause of limit
cycle oscillations in this system. Further, there is a complex interaction be-
tween the leading and trailing edge shear layers, as well as the generation and
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shedding of multiple LEVs. The timing and position of these flow structures
plays a crucial role in the dynamics of pitch oscillations, and this analysis of
some representative flow interactions forms a starting point of our discussion.
3.2 Effect of key parameters on flutter
response
The overall effect of spring stiffness (U∗), equilibrium angle-of-attack, and
elastic axis location on the flutter amplitude is discussed in this section. In
figure 3.2, we show the maximum stationary-state pitch deflection from the
equilibrium (denoted as Aθ), as a function of U∗ for the case with nonzero
structural damping. This is plotted for three different equilibrium pitch an-
gles, θ0 = 5◦, 10◦, 15◦, and three different locations of the elastic axis, X∗e =
0.25, 0.33, 0.50. It is immediately clear that this system can show very large
pitch deflections, going as high as 100◦, for the case of X∗e = 0.50. However,
the pitch deflections for X∗e = 0.25 and 0.33 are very small for the same range
of U∗. Further, while the response for X∗e = 0.50 increases monotonically with
U∗, the response for X∗e = 0.33 shows a non-monotonic trend (shown in the in-
set). These observations suggest that the amplitude response of this system is
very sensitive to the location of the elastic axis, and this issue is investigated
further in section 3.5 and chapter 4. The lack of response at X∗e = 0.25 is not
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Figure 3.2: Maximum pitch deflection, Aθ, as a function of U∗ for different
values of θ0 and X∗e . For all cases shown here, ζ = 0.15. The inset shows a
zoom-in for X∗e = 0.25 and X∗e = 0.33.
surprising since the aerodynamic center of most airfoils is in the vicinity of 25%
chord [142] and placing the elastic-axis at or near this location should diminish
pitch-instability.
We now focus on the large amplitude flutter observed for the X∗e = 0.50
cases. We see that the onset of these large amplitude oscillations occurs at a
different (critical) U∗ (referred to as U∗c ) for each value of θ0. Lower θ0 require
softer springs (or higher U∗) in order to initiate deflections. Interestingly, Aθ for
different values of θ0 approach each other for very large pitch deflections indi-
cating that the system loses memory of the equilibrium condition for very soft
springs. As a result of this, and the fact that the bifurcation is delayed for lower
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θ0, the onset of large amplitude oscillations is more abrupt as we go to lower θ0,
i.e., the curve for θ0 = 5◦ has a larger slope than that for θ0 = 10◦. This points
to the possibility of a bifurcation that has an increasingly subcritical nature as
θ0 is reduced. This is in agreement with Onoue et al. [28] and Dimitriadis &
Li [26] who observed a subcritical bifurcation for θ0 = 0◦. It must be noted here
that unlike the case of θ0 = 0◦, our system shows small, but nonzero values of
Aθ even for very low U∗. These oscillations are associated with the oscillatory
pitch-moments induced by Karman vortex shedding. However, we will show
the presence of subcritical behaviour even in the case of θ0 = 15◦ later in this
paper.
3.3 Frequency response
In the previous section, we showed that the system loses memory of the
equilibrium condition (θ0) for large flutter amplitudes. Considering this, we
will conduct a detailed analysis for one case, namely θ0 = 15◦. In figure 3.3 we
show the pitch oscillation frequency (f ∗p = fpC/U ) compared with the frequency
of moment oscillations (f ∗m = fmC/U ) for the structurally damped case with
θ0 = 15
◦ and ζ = 0.15. This is plotted with respect to the dimensionless natural
frequency f ∗s as well as U∗ = 1/f ∗s . The dashed line in figure 3.3 denotes the syn-
chronization condition, i.e., the condition where the pitch frequency equals the
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Figure 3.3: Pitch and moment frequency response as a function of U∗ for θ0 =
15◦, X∗e = 0.50 and ζ = 0.15. The dashed line shows the natural frequency.
natural frequency of the system. We see that for low (high) values of U∗ (f ∗s ),
the pitch as well as moment oscillations occur at a constant, high frequency.
On increasing U∗, there is a sudden drop in frequency – which corresponds to
the same U∗ value at which the bifurcation to large-amplitude pitch oscillation
occurs - following which, the pitch oscillations synchronize with the natural
frequency for higher (lower) values of U∗ (f ∗s ). Hence, there are three distinct
frequency response regimes that occur for increasing (decreasing) U∗ (f ∗s ): con-
stant, high frequency pitch and moment, followed by the moment de-tuning
from the pitch at the bifurcation point, and finally the moment and pitch oscil-
lations synchronizing with the natural frequency of the system.
It is instructive to examine the flow quantities during these distinct regimes
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Figure 3.4: Pitch amplitude timeseries, (∆θ), coefficient of moment (CM ), and
a snapshot of vorticity contours for three regimes of response close to U∗c ; (top
panel) U∗ = 3.3 ; (middle panel) U∗ = 4.0 ; (bottom panel) U∗ = 4.6
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to understand how the flow drives the dynamics of flutter, and vice-versa. In
figure 3.4 we show plots of the pitch and moment time series, along with a
snapshot of the flow, for three representative cases very close to the bifurcation
point. For U∗ = 3.3, which corresponds to the pre-onset regime, we see that the
response amplitude is very small (Aθ < 1◦), the frequency is high, and the pitch
moment oscillates at a similar high frequency. Due to the small amplitude
of oscillation, it makes sense to compare this with the behaviour of a static
airfoil and we see that the response frequency is in fact very close to the vortex
shedding frequency of a static airfoil at θ0 = 15◦ (f ∗ = 0.71; see timeseries
in figure 3.5). From the flow field it is clear that this regime corresponds to
a Karman vortex shedding mode, much like the wake due to separated slow
around a stationary bluff body. In fact, the dimensionless frequency in this
regime, when calculated using the projected frontal length as the length scale,
is f ∗ ≈ 0.17, which is very close to the frequency of Karman shedding in bluff
body wakes. In this regime, the coupling between the flow and airfoil pitching
is effectively one-way, with the vortex shedding driving the pitching, but the
pitching having virtually no effect on the vortex shedding.
In contrast, the flow field for U∗ = 4.6, which corresponds to the post-
bifurcation regime where the pitch response occurs at the natural frequency
of the system, shows a very different character with the presence of a strong
dynamic stall vortex generated at the leading edge. This is also apparent in
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the time-series of the moment coefficient, where the peak of the oscillation is
accompanied by an abrupt drop in forcing. This drop in forcing has been ob-
served by numerous studies as a hallmark of dynamic stall. In this regime,
large (20◦) amplitude pitch oscillations occur at the natural frequency, which
in turn forces the generation and shedding of the stall vortex to occur at this
frequency.
For the intermediate case of U∗ = 4.0, which corresponds to the regime close
to the bifurcation, the pitch time series shows low-frequency oscillations at to
the natural frequency. The moment time series however seems to have fre-
quency components corresponding to the vortex shedding as well airfoil pitch-
ing time-scale. This is qualitatively seen in the flow field too, where the wake
has the appearance of a slightly undulating or distorted Karman wake. Hence
this is a transitional regime that occurs between the pre- and post-bifurcation
regimes.
This regime of oscillation in fact agrees well with the observation of Poirel et
al. [23] who investigated flutter oscillations in this range of amplitudes. They
too observed low-frequency pitch oscillations which showed no signature of the
high-frequency Karman shedding occurring in the wake. Further, this low-
frequency content is absent in the pre-bifurcation (or static) regime forcing
response. The triggering of low-frequency oscillations in the absence of low-
frequency forcing suggests that the flutter is not a result of an external periodic
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forcing, and is in fact self-sustained.
3.4 Critical reduced velocity
An obvious and important question raised by Figure 3.2 is - why does the
critical U∗ depend on θ0? U∗ represents a ratio the time-scale of the pitch os-
cillation to a time-scale for the flow. With regard to the pitch-time-scale, it is
clear from the previous subsection that in the post-critical regime, the time-
scale for the pitch oscillations does coincide with with the natural time-scale of
the elastic system. Turning next to the flow time-scale in U∗ we note that in
most studies (including the current), the time-scale for the flow is assumed to
be the convective time-scale of the flow over the body, i.e. C/U∞. However, a
more appropriate flow time-scale is one that is associated with the mechanism
that triggers the flutter instability. In the well-studied case of flow-induced
vibrations of circular cylinders, it is known that the trigger for the cylinder
vibrations is Karman vortex shedding [129]. The appropriate time-scale for de-
termining the onset of these vibrations is therefore the vortex shedding time-
scale (Tv), which is roughly about 5D/U∞. Thus, a reformulation of the reduced
velocity as the ratio of the natural time-scale of the elastic structure and the
vortex shedding time-scale as U∗v = (1/fs)/(5D/U∞) leads to the condition that
vibrations are initiated when U∗v approaches and exceeds unity. The identifica-
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tion of a similar scaling for the airfoil flutter observed in the current study, is
the focus of the rest of this section.
Since we are concerned here with the onset of flutter, flow past a static airfoil
should provide insights regarding the triggering mechanism. With this in mind
we perform a set of simulations of flow over static airfoils at Re = 1000 with the
angle-of-attack set to θ0 for each case. The system is held at this angle-of-attack
and the flow proceeds through the transient to its final stationary state. In
figure 3.5 we show time-series plots of the lift and moment generated by these
cases and also the instantaneous contours of spanwise vorticity for each case.
The lowest θ0 exhibits weak vortex shedding beyond the near wake whereas
the other two cases exhibit separation of the boundary layer from the suction
surface of the airfoil as well as vortex shedding in the wake with a topology
that is quite similar to Karman shedding. The frequency corresponding to this
vortex shedding is 0.81U∞/C and 0.71U∞/C for θ0 = 10◦ and 15◦, respectively.
However, these are higher than the frequency corresponding to the system at
the onset of flutter and can therefore not be the triggering mechanisms for
post-onset flutter oscillations. In fact, the static θ0 = 5◦ case does not exhibit
vortex shedding but still undergoes a bifurcation to large-scale flutter, further
confirming that wake vortex shedding is not the trigger for the bifurcation.
This agrees with the observations of Poirel et al. [23].
Figure 3.5 however, suggests an alternative time-scale for the onset and
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Figure 3.5: Time series of CL and CM for static airfoils at θ0 = 5◦, 10◦, 15◦. The
bottom panel shows an instantaneous snapshot of the flow after reaching sta-
tionary state for each case, coloured by vorticity contours. Also indicated is Tv,
which represents the time-scale of the initial transient. Note: The flow snap-
shots do not show the entire computational domain, which extends roughly 5C
beyond the edge of the figure.
sustenance of flutter, which manifests itself during the initial transient over
the static airfoil. The initial transient in the current simulations represents
the initial growth, development, and saturation of the vorticity layer over the
two surfaces of the airfoil and this transient is associated with a distinct, large-
magnitude peak in the lift and moment, with a well-defined time-scale. This
time-scale is associated with an intrinsic time-scale for the separated shear
layer, which is the key driver for flutter. Based on this, we hypothesize that
the time-scale that corresponds to the relaxation time of a perturbation in the
separated shear layer would be the appropriate time-scale for determining the
onset of flutter.
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It is possible to estimate this time-scale for the current configuration by
using a system-identification approach. This is done by providing a small per-
turbation to the angle-of-attack of an airfoil which is held stationary before and
after the perturbation, and estimating the time it takes for the resulting pitch-
ing moment on the airfoil to relax back to the unperturbed state. In this study,
the pitch perturbation takes the form θp(t) = Ap[1−cos{2π(t− t0)/τp}], where Ap
is the amplitude of the perturbation, t0 is the time at which the perturbation
is applied, and τp is the duration of the perturbation. In the current case, τp is
chosen equal to C/U∞, which is much smaller than the observed timescales of
the initial transient and resembles a “delta” perturbation. A qualitative rep-
resentation of this perturbation is shown for the case of θ0 = 5◦ in figure 3.6.
We then compute the perturbation in the pitching moment by subtracting the
unperturbed moment coefficient (which we refer to as CM0) from the pitching
moment measured following the perturbation. For simplicity, these signals are
filtered to remove vortex shedding oscillations. The required time-scale (Tv) is
then estimated as the time taken by the energy of this perturbation to attain
5% of its peak value. The above procedure is performed for θ0 = 5◦, 10◦, 15◦ using
perturbations at various phases of the natural vortex shedding. Furthermore,
the following magnitudes of perturbation, Ap are employed: 0.1◦, 0.125◦, 0.25◦
for θ0 = 5◦; 0.125◦, 0.25◦, 0.5◦ for θ0 = 10◦; and 1.5◦, 2◦, 2.5◦ for θ0 = 15◦.
Figure 3.6 shows the time-variation in the moment coefficient for these var-
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Figure 3.6: Relaxation of perturbed CM as a result of small perturbations in
angle of attack for static airfoils at θ0 = 5◦, 10◦, 15◦ deg. 〈CM〉 and 〈CM0〉 are
filtered moment coefficients of perturbed and unperturbed cases respectively.
The different curves in each plot correspond to different values of Ap and t0.
Also shown qualitatively for the case of θ0 = 5◦ is the pitch angle perturbation,
θp. Time in these plots is non-dimensionalized by C/U∞.
ious cases at each θ0. It is observed that depending on the phase of vortex
shedding at which the perturbation is applied, the perturbed moment coeffi-
cient can be positive or negative. However, all the perturbation with different
phases and magnitudes result in a consistent relaxation time-scale for each θ0.
This time-scale is estimated to be Tv ≈ 7.0, 5.1 and 4.0 for θ0 = 5◦, 10◦ and 15◦,
respectively. It is noted that the time-scale reduces with increasing angle-of-
attack, a trend that was also observed for the initial transient in figure 3.5.
We now use Tv to define a new reduced velocity U∗v = 1/(fsTv). In figure 3.7
we replot the maximum pitch deflection (which was initially shown in Figure
3.2) v/s U∗v and we find not only that the bifurcation points for the three cases
collapse to nearly the same value, but also that this critical value is slightly
above unity. This strongly suggests that Tv is the correct flow time-scale for
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Figure 3.7: Maximum pitch deflection v/s U∗v = 1/(fsTv) for θ0 = 5◦, 10◦, 15◦.
Here ζ = 0.15 and X∗e = 0.50.
this problem and in an analog of the flow-induced vibration of circular cylinder,
U∗v ' 1 is the simple condition for the generation of large-scale flutter, at least
for the low Reynolds numbers investigated here.
The U∗v ' 1 condition for flutter also provides a phenomenological basis for
the onset of flutter. During the pre-bifurcation regime, where the structural
stiffness is higher than the critical value, the natural time-scale is smaller than
the flow time-scale. In this condition, the time-variation in pitching moment
due to a perturbation in pitch does not have sufficient time to grow before the
spring forces the airfoil back towards the equilibrium position. Thus, the inter-
action between the pitching motion and the pitching moment is not construc-
tive and the system is not able to extract energy from the flow to sustain the
oscillation. For U∗v > 1, the natural time-scale exceeds the flow time-scale and
the growth in the pitching moment associated with a pitch perturbation can
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Figure 3.8: (a) Qualitative representation of boundary layer thickness at sep-
aration point for θ0 = 15◦; (b) Scaling of the shear-layer timescale (Tv) with
estimated boundary layer thickness (δs) for θ0 = 5◦, 10◦, 15◦.
now be accommodated by the spring. This constructive interaction between
pitch and pitching moment is able to extract energy from the flow during a
pitch perturbation, leading to growth of the pitch instability. In a later sec-
tion, we will revisit this idea of energy extraction and its influence on driving
aeroelastic flutter.
The physical underpinning of the dependence of Tv on the angle-of-attack is
the final question regarding the onset of flutter. In particular, why does Tv de-
crease with increasing angle-of-attack? We base our analysis on the notion that
Tv is related to the inherent instability of the shear layer that separates from
the suction surface of the airfoil, and the natural time-scale of a shear layer
that separates from a surface scales with the thickness of the shear layer at the
point of separation. As the angle-of-attack is increased, the separation point
moves upstream where the attached boundary layer is thinner, and therefore
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the shear layer thickness at the point of separation decreases with increas-
ing angle-of-attack. We have estimated the boundary layer thickness (denoted
by δs) at the point of separation for the static airfoil at the three angles-of-
attack. This is shown qualitatively for θ0 = 15◦ in figure 3.8(a). In figure
3.8(b) we plot the ratio of the shear layer timescale and boundary layer thick-
ness, non-dimensionalized by U∞ for the three angles-of-attack studied here.
This dimensionless number represents a relaxation timescale associated with
the shear layer and the plot indicates that δs and Tv have an approximately
constant scaling with angle-of-attack. This supports our hypothesis that the
reduction of Tv with angle-of-attack is related to the shear layer instability,
which is in turn governed by its thickness at the point of separation.
3.5 Structural damping and location of
elastic axis
In this section, we describe the effects of structural damping as well as the
location of the elastic axis on flutter. In previous sections, we have described
the response of the system with b∗ = 0.15b∗cr and in this section, we compare
these previous cases with the corresponding cases with zero damping. Further,
we will make this comparison for two different locations of the elastic axis:
X∗e = 0.50 and 0.33. The location of the elastic-axis with respect to the center-
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Figure 3.9: Effect of structural damping, ζ, on maximum pitch deflection for
θ0 = 15
◦. This is shown for two different locations of the elastic axis, (a) X∗e =
0.50; (b) X∗e = 0.33. Note: Range of U∗ is different for each value of ζ in the case
of X∗e = 0.33.
of-pressure is critical in determining the aeroelastic pitch stability of an airfoil.
A center-of-pressure upstream of the elastic-axis leads to an unstable configu-
ration that promotes the pitching instability, and vice-versa. In the context of
pitching airfoils, there is the added consideration of the timing of leading-edge
vortices convecting past the elastic axis. Each such vortex induces a pitching
moment on the airfoil and the direction of this moment changes as the vortex
convects past the elastic-axis. This could potentially lead to non-linear and
non-monotonic behavior noted in 3.2.
In figures 3.9(a) and (b) we plot the maximum pitch deflection, Aθ, with and
without structural damping, as a function of U∗, for two different locations of
the elastic-axis and for θ0 = 15◦. For X∗e = 0.50, we see that the overall trend
of Aθ does not change significantly with damping. However, as expected, the
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undamped case shows a much larger amplitude of oscillations. We also see that
the bifurcation to large amplitude oscillations is very abrupt for ζ∗ = 0.0, indi-
cating a subcritical bifurcation. This agrees with the classical understanding
of dynamical systems where the loss of a low-order damping term leads to a
subcritical bifurcation [143]. However, the stabilizing influence of higher order
non-linearities (from the flow, in this case) prevents the system from diverging,
and hence causes limit-cycle oscillations.
As noted previously, the amplitude response for X∗e = 0.33 exhibits signifi-
cantly smaller oscillations and a non-monotonic behaviour as the hinge location
is moved upstream. Figure 3.9(b) shows that this non-monotonic behaviour of
Aθ is much more apparent in the absence of structural damping, where we ob-
serve a very large and abrupt jump in flutter amplitude with U∗. However, fur-
ther increase in U∗ results in a large drop in the flutter amplitude. These types
of non-monotonic responses have been studied extensively in flow-induced vi-
bration of bluff bodies [144] but are quite unexplored for airfoil flutter.
Figure 3.10 shows the frequency response of the undamped system for X∗e =
0.50 and 0.33 and it is clear that these cases show the same response regimes
that were seen before - a high frequency Karman shedding mode, followed by
oscillations at the natural frequency for increasing U∗. Further, this synchro-
nization happens close to the critical U∗. Hence the frequency selection in this
system follows a mechanism that is similar to that outlined previously, where
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Figure 3.10: Pitching frequency response of undamped oscillations (ζ = 0.0)
for θ0 = 15◦ and two different locations of the elastic axis, (a) X∗e = 0.50; (b)
X∗e = 0.33. The dashed line shows the natural frequency of the system.
the competition of time-scales determines the response frequency. However,
the amplitude response warrants further investigation.
3.6 Conclusions
We have carried out a study of flow-induced airfoil flutter at a chord-based
Reynolds number of 1000 using high-fidelity modelling of the fluid dynamics
coupled with a linear structural model for deflection in pitch. The objectives
of this work were two-fold - to carry out a systematic study of the parameters
affecting the dynamics of wing flutter, and to demonstrate the use of the energy
exchange between the fluid and the structure as a way to analyze the flutter
behavior and its dependence on various parameters such as spring stiffness,
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elastic axis location and mean angle-of-attack.
We have shown that the system is capable of producing very large ampli-
tude oscillation responses, and this amplitude response depends on a range of
different parameters. In addition, the oscillation amplitude also shows non-
monotonic behaviour with respect to U∗ in some cases such as when X∗e = 0.33.
The flutter response shows three distinct regimes of oscillation on increasing
U∗ – constant, high frequency pitch and moment oscillations at low values of
U∗, followed by the moment de-tuning from the pitch at the bifurcation point,
and finally the moment and pitch oscillations synchronizing with the natural
frequency of the system. This last regime corresponds to the onset of large-
amplitude oscillations.
It is shown that for cases that exhibit significant flutter, the onset of flutter
occurs at a reduced velocity (U∗ = U∞/Cfs) which is dependent on the ini-
tial angle-of-attack. Simulations are used to determine a time-scale (Tv) cor-
responding to the relaxation of a pitch perturbation, which provides a more
appropriate flow time-scale for this problem. A reduced velocity defined based
on this time-scale, i.e. U∗v = f−1s /Tv leads to the simple condition that flutter
will occur for U∗v > 1, irrespective of the angle-of-attack. This condition pro-
vides a phenomenological basis for the onset of flutter: the natural time-scale
of the system (f−1s ) should be larger than the time-scale (Tv) of the flow so as
to enable constructive coupling between the flow and the structure and am-
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plification of a pitch perturbation. Finally, we provide some evidence that the
time-scale Tv is proportional to the thickness of the boundary layer at the point
of separation over the suction surface of the static airfoil, thereby connecting
this time-scale to the intrinsic instability of the separated shear layer.






Our analysis in the preceding section indicates a need to better understand
the amplitude response of the flow-induced pitching airfoil for a given set of
system parameters. We were able to demonstrate the mechanism governing
the onset and frequency of oscillation as a competition of time-scales. However,
the variations in amplitude with U∗ and X∗e were shown to be complex and non-
intuitive. For example, we showed that the flow-induced oscillation amplitude
for the case with X∗e = 0.33 exhibits a non-monotonic trend, i.e. the oscillation
amplitude initially grows when U∗ is increased (or elasticity is increased) but
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then abruptly drops to very small amplitudes on further increasing U∗. Such
responses are not only counter-intuitive, but also pose a practical challenge in
terms of analysis, prediction and control of these systems.
In this chapter, we demonstrate a method to analyze, predict and control
the stationary state as well as transient response of pitching airfoils using the
energy extracted from the fluid under prescribed conditions. We will show that
this method enables us to understand highly complex and non-intuitive am-
plitude responses and flutter bifurcations, as well as predict such responses in
equilibrium and perturbed conditions.
4.1 Energy-based model for amplitude
growth
The basis of the methods demonstrated in this section is the simple idea
that the growth or decay of flow-induced oscillations of an elastic body im-
mersed in a fluid flow is driven by the energy that the oscillating system ex-
tracts or loses to the flow around it. For an airfoil undergoing sinusoidal pitch-
ing oscillations in a freestream, we can therefore derive an energy-based model
for the growth of its oscillation amplitude as well as its equilibrium oscillation
state when undergoing flow-induced oscillations.
This model begins with the spring-mass-damper dynamical equation for the
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airfoil’s oscillation, which was provided earlier in equation (2.2), and is reiter-
ated below for completeness:
I∗θ̈ + b∗θ̇ + k∗(θ − θ0) = CM . (4.1)
By multiplying equation (4.1) with the angular velocity of oscillation, (θ̇) as
follows,
I∗θ̈θ̇ + k∗(θ − θ0)θ̇ = CM θ̇ − b∗θ̇θ̇ (4.2)
we obtain a simple energy balance equation describing the rate-of-change of



























Here e∗f is the energy extracted by the airfoil from the flow and e∗d is the energy
lost to structural damping. Integrating this equation over an oscillation cycle
with time period T , where the beginning of the cycle is at time tn, results in
an equation for the change of amplitude over the oscillation cycle. This can be
expressed as,
I∗[θ̇2(tn +T )− θ̇2(tn)] +k∗[θ2(tn +T )− θ2(tn)] = 2 [e∗(tn + T )− e∗(tn)] = 2E∗ (4.4)
where E∗ is the net energy gained by the structure over one cycle.
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Assuming the oscillations are purely sinusoidal, the pitch angle (θ) can be
written as θ = Aθ sin(ωt) where ω = 2π/T is the angular frequency and Aθ is
the amplitude of oscillation. Substituting this in equation (4.4) for the energy
balance yields the following equation for the change in amplitude over an os-
cillation cycle,
A2θ(tn + T )− A2θ(tn) =
2E∗
I∗ω2 cos2(ωtn) + k∗ sin
2(ωtn)
. (4.5)
Now if the oscillation occurs at the natural structural frequency of the spring,
i.e., ω =
√
k∗/I∗, the above expression for amplitude growth takes the follow-
ing form in the regime corresponding to locked-in oscillations at the natural
frequency:








where Āθ = [Aθ(tn + T ) + Aθ(tn)]/2 is the average amplitude over a cycle.
Equation (4.7) is a model for the amplitude growth of sinusoidal flow-induced
oscillations (Aθ) where the energy extraction, E∗ = E∗f − E∗d , directly incorpo-
rates the interaction between the oscillation itself (via θ̇) and the flow-induced
forcing (CM ). Here E∗f is the energy extracted by the airfoil from the fluid flow
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where θ̇ is the angular velocity and T is the period of oscillation. It is clear
from equation (4.7) that for a given flow-induced oscillator, the growth or de-
cay of flow-induced oscillations is primarily dictated by the energy gained by
the oscillator. In particular, the sign of E∗ determines whether the oscillation
amplitude grows or decays during a given oscillation cycle.
Furthermore, equation (4.7) also provides a condition at which the oscilla-
tion amplitude ceases to change and reaches a stationary-state. Equilibrium is
attained when Aθ(tn + T ) = Aθ(tn), and this corresponds to
E∗ = 0. (4.9)
Therefore the flow-induced oscillator reaches an equilibrium when the flow-
induced forcing and kinematics of oscillation interact such that a state ofE∗ = 0
is achieved.
To highlight the physical significance of the energy extraction E∗f , let’s mo-
mentarily focus on a simplified case with purely sinusoidal oscillations where
θ̇ = Θ̇ sin(2πt/T ) as well as sinusoidal forcing where CM = K sin(2πt/T + φ). In
this case, the energy transfer is given by E∗f = (1/2) Θ̇KT cosφ and this sim-
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ple model shows that the sign of energy extraction, which determines whether
the airfoil extracts energy from the flow, is governed by the phase difference
between the pitch velocity and the pitch moment. The physical interpretation
of this phase difference, in the context of flow-induced oscillations, is related to
the timing between the pitching and the resulting response of the flow.
This phase difference can depend on a range of factors, and one example
highlighted here is the effect of changing the location of the elastic axis. In
figure 4.1, we show time series plots of the pitch deflection and moment coeffi-
cient for an airfoil forced to oscillate at Aθ = 25◦, about two different locations
of the elastic axis, X∗e = 0.50 and X∗e = 0.33. The pitching moments plotted for
each case in figure 4.1 show that changing the elastic axis, while retaining the
kinematics, produces very different moments on the airfoil. This is a result of
the timing associated with the shedding as well as convection of vortices past
the hinge location. The difference in timing leads to the case with X∗e = 0.33
being damped (E∗f < 0), while the case with X∗e = 0.50 extracts energy (E∗f > 0).
These examples suggest that the phase difference, and hence energy extrac-
tion, is indeed a function of operation parameters and is an important factor in
analyzing the response of flow-induced flutter.
Lastly, while we have thus far discussed the significance of equation (4.7)
in the context of amplitude growth and equilibrium oscillations, it is important
to note that an equilibrium state may be stable or unstable. Equation (4.7),
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Figure 4.1: Comparison of ∆θ, CM and extracted energy E∗f , for airfoils forced
to oscillate with Aθ = 25◦ and f ∗p = 0.25 about two different hinge locations. (a)
X∗e = 0.33; (b) X∗e = 0.50.
which is the Poincaré map of this dynamical system, also allows us to derive
a linearized stability condition for this system. For a dynamical system of the
form An+1 = F(An), where n is the index of the return map, and F is some
functional form, linear stability requires dF/dA < 1 [143]. For our system, this












Thus, the above indicates that a system allowed to flutter freely will equilibrate
only when conditions (4.9) and (4.10) are satisfied simultaneously. We note
that this energy-based concept has previously been employed by other groups,
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primarily in the context of bluff body vibrations [27, 75]. Furthermore, the
equilibrium conditions arrived at here are the same as those employed in these
previous studies.
4.2 Introducing energy maps
We now use our knowledge of the energy extraction, as described above,
to understand and predict the amplitude response of a flow-induced oscilla-
tions. In particular, we propose the use of “energy maps” to identify the energy
landscape of a flow-induced oscillator, along with equilibrium states and bifur-
cations, as a function of the operation parameters of the system. To do this, we
first create a “map” of energy transfer as a function of the parameters of inter-
est. In this discussion, we focus on the effect of U∗ (or oscillation frequency) on
the amplitude response of pitching oscillation.
The energy map is created by performing simulations of airfoils that are
forced to undergo sinusoidal pitching oscillations over a range of amplitudes
and frequencies, while holding the other parameters such as X∗e and Re fixed.
The angular velocity and pitching moment from each of these simulations is
then used to calculate the energy extracted by the airfoil at the prescribed am-
plitude and frequency of oscillation. The validity of these energy maps, which
are obtained from forced oscillations, for the analysis of flow-induced oscilla-
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tions hinges on the idea that the energy extracted by an airfoil undergoing
forced oscillations at a particular set of operating conditions is equal to the en-
ergy extracted by a corresponding flow-induced oscillator when they are oscil-
lating at exactly the same conditions. In the present case, this rests primarily
on the assumption that the free oscillations are strictly sinusoidal. We find
that this condition is indeed satisfied to a very large degree for all the cases
simulated here (see figures 3.1 and 3.4) and a sinusoidal fit to the pitching
time-series yields an R-square value of roughly 0.99 for nearly all cases stud-
ied.
The first map shown in figure 4.2 is for the case with X∗e = 0.50 and Re =
1000. This map is the result of a total of ∼ 300 simulations over a range of non-
dimensional pitch frequencies f ∗p = fpC/U∞ : [0.10, 0.75] and pitch amplitudes
Aθ : [0, 50
◦]. For each case, we simulate over 50 total cycles to ensure that
a stationary state is achieved, and obtain E∗f by integrating over the last 20
cycles. The dashed line in the energy map corresponds to E∗f = 0 and the
dotted line corresponds to E∗f = E∗d , where E∗d is calculated using the value
of structural damping previously specified in section 2.2.1. These represent
potential equilibrium conditions in the case of flow-induced flutter.
The primary features in the map are the nearly vertical demarcation be-
tween regions of positive and negative energy transfer at about f ∗p ≈ 0.25 and
the small region of positive energy transfer around f ∗p ≈ 0.65. From this energy
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Figure 4.2: (a) Contours of energy extraction, E∗f , as a function of oscillation
amplitude and frequency for X∗e = 0.50, θ0 = 15◦. Symbols represent station-
ary state f ∗p and Aθ for undamped (◦) and damped (♦) flow-induced oscillation
cases. Dashed and dotted lines represent undamped (E∗f = 0) and damped
(E∗f = E∗d) equilibrium curves respectively. E∗d is calculated using ζ = 0.15 for
the darkest damped equilibrium curve, and increasing values of ζ for subse-
quently lighter equilibrium curves (ζ = 0.30, 0.45); (b) Reproduction of figure
3.9(a) with inset box showing range of U∗ and Aθ computed in the energy map;
(c) Zoom-in of flow-induced oscillation amplitudes for cases compared with the
energy map.
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map, we expect that sustained flow-induced oscillations for cases with struc-
tural damping would occur in the region with E∗f > 0, whereas cases without
structural damping should saturate along the E∗f = 0 contour line. To verify
this, we superimpose on this map, the stationary-state amplitude and frequen-
cies from the flow-induced flutter simulations for X∗e = 0.50. We find that for all
these cases, the system saturates very close to the contour line corresponding
to net energy equilibrium, i.e., E∗f = 0 for undamped oscillations and E∗f = E∗d
for damped oscillations. These observations provide clear confirmation of the
validity of these energy maps as a tool for understanding the flow-induced flut-
ter response.
Examining the energy maps further, we note that the nearly vertical E∗f = 0
contour line lies very close to the frequency corresponding to the reciprocal of
the critical velocity, which is the frequency at which the bifurcation to large am-
plitude oscillations occurs for the flow-induced oscillation with X∗e = 0.50. Also,
the small region of positive energy transfer on the right side of the map has a
frequency that corresponds to the Karman oscillation mode identified earlier
(see fig. 3.3). The topology of the energy map and the equilibrium curve pro-
vide useful insights regarding the dynamics of this configuration. For instance,
the nearly vertical demarcation between the regions of energy growth and de-
cay at f ∗p ≈ 0.25 suggests that an undamped system would experience rapid
growth in flutter amplitude with a relatively small decrease (increase) in pitch
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frequency (reduced velocity). Indeed, figure 3.9(a) shows that the undamped
system exhibits what seems to be a subcritical bifurcation at U∗ ≈ 4.0 with a
jump in amplitude of nearly 40o. As the structural damping is increased, the
equilibrium curve bends to the left (i.e. increasingly negative slope) indicating
a smoother onset of flutter. Furthermore, increased damping significantly lim-
its the maximum amplitude attained by the system. Other implications of the
topology of the energy map for the system dynamics are explored in the next
section.
4.3 Analysis of aeroelastic response us-
ing energy maps
As seen in chapter 3, the flow-induced oscillation response for the case with
X∗e = 0.33 exhibits a very complex, non-monotonic trend with U∗. We now
demonstrate the utility of the energy maps in providing insight into this re-
sponse. As shown in equation (4.7), oscillations in the absence of structural
damping are expected to grow (decay) in regions of positive (negative) E∗f . The
requirements for a stable equilibrium are:
E∗f = 0 ; dE
∗
f/dA < 0 (4.11)
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Figure 4.3 shows the energy map for this case which is generated as before
by conducting ∼ 200 simulations of prescribed oscillations over a large range
of pitch frequencies and amplitudes. On this energy map, we have identified
the curves corresponding to the equilibrium condition (E∗f = 0) as well as the
regions of stability on these equilibrium curves (dE∗f/dA < 0). A number of
qualitative observations can immediately be made regarding this energy map.
First, the topology is very different from that for X∗e = 0.50. Since free oscilla-
tions can only exist within the region of E∗f ≥ 0, the energy map suggests an
upper limit of Aθ ≈ 40◦ on the flow-induced oscillation amplitude in this case.
The topology of the map is also extremely complicated: two main regions of
energy growth and decay are separated by a complex equilibrium curve that
extends over the entire range of frequencies considered here. There also exist
multiple “islands” with E∗f < 0 within the large region of energy growth in the
low-amplitude (< 10◦) portion of the map, and this points to the possibility of
multiple equilibrium states for a given conditions as well as abrupt changes in
oscillation amplitude with changes in the underlying parameters.
4.3.1 Stationary-state response
To compare our prediction for the equilibrium positions on this energy map,
we superimpose the stationary state locations of our flow-induced data for
X∗e = 0.33 on the energy map using circle (◦) symbols. This data set was de-
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Figure 4.3: (a) Energy map for X∗e = 0.33 and θ0 = 15◦, with the equilib-
rium curve (E∗f = 0) shown as a dashed line, and stable equilibrium (E∗f = 0,
dE∗/dA < 0) highlighted along the equilibrium curve (thick line); (b) Maximum
pitch deflections versus U∗ for cases with ζ = 0 corresponding to figure 3.9(b);
The stationary state oscillation amplitude and frequency of all cases shown in
(b) are plotted on the energy map using circles (◦). Also shown on the energy
map are bars indicating the local resolution in f ∗p and Aθ in various regions
of the energy map. Local regions of the map that contain complex topological
features have been provided higher resolution.
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scribed earlier in section 3.5 (see figure 3.9(b) ) and is also shown as maximum
pitch deflection versus U∗ in figure 4.3(b). This data corresponds to zero struc-
tural damping, and is hence expected to lie along stable equilibria identified on
the E∗f = 0 curve. In figure 4.3 we see that there is again very good agreement
between the flow-induced oscillations data and the energy map. The slight dis-
crepancies in this comparison are a result of the finite resolution of the energy
map, which is not able to fully resolve the complicated structure of the map.
This is especially apparent at very small oscillation amplitudes, where mul-
tiple equilibria exist in close proximity to each other. Hence on figure 4.3 we
have also plotted error-bars at various locations indicating the local step size
in f ∗p and Aθ used in computing generating the energy map.
In spite of the difficulty in fully resolving the topology of the energy map, it
allows us to explain the complex, non-monotonic response of the flow-induced
flutter for the undamped X∗e = 0.33 case. The map clearly shows that for
f ∗p > 0.25 (U
∗ < 4) the system is trapped in a lower branch of the energy map
which has very small amplitude. However, as f ∗p reduces below 0.25 (U∗ > 4) the
lower branch all but disappears. Thus for the case with f ∗p > 0.237 (U∗ = 4.22)
the system finds itself in a region of positive energy growth and the amplitude
grows and saturates at the first stable equilibrium along the vertical line rep-
resenting its natural frequency in the map, which is about Aθ = 22◦. Between
f ∗p = 0.22 and 0.25, the system continues to grow to the large amplitudes as-
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Figure 4.4: Prediction of Aθ using equation (4.6), compared with calculations
from flow-induced oscillation simulations. Here, X∗e = 0.33 and θ0 = 15◦; (a) Sta-
tionary state amplitudes and frequencies from the model (), and flow-induced
simulations corresponding to figure 4.3 (◦) plotted on the energy map; (b) Cor-
responding amplitudes plotted against U∗ using the same symbols as in (a).
sociated with the upper equilibrium curve, however, for f ∗p < 0.22 (U∗ > 4.5),
a lower, stable equilibrium branch appears and the system locks on this lower
branch. Hence, after the bifurcation to large amplitude oscillations at about
U∗ = 4, the amplitude of the system drops significantly (≈ 3◦ for U∗ > 4.54). In
contrast, for the case of X∗e = 0.50, there is no such lower branch in the energy
map (see figure 4.2). Hence the oscillation amplitude increases monotonically
along the E∗f = 0 curve for that case.
Having established that the energy map indeed describes the stationary
states of the flow-induced flutter system, we now demonstrate its use in mak-
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ing apriori predictions of the stationary state amplitude without the need for
flow simulations. This serves as a demonstration of the energy map as a pre-
dictive tool as well as a validation of our model for amplitude growth (shown in
the appendix). From equation (4.6), we can calculate the amplitude growth of
an oscillator at every cycle, with the knowledge of its spring stiffness and cycle-
wise energy extraction. As mentioned before, this assumes that the oscillations
are purely sinusoidal and occur at the natural frequency of the system. With
these assumptions, we can pick the oscillation frequency of the system and pre-
dict the growth of amplitude based on the energy map and an initial condition.
We iterate equation (4.6) using a semi-implicit Crank-Nicholson scheme, and
the iteration is performed until a stationary state is achieved. We demonstrate
this for some selected cases in figure 4.4, where we compare the amplitude
response observed in flow-induced oscillations (◦), with that predicted by our
model (). We see that we are able to predict the amplitude response accu-
rately for most cases by purely using the energy map. One case however, with
U∗ = 4.62, does not agree with the model’s predictions. As is apparent in figure
4.4(a), this is because the energy map computed here predicts the existence
of a small amplitude stable equilibrium at this oscillation frequency. This is a
result of finite resolution in computing the map, as was mentioned earlier. Fur-
thermore, the fact that this region of the map is especially sensitive to small
changes in frequency and amplitude amplifies the finite resolution effects. This
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sensitivity of the energy prediction to input conditions was also observed by
Leontini et al. [145].
4.3.2 Transient Response
The energy maps also allow us to understand the transient response of the
various flow-induced flutter cases. In figure 4.5 we plot the pitching amplitude
timeseries and trajectories of two cases of flow-induced flutter, where the circles
represent the location of the oscillator on the frequency-amplitude space during
each cycle. This is calculated by dividing the pitch response time series into
individual cycles, and calculating the amplitude and timescale associated with
each cycle. In the case of U∗ = 4.50, we observe that the trajectory of the
system follows a nearly vertical line on the energy map. This is because this
case corresponds to the post-bifurcation regime, and the frequency is selected
based on the natural frequency of the system. The system starts at rest, close to
∆θ = 0, and the amplitude grows due to the positive energy extracted from the
flow. We see in figure 4.5(c) that this amplitude growth occurs until it reaches a
stable equilibrium position corresponding to its oscillation frequency. However,
before reaching this stationary state, the oscillator spends a long time close to
a small amplitude equilibrium region, as shown by the density of circles in the
zoomed-in trajectory shown in in figure 4.5(d). The effect of this is also seen in
the pitch amplitude time series of this case, shown in figure 4.5(a). The system
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Figure 4.5: Comparison of two flow-induced oscillation cases with U∗ = 4.50
and U∗ = 4.95. Top panel shows timeseries of pitch oscillations for (a) U∗ = 4.50,
and (b) U∗ = 4.95; (c) Amplitude-frequency trajectories of these cases on the en-
ergy map. Each circle represents the amplitude and frequency during one os-
cillation cycle. The colour intensity represents time; (d) Zoom-in of trajectories
in the inset box shown in (c).
exhibits small amplitude oscillations for an extended period of time, before a
sudden growth in amplitude caused by its escape from the small amplitude
stable region.
On slightly increasing U∗ to 4.95, the system to get trapped in the low-
amplitude stable branch as seen in figure 4.5(c). Further, we see from the pitch
response time series in figure 4.5(b) that the oscillation amplitude in this case
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shows an interesting beating behaviour. This suggests that the oscillator is
trapped in a bi-stable region that allows it to move between two stable equi-
librium positions. While the exact structure of this stable region is difficult to
resolve, figure 4.5(d) shows that the system gets trapped in a nearly vertical
branch of E∗f = 0 that would allow the existence of multiple stable regions.
Further, the vertical spread of instantaneous amplitudes after the system has
reached a stationary state (shown by the spread of circles) suggests that the
system does indeed move between two equilibrium states. The analysis of
these cases shows the utility of the energy map in analyzing the stationary
state response, as well as the trajectory of the oscillator from the initial con-
dition to the stationary state. We also see that the complicated structure of
the energy map leads to interesting behaviour in the pitching response of this
system, which would be very difficult to interpret without knowledge of the
corresponding energy map.
The energy map also allows us to predict hysteretic behaviour due to the
presence of multiple stable equilibria at particular oscillation frequencies. In
figure 4.6 we show the energy map, as in figure 4.3, with additional cases that
demonstrate hysteresis shown using diamond () symbols. These simulations
were carried out using a previously computed stationary state along the equi-
librium curve as an initial condition, changing the value of U∗, and allowing
the dynamics to evolve to a new stationary state. We use arrows pointing from
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Figure 4.6: (a) Energy map for X∗e = 0.33, with equilibrium curve, stable
equilibria, and stationary state frequency and amplitudes as in figure 4.3.
Also shown are cases demonstrating hysteresis, represented by diamonds (),
by continuing along the directions indicated by the arrows; (b) The station-
ary state oscillation amplitude of all cases shown in the energy map, plotted
against U∗ using the same symbols.
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Figure 4.7: Trajectories of flow-induced oscillation cases showing hystere-
sis. Top panel shows timeseries of pitch oscillations for (a) U∗ = 3.30, and (b)
U∗ = 4.95, where the lighter timeseries represents the approach to the initial
state (before hysteresis) and the darker timeseries shows the evolution after
the change of U∗; (c) Amplitude-frequency trajectories of the case with U∗ = 3.30
on the energy map, where the approach to the initial condition as well as the
subsequent evolution at U∗ = 3.30 is shown; (d) Amplitude-frequency trajecto-
ries of the case with U∗ = 4.95.
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the initial to the final stationary state to denote the change in U∗ in figure 4.6.
We see that these cases agree with the equilibrium and stability conditions
predicted by the energy map too.
The transient response of these cases is especially interesting to analyze as
they also demonstrate the ability to use these energy maps in flutter amplitude
control. In figure 4.7 we plot the pitching time series and trajectories of two
such cases showing hysteretic behaviour with U∗ = 3.30 and U∗ = 4.95. Figures
4.7(a) and 4.7(b) show timeseries plots of pitching amplitude, where the grey
portion represents the last few cycles of the case used as an initial condition,
and the black timeseries shows the subsequent amplitude response leading to
the new stationary state. In figures 4.7(c) and 4.7(d) we show the trajectories
of these cases where the circles show the state of the system on the frequency-
amplitude space during each oscillation cycle. Here we show the trajectory
leading up to the stationary state that is used as an initial condition, as well as
the trajectory from the previous stationary state to the new one. The change in
U∗ is indicated by the arrow.
For U∗ = 3.30, the case using the static initial condition shows very small
amplitude oscillations (Aθ < 1◦) as seen in figure 3.9(b) and is described by
the pre-bifurcation regime on section 3.3. However, when initialized with an
oscillation amplitude ∼ 25◦, we see that it reaches a stationary state amplitude
of roughly 10◦. This new stationary state is achieved through a loss of energy,
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which is different from all the cases analyzed in this paper so far. The loss
of energy is a consequence of the fact that the initial amplitude of oscillation,
which corresponds to a stable equilibrium at a different natural frequency, is
in a region of negative energy transfer at the natural frequency corresponding
to U∗ = 3.30. This results in a reduction in amplitude of oscillation as described
by equation (4.7), until it reaches a new stable equilibrium. This is an example
of the ability to reduce the amplitude of flutter using a knowledge of the energy
map.
The case of U∗ = 4.95 shows a case that is initialized using a stationary state
on one portion of the equilibrium curve, and ends up on higher-amplitude por-
tion of the curve on changing its natural frequency. This occurs as the change
in natural frequency pushes the system into a region of positive energy trans-
fer, as indicated by the arrow in figure 4.7(d). Due to continuous extraction of
energy from the flow, the amplitude grows until it reaches a new stable equilib-
rium. It must be noted that this is the same U∗ value shown in the right-side
pane of figure 4.5, where the static initial condition was used.
With these above examples we have been able to demonstrate the use of the
idea of an energy map to analyze the dynamics of the flow-induced oscillator
apriori, based on our knowledge of the frequency selection mechanism. We
have also been able to explain the bizarre non-monotonic amplitude response
seen in the case of X∗e = 0.33 using this tool.
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4.4 Conclusions
The objectives of this chapter were to demonstrate the use of the energy
exchange between the fluid and the structure as a way to analyze the flutter
behavior and its dependence on various parameters such as spring stiffness,
elastic axis location and mean angle-of-attack. We demonstrated the use of
“energy maps”, as an analytical tool to analyze the complex flow-induced flut-
ter response of the airfoil. Energy maps are generated by computing the rate
of energy exchange between the airfoil and the flow for airfoils undergoing pre-
scribed pitch flutter over a range of amplitude and frequencies. The topology
of the energy maps changes significantly with the location of the elastic-axis
and we show that the energy maps provide a very effective means for inter-
preting complex behavior such as non-monotonic saturation amplitudes, hys-
teresis, subcritical and supercritical bifurcations, and complex limit-cycle be-
havior. Furthermore, we show that a simple mathematical model based on the
energy maps can even predict the saturation amplitude without the need for
flow-induced flutter simulation.
The results described in this chapter have been published in reference [77].
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Energy maps in the prediction
and control of gust-induced
aeroelastic oscillations
Having established the utility of energy maps in analyzing and predict-
ing the stationary-state and transient response of flow-induced oscillations,
we now turn our attention to their use in the prediction and control of the
response of these systems to gusts and other angle of attack perturbations.
The aeroelastic response of wings to incoming gusts has been studied for many
years, however most past studies have exclusively focused on the transient
force/moment perturbations that are induced on wings during gust encoun-
ters [33–42]. There have been far fewer investigations of the aeroelastic oscilla-
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tion response of these wings as a result of such perturbations. The studies that
have performed such analyses have generally employed various simplifications
such as the use of simplified force models and/or the assumption of small am-
plitude oscillations [41,43–49]. While such assumptions have been shown to be
reasonable in aerospace applications, they generally ignore the non-linearities
that are inherent in the flow physics of finite amplitude oscillations that are
relevant in applications such as energy harvesting.
In this chapter we discuss the gust response of the aeroelastic pitching air-
foil system analyzed in previous chapters. The focus is on the use of energy
maps in predicting, and possibly enabling control of the response of an aeroe-
lastically pitching airfoil to incoming gusts. This is based on the fact that, as
demonstrated in chapter 4, energy map allows us to identify all possible limit
cycle response branches (i.e. the “manifold”) of an aeroelastic system for a given
range of kinematic and structural parameters. This can therefore be used to
predict the response of such systems when they are pushed out of equilibrium
by perturbations such as gusts. We illustrate this using various examples of
airfoil-gust encounters, each highlighting different aspects of the utility of en-
ergy maps in such analyses.
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5.1 Model for aeroelastic gust
interaction
For this analysis, we use the two-dimensional aeroelastic model for flow-
induced pitching oscillations of a NACA0015 airfoil that was introduced in sec-
tion 2.2.1. The elastic model cosists of an airfoil that is free to pitch about its
elastic axis location X∗e (defined in section 2.2.1) and is attached to a torsional
spring at X∗e . This elastic system is governed by equation (2.2) and is immersed
in an incompressible fluid flow.
The interaction of this system with an incoming gust is modelled as a time-
varying perturbation to the incoming freestream flow using the so-called far-
field boundary condition method (FBC). This is implemented as a time-varying
vertical velocity of a prescribed strength and duration at the upstream bound-
ary of the computational domain. In spite of limitations of this method [38–40],
we use this method here due to its simplicity and ease of implementation. Fur-
thermore, as noted previously, the focus of this work is to demonstrate the
use of energy maps in predicting the aeroelastic response to general gusts and
gust-like perturbations and the simple gust model is sufficient for this purpose.
The prescribed boundary condition at the upstream boundary takes the
shape of a top-hat profile. As expected, diffusive effects upstream of the air-
foil smoothen this imposed profile, hence the amplitude and duration of the
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Figure 5.1: (a) The profile of the incoming gust at 6 locations upstream of the
airfoil, plotted as a time-series of vertical fluid velocity (Y -velocity) versus time;
(b) Schematic showing the locations of the probe points at which Y -velocity is
plotted in (a). The points are equally spaced from X = 6.0 to X = 8.5, with
Y = 9.0 for all points. The position of the airfoil is X = 10, Y = 10.
top-hat profile are determined iteratively so as to obtain the required gust pro-
file a short distance downstream of the boundary. The resulting gust profile
upstream of the airfoil takes an approximately sine-squared shape, which is
quite commonly used in existing literature. The gust can therefore be approxi-
mated at a given stream-wise location as a travelling perturbation with a pro-
file v∗ ≈ Vg sin2(πt∗/T ∗g ), which is defined for the time-interval 0 < (t∗−T ∗0 ) < T ∗g .
Here T ∗g is the dimensionless timescale of the gust, Vg is the maximum vertical
velocity in the gust, and T ∗0 is the time-instance at which the gust is incident
at the particular stream-wise location. The spatio-temporal evolution this per-
turbation is shown in figure 5.1(a) for a case with Vg = 0.9, where the vertical
velocity versus time at 6 upstream locations in the flow domain is plotted. The
locations of the velocity probes in relation to the position of the airfoil is shown
in figure 5.1(b). Despite the effect of diffusion, we see that the gust profile is
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advected accurately for a considerable length in the regions upstream of the
airfoil. Figure 5.1 shows this for a length 2.5C upstream of the airfoil (X = 6.0
to X = 8.5), but we have verified that this is true as far as 6C upstream of the
leading edge of the airfoil. Hence the profile incident on the airfoil is practi-
cally unaffected by dissipation in this immediate upstream region, and we can
report our results with respect to this profile.
For the cases analyzed in this work, Tg ≈ 10 (from fitting to a sine-squared
profile), and the corresponding length of the gust, Lg = TgU∞ ≈ 10. The scale
of the gust is hence much larger than the chord. The strength of the gust is
reported in terms of an induced gust angle-of-attack, αg = arctan(Vg/U∞), where
Vg, the peak velocity in the gust profiles shown in figure 5.1(a), is a parameter
of interest. This is measured at the location X = 8, Y = 9 where figure 5.1(a)
shows that the profile is well captured and upstream diffusive effects are no
longer significant. This location is also chosen to ensure that the measured
profile is not affected by the proximity to the airfoil.
For all the cases discussed here, simulations are initialized with the air-
foil at its equilibrium angle, θ0 = 15◦, and zero angular velocity. The torsional
spring is undamped, i.e b∗ = 0 in equation (2.2). The Reynolds number is fixed
at Re = 1000. The freestream velocity, U∞, is prescribed at the upstream bound-
ary of the domain, and a vertical velocity is added to this upstream boundary
condition for a fixed duration. This corresponds to a gust of length Lg ≈ 10,
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as shown in figure 5.1, and angle αg. For simplicity, this gust perturbation is
prescribed early enough in the simulation to ensure that the amplitude of the
airfoil’s oscillation is small and therefore, its phase at the instant of the gust
encounter can be ignored. Subsequently, the dynamics are allowed to evolve
until a stationary state is attained.
5.2 Predicting gust-induced aeroelastic
flutter
We begin with a discussion of the flutter response of two airfoils with the
same structural (elastic) properties, but encountering gusts of different mag-
nitudes. The natural frequency of the elastic systems under consideration is
fixed at f ∗s = 0.19, which corresponds to a U∗ = 5.26, and the elastic axis is at
X∗e = 0.33. The incoming gust angles are αg = 24.5◦ and αg = 42◦. In figure
5.2 we show snapshots of the flow at a few time instances during and after
the wing-gust interaction for one of these cases, with αg = 42◦. The flow in
these snapshots is represented by contours of Z-vorticity (normal to the plane
of the paper). On the right-pane of figure 5.2 we also show the coefficient of
pitching moment experienced by the airfoil during the gust encounter for this
case. Further, the pitch deflection corresponding to the time instance at each
snapshots is shown in figures 5.3(b) and 5.4(b), which are plots of the pitch
102
CHAPTER 5. AEROLASTIC GUST RESPONSE AND ENERGY MAPS
deflection time-series for this case. Figure 5.2(i) shows a snapshot of the flow
before the gust interaction, where the airfoil is at angle θ ≈ 15◦, and we see
the development of a von Karman vortex street in the wake. On initially en-
countering the gust, the airfoil experiences large-scale flow separation on the
suction side, as seen in figure 5.2(ii). This is accompanied by the generation
of a large moment transient, seen at time-instance (ii) in the plot of pitch-
ing moment, which induces an initial pitch deflection that drives the ensuing
dynamics. We show snapshots of this initial deflection at the maximum pitch-
down position in figure 5.2(iii) and at the maximum pitch-up position in figure
5.2(iv). The corresponding pitch deflections can be seen in figure 5.4(b), at the
time-instances marked as (iii) and (iv), and is measured to be ∆θ ≈ 6◦. The
gust then advects downstream of the airfoil as the pitching dynamics continue
to evolve. In the case being discussed here, the initial pitch deflection leads
to further growth in the oscillation amplitude, which is shown in figures 5.2(v)
and 5.2(vi). We see from figure 5.3(b) that the amplitude of pitch oscillation is
∆θ ≈ 15◦ during the oscillation cycle shown at time-instance (v). The oscilla-
tions are eventually seen to approach a limit-cycle, as shown at time instance
(vi) in figure 5.3(b), the amplitude of which is ∆θ ≈ 35◦. Hence we see that even
this simplified aeroelastic model is capable of showing large-amplitude limit-
cycle oscillations. Further, the flow physics is influenced by large regions of
separated flow, which precludes the use of linear aerodynamic models at these
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Figure 5.2: For an airfoil encountering a gust of strength αg = 42◦, and os-
cillating about X∗e = 0.33 with frequency f ∗n = 0.19, (i)-(vi) show snapshots of
the flow-field using contours of vorticity, at various time instances during and
after the airfoil-gust encounter. Right pane shows the time-series of moment
coefficient, with time-instances corresponding to snapshots marked as (i)-(iv).
The corresponding time-series of pitch angle for this case is shown in figures
5.3(b) and 5.4(b), with time-instances corresponding to the snapshots marked
as (i)-(vi).
low Reynolds numbers.
Figure 5.3 shows time-series plots of the pitch deflection, ∆θ, for these cases
with f ∗n = 0.19 and gust strengths αg = 24.5◦ and αg = 42◦. We see for the case
of αg = 24.5◦ that the gust induces an initial pitch-up deflection of ∆θ ≈ 4◦,
after which the airfoil settles into limit cycle oscillations of amplitude ∆θ ≈
3◦. For the case with αg = 42◦, which represents a gust that is almost 2×
stronger, we see a very different behaviour. After the initial deflection of ∆θ ≈
7◦, the amplitude of oscillation grows very rapidly to a stationary state of ∆θ ≈
37◦. Hence gusts that differ by a factor of 2× in strength cause stationary
state oscillation amplitudes that differ by > 10×. This highlights the inherent
non-linearity in the system, despite the linearity of the underlying dynamical
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Figure 5.3: Time-series plots of pitch angle for two airfoils with f ∗n = 0.19 and
X∗e = 0.33, encountering gusts of different strengths. (a) αg = 24.5◦; (b) αg = 42◦.
The time-instances corresponding to snapshots in figures 5.2(v) and 5.2(vi) are
shown in (b).
model.
In spite of the order-of-magnitude difference in the stationary state oscil-
lation amplitudes for these cases, the initial pitch deflection induced by the
gust shows much less variation. Figure 5.4 shows the time-series of pitch an-
gle plots for the cases with αg = 24.5◦ and αg = 42◦, focusing on the initial
deflection for each case. We measure the peak initial deflection in each of these
cases to be ∆θ = 4.98◦ and ∆θ = 5.85◦ for αg = 24.5◦ and αg = 42◦ respec-
tively. This suggests that a different, and possibly simpler, mechanism governs
this initial deflection. Since the length-scale of the gust is much larger than
the chord of the airfoil, it is reasonable to assume that the initial force and
moment transient due to the gust can be approximated in a quasi-steady man-
ner. Hence we expect that the initial pitch deflection should be governed by
the pitching moment generated on an airfoil at a steady apparent angle of at-
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Figure 5.4: (a) Zoom-in of the time-series plots in figure 5.3, focusing on the
initial pitch-deflection induced by the gust. The parameters for these cases are
the same as in figure 5.3, i.e., f ∗n = 0.19, X∗e = 0.33, and gust strengths given by
(a) αg = 24.5◦; (b) αg = 42◦. The time-instances corresponding to snapshots in
figures 5.2(i)-(iv) are shown in (b).

















Figure 5.5: Coefficient of moment about X∗e = 0.33, on airfoils at two static
angles of attack given by (a) θs = 39.5◦; (b) θs = 57◦. Here θs = θ0 + αg is the
equivalent quasi-steady angle experienced during the initial gust encounter,
for an airfoil at equilibrium angle θ0 and encountering a gust of strength αg.
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tack given by θs = θ0 + αg. For two cases considered here, with αg = 24.5◦ and
αg = 42
◦, the resulting steady angles of attack are θs = 15◦ + 24.5◦ = 39.5◦
and θs = 15◦ + 42◦ = 57◦ respectively. In figure 5.5 we show CM time-series
plots at these steady angles θs, for the same airfoil used in this study. Here
CM is calculated about a location at 33% of the chord. From this data, we can
extract the peak CM at each θs, which we refer to as C ′M . The value of C ′M at
θs = 39.5
◦ and θs = 57◦ are C ′M = 0.57 and C ′M = 0.63 respectively. For airfoils
with elastic stiffness k∗, the initial pitch deflection induced by the gust is ex-
pected to be given by ∆θ′ = C ′M/k∗. As mentioned earlier, both these cases have
the same elastic properties, with k∗ = 0.1054. Hence ∆θ′, based on the quasi-
steady assumption, comes out to be ∆θ′ = 5.41◦ and ∆θ′ = 5.95 respectively. We
note that this is close to the observed values of initial deflection, ∆θ = 4.98◦
and ∆θ = 5.85◦, which confirms the validity of this quasi-steady assumption.
As mentioned in the Introduction, a similar finding was made by Perrota &
Jones [35] who showed via experiments that the initial lift-force transient was
given by the force on a steady wing at an angle of attack given by θs.
We now move on to analyzing the final stationary state of the system that
results from the interaction with the gust. In this work, as in the work of
Menon & Mittal [77], the current state is determined by the amplitude and
frequency of the current oscillation cycle and the initial state is determined by
the initial deflection induced by the gust. The energy map shows the energy
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Figure 5.6: (a) Frequency-amplitude trajectories for two cases with different
gust strengths, plotted on the energy map for X∗e = 0.33. The trajectories,
shown using circles, represent the evolution of the pitching dynamics for each
case. The circles represent the cycle-averaged frequency and amplitude at ev-
ery oscillation cycle. The darkness of the circles represent time, i.e., the darker
circles represent the dynamics at later times in the system’s evolution. The
structural properties of the airfoils in these cases are f ∗n = 0.19 and X∗e = 0.33.
The gust strengths are (a) αg = 24.5◦; (b) αg = 42◦.
extraction for the airfoil, E∗, at each state. When the system is at a state with
E∗ 6= 0, the amplitude of oscillation is expected to amplify or decay (as per the
sign of E∗) until the system reaches a stable equilibrium. Based on this, and
given the initial deflection induced by a gust (or a gust-like perturbation), we
expect to be able to use the energy map to predict the final stationary state of
the system. We first verify these ideas in the context of the gust response by
comparing the observed response with the energy map-based predictions. The
energy map used here is essentially the same as that presented by Menon &
Mittal [77], except that the resolution of this plot has been improved by adding
more simulation data.
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In figure 5.6 we plot the energy map for an airfoil pitching about X∗e = 0.33,
with equilibrium angle of attack θ0 = 15◦, and at Re = 1000. Overlaid on
the energy map, is the cycle-averaged oscillation amplitude (maximum pitch
angle in every cycle) and frequency for the cases with αg = 24.5◦ and αg =
42◦ as circles. Time is represented by the darkness of the circle, with darker
circles representing the state of the system at later times. We refer to this as
the frequency-amplitude trajectory of the system. For the case of αg = 24.5◦
in figure 5.6(a), we see that the system settles into a stationary state in the
stable region of the lower E∗ = 0 curve. This is due to the fact that the initial
deflection caused by the gust is small enough that the system starts off within
the region of negative energy extraction. Therefore the amplitude decays from
that initial point to the lower stable equilibrium. On the other hand, the αg =
42◦ gust causes an initial deflection that is just large enough to push the system
into the E∗ > 0 region above Aθ ≈ 5◦. Due to this, the system continues to
extract energy and increase in amplitude of oscillation, until it meets the stable
equilibrium boundary at Aθ ≈ 37◦. Thus, the energy map allows us to explain
why a 2× difference in αg leads to a 10× increase in the oscillation amplitude.
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5.3 Tailoring the gust response: Struc-
tural frequency
The topology of the energy map can also be used to design a system that
is robust to specific gust perturbations. As an example, here we demonstrate
how a small change in the structural properties of the system described earlier
can reduce the stationary state amplitude of the system by a disproportionate
amount. By examining the energy map for X∗e = 0.33 (see figure 5.6), we see
that for f ∗p / 0.16 the region of negative energy extraction in the low-amplitude
region extends to larger Aθ values than at f ∗p = 0.19. Hence the energy map
suggests that reducing the natural frequency of the system from f ∗n = 0.19 to
0.16 should “trap” the system in this lower “island” of negative energy transfer.
In order to verify this, we test a system with natural frequency f ∗n = 0.16, oscil-
lating about X∗e = 0.33, encountering the stronger gust case from the preceding
discussion (i.e. αg = 42◦).
In figure 5.7(a) we plot the time-series of pitch angle for this case and we
see that the system settles into stationary state oscillations of ∆θ ≈ 6◦. As
expected, the stationary state amplitude observed is much smaller than the
∆θ ≈ 35◦ seen for the case with f ∗n = 0.19. In figure 5.7(b) we focus on the
initial deflection of the system after interaction with the gust. As we did for
the previous discussion, we can verify the quasi-steady assumption made in
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Figure 5.7: (a) Time-series of pitch angle for a system with f ∗n = 0.16, X∗e =
0.33, and interacting with a gust of strength αg = 42◦; (b) Zoom-in of the time-
series in (a), focusing on the initial deflection induced by the gust.
predicting the amplitude of the initial deflection. Since the angle of the gust
is αg = 42◦, this corresponds to a steady angle of attack of θs = 57◦. The mo-
ment time-series for this steady airfoil was shown previously in figure 5.5(b),
and the peak moment for the steady airfoil is C ′M = 0.63. Since I∗ is kept fixed
throughout this study, the change in f ∗n corresponds to changing k∗. For this
case, k∗ = 0.0754 and hence the predicted initial deflection is ∆θ′ = 8.32◦. Com-
paring this to the actual measured deflection of ∆θ = 8.33◦, we see that the
quasi-steady assumption can again be verified.
In figure 5.8(a) we plot the frequency-amplitude trajectory for the system
on the energy map, and a zoomed-in version of this trajectory is plotted in
figure 5.8(b). These figures explain why the system with f ∗n = 0.16 does not
grow to large amplitude oscillations, and shows that the behaviour agrees with
what was expected from the change in f ∗n. Specifically, the fact that the re-
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Figure 5.8: (a) Frequency-amplitude trajectory plotted on the energy map (for
details, see caption under figure 5.6), for a case with f ∗n = 0.16, X∗e = 0.33, and
αg = 42
◦; (b) Zoom-in of the trajectory plotted in (a), showing the system settling
on a region of neutral stability (represented by the nearly-vertical equilibrium
curve).
gion of E∗ < 0 extends to larger values of Aθ at this natural frequency causes
the amplitude after the initial deflection to stay within this region instead of
growing. Interestingly, as seen in figure 5.8(b) the system does not settle into a
stable equilibrium in this case but gets trapped on a neutrally stable segment
of the E∗ = 0 curve. As mentioned in section 4.1 chapter 4, the stability of an
equilibrium is given by the sign of dE∗/dAθ [27, 77]. A region of dE∗/dAθ = 0
corresponds to neutral stability, where small changes in the oscillation ampli-
tude do not change the sign of E∗, and hence do not change the stability of the
system. Such a region manifests itself as a vertical contour line of E∗ = 0 on the
energy map. Due to this, as seen in the frequency-amplitude trajectory in fig-
ure 5.8(b), the system is able to show small variations in oscillation amplitude
while remaining at an equilibrium.
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The simulations therefore show that a change of approximately 16% in f ∗n
lead to a reduction of about 86% in the flutter amplitude. The simulations
also demonstrate how the energy map for a given configuration can inform
design changes or control strategies for aeroelastic systems. In this demon-
stration, we focused on the reduction in flutter amplitude by decreasing the f ∗n,
but the same demonstration also works in reverse, i.e. to show how the flutter
amplitude could be increased (for instance, in energy harvesting applications)
by changing the structural attributes of the system. Note that changes in f ∗n
can, in principle be achieved by changing I∗, which could be implemented via
changes in mass distribution, and/or k∗, which could be implemented with the
use of smart materials or other such means.
5.4 Gust-induced flutter below the crit-
ical flutter speed
The energy map also allows us to predict when a gust will destabilise an
aeroelastic control surface that is operating below the critical flutter speed.
The critical flutter speed, is a key feature in the aero-structural design of aero-
dynamic control surfaces in air-vehicles [146]. The critical flutter speed is how-
ever conventionally determined under the assumption of an infinitesimal per-
turbation and the analysis employs linear methods. The effect of a finite-size
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perturbation, which could lead to non-linearity in the response, is therefore
not addressed in these analyses. The source of such non-linearity as a result of
finite-size perturbations can be either structural or aerodynamic. In the pres-
ence of structural non-linearities, such gust-induced subcritical behaviour has
been reported by Dessi & Mastroddi [147] and Sarkar & Bijil [148]. In the
context of energy maps, the possibility of non-linear subcritical responses due
to aerodynamic non-linearities is indicated by the presence of multiple stable
equilibrium response branches at a given frequency. For a system operating
in a stable state below the flutter boundary, a finite perturbation can push the
system towards another response branch at a higher Aθ via a subcritical insta-
bility. Here we demonstrate this for a case with f ∗n = 0.30.
Menon & Mittal [77] showed a phenomenological condition for the onset
of flutter, and showed that the flutter boundary in terms of frequency is at
f ∗n ≈ 0.25 for the system being studied here. The flutter boundary is often ex-
pressed in terms of a critical reduced velocity (U∗ = 1/f ∗n), which for f ∗n ≈ 0.25,
corresponds to U∗ ≈ 4. The energy map for this system, plotted in figures
5.6 and 5.8, also shows a flutter boundary at U∗ ≈ 3.8 which is indicated ap-
proximately by the intersection of a negative energy extraction region with
the x-axis at f ∗p ≈ 0.25. Hence an aeroelastic system with f ∗n = 0.30 lies on the
“linearly stable” side of the flutter boundary. To demonstrate the subcritical re-
sponse of the “linearly stable” system oscillating with f ∗n = 0.30 aboutX∗e = 0.33,
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Figure 5.9: (a) Trajectory on the frequency-amplitude space for a system with
f ∗n = 0.30, oscillating about X∗e = 0.33, and interacting with a gust of strength
αg = 51
◦. The trajectory is plotted on a zoom-in of the energy map as in figure
5.8(b). For details about the trajectory, see caption under figure 5.6; (b) Time-
series of pitch angle for the same case as in (a).
the airfoil is subjected to an oncoming gust of strength αg = 51◦. Figures 5.9(a)
and 5.9(b) show the subsequent response of the system on the energy map as
well as the time series of pitch deflection. In order to highlight why a subcriti-
cal response is expected in this system, figure 5.9(a) shows the trajectory of the
system on the energy map. As we can see, at f ∗n = 0.30 there exists a region
of negative energy extraction at very small amplitude (Aθ / 3◦) along with a
subcritical stable equilibrium branch at a larger amplitude of Aθ ≈ 7◦. The
gust perturbation of αg = 51◦ generates an initial pitch perturbation of about
∆θ = 3◦ degrees (quasi-steady analysis predicts a pitch excursion of 2.4◦) and
this relatively small perturbation is sufficient to push the system past the re-
gion of stability. The system then finds itself in a state with E∗ > 0, due to
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Figure 5.10: (a) Frequency-amplitude trajectory plotted on the energy map,
for an airfoil with f ∗n = 0.30, oscillating about X∗e = 0.33, and interacting with
a gust of strength αg = 61◦. For details about the trajectory, see caption under
figure 5.6; (b) Time-series of pitch angle for the same case as in (a).
which the amplitude grows until it reaches the stable equilibrium at Aθ ≈ 7◦.
As can be seen in the time series plot in figure 5.9(b), the amplitude growth
of ∆θ ≈ 7◦ occurs slower in this system than in the others analyzed thus far,
due to the fact that there are multiple equilibrium branches in the vicinity of
this frequency, and the energy extraction (E∗) is hence small. The fact that
long integration times are necessary to compute stationary state responses in
flow-induced oscillation systems highlights another advantage of using forced
oscillations and energy-based analysis of these systems.
We now demonstrate the robustness of this method in predicting the re-
sponse to even larger perturbations in this subcritical regime. The system
described above, with f ∗n = 0.30, oscillating about X∗e = 0.33, is subjected to
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a larger gust of strength αg = 61◦, and figure 5.10 shows the subsequent re-
sponse of the system. With this gust, figure 5.10(a) shows that the system is
in fact pushed beyond the upper stable branch, and into a region of negative
energy extraction. As expected due to the fact that E∗ < 0, pitch oscillation
subsequently decays until the system attains a limit-cycle state with ∆θ ≈ 7◦.
In figure 5.10(b) we show the time-series of pitch angle for this case. It must
be noted that an amplitude of ∆θ ≈ 7◦ observed in the two cases discussed on
this section might be considered excessive for an air-vehicle. In this context,
the current analysis shows that a system operating below the flutter bound-
ary could be destabilized by a gust. Further, it is particularly striking that
the angular perturbation required for this destabilization could be as small as
∆θ ≈ 3◦. On the other hand, for energy harvesting applications, this knowledge
could be beneficial in generating large sustained oscillations even in conditions
where the system is stationed below the flutter boundary.
5.5 Tailoring the gust response: Elastic
axis location
We now demonstrate a different strategy for controlling the subcritical re-
sponse of the system. All the cases discussed thus far in this work have been
airfoils oscillating about X∗e = 0.33. However, Menon & Mittal [77] showed that
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Figure 5.11: (a) Trajectory in frequency-amplitude space for a case with X∗e =
0.50 (all previous cases discussed have X∗e = 0.33), plotted on the energy map
corresponding to X∗e = 0.50. The natural frequency and gust strength for this
case are the same as that in figure 5.10, i.e., f ∗n = 0.30 and αg = 61◦. For details
about the trajectory, see caption under figure 5.6 (b) Time-series of pitch angle
for the same system as in (a).
a relatively small change in X∗e can have a large effect on the topology of the en-
ergy map. In particular, the energy map for an airfoil pitching about X∗e = 0.50
was studied in that work. Here we aim to leverage this change in topology of
the energy map to drive the system to a different stationary state. Note that
this does not require any simplifying assumptions, as the energy maps include
the full nonlinear behaviour of the system. The natural frequency of the sys-
tem and the strength of the incoming gust that we analyze in this section are
maintained at f ∗n = 0.30 and αg = 61◦ respectively, to enable direct comparison
with the previous case in section 5.4.
In figure 5.11(a) we plot the energy map for an airfoil oscillating about
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X∗e = 0.50, with mean angle of attack θ0 = 15◦ and at Re = 1000. The plot
has the same range of f ∗p and Aθ as the rest of the energy maps discussed in
this study. We see that the structure of this map is very different from that
for X∗e = 0.33. In particular, the flutter boundary is demarcated by a roughly
vertical line of E∗ = 0 at f ∗p ≈ 0.25, as opposed to the complicated structure
with multiple equilibrium branches seen for X∗e = 0.33 in figure 5.10. For the
control of subcritical responses this is especially useful, as the simple topology
immediately suggests the lack of a subcritical instability at f ∗n = 0.30. Further,
f ∗n = 0.30 lies in the region of E∗ < 0 for all Aθ, which suggests that any pertur-
bations will decay. To verify this claim, the system with X∗e = 0.50 and f ∗n = 0.30
is subjected to a gust of the same strength as the larger of the two cases dis-
cussed in the previous section (i.e. section 5.4 and gust strength αg = 61◦). The
trajectory of the system in figure 5.11(a) shows that the system oscillations de-
cay due to the negative energy extraction. The time-series of pitch angle shown
in figure 5.11(b) shows that the initial deflection is of magnitude similar to that
of the previous case with X∗e = 0.33. However, the final stationary state shows
nearly negligible oscillation amplitude of ∆θ ≈ 0.5◦.
In summary, the examples in this section as well as the previous one show
that a system designed to operate with X∗e = 0.33 is susceptible to significant
flutter amplitude via a subcritical response to perturbations, even when oper-
ating at velocities below the flutter boundary. However, the energy maps sug-
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gest that a change in X∗e forces the system into a strongly stable state, thereby
eliminating gust-induced aeroelastic oscillations. Note again that this could
work the other way in systems where large oscillations are desirable, such as
in energy harvesting. In this case, similar ideas can be used to manipulate the
system into the state that is optimal for the application.
5.6 Conclusions
We have demonstrated the use of energy maps to accurately predict the
response of an aeroelastic control surface to gust-like perturbations. The topol-
ogy of an energy map enables us to make fast and accurate predictions of the
response of the system to gusts of different strengths and for systems with dif-
ferent structural properties. A merit of this method is that it includes the full
nonlinear behaviour of the aeroelastic system, thus allowing prediction of the
response to large perturbations. This makes the method relevant to a wide
range of practical applications ranging from air-vehicles to energy harvesting
systems. While energy maps have been utilized where the assumption of equiv-
alent sinusoidal oscillations in both the forced as well as the flow-induced os-
cillation has been satisfied (as in chapter 4), here we show that this method
can be used even in the presence of transient, non-sinusoidal perturbations
induced by gusts.
120
CHAPTER 5. AEROLASTIC GUST RESPONSE AND ENERGY MAPS
For transverse gusts that are assumed to have length-scales much larger
than that of the wing, we showed that the initial pitch deflection induced by
the gust is governed by the quasi-steady moment generated on a steady air-
foil at an angle of attack that includes the geometric angle of attack and the
gust angle. This initial deflection gives us a kinematic initial state of the sys-
tem, which can then be used to accurately predict the final state on the energy
map. We note that for angle-of-attack perturbations generated by other mech-
anisms, this energy map-based method is equally applicable and only depends
on knowledge of the initial deflection. Furthermore, showed that small differ-
ences in this initial state can lead to order-of-magnitude differences in the final
stationary state oscillation amplitude and explained this behaviour using the
structure of the energy map. Further, we illustrated using examples how the
topology of the energy map can inform design modifications to control the sta-
tionary state flutter amplitude that results from the interaction with the gust.
Examples demonstrated for such control strategies include changing the natu-
ral frequency of the system as well as changing the location of the elastic axis
about which the airfoil is oscillating to push the system into a region where the
energy map predicts negative energy extraction. Lastly, we demonstrated the
use of the energy map in predicting and controlling the gust response for a sys-
tem operating below the critical flutter speed. Therefore a-priori knowledge of
the topology of the energy landscape can be leveraged in multiple ways to gain
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insight into the response of a system, as well as to inform control strategies.
These results have been published in reference [78].
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Chapter 6
Analyzing the flow around
pitching airfoils using Dynamic
Mode Decomposition
Problems in fluid dynamics are often characterized by a range of time and
length scales due to the inherent non-linearity of the governing equations.
In the particular case of fluid-structure interaction problems, the interplay
between natural scales associated with the structure and the flow-field in-
troduces additional complexity into the problem. These flow-field timescales
can generally be related to dynamical features in the flow, such as vortices
and shear layers, and the identification of these dynamically significant fea-
tures along with their associated timescales has considerably advanced our
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understanding of several problems in the domain of fluid-structure interac-
tions [9,56,67,77,81,82,92]
The importance of this interplay amongst various timescales is evident from
the results relating to flow-induced pitch oscillations of an airfoil discussed
in previous chapters. For example, competing flow and structural timescales
were shown to be responsible for the onset of large amplitude flow-induced
oscillations in section 3.4. More generally, the interaction between flow and
structural timescales is borne out in the energy extracted by the airfoil, which
we showed in chapter 4 is the primary driver of its aeroelastic response as well
as the various oscillation response branches. In figure 6.1 we reproduce the
energy map from section 4.3 for an airfoil oscillating about a hinge location
at 33% of the chord [77]. The curve of zero energy extraction corresponds to
equilibrium states for a structurally undamped flow-induced oscillator, and it
must be pointed out that the energy map has a very complicated structure.
There exist with multiple regions of zero energy transfer for some oscillation
frequencies, regions of high gradient in energy, and small ”islands” of negative
energy transfer.
A key question that arises immediately is: what determines the topology of
this energy map? We showed in section 4.1 that the energy transfer depends
on timescales and phase differences between the flow and airfoil’s kinemat-
ics. Hence we expect to be able to understand the topology of the energy map
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Figure 6.1: (a) Map of energy extraction (E∗) by a pitching airfoil from the
surrounding flow, as a function of oscillation amplitude (Aθ) and frequency (f ∗p ).
Reproduced from [77]. Black circles denote the amplitude and frequency of
cases discussed in section 6.4.2 of this work. Vorticity snapshots at the time-
instance corresponding to the mean position during pitch-down are shown for
each of these cases.
by analyzing the timescales associated with the dominant flow structures and
their variation with airfoil kinematics. In figure 6.1 we show snapshots of the
instantaneous vorticity field for some cases on the energy map, selected from
various regions of interest on the map. Apart from the growth of the leading-
edge vortex (LEV) with oscillation amplitude and differences in the wake, it
is evident that subtle differences in timing and phase between these cases are
difficult to discern from the full flow-field.
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Therefore in this chapter, we demonstrate the use of a novel variant of the
Dynamic Mode Decomposition technique in analyzing the phase and timing of
flow structures in the decomposed flow with respect to the phase of the air-
foil motion. Dynamic Mode Decomposition (DMD) is a modal decomposition
technique that uses flow-field data to identify spatial modes of the flow-field
that each correspond to a specific frequency and growth/decay rate. For nonlin-
ear dynamical systems, such as most problems in fluid dynamics, the spatial
modes extracted by DMD are the eigenvectors of the best-fit linear operator
that approximates the dynamics [107], [108], [110], [111] [109]. However, the
application of DMD has been largely limited to problems with static bound-
aries within the flow domain. As we will show here, the application of the tra-
ditional DMD technique to problems with finite-thickness moving boundaries
leads to the presence of spurious structures within the DMD modes identified.
A workaround for this problem that has been demonstrated is to perform the
decomposition within a frame of reference moving with the body [118]. How-
ever this moving-frame analysis has drawbacks too. One particular issue in
this context is the fact that energy extraction is a frame-dependent quantity,
which is in fact zero in the frame of the moving body (since the immersed body
is stationary in that frame). Hence, establishing a connection between the
computed modes in the lab-fixed and moving frames is useful.
In this work, we propose a method to decompose the flow around a mov-
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ing boundary by transforming the analysis to a body-fitted frame and then
applying a correction to yield the lab-frame modes. This exploits the linear-
ity of the formulation to decouple the effect of the moving-frame velocity from
the flow dynamics. Further we present a practical implementation of this
method, by including the effect of changing coordinate systems, in the context
of fluid-structure interactions using simulation data. It must be noted here
that while the numerical method used in this work results in lab-frame data,
which necessitates this change in coordinate systems on account of the moving
body, it is possible for the raw flow-field data to correspond to the non-inertial
frame [149]. The method presented here to distill the modes governing the un-
derlying flow from the effects of the non-inertial frame have applications for
these problems as well.
6.1 Flow-field data
The flow-fields analyzed here are generated from two-dimensional simu-
lations of the flow around sinusoidally pitching airfoils and cylinders using
the computational methods described in sections 2.1 and 2.2. The grid sizes
used in the test cases reported, for cylinders and airfoils, are 320 × 288 and
384 × 320 cells respectively. The flow within a smaller region of this domain,
which includes the immersed body at all times, is the focus of the mode de-
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composition described in this work. The size of this interrogation window is
nx × ny = 120 × 120 and 250 × 268 grid points for the cylinder and airfoil cases
respectively. This determines the size of the snapshots used in the computation
of DMD modes. A schematic of the interrogation window is shown in figure 6.2
using dashed lines. Flow measurements within this window are made on the
Cartesian grid, and hence include points that are inside the immersed body
(solid points) during some timesteps and outside (fluid points) during others.
The DMD modes are computed using 250 snapshots for most of the cases dis-
cussed. This corresponds to between 10 and 15 cycles of oscillation, depending
on the oscillation frequency. We experimented with using as few as 1-2 cycles
for computing the modes, however using too few snapshots was seen to yield
modes with non-smooth structures.
For the airfoil as well as cylinder cases demonstrated here, the motion of the
moving body is prescribed, although the formulation presented is equally appli-
cable to flow-induced motion. Details about the airfoil simulations can be found
in chapter 4 and ref. [77]. The Reynolds number is defined as Re = ρU∞L/µ,
where L is the reference length and the prescribed frequency of oscillation is
reported in non-dimensional form as f ∗p = fpL/U∞, where fp is the pitching
frequency. All other frequencies are denoted by f ∗ = fL/U∞. For the cases
discussed here, the length-scale used is the chord-length (L = C) in the case of
airfoils, and the diameter (L = D) in the case of cylinders. The amplitude of
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Figure 6.2: Schematic of the interrogation window for a sample case of a pitch-
ing airfoil, where the flow is visualized by contours of vorticity. Snapshots are
recorded in the moving window (box with solid lines) and the lab-frame is rep-
resented using the window with dashed lines.
pitching oscillations is denoted by Aθ.
6.2 Extending DMD to flows around
moving bodies
6.2.1 The traditional formulation
The traditional DMD formulation on which this work is based is the so-
called “exact DMD” of Tu et al. [150]. This is related to the Arnoldi-like formu-
lation of Rowley et al. [107] and Schmid [108], but is known to be more numer-
ically stable. This method takes snapshots of observables and computes the
modes that govern the dynamics described by the sequence of observables. In
this work, the observables correspond to flow-field measurements, separated
by a time interval of ∆t. They are represented as vectors qn ∈ Rβ×N , where
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N = nx × ny is the number of grid points in each snapshot, β is the number
of flow variables included in the snapshot at every grid location, and n is the
index of the snapshot. The number of snapshots used in computing the de-
composition is Nt, and these snapshots are organized as follows into two data
matrices that are staggered in time:
Q =
[





q1 | q2 | ... | qNt
]
. (6.1b)
The idea is to find the best-fit linear operator for the dynamical system
described by these observables, such that
qn+1 = Aqn (6.2)
where A ∈ RN×N is a large matrix that governs this evolution. Note that this
best-fit dynamical system that approximates the dynamics is a autonomous.
Further, equation (6.2) can also be written in terms of the entire snapshot his-
tory as Q′ = AQ, from which A can, in theory, be directly computed as
A = Q′Q
† (6.3)
where Q† is the Moore-Penrose pseudo-inverse of Q. However, due to the large
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size of A, which makes it impractical to compute/store explicitly, a more compu-
tationally efficient method to proceed involves projecting the dynamics on the
first r principle components of the data matrix, Q. This is done via the Singular
Value Decomposition of the data matrix, and by retaining the first r principle
components, Q ≈ UrΣrV∗r , where the subscript r refers to the number of compo-






The eigendecomposition of Ã then yields eigenvalues λk and eigenvectors
wk that satisfy Ãwk = λkwk. Tu et al. [150] showed that the eigenvalues of Ã
are equal to the eigenvalues of A, and the eigenvectors of A, denoted by vk, are







Having computed the eigenvalues and eigenvectors of A, we can express
the DMD-approximated dynamics of the system as qn = Aqn−1 = Anq0, which
follows from equation (6.2). Assuming each snapshot lies in the span of the
eigenvectors of A, i.e., q0 =
∑
k bkvk, we can connect this time-advancement of
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Here, bk are the coefficients corresponding to the Galerkin projection of the
DMD modes on the state of the system at the first snapshot, q0. Equation (6.6)
hence describes the dynamics of the discrete map, given by equation (6.2), to
the DMD modes and eigenvalues. The time-advancement can also be written








bkvk exp {<(ωk)tn} exp {i=(ωk)tn} (6.8)
where ωk = log(λk)/∆t, and <(ωk) and =(ωk) are its real and imaginary parts. It
is evident from equations (6.6) and (6.8) that the time-evolution of each DMD
mode, vk, is determined by its corresponding eigenvalue λk, which is related
to ωk for each mode. Further, from equation (6.8) we see that the real and
imaginary parts of ωk determine the amplitude and frequency of each mode. In
particular, the frequency of each mode can be written as fk = =(ωk)/2π.
6.2.2 Treatment of a moving body
We now describe a method to compute the DMD modes of the flow around
a moving body based on the procedure outlined in section 6.2.1, by using snap-
shots that include the time-varying position of the immersed body. Further, for
the reasons outlined at the start of this chapter, we are specifically interested
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in the lab-frame DMD modes. The interrogation window of interest is shown
using dashed lines in figure 6.2, and described in section 6.1. For simplicity,
we first discuss the specific case of a body performing periodic rotation/pitch
oscillations at one frequency. Further, we assume that the observables being
used for the decomposition are the X- and Y - components of velocity. General-
izations of this method are discussed subsequently.
We begin with a brief demonstration of the direct application of the proce-
dure described in section 6.2.1 on problems involving moving boundaries. As a
sample case, we perform the decomposition on the flow around a sinusoidally
pitching airfoil, oscillating about θ0 = 15◦ with amplitude and frequency of os-
cillation given by Aθ = 10◦ and f ∗p = 0.20 respectively. Hence the instantaneous
geometric angle of attack is given by θ = 15◦ + 10◦ sin(2π · 0.20 · t). Figure 6.3(a)
shows a snapshot of the flow for this case, coloured by contours of Z-vorticity,
at a time-instance corresponding to the maximum pitch-up angle during the
oscillation cycle. As mentioned above, we are interested in decomposing the
lab-frame velocity field, given by u(x, t) = (ux, uy), where position-vectors are
denoted by x. The observables are vectors of the form,
qn ∈ R2×N : qn = [ux(x1, tn), ..., ux(xN , tn), uy(x1, tn), ..., uy(xN , tn)]T . (6.9)
In figure 6.3(b) we plot the Z-vorticity of the computed DMD mode, correspond-
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ing to the oscillation frequency f ∗ = f ∗p = 0.20, at the same time-instance as
the flow snapshot in figure 6.3(a). We see the presence spurious structures
within the region of the window that includes the time-varying position of the
body. Specifically, a signature of the airfoil surface in its maximum pitch-up
and pitch-down positions appears in the computed mode shape. These struc-
tures are highlighted using arrows in figure 6.3(b). Furthermore, the actual
instantaneous shape of the airfoil is not retained in the computed mode and
therefore the vortex structures that appear inside the actual airfoil shape are
also spurious. Further, in figure 6.3(c) we show the reconstruction of the flow
using 5 DMD modes, at the same time-instance as that discussed above. We
see that the shape of the airfoil is inaccurately reconstructed, which in turn
causes inaccuracies in the reconstruction of the shear layer on the surface of
the airfoil. This is an effect that is expected, and was alluded to by Goza & Colo-
nius [116]. The inaccurate reconstruction around the moving boundary stems
from the fact that the points within the overall envelope of the body’s motion
switch between being solid points and fluid points as the body moves. Hence
the presence of the moving body appears as a diffused structure, as would be
expected in the sense of an overall “average” position of the body. In mathemat-
ical terms, recall from equation (6.2) that the dynamical system being approxi-
mated by this method is necessarily autonomous. However, due to the fact that
the fluid domain corresponds to different positions in each snapshot, which
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𝝎𝒁	(Simulation) 𝝎𝒁	(Reconstruction)𝝎𝒁	(𝒇∗ = 𝒇𝒑∗ )
Spurious 
structures
Figure 6.3: Application of DMD without the moving body formulation to the
case of a sinusoidally pitching airfoil at Re = 1000. The airfoil is oscillating
about θ = 15◦ with amplitude and frequency of oscillation given by Aθ = 10◦ and
f ∗p = 0.20 respectively. All snapshots are at the time-instance corresponding to
the the maximum pitch-up position. (a) Snapshot of Z-vorticity contours; (b)
Z-vorticity contours for a computed DMD mode at the oscillation frequency,
f ∗ = f ∗p . Spurious structures consisting of signatures of the airfoil surface at
different pitch positions are highlighted; (c) Reconstruction of Z-vorticity field
using 5 DMD modes.
leads to time-varying discontinuous boundaries in qn, the snapshots given by
equation (6.9) do not satisfy this condition.
In order to circumvent the issue associated with the motion of the body
within the lab-frame, we first make a coordinate transformation to a body-
fixed reference frame. Snapshots of the flow in this moving-frame are recorded
by using an auxiliary interrogation window that moves with the body, where
the immersed body appears stationary. A schematic of this moving window is
shown in figure 6.2 using solid lines. Additionally, this non-inertial reference
frame, in general, includes rotational and/or translational velocities that are
related to the motion of the body with respect to the lab frame. Due to the
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fact that the body appears stationary in this moving frame, a first step is the
straightforward application of the procedure outlined in section 6.2.1 to com-
pute the DMD modes of the flow around the body in the body-fixed frame. We
will then show how these modes are related to the decomposition in the lab-
frame.
In the present work, this coordinate transformation is done by translating
and/or rotating an auxiliary Cartesian grid, of size N ′ grid points, with the
body. For reasons that will become apparent later in this section, this moving
window is necessarily larger in size than the lab-frame interrogation window as
it is required to include the spatial extent of the lab-frame window at all times.
We shall refer to position vectors in this moving-frame by ξ, and the flow-field
velocity is denoted by u′(ξ, t). We calculate the velocity field in the moving
frame, at ξ-coordinates, from the simulation data at locations in the lab-frame
by using a bilinear interpolation scheme, and taking into consideration the
relative velocity between the two frames.
We can now perform the decomposition of the velocity-field in the moving
frame. Observables in this frame, q′n ∈ R2×N
′ take the same form as in equa-
tion (6.9), but are larger and consist of velocities u′(ξ, tn) = (u′x, u′y). The decom-
position yields moving-frame DMD eigenvalues and modes and we can write
the observables in this frame, q′n, in terms of these eigenvalues and modes as
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k exp {<(ωk)tn} exp {i=(ωk)tn} (6.11)
where it is implicitly assumed that q′n = q′(ξ, tn) and v′k = v′k(ξ), i.e., they refer
to quantities in the moving frame. Here, ωk and v′k are the computed DMD
eigenvalues and modes in this frame, and bk is the projection of these modes
on the first snapshot, q′0. The growth and decay of these modes is governed by
<(ωk), and it is seen that for the decomposition of periodic flows in a stationary
state, the dynamically relevant modes have non-decaying amplitudes. Hence
it is reasonable to assume that exp [<(ωk)t] ≈ 1, which then yields the following






k exp {i=(ωk)tn} (6.12)
We now have the decomposition of the flow-field in the moving-frame, u′(ξ, t).
However, as mentioned previously we are interested in the modes of the lab-
frame flow-field, u(x, t), i.e., the modes of the observables q(x, t). We can write
u(x, t) in terms of the moving-frame velocity-field using the relative motion be-
tween the moving-frame and lab-frame coordinates, which we refer to as r̃. The
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relationship in lab-frame coordinates is as follows:
u(x, t) = u′(x, t) + r̃(x, t). (6.13)
For the sake of this formulation, it is clearer to express this relationship in
terms of the observables used in the computation of DMD modes. In this form
the relative-velocity field, r̃(x, tn), is written as a vector rn(x), such that its size
and arrangement of grid points is determined by that of qn(x).
qn(x) = q
′
n(x) + rn(x). (6.14)
As a first step in recovering the decomposition of the lab-frame velocity field,
it must be noted that q′n(x), i.e., the first term in the right-hand side of equa-
tion (6.14), only differs from q′n(ξ) in the locations at which measurements are
made. Since we have computed the decomposition of q′n(ξ), in equation (6.12),
we can use a bilinear interpolation from the points in the moving-frame inter-
rogation window to compute the modes of q′ in the lab-frame coordinates. We
must point out that this interpolation is the reason for the moving-frame in-
terrogation window to necessarily include the spatial extent of the lab-frame
window at all times, as was noted earlier. We refer to these interpolated modes
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bivi exp [i=(ωi)tn] (6.15)
The second term in equation (6.14) is a vector that, in general, includes the
rotational and/or translational velocities of the points in the lab-frame inter-
rogation window, as seen from the moving-frame. For the specific case of pure
rotation, this velocity is r̃(x, t) = Ω(t) × x = (−Ωy,Ωx). This can be written in
the form of the observables (see equation 6.9) as a vector rn = pΩ(tn), such that
p is a vector containing the X and Y -coordinates of all points in the interroga-
tion window in the form:
p ∈ R2×N : p = [−y(x1), ...,−y(xN), x(x1), ..., x(xN)]T . (6.16)
Further, assuming a single frequency of oscillation for simplicity, given by ω0,
the angular velocity can be written as Ω(t) = Aω cos (ω0t+ φ). Using this,we can
express rn in the following form:
rn = pΩ(tn) = p
[









From equation (6.18) we see that the relative-velocity vector can be written
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in terms of oscillating complex exponentials, much like the form for the the
decomposed velocity, in equation (6.15). This suggests we can use the linearity
of the decomposition to recover the modes of the lab-frame velocity from the
computed modes in the moving-frame. Plugging equations (6.15) and (6.18)




bkvk(x) exp {i=(ωk)tn}+ pAω
[




The first term in equation (6.19) is a summation over all modes computed in the
decomposition, which includes the modes computed at the oscillation frequency
and its complex conjugate, which we denote as vω0 and v−ω0 respectively. Since
this is a linear superposition, we can take these modes out of the summation,
and combine them with the second term in equation (6.19) where the complex
exponential has the same form as that multiplying the DMD modes. Doing





















Equation (6.20) now gives us a form for the decomposition of the lab-frame ve-
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locity in terms of the modes computed in the moving frame. We see that the
correction to the modes at the oscillation frequency, which come from the rota-
tion term, have a non-trivial form that depends on the magnitude of angular
velocity, the vector of y-coordinates, and the phase of this rotation, φ. Another
interesting observation from equation (6.20) is that this change in reference
frame only modifies the modes at the oscillation frequency. We will show in a
practical example that this is true.
While we have demonstrated this formulation for a body rotating at one
frequency for simplicity, this method can be generalized for bodies perform-
ing more complicated combinations of periodic translation and rotation in a
straightforward manner. This is done by including the terms for the transla-
tional velocity in equation (6.14), and writing those terms as complex exponen-
tials as in equation (6.18). Further, quasi-periodic motions can be treated in a
similar manner by including all modes of oscillation in equation (6.17). This
will result in corrections to the DMD modes corresponding to all frequencies in
the immersed body’s oscillation frequency spectrum.
6.3 Rotating cylinder
As a first application of the methods presented above in section 6.2, we an-
alyze the decomposition of the flow around a circular cylinder performing peri-
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odic pitch (i.e. rotational) oscillations. This test case is particularly valuable in
this study as it is one of few canonical “moving boundary” problems (although
it can be implemented using a stationary surface and oscillating boundary con-
ditions) which can be analyzed using the standard DMD formulation of section
6.2.1, as the boundary does not sweep through the fluid domain.
In performing the two variants of DMD on this flow, we use an interrogation
window of size 2D×2D, whereD is the diameter of the cylinder, and the window
is centered on the cylinder. The cylinder is forced to perform pitch oscillations
of amplitude Aθ = 10◦ and frequency f ∗p = 0.25. The Reynolds number used
here is Re = 100, and the frequency of lift force oscillations on the cylinder
is measured to be f ∗ ≈ 0.17. This gives rise to two important timescales in
the flow, i.e., dynamics governed by the oscillation frequency and that of the
forcing frequency. We analyze the computed DMD modes at these frequencies,
and compare results from the two methods. Comparisons are made at four
phases during one oscillation cycle - the mean position during pitch-up, the
peak pitch-up position, the mean position during pitch-down, and the peak
pitch-up position.
Figure 6.4 shows snapshots of the DMD mode at f ∗ = 0.17 during these
phases of the oscillation cycle. The top panel, figures 6.4(a)-(d), show the modes
computed using the standard DMD, and figures 6.4(e)-(h) show modes com-
puted using the moving-body formulation. We see that the modes have the
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Figure 6.4: Z-vorticity contours of the DMD mode corresponding to f ∗ = 0.17,
for the flow around a circular cylinder at Re = 100, f ∗p = 0.25 and Aθ = 10◦. The
mode is plotted at four different phases of one oscillation cycle. The text above
each panel shows the corresponding time-instance, where T = 1/f ∗p = 1/0.25.
Arrows show the direction of rotation of the cylinder; (a)-(d) Modes computed
using standard DMD; (e)-(h) Modes computed using moving-body formulation.
same topology over time in the two cases. The only difference is the rotation
of the mode in the case of the moving body formulation, which is a result of
the moving window. This serves as a confirmation of one finding from equa-
tion (6.20), that the modes that do not correspond to the oscillation frequency
were found to be unmodified. Further, we observe that the vortex structures
at this frequency (which is the frequency of lift-forcing) are relatively stronger
in the wake than in the shear layer. This suggests that the frequency of vortex
shedding in the wake is closely related to the frequency of lift-forcing on the
cylinder - a fact that has been widely used in studies of vortex-induced vibra-
tion to estimate the shedding frequency and/or identify lock-in [75].
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Figure 6.5: Z-vorticity contours of the DMD mode corresponding to f ∗ = 0.25,
for flow around a circular cylinder with the same parameters as in figure 6.4.
The mode is plotted during different phases of one oscillation cycle. Time-
instances and direction of rotation are as in figure 6.4; (a)-(d) Modes computed
using standard DMD; (e)-(h) Modes computed using moving-body formulation.
In figure 6.5 we plot the DMD mode at f ∗ = 0.25, at the same instances
in time as in the preceding discussion. Figures 6.5(a)-(d) correspond to the
standard DMD, and figures 6.5(e)-(h) correspond to the moving body formu-
lation. We see from figures 6.5(a) and 6.5(e), as well as figures 6.5(c) and
6.5(g), that the modes computed by the moving-window and standard formu-
lation share the same structure at the mean position in the oscillation cycle.
This is due to the fact that the rotational effects in the flow-field are taken
into account in the formulation for the moving window. Additionally, the in-
terrogation windows overlap at this mean position, which removes any spatial
differences between the flow seen from the two frames. At the other two time
instances shown, which are at the peak pitch-up and pitch-down positions, the
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moving and stationary windows are at their maximum rotation angle with re-
spect to each other. Hence spatial differences in the decomposed flow seen
from the two frames are most evident at these time instances, which gives rise
to qualitatively different structures (the effects of the rotational velocity field
are minimum at these time-instances). Both frames show much larger struc-
tures around the cylinder surface at this frequency, which are also convected
into the wake. The presence of large structures around the shear layer at this
frequency is expected, as this corresponds to the frequency of oscillation of the
cylinder. Hence we see from this example that even the decomposition of flows
in relatively simple fluid-structure interaction problems provides valuable in-
sight into flow modes associated with the different timescales.
6.4 Analysis of the flow around a
pitching airfoil
6.4.1 Flow reconstruction
An important application of modal-decomposition techniques is the develop-
ment of low-order models of the dynamics. This is based on the idea that most
of the physically relevant dynamics are governed by a small number of modes.
In this section, we demonstrate the reconstruction of the flow-field around a
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Figure 6.6: DMD modes of the flow around a pitching airfoil at Re = 1000,
pitching with f ∗p = 0.20 and Aθ = 10◦. The modes are coloured by contours
of Z-vorticity, and the time-instance corresponds to the mean position during
the pitch-down phase of oscillation. Modes at the oscillation frequency and its
harmonics are shown. (a) f ∗ = f ∗p ; (b) f ∗ = 2f ∗p ; (c) f ∗ = 3f ∗p ; (d) f ∗ = 4f ∗p . Note
that this is the same case as that shown in figure 6.3.
pitching airfoil via the DMD modes computed by using the moving-body for-
mulation, which serves as a simple verification of the decomposition method
described in this work. The specific case discussed here is that of an airfoil
performing periodic pitching oscillations at frequency f ∗p = 0.20 and amplitude
Aθ = 10
◦. The Reynolds number is Re = 1000, and the interrogation window is
of size 2.5C × 2C. We focus on the reconstruction of the vorticity field.
We first analyze the flow physics captured by the dynamically important
modes that are used in the subsequent reconstruction. Here we assess the rel-
ative importance of each mode by the magnitude of its Galerkin projection on
the full flow-field. In figure 6.6 we show four leading modes, which are plotted
at the time-instance corresponding to the mean position during the pitch-down
motion. Note that, the moving boundary DMD formulation does not generate
unphysical flow information near the airfoil surface as it did for the original
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formulation is figure 6.3. Figure 6.6(a) shows the mode at the oscillation fre-
quency, f ∗ = f ∗p = 0.20, where the dominant structure is the separated shear
layer over the suction surface of the airfoil and over the trailing edge. These
shear layers are hence the driving mechanism at the fundamental frequency,
and give rise to finer-scale vortex-structures at the higher harmonics. The first
harmonic of this mode, f ∗ = 2f ∗p shown in figure 6.6(b), captures the rolled-
up vortex structures convecting over the surface of the airfoil (denoted by (i);
negative vorticity) as well as the separating shear layer (denoted by (ii); posi-
tive vorticity) induced by this vortex. We see evidence of a leading-edge vortex
(LEV) that is shed during the pitch-down motion at this frequency. The higher
harmonics, f ∗ = 3f ∗p and f ∗ = 4f ∗p , contain high wavenumber structures and are
shown in figures 6.6(c) and 6.6(d). These structures correspond to vortices that
form vortex-pairs and subsequently accelerate into the wake as a result of the
jet induced between the vortices in each pair. It is interesting to note that these
higher-harmonic modes, which are stronger in the wake, are approximately at
the vortex shedding frequency of bluff-body wakes when using the projected
area as the length scale (f ∗ ≈ 0.16).
We can now use just a few of the computed modes, i.e. the leading modes dis-
cussed above, to reconstruct the full flow-field. Figures 6.7(a)-(d) show the vor-
ticity field around the airfoil from the flow simulation data, as it goes through
four phases during one oscillation cycle - the start of the pitch-down motion,
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Figure 6.7: Contours of the Z-vorticity field around a pitching airfoil from the
flow simulation data and from the reconstruction of the flow using DMD modes.
The flow and kinematic parameters are Re = 1000, f ∗p = 0.20 and Aθ = 10◦.
Snapshots are shown at four phases over one oscillation cycle (time instance is
specified at the top of each column). (a)-(d) Simulation data; (e)-(h) Reconstruc-
tion using five modes. This can be compared with the reconstruction in figure
6.3(c); (i)-(l) Reconstruction using ten modes.
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the mean position during pitch-down, the start of pitch-up motion, and the
mean position during pitch-up, respectively. The primary flow structures we
see are the shedding of a leading-edge vortex during pitch-down, followed by
the shedding of another smaller vortex later in the pitch-down motion. These
vortices entrain the shear layer on the suction side and “jet” into the wake as
vortex pairs. In figures 6.7(e)-(h) we show the reconstruction of the flow at the
same time-instances as in figures 6.7(a)-(d), using just five DMD modes plus
the mean (which corresponds to the f ∗ = 0 mode). We see that these modes
are able to capture the significant features of the vortex dynamics, i.e., the
shedding and convection of the two vortices during the pitch-down motion. We
see that there are also smaller-scale structures that are present in the recon-
struction, but absent in the simulation data. These structures are associated
with higher harmonic modes that are not included in the reconstruction, and
are expected to have minimal dynamical significance in grid-converged simu-
lations. Although not shown here, it must be noted that this reconstruction,
when applied to the velocity field, shows smoother fields.
We compare this 5-mode reconstruction with a reconstruction using ten
DMD modes, plus the mean, in figures 6.7(i)-(l). It is interesting to note that
doubling the number of modes in the reconstruction does not significantly im-
prove the reconstruction, especially very close to the airfoil, which confirms
that the 5-mode reconstruction captures the bulk of the dynamics. However,
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using more modes does improve the reconstruction in the wake, and also re-
moves the smaller-scale spurious structures to a large degree. This exercise
serves as a verification that the method described here is able to accurately
reconstruct the flow-field from a small number of DMD modes. It also demon-
strates that the dynamics are governed by a few modes even in these complex
vortex-dominated flows, which makes them good candidates for the develop-
ment of lower-order models using such methods.
6.4.2 Flow analysis using DMD
f∗p Aθ E
∗
(1) 0.20 04 2.79× 10−3
(2) 0.20 10 3.57× 10−2
(3) 0.20 25 6.45× 10−2
(4) 0.20 29 8.16× 10−2
(5) 0.20 40 −8.94× 10−2
(6) 0.30 29 −2.48× 10−1
Table 6.1: Table summarizing the oscillation frequency (f ∗p ), amplitude (Aθ),
and energy transfer (E∗) for the pitching airfoil cases analyzed in this work. For
all cases listed in the table Re = 1000, the airfoil is pitching about θ0 = 15◦, and
the instantaneous geometric angle of attack is given by θ = θ0 + Aθ sin(2πf ∗p t).
For an airfoil pitching sinusoidally at a single frequency it is easy to show
that only the mode of the forcing at the oscillation frequency, and non-harmonics
modes, contribute to the structural excitation. For the cases studied here, we
have verified that the computed DMD spectrum does not contain non-harmonic
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modes of the oscillation frequency. Hence the only mode that contributes to the
excitation is the mode at the oscillation frequency. For this reason, the ensuing
discussion will focus on the DMD mode at the oscillation frequency, and partic-
ularly on the effect of varying the amplitude of oscillation at a fixed frequency.
We choose this fixed frequency to be f ∗p = 0.20 for most of the discussion, and
amplitudes of oscillation from Aθ = 4◦ to Aθ = 40◦ will be analyzed. We also
discuss the effect of changing frequency of oscillation at fixed amplitude, to
highlight the different timescales involved. The locations on the energy map
of all cases discussed here were shown in figure 6.1. For reference, Table 6.1
shows the kinematic parameters and energy transfer (E∗) calculated for each
case.
We begin with a description of the full (undecomposed) vorticity field for
the cases with f ∗p = 0.20 and amplitude varying from Aθ = 4◦ to Aθ = 40◦. A
snapshot of vorticity at the time-instance corresponding to the mean position
during the pitch-down phase of the oscillation cycle for each of these cases is
shown in figures 6.8(a)-(e). On increasing Aθ from 4◦ to 40◦ we see the growth,
separation, and roll-up of the leading-edge shear layer as Aθ is increased. We
also see the presence of strong vortex structures in the wake in all these cases.
From observing these snapshots of the full flow field it is unclear what dom-
inant flow structures correspond to the oscillation frequency in these cases.
Further, we see from figures 6.8(c)-(e) that although the vortex structures in
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Figure 6.8: Analysis of cases (1)-(5) in table 6.1 using DMD modes of Z-
vorticity and pressure. Cases shown correspond to various oscillation ampli-
tudes at frequency of oscillation f ∗p = 0.20. All snapshots are plotted at the
time instance corresponding to the mean position during pitch-down. (a)-(e)
Z-Vorticity contours from the simulation data for amplitudes of Aθ = 4◦, 10◦,
25◦, 29◦ and 40◦ respectively; (f)-(j) DMD mode of vorticity at the oscillation fre-
quency (f ∗ = f ∗p ), and amplitudes of oscillation correspond to those in (a)-(e).
The rectangles in (h)-(j) highlight the flow structure of interest discussed in the
text; (k)-(o) DMD mode of pressure at the oscillation frequency, and amplitudes
of oscillation correspond to those in (a)-(e).
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these cases have different sizes, they have qualitatively similar features. How-
ever these cases show different energy extraction, with the case of Aθ = 40◦,
shown in figure 6.8(e), showing negative energy extraction, and all other cases
showing positive energy extraction. Hence, from observing the full flow field it
is not clear what causes the different energy transfer values. This motivates
an analysis procedure based on decomposing the flow to extract the important
feature that drive the dynamics.
In figures 6.8(f)-(j), we plot the DMD mode of Z-vorticity at the oscillation
frequency for an airfoil pitching at f ∗p = 0.20 and various amplitudes of oscil-
lation. This is shown at the time-instance corresponding to the airfoil’s mean
position (θ = 15◦) during the pitch-down phase of the oscillation cycle. At small
amplitude oscillations of Aθ = 4◦, shown in figure 6.8(a), we see that the dom-
inant vortex structures at the oscillation frequency are the separating shear
layer near the leading edge, and prominent vortex structures near the trailing
edge. This regime of small-amplitude oscillation shows vortex shedding that
is very similar to that in bluff-bodies, which is evident from the trailing-edge
shedding. On increasing the amplitude of oscillation to Aθ = 10◦, in figure
6.8(b), we see the development of a rolled-up shear layer over the suction sur-
face of the airfoil, along with the initial development of an LEV at this am-
plitude of oscillation. The shear-layer and LEV at the oscillation frequency is
presumably responsible for the large increase in energy transfer over the case
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with smaller amplitude oscillations, as seen in table 6.1.
As we move to larger amplitude oscillations, from Aθ = 25◦ to Aθ = 40◦,
we see that the dominant vortex structure is again the separating shear layer,
which rolls up into an LEV-like structure over the suction surface. This struc-
ture is highlighted for Aθ = 25◦, Aθ = 29◦ and Aθ = 40◦ in figures 6.8(h)-(j)
respectively, at the mean pitch-down position, which corresponds to the max-
imum angular velocity of the airfoil. It is particularly interesting to analyze
the dominant vortex structure at this time-instance since, in the context of en-
ergy transfer, we expect its influence to be maximum (or close to maximum)
when the angular velocity of the airfoil goes through a maximum. Hence it is
instructive to compare this highlighted structure for the cases discussed here,
i.e. Aθ = 25◦, Aθ = 29◦ and Aθ = 40◦, to understand how it affects the energy
transfer as we increase the oscillation amplitude.
In the case of Aθ = 25◦, shown in figure 6.8(h), we see that the strength of
the LEV-like structure does indeed go through a maximum close to the time-
instance shown (it must be noted that although we show just one snapshot
for brevity, we have confirmed the occurrence of this maximum using time-
resolved snapshots). On increasing the amplitude of oscillation to Aθ = 29◦, we
again see the occurrence of a large LEV-like structure over the airfoil in figure
6.8(i), which goes through its maximum size as the angular velocity of the air-
foil peaks. However, it is interesting to note that the extent of this structure is
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larger in the case of Aθ = 29◦ than for Aθ = 25◦, which is evident from compar-
ing the highlighted structures in figures 6.8(h) and 6.8(i). This is in line with
the fact that the energy transfer is larger at Aθ = 29◦, as seen in table 6.1(b).
At Aθ = 40◦, which is shown in figure 6.8(j), we see similar structures as in
the previous two cases. However, we again see that the spatial extent of the
highlighted LEV-like structure is smaller than in the case of Aθ = 29◦ as the
airfoil goes through its peak pitching velocity. Further, the vorticity over the
suction-side of the airfoil extends farther downstream, which suggests that the
LEV is shed earlier in the cycle at these larger amplitude oscillations.
Since we are interested in the fluid-structure coupling between the flow and
the pitching airfoil, it is instructive to analyze the DMD modes of the pressure
field in the flow, since pressure is the dominant forcing mechanism on the air-
foil. Here we describe the DMD modes of the fluid pressure at f ∗ = f ∗p = 0.20
for the cases discussed above, which corresponds to the oscillation frequency
of the airfoil for these cases. In figure 6.8(k)-(o) we plot the DMD mode of the
pressure field at the time-instance corresponding to maximum angular velocity
of the airfoil during the downstroke. We see that for the small amplitude os-
cillation, Aθ = 4◦ in figure 6.8(k), there are alternating low and high-pressure
structures shed off the suction and pressure sides of the trailing edge, similar
to bluff-body shedding. One such trailing-edge vortex is evident at the time-
instance plotted in figure 6.8(k). On increasing the amplitude of oscillation to
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Aθ = 10
◦, shown in figure 6.8(l), there is evidence of a larger LEV over the
suction-side of the airfoil. Further increasing the amplitude to Aθ = 25◦ leads
to a larger low-pressure region over the airfoil, which we see in figure 6.8(m).
The case of Aθ = 29◦ sees a still-larger low-pressure region over the airfoil,
which is seen in figure 6.8(n). This is related to the occurrence of the larger
shear-layer roll-up discussed previously for this case. At the highest amplitude
of oscillation, Aθ = 40◦ shown in figure 6.8(o), we see that a large part of the
low-pressure region over the airfoil has convected downstream of the airfoil,
possibly influencing the pressure-side shear layer in an unfavourable manner
at this time-instance. This supports our previous observation that the large-
amplitude oscillation causes the shedding of vorticity earlier in the oscillating
cycle, thus establishing an unfavourable phase difference and negative energy
transfer.
In addition to the differences in the streamwise location of the pressure
minimum discussed above, it is also interesting to note that there is a differ-
ence in the distance of this structure from the suction surface of the airfoil.
We can see qualitatively from figures 6.8(m)-(o) that this pressure minimum is
closest to the airfoil surface in the case of Aθ = 29◦ and farthest in the case of
Aθ = 40
◦. This can be verified by comparing the surface pressure induced by
the DMD mode at f ∗ = f ∗p = 0.20 for these three cases. In figure 6.9 we plot this
pressure along the airfoil surface, focusing on the portion of the suction surface
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Figure 6.9: Surface pressure from the DMD mode at f ∗ = f ∗p = 0.20, plotted
along half the suction surface of the airfoil for three amplitudes of oscillation,
Aθ = 25
◦, Aθ = 29◦ and Aθ = 40◦. The inset highlights the portion of the airfoil
surface along which pressure is plotted. The pressure for the three cases is
extracted from the pressure field shown in figures 6.8(m)-(o).
closest to the pressure minimum (region of interest is highlighted in the inset
of figure 6.9). We see that the mode at f ∗ = f ∗p does indeed induce the lowest
pressure on the surface in the case of Aθ = 29◦. Further, the pressure minimum
for Aθ = 40◦ occurs farther downstream than in the other two cases, thus sup-
porting our previous observation about the phase of this structure with respect
to the motion.
We can also make our argument about the phase and spatial extent of rele-
vant vortex structures with respect to the motion of the airfoil more quantita-
tive by probing individual points in the flow field over time. In figure 6.10, we
plot the value of vorticity from the DMD mode at f ∗ = f ∗p = 0.20, i.e., the same
DMD modes as in figures 6.8(f)-(j), at three points in the shear layer over time.
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(a) Probe location (i) (b) Probe location (ii) (c) Probe location (iii)
Δ𝜃 = 25° Δ𝜃 = 29° Δ𝜃 = 40° Angular vel.
Figure 6.10: Time-series of Z-vorticity from the DMD mode corresponding to
f ∗ = f ∗p = 0.20, probed at three locations in the suction-side shear-layer. The
probe locations (i),(ii) and (iii) are shown using red circles in figure 6.8(f) and
the Z-vorticity is probed from the fields shown in figures 6.8(h)-(j). This is
shown for cases with Aθ = 25◦, Aθ = 29◦ and Aθ = 40◦. Also shown qualitatively
(amplitude is arbitrary) using a dotted line is the angular velocity at f ∗p = 0.20.
Two positions at which we probe these values are located above mid-chord on
the airfoil, separated by 0.1C in the streamwise direction, while the third point
is slightly downstream of the trailing edge. These points are shown using red
circles in figure 6.8(f). The time evolution of these quantities is compared with
the angular velocity of the airfoil, which is shown qualitatively (focusing on
phase with arbitrary amplitude) as a dotted line in the three plots. At probe
location (i), corresponding to mid-chord, it is evident that the shear layer in
the case of Aθ = 29◦ is both stronger (by about 20%) as well as slightly more
in-phase with the angular velocity of the airfoil. Moving downstream to probe
location (ii), the shear layer in the case of Aθ = 29◦ is still roughly 10% stronger
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than that of Aθ = 25◦, and about 25% stronger than that of Aθ = 40◦. How-
ever when we move downstream of the airfoil to location (iii), the shear layer
in the case of Aθ = 40◦ is much larger than the other two cases, although it
must be noted that the magnitude is significantly smaller at this downstream
position. These measurements hence confirm the qualitative observations dis-
cussed previously, i.e., the strength (and to a lesser degree the phase) of the
dominant vortex structure in the case of Aθ = 29◦ goes through a maximum
more in phase with the maximum angular velocity of the pitching airfoil as
compared to the other two cases discussed. Further, in the case of Aθ = 40◦ the
dominant vortex structures are farther downstream as the airfoil goes through
its maximum angular velocity. This is due to the fact that the large oscillation
amplitude forces the generation and shedding of these structures earlier in the
oscillation cycle.
We see from the above discussion that the DMD modes computed by this
method over the pitching airfoil are able to provide valuable insight into the
interaction between the vortex structures and airfoil motion. At the phase of
maximum angular velocity of the airfoil, the qualitative difference in the phase
of the separated shear layer in the three cases is able to highlight subtle differ-
ences that are not otherwise apparent when analyzing the full flow-field. Fur-
ther, the decomposition of the pressure field also highlights important differ-
ences in the regions of minimum pressure and the resultant induced pressure
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Figure 6.11: Comparison of DMD modes at the pitch frequency (f ∗ = f ∗p )
for airfoils oscillating with amplitude Aθ = 29◦ and two different frequencies,
f ∗p = 0.20 and f ∗p = 0.30. (a) Z-Vorticity contours of the DMD mode at the
maximum pitch-up position for f ∗ = f ∗p = 0.20; (b) Z-Vorticity contours of the
DMD mode at the mean pitch-down position for f ∗ = f ∗p = 0.20; (c) Pressure
contours of the DMD mode at the mean pitch-down position for f ∗ = f ∗p = 0.20;
(d)-(f) Same quantities as in (a)-(c) but for f ∗ = f ∗p = 0.30. Colour-bars for all
Z-vorticity and pressure contours here are the same as in figure 6.8.
on the airfoil surface. The maximum size and strength of the vortex structure
and pressure minimum in the case of Aθ = 29◦ is in line with the fact that this
case shows the maximum energy transfer. Further, the downstream position
of the vortex convecting over the shear layer, as well as the relative position
of the pressure minimum over the suction surface also suggest reasons for the
the negative energy transfer in the case of Aθ = 40◦.
We now analyze the effect of changing the frequency of oscillation while
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keeping the amplitude constant. Specifically, we discuss the DMD modes of
the flow around airfoils oscillating with amplitude Aθ = 29◦, and frequencies
f ∗p = 0.20 and f ∗p = 0.30. In figure 6.11 we show vorticity contours as well as
pressure fields of the DMD mode corresponding to the oscillation frequency for
each case. The top panel shows the case with f ∗ = f ∗p = 0.20 and the bottom
panel shows the case with f ∗ = f ∗p = 0.30. Figures 6.11(a) and 6.11(d) show
the vorticity field at the time-instance corresponding to the peak pitch-up po-
sition. Comparing the two cases at this time instance, we see the generation
of multiple vortices over a cycle in the case of f ∗ = 0.30, which is particularly
evident near the trailing edge and in the wake. Further, we also see evidence
of this at the mean pitch down position, shown in figures 6.11(b) and 6.11(e),
where the vortices convected into the wake show a fragmented structure. The
pressure fields at the mean pitch-down position, shown in figures 6.11(c) and
6.11(f) also show a similar fragmented structure. In particular, we see that the
low-pressure region over the suction side of the airfoil is much smaller in the
case of f ∗ = 0.30, and this is accompanied by a large high-pressure structure.
The presence of these smaller-scale structures in the case of f ∗ = 0.30 indicates
that the timescale associated with the dominant flow-structures, the vortex
shedding and shear-layer roll-up, is different from that of the oscillation. Com-
paring this to the fact that we observe increasingly smaller-scale structures
at higher frequencies in figure 6.6, the smaller-scale structures in the case of
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f ∗ = 0.30 suggest that the dynamics of the flow occur at a lower fundamen-
tal frequency than the oscillation frequency of the airfoil. This discrepancy
between timescales leads to negative energy transfer in this case.
6.5 Conclusions
We have demonstrated a novel application of Dynamic Mode Decomposition
(DMD) to fluid-structure interaction problems involving a rigid body of non-
zero thickness performing large-amplitude motions. This formulation focuses
on computing the DMD modes of the flow around the moving body in the lab-
frame, where the motion of the body is taken into account. We have compared
the results from this method and the standard DMD formulation for the flow
around a periodically rotating circular cylinder, and showed under what condi-
tions the results match. Specifically, we showed that the modes at frequencies
not equal to the oscillation frequency are unmodified. For modes at the oscilla-
tion frequency, the method takes into consideration non-inertial effects in the
velocity field, and retains some spatial effects of the moving reference frame.
This method is applied to the analysis of the flow around an airfoil per-
forming periodic pitching oscillations. We showed that this method is able to
reconstruct the flow-field using a small number of modes (as is the case with
the standard DMD), which is useful for the development of low-order models
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for these flow. Further, we were able to use the computed modes of the flow
at the oscillation frequency to gain insight into the timing and phase of flow
structures that interact with the airfoil during an oscillation cycle. We showed
that by analyzing the mode corresponding to the oscillation frequency, at the
time-instance when the angular velocity of the airfoil goes through a peak, we
can gain significant insight into the phase relationship between the fluid and
structure. We also showed the ability of this method to capture the difference in
timescales between the oscillation frequency and flow structures, by analyzing
the decomposition of the flow around airfoils pitching with the same amplitude
but different frequencies.
The formulation and applications of this novel DMD methodology discussed
here have been published in reference [151].
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The force and moment
partitioning method
The characterization of the forces and moments induced on surfaces by fluid
flows has been a subject of interest since the earliest studies of fluid mechan-
ics. This is particularly true within the domains of aerodynamics and fluid-
structure interactions, where these flow-induced loads play a central role in
much of the physics of these problems. Consequently, insight into the mecha-
nisms that underlie the generation of fluid dynamic loads on surfaces is crucial
in our ability to analyze, model and predict the behaviour of a large variety of
problems.
In this discussion, we are particularly interested in the pressure-induced
loads on a surface within a flow. The force and moment induced by the pressure
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in a flow-field, denoted by p, on an immersed body whose surface is represented














respectively, where ~X and n̂ are the position vector and unit normal vector at
any point on the surface B and ~Xc is the point about which the moment is cal-
culated. These forces and moments are usually computed in a simulation by
directly evaluating these integrals on the surface of the immersed body. How-
ever, due to the elliptic nature of pressure in incompressible fluids, the pressure
at any point in space is simultaneously influenced by the entire flow-field sur-
rounding it. The induced pressure on the surface B therefore incorporates the
effect of various physically distinct mechanisms – such as multiple vortices in
its vicinity, shear/boundary layers, as well as added-mass and viscous diffusion
effects. It is not immediately obvious how the individual contributions of each
of these mechanisms can be disentangled within the total pressure-induced
force and moment. The method presented here therefore aims to demonstrate
one such partitioning of the total force and moment into contributions from
distinct physical mechanisms.
This method is based on the work of Quartappelle and Napolitano [93], who
showed that the pressure-induced forces and moments on an immersed body
165
CHAPTER 7. FORCE AND MOMENT PARTITIONING METHOD
can be written in terms of velocity-field gradients by projecting the Navier-
Stokes equations onto the gradient of an appropriately constructed auxiliary
potential field. The physical relevance of the terms in this projection-based
approach was later recognized by Chang [94] and Zhang et al. [95]. The current
partitioning is based on these prior formulations, but the specific form derived
and used here is different due to our emphasis on vortex-induced pressure.
The force and moment partitioning is presented in dimensionless form,
where the force/moment coefficients, as well as velocity-field quantities, are
non-dimensionalized using the velocity scale U∞, and length scale L. Hence
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Mk is the dimensional form of the total moment.
The method presented here partitions these force and moment coefficients
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Here the superscripts represent different physically identifiable components of
the force/moment on the immersed body. The contribution associated with the
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kinematics of the body (i.e. acceleration-associated effects) are represented by
the superscript κ, the vorticity-induced components by ω, the effect of viscous
shear and diffusion is denoted by σ, effects due to the irrotational component of
the flow are represented by Φ, and the contribution from the flow and vorticity
on the outer boundaries of the spatial domain is given by Σ.
7.1 The force partitioning method:
Theory and derivation
We begin with defining the setup of the force partitioning problem. We
would like to partition the flow-induced force in the i-direction on an immersed
body. The surface of the immersed body is denoted as B, and it is immersed in
a fluid domain where the volume contained by the fluid, external to the body,
is denoted as Vf . This fluid domain is bounded externally by the surface Σ, and
internally by B. The unit normal vector n̂, defining the orientation at every
point along the bounding surfaces B and Σ, points out from the fluid volume
(into the surfaces B and Σ). The position vector of every point along these
surfaces is denoted by ~X. A schematic of this setup is shown in figure 7.1.
We start the derivation with the Navier-Stokes momentum equation, writ-
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Figure 7.1: Schematic of the problem setup for the force and moment parti-
tioning method, along with relevant symbols.
ten in the following form,
∂~u
∂t
+ ~u · ∇~u = −∇p+ 1
Re
∇2~u (7.4)
An auxiliary potential, φi, is constructed at every time-instant, which is a func-
tion of the instantaneous position and shape of the immersed body as well as
the outer domain boundary. This potential is defined as:
∇2φi = 0, with n̂ · ∇φi =

ni , on B
0 , on Σ
(7.5)
The Navier-Stokes equation (7.4) is now projected on to the gradient of this
auxiliary potential, and the result is integrated over the volume of the fluid
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· ∇φi dV. (7.6)
We now simplify each term of the above equation separately, starting with
the pressure term (first term) on the right-hand side as follows:
∫
Vf
∇p · ∇φi dV =
∫
Vf
∇ · (p∇φi) dV. (7.7)
Using the divergence theorem,
∫
Vf
∇ · (p∇φi) dV =
∫
B+Σ
p~n · ∇φi dS =
∫
B
p ni dS (7.8)
where the last step follows from the boundary condition on the field φi. Equa-
tion (7.8) is evidently the force in the i-direction induced on the body due to the
surface pressure distribution exerted by the surrounding fluid.
The viscous term, which is the second term on the right-hand side of equa-
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· ∇φi dV = −
∫
Vf




n̂ · (~ω ×∇φi) dS =
∫
B+Σ
(~ω × n̂) · ∇φi dS. (7.9)
Finally, we simplify the unsteady term (which is the first term in equation
7.6). On account of the incompressibility constraint, ∇ · ~u = 0, and the diver-
































































We now plug equations (7.8), (7.9) and (7.11) into equation (7.6), and rear-
range terms as follows,
∫
B






























(~ω × ~n) · ∇φi dS. (7.12)
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(~ω × ~n) · ∇φidS (7.13)
where the three terms on the right-hand side correspond to the pressure load-
ing due to unsteady effects, fluid velocity gradients in the flow around the im-
mersed body, and viscous effects on the surfaces respectively.
We can derive further physical insight into the flow gradient-related effects,
i.e. the second term on the right-hand side of equation (7.13), by relating this
term to local flow kinematics described by the velocity-gradient tensor, ∇~u. In
particular, it can be shown that the second-invariant of ∇~u, which is referred




















In the above expression, Tr(·) is the trace of a tensor. Furthermore, Q also
corresponds to the difference between local rotation versus strain in the flow-
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where || · || is the Frobenius norm of a tensor. The symbols Ω and S are the












This result can be used in equation (7.13), to rewrite the partitioning of
pressure-induced forces as follows:
∫
B

















(~ω × n̂) · ∇φidS.
(7.16)
It is now clear from the above equation that the second term on the right-hand
side directly relates local flow deformation to the generation of forces on the
immersed body. In particular, the sign of Q allows us to separate rotation-
induced loading from strain-induced loading.
Additional insight into the physical relevance of the terms in equation (7.16)
can be gained by separating the contributions of rotational (vortical) from irro-
tational flow components in the force/moment production. This is done using
the Helmholtz decomposition [152] as follows:
~u = ~uΦ + ~uv = ∇Φ +∇×A (7.17)
where Φ and A are scalar and vector potentials respectively. The velocity com-
ponents ~uΦ and ~uv in the above decomposition are the irrotational and rota-
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tional (vortical) components of the velocity field respectively. Note that fields
Φ and A of the Helmholtz decomposition could in principle be non-unique.
However, the non-uniqueness associated with an additive harmonic function
is eliminated by the application of wall-normal velocity boundary conditions
in the calculation of Φ. Furthermore, the fact that the force decomposition de-
pends on the gradient of Φ and curl of A eliminates any dependence on additive
constants in Φ and A.


















/2 is non-zero only in the presence of non-zero rotational flow, i.e.
where ~uv 6= 0 (which implies ~ω 6= 0). The second term in the right-hand side
of equation (7.16) can then be decomposed into contributions from vortical and




2Q φi dV = −
∫
Vf





























In the above equation, each term on the right-hand side (7.18) has a clear phys-
ical significance. The purely irrotational term (last term in the right-hand side
of 7.18) quantifies the force generated exclusively by irrotational or potential
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flow mechanisms in the flow-field. The first term on the right-hand side of
equation (7.18), due to its dependence on Qv, is non-zero only in the presence of
non-zero vorticity (where ~uv 6= 0). This term therefore corresponds to the com-
ponent of force generated by vorticity-induced effects in the flow-field. More
specifically, its dependence on Qv suggests that this is the pressure-force gen-
erated by vorticity-induced strain and rotation in the flow-field.
It can be shown, by following along the lines of ref. [153], that the irrota-
tional term in equation (7.18) is small in most cases and goes to zero in suffi-












φi dV = ε
Φ
Mk
(noting that εΦMk ≈ 0 in most




2Qv φi dV = −
∫
Vf
2Q φi dV − εΦMk . (7.19)
Lastly, we note that equation (7.16) represents the partitioning of the forces
induced solely by the pressure distribution on the immersed body. However,
the total force also includes shear contributions. The shear force coefficient in
the i-direction can be written as CνFi = −(1/Re)
∫
B
(~ω × n̂) · êi dS, where êi is the
Cartesian basis vector in the i-direction.
Using equations (7.18), (7.19) and the above expression for the force induced
by viscous shear on the surface in equation (7.16), we arrive at the following
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(~ω × n̂) · ∇φi
]
dS. (7.24)
The expressions in (7.20), (7.21), (7.22), (7.23) and (7.24) correspond to the






and CΣFi respectively shown in
equation (7.2). Note that in (7.23) of the above equation, εΦFi ≈ 0 in most cases.
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2Q φidV − εΦFi ≈ −
∫
Vf
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7.2 The moment partitioning method
The partitioning of moments in the k-direction follows along the same lines
as the above derivation. The key difference is the definition of the auxiliary
potential, ψi, which takes the following form:
~∇2ψk = 0, with n̂ · ~∇ψk =

[
( ~X − ~Xc)× n̂
]
· êk , on B
0 , on Σ
(7.31)
Further, the viscous shear-induced moment takes a different form from that
shown in equation (7.28). The moment induced in the k-direction by surface
shear is given by CνMk = −(1/Re)
∫
B
[( ~X − ~Xc) × (~ω × n̂)] · êk dS, where êk is the
Cartesian basis vector in the k-direction. The partitioning of moments on the
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The expressions in (7.32), (7.33), (7.34), (7.35) and (7.36) correspond to the mo-
ment partitioning components CκMk , C
ω
Mk
, CσMk , C
Φ
Mk
and CΣMk respectively shown
in equation (7.3). As in the force partitioning, the term εΦMk ≈ 0 (7.35 of the
above equation) in most situations.
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σ
Mk

















2Q ψkdV − εΦMk ≈ −
∫
Vf





































(~ω × n̂) · ∇ψk
]
dS (7.42)
7.3 Physical significance of each term
We see that the terms in equations (7.26) and (7.38) depend only on the
geometry and velocity of the immersed surface B. Due to this, these terms rep-
resent the kinematic components of the total loading. Further, it can be shown
using the Helmholtz decomposition that this term encapsulates the loading
generated by the classical inviscid (potential flow) added-mass as well as a
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novel centripetal added-mass mechanism.
The effect of viscosity on forces and moments on the surface are given by the
components (7.28) and (7.40). These viscous loads in fact include two distinct
mechanisms – the first term in (7.28) and (7.40) is the pressure-induced force
and moment respectively due to viscous momentum diffusion; and the second
term in (7.28) and (7.40) represents the effect of shear on the surface of the
body.
Irrotational or potential flow effects, purely due to the irrotational compo-
nent of the velocity field (~uΦ) are isolated in the terms (7.29) and (7.41). As men-
tioned earlier, these components can be shown to be small in most cases [153].
The last term, shown in equations (7.30) and (7.42) represents the effect of the
velocity field and flow acceleration on the outer boundary of the domain. It can
be shown that this term also goes to zero for sufficiently large domains [153].
Of primary interest in the research discussed here is the vorticity-induced
component of force and moment, which is shown in equations (7.27) and (7.39).
The vorticity-induced force and moment quantify the loading generated by
vorticity-induced deformations in the flow-field. It is interesting to point out
that the dependence of the vorticity-induced force and moment on Q suggests
a mechanism for the production of this force/moment component based on the
local flow kinematics. Depending on the sign of Q, equations (7.27) and (7.39)
indicate that CωFi and C
ω
Mk
are dictated by vorticity-induced strain (Q < 0) and
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rotation (Q > 0) in the flow. The quantity Q has long been used as a criterion
for the detection of vortices in a flow-field as regions where local rotation dom-
inates over strain (Q > 0). Its appearance in the vortex-induced force/moment
is interesting because it shows that Q is not just a metric describing local flow
kinematics, but that it has a direct bearing on force production. This connec-
tion between Q and pressure-induced force can be further reinforced by noting
that the non-dimensional pressure Poisson equation for incompressible flow




= 2Q. Thus, Q is in fact the source
term in the pressure Poisson equation, and it is therefore not surprising that
it also appears in the partitioned forces and moments. The relevance of this
relationship between Q and pressure is explored in chapter 10.
In addition to estimating the total aerodynamic loading due to the distinct
physical mechanisms discussed above, the volume-integral form of the terms in
(7.27) and (7.39) indicates that the contribution of any individual vortex to the
aerodynamic loading on an immersed body can be determined by constructing
the integrals in (7.27) and (7.39) over the precise volume occupied by the vor-
tex of interest. However, the ability to construct integration volumes that iso-
late the effect of individual flow structures in highly dynamic vortex-dominated
flows is itself a challenge, and chapter 9 describes our approach to this task.
We note that, in principle, the partitioned aerodynamic loads can be computed
independent of the method used to generate these flow-fields, thereby allowing
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this method to be used with data from any simulation and potentially, even
from an experiment. In this context, the force/moment partitioning method
presented here may be viewed as a data-driven method for the analysis of any
flow-field with an immersed body.
7.4 An example: Force and moment on
a pitching airfoil
We now present an example of the force and moment partitioning outlined
above, for a sample case of a two-dimensional airfoil pitching about mid-chord,
at Re = U∞C/ν = 1000 (where C and U∞ are chord-length and free-stream ve-
locity). The airfoil is forced to pitch sinusoidally with dimensionless frequency,
f ∗ = fC/U∞ = 0.25, and amplitude Aθ = 25◦. Figure 7.2(a) shows a comparison
of the total force coefficient in the vertical direction, i.e. the coefficient of lift CL
(where i = 2 and CF2 = CL), compared with the sum of the kinematic, vorticity-
induced, and viscous components (CκL+CωL+CσL). Similarly, figure 7.2(b) shows a
comparison of the total pitching moment coefficient, CM (where k = 3), with the
sum of the terms (CκM +CωM +CσM ). We see that the kinematic, vorticity-induced,
and viscous components account for the bulk of the total force and moment pro-
duction. In fact, it can be shown that irrotational and outer-boundary effects
go to zero for sufficiently large domains (see ref. [153]). We also see from this
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Figure 7.2: Force and moment partitioning for a sample case of a sinusoidally
pitching airfoil with dimensionless frequency f ∗ = 0.25 and amplitude Aθ = 25◦.
(a) Total lift coefficient (CL) calculated using the conventional surface integral
of pressure (equation 7.1) and viscous shear, compared with sum of force parti-
tioning terms, CL ≈ CκL + CωL + CσL; (b) Comparison of total moment coefficient
(CM ) calculated using surface integral compared, with sum of moment parti-
tioning terms, CM ≈ CκM + CωM + CσM ; (c) Comparison of CκFi, CωFi and CσFi; (d)
Comparison of CκMk , C
ω
Mk
and CσMk ; (e) Snapshots of vorticity-induced force dis-
tribution at three phases during a pitch-down cycle; (f) Snapshots of vorticity-
induced moment distribution at three phases during a pitch-down cycle.
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comparison that, as expected in these vortex-dominated flows, the vorticity-
induced component contributes a much larger lift and moment than the other
two components. Lastly, figures 7.2(e) and 7.2(f) show snapshots of the spa-
tial distribution of the vorticity-induced force and moment respectively, i.e. the
integrands in equations (7.27) and (7.39), at three time-instances during the
pitch-down motion of the airfoil. In both cases we see the strong influence of
the leading-edge vortex (LEV). In the context of the lift-force, the LEV induces
a strong positive lift, whereas the moment due to the LEV changes sign as it




cylinders: Insights from force
and energy partitioning
In this chapter, we present an application of the force partitioning and
energy-based methods discussed in chapters 7 and 4 to the analysis of flow-
induced vibration of cylinders. The flow-induced heave oscillations of cylinders
is a fundamental problem in the domain of fluid-structure interactions and has
been extensively studied in the past [129,136,154].
The oscillation response of an elastically-mounted cylinder when immersed
in a freestream flow has been shown to depend on many parameters such as
Reynolds number and reduced velocity (U∗, defined in section 2.2.2) [52–54].
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It also consists of several distinct subcritical as well as supercritical response
branches along with associated bifurcations between these branches [54–56].
In past analyses, it as been shown that these response branches correspond to
different patterns of vortex shedding in the wake and variations in the lift force
experienced by the cylinder [64]. However, these have been largely qualitative
analyses, i.e., the effect of changes in vortex shedding has not been directly and
quantitatively tied to the forces experienced by the cylinder.
Such a quantitative analysis is a task that is well-suited to the force par-
titioning method due to its ability to quantify the forcing induced by distinct
mechanisms as well as different spatial regions and features of the flow. Fur-
thermore, by using this in conjunction with energy extraction, it is possible to
directly relate these different force production mechanisms to the work done
to oscillate the cylinder. The focus of this chapter is hence three-fold: (1) we
demonstrate the use of a force partitioning method to dissect the contributions
of different flow phenomena in driving flow-induced vibrations; (2) an energy-
based analysis is performed to rigorously quantify the effect of different force-
producing mechanisms on oscillating cylinders, and also to identify bifurca-
tions in the flow-induced oscillation response of a system using energy maps;
(3) an application of these tools in the context of shape-effects in flow-induced
vibrations is presented to highlight the interaction of these mechanisms in pro-
ducing bifurcations.
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This study is performed using the two-dimensional aeroelastic model dis-
cussed in section 2.2.2, wherein a finite-mass cylinder which is mounted on a
linear spring is immersed in a freestream flow. The cylinder is allowed to per-
form heave oscillations transverse to the direction of the freestream flow. Fur-
thermore, the cylinder has (in general) a non-circular shape has horizontal and
vertical dimensions L and D respectively, resulting in aspect-ratio AR = L/D.
For all cases discussed here, the cylinders are initialized at their equilibrium
positions, with zero heave velocity. A uniform freestream flow, U∞, is specified
at the upstream boundary. In the case of flow-induced oscillation, transverse
lift force on the cylinder initiates heave oscillations, which are allowed to grow
until a stationary state is achieved. We refer to this maximum stationary state
oscillation amplitude as A∗y. For forced oscillations, the cylinder is oscillated si-
nusoidally with prescribed amplitude (A∗y) and frequency (f ∗) until a stationary
state is achieved.
8.1 Force and energy partitioning
The force partitioning method used in this work is closely related to that
discussed in chapter 7, but is a slight variation due to the fact that it is derived
from the Lamb-Gromeka form of the Navier-Stokes equations. For details on
this partitioning, the reader is referred to the work of Zhang [95, 153] and
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Menon & Mittal [79].
Below we present this partitioning for the transverse force coefficient on
the cylinder, i.e. the lift coefficient given by CL = FL/(12ρU
2
∞D), where FL is
the dimensional lift force. Furthermore, we focus only on the effects of the
kinematic force (CκL), the vorticity-induced force (CωL), and the viscous force (CσL)
since these are the dominant terms (as we will show below and was also the



















































In the above equations, φ2 is defined as in equation (7.5) with i = 2, and ~ω =
∇× ~u is the vorticity. All other quantities are as defined in section 7.1.
The energy partitioning is based on the fact that the flow-induced oscilla-
tions are driven by the energy extracted by the elastic system from the fluid
flow. Over one oscillation cycle, the total non-dimensional energy extracted by
186
CHAPTER 8. CYLINDER VIBRATIONS: FORCE/ENERGY PARTITIONING






where T ∗ = 1/f ∗ is the dimensionless period of the cycle, and ẏ∗ is the di-
mensionless vertical velocity of the cylinder. By partitioning the force on the
cylinder as in equation (8.1), we can also partition the work done by (or energy
extracted from) each of these force components in driving flow-induced oscilla-
tions. Therefore the total energy gained by the cylinder in each oscillation cycle
can correspondingly be partitioned into contributions from each component in
the force partitioning using equations (8.1) and (8.5). This is given by:
E∗ ≈ E∗κ + E∗ω + E∗σ (8.6)
We now show a sample force partitioning for a forced-oscillation case with
AR = 1.15 and A∗y = 0.05. In figure 8.1(a) we plot a comparison of the sum of
contributions from these terms (CωL + CκL + CσL) with the total lift force on the
cylinder. We see that these components account for most of the force on the os-
cillating cylinder. This is expected for domains that are sufficiently large [153].
This also verifies the adequacy of the integration domain used here. In figure
8.1(b) we show time-series plots of the vorticity-induced force, kinematic force,
and viscous force for this case. We see that CκL shows a sinusoidal behaviour,
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Figure 8.1: Partitioning of the lift force on a cylinder with aspect-ratio AR =
1.15, oscillation amplitude A∗y = 0.05, and oscillation frequency f ∗ = 0.15. (a)
Total lift-force compared with sum of force contributions from vorticity-induced
(CωL), kinematic (CκL), and viscous force (CσL) components; (b) Time-series plots
of vorticity-induced, kinematic, and viscous force contributions to lift.
which is dictated by the sinusoidal oscillation of the cylinder due to the fact
that it is related to added-mass effects in the absence of rotation [153]. An-
other observation from figure 8.1(b) is that the vorticity-induced force accounts
for the bulk of the force on the cylinder during periods of high lift force. The
amplitude of viscous force oscillations too shows variations, however the maxi-
mum amplitude is much smaller than that of CωL .
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8.2 Effect of cylinder aspect-ratio on
the amplitude response
We begin our discussion of the results by describing how changes in the
the amplitude response and energy extracted by the cylinder from the flow are
affected by the aspect-ratio of the oscillating cylinder. This discussion serves
to highlight non-linearities in the amplitude response, dictated by the fact that
changes in shape lead to changes in the relative contributions of the underlying
mechanisms that drive the oscillation. The behaviour discussed here will set
the context for the subsequent application of the aforementioned partitioning
methods in analyzing complex oscillation responses, and uncovering the origin
of the bifurcations in the amplitude response.
8.2.1 Flow-induced oscillation response
We begin with a qualitative description of the flow-fields for some select
flow-induced oscillation cases. Figure 8.2 shows instantaneous vorticity con-
tours of the flow for four different flow-induced oscillation cases at Re = 100,
with aspect ratios AR = 1.0 and AR = 1.15, and reduced velocity varying from
U∗ = 5.0 to U∗ = 7.5. The snapshots are shown after each system has achieved
stationary state oscillations. The top panel in figure 8.2 shows snapshots of the
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Figure 8.2: Snapshots of the flow around transversely oscillating cylinders
with different aspect ratios (AR) and reduced velocity (U∗), at Re = 100. The
flow is visualized using contours of Z-vorticity. The top panel shows snap-
shots close to the upper maximum of the oscillation cycle for each case, and
the bottom panel show snapshots close to the mean position as the cylinder is
moving downwards. Cases shown in (a)-(d) show large amplitude oscillations
(of similar magnitude, A∗y ≈ 0.49) and (e)-(h) show relatively smaller oscillation
amplitudes (A∗y ≈ 0.28); (a)-(b) AR = 1.0, U∗ = 6.0; (c)-(d) AR = 1.15, U∗ = 5.0;
(e)-(f) AR = 1.0, U∗ = 7.5; (c)-(d) AR = 1.15, U∗ = 7.0.
flow at the time instance when the cylinder is at the position of maximum dis-
placement, and the bottom panel shows snapshots when the cylinder is close
to the mean position during the downward motion (position of maximum veloc-
ity). Further, figures 8.2(a)-(b) and 8.2(c)-(d) show two cases exhibiting large
amplitude oscillations, with A∗y ≈ 0.49, while the two cases in figures 8.2(e)-(f)
and 8.2(g)-(h) exhibit smaller amplitudes, with A∗y ≈ 0.28.
It is immediately apparent that the cases with larger amplitude oscillations,
in figures 8.2(a)-(d), have wake vortices that are more closely spaced than the
smaller amplitude cases in figures 8.2(e)-(h). This can be qualitatively assessed
by simply counting the number of vortices within the frame of the flow visu-
alizations shown. The reason for this is presumably because larger oscillation
amplitudes lead to stronger shear layers, and thus earlier roll-up. Further,
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even between the two cases with large amplitude, the case with AR = 1.0
and U∗ = 6.0, in figures 8.2(a)-(b), shows a less tight (and possibly less stag-
gered) vortex pattern in the wake as compared to the case with AR = 1.15
and U∗ = 5.0, which is shown in figures 8.2(c)-(d). At the smaller amplitude
of oscillation, the difference in wake shedding pattern between the two cases
shown in figures 8.2(e)-(f) and 8.2(g)-(h) is less evident. However, we still see
that the case with AR = 1.0 and U∗ = 7.5, in figures 8.2(e)-(f), shows a slightly
larger spatial wavelength in the wake (in the streamwise direction) than the
case with AR = 1.15 and U∗ = 7.0, in figures 8.2(g)-(h). Hence we see that,
although the two large amplitude cases have similar oscillation amplitudes,
as do the two smaller amplitude cases, a modest change in shape results in a
qualitatively different flow. However, these plots and corresponding data do
not immediately reveal the role that changes in vortex shedding patterns have
on the flow-induced oscillation.
We now discuss the stationary-state amplitude response of flow-induced os-
cillations for a range of U∗ and AR. In figure 8.3(a) we plot the maximum
heave amplitude (A∗y) at Re = 100 as a function of U∗ for cylinders of different
aspect-ratios. We see that the amplitude curves for all the aspect-ratios stud-
ied here show the familiar peak that is associated with the initial and lower
branch of the cylinder response [129]. Further, the smaller aspect ratios show
larger oscillation amplitudes through the entire range of U∗ investigated here.
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Figure 8.3: Heave amplitude response of flow-induced oscillations at Re =
100; (a) Maximum heave amplitude (A∗y) versus reduced velocity (U∗), plotted
for cylinders of various aspect ratios (AR); (b) Maximum heave amplitude as
a function aspect ratio at three relevant values of U∗, i.e. U∗ = 7.0, 7.5, 8.0.
Symbols for different aspect ratios correspond to those in (a).
An interesting observation from figure 8.3 is that the U∗-extent of the synchro-
nization regime depends on the aspect-ratio. This is particularly evident at the
higher-U∗ limit of the synchronization regime (U∗ ≈ 7.5), where we see that
higher AR cylinders have a smaller synchronization region.
To more clearly underscore the effect of this AR-dependence on the ampli-
tude response, figure 8.3(b) shows the heave amplitude response as a function
of cylinder aspect-ratio for three select values of U∗. These values are indicated
by arrows in figure 8.3(a), i.e. U∗ = 7.0, 7.5 and U∗ = 8.0. At U∗ = 7.0, we see
that the cylinders all show large amplitude oscillations, and the response is
within the lower branch for all values of AR. At U∗ = 8.0, which lies beyond the
lower branch (the so-called desynchronization regime) for all values of AR, we
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Figure 8.4: Heave amplitude response of flow-induced oscillations at Re = 250;
(a) Maximum heave amplitude versus reduced velocity for different aspect-
ratios; (b) Maximum heave amplitude as a function aspect ratio at U∗ =
5.0, 6.0, 7.0.
see that A∗y is small and decreases approximately linearly with increasing AR.
In-between these values of U∗, i.e. at U∗ = 7.5, the smaller aspect-ratio cylin-
ders seem to be on the lower branch whereas the cylinders with AR ≥ 1.2 show
small amplitude oscillations with amplitudes close to those seen at U∗ = 8.0,
which is in the desynchronization regime. There is evidently a sharp transition
between the large- and small-amplitude response (between the behaviour seen
at U∗ = 7.0 and U∗ = 8.0) when the aspect-ratio is increased beyond AR ≥ 1.2
at U∗ ≈ 7.5. In particular, there is a 2.3× drop in amplitude for 4% increase in
AR at U∗ = 7.5, compared with an approximately 1.2× drop in amplitude for
U∗ = 7.0 and U∗ = 8.0.
It is interesting to note that this transition becomes more abrupt with in-
creasing Reynolds number (although at different U∗ and AR values), which we
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show for Re = 250. In figure 8.4(a) we show the maximum heave amplitude, A∗y
as a function of U∗, plotted for cylinders of different aspect-ratios using colors
and symbols as in figure 8.3. We see that the size of this lock-in regime extends
to U∗ = 7.0 for the cases with AR = 1.0 and AR = 1.05, while the lock-in regime
ends at U∗ = 6.0 for higher aspect-ratios. This causes a dramatic drop in os-
cillation amplitude as a function of AR at a fixed reduced velocity of U∗ = 6.0.
This is shown in figure 8.4(b) where we compare the heave amplitude for cases
with U∗ = 5.0, U∗ = 6.0, and U∗ = 7.0, as a function of AR. We see that there
is an approximately four-fold drop in oscillation amplitude at U∗ = 6.0, when
increasing the aspect-ratio a small amount from AR = 1.05 to AR = 1.1.
8.2.2 Energy transfer
In order to utilize the force and energy partitioning tools outlined previously
to analyze the reasons behind this transition in amplitude, it is essential to first
identify the bifurcation causing this behaviour, and the parameters it depends
on. As mentioned earlier in chapter 4, energy maps allow us to identify all pos-
sible response branches of a flow-induced oscillator, along with their associated
bifurcations, by using sinusoidal forced oscillations at matching operating con-
ditions. In the present work, we are interested in bifurcations in the amplitude
response as a function of not just the amplitude and frequency of oscillation (as
has been done in previous works), but also the cylinder aspect-ratio.
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The addition of shape as a parameter in energy transfer would require the
generation of three-dimensional energy maps in order to achieve matching con-
ditions in frequency, amplitude, and shape, and this is computationally expen-
sive. To circumvent this issue, we choose to probe the three-dimensional energy
landscape of the system at the oscillation frequency expected for each cylinder,
which is its observed flow-induced oscillation frequency. While this frequency
is mostly determined by the structural parameters, added-mass effects (which
are different for cylinders of different shapes) can generate small variations in
this frequency as per f ∗ = (1/2π)
√
k/ (m+ma), where ma denotes added-mass.
Hence for given structural parameters, the observed flow-induced oscillation
frequency varies as a function of shape. In the current analysis we focus on
the behaviour corresponding to U∗ = 7.5, as it is this value of U∗ at which
we observe the abrupt drop in flow-induced oscillation amplitude discussed in
the previous section (§ 8.2.1). For this case, f ∗ is determined via the corre-
sponding flow-induced oscillation for each cylinder, at U∗ = 7.5, and is found
to range from 0.13 / f ∗ / 0.155. As mentioned above, this variation is due to
added-mass effects associated with varying aspect-ratio, and also the fact that
the smaller-AR cylinders are within the synchronization regime at U∗ = 7.5,
whereas the larger-AR cylinders are not (as seen in figure 8.3).
In order to map out the amplitude response branches as a function of shape
at U∗ = 7.5, we perform forced oscillation simulations where each cylinder with
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a given aspect-ratio is forced to oscillate sinusoidally with a frequency corre-
sponding to its dominant stationary state flow-induced oscillation frequency
that is observed at U∗ = 7.5. Further, we prescribe oscillation amplitudes in
the range 0 < A∗y ≤ 0.5 for each cylinder, and perform approximately 100 such
simulations for the set of cylinders. The simulations are allowed to reach a
stationary state, and the energy transfer, E∗ given by equation (8.5), is then
computed for each case and analyzed as a function of oscillation amplitude and
cylinder aspect-ratio.
In figure 8.5(a), we show a contour plot of the energy extracted by the oscil-
lating cylinder (undergoing forced oscillations) as a function of heave amplitude
A∗y, and cylinder aspect-ratio AR. The dashed lines show the contours of zero
energy transfer, or the equilibrium curves. These equilibrium curves represent
the stationary-states of sinusoidal flow-induced oscillators with aspect-ratios
1.0 ≤ AR ≤ 1.25 and frequencies corresponding to U∗ = 7.5. These energy
map predictions of the flow-induced oscillation response branches are verified
by superimposing the observed stationary state oscillation amplitudes of the
flow-induced oscillation cases at U∗ = 7.5 on the energy map, using the same
symbols as in figure 8.3. We see that the stationary state amplitudes do in fact
all lie along or near the equilibrium curves in figure 8.5(a).
It must however be noted that the flow-induced oscillations at U∗ = 7.5 do
not necessarily exhibit pure sinusoidal behaviour, especially at small oscilla-
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Figure 8.5: (a) Contours of energy transfer between the cylinder and flow, as a
function of oscillation amplitude (A∗y) and aspect ratio (AR). This energy trans-
fer is computed using forced oscillations. The dashed lines show the zero energy
transfer contours. Stationary state amplitudes of flow-induced oscillation for
cylinders of different aspect ratios, at U∗ = 7.5, are plotted using symbols as in
figure 8.3. Light-green circles show A∗y and AR of the forced-oscillation cases
analyzed in section 8.3; (b) Trajectory of oscillation amplitude during each cycle
for the flow-induced oscillation cases at U∗ = 7.5. The horizontal lines indicate
the magnitude of peak-to-peak amplitude difference between successive cycles,
indicating non-sinusoidal behaviour; (c)-(e) Flow-induced oscillation response
for cases with U∗ = 7.5, and aspect ratios AR = 1.1, AR = 1.15 and AR = 1.2
respectively.
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tion amplitudes, where natural vortex shedding continues to play an impor-
tant role. Three examples of this non-sinusoidal behaviour are shown in fig-
ures 8.5(c)-8.5(e), for cases with AR = 1.1, AR = 1.15 and AR = 1.2 respectively.
The presence of a beat phenomenon is clearly observed in these cases, where
the oscillation is modulated by the vortex shedding frequency. The degree of
non-sinusoidal behaviour during the progression of the cylinder oscillation is
shown in figure 8.5(b). This figure shows the trajectory of amplitude growth,
from A∗y = 0 to the stationary state amplitude, for each flow-induced oscillation
case at U∗ = 7.5. Along this amplitude trajectory, the size of the horizontal
lines (similar to error bars) indicate the magnitude of the amplitude differ-
ence between successive cycles, and are therefore a direct measure of departure
from sinusoidal behavior. The highly non-sinusoidal behaviour at small ampli-
tudes is clear from the larger horizontal bars at small amplitudes for all cases.
The length of these bars progressively gets shorter at larger amplitudes, for
AR ≤ 1.15, indicating the emergence of sinusoidal behaviour as the oscillation
amplitude increases. Hence, although the equilibrium curves are indicative of
the expected flow-induced oscillation behaviour, we do not expect them to ex-
actly match all the exhibited behavior. Indeed, the correspondence between the
equilibrium curves of the energy map and the stationary state amplitude is not
exact, especially for cases with small amplitudes.
An interesting observation from the energy map is the presence of multi-
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ple equilibria for a given shape - one at large amplitude that stretches across
all aspect-ratios, which we will refer to as the high-amplitude equilibrium
curve; and another set of curves at small amplitudes. However, amongst the
equilibrium curves at small amplitudes, we find that the one at aspect-ratios
1.05 / AR / 1.10 is a significantly weaker, and less stable equilibrium than
that at AR ' 1.20. As shown in chapter 4 and by Menon & Mittal [77], the
stability of an equilibrium curve on the energy map is given by the sign of
dE∗/dA∗y. The conditions for a stable equilibrium are E∗ = 0 and dE∗/dA∗y < 0.
Comparing the energy extraction and gradients enclosed by the two equilib-
rium curves at small amplitudes, we find that (not shown here for brevity) the
region at aspect-ratios AR ' 1.20 has roughly 2× the energy loss, and energy
gradients that are roughly an order of magnitude more negative, than that at
1.05 / AR / 1.10.
This large difference in stability is especially important due to the pres-
ence of beating oscillations at small amplitudes, as shown in figure 8.5(b).
The fact that beating oscillations can be written as sum of sine waves with
different frequencies suggests that the presence of beats in the flow-induced
oscillation can be considered as a “frequency perturbation” from the single-
frequency sinusoidal oscillation at which the energy extraction is computed for
each aspect-ratio. This is because for a given aspect-ratio, the energy extraction
is computed by performing forced oscillations at a frequency that corresponds
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to the dominant stationary-state flow-induced oscillation frequency observed at
U∗ = 7.5. However, in the frequency spectrum of flow-induced oscillators that
exhibit beats, this dominant frequency is accompanied by a second (smaller)
frequency peak. The energy map shown in figure 8.5(a) neglects the possible
energy extracted by the oscillator at this secondary frequency. We find that
this second frequency corresponds to approximately f ∗ ≈ 0.15 for all the flow-
induced oscillation cases at U∗ = 7.5. Hence, in order to examine the effect
of this “frequency perturbation” on the energy map shown in figure 8.5(a), we
compute a second energy map at this fixed frequency of f ∗ = 0.15. We use the
same procedure as that described above, except that in this case the oscillation
frequency is held constant at f ∗ = 0.15 for all values of AR. Figure 8.6 shows
the structure of this energy map, where the E∗ = 0 contour line is shown us-
ing a dashed line as before. We immediately notice that the equilibrium curve
that is present at 1.05 / AR / 1.10 in figure 8.5(a) is not present at f ∗ = 0.15
in figure 8.6. However, the equilibrium curve at AR ' 1.20 persists in both
cases. This hence provides additional evidence that the equilibrium curve at
1.05 / AR / 1.10, seen in figure 8.5(a), is a weaker and less stable equilibrium
than that at AR ' 1.20. Due to these reasons, as we will show below, the latter
plays a larger role in the dynamics, and will be referred to as the low-amplitude
equilibrium curve.
The topology of the energy map, and the presence of multiple equilibria for
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Figure 8.6: Contours of energy transfer between the cylinder and flow, as a
function of oscillation amplitude (A∗y) and cylinder aspect ratio (AR) at f ∗ = 0.15
and Re = 100. This energy transfer is computed using forced oscillations. The
dashed line shows the zero energy transfer contour.
some aspect-ratios, suggests an explanation for the observed bifurcation in the
amplitude response at U∗ = 7.5. For values of AR that have multiple equi-
librium curves at different oscillation amplitudes, we expect a system with an
initial condition of zero amplitude (as is the case in this study) to reach its sta-
tionary state at the lowest-amplitude equilibrium corresponding to its value of
AR. This is due to the fact that the amplitude of oscillation in these cases grows
from A∗y = 0 (starting at the bottom of the energy map) at constant AR, until
the growth is stopped on the first encounter with a stable equilibrium. Hence
for the energy map in figure 8.5(a), the first stationary state encountered by
cylinders with AR ' 1.15 is the low-amplitude equilibrium curve. On the other
hand, due to the fact that the low-amplitude equilibrium curve at aspect-ratios
1.05 / AR / 1.10 is a weak equilibrium, as explained above, and the oscilla-
tions at these amplitudes are non-sinusoidal, the low-amplitude equilibrium
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curve at 1.05 / AR / 1.10 does not stop the amplitude growth of cylinders with
these aspect-ratios. As a result, cylinders with AR / 1.15 are able to grow to
larger amplitudes and settle on the high-amplitude equilibrium curve. There-
fore there is a bifurcation from the large-amplitude branch to the small ampli-
tude branch, which occurs at AR ' 1.15. Hence we see that the mapping out of
all possible response branches of the system allows a better understanding of
the bifurcation observed in the flow-induced oscillation response.
We see from the above discussion that the abrupt drop in oscillation am-
plitude seen in the case of U∗ = 7.5 is due to a bifurcation associated with
the emergence of a low-amplitude response branch for AR ' 1.15. Moreover,
we have found that this low-amplitude branch occurs even without the minor
variations in f ∗ for each aspect-ratio. Consequently, the bifurcation appears to
be caused purely by the change in cylinder shape. This suggests that there is
a change in the forcing mechanism(s) on the cylinder as we increase the cylin-
der aspect-ratio for low-amplitude oscillations. It must be pointed out that the
ability to identify the nature of the bifurcation, and isolate the parameters re-
lated to its occurrence is a particular merit of the energy map approach in this
context. In what follows, we attempt to dissect the physical origin of this bifur-
cation, and explain the interaction of forcing mechanisms that give rise to its
emergence.
202
CHAPTER 8. CYLINDER VIBRATIONS: FORCE/ENERGY PARTITIONING
8.3 The initiation and sustenance of
flow-induced vibrations
We focus now on the main theme of this work - which is to demonstrate
the use of the force partitioning method, in conjunction with an energy-based
analysis, to analyze the fluid-dynamic mechanisms that drive flow-induced vi-
bration of cylinders. The aim will be to highlight the relative contributions of
different physical mechanisms in the initiation and sustenance of oscillations,
as well as to highlight the use of these tools in analyzing bifurcations such as
those described in section 8.2. In past studies, such bifurcations have been
related to changes in vortex-shedding patterns, however the direct influence
of these effects on the forces on the cylinder has been mostly analyzed quali-
tatively. In this work, by quantifying the energy extracted by the oscillating
cylinder from different physical mechanisms, we establish a rigorous way to
connect distinct flow mechanisms with the emergence of oscillations. In order
to uncover the origin of the bifurcation seen in section 8.2, we analyze the flow
physics and forcing mechanisms for some select forced-oscillation cases around
the low-amplitude equilibrium curve discussed earlier. Through this, we show
that we are able to develop insights that can then be tied back to the funda-
mental mechanisms driving flow-induced oscillations.
In this discussion, we analyze three forced-oscillation cases close to the bi-
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Figure 8.7: Energy extraction (E∗) during each oscillation cycle for cylinders
of different aspect ratios and oscillation amplitudes at Re = 100 and f ∗ = 0.15;
(a) AR = 1.15, A∗y = 0.05; (b) AR = 1.20, A∗y = 0.05; (c) AR = 1.20, A∗y = 0.10.
furcation of interest, keeping the frequency constant at f ∗ = 0.15 for simplicity.
This frequency is very close to that of the flow-induced oscillation cases that
are involved in the bifurcation. The aspect-ratios and oscillation amplitudes
of the cases analyzed here are shown (using light-green circles) on the energy
map in figure 8.5(a). The effect of AR is studied by comparing two cases with
AR = 1.15 and AR = 1.2 and constant amplitude of A∗y = 0.05, and the effect of
A∗y is studied by comparing A∗y = 0.05 with A∗y = 0.10 for cases with AR = 1.2.
Time-series plots of energy extraction during each oscillation cycle for these
cases are shown in figures 8.7(a)-(c). We see that the energy extraction in the
case with AR = 1.15 and A∗y = 0.05, shown in figure 8.7(a), exhibits a well-
defined oscillation in time. This indicates that the oscillation frequency of CL is
not equal to the heave oscillation frequency (f ∗ = 0.15), i.e. the vortex shedding
is not locked-in. The mean energy extraction is positive in this case, with E∗ =
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7.12 × 10−3. The energy transfer in the case with AR = 1.2 and A∗y = 0.05,
plotted in figure 8.7(b), shows initial oscillations but eventually settles down
to a constant value. This final stationary state, with E∗ = −2.92 × 10−3, is
within the island of E∗ < 0 corresponding to the low-amplitude branch of the
equilibrium curve. Finally, the larger-amplitude case with AR = 1.2 and A∗y =
0.10, shown in figure 8.7(c), also shows a constant value of E∗ at stationary
state, which is positive and much larger than the other two cases, at E∗ =
2.46 × 10−2. Further, the locked-in stationary state is achieved much faster in
the case of A∗y = 0.10 than in the case of A∗y = 0.05 due to the fact that larger
oscillation amplitudes drive the forcing frequency to a locked-in state.
8.3.1 Vorticity and viscous forces in sustained
vibration
We now analyze the partitioning of the energy extraction for the cases dis-
cussed above, using the force partitioning method described in section 8.1. As
discussed in section 8.1, this method allows us to partition the total force on
the oscillating cylinder into physically relevant components, shown in equation
(8.1). A key point in the analysis presented here is that each of these force com-
ponents does work on the cylinder, contributing to the total energy extracted by
the oscillating cylinder. We can therefore use this force partitioning to compute
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Figure 8.8: Partitioning of the energy extraction per oscillation cycle into
contributions from vorticity-induced force (blue, solid line), viscous force (or-
ange, dashed line), and kinematic force (black, dotted line). This is shown for
cylinders of different aspect ratios, oscillating with different amplitudes; (a)
AR = 1.15, A∗y = 0.05; (b) AR = 1.20, A∗y = 0.05; (c) AR = 1.20, A∗y = 0.10.
the energy delivered to the oscillating cylinder by each of these forcing mecha-
nisms as in (8.6). This allows us to quantify the effect of these force-producing
mechanisms in driving the oscillations. In our discussion here, we will focus
only on the force/energy contributions from the kinematic force (CκL), vorticity-
induced force (CωL), and viscosity-related (CσL) components in the partitioning.
This is because, as was verified in section 8.1 (figure 8.1), these components
account for nearly all the force on the cylinder.
In figures 8.8(a)-(c) we show the energy extracted by the oscillating cylinder
from added-mass effects (E∗κ), viscous contributions (E∗σ), and vorticity-related
contributions (E∗ω) for the three cases mentioned above. In all three cases we
see that the bulk of the energy extraction is driven by the vorticity-induced
force. Another observation that is common to the three cases is that the kine-
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0.05 1.15 7.12× 10−3 9.98× 10−3 −3.02× 10−3 1.55× 10−2 −1.78× 10−3
0.05 1.20 −2.92× 10−3 7.50× 10−4 −3.73× 10−3 1.05× 10−2 −5.67× 10−3
0.10 1.20 2.46× 10−2 3.27× 10−2 −8.87× 10−3 6.37× 10−2 −1.25× 10−2
Table 8.1: Summary of mean energy extraction (total energy and compo-
nents of the energy partitioning) for three forced-oscillation cases with different
aspect-ratios and oscillation amplitudes.
matic force contributes nearly zero net energy transfer. This is expected for
periodic, non-rotating oscillations of the cylinder. It is easy to show that the
second term on the right-hand side of equation (8.2) is zero in the absence of
rotation, and the first term corresponds to the traditional added-mass force in
ideal fluids [153]. Hence by plugging this first term, which is a sinusoidal term
in-phase with the displacement of the cylinder, into the equation for energy
transfer (equation 8.5), we see that this integral is zero due to the periodicity
of the system. Therefore, the total energy transfer is primarily determined by
the contributions from the vorticity-induced force and viscous effects.
In the case with AR = 1.15 and A∗y = 0.05, shown in figure 8.8(a), the mean
energy extracted by CωL is E∗ω = 9.98×10−3 and that from CσL is E∗σ = −3.02×10−3.
As was seen in the case of the total energy, the individual contributions to
the total energy also show oscillations in time due to the fact that the forcing
is not locked-in. The case with AR = 1.2 and A∗y = 0.05 is shown in figure
8.8(b) and we see that energy extraction from the vorticity is very small in
this case, with E∗ω = 7.50 × 10−4. The negative energy transfer from viscous
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effects, E∗σ = −3.73 × 10−3, pushes the total energy extraction below zero. In
the high-amplitude case with AR = 1.2 and A∗y = 0.10, shown in figure 8.8(c),
we see that the energy extracted from the vorticity-induced force has a mean
positive value of E∗ω = 3.27 × 10−2, and this is much larger than in the other
two cases. This case too shows energy loss due to the viscosity-related effects,
E∗σ = −8.87×10−3, however the large value of E∗ω compared to the previous case
ensures that the total energy extraction is positive in this case. A summary of
these mean energy extraction values is shown in table 8.1.
We see from this data that, as expected, the viscous effects result in energy
loss in all cases discussed. The sign of the total energy extracted therefore
depends on the relative magnitudes of the energy extracted from the vorticity-
induced force and the energy lost to viscous dissipation. For the total energy
extraction to be positive, E∗ω needs to be large enough to overcome the losses
to viscosity. This confirms that the primary driving force for energy extrac-
tion is the vorticity in the fluid. Further, we see that the magnitude of E∗ω
depends strongly on oscillation amplitude as well as the aspect-ratio. In the
case of AR = 1.15 and A∗y = 0.05, this positive energy extraction from vorticity
is responsible for the overall positive energy extraction. However, there is a
significant drop in E∗ω on increasing the aspect-ratio slightly to AR = 1.2 at
the same amplitude of oscillation. This drop in the energy extracted from the
vorticity-induced forces hence allows the dissipative nature of viscous effects
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Figure 8.9: Schematic of the integration volumes used to calculate the
vorticity-induced force contributions of the shear-layer (denoted by S) and wake
(denoted by W ). These integration volumes are overlaid on an instantaneous
snapshot of contours of CωL for a case with AR = 1.15 and A∗y = 0.05.
to push the total energy extraction below zero. On increasing the oscillation
amplitude to A∗y = 0.10, a large increase in E∗ω is observed for a cylinder with
the same aspect ratio, AR = 1.2. In fact, E∗ω increases by a little more than an
order of magnitude on doubling the amplitude of oscillation from A∗y = 0.05 to
A∗y = 0.10 while keeping the aspect-ratio constant at AR = 1.2. The energy loss
to viscous effects however does not show this disproportionate increase, and E∗ω
hence pushes the total energy extraction to a positive value.
8.3.2 Contributions of the shear-layer and wake
to sustained vibration
A useful question to ask at this juncture is – what physical mechanisms and
flow phenomena contribute to this complicated dependence of E∗ω on the cylin-
209
CHAPTER 8. CYLINDER VIBRATIONS: FORCE/ENERGY PARTITIONING
der aspect-ratio and oscillation amplitude? As pointed out before, the volume-
integral form of the vorticity-induced force in equation (8.3) allows us to isolate
the contribution of vorticity in different spatial regions in the flow, to the to-
tal force on the cylinder. This allows us to decompose E∗ω into contributions
from the work done by the vorticity-induced force from these different spatial
regions, on the oscillating cylinder. Here, we specifically focus on the effects
of the layer of vorticity over the surface of the cylinder (we refer to this as the
“shear layer”) and the vortex wake behind the cylinder. We quantify these ef-
fects by choosing domains of integration that isolate the vorticity on the surface
of the cylinder from that in the wake of the cylinder. In figure 8.9 we show a
schematic of these integration volumes, overlaid on a snapshot of contours of
CωL for a case with AR = 1.15. The rectangular regions denoted by S and W
are the integration volumes used in this work for the contributions from the
shear layer and wake, respectively. We should note that the integration vol-
umes used here are simply meant to isolate these two mechanisms with the
least ambiguity, owing to the lack of strict definitions of the “shear-layer” or
“wake” regions. Hence, since we are interested in isolating the layer of vortic-
ity over the surface of the cylinder, the streamwise extent of the “shear-layer”
region is defined to span the horizontal length of each cylinder’s surface. The
region downstream of this is termed the “wake”. The force contributions from
these volumes (which we denote as CS and CW respectively) can be computed
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Figure 8.10: Partitioning of vorticity-induced lift force into contributions from
the shear layer (CS; green, solid line) and wake (CW ; red, dashed line) for sta-
tionary cylinders with AR = 1.15.
using equation (8.3), and as before, we compute the energy extracted by the
cylinder from the flow in these volumes by using equation (8.5).
A sample partitioning of the vorticity-induced force contributions to lift from
the wake and shear-layer is shown for a stationary AR = 1.15 cylinder in figure
8.10. It is interesting to note that the amplitude of force due to the shear-layer
is significantly higher than that due to the wake in this case. In fact, this is
seen to be true for all the aspect-ratios (including AR = 1.0) studied in this
work. Phenomenologically, this is due to the fact that the wake vortices have
lower vorticity magnitudes than the vorticity layer on the surface and they
are also farther away from the transverse surfaces of the cylinder than the
vorticity layer on the body. This observation will be relevant to our subsequent
discussion about the mechanisms driving the onset and growth of flow-induced
vibrations.
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Figure 8.11: Contributions of energy extraction from vorticity-induced force in
the shear layer (green, solid line) and wake (red, dashed line), for cylinders of
different aspect ratios and oscillating with different amplitudes; (a) AR = 1.15,
A∗y = 0.05; (b) AR = 1.20, A∗y = 0.05; (c) AR = 1.20, A∗y = 0.10.
We can now use the above method to examine the mechanisms that cause
the complex dependence of E∗ω on the aspect-ratio and oscillation amplitude,
shown in figure 8.8. We compare the energy extracted from the vorticity in the
shear layer and wake in figure 8.11, for the stationary states of the three cases
discussed above. The energy extraction from the shear layer is denoted by E∗S
and that from the wake is denoted by E∗W . For the case with AR = 1.15 and
A∗y = 0.05, we see that both E∗S and E∗W exhibit low-frequency oscillations due
to the non locked-in state of the system, as was seen before. The mean energy
transfer from the shear layer and wake in this case are E∗S = 1.55 × 10−2, and
E∗W = −1.78 × 10−3. Hence, we see that the shear layer contributes energy to
the oscillation, while the wake vortices extract energy from the oscillation.
For the case with AR = 1.2 and A∗y = 0.05 too, we find that the shear layer
contributes positive energy at the stationary state, with E∗S = 1.05 × 10−2, and
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the wake vortices extract energy, with E∗W = −5.67× 10−3. Note that the shear
layer energy extraction in this case (AR = 1.2) is slightly lower than that in the
case with AR = 1.15, however the energy loss in the wake is approximately 3×
higher. The case with AR = 1.2 and larger amplitude of A∗y = 0.10 also shows
energy loss due to the wake, along with significantly higher energy extraction
in the shear layer. For this case E∗S = 6.37 × 10−2, which represents a roughly
6× increase from the case with the same aspect-ratio and smaller amplitude of
oscillation. The energy lost to the wake is E∗W = −1.25 × 10−2, which is about
2× of the value computed in the case with smaller oscillation amplitude. A
summary of these average energy extraction values is provided in table 8.1.
An important observation from this spatial partitioning of the energy ex-
traction due to the vorticity-induced force is that for all the cases discussed
here, the wake vortices actually extract energy from the oscillating cylinder
during sustained oscillations. It is therefore the positive work done by the
shear-layer that is the driving force for sustained oscillations. This is some-
what contrary to conventional notions in the field of flow-induced vibrations,
where significant interest has been directed at the vortex shedding patterns in
the wake and their relation to the flow-induced vibration response.
This spatial partitioning also allows us to identify the reason behind the
change in the sign of E∗ for a small increase in the cylinder aspect-ratio (only
about a 4% increase) - and the corresponding bifurcation in the amplitude re-
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sponse discussed in section 8.2.1 This change in E∗ is caused by the fact that
the energy extracted from the shear layer reduces slightly on increasing AR,
while the energy lost to the wake increases dramatically. The small reduction
in E∗S is associated with slightly weaker shear layers over the longer-AR cylin-
der, which is expected. The approximately 3× increase in energy loss due to the
wake can be related to a change in the phase difference between the wake and
the oscillation as AR is increased. Furthermore, this partitioning also suggests
why the region of E∗ < 0 is restricted to low oscillation amplitudes. We see
that doubling the oscillation amplitude at this AR = 1.20 also approximately
doubles E∗W . However, the energy transfer due to the shear layer increases
dramatically, owing to stronger shear layers as a result of larger oscillation
amplitude. In summary, this analysis suggests that the low-amplitude stable
branch of the equilibrium curve is caused by the rapid detuning of the wake
as the aspect-ratio of the cylinder is increased at small amplitude. Further,
the low-amplitude nature of this branch is related to the fact that the energy
extracted from the shear layer varies non-linearly with oscillation amplitude,
and offsets the dissipative effect of the wake at sufficiently large amplitudes.
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8.3.3 Role of the shear-layer and wake in the
initiation of oscillations
The above observation that the wake takes energy away from the oscillation
and the shear layer does positive work to sustain stationary-state oscillations
brings up the question regarding the onset of flow-induced oscillations. The on-
set cannot be explained by the same mechanism driving sustained oscillations,
i.e. energy extraction driven exclusively by the shear layer. This is because the
symmetry-breaking in the wake is known to be responsible for the oscillations
in the shear layers, and the resultant oscillating lift-force [128, 155]. Hence
we expect that the wake plays a role in facilitating the onset of oscillations on
account of this symmetry-breaking. Moreover, since we are using forced os-
cillations as a proxy for the stationary state of flow-induced oscillations, it is
essential to verify that the above findings are not an artefact of forced oscilla-
tion and are indeed relevant in sustaining flow-induced oscillations. To explore
the mechanisms that govern the dynamics at their onset and also confirm that
the previous observations are not specific to forced oscillations, we now ana-
lyze the energy partitioning into the wake and shear-layer contributions for
two representative flow-induced oscillation cases.
In figure 8.12 we plot the energy extracted from the wake (E∗W ) and shear
layer (E∗S) by two flow-induced oscillating cylinders with different aspect-ratios.
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Figure 8.12: Analysis of energy extraction from the shear-layer and wake for
two flow-induced oscillation cases very close to the onset of oscillations. Left
panel shows a case with AR = 1.0, U∗ = 7.0 and right panel shows a case with
AR = 1.20, U∗ = 7.5; (a-b) Amplitude of heave oscillations (∆y∗); (c-d) Energy
extraction from CωL in the shear-layer (E∗S); (e-f) Energy extraction from CωL in
the wake (E∗W ); (g-h) Zoom-in of energy contributions from E∗S and E∗W , plotted
on a semi-log scale for the time-period indicated by the grey boxes in figures (e)
and (f).
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The U∗ values for these cases (U∗ = 7.0 and U∗ = 7.5) correspond to those
around the bifurcation analyzed in 8.3(b). We are particularly interested in the
energy balance very close to the onset, and initial growth, of the oscillation.
The left-panel of figure 8.12 shows this early-time heave amplitude and energy
partitioning for a case with AR = 1.0 and U∗ = 7.0, which shows locked-in
oscillations. The time-series plot of heave amplitude in figure 8.12(a) shows
that the onset of oscillation occurs at t ≈ 40. We see that the energy extraction
from both the shear-layer and wake, shown in figures 8.12(c) and 8.12(e), are
initially zero before the onset of oscillation. However at the onset, the cylinder
initially extracts positive energy from both the shear-layer and the wake. As
the oscillations grow, the cylinder continues to extract energy from the shear
layer at an increasing rate but the wake now becomes an energy-sink for the
oscillations. These observations provide confirmation for our earlier forced-
oscillation findings from figure 8.11, relating to the competing effects of the
shear-layer and wake at finite oscillation amplitudes. Further it also shows
that the vortex shedding in the wake does in fact, play a positive role at the
onset of oscillation, which is a manifestation of symmetry-breaking.
In the right-panel of figure 8.12 we provide further evidence to support
these observations. In this case, with U∗ = 7.5 and AR = 1.20, the oscilla-
tions are not in a locked-in state. This leads to a “beating” phenomenon in
the oscillation as shown in the time-series of heave amplitude in figure 8.12(b).
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The beats are evident in the energy extraction as well, seen as oscillations in
both E∗S and E∗W , in figures 8.12(d) and 8.12(f) respectively. The beating phe-
nomenon is particularly interesting for this discussion as it represents mul-
tiple “onsets” of oscillation. We see that each time the oscillation amplitude
decreases close to zero, there is a brief period of (positive) extraction of energy
from the wake. Subsequent increase in oscillation amplitude leads to a “de-
tuning” of the wake, resulting in the wake becoming an energy sink. Further,
each instance of amplitude growth is also accompanied by positive energy ex-
traction from the shear layer. However in this case, the absence of frequency
lock-in causes a drift in the phase difference between the oscillation and vortex
shedding. This unfavourable phase difference in the wake is able to feedback
into the shear layer at these small oscillation amplitudes (E∗S and E∗W have
comparable magnitudes), resulting in an increased detuning of the shear lay-
ers, thereby reducing the energy extraction from the shear layers. The peri-
odicity of these mechanisms causes this process to repeat and hence leads to
beats in the oscillation amplitude. This is an interesting demonstration of the
competing influence of the wake and shear-layer in producing variations in the
oscillation amplitude.
From the above cases we note that while at large amplitudes the shear-
layer is the driving force for the oscillations, at smaller amplitude, the wake
vortices continue to play an important role. Close to the onset of oscillations in
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particular, both these mechanisms do positive work on the cylinder. To provide
a clearer picture of the relative importance of these two mechanism at the on-
set of flow-induced oscillations, we examine the contributions of wake vortices
and shear layers very early in the initial amplitude growth for the two cases
discussed above. In this analysis, we focus on the time-period indicated by
the grey boxes in figures 8.12(e) and 8.12(f). The energy contributions from the
shear-layer and wake, plotted on a semi-log scale for the two flow-induced oscil-
lation cases discussed above, are shown in figures 8.12(g) and 8.12(h). For both
cases, U∗ = 7.0 and AR = 1.0 in figure 8.12(g) as well as U∗ = 7.5 and AR = 1.2
in figure 8.12(h), we see that the shear-layer is the larger contributor of positive
energy even at this very early time. This is in line with our earlier observation
for a static cylinder (see figure 8.10), where we saw that the shear-layer gener-
ates a larger contribution to the lift force than the wake vorticity. Using this
static condition as a proxy for the pre-onset state of the oscillator, figures 8.10
and 8.12(g-h) are indicative of the same phenomenon - that it is the pressure
variation generated directly by the shear-layers that is the dominant driving
mechanism even very close to the onset of oscillation. However we should re-
iterate that, as mentioned above, the symmetry of the problem requires vortex
shedding in the wake to initiate oscillations in the shear-layer forcing. Hence
although the shear-layer is the dominant mechanism very close to the onset of
oscillations, it cannot act independently to initiate the oscillations.
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Figure 8.13: Comparison of heave velocity, boundary-layer thickness, and
shear-layer forcing for a case of flow-induced oscillations with AR = 1.0 and
U∗ = 7.0 (a) Time-series of heave velocity (ẏ∗); (b) Boundary-layer displace-
ment thickness (δ∗) on the top surface of the cylinder, along the transverse
axis; (c) Force contribution from the dominant terms of CωL in the shear-layer
on the top surface of the cylinder (C̃ω; equation 8.8); (d) Instantaneous snap-
shot of vorticity contours around the cylinder as it moves upward, with white
arrows showing qualitative measure of boundary-layer thickness on the two
transverse surfaces; (e) Comparison of total energy extracted from CωL (solid
line) with that extracted from C̃ω (dashed line) in a small region inside the
top-surface boundary-layer.
8.3.4 Underlying mechanism for the shear-layer
contribution to oscillations
As a final piece in this analysis, we seek to provide a physical basis for the
net-positive energy contribution of the shear-layer for all the cases simulated
here. We hypothesize that the pressure force induced by the shear layers is di-
rectly related to changes in the thickness of the shear layers on the transverse
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surfaces of the cylinder, which in turn, is driven by the transverse oscillations
of the cylinder. Such a relationship would explain two key findings in the above
analysis - that the shear-layer forcing is at a favourable phase with respect to
the heave velocity of the cylinder, and also that its influence strongly depends
on the oscillation amplitude. In order to assess this hypothesis, we compare
the boundary layer thickness on the top surface of the oscillating cylinder to the
transverse velocity, and also relate the changes in the boundary-layer thickness
to the fluctuations in CωL associated with the shear-layer. This comparison is
performed for the case of flow-induced oscillations with AR = 1.0 and U∗ = 7.0,
which was discussed above.
In figure 8.13(a) we show the time-series of heave-velocity for this case, dur-
ing a time-period when the amplitude of oscillation is growing. To compare the
heave-velocity with the boundary-layer thickness, we compute the displace-
ment thickness on the top-surface of the cylinder along the transverse axis.









where Umax is the maximum horizontal velocity in the shear-layer, ymin is the
y−coordinate of the top surface of the cylinder, ymax is the y−coordinate at
which Umax occurs. The computed displacement thickness is plotted against
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time in figure 8.13(b), and we see that the displacement thickness follows an
inverse relationship to the heave-velocity. This confirms that the boundary
layer on the transverse surface of the cylinder compresses(expands) with the
upward(downward) motion of the cylinder. As further qualitative evidence of
this effect, figure 8.13(d) shows an instantaneous snapshot of vorticity contours
around the cylinder as it moves upward, and the white arrows show that the
boundary layer on the upper surface is thinner than that on the lower surface.
In order to relate this boundary-layer thickness to the vorticity-induced
force contained in the shear-layer, we note that the mathematical form for CωL
given in equation (8.3) can be expanded into numerous terms involving the
gradients of the horizontal and vertical velocity components in the flow. We
estimate the importance of each of these terms in driving the oscillations by
probing the flow in a small region within the shear-layer and computing the
energy extracted by the cylinder from each term. The integration volume used
for this exercise is taken as one grid cell, located along the axis of the heave
motion at 0.1D above the surface of the cylinder (moving with the cylinder). We
find that two terms in particular, shown below, correspond to the bulk of the
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energy extraction in this region:





































Here uv and uΦ are the rotational and curl-free components of the horizon-
tal velocity, and vv and vΦ are the corresponding components of the vertical
velocity. The fact that the approximation C̃ω in equation (8.8) dominates the
energy extraction is confirmed in figure 8.13(e) by comparing the total energy
extraction from CωL in this small region (solid line) with the energy accounted
for by C̃ω (dashed line). It is noteworthy that these terms are primarily com-
posed of vertical derivatives of the velocity components. This suggests that the
vorticity-induced force in the shear-layer is indeed driven by the fluctuations
in the boundary-layer thickness. This can be verified by comparing fluctua-
tions in C̃ω, which is plotted in figure 8.13(c) with δ∗. We see that minima in δ∗
correspond to maxima in C̃ω as expected. The fact that δ∗ is in-turn inversely
related to the transverse velocity (ẏ∗) then explains why the shear-layer has a
net-positive influence on the oscillation for all the cases discussed here. This
supports our hypothesis regarding the underlying reason for the dominant in-
fluence of the shear-layer in sustaining flow-induced vibrations.
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8.3.5 Phenomenology of flow-induced vibration
In summary, the above analysis of energy extraction in flow-induced as well
as forced oscillations suggests the following phenomenology for the initiation
and sustenance of the flow-induced vibration of cylinders:
1. Symmetry breaking in the wake results in vortex shedding, which also
induces periodic oscillation in the attached boundary/shear layers.
2. The oscillation in the boundary/shear layer as well as the periodically
shed wake vortices induce oscillations in the lift force on the cylinder.
Both these effects play a role in initiating the cylinder oscillations. How-
ever, the direct contribution of the boundary/shear layer to the oscillating
lift and amplitude growth is larger than the contribution of the wake vor-
tices.
3. For oscillations at small amplitudes, the shear-layer is affected both by
the oscillation of the cylinder as well as the wake vortex shedding, and the
frequency of these two might be different. In this case, the pressure force
induced by the shear layer might detune from the cylinder oscillation pe-
riodically, resulting in a beating phenomenon in the cylinder motion.
4. Once the oscillations grow beyond a certain amplitude, the lift contribu-
tion of the wake vortices goes out of phase with the cylinder oscillation,
and wake vortices begin to act as sinks of energy. In contrast, the shear
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layer is driven primarily by the cylinder motion and the contribution to
energy extraction from the flow increases with oscillation amplitude. It
is this mechanism that sustains stationary state oscillations against the
constant drain of energy by the vortex shedding in the wake. Further,
this increase in shear-layer forcing with amplitude is governed by thick-
ening and thinning of the boundary-layers on the transverse surfaces of
the cylinder, which is a consequence of the heaving motion.
8.4 Conclusions
In this work, we use a force partitioning method in conjunction with an
energy-based analysis to dissect the contributions of different fluid forcing mech-
anisms on the flow-induced vibration of cylinders. The work done on the oscil-
lating cylinder by each of these forcing mechanisms, or the energy extracted
by the cylinder, provides rigorous quantification of their effect on the oscilla-
tion. Further, the force partitioning method also allows us to isolate the con-
tributions of different spatial regions of the flow towards the total vorticity-
induced force. The specific mechanisms analyzed in this work are the effect of
the shear-layer and the vortex-wake in initiating and sustaining oscillations.
These methods therefore allow us to quantify the contributions of specific flow
mechanisms/features in driving the flow-induced vibration of cylinders.
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We show quantitatively that the driving factor behind the flow-induced os-
cillations is the vorticity-induced force. For the cases analyzed here, viscous
effects are always seen to dissipate energy from the oscillation. Thus, the work
done by the vorticity-induced component of the total force needs to overcome
these viscous effects in order to generate sustained oscillations. By further de-
composing the energy extracted from vorticity into the specific contributions of
the shear layer and the wake, we show that while the oscillations are briefly
energized at their onset by the vortex shedding in the wake, the growth as
well as sustenance of these oscillations is driven directly not by the wake vor-
tices but by the shear layer on the transverse surfaces of the cylinder. In fact,
beyond the onset phase, wake vortices actually act as sinks of energy during
sustained oscillation. We highlight these findings in the context of the effect
of aspect-ratio on flow-induced oscillations of a cylinder and explain the rapid
drop in oscillation amplitude with a minor increase in aspect ratio.
Indeed, the conventional use of the term “vortex-induced vibration” to de-
scribe the overall phenomenon has an inherent implication that the oscilla-
tions of elastically mounted bluff bodies are induced by the wake vortices but
our analysis shows that this is not the case. Therefore, “vorticity-induced vi-
bration” is a more apt descriptor for the following reasons – firstly, vorticity-
induced lift forces dominate over all other possible contributions; and secondly,
it is the vorticity in the shear layers and not the vortices in the wake that
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sustain the oscillations. The findings discussed in this chapter have been pub-
lished in reference [79].
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Chapter 9
A physics-based and data-driven
framework for the analysis of
vortex-dominated flows
As evidenced in the preceding chapters, the dynamics of fluid-structure in-
teractions in vortex-dominated flows is very hard to predict for several rea-
sons. Chief amongst these is the presence of multiple distinct mechanisms
for the production of aerodynamic loads on immersed surfaces and the dom-
inant dynamical influence of several vortices. Each of these vortices, as well
as other flow features such as shear layers, induces unsteady and non-linear
loads on immersed surfaces within the fluid as a result of flow separation, vor-
tex shedding and the interaction of vortices amongst each other as well as with
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immersed surfaces within the flow. Vortex-induced loads in such flows there-
fore give rise to a variety of complex phenomena in problems involving fluid-
structure interaction and unsteady aerodynamics.
A prototypical problem that manifests much of the complexity associated
with such flows – vortex dominated behavior and complex vortex interactions
– is the flow around a pitching airfoil. To illustrate this, figure 9.1(a) shows a
data set consisting of 165 two-dimensional Navier-Stokes simulations of flow
past a sinusoidally pitching airfoil. This ensemble of cases represents a pa-
rameter sweep through the pitching frequency, f ∗, and amplitude, Aθ (both
defined in the caption of figure 9.1). The complex vortex dynamics inherent in
such a problem is highlighted by the snapshots of the vorticity field shown for
some select cases in figures 9.1(b)-(e). These snapshots show that this prob-
lem is characterized by a variety of vortex patterns that are quite sensitive
to changes in oscillation kinematics. The snapshots in figures 9.1(b)-(d), cor-
responding to the same oscillation amplitude and relatively small differences
in oscillation frequency, all show the growth of a strong leading-edge vortex
(LEV), along with several other distinct, interacting vortices. However, we see
that the phase of the LEV-growth is slightly different in each case, although
the snapshots are at the same phase in the oscillation.
As illustrated in chapters 4 and 8, one way to assess the overall aeroelastic
interaction of the flow with the airfoil is to evaluate the energy that could po-
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tentially be extracted by the airfoil from the surrounding flow as a function of
oscillation kinematics. This was defined in equation (4.8). The energy extrac-
tion, which is primarily dictated by the phase difference between the dominant
aerodynamic loading mechanisms and the oscillation kinematics [77,151], was
shown to determine the flow-induced oscillation response as well as energy-
harvesting potential of the airfoil [29, 77]. Figure 9.1(a) shows contours this
energy extraction, or the “energy map” of chapter 4, as a function of oscil-
lation frequency and amplitude. As evidenced by these energy contours, the
slight variation in oscillation kinematics for the cases shown in figures 9.1(b)-
(d), which results in subtle changes in the phase of the LEV as well as differ-
ent vortex interactions, has consequences for the sign of energy extraction and
therefore the dynamics of flow-induced motion. Additionally, all these cases ex-
hibit very different vortex interactions close to the leading and trailing-edges,
and this can influence the force production, propulsion, and fluid-structure in-
teraction [100,156,157] associated with such configurations.
Therefore in order to analyze the forcing mechanisms and resultant dynam-
ical behaviour of such problems we need to be able to rigorously quantify the
aerodynamic loading induced by each of these interacting mechanisms and flow
features. While the force and moment partitioning methods (FMPM) discussed
in chapters 7 and 8 can determine the loading associated with any vorticity-
containing region of the flow, vortex-dominated flows typically contain multiple
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(b) f⇤ = 0.25 ; A✓ = 25 
(c) f⇤ = 0.30 ; A✓ = 25 
(d) f⇤ = 0.35 ; A✓ = 25 
(e) f⇤ = 0.70 ; A✓ = 03 
Figure 9.1: Data set showing 165 two-dimensional Navier-Stokes simulations
of an airfoil pitching sinusoidally about its mid-chord. The oscillation ampli-
tude is Aθ and dimensionless frequency is f ∗ = fC/U∞ (where C and U∞ are
chord-length and free-stream velocity). Frequency and amplitude for each case
in the data set is shown as circles in (a). Coloured contours in (a) show mean
energy extracted by the oscillating airfoil over a cycle, E∗. The contour cor-
responding to E∗ = 0 is shown as dashed curve in (a). Figures (b)-(c) show
snapshots of the vorticity field for select cases in this data set, with f ∗ and Aθ
for each case specified.
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vortices which interact, deform as well as change their volume and location as
they are advected with the flow. Thus, to effectively apply FMPM to such flows,
appropriate methods are required to isolate, track, as well as determine the
time-varying volumes occupied by each vortex in an automated manner. This
is an important but non-trivial exercise, and a number of previous studies have
developed tools for some aspects of this task, and demonstrated their utility in
the analysis of vortex dominated flows [122,158–160].
In this chapter, we describe a data-driven framework for automated track-
ing of vortices in relatively complex flows that is specifically suited to the ap-
plication of FMPM. This procedure takes in time-resolved flow-field data and
(1) isolates and tracks multiple individual vortex structures; (2) identifies and
groups vortical structures that occur repeatedly (or periodically) in the given
flow-field data; and (3) extracts the time-history of kinematic quantities as well
as force/moment production due to any selected vortex on the immersed body.
9.1 Automated tracking of vortices and
estimation of aerodynamic loads
The input to this framework is time-resolved data of the fluid velocity field,
as well as information on the position and velocity of all material points on
the surfaces of the immersed body and external domain boundaries. Here we
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assume that the velocity field is defined within the fluid domain Vf , and is rep-
resented in discrete form, i.e. on a spatial grid using the set of grid points
{ζ} and discrete temporal snapshots at Nt time-instances. In this discussion,
we will denote individual time-snapshots as tj where the temporal index is
j ∈ {1, 2, · · · , Nt}. We will outline the steps involved in this framework using
a sample case of a two-dimensional, sinusoidally pitching airfoil, with dimen-
sionless oscillation frequency f ∗ = fC/U∞ = 0.55 and amplitude Aθ = 25◦.
A schematic of the steps involved in this methodology is shown in figure 9.2,
where we show snapshots of results from each stage in the procedure for this
sample case.
9.1.1 Vortex detection
The first step in isolating and quantifying the influence of individual vortex
structures is the task of detecting coherent vortex structures in the given flow-
field. This problem of vortex detection has attracted significant research inter-
est, and numerous definitions of coherent vortex structures have been proposed
in literature, based on Eulerian [161–163] and Lagrangian [164, 165] criteria.
In the context of this work, the aim of this vortex detection step is simply to
identify the spatial volume corresponding to vortical regions in the flow-field,
and this step can be implemented with many of the available vortex detec-
tion methods. In principle, the only requirement on the choice of the vortex
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Vortex tracking &
consistent labeling
Figure 9.2: Schematic of the steps involved in the framework for the auto-
mated tracking of vortices and estimation of aerodynamic loads. The steps are
illustrated using a sample case of a sinusoidally pitching airfoil with dimen-
sionless frequency f ∗ = 0.55 and amplitude Aθ = 25◦.
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detection method is that it generate an Eulerian scalar field representing the
interior of the region occupied by vortical structures. This requirement stems
from the fact that estimating the loading induced by vortex structures, using
the vorticity-induced force and moment shown in equations (7.27) and (7.39),
requires the identification of the spatial volume corresponding to these struc-
tures. In fact, the majority of existing vortex detection criteria do satisfy this
requirement, and can therefore be used as a starting point in this framework.
In the implementation presented here, we utilize the Q-criterion [161] for
detecting vortical regions in a given flow-field, primarily due to the formulation
of the FMPM where Q makes an explicit appearance. This results in the Q









Here Ω and S are the anti-symmetric and symmetric parts of the velocity-
gradient tensor (∇~u) respectively (see equation 7.15). This Q field is a metric
that compares the strength of rotation with strain in a local region of the flow,
with ‘vortices’ corresponding to regions where Q > 0 i.e. where rotation domi-
nates over strain. In figure 9.2, we show a sample vortex detection step for a
2D pitching airfoil. Figure 9.2(i) shows the vorticity field at three time snap-
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shots during the pitch-down motion for this case. These flow-fields represent
the input data for this procedure, and figure 9.2(ii) shows the Q > 0 field, which
represents the vortices in the flow-field.
9.1.2 Vortex isolation and segmentation
Having identified vortical regions in the flow-field, the next step in this
framework involves isolating the spatial volume corresponding to vortices, and
then segmenting out the region occupied by each vortex. As shown in fig-
ure 9.2(ii), the vortex detection step results in a scalar field representing the
distribution of the chosen quantity (such as Q in this case) at every time-
snapshot. Using this scalar field, we perform a two-step method to isolate and
segment the volume occupied by individual vortex structures. The first sub-
step, i.e. the vortex isolation sub-step, simply involves applying an appropriate
threshold to extract volumes within the domain that are occupied by vortices
at time-snapshot tj. In the context of the Q-criterion, we apply a threshold
Q > Qthreshold, where Qthreshold is small compared with the maximum value of Q
in the field, in order to approximate the more physically relevant Q > 0 thresh-
old for vortex detection. In general, the chosen threshold depends on factors
such as errors/uncertainties in the underlying data, and on the vortex detec-
tion method used. In this work we use the threshold Qthreshold = 5. We show in
figure 9.3 that the aerodynamic loading due to flow structures isolated using
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Figure 9.3: Comparison of total CM and CL induced by all vortex structures
detected using the Q > 0 threshold ( ) with those detected using the Q > 5.0
threshold ( ).
Qthreshold = 5 is very similar to that using Qthreshold = 0. In terms of the flow-
field data represented on the set of grid points {ζ}, this thresholding results in
a subset of grid points, {ζΩ} = {ζ : Q(ζ) > Qthreshold}, which consists of several
disconnected (i.e. isolated) vortical regions. Each of these regions is a “dense”
set of grid points where grid points within a particular Q > Qthreshold region are
closer to each other than they are to points within another such region.
Next, we segment these vortical regions into distinct volumes occupied by
each individual vortex. This is performed using the well-known DBSCAN
(density-based spatial clustering of applications with noise) clustering algo-
rithm [166] on the set of grid points {ζΩ}. We note that while the use of
clustering in the detection of coherent structures has been proposed in prior
studies [123–126], the aim here is not to detect vortex structures using this
approach. Rather, the use of clustering here simply aims to segment multiple
distinct vortical regions in a flow and can be used in conjunction with other
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methods of vortex detection.
DBSCAN is a density-based clustering technique that detects clusters as
groups of points that have at least a certain number of neighbouring points,
nd, within a specified distance, ε. The required parameters, ε and nd, are the
maximum distance between two data-points for them to be considered in the
same cluster, and the minimum number of data-points in the neighbourhood
of another point to create a cluster, respectively. We find that ε can be con-
veniently chosen based on the maximum grid-spacing in the region of inter-
est. Correspondingly, nd depends on the number of grid-points that surrounds
any given point within ε distance. The result of the DBSCAN clustering at
any time-snapshot tj is a segmentation of the domain into Nj non-intersecting
clusters, where each cluster corresponds to a distinct subset of the {ζΩ} grid
points. The pth cluster at time-snapshot tj is denoted by V jp ⊂ {ζΩ}, such that
V jp ∩ V jq = ∅, for p 6= q. Here the subscripts, (p, q) ∈ {1, · · · , Nj}, are arbitrary
numeric “labels” assigned to each cluster, and the superscripts specify the in-
dex for time-snapshot tj. The grid points within each set V jp therefore define
the spatial extent of the pth vortical structure at any given time instant tj. We
denote the set of all such volumes at time-snapshot tj as V jΩ = {V j1 , V j2 , · · · , V jNj}.
A sample result of this procedure is shown in figure 9.2(iii), where at each
time-snapshot we see several clusters corresponding to distinct vortex struc-
tures. Each cluster is assigned a numeric label from 1 to Nj at every time-
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snapshot (where Nj itself can vary from one time-snapshot to the next). In fig-
ure 9.2(iii), this label is graphically represented by the color of the vortex struc-
ture. This DBSCAN-based approach has several advantages in the context of
clustering spatial regions in a flow-field. One is that the DBSCAN algorithm,
unlike some other clustering techniques, does not require prior information on
the number of clusters present in the flow domain. Secondly, this method is
able to detect clusters of arbitrary shapes, which is particularly important in
highly dynamic vortex-dominated flows. Lastly, a density-based technique that
detects clusters based on the proximity of “vortical” grid points (ζΩ) to each
other naturally lends itself to flow-field data. If the flow is sufficiently well-
resolved to capture distinct vortical structures, it also necessarily has enough
grid points between these vortical structures in order to distinguish them. This
ensures that by isolating regions of Q > Qthreshold, the vortex structures of in-
terest will present themselves as disconnected “dense” spatial regions in the
domain. These can be efficiently segmented using a density-based clustering
technique.
9.1.3 Vortex tracking and consistent labeling
Application of the above clustering algorithm independently at every time-
snapshot often results in cluster labels (which, for time-step tj range from 1 to
Nj) that have no temporal continuity with the other time snapshots. This is
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shown in figure 9.2(iii), where the result of clustering is shown at three consec-
utive time-snapshots and numeric cluster labels are represented by different
colors. We see, for instance, that the leading-edge vortex, which is highlighted
using a dashed box at each time-snapshot in figure 9.2(iii), is labelled (col-
ored) differently between subsequent time-snapshots. It is easy to see that
this mis-labelling also occurs for the other vortex structures that were iso-
lated in the previous time-step. Consistent labeling of the vortex structures
over all the time-snapshots is essential in order to generate continuous time-
histories of any attributes associated with these vortex structures. These at-
tributes may include the geometry of vortices (location, size, shape etc.) or
kinematic/dynamical behaviour such as net circulation and crucially, the aero-
dynamic loads associated with the vortex, which are obtained from the FMPM.
To achieve temporally consistent labeling of the segmented vortices, we em-
ploy a vortex tracking procedure based on a simple model of vortex convection.
We start by computing the centroids of all clusters identified at time tj. This
set of centroids is denoted by { ~Xj1 , ~Xj2 , · · · , ~XjNj}. The centroids are obtained
as an integrated average of the coordinates within each corresponding volume
V jp ∈ V jΩ. The numerical integration can done using various schemes and here
we employ the simplest, midpoint (area-weighted) integration scheme. Simi-
larly, we define the convection velocity of each cluster as an area-weighted av-
erage of the flow velocity within each set of grid points V jp . These are denoted
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by {~U j1 , ~U j2 , · · · , ~U jNj}. Then at any time tj, we first compute the predicted posi-
tion of all structures detected at the previous time-snapshot using a Forward
Euler scheme. For the pth cluster in the previous time-snapshot, this predicted
position is given by ~X ′p = ~Xj−1p + ~U j−1p ∆t, where p ∈ {1, ..., Nj−1} denotes the
cluster labels at time tj−1 and ∆t is the time-step between these consecutive
snapshots. Hence at every time-snapshot tj, we have the actual centroidal
positions of each vortex structure detected directly from the flow-field at that
time-snapshot, i.e. { ~Xj1 , · · · , ~XjNj}, as well as predicted positions of all vortex
structures computed from the previous time-snapshot, i.e. { ~X ′1, · · · , ~X ′Nj−1}.
Subsequently, a distance matrix of size (Nj×Nj−1) is computed between the
actual vortex centroids at tj and the centroids of the vortex structures predicted
from the previous time-snapshot. This matrix is denoted as D, and its pth-
row and qth-column entry is given by Dp,q = | ~Xjp − ~X ′q|. Here | · | is the L-2
norm. In order to improve the robustness of the distance comparison, we also
include the sign of the average vorticity in each cluster as an extra dimension
in this difference. These pairwise distances are then sorted in ascending order
of magnitude, the rationale being that small entries in D likely correspond to
the same physical vortex structure between successive snapshots. Each pair of
labels, (p, q) in this sorted list is tested against certain conditions, such as either
the label in the present or previous time step has not been already assigned to
another cluster, or that Dp,q is not greater than a specified distance. For pairs
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of labels that satisfy these conditions the label at the current time-snapshot (p)
is changed to match that at the previous time-snapshot (q). This is repeated
until either all cluster labels in the current time-snapshot have been matched
with a corresponding cluster from the previous time-snapshot, or there are
no more pairs that satisfy the specified criteria. The remaining cluster labels
at the current time-snapshot are then considered as being vortices that have
appeared at the current time-step, and are given new labels that are distinct
from all previously used labels. The labels from the previous snapshot (tj−1)
that do not find a match with any vortices at tj correspond to structures that
have either exited the domain of interest or dissipated below the prescribed
threshold. The labels corresponding to these structures are retired. The final
result is that the label for each identified vortex is carried from one time to the
next in a continuous and consistent manner. Furthermore, the time-varying
volume occupied by a vortex with label p is now fully described at any time i by
the set of grid points within each V jp .
In figure 9.2(iv) the result of this vortex tracking process is shown. We
see that the leading-edge vortex, highlighted using the dashed box at each
time-snapshot, as well as other vortices which were arbitrarily labelled at each
time-snapshot in figure 9.2(iii) are now labeled in a way that results in the con-
sistent tracking of these vortex structures. We note that the above procedure
for feature tracking falls under the category of “attribute correspondence” in
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the flow visualization domain (where the attribute in this case is the position),
and a similar method has been shown to work well even in 3D flows [167,168].
9.1.4 Vortex kinematics, ranking and grouping
Once each segmented vortex has a unique and consistent label over time,
we can compute temporal histories of various kinematic attributes for these
vortices including, but not limited to,
• Centroid location, including location of inception and location of exit.
• Vortex area (2D) or volume (3D).
• Shape (as defined by the vortex boundary).
• Vortex strength.
Additionally, vortices can now also be ranked based on any of these kinematic
attributes. Here we choose to rank the vortices in terms of their circulation
(representing vortex strength). For a vortex structure with label p, we compute
its time-dependent circulation (in 2D) as Γp(tj) =
∑
V jp
ωz∆x∆y, where the sum-
mation is over the grid cells in the set V jp at each time-snapshot (tj), ωz is the
time-varying vorticity at the center of each grid cell, and ∆x and ∆y are the lin-
ear dimensions of the grid cell. Due to the periodic nature of the pitching airfoil
problem being analyzed here, we perform this ranking over each cycle of the
airfoil’s oscillation. This is done by integrating the magnitude of circulation for
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each vortex detected in a particular cycle over all time-snapshots within that
cycle. We then sort the vortices in every cycle by this total magnitude of circu-
lation, and retain only the top few vortices for analysis. It must be noted that
this rank-reduction of the set of isolated vortices can be performed in several
different ways, and is only intended to simplify subsequent analysis.
In figures 9.2(v) and 9.2(vi) we show sample results of the kinematic analy-
sis described above. Figure 9.2(v) shows vortex trajectories, represented as the
loci of the centroid of each structure, for the two “top-ranked” vortices identified
in each oscillation cycle using the circulation-based ranking described above.
Figure 9.2(vi) shows time-series plots of circulation for these two “top” vortices,
plotted against the phase of the airfoil’s oscillation. It is clear that the trajec-
tories of the two strongest vortices, although they seem chaotic, all correspond
to vortices shedding off either the leading or trailing edge of the airfoil. In fact,
the leading-edge vortex (LEV) and trailing-edge vortex (TEV) are observed to
be the strongest vortices, in terms of circulation, for the majority of cases ana-
lyzed in the current data set. This is evident from the flow snapshots in figures
9.2(i)-(iv) for the specific case being analyzed in this section.
In addition to the analyses suggested above, the available kinematic infor-
mation can also be used to group the set of the detected vortex structures based
on similarities in any chosen attribute. For instance, the centroid location of
each vortex as a function of time allows us to group vortices based on location
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of inception. In particular, in the rank-reduced set of vortices obtained above,
vortices emerging from the leading-edge could be assigned to one group and
those emanating from the trailing-edge could be assigned to a different group.
We perform this grouping of vortex structures by using a clustering-based ap-
proach. We again use the DBSCAN algorithm described above for this task,
primarily because it does not require knowledge of the number of classes be-
forehand. Figures 9.2(vii) and 9.2(viii) show the result of such a vortex group-
ing, applied to the two top-ranked vortices identified using circulation. The
identified groups are shown using different colors for each group, and figure
9.2(vii) shows the categorized spatial trajectories. Here the grouping is based
on the location of the vortex centroid at its inception, its location on exiting the
domain of interest, and the mean and standard deviation of its circulation. We
see that this method works well even when the kinematics are not perfectly
repeatable over each cycle. Further, ensemble-averages can computed over a
given group, and figure 9.2(viii) shows the ensemble-averaged circulation as a
function of oscillation phase for two groups of vortices, the LEVs and the TEVs.
9.1.5 Force and moment evaluation
Having accomplished the isolation and tracking of the various vortex struc-
tures, we can now perform the final step in this analysis framework, which is to
quantify the aerodynamic loading due to these flow structures on the immersed
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body. As shown in equations (7.27) and (7.39), the induced force and moment
on an immersed body due to vortical regions of the flow can be quantified by in-
tegrating kinematic flow-field quantities over specifically constructed integral
volumes. Thus, for a vortex structure with label p, which occupies the volume














Q ψk dV (9.2)
Here the integrands can be readily calculated at every time-snapshot given the
instantaneous flow-field and geometry of the immersed surface B. Therefore,
using the procedure described above to isolate and track the volumes corre-
sponding to each vortex structure in the flow makes it straightforward to com-
pute the force and moment induced by each of these structures as they evolve
with the flow
In figures 9.2(ix) and 9.2(x) we show a result of this force computation for
the sample case discussed here, where the coefficient of lift (CL) due to the two
“top-ranked” vortices, i.e. the LEV and TEV, are plotted against the phase of
the oscillation. The multiple curves in figure 9.2(ix) correspond to LEVs and
TEVs shed during several oscillation cycles of the pitching airfoil. This proce-
dure therefore allows us to quantify the force and moment production due to
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each of these vortices. Further, the vortex grouping procedure described above
also allows the computation of statistics of the aerodynamic loads over multi-
ple occurrences of a single type of vortex. This is demonstrated in figure 9.2(x),
where the ensemble-averaged CL, computed over all occurrences of LEVs and
TEVs separately, is shown as a function of the phase of oscillation. Thus, us-
ing the framework described in this section, we can analyze high-dimensional,
time-resolved flow-fields and extract a wide range of quantities associated with
the kinematics as well as dynamical influence of individual vortex structures.
9.2 Application to pitching airfoils
We now present an application of the methods described in the previous
section to the analysis of the two-dimensional flow past an airfoil which is un-
dergoing prescribed sinusoidal pitch oscillations over a range of amplitudes
and frequencies of oscillation. As we will show, this canonical problem exhibits
numerous distinct vortex-dynamic regimes, which have been shown to be more
complex [61] than those behind the more well-studied problem of an oscillat-
ing cylinder. Further the flow is characterized by several dominant interacting
vortex structures, and even relatively small changes in the kinematics lead to
substantially different vortex-dynamic behaviour. In this section, we will first
employ a data-driven method to reduce this large ensemble of flow-fields to a
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small number of distinct regimes, and subsequently utilize the methods dis-
cussed in prior sections to analyze these vortex-dominated flow-fields at the
level of individual vortices.
The data-set analyzed here consists of 165 distinct cases of a two-dimensional
NACA0015 airfoil, which undergoes prescribed sinusoidal pitching oscillations
at Reynolds number, defined based on free-stream velocity U∞, and chord-
length C, as Re = U∞C/ν = 1000. The sinusoidal pitching amplitude is given
by θ = θ0 + Aθ sin (2πf ∗t). Here θ is the instantaneous angle-of-attack, θ0 is the
mean angle-of-attack, and Aθ is the pitching amplitude (reported in degrees).
Further, f ∗ is the dimensionless pitching frequency, given by f ∗ = fC/U∞, with
corresponding oscillation period T ∗ = 1/f ∗, and t is the dimensionless time (also
non-dimensionalized by U∞ and C). The airfoil is forced to pitch about mid-
chord with mean angle-of-attack θ0 = 15◦. We analyze oscillation amplitudes
and frequencies in the range 0.5 ≤ Aθ ≤ 40 and 0.10 ≤ f ∗ ≤ 0.70 respectively.
The time-resolved flow-field data used for this analysis consists of 500 temporal
snapshots for each case, recorded after the flow has reached a stationary state.
This corresponds to between 10 and 70 oscillation cycles, depending on f ∗ for
the particular case.
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 
Figure 9.4: Instantaneous snapshots of the vorticity field (left panel for each
case) for four representative cases of pitching airfoils, and corresponding time-
averaged vorticity fields in the wake (ω̄; right panel for each case). The in-
stantaneous snapshots are shown at the phase of maximum angle of attack, in
order to highlight leading and trailing edge vortex interactions and trajecto-
ries. (a) f ∗ = 0.25, Aθ = 25◦; (b) f ∗ = 0.30, Aθ = 25◦; (c) f ∗ = 0.35, Aθ = 25◦; (d)
f ∗ = 0.70, Aθ = 03◦. The dashed box in (a) shows the region used for calculating
ω̄, and that in (d) shows the domain used for the analysis in section 9.2.2.
9.2.1 Rank-reduction based on vortex shedding
regimes
Due to the large size of the present data-set, we begin by performing a
“rank-reduction” of this data to facilitate the analysis. The aim here is to re-
duce the set of 165 time-resolved flow-fields to a smaller set of distinct regimes
(i.e. a “rank-reduced set”) that captures the important features present in the
data set. We then perform the subsequent vortex analysis on this rank-reduced
set of cases. In the present application, distinct vortex-dynamic regimes are
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Figure 9.5: Final clustering result for distinct vortex-dynamic regimes in the
data-set of pitching airfoil simulations. The plot in the center shows all the
simulations in the data-set in f ∗-Aθ space, with markers of different colors
corresponding to different clusters of vortex-dynamic regimes. Time-averaged
vorticity fields corresponding to the simulation closest to the centroid of each
cluster (indicated using numeric labels for each cluster) are shown around the
central f ∗-Aθ plot.
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identified based on vortex patterns in the wake of the pitching airfoil. Further,
we take a data-driven approach to perform this rank-reduction, by identify-
ing groups (or clusters) within this ensemble of flow-fields that have similar
vortex-wake patterns.
Given this large ensemble of time-resolved flow-fields representing each
member of the ensemble, the first step involves extracting appropriate infor-
mation from each case in order to identify similarities in their vortex patterns.
While there are several ways to extract important patterns from time-resolved
flow-fields, such as modal decomposition techniques [106], we use a “zeroth-
order mode” of the flow-field – the time-averaged vorticity field. In figure 9.4,
we show instantaneous snapshots of vorticity (left panel for each case) for four
representative cases from this data-set, along with their corresponding time-
averaged wake-vorticity fields (right panel for each case). The wake region
used for this calculation of mean vorticity is shown using a dashed rectangu-
lar box in figure 9.4(a), and is of size 4.5C × 4C. It is interesting to note that,
although the cases in figures 9.4(a)-(c) have similar kinematics, they show sub-
stantial differences in their vortex dynamics, and consequently in their mean
vorticity patterns. Using this extracted “feature vector” of the flow-field for
each case, we subsequently use a sequence of data-driven tools to discover sim-
ilarities within the data-set, and eventually arrive at a small number of cases
representing distinct vortex dynamic regimes. Further details of the method,
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which involves dimensionality reduction using principle component analysis,
followed by clustering based on Gaussian mixture modeling, and a statistical
evaluation of the robustness of the results, are provided in appendix B.
The rank-reduction process employed here results in 14 clusters represent-
ing distinct vortex-wake patterns. Figure 9.5 shows the demarcation of all
cases in the data-set into these 14 clusters. The plot at the center of figure
9.5 shows the frequency and amplitude of all the cases in the data-set using
circles, and these circles are colored based on the cluster membership for each
case. The case closest to the centroid of each of these 14 clusters is highlighted
using a numeric cluster label in this frequency-amplitude plot. Further, we
also show the mean vorticity field (ω̄) corresponding to the “centroidal” case for
each cluster. These ω̄ plots are labelled using the same cluster labels as well as
framed using the cluster color corresponding to each cluster in the frequency-
amplitude plot. We see that this procedure results in the identification of sev-
eral distinct vortex-dynamic regimes. For the remainder of this paper, We use
these representative centroidal cases to analyze the vortex dynamics in this
data-set.
9.2.2 Analysis of vortex kinematics
We now demonstrate the utility of the analysis framework described in sec-
tion 9.1, applied to the distinct vortex-dynamic regimes identified in the previ-
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ous sub-section. For each representative case in figure 9.5, the time-resolved
flow-field data is analyzed using the framework outlined in section 9.1 and
in the discussion above. While the wake-identification process in the previ-
ous sub-section takes a “global” view of the flow-field, the aim of the methods
demonstrated here is to dissect these regimes in terms of individual vortex
structures – their kinematics, dynamics and the forces/moments they induce
on the pitching airfoil.
We will largely focus on the leading-edge vortex (LEV) and the trailing-edge
vortex (TEV) in this discussion due the dominant role they play in the fluid
dynamics of pitching airfoils. In addition, the LEV and TEV are seen to be
amongst the “strongest” vortices (in terms of circulation) for all cases analyzed
here. However, we note that the methods demonstrated can be applied to the
simultaneous analysis of many other flow structures as well, and we present
an example of such an analysis later in this section. Since a particular focus of
this method is to evaluate the influence of specific vortex structures in terms of
forces and moments induced on a body, we will center this analysis on the flow
in the vicinity of the airfoil. The spatial domain of interest is hence constructed
such that its horizontal extent begins upstream of the airfoil at the leading edge
(when the airfoil is at θ = 0◦) and extends 1.5C downstream of the trailing edge.
The vertical size of the domain of interest is 2C. A schematic of this analysis
domain is shown in figure 9.4(d).
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Figure 9.6: Leading-edge vortex ( ) and trailing-edge vortex ( ) trajectories
corresponding to each vortex-wake regime identified in section 9.2.1. Figure in
the center shows all the simulations in the data-set in f ∗-Aθ space, with mark-
ers of different colors corresponding to different regimes. The vortex trajecto-
ries shown correspond to the simulation closest to the centroid of each cluster.
Also shown on each trajectory plot is the maximum and minimum angle-of-
attack of the oscillating airfoil for each case.
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In figure 9.6 we show the trajectories of all the LEVs (in blue) and TEVs (in
orange) for each of the 14 representative (“centroidal”) cases identified using
the rank-reduction procedure described above. These trajectories consists of
an average of 40 oscillation cycles after the flow reaches a stationary state. As
in figure 9.5, all simulations in the data-set are represented in the frequency-
amplitude plot using circles corresponding to their frequencies and amplitudes
of oscillation, colored by their cluster membership. The plots showing LEV
and TEV trajectories for each of the 14 representative (“centroidal”) cases are
given numeric labels corresponding to each cluster’s “centroidal” case indicated
in the frequency-amplitude plot. Further, these LEV and TEV trajectories are
overlaid on snapshots of the airfoil surface at its extreme angles-of-attack for
each case.
We see from figure 9.6 that the distinct wake regimes identified previously
also correspond to several distinct LEV and TEV trajectories in the vicinity of
the airfoil. These vortex trajectories plots reveal several interesting features
of the vortex dynamics in this problem. First, for all but two cases the LEV is
shed at the maximum pitch-up phase and the TEV is shed at maximum pitch-
down phase. The two cases labels (4) and (5) for which this does not happen
are both the lowest frequency cases in the current data set (f ∗ = 0.10). These
two cases also show trajectories that are quite distinct; whereas in most other
cases (excluding cases 11−13) the LEV and TEVs travel along trajectories that
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do not cross, these two cases show trajectories that cross in the near wake
and are indicative of vortex entrainment. As we will show, these observations
are significant in terms of the forces induced by the TEV as the oscillation
frequency is varied.
A second interesting behavior that is noted is that for case (11), where we
see a bifurcation in the trajectories of the LEVs and TEVs. Examination of
the vortex shedding behavior for this case shows that this is associated with
the appearance of period-doubling bifurcation, wherein shed vortices alternate
between these two trajectories from cycle to cycle. Furthermore, examination of
cases (10)−(13) also reveals what appears to be a period-doubling route to chaos
in this flow. For case (10), the trajectories are highly repeatable from cycle-to-
cycle. A slight increase in frequency coupled with a decrease in amplitude
results in the period-doubling behavior seen for case (11). Further increase
in frequency and decrease in amplitude, in case (12), shows the appearance
of cycle-to-cycle variability in the vortex trajectories which can be viewed as
emerging chaotic behavior. Case (13) shows further increase in non-periodicity
of the flow with the vortex trajectories of both the LEVs and TEV showing large
cycle-to-cycle variations, which is indicative of well-developed chaos.
This bifurcation in trajectories is highlighted in figure 9.7, where the scatter
plot on the left shows the Y -coordinate of each LEV (blue circles; top panel)
and TEV (orange circles; top panel) as it exits the analysis domain. These exit
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Figure 9.7: Scatter plot on the left shows the Y -coordinate of each LEV (top
panel; ) and TEV (bottom panel; ) as it exits the analysis domain, for cases (9)-
(13) in figure 9.6. The scatter plot is generated from vortices in ≈ 40 oscillation
cycles in each case. Right panel shows an instantaneous snapshot of vorticity
for the cases numbered (10)-(13) in figure 9.6.
locations are plotted against the case numbers used in the above discussion.
We see that cases (9) and (10) each show one repeatable exit location each for
the LEV and TEV, whereas the period-doubling in case (11) shows up as two
repeatable exit locations. This exit location gets less repeatable for cases (12)
and (13), with case (13) in particular showing a large spread in exit locations.
This resembles a typical return map for such period-doubling bifurcations, and
a period-doubling route to chaos has indeed been observed in previous work on
unsteady airfoils [148]. However, the occurrence of such a bifurcation is not
obvious from simple flow-field visualizations, particularly in very large data-
sets such as this. This is highlighted in the right panel of figure 9.7, where
we show instantaneous vorticity snapshots for the cases (10)-(13). While these
snapshots show some differences in the flow, they are not indicative of clear
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trends in the kinematics such as that discussed above. Therefore the ability to
identify such behaviour in very large ensembles of flow data is a demonstration
of the utility of the current data-driven analysis approach.
In addition to vortex trajectories, the method allows us to extract a variety
of other quantities associated with the kinematics and geometry of the vortices,
including, for instance, their circulation. As an example, figure 9.8(a) shows a
plot of phase-averaged circulation versus oscillation phase (t/T ∗) for LEVs ( ;
blue) and TEVs ( ; orange) in all 14 cases representing distinct vortex dy-




AΩ is the area occupied by a particular vortex and ωz is the out-of-plane vor-
ticity. We overlay this circulation time-series for all 14 cases to highlight the
wide variety of observed behaviour. Further, this data can also be parsed to an-
alyze trends in circulation versus airfoil kinematics. Figures 9.8(b) and 9.8(c)
show the peak value of circulation (defined as maximum value for TEV and
minimum value for LEV) plotted against f ∗ and Aθ respectively. We see that
clear trends emerge from this data, showing that the magnitude of peak LEV
circulation is inversely proportional to f ∗ and directly proportional to Aθ. The
TEV shows an interesting non-monotonic trend against f ∗ and is weakly mono-
tonic with Aθ. While in the current paper we do not focus further on this data,
we point out that this easily extracted time-resolved circulation data could be
useful for understanding vortex dynamics as well as for the development and
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Figure 9.8: (a) Phase-averaged circulation, Γ, for LEVs ( ; Γ < 0) and TEVs
( ; Γ > 0), plotted against oscillation phase (t/T ∗) for all 14 cases representing
distinct vortex dynamics; (b) Scatter plot of peak Γ versus oscillation frequency
(f ∗) for LEVs ( ) and TEVs ( ); (c) Scatter plot of peak Γ versus oscillation am-
plitude (Aθ) for LEVs ( ) and TEVs ( ). Peak value is defined as most negative
value for LEV and most positive value for TEV. Note: Transparency in (a) is
arbitrary and is purely for visualization.
validation of simplified vortex models [22,89].
As a final demonstration of this framework for kinematic analyses, we present
an example of its application to many simultaneously evolving and interacting
vortex structures, in addition to the LEV and TEV. As mentioned earlier, the
discussion thus far focused exclusively on the LEV and TEV due to the fact
that they are the dominant vortices in the majority of cases. However for oscil-
lations at very low frequencies, we see the generation and shedding of several
other vortices that are comparable to, or only slightly weaker than the LEV
and TEV in terms of circulation. Hence we choose the case with f ∗ = 0.10 and
Aθ = 40
◦ for this demonstration. Figures 9.9(a)-(c) show three instantaneous
snapshots of the vortices in the flow-field, visualized as regions of Q > 0. Sev-
eral vortices of varying strength and size have been indicated using numeric
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labels in these snapshots. We see that this case features a complex flow-field
with vortices shed off the upper and lower surfaces of the leading edge, labeled
(1) and (6) respectively. Further, there are also secondary LEVs shed off both
these surfaces, labeled (4) and (5) respectively, as well as multiple types of
trailing-edge vortices, labelled (2) and (3) respectively. Figure 9.9(d) shows the
extracted vortex trajectories and and we see that the method is able to accu-
rately detect, track, as well as group all these different vortices. This is also
an example of a case where identifying groups of vortices based purely on lo-
cation of inception would not be sufficient, and using other attributes that are
available with the current method (such as mean and standard deviation of cir-
culation in this case) becomes necessary. Although not shown here for brevity,
the accurate isolation, tracking, and grouping of these vortices now allows us
to extract and analyze a variety of kinematic and dynamic quantities relevant
to these vortices, in much the same way as in the analysis of LEVs and TEVs
presented in the rest of this paper.
9.2.3 Vortex-induced forces and moments
We now demonstrate the utility of this framework in dissecting the dynam-
ical influence of individual flow-structures on the immersed surface. As in the
previous section, the focus here will be on the influence of the LEV and TEV.
We begin with an overview of the force and moment generated by the LEV
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(2) (d)(a) (b) (c)
Figure 9.9: An example showing the use of current framework to isolate, track,
and group several (> 2) vortices simultaneously. For this case, f ∗ = 0.10 and
Aθ = 40
◦. (a)–(c) Instantaneous snapshots of the flow visualized using regions
of Q > 0. Snapshots are shown at three phases in a single oscillation cycle.
Arrows and numeric labels highlight six types of vortices that are analyzed.
(d) Spatial trajectories of the six types of vortices highlighted in the flow snap-
shots. Colors show different vortex types and numeric labels correspond to
those in (a)–(c).
and TEV in all 14 centroidal cases. This is shown in figure 9.10, where the
phase-averaged CL and CM , overlaid on each other for all 14 cases, are plot-
ted against the phase of oscillation, t/T ∗. Figures 9.10(a) and 9.10(b) show the
LEV-induced coefficients of lift (CLEVL ) and moment (CLEVM ) respectively, and we
see that there is a wide range in the peak value of lift and moment induced by
the LEV as the airfoil’s oscillation kinematics are varied. Further, we see clear
variations in the phase of the peak lift and moment, which is an important con-
sideration and will be discussed in more detail in this section. Figures 9.10(c)
and 9.10(d) show the TEV-induced lift (CTEVL ) and moment (CTEVM ) for these
cases. We again see large variability in the peak loading induced by the TEV.
It is particularly interesting to point out the large peak in TEV-induced lift
and moment seen in two particular cases, which are indicated using an arrow
in figure 9.10(c). These cases correspond to low-frequency oscillations which,
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Figure 9.10: Phase-averaged CL (top panel) and CM (bottom panel) induced
by LEVs ( ) and TEVs ( ), overlaid for all 14 cases representing distinct
vortex dynamic regimes. X-axis shows the phase of oscillation (t/T ∗); (a) CL
due to LEVs; (b) CM due to LEVs; (c) CLM due to TEVs; (d) CM due to TEVs.
Note: Transparency is arbitrary and is purely for visualization.
as seen in the previous section, behave differently from all other cases even
in terms of the vortex kinematics. The remainder of this section will focus on
demonstrating the efficacy of this framework in analyzing some aspects of the
behaviour highlighted here – particularly the relative importance of the LEV
and TEV as the airfoil kinematics are varied, and the phase of their induced
loading with respect to the airfoil’s motion.
We now focus our discussion on some select cases in the data-set, and delve
further into the details of the aerodynamic loading induced by the LEV and
TEV. In figure 9.11, we compare the vortex-induced force and moment in three
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cases representing distinct vortex-dynamic regimes, with labels (5), (2) and
(13). These cases correspond to airfoils oscillating with the same amplitude
and at different frequencies. The frequencies of oscillation are f ∗ = 0.10, f ∗ =
0.35, and f ∗ = 0.55 in figures 9.11(a), 9.11(b) and 9.11(c) respectively. The
amplitude of oscillation is Aθ = 20◦ for all three cases. The top panel for each
case shows the phase-averaged coefficient of lift (CL) induced by the LEV ( ;
blue solid line), TEV ( ; orange solid line), and the total CL induced by all
vortex structures ( ; grey dashed line). Similarly, the middle panel shows the
coefficient of moment (CM ) induced by the LEV, TEV, and all vortex structures.
In the bottom panel, the force and moment time-series are compared with the
phase of the angular velocity of the airfoil. The oscillation phase is represented
as t/T ∗ on the X-axis.
It is immediately apparent on comparing the time-series plots of the CL
and CM induced by the LEV ( ; blue solid line) with the total induced by
all vortex structures ( ; grey dashed line), that the LEV accounts for the
bulk of the vortex-induced force as well as moment production. In fact, this is
true of nearly all the cases analyzed in this work. Moreover, these cases show
that the LEV dictates a larger proportion of the force and moment production
as the oscillation frequency is increased. We also see that the aerodynamic
loading due to the TEV ( ; orange solid line) is comparable to that of the
LEV only in the lowest-frequency case at f ∗ = 0.10, and is negligible at higher
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(a) (b) (c)f⇤ = 0.10 ; A✓ = 20  f⇤ = 0.35 ; A✓ = 20  f⇤ = 0.55 ; A✓ = 20 
Figure 9.11: Top panel shows CL induced by the LEV ( ) and TEV ( ), com-
pared with total CL induced by all vortical regions ( ). Middle panel shows
CM induced by the LEV ( ) and TEV ( ), compared with total CM induced
by all vortical regions ( ). Bottom panel shows angular velocity (θ̇). All quan-
tities are plotted against phase of oscillation (t/T ∗) for three cases representing
different vortex dynamic regimes. (a) f ∗ = 0.10, Aθ = 20◦; (b) f ∗ = 0.35, Aθ = 20◦;
(c) f ∗ = 0.55, Aθ = 20◦.
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frequencies. This is related to the delayed separation of the TEV that was
observed at low frequencies using the vortex trajectories in figure 9.6. This
delayed separation therefore allows the TEV to benefit from the feeding shear-
layer on the pressure side of the airfoil for a longer duration.
Another important aspect of the forces and moments induced by these vor-
tex structures is their phase with respect to the oscillation of the airfoil. The
phase difference between the force/moment production and the kinematics can
be shown to be a primary determinant of the energy extracted by an elastic
structure from the surrounding flow [77,151]. This energy extraction is in turn
responsible for the initiation and sustenance of flow-induced oscillations, and is
an important quantity in the study of aeroelastic response branches and their
stability [27, 29, 75, 77–79]. For a pitching airfoil, it can be shown that the en-
ergy extracted by the airfoil from the flow depends on the phase difference be-
tween CM and θ̇, and is maximum when they are in-phase [77]. In the present
case, we see from figures 9.11(a)-(c) that θ̇ and the LEV-induced CM get progres-
sively more out-of-phase as the oscillation frequency is increased. In addition,
there is also a variation in the phase of CL with respect to the kinematics of
the airfoil. This is relevant in multi-degree-of-freedom applications such as
energy harvesting. In particular, for systems based on energy extraction from
heave oscillations that are instigated by pitching-related non-linearities [169],
the phase of the LEV-induced CL with respect to the oscillation is an impor-
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tant aspect in their performance. This method can therefore inform design
considerations in these applications to either enhance or diminish the energy
extraction from various flow-structures, as necessary.
As a final demonstration of the current method, we use flow-field data in
conjunction with the computed forces and moments in order to explain the
phase-behaviour observed above. In particular, we analyze the physics behind
the observation that the LEV-induced moment is more out-of-phase with angu-
lar velocity as the oscillation frequency is increased. For this analysis we focus
on two cases which have oscillation frequencies f ∗ = 0.20 and f ∗ = 0.35, with
equal amplitudes of Aθ = 35◦. These cases are chosen because they correspond
to positive and negative energy extraction (E∗) respectively, or favourable and
unfavourable phase difference between CM and θ̇. In addition, these cases lie
very close to the boundary between positive and negative energy extraction by
the pitching airfoil (see E∗ = 0 contour in figure 9.1), and therefore represent
a situation where an increase in oscillation frequency (at constant amplitude)
causes CM to go from in-phase to out-of-phase with respect to θ̇. The cases with
f ∗ = 0.20 and f ∗ = 0.35 are labelled (6) and (10) in the preceding discussion,
and their analysis is presented in figures 9.12(a) and 9.12(b) respectively.
In figure, 9.12 the top panel shows the moment induced by the LEV for
each case, denoted as CLEVM . This is compared with θ̇ in the middle panel.
We note that moment and angular velocity are positive in the anti-clockwise
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(i) (ii) (iii) (iv) (v) (vi)(a) (b)
LEVLEV
t/T ⇤ = 0.50 t/T ⇤ = 0.50
t/T ⇤ = 0.75t/T ⇤ = 0.75
t/T ⇤ = 1.0 t/T ⇤ = 1.0
Figure 9.12: Comparison of the phase difference between LEV-induced mo-
ment and angular velocity for two cases: (a, i–iii) f ∗ = 0.20, Aθ = 35◦; and (b,
iv–vi) f ∗ = 0.35, Aθ = 35◦. For each case, time-series plots show phase-averaged
LEV-induced coefficient of moment (top panel; CLEVM ), angular velocity (mid-
dle panel; θ̇), and energy extraction from LEV-induced moment (bottom panel;
ELEV ). Snapshots for each case show the LEV’s position at three phases of os-
cillation, t/T ∗ = 0.5, t/T ∗ = 0.75 and t/T ∗ = 1.0 (indicated by vertical dashed
lines). Note: Angular velocity and moment are positive in the anti-clockwise
(pitch-down) direction.
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direction. The bottom panel shows the LEV-induced energy extraction for each
case, computed, as a function of time. This is the energy extracted exclusively




CLEVM θ̇ dt. (9.3)
We first point out that the energy extracted from the LEV is indeed positive for
the lower frequency case in figure 9.12(a) and negative for the higher frequency
case in figure 9.12(b). This is related to the phase difference between CLEVM and
θ̇. It is easy to see that the maxima of CLEVM and θ̇ align well for f ∗ = 0.20 in
figure 9.12(a), whereas these maxima are shifted by approximately 90◦ from
each other for f ∗ = 0.35 in figure 9.12(b). In order to relate these time-series
plots with the dynamics of the flow, figures 9.12(i)-(iii) and 9.12(iv)-(vi) show
instantaneous snapshots of the LEV and airfoil at three phases of oscillation.
Here t/T ∗ = 0.5 represents the beginning of the pitch-down motion from the
maximum angle-of-attack, t/T ∗ = 0.75 occurs at the mean angle-of-attack dur-
ing the pitch-down motion, and t/T ∗ = 1.0 is the end of the pitch-down motion.
These phases are indicated by the vertical dashed lines in figures 9.12(a) and
9.12(b).
In both cases, we see from figures 9.12(i) and 9.12(iv) that the LEV is at-
tached to the airfoil at the start of the pitch-down stroke. It induces a strong
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pitch-up (negative) moment on the airfoil in both cases, as seen in the CLEVM
plots at t/T ∗ = 0.5. In the low-frequency case however, t/T ∗ = 0.5 is immedi-
ately followed by a reduction in the pitch-up (negative) moment. This indicates
that the LEV separates very soon after the airfoil begins pitching-down (at
t/T ∗ = 0.5) in the f ∗ = 0.20 case. This is in contrast to the higher-frequency
case, where figure 9.12(b) shows that the negative peak in CLEVM occurs later in
the cycle (at t/T ∗ ≈ 0.625). Although not shown here, flow snapshots indicate
that the earlier separation of the LEV in the low-frequency case occurs because
the slower pitching motion allows the LEV to begin developing earlier in the
previous pitch-up stroke. This early roll-up and slower pitching velocity, com-
pared to higher-frequency motion, allows more time for the LEV’s growth and
saturation, hence promoting earlier shedding.
This phase-difference in the LEV’s growth and shedding has significant con-
sequences as the airfoil reaches its maximum pitch-down angular velocity at
t/T ∗ = 0.75. For the low-frequency case, figure 9.12(ii) shows a snapshot at
t/T ∗ = 0.75 when the LEV is positioned downstream of the hinge location (mid-
chord). The LEV-induced suction therefore generates a peak in pitch-down
(positive) moment, which coincides with the peak in angular velocity. This is
seen at t/T ∗ = 0.75 in figure 9.12(a). This favourable timing between the LEV
and airfoil kinematics in the low-frequency case results in CLEVM being in-phase
with θ̇, and the airfoil extracting positive energy from the LEV.
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In the high-frequency case, on the other hand, snapshot 9.12(v) shows that
the LEV is yet to convect past the hinge location at t/T ∗ = 0.75. This is due
to the airfoil’s faster motion as well as the delayed separation of the LEV. As a
consequence, figure 9.12(b) shows that CLEVM is small and slightly negative at
t/T ∗ = 0.75, when θ̇ is at its peak. The maximum CLEVM in this case is attained
later in the cycle, at t/T ∗ = 1.0, when the LEV is located above the downstream
half of the airfoil as shown in figure 9.12(vi). However, t/T ∗ = 1.0 corresponds
to the start of the pitch-up stroke. Due to the fact that the maximum pitch-
down moment is induced by the LEV at the start of the airfoil’s pitch-up motion,
the phase between CLEVM and θ̇ is unfavourable and hence leads to negative
energy extraction from the LEV.
This analysis highlights the competing influence of the pitching timescale
and important flow timescales (such as those for vortex shedding and convec-
tion) in determining the phase of the forcing with respect to the kinematics.
This also demonstrates that in addition to accurately tracking and quantifying
the kinematic and dynamic effects of particular vortex structures, this frame-
work also allows us to precisely correlate these estimated quantities with ob-
served flow phenomena.
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9.3 Conclusions
We have presented a data-driven and physics-based computational frame-
work for the analysis of vortex-dominated flows. This is a flexible and auto-
mated method to accurately evaluate kinematic quantities and the aerody-
namic loading of individual vortex structures in complex vortex-dominated
flows. This method uses a force and moment partitioning formulation which
breaks down the aerodynamic loading on an immersed body into physically
insightful components. This formulation is combined with a suite of physics-
informed and data-driven methods to simultaneously detect, isolate, segment,
track, and categorize several distinct vortices in complex flow-fields. The end
result is a framework that takes in time-resolved flow fields and provides quan-
titative details of the kinematic evolution as well as the aerodynamic loading
due to each vortex structure in the problem.
We present an application of these methods to a large data-set of 165 two-
dimensional pitching airfoil simulations at a wide range of kinematic operat-
ing conditions. The analysis reveals several interesting aspects of the vortex
kinematics, such as period-doubling in vortex trajectories and the dependence
of circulation on the airfoil kinematics. These are generally non-trivial to ex-
tract from such large ensembles of flow-field data. Further, the utility of this
method in analyzing the dynamical influence of key vortex structures is also
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demonstrated. In particular, we quantify the force and moment induced by
leading and trailing-edge vortices for various cases, and highlight how their
relative importance varies with the kinematics of the airfoil’s oscillation. We
also analyze the phase between the forces/moments generated and the motion
of the airfoil, and connect this to their relevance in flow-induced oscillation and
energy harvesting.
It is important to highlight that while the present analysis focuses exclu-
sively on vortex structures (detected as regions of Q > 0), the framework is
equally applicable to the analysis of other flow structures that are defined by
some metric/variable. Furthermore, several aspects in the current implemen-
tation of the vortex analysis as well as vortex pattern-based rank-reduction
methods can be modified due to the versatile nature of the framework. For
instance, while vortices are identified using the Q-criterion in this implemen-
tation, a variety of other tools aimed at detecting coherent structures can be
used instead [164, 165]. The DBSCAN-based method for isolating and seg-
menting these vortices can also be replaced by spectral and graph clustering
techniques [122, 125, 126]. Additionally, the grouping of these vortices can be
performed based on vortex shape, size, as well as dynamical influence, in place
of the trajectory and circulation-based grouping used here.





a vortex on induced aerodynamic
loads
Unsteady aerodynamics is one area where a number of studies have focused
on determining the aerodynamic loads induced by vortices in a flow [15, 80,
84, 91, 171–174]. This task is made difficult not only by the fact that most
flows consist of multiple interacting vortices and shear layers, but also that
there continues to be significant ambiguity regarding the very definition of a
vortex [164] and its relationship to the induced pressure field.
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A method for vortex identification that is commonly used is the so-called
“Q-criterion” [161, 163]. The quantity Q, as highlighted in equation (7.15),
is the second invariant of the velocity gradient tensor and can be defined as
Q = 1
2
(||Ω||2 − ||S||2). Here S and Ω are the strain-rate and rotation tensors











according to the Q-criterion, is then defined as a connected region where Q > 0.
This corresponds to regions where the Frobenius norm of the rotation tensor is
greater than that of the strain-rate tensor.
As discussed in section 7.3, it is interesting that while the quantity Q has
mostly been associated with the flow kinematics, Jeong & Hussain [163] noted
that the pressure Poisson equation for incompressible flow, derived by taking
the divergence of the Navier-Stokes equation, can be expressed as:
∇2p = −ρ∇ · (~u · ∇~u) ≡ ρ∇~u : (∇~u)T ≡ 2ρQ. (10.1)
Equation (10.1) shows that Q appears in the source term of the pressure Pois-
son equation and is thus not merely a kinematic quantity, but one with direct
implications for the dynamics of the flow as well. Furthermore, while regions
of positive Q, which are used to identify vortices, may draw much of our atten-
tion, equation (10.1) shows that regions with negative Q, i.e. strain-dominated
regions, are no less significant with regard to their effect on pressure.
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A question that immediately arises from equation (10.1) is: do vortices have
regions of negative Q associated with them and, if so, how significant are these
regions? To answer this, we first note that the following Neumann bound-
ary condition completes the prescription of the above boundary-value problem:






. We now consider a vortex in an infinite quiescent
flow for which the boundary condition at the far-field would be homogeneous.




Q dV ≡ 0, where Vf is the volume of the flow domain. This
implies that, for such a vortex, the volume integral of the negative Q region
is equal to the volume integral of positive Q in the vortex core. Furthermore,
immediately outside the region of positive Q, the velocity gradients have to be
non-zero and therefore, this region immediately surrounding the vortex core
should have Q < 0. Thus, for any vortex in a viscous flow, the positive-Q core
is necessarily associated with a negative-Q “corona” of equivalent significance.
This can easily be confirmed for exact vortex solutions of the Navier-Stokes
equations such as the Rankine vortex [175], the Lamb–Oseen vortex [176], and
others. While the presence of boundaries and other flow complexities might
eliminate the strict equipartitioning of Q for a vortex, we nevertheless expect
that every vortex will have a significant corona of negative Q around it. This
observation, combined with equation (10.1), suggests that the strain dominated
region around a vortex could have a significant contribution to the net aerody-
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namic load induced by a vortex. However, although the overall effect of these
strain-dominated regions on aerodynamic loading has implicitly been included
in past studies, our physical intuition regarding aerodynamic loading has gen-
erally been tied to the growth, motion and overall evolution of the rotational
core of vortices. The role of the strain-induced region on force production has,
thus far, not garnered significant attention.
In this chapter, we examine the aerodynamic loads induced by vortices on
an immersed surface, and in particular, we focus on the distinct roles played
by regions of positive as well as negative Q associated with vortices. For this
analysis, we choose to focus on the problem of a sinusoidally pitching airfoil
that exhibits dynamic stall, and generates leading-edge (LEV) and trailing-
edge vortices (TEVs). Using this analysis, we examine the phenomenon of
dynamic stall and show that our understanding of vortex-induced loads is in-
complete without also discussing the role played by the corona of negative Q
around a vortex.
10.1 Problem description
The dynamic stall problem discussed here is simulated using the flow solver
and computational setup described in sections 2.1 and 2.2.1. This two-dimensional
model consists of a sinusoidally pitching NACA0015 airfoil with chord-length
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C and a rounded trailing edge, immersed in a uniform free-stream flow with
velocity U∞. The pitch oscillation is prescribed as: θ = θ0+Aθ sin (2πf ∗t) where θ
is the instantaneous pitch angle, θ0 is the mean pitch angle and Aθ is the pitch
amplitude. The dimensionless pitching frequency is given by f ∗ = FC/U∞
where F is the pitch frequency. The Reynolds number of the flow is Re =
U∞C/ν = 1000.
The analysis presented here employs the force partitioning method and
data-driven analysis framework discussed in chapters 7 and 9 to precisely
quantify the force contributions of various vortices and vortical regions in the
flow. We are particularly interested in analyzing the lift force, which is ex-
pressed in terms of the lift coefficient CL. We show in section 10.2 that this lift
force is dominated by the vortex-induced component, which is given by equa-




2Q φ2 dV (10.2)
where φ2 is given by equation (7.5) with i = 2.
We perform this vortex isolation, tracking and force evaluation within a
sub-domain of size 2.5C × 2C around the airfoil within which the computed
vortex-induced lift is approximately equal to that integrated over the entire
flow domain. Furthermore, we partition the vortex-induced lift into compo-
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Figure 10.1: Coefficient of lift (CL) versus pitch-angle (θ) plots for the two
cases: (a) f ∗ = 0.35, Aθ = 20◦; (b) f ∗ = 0.10, Aθ = 20◦. Labels t1–t4 correspond
to time-instances examined in subsequent discussion and figures. The dashed
line indicates the lift coefficient for corresponding static airfoil [177].
nents associated with positive-Q regions and negative-Q regions; these are re-
ferred to as “rotation-induced” and “strain-induced” lift, respectively, and the
corresponding lift coefficients denoted by CΩL and CSL , respectively.
10.2 Analysis of dynamic stall
The analysis is based on two cases of a pitching airfoil with different dimen-
sionless pitching frequencies: f ∗ = 0.35 and 0.10. The other parameters which
are kept the same for these cases are Re = 1000, θ0 = 15◦ and Aθ = 20◦. Figure
10.1 shows the lift versus pitch angle for the two cases. While both cases ex-
hibit the classic features of dynamic stall (instantaneous lift that significantly
exceeds the corresponding static lift followed by a rapid drop in lift), the dif-
ferences between the two due to the pitching frequency provide an effective
substrate to examine vortex-induced forces in a comprehensive manner.
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10.2.1 Case 1: f∗ = 0.35
We first discuss the case with f ∗ = 0.35, and specifically examine the time-
instances marked t1–t4 in figure 10.1. Figure 10.2(a) shows a snapshot of vortic-
ity at time t1, and we see four key features: a large primary LEV (pLEV) from
the previous cycle which is in the near-wake of the foil, a large TEV which
is near the trailing edge, a secondary LEV (sLEV) which is located near mid-
chord and a shear layer on the suction side which is the initial stage in the
formation of the next pLEV.
Figures 10.2(b)-(e) show the Q fields at time instances t1 – t4, overlaid with
contours of φ2. These Q fields clearly identify the key vortices that are gener-
ated during the pitching cycle as regions of positive Q and for time t1, figure
10.2(b) can be correlated with the vorticity plot in figure 10.2(a). Also notice-
able in the plots of Q are the large regions of Q < 0 that surround the vortices,
which corroborates our earlier discussion about the existence of such regions
around vortices. These regions of negative Q tend to be more spread out than
the vortex cores. There is also a region of negative Q near the leading edge of
the airfoil that is sustained throughout the pitching cycle.
The distribution of φ2 has some distinctive features that have important
implications for the vortex-induced lift. First, it has opposite sign over the
two surfaces of the airfoil. Thus, a vortex adjacent to one surface of the airfoil
would generate a force in the opposite direction to that induced by the same
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Figure 10.2: Flow snapshots and lift contributions for the case with f ∗ = 0.35.
(a) Contours of spanwise vorticity at time t1. (b)-(e) Filled contours of Q, with
levels [−40, 40], overlaid with line contours of φ2. (f)-(i) Distribution of vortex-
induced lift (−2Qφ2) with contour levels [−65, 65]. Dashed lines and labels show
integration volumes corresponding to each vortex which are used to compute
the vortex-induced lift associated with these regions as per equation (10.2).
Snapshots (b)-(e) and (f)-(i) are at time-instances t1 – t4 from top to bottom. (j)
Total lift coefficient (CL; ) compared with vortex-induced lift (CωFi; ). Pitch
angle is shown for reference (θ; ). (k) Rotation-induced lift (CΩL ; ) and
contributions from the primary LEV ( ), TEV ( ) and secondary LEV ( ).
(l) Rotation-induced lift due to regions of Q > 0 (CΩL ; ) and strain-induced
lift due to regions of Q < 0 (CSL ; ). Time instances t1 – t4 are indicated using
dashed grey lines.
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vortex adjacent to the other surface. Second, the magnitude of φ2 is highest
near mid-chord and decays towards the leading and trailing edges. Therefore,
a vortex located near mid-chord would generate a larger lift force than the
same vortex located near the leading or trailing-edges. Finally, φ2 decays with
distance from the airfoil and hence, as expected, the influence of a vortex on
the lift would diminish with distance from the airfoil.
Figures 10.2(f)-(i) show corresponding contour plots of the integrand of the
vortex-induced lift, −2Qφ2. This represents the vortex-induced lift per unit
volume of fluid and these plots can be interpreted based on the distribution of
Q and φ2 shown in figures 10.2(b)-(e). We see that the most lift-inducing flow
structures are those with large Q magnitudes and/or those near mid-chord due
to the large magnitude of φ2.
The dynamical influence of the various flow structures observed in the flow
snapshots discussed above are quantified in figures 10.2(j)-(l). Figure 10.2(j)
shows the time-variation of the total lift coefficient, shown as a solid black
line, and the vortex-induced lift coefficient (dashed black line) over two pitch-
ing cycles. First, it is noted that the vortex-induced lift is nearly identical to
the total lift and this highlights the predominance of this component of the lift
force. As for the case shown in section 7.4, the added mass and viscous con-
tributions have orders of magnitude O(10−2) and O(10−1) respectively. Second,
the lift curve shows a rapid drop between t1 and t3, which represents the typi-
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cal signature of dynamic stall. The generally accepted notion is that dynamic
stall occurs when an attached leading-edge vortex, which generates high lift,
undergoes a “shedding” event [57, 80, 172]. We can evaluate this notion rig-
orously by computing the distinct lift contributions of each vortex highlighted
above. This is done using an automated framework that segments and tracks
the volumes of the Q > 0 regions occupied by each of the vortices. These spatial
volumes are shown as Q = 0 contours using the dashed lines in figures 10.2(f)-
(i). The resulting “rotation-induced lift” for the various vortices is presented in
figure 10.2(k). We see that the pLEV is indeed the dominant generator of lift
on the airfoil, with the sLEV and the TEV generating much smaller contribu-
tions (peak lift due to sLEV and TEV is about 15% of the pLEV). However, very
surprisingly, we note that from time t1 to t3 while the total lift on the airfoil
falls, the lift induced by the pLEV actually increases and reaches a peak at t3.
This increase in pLEV-induced lift is consistent with its growth while staying
attached in a region of relatively large φ2, as seen in figures 10.2(c)-(d) as well
as 10.2(g)-(h). When the pLEV is released and starts to move away from the
surface of the foil, as seen in figures 10.2(e) and 10.2(i) at t4, the lift induced
by it reduces, as expected. However, the total lift actually increases during
this time, from t3 to t4. Thus, the total lift on the airfoil is nearly perfectly out
of phase with the lift induced by the pLEV. This observation runs contrary to
our phenomenological understanding of the role of LEVs in lift enhancement
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and dynamic stall. In fact, this phase-lag between the growth of the pLEV and
the lift maximum has been previously reported by Xia & Mohseni [173] and
Gharali & Johnson [15].
The cause of this seemingly anomalous behavior becomes clear when we
examine the components of the vortex-induced lift associated the negative Q
regions (what we call “strain-induced lift”) as shown in figure 10.2(l). This plot
shows that even though the positive lift induced by the growing LEV does in-
deed increase between phases t2 and t3, this increase is counteracted by an
increase in the negative lift induced by regions of Q < 0 that surround the
LEV. These regions of negative Q occur in areas where the φ2 has a high mag-
nitude, as seen in figures 10.2(c)-(e), and that helps accentuate their effect on
the total lift. Thus, the rapid drop in lift occurs not due to the “shedding” of
the LEV but due to the growth of the strain-dominated negative Q regions that
develop around the growing LEV. Similarly, the rise in total lift between t3 and
t4, which occurs despite the reduction in pLEV-induced lift, is driven by the
slightly more rapid reduction in the negative strain-induced lift. Some stud-
ies have in fact, reported a phase lag between the onset of dynamic stall and
attainment of peak LEV circulation [15, 173]. For the current case, we show
that such a phase lag, which runs counter to our intuition regarding dynamic
stall, can be explained by the significant influence of strain-induced loading.
Thus, this case challenges our conventional understanding of phenomenolog-
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ical connection between LEV evolution and dynamic stall, and points to the
significant role that the strain dominated regions can play in determining the
aerodynamic loads on the surface.
10.2.2 Case 2: f∗ = 0.10
We now contrast this behaviour with that at low-frequency oscillations of
f ∗ = 0.10. The hysteresis plot in figure 10.1(b) shows that the pitch-angle
reversal in this case corresponds to a sharper initial drop in lift, indicating
that the vortices in this low frequency oscillation interact differently with the
timescale of oscillation. The snapshots of Q, shown for this case in figures
10.3(b)-(e), highlight the main vortex structures in the flow. We see that it is
dominated by the same three vortices as in the previous case - the primary
and secondary LEVs and the TEV. However, on comparing figures 10.3(b) and
10.2(d), which correspond to time instances soon after the pLEV-separation in
the present and previous case respectively, we see that the pLEV in the current
low-frequency case is larger in size and farther away from the surface of the
airfoil. This is a result of the slower pitching motion, which allows more time
for the growth and downstream motion of the pLEV.
This increased distance of the pLEV from the surface has important con-
sequences for the lift induced by the pLEV as well as its surrounding region
of strain. Figures 10.3(f)-(i) show snapshots of (−2Qφ2) for this case, and we
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Figure 10.3: Flow snapshots and lift contributions for the case with f ∗ = 0.10.
(a) Contours of spanwise vorticity at time t1. (b)-(e) Filled contours of Q, with
levels [−40, 40], overlaid with line contours of φ2. (f)-(i) Distribution of vortex-
induced lift (−2Qφ2) with contour levels [−65, 65]. Snapshots (b)-(e) and (f)-(i)
are at time-instances t1 – t4 from top to bottom. (j) Total lift coefficient (CL; )
compared with vortex-induced lift (CωFi; ). Pitch angle is shown for reference
(θ; ). (k) Rotation-induced lift (CΩL ; ) and contributions from the primary
LEV ( ), TEV ( ) and secondary LEV ( ). (l) Rotation-induced lift due to
regions of Q > 0 (CΩL ; ) and strain-induced lift due to regions of Q < 0 (CSL ;
). Time instances t1 – t4 are indicated using dashed grey lines.
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see from figures 10.3(g) and 10.3(h) that the induced-force density of the pLEV
as well as the straining regions around it are significantly smaller than in the
f ∗ = 0.35 case discussed earlier (note the difference in (−2Qφ2) contour levels
between the two cases). In particular, a comparison of the lift distribution in
figures 10.3(g)-(i) with that of figures 10.2(g)-(i) shows a stark contrast in the
distance of the pLEV from the wall soon after pLEV-separation, as well as the
resultant confinement of the strain associated with the pLEV near the wall.
The implications of these observations are evident in figures 10.3(j)-(l). Fig-
ure 10.3(j) again shows that the vortex-induced lift dominates the overall lift
production. The contributions of total rotation-induced lift (i.e. Q > 0 regions)
as well as those of the individual vortices are quantified in figure 10.3(k). First,
we note that the peak in the total rotation-induced lift aligns (at time t2) well
with that for the total lift. This is in contrast to the previous case where the two
were quite out-of-phase. Second, the contribution of the pLEV peaks at time t1,
which is in-phase with CL but slightly ahead of the the peak rotation-induced
lift. The sLEV appears around this time and augments the rotation-induced
lift, resulting in the peak CΩL at t2. There is also a second peak in the total
rotation-induced lift at t4 which, as evident from figure 10.3(k), is generated by
the trailing-edge vortex.
Finally, figure 10.3(l) shows the contribution of the rotation and strain-
induced lifts to the total vortex-induced lift. We note that the strain-induced
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lift has a time-profile that is similar to the rotation-induced lift but remains
consistently lower in magnitude for most of the pitching cycle. This is con-
sistent with the observation that regions of large-strain around the vortices
are generated relatively further away from the airfoil in this case as compared
with the previous case. Furthermore, this also explains the fact that CL is in-
phase with the rotation-induced lift in this case, unlike the behaviour seen for
f ∗ = 0.35.
Thus, this lower frequency case presents a more conventional phenomenol-
ogy of dynamic stall where the total lift correlates, as expected, with the growth
and movement of the rotational cores of the vortices. The strain-induced lift
force, despite being comparable in magnitude to the rotation-induced lift and
of significantly greater magnitude than the total lift, does not play as signifi-
cant a role for this case, as it does for the first one.
10.3 Conclusions
We have shown that while studies of vortices and their effects on aerody-
namic loads have mostly focused on the rotational cores of vortices, vortex
cores are in fact surrounded by dynamically significant regions where strain
dominates over rotation. In particular, these strain-dominated regions exert a
considerable, and sometimes even dominant, influence on the induced aerody-
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namic loads. By using simulations of flow past a pitching airfoil and employing
a powerful force partitioning method to separate the force contributions of var-
ious regions of the flow, we have shown that the lift induced by the strain domi-
nated regions around vortices is of a magnitude comparable to that induced by
the rotational cores of the vortices. For one of the two cases presented here, we
also show that dynamic stall, i.e. the rapid drop in lift for an unsteady airfoil,
is less connected with the conventional notion of leading-edge vortex shedding
and more with the formation and evolution of the strain dominated “corona” of
the leading edge-vortices.
We close by pointing out that previous investigations [89, 91, 92, 173] of
vortex-induced aerodynamic loads do implicitly include the effect of strain-
dominated regions of a vortex in estimating induced loads. However, the ac-
companying interpretations of the mechanisms and phenomenology has been
based primarily on the rotational vortex cores and has largely ignored the
strain-dominated regions associated with vortices. The current study show-
cases the significant and sometimes dominant influence of the strain-dominated
regions around a vortex, and highlights the utility of explicitly accounting for
these effects when examining the mechanisms that govern aerodynamic load-
ing in vortex-dominated flows.





Spanwise and cross-span vortices
In previous chapters we demonstrated the utility of the force partitioning
method in uncovering fundamental insights into the mechanisms driving force
generation and flow-induced oscillations in some canonical two-dimensional
problems. In particular, we showed that the analysis of these flows at the
level of individual vortex structures and their associated strain goes a long way
in extending our understanding of their dynamics. In this chapter, present
preliminary first steps in extending such investigations to three-dimensional
flows.
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This chapter reports on the vortex-induced lift production mechanisms in
low Reynolds number flows over low aspect-ratio wings. The specific focus
is on the roles that vortex structures containing spanwise oriented and non-
spanwise oriented vorticity play in lift production. This interest in spanwise
vorticity-containing structures is motivated by the fact that several previous
studies have highlighted the dominant role of the leading-edge vortex in lift
production, and its importance in applications such as biological flight [9, 81,
84]. However, as mentioned in previous chapters, these studies have mostly
qualitatively correlated the occurrence and evolution of specific vortex struc-
tures to the lift on wings. Moreover, we showed in chapter 10 that the strain
region associated with vortices also has important dynamical significance, but
these regions are generally not given as much attention. Therefore we aim to
use the force partitioning method of chapter 7 to quantify the role of these vor-
tices and their strain in lift production on three-dimensional wings, and also
estimate their influence within different regions of the flow-field around the
wing and in the wake.
11.1 Problem description
In this chapter, we analyze the three-dimensional incompressible flow over
flat-plate wings with rectangular and triangular (delta) planforms. The rect-
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angular wing studied has a 2 : 1 span-to-chord aspect-ratio. The cross section
of the wing is a flat plate with a thickness of 15% of the chord. The delta
wing analyzed has the same cross-section and aspect-ratio as the rectangular
wing when the chord-length is measured at its maximum location (which is
mid-span). Therefore this 2 : 1 aspect-ratio delta wing has a sweep angle of
45◦. Figures 11.1(a) and 11.1(b) show schematics of the rectangular and delta
wings.
We denote the chord-length of the wings as C, and they are placed in a
uniform incoming freestream flow which has velocity U∞. The chord-based
Reynolds number of the flow is Re = U∞C/ν = 1000. The flow over both wings is
simulated in a large computational domain that has dimensions 18C×20C×20C
in the streamwise, spanwise and “wall-normal” direction. The domain is dis-
cretized using a Cartesian grid with 192×256×128 grid points. The grid around
the wing is isotropic with a resolution of approximately 72 points across the
chord (or 144 points across the span), and the grid is expanded away from the
wing. A schematic of this domain and the Cartesian grid is shown in figure
11.1(c). A Dirichlet velocity boundary condition is specified at the upstream
(inlet) boundary of the domain, and homogeneous Neumann boundary condi-
tions are specified at all other boundaries.
We use the force partitioning formulation of chapter 7 to quantify the vortex-
induced lift force induced by different regions of the flow-field. We report our
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Figure 11.1: (a) and (b) show the geometry of the rectangular and delta wings
respectively. (c) Computational domain and the Cartesian computational grid.
results in terms of the lift coefficient, CL = FL/(12ρU
2
∞A), where FL is the di-
mensional form of the lift and A is the area of the wing. We express the lift
coefficient associated with the vortex-induced force as CωL , and for a particular




2Q φ2 dV (11.1)
where φ2 is given by equation (7.5) with i = 2.
A specific focus in this work is isolating the distinct roles that spanwise and
non-spanwise oriented vortices play in lift production over three-dimensional
wings. While there are many methods to identify the volumes in the flow-field
occupied by vortices aligned in particular directions, we use a simple method
based on the direction of the vorticity unit vector at every point in the flow-field.
In our coordinate system, X and Z are the streamwise and spanwise directions
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respectively, and the three components of the vorticity vector, ~ω, are denoted
as ωx, ωy and ωz. The component of the vorticity unit vector in the spanwise









The magnitude of ηz in equation (11.2) represents the cosine of the angle be-
tween the spanwise direction (Z-axis) and the local vorticity vector at any point
in the flow-field. Here we identify “spanwise oriented” vorticity very simply as
regions where this angle is less than 45◦, which implies |ηz| > cos(π/4). Geo-
metrically, this condition is satisfied at any point in space if the local vorticity
vector lies within either of two symmetric cones whose axes are aligned with
the positive and negative Z-axes (spanwise direction), with each cone having a
half-angle of 45◦ and its apex at the point of interest. Therefore vorticity vec-
tors that lie within this cone are oriented more in the spanwise direction than
in any other direction. Conversely, the remaining vorticity vectors are desig-
nated as non-spanwise oriented. A projection of this demarcating cone in the
X-Z plane is shown in the schematic in figure 11.1(d).
We perform this analysis of spanwise and non-spanwise vorticity within
a subdomain of the full computational grid. The subdomain has dimensions
6C × 3C × 3C in the X, Y and Z directions. It is positioned symmetrically with
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the wing in the Y and Z directions, and includes 4.5 chord-lengths in the wake
of the wing in the streamwise direction. We have verified that this subdomain
captures the bulk of the force induced on the wing by the surrounding flow.
We express the lift coefficient associated with the vortex-induced force corre-
sponding to the spanwise and non-spanwise vorticity components as CωzL and
CωxyL .
11.2 Rectangular wing
We begin our analysis with a discussion of the vortex-induced lift on the
rectangular wing described in section 11.1 above. Figures 11.2(a)-(b) show in-
stantaneous snapshots of the flow, visualized using iso-surfaces of Q (at levels
[-2.0,2.0]). The vortical and straining structures shown are colored by the in-
tegrand of the vortex-induced force, −2Qφ2, which indicates their local contri-
butions to lift production. We see that this flow consists of a variety of vortex
structures, both in the vicinity of the wing as well as in the wake. In particular,
we highlight the generation and shedding of a leading-edge vortex (LEV) over
the suction surfaces of the wing as well as prominent tip-vortices. We see that
as the LEV sheds into the near-wake, its structure gets slightly deformed from
its initial span-wise orientation. Farther downstream, the effect of vortex tilt-
ing and stretching transform it into a horseshoe-type structure. We will show
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Figure 11.2: Vortex-induced lift on the rectangular wing. (a)-(b) Isometric
and top-view, respectively, of iso-surfaces of Q at levels [-2.0, 2.0], coloured by
−2Qφ2. (c) Comparison of total lift coefficient (CL) with vortex-induced lift (CωL).
in the subsequent discussion that these effects have important consequences
on lift production. Figure 11.2(c) compares the total lift coefficient on the wing
(CL) to the vortex-induced contribution (CωL). It is clear that the vortex-induced
effects account for the bulk of the lift production on the wing, as is expected.
11.2.1 Contributions of spanwise and
non-spanwise vorticity
We now begin to analyze the roles that different vortex structures (and their
associated strain-field) play in the production of lift on the wing. As mentioned
in section 11.1, of particular focus in this work is the separate contributions
of spanwise and non-spanwise oriented vorticity in the flow. These contribu-
tions are isolated in a very simple manner using the angle of the vorticity unit
vector, defined as in equation (11.2), computed at every point in the domain.
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In figures 11.3(a) and 11.3(b), we visualize the flow features that result from
this segmentation by plotting Q iso-surfaces (Q = 2.0) colored by −2Qφ2 as in
figure 11.2, and masking the regions that correspond to |ηz| ≤ cos(π/4) and
|ηz| > cos(π/4) respectively.
Figure 11.3(a) shows that the spanwise-oriented vorticity, |ηz| > cos(π/4),
mainly isolates the LEV and shear-layer over the surface of the wing, along
with the shedding of the LEV in the near-wake. Farther downstream, there
are smaller regions of spanwise vorticity that result from vortex interactions,
breakdown, etc. On the other hand, the regions of |ηz| ≤ cos(π/4) shown in fig-
ure 11.3 correspond to largely streamwise oriented structures, which consist of
the tip vortices (although figure 11.3(a) shows a minor spanwise contribution
near the tips, this has a small effect) and a dense region of vortex structures
in the mid-span portion of the far-wake. These far-wake streamwise structures
are a result of vortex-tilting due to the freestream, and include the “legs” of the
horseshoe vortex that originate from the LEV. Overall, this simple segmenta-
tion of vortical and strain structures based on the orientation of the vorticity
unit vector does a fairly good job of isolating important aspects of the flow
physics – the shear-layer and LEV, the shedding, deformation and tilting of the
LEV, as well as the tip vortices.
We can now use equation (11.1), along with the segmentation described
above, to quantify the contributions of the spanwise and non-spanwise vorticity-
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Figure 11.3: Spanwise and non-spanwise vorticity for the rectangular wing.
(a)-(b) Top-view of Q iso-surfaces (level [2.0]) colored by −2Qφ2. Spanwise vor-
ticity structures are shown in (a), by masking |ηz| ≤ cos(π/4) regions; non-
spanwise vorticity structures are shown in (b), by masking |ηz| > cos(π/4) re-
gions. (c) Comparison of total vortex-induced lift coefficient (CωL) with contribu-
tions from spanwise (CωzL ) and non-spanwise (C
ωxy
L ) vorticity.
containing regions to the total vortex-induced lift. Figure 11.3(c) shows this
comparison, from which several interesting observations can be made. We
see that early in the simulation, as the flow develops over the wing, the total
vortex-induced lift (CωL) goes through a large-magnitude transient phase that
is primarily driven by the spanwise oriented vorticity. This corresponds to the
develpment of the spanwise shear-layer over the wing, and this transient has
been shown to be an important factor in the initiating flow-induced oscillations
of wings [77].
Soon after this transient, we observe a large drop in the spanwise lift con-
tribution, along with a growth in the non-spanwise contribution. In fact, the
spanwise vorticity eventually has a lower contribution to the total lift than the
non-spanwise vorticity. This is a surprising and counter-intuitive result in light
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of previous work and, therefore, our conventional understanding that the lift
is dominated by the spanwise oriented LEV. Another interesting aspect of this
comparison is that the growth and subsequent fluctuations of the lift induced
by non-spanwise vorticity mirrors the corresponding fluctuations in spanwise
vorticity. This hints at the role of vortex tilting in the creation of non-spanwise
vorticity from spanwise vorticity, which is initially the dominant component
according to figure 11.3(c). In the rest of this paper, we further dissect these
lift components into spatial regions as well as vortical and strain contributions
to uncover additional insights and explain the counter-intuitive dominance of
non-spanwise vorticity in lift production.
11.2.2 Spanwise and non-spanwise vorticity
in the wake
In order to better understand the relative contributions of non-spanwise
and spanwise vorticity to the total vortex-induced lift, we now analyze their
local contributions within different spatial regions over the wing as well as in
the wake of the wing. Our interest in analyzing contributions in the wing’s
wake is motivated by the observation in section 11.2.1 and figure 11.3 that
the growth of non-spanwise vorticity-induced lift is driven by the shedding,
tilting, and stretching of spanwise vorticity in the wake. This is evident from
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the emergence of significant non-spanwise vorticity in the wake of the wing,
as seen in the flow visualization in figure 11.3(b), as well as the mirroring
between the lift induced by non-spanwise and spanwise vorticity following the
initial dominance of the spanwise component in figure 11.3(c). Therefore in this
section, we analyze this behavior by quantifying the local lift induced by these
structures at their inception over the wing and also at increasing downstream
distances from the wing as they evolve with the flow in the wake.
The lift induced by structures corresponding to spanwise and non-spanwise
vorticity within these local regions is estimated by dividing the analysis do-
main into cuboids that enclose the different regions of interest. The stream-
wise extent of each of these cuboids is shown in the schematic in figure 11.4(a),
where the vertical dashed lines are planes normal to the streamwise direction.
These streamwise-normal planes serve as a simple way to demarcate regions
of the flow at increasing downstream distances from the wing. In this anal-
ysis, each analysis region has a length of one chord-length in the streamwise
direction, and they span the size of the analysis domain in the other two direc-
tions. The region of interest over the wing is placed so that it is centered at
mid-chord, i.e. its upstream and downstream ends are close to the leading and
trailing edges respectively. The lift induced by spanwise and non-spanwise vor-
ticity within each of these regions is then quantified by performing the volume
integral in equation (11.1) within each of these regions separately.
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In figure 11.4 we plot time-averages of the total vortex-induced lift coeffi-
cient (CωL), as well as spanwise (CωzL ) and non-spanwise (C
ωxy
L ) vorticity contri-
butions, within each of these regions as a function of downstream distance from
the wing. We first point out that the largest portion of lift is indeed induced
within the region over the wing (downstream distance equals 0), and this lift
production is dominated by spanwise oriented vorticity. As shown earlier in fig-
ure 11.3(a), the spanwise oriented vorticity over the wing largely corresponds
to the LEV and leading-edge shear-layer, which we expect to have a significant
contribution to lift. We also see that the non-spanwise vorticity in this region,
which figure 11.3(b) shows mainly consists of the tip vortices, has a negative
effect on lift. This is expected, and is in line our intuition based on classical
(inviscid) aerodynamics and the effect of tip vortices on finite wings. Therefore
on the whole, the lift production mechanisms in the region over the wing align
with expectations from theory and prior work.
As we move into the wake, we see that the total vortex-induced lift displays
an unexpected non-monotonic trend with downstream distance. It first begins
to reduce in magnitude within the near-wake compared to the region over the
wing. Farther downstream at about two chord-lengths from mid-chord (or 1.5
chord-lengths from the trailing-edge) the vortex-induced lift in fact has a nega-
tive value with magnitude approximately 25% of the peak value over the wing.
This is rather surprising as we expect the effect of vortices far away from the
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Figure 11.4: (a) Schematic of distinct cuboidal integration volumes at different
downstream distances from the wing. (b) Time-averaged vortex-induced lift
coefficient on the rectangular wing as a function of downstream distance from
the mid-chord due to all vortex structures (CωL), spanwise vorticity containing
structures (CωzL ) and non-spanwise vorticity containing structures (C
ωxy
L ).
wing to have a monotonically diminishing effect. It is clear that this negative
lift in the wake is driven by a precipitous drop in the lift induced by span-
wise oriented vorticity, which also turns negative within this region. In fact,
the magnitude of the negative lift induced by spanwise vorticity approximately
two chord-lengths downstream is roughly 50% of its peak value over the wing,
which is quite significant. Simultaneously, we see a growth in the lift induced
by non-spanwise vorticity, although its magnitude is not large enough to off-
set the negative lift induced by spanwise structures. All three curves peak
at approximately two chord-lengths downstream, and subsequently approach
zero as we move farther downstream due to their increasing distance from the
wing.
This non-monotonic trend in vortex-induced lift as we move farther down-
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stream, and particularly the fact that spanwise vorticity in the wake induces
negative lift on the wing while non-spanwise wake-vorticity induces positive
lift, is an intriguing result that justifies further analysis. It has been shown
in previous work that although much of the focus in the literature concerning
aerodynamics has been on the role that vortices play in force production, vor-
tices are generally associated with regions of strain that in fact have a signifi-
cant dynamical effect. In the context of this study, we hypothesize that the drop
in lift due to spanwise structures and the subsequent negative lift might be a
result of the development and growth of vortex-induced strain associated with
these vortices after they shed into the wake of the wing. The strain-dominated
regions, which correspond to Q < 0, would induce negative lift according to
equation (11.1). Furthermore, it can be shown using simple vortex models that
vortex cores, i.e. regions of Q > 0, are generally associated with higher vorticity
magnitudes whereas the region of strain around a vortex is a larger diffused
region with lower magnitudes of vorticity. As a result, these different regions
would be affected to different degrees by vortex stretching and tilting due to
the non-linear nature of these mechanisms, and can therefore have different
effects on the lift production in the wake.
To investigate the effect of rotation and strain further, we decompose the
vortex-induced lift associated with spanwise and non-spanwise vorticity into
their corresponding vortical and strain regions. This is done by first identi-
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fying spanwise and non-spanwise oriented structures using the vorticity unit
vector as before, and then further decomposing these into regions of Q > 0,
corresponding to vortex cores, and Q < 0, corresponding to strain-dominated
flow. These four separate components of the flow-field are then used to esti-
mate their contributions to lift within each of the integration regions described
earlier using equation (11.1).
In figure 11.5(a) we show the time-averaged vortex-induced lift due to the
rotational and strain regions associated with spanwise oriented vorticity. Simi-
larly, figure 11.5(b) shows the corresponding contributions due to non-spanwise
oriented vorticity. We first note that within the region around the wing (dis-
tance from mid-chord equals zero), the postitive lift due to rotational regions of
spanwise vorticity, shown in red in figure 11.5(a), are the dominant lift produc-
ing mechanism. As discussed before, this corresponds to the effect of the LEV
and the leading edge shear layer. The non-spanwise vorticity in the vicinity of
the wing, i.e. primarily the tip vortices, produces negative total lift, as high-
lighted earlier. By decomposing the effect of non-spanwise rotation and strain,
we see that the core of the tip vortices in fact produces positive lift, but the total
effect of the tips is negative due to the strain regions. It is interesting to point
out that this is in fact consistent with inviscid theory where the induced veloc-
ity due to tip vortices is implicated in lift reduction. In this case, the regions of
strain around the tip vortex core correspond to the induced velocity.
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Figure 11.5: Time-averaged vortex-induced lift coefficient on the rectangular
wing as a function of downstream distance from the mid-chord due to vortex
cores (Q > 0) and strain regions (Q < 0) corresponding to: (a) Spanwise vor-
ticity containing structures (CωzL ); (b) Non-spanwise vorticity containing struc-
tures (CωxyL ).
As we move downstream, there is a large drop in the magnitude of positive
lift induced by spanwise vortex cores, accompanied by a smaller drop in the
magnitude of negative lift due to spanwise strain regions. The net effect of this
difference between the strain and rotational regions is the production of neg-
ative lift in the wake due to spanwise vorticity. Simultaneously, figure 11.5(b)
shows that there is a large increase in the magnitude of positive lift induced
by non-spanwise vortex cores in the wake, along with a smaller increase in the
magnitude of negative lift due to non-spanwise straining regions.
The different rates of increase/decrease in the lift induced by vortex cores
and their associated straining regions highlights some important flow physics
that occurs in the wake. For one, as pointed out earlier, vortex cores are more
susceptible to the effects of vortex tilting and stretching than their associated
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Figure 11.6: Contours showing the time-averaged Q field around the rectan-
gular wing. (a) Slice at mid-span. (b) Slice between mid-span and wing-tip.
strain regions. Therefore, we expect the spanwise vortex cores to experience
more vortex tilting than the associated straining regions. This therefore con-
tributes to the larger drop in the lift magnitude induced by spanwise rota-
tional cores as compared with their associated strain regions. Furthermore,
the growth of vortex-induced strain after the shedding of the LEV and other
spanwise oriented vortices in the wake is another factor that augments strain-
induced lift due to spanwise vorticity in the wake. To illustrate this latter
effect, figure 11.6 shows snapshots of the time-averaged Q field in the wake of
the rectangular wing. Figure 11.6(a) shows the field at the mid-span location
and figure 11.6(b) shows the field at a location between mid-span and the wing-
tip. At both locations, the time-averaged distribution of Q shows the emergence
of strong region of strain (Q < 0 in blue) in the wake of the wing. This region
would therefore enhance the negative lift induced in the wake, as per equation
(11.1).
In the case of the non-spanwise vorticity, the preferential tilting of the rota-
tional regions of spanwise vorticity to create rotational non-spanwise vorticity,
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as well as the preferential stretching of the streamwise rotational cores ex-
plains the larger increase in magnitude of rotation-induced lift as opposed to
strain-induced lift in the case of non-spanwise vortices. Therefore by dissect-
ing the lift producing mechanisms into contributions due to the orientation of
vorticity, the vortical or straining nature of this vorticity, as well as different
spatial regions, we have been able to shed interesting insight into the lift gen-
erating mechanisms on the wing.
11.3 Delta wing
We now contrast the flow physics of vortex-induced lift production on the
rectangular wing discussed in the previous section with the corresponding in-
fluence of vortices and vortex shedding over a delta wing. The suppressed LEV-
shedding in the case of delta wings, compared to rectangular wings, has been
well documented in past work [84], and we expect this to have a substantial ef-
fect on the wake dynamics highlighted in the previous section. This therefore
presents an interesting case to contrast with the rectangular wing analyzed
above, especially with regards to the role of vortex shedding in the wake, along
with the associated tilting, stretching and vortex-induced strain mechanisms,
in lift production.
We begin by examining the overall vortex dynamics present in this case, and
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Figure 11.7: Vortex-induced lift on the delta wing. (a)-(b) Isometric and top-
view, respectively, of iso-surfaces of Q at levels [-2.0,2.0], coloured by −2Qφ2. (c)
Comparison of total lift coefficient (CL) with vortex-induced lift (CωL).
comparing it to the rectangular wing. Figures 11.7(a) and 11.7(b) show instan-
taneous visualizations of the Q iso-surfaces at levels [-2.0,2.0], colored by their
contributions to vortex-induced lift (−2Qφ2). It is immediately apparent that
there is significantly less vortex shedding in the mid-span region of the wake
in this case, as compared to the rectangular wing. It should be pointed out that
the vortex shedding in the mid-span region of the rectangular wing was mainly
due to the LEV, and this LEV shedding is largely absent in the case of the delta
wing. However, the delta wing does exhibit substantial shedding closer to the
tips of the wing. In figure 11.7(c) we compare the total lift coefficient to the
vortex-induced component, and we see that the vortex-induced lift is the domi-
nant contributor in this case too. It is noteworthy that the delta wing produces
a much higher lift coefficient than the rectangular wing.
We now evaluate the lift production due to non-spanwise and spanwise vor-
ticity in the flow by using the direction of the vorticity unit vector at every
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point in the field to make this demarcation, as was done before. In this case,
the sweep of the delta wing’s leading edge (45◦) brings in a new direction to
consider, in addition to the generic streamwise and spanwise directions. This
introduces ambiguity in the separation of spanwise and non-spanwise oriented
vorticity over the surface of the wing, and we therefore focus on the separate ef-
fects of these components of vorticity exclusively in the wake of the wing. In fig-
ures 11.8(a) and 11.8(b) we visualize these spanwise and non-spanwise struc-
tures, respectively, as Q iso-surfaces colored by the integrand of vortex-induced
force. We see that while the case of the rectangular wing showed substantial
spanwise vortex shedding in the wake, these structures are considerably re-
duced in the wake of the delta wing. This is also true of the non-spanwise
structures in the wake. Moreover, we also see that the vortex structures in the
wake of the delta wing extend to a smaller distance downstream, especially
in the case of spanwise vorticity. These observations suggest that there might
be different lift producing dynamics at play in the wake of the delta wing, as
compared to the rectangular wing.
We quantify the dynamical influence of the vorticity over the wing, as well
as non-spanwise and spanwise contributions in its wake, using the same pro-
cedure as was discussed in the context of the rectangular wing above. Figure
11.8(c) shows these trends in vortex-induced lift as we move downstream from
the wing. An immediate difference that we see between the delta wing and the
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Figure 11.8: For the delta wing: (a) Q iso-surfaces (levels [-2.0,2.0]) colored by
−2Qφ2 for spanwise vorticity structures (by masking |ηz| ≤ cos(π/4)). (b) Cor-
responding non-spanwise vorticity structures (by masking |ηz| > cos(π/4) re-
gions). (c) Time-averaged vortex-induced lift coefficient as a function of down-
stream distance from the mid-chord due to all vortex structures (CωL), span-
wise vorticity containing structures (CωzL ) and non-spanwise vorticity contain-
ing structures (CωxyL ).
rectangular wing is the fact that the total vortex-induced lift in this case does
not exhibit the strongly non-monotonic trend that was observed in the case
of the rectangular wing. The vortex-induced lift produced on the delta wing
is largely dominated by the influence of vortex structures over the surface of
the wing (at zero downstream distance). As we move downstream from the
wing, the vortex-induced lift drops sharply in magnitude, but we do not see
the production of significant negative lift as was seen for the rectangular wing.
The peak in the negative lift in this case, which occurs at two chord-lengths
downstream, is negligible relative to the peak lift on the wing. In contrast, the
wake of the rectangular wing saw a negative lift magnitude of approximately
25% relative to its peak positive lift over the wing. We also note that while
the spanwise and non-spanwise vorticity in the wake had induced-lift of mag-
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Figure 11.9: Time-averaged vortex-induced lift coefficient on the delta wing
as a function of downstream distance from the mid-chord due to vortex cores
(Q > 0) and strain regions (Q < 0) corresponding to: (a) Spanwise vorticity
containing structures (CωzL ); (b) Non-spanwise vorticity containing structures
(CωxyL ).
nitudes of approximately 50% of the peak lift over the rectangular wing, they
have significantly smaller relative effects in the wake of the delta wing. These
observations point to the weakened influence of vortex shedding in this case.
We now further decompose the spanwise and non-spanwise vortex-induced
lift contributions in the wake into their respective rotational and straining com-
ponents, as was done earlier in this paper for the rectangular wing. This de-
composition is plotted for the spanwise and non-spanwise vorticity in figures
11.9(a) and 11.9(b) respectively. We first note that the rotational and strain re-
gions associated with the non-spanwise vorticity shown in figure 11.9(b) behave
similarly to what was observed in the case of the rectangular wing – the posi-
tive lift due to non-spanwise vorticity in the wake is due to the larger growth
of positive lift associated with vortex cores than the growth of negative lift in-
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duced by the non-spanwise straining regions. Although the magnitude of these
contributions to the lift coefficient is similar to that seen over the rectangular
wing, they have a smaller relative effect when scaled by the peak value of lift
generated in the region over the wing.
On examining the spanwise vorticity contributions shown in figure 11.9(a),
we notice substantial differences between the delta wing and rectangular wing.
In the case of the delta wing too the magnitude of lift induced by spanwise ro-
tational vortex cores and strain decrease by slightly different amounts as we
move downstream in the wake, i.e. the magnitude of negative lift due to span-
wise strain reduces slightly less than the positive lift due to spanwise vortex
cores. However, this difference is small for the delta wing as compared to that
observed for the rectangular wing. It therefore results in less negative lift due
to spanwise vorticity in the wake of the delta wing when measured relative
to the peak value over the wing (which is much larger for the delta wing), as
well as in terms of the magnitude of the negative lift coefficient itself. This
is a fairly significant improvement in lift production for the delta wing and
can be explained by the weakened shedding of spanwise vorticity in its wake.
The absence of the strong LEV being shed into the wake leads to the gener-
ation of weaker straining regions associated with the wake vortices, and also
presumably less preferential tilting of spanwise vortex cores. These effects
therefore result in a smaller discrepancy between the negative lift due to the
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spanwise oriented strain and the positive lift due to spanwise oriented vortex
cores. Therefore we have been able to highlight some interesting consequences
of the suppressed vortex shedding over a delta wing, and how this phenomenon
relates to the lift induced by wake vortices.
11.4 Conclusions
In this study, we have demonstrated some first steps in the analysis of force
production due to distinct vortex structures in three-dimensional flows. We
performed a partitioning of the lift on low aspect-ratio wings induced by vortex
structures containing spanwise and non-spanwise oriented vorticity. The force
partitioning method allows us to isolate the force contributions due to these
distinct vorticity components, as well as to analyze their individual influence
within different spatial regions of the flow-field. We showed that the lift pro-
duction on a 2 : 1 aspect-ratio rectangular wing is dominated by the overall
contribution of non-spanwise vorticity. This is somewhat counter-intuitive as
we expected the spanwise vorticity within the LEV to dominate lift production.
To understand this better, we further decomposed these lift-producing compo-
nents into their contributions within different spatial regions over the wing
and at increasing distances downstream of the wing. Surprisingly, we found
that the spanwise component of vorticity induces a negative lift on the wing at
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about two chord-lengths downstream in the wake. however, the non-spanwise
vorticity induces positive lift in this region. We explained this behaviour by
separating and quantifying the influence of vortex cores and their associated
strain in the wake for the spanwise and non-spanwise vorticity. We showed
that while the lift production due to spanwise vortex cores rapidly drops in the
wake, the associated negative lift due to the strain regions does not drop as
rapidly due to the growth of vortex-induced strain and the preferential tilting
of vortex cores. This discrepancy between the spanwise oriented vortex cores
and their associated strain regions therefore results in a net negative lift in
the wake of the rectangular wing. On comparing this with the corresponding
behavior in the case of the delta wing, we showed that the influence of the
wake is significantly diminished due to the suppressed vortex shedding. The
suppressed shedding therefore eliminated the negative lift in the wake and
results in a significant increase in lift coefficient on the wing.
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Summary and future outlook
In this dissertation, we have developed several insights and novel tech-
niques for the analysis of flow-induced oscillations and vortex-dominated flows.
The majority of work reported on here is based on computational simulations
of flows interacting with moving boundaries that have been performed using
a sharp-interface immersed boundary solver. For simulations of flow-induced
oscillations, this flow solver is coupled with simple two-dimensional aeroelastic
models consisting of linear spring-mass-damper oscillators that are immersed
in incompressible fluid flows and allowed to perform pitching and heaving os-
cillations. These oscillations are driven by the non-linear loads induced on the
oscillator by the fluid flow. Details of this computational setup and flow solver
are given in chapter 2.
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12.1 Aeroelastic oscillations and
energy maps
In chapter 3 we reported on the aeroelastic oscillation response of a two-
dimensional pitching airfoil at Reynolds number Re = 1000. We showed that
this system is capable of very large amplitude oscillations which depend on a
range of parameters. In particular, the location of the elastic axis was shown to
be a significant factor that is responsible for non-intuitive oscillation behaviour.
We also proposed a scaling for the critical reduced velocity at which the onset of
large amplitude oscillations occurs. We showed that this onset is determined by
a competition between the timescale associated with the oscillator’s elasticity
and the natural timescale of the fluid forcing.
In chapter 4, we proposed the idea of energy maps as a tool to analyze,
predict, and control flow-induced oscillation responses. This tool is based on
the fact that the growth/decay of flow-induced oscillations is determined by
the energy extracted from the fluid flow by the oscillator. Furthermore, this
energy extraction by a body undergoing flow-induced oscillations at a given
kinematic state can in fact be determined by performing prescribed oscilla-
tions of the same body at precisely matching kinematics. This correspondence
between flow-induced and prescribed oscillations allows us to map out the en-
ergy extraction landscape of a flow-induced oscillator by performing prescribed
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oscillations (which are simpler to study) at a range of operating conditions of
interest. This results in an energy map which identifies all possible equilib-
rium states, the stability of these equilibria, as well as possible bifurcations
between these states for the flow-induced oscillator.
We showed in section 4.3 that the energy map can be used to analyze and
predict non-intuitive amplitude responses observed in flow-induced oscillations.
In addition, the energy map was shown to have a complex topology, which is
determined by the presence of multiple distinct oscillation response branches.
In chapter 5 we took this idea further to study the response of aeroelastically
pitching wings to gust perturbations. We showed that knowledge of the re-
sponse branches of the oscillator from the energy map allowed us to predict
small as well as large amplitude aeroelastic oscillations that result from the
wing-gust interactions. The energy map also allowed the prediction of subcrit-
ical oscillations which occur below the critical flutter speed. Lastly, we used
the topology of the energy maps to make informed control decisions by altering
structural properties of the wing to push the oscillator into regions of negative
energy extraction. These control decisions were shown to have a significant
impact on reducing flutter oscillations.
In order to analyze the structure of the energy map, we proposed a novel ex-
tension to the Dynamic Mode Decomposition technique in chapter 6. While this
method is usually limited to flows over stationary bodies, the proposed formu-
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lation extends its applicability to flows in the vicinity of (and interacting with)
moving boundaries. This allowed us to probe frequency and phase relation-
ships between the motion of pitching airfoils and the dominant flow features
around them, which provided insights that are not evident from traditional
analyses of the full flow-fields.
12.2 Partitioning of forces, moments
and vortex-induced loads
A second significant focus of this dissertation is the development and ap-
plication of the force and moment partitioning methods presented in chapter
7. These methods allow us to rigorously partition flow-induced loads on im-
mersed bodies into contributions from vortex-induced, kinematic, viscous, and
inviscid mechanisms. Of particular focus in this work is the vortex-induced
component of force and moment. As discussed in section 7.3, this component
makes a direct connection between the local kinematics of the flow and its dy-
namical influence via the Q field. It quantifies the forces/moments induced
on immersed bodies due to vortices and vortex-induced strain, and can be ap-
plied to estimate the dynamical influence of individual vortices (or vorticity-
containing regions) in a flow. In order to deploy this method to the analysis of
vortex-dominated flows containing many interacting vortices, we developed a
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physics-based and data-driven framework to isolate, track and categorize each
vortex in these flows as they interact and evolve with the flow. This framework,
described in chapter 9, represents a flexible and automated method that takes
in two-dimensional time-resolved flow-field data and yields the kinematics as
well as dynamical influence of each vortex that exists in the flow throughout
its spatio-temporal evolution.
The force/moment partitioning method and vortex tracking framework have
been used to provide insights into fundamental problems in flow-induced oscil-
lations and unsteady aerodynamics. In chapter 8, force partitioning was com-
bined with energy extraction to yield an energy partitioning method which esti-
mates the direct effect of different force producing mechanisms on flow-induced
vibrations via their work done on the vibrations. We used this to analyze the
mechanisms driving flow-induced vibration of cylinders. We were able to quan-
tify the effect of different forcing mechanisms as well as influence of shear-layer
and wake vorticity in flow-induced vibrations. We showed that sustained oscil-
lations are in fact driven by the shear layer and inhibited by the wake. This is
contrary to the conventional notion that the vortex shedding in the wake is the
primary driver of cylinder vibrations.
The force partitioning method was then applied to the analysis of lift pro-
duction in two canonical problems in aerodynamics in chapters 10 and 11. We
studied the dynamic stall of pitching wings in chapter 10, where we partitioned
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the effect of different vortices as well as the strain-dominated flow induced by
these vortices on lift production. We showed that although most of the focus
of past studies in unsteady aerodynamics has been on the role of vortices in
force production, vortex-induced strain can in fact have a significant, and even
dominant, effect on the production of forces in some situations. Finally, in
chapter 11 we demonstrated some preliminary work in extending such analy-
ses to three-dimensional flows. In particular, we quantified the distinct roles
that vortex structures containing spanwise and non-spanwise vorticity play in
the lift production of rectangular and delta wings. We showed that while the
spanwise vorticity produces significant lift over the wing, it has a negative con-
tribution in the wake. We analyzed the different behaviour exhibited by the
vortex cores and strain regions associated with spanwise and non-spanwise
vorticity in different regions over the wing and in the wake, and related this
to mechanisms such as vortex stretching and tilting. These findings therefore
highlighted interesting physics in the force production mechanisms in three-
dimensional flows.
12.3 Future work
With the development of the tools and analyses summarized above, the re-
search presented in this dissertation has made tangible advances in our under-
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standing of flow-induced oscillations and aerodynamic force production. Nev-
ertheless, there are several limitations in this study and much work remains
to be done to expand and generalize the insights and methods developed here.
For one, the physics of flow-induced oscillations highlighted here are based
primarily on two-dimensional low-Reynolds number flows. Further investi-
gation is required to fully analyze how the dynamics would be affected by
the introduction of new time-scales and strong intrinsic three-dimensional ef-
fects associated with higher Reynolds numbers. This therefore raises several
open questions relating to the dynamics of flow-induced oscillations as well
as the mechanisms for force-production mechanisms in such flows. It must
be noted that many of the methods demonstrated in this work, including the
force/moment partition, are also applicable to the analysis of three-dimensional
flows. Therefore, as illustrated by the preliminary results presented in chapter
11, this is an important direction of ongoing and future work.
The current study also does not address the flow-induced oscillation of bod-
ies with multiple intrinsic modes/frequencies of flutter. In the case of wings, we
have focused only on the dynamics of pitch oscillations to highlight and account
for aerodynamic non-linearities such as those associated with dynamic stall;
and in the case of vibrating cylinders, transverse oscillations are generally ob-
served to occur with larger amplitudes than in-line oscillations [54,56,136,137].
Nonetheless, multi-modal oscillations are a natural extension of the current
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work. We believe that the current approach of generating energy maps can, in
principle, be extended to such systems, with additional modes of oscillation cor-
responding to added dimensions on the energy map. For instance, in the purely
pitching system described in this work, the energy map is a function of pitch
amplitude and frequency. On inclusion of heave oscillations, the energy land-
scape would be a function of the pitch amplitude and frequency as well as the
heave amplitude and frequency. In these high-dimensional energy landscapes,
the equilibria can still be identified as hypersurfaces of E∗ = 0. Therefore,
while the energy map based analysis, prediction and control described in this
work is feasible in systems with multiple modes of oscillation, it is likely more
complicated.
Furthermore, we have shown that energy maps can have highly complex
topologies that may be difficult and expensive to fully resolve. In this work
we have not investigated the physics behind the complex energy landscape,
and this is a very promising direction for future work. It is also useful at
this point to consider the practical feasibility of the gust control strategies
demonstrated in chapter 5, which rely on the complex energy map topology.
These strategies rely on “tailoring” structural properties of the system such
as natural frequency and elastic axis. Such on-the-fly structural modifications
have been shown to be possible with the use of smart materials for various
aerospace applications [179], flutter suppression [180, 181], as well as control-
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ling the stiffness distribution in wings [182–184]. This hence underscores the
practical relevance of the findings discussed, which we expect will complement
aero-structural efforts in the control of flow-induced vibration.
There are also several interesting challenges that remain in the context
of our investigations into the force-production mechanisms that govern flow-
induced oscillations and vortex-dominated flows. In chapter 9 we demonstrated
an automated framework that enables the estimation of vortex-induced loads
due to individual vortices in complex vortex-dominated flows. Although this
framework was shown to be very useful, it is currently limited to the anal-
ysis of two-dimensional flow-fields. However, many relevant problems in ar-
eas such as biological propulsion and physiological flows are inherently three-
dimensional. In our analysis of a canonical three-dimensional flow in chapter
11, we highlighted interesting physics that would greatly benefit from higher
fidelity methods to partition different volumes in the flow. Therefore the ex-
tension of the vortex isolation and tracking framework to three-dimensional
problems would be a significant step forward in our analysis of these prob-
lems. The development of such a framework and its use in the analysis of force
production in problems involving biological and physiological flows are current
and upcoming extensions of this work.
Another important direction of ongoing and future efforts is the use of the
force/moment partitioning analysis framework in dissecting fluid dynamic loads
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in flow-fields generated from laboratory experiments. The primary challenge
in this context is accurately computing the force/moment partitioning terms
from laboratory flow-fields. This difficulty stems from uncertainties and errors
in the velocity field measurements, especially those that would induce diver-
gence errors. Although the development of similar methods [97, 185–187] has
made the formulation more amenable to under-resolved flow-field data, we ex-
pect that these issues will reduce the accuracy of the computed force/moment
partitioning. This is a challenge that remains to be addressed.
Lastly, we are currently also considering extensions of the force/moment
partitioning methods presented here to derive additional insight into other
problems relating to the pressure induced on surfaces within fluids. For in-
stance, the partitioning of pressure-induced loads can be combined with acous-
tics theory to determine the sources of noise that result from pressure fluctua-
tions on immersed surfaces. Another example is the extension of this method to
the partitioning of local pressure (or pressure gradients) on immersed surfaces.




Aerodynamic loads on canonical
airfoils at low Reynolds numbers
The aerodynamic characteristics of airfoils at low Reynolds number (Re)
have been known to be markedly different from those at the high Reynolds
numbers encountered in conventional air-vehicles. With recent interest in
unmanned and micro-aerial vehicles, as well as bio-inspired flight, this low-
Reynolds number behaviour has been garnering academic as well as practical
interest. In spite of this, there is little readily available data in the literature
concerning low-Reynolds number aerodynamics which are on par with high-Re
datasets such as in refs. [142, 188]. The availability of such data is important
for practical design considerations as well as validation of computational mod-
els.
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A compilation of early measurements at relatively low Reynolds numbers
(Re ≈ 5× 104 − 5× 105) can be found in the work of Carmichael [189] and Selig
et al. [190–192]. There have been few studies of very low-Re airfoil flows since,
especially at Re ≈ 103. This is in part due to the difficulty in achieving such
flows in experiments, as well as the repeatability of experiments in this sensi-
tive regime [193]. While computational studies of flow over stationary airfoils
at low-Re have also been carried out, many of these have been performed at
a single angle-of-attack [140, 194]. To explore a larger portion of the param-
eter space, Kunz and Kroo [195] as well as Mateescu and Abdo [196] studied
low-Re airfoil aerodynamics over a large range of angles-of-attack, Reynolds
numbers and airfoil shape. However, they employed steady models that ignore
unsteady effects such as vortex shedding. More recently, Kurtulus [138] as
well as Liu et al. [139] studied the flow over a NACA 0012 airfoil over a range
of angles-of-attack at Re = 1000 using time-resolved simulations. Although
both of these studies provide time-resolved aerodynamic quantities at low-Re,
they have been performed for a single airfoil shape and Re.
Here we describe results from two-dimensional simulations of low-Re flow
(500 ≤ Re = U∞C/ν ≤ 2000) over three different NACA airfoils, obtained us-
ing highly-resolved, unsteady incompressible Navier-Stokes simulations. The
is to provide a comprehensive database of the variation in key aerodynamics
quantities (force coefficients, center-of-pressure and Strouhal numbers) with
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Reynolds number, angle-of-attack and airfoil shape. This data should provide
an improved understanding of airfoil aerodynamics at these very low Reynolds
numbers and also serve as a database for validation of computational models.
The airfoils used here are from the NACA family: NACA 0012, NACA 0015
and NACA 4415. The airfoil (chord length C) is immersed in a domain of size
18C×20C, and a non-uniform Cartesian grid with 480×448 points is employed.
Grid convergence and verification of the solver for this setup are discussed
in section 2.3. All reported quantities are scaled using the fluid density (ρ),
freestream velocity (U∞), and chord length (C) as characteristic scales.
As will become apparent in the next section, these low-Reynolds number
flows over airfoils may be unsteady and also not strictly periodic. Well con-
verged statistics therefore necessitate very long integration times (c/U∞ ∼
150− 250), which translates to 3− 5× 105 time-steps in our simulations. Thus,
even these two-dimensional simulations require significant computational re-
sources. Each simulation has been performed on 210 processors and required
approximately 48 hours to turn around. Result from a total of 72 simulations
are reported here.
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Figure A.1: CL (leftmost pane) and CM (middle-left pane) time-series plots,
frequency spectra of CL and CM (middle-right pane), and snapshots of vorticity
fields (rightmost pane) for different regimes of unsteady behaviour at Re =
1000. Frequency spectra are shown in terms of St, with the black and grey lines
showing the spectra of CL and CM respectively, each scaled by the magnitude of
the peak for clarity. (a)-(d) α = 5◦; (e)-(h) α = 15◦; (i)-(l) α = 25◦; (m)-(p) α = 40◦.
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A.1 Flow regimes
We begin with a qualitative discussion of the flow behaviour observed at
different angles-of-attack for the NACA 0015 airfoil at Re = 1000. We see that
the wake behind the airfoil transitions from a steady wake, to a Karman vortex
street, and finally to a leading-edge vortex (LEV) dominated flow as the angle-
of-attack is increased well past the static stall angle. The steady, pre-vortex
shedding regime is shown in figures A.1(a)-(d), for α = 5◦. Figures A.1(e)-(h)
correspond to α = 15◦ where periodic oscillations in CL and CM result from
the Karman vortex shedding. Figures A.1(i)-(l) show the behaviour at α = 25◦,
where the CL and CM time-series show low as well as high-frequency compo-
nents due to a 1P-1S (one vortex pair and single vortex) shedding mode. The
high-frequency mode corresponds to Karman vortex-shedding, and the forma-
tion and shedding of the LEV causes the low-frequency oscillations. In figure
A.1(m)-(p) we see the characteristics of the α = 40◦ case which are dominated
by the low-frequency shedding of a large LEV and a small TEV. The time-
variations of the coefficients for this case also exhibits stochastic variations
interspersed with quasi-periodic behavior. The complex behavior of the flow at
these low Reynolds numbers is due to the simultaneous presence of a number
of length scales of comparable magnitude such as the chord length, the airfoil
thickness, the frontal projected height of the airfoil and the thicknesses of the
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Figure A.2: Aerodynamic quantities for the NACA 0015 airfoil for Re =
500, 1000, 2000. Dashed line shows experimental measurements at Re=7 × 105
from Ref. [188]. (a) Coefficient of mean lift, CL. Dotted line indicates CL = 2πα.;
(b) Strouhal number (St; solid lines) and standard deviation (C ′L; dotted lines)
of CL oscillations; (c) Coefficient of mean drag, CD; (d) Lift-to-drag ratio.; (e) Co-
efficient of mean moment about quarter-chord, CM ; (f) Mean location of center-
of-pressure, XCP .
boundary layer on the suction and pressure surfaces of the airfoil. Further, the
non-periodic nature of the flow for the high angle-of-attack cases necessitates
extremely long integration times to accumulate reliable statistics.
A.2 Effect of Reynolds Number
Figure A.2 shows a comparison of computed force coefficients for the NACA
0015 airfoil at Re = 500, 1000 and 2000, as a function of angle-of attack, α. These
are also compared with the high-Re experimental measurements of CL, CD and
CM from Sheldahl and Klimas at Re = 7 × 105 [188]. Figure A.2(a) shows the
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trend for mean CL. At low α, the mean CL is similar for the three values of Re,
and the lift-slope is about half of the theoretical value of 2π as well as the slope
at high Reynolds number (7 × 105). The mean CL increases monotonically for
Re = 500 and 1000, whereas there is a mild stall at 20◦ ≤ α ≤ 25◦ for Re = 2000.
However none of the cases shows any indication of the deep stall apparent
for the high Reynolds number case. Also contrary to the high-Re behaviour, all
three cases exhibit a significant increase in mean CL for approximately α ≥ 35◦.
This increase is caused by the formation and shedding of a leading-edge vortex
and the magnitude of this jump in mean CL is found to increase with Reynolds
number.
Figure A.2(b) highlights the unsteady nature of CL, with the standard de-
viation of CL plotted using dotted lines and the Strouhal number (St) of lift
oscillations plotted using solid lines. At low angles, St is zero due to the flow
being steady, as seen in figures A.1(a)-(c). This is followed by a jump in St as
α is increased, which corresponds to the onset of unsteady vortex shedding,
followed by a monotonic decrease in St. We see that the onset of unsteadiness
ranges from α ≈ 12.5◦ for Re=500 to α ≈ 5◦ for Re=2000. It is noted that figure
A.2(b) shows the most dominant frequency, however at high angles-of-attack
(α > 25◦) the lift oscillations exhibit multiple frequencies, as seen in figure
A.1. The intensity of CL fluctuations are captured by the standard deviation,
C ′L. The Re = 500 and 1000 cases show a mostly monotonic increase in the
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intensity of lift fluctuations with α, but the Re = 2000 case shows a complex
non-monotonic behavior.
The behaviour of CD, shown in figure A.2(c), is unremarkable except for
jump in the value beyond α ≈ 20◦ for the two higher Reynolds number cases.
It must also be noted that as expected, the drag in these cases is larger than
that at high-Re. Figure A.2(d) shows the lift-to-drag ratio for these cases. The
peak in CL/CD occurs between α ≈ 15◦ for Re = 500, and α ≈ 10◦ for Re = 2000.
Also, we see that the peak lift-to-drag ratio at these low Reynolds numbers is
significantly lower than those at much higher Reynolds number used in con-
ventional aerospace applications, which can be in the range CL/CD ≈ 20−50 at
high Reynolds numbers [188].
Figure A.2(e) shows CM and we see that at small α the moment is close to
zero and shows very small variation with α. This is one feature that these low-
Reynolds numbers flows appear to share with their higher Reynolds number
counterparts. The magnitude of CM increases withRe at high α, and is negative
for α > 10◦. This is related to a shift in the center-of-pressure, which we plot in
figure A.2(f). We see that XCP stays constant for small angles at lower Re, with
this value being farther downstream for lower Re. On increasing α we see that
XCP moves downstream, reaching close to mid-chord at α = 50◦.
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Figure A.3: Force coefficients as a function of angle-of-attack (α) for three
airfoil shapes at Re=1000. The dashed line shows measurements from Kur-
tulus [138] and Liu et al. [139]. (a) Coefficient of mean lift, CL. Dotted line
indicates CL = 2πα.; (b) Strouhal number (St; solid lines) and standard devi-
ation (C ′L; dotted lines) of CL oscillations; (c) Coefficient of mean drag, CD; (d)
Lift-to-drag ratio.; (e) Coefficient of mean moment about quarter-chord, CM ; (f)
Mean location of center-of-pressure, XCP .
A.3 Effect of Airfoil Shape
We now briefly describe the effect of shape on the aerodynamic characteris-
tics by comparing the simulation data for NACA 0012, NACA 0015, and NACA
4415 airfoils at Re = 1000. Figure A.3(a) shows that the NACA 4415 produces
a small but measurable negative lift at α = 0◦ and this unusual effect is con-
trary to what is observed at conventional Reynolds numbers (see Ref. [142]). In
fact, such peculiar behaviour at low-Re has been previously reported at small
angles-of-attack [193]. The lift for the NACA 4415 also increases more rapidly
with angle-of-attack compared to the other airfoils, leading to a larger mean lift
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at the intermediate angles-of-attack. The other significant difference amongst
the three airfoils is in the lift-to-drag ratio and the center-of-pressure. The
NACA 4415 airfoil generates the largest value of CL/CD which is about 32%
higher than the NACA 0015 airfoil. The center-of pressure of the NACA 4415
airfoil is also quite disparate from the other two airfoils for α < 15◦. Also shown
in figure A.3(a) and (b) are comparisons of the mean and Strouhal number of CL
fluctuations computed in this work for a NACA 0012 airfoil at Re = 1000 (pur-
ple line) with the results of Kurtulus [138] (dashed line) and Liu et al. [139]
(dash-dotted line). We note that the comparison for both these quantities is
quite good.






In this chapter, we discuss the implementation of the data-driven procedure
that was briefly described in section 9.2.1 for the identification of distinct vortex
dynamic regimes in the wake of pitching airfoils from the large ensemble of
flow-field data from 165 simulations. An outline of the main steps involved
in this process is shown in figure B.1. We also show the size of the data set
involved in each of these steps along the left-side of figure B.1.
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Figure B.1: Schematic of steps involved in the clustering-based framework
for the identifying distinct vortex-dynamic regimes. The size of the data at
each step is indicated along the left. Snapshots of the vorticity field and the
time-averaged vorticity field in the wake for a sample case are shown in ω1 and
ω̄1.
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B.1 Feature extraction
The input data to this procedure consists of a large ensemble of time-resolved
flow-fields representing each member of the ensemble. The first step involves
distilling the relevant information required from the full flow-field of each
member, in order to measure similarity between ensemble members. This is
important because the dimensionality of the input data in its raw form, de-
pending on the grid-size and number of time-snapshots, can be intractable in
most problems. For example, the 165 cases in the present application, each
with grid size of 1.23 × 105 and sampled with 500 time-snapshots, result in a
very high-dimensional data-set approaching 1010 floating-point entries. Fur-
ther, the task of discovering similarities in time-resolved data is considerably
more complicated than in static data. For these reasons, the first step in this
process involves extracting features from this high-dimensional data, by fo-
cusing on relevant spatial regions of the flow-field, and condensing the time-
evolution of the flow-field into a static representation. In terms of computa-
tional complexity, for an ensemble consisting of N members, each of which is
initially represented by Ng grid points and Nt temporal samples, this “feature
extraction” step reduces the size of the dataset from Ng ×Nt ×N to Ñg × 1×N
floating-point entries, where Ñg ≤ Ng is the spatial dimension of the extracted
feature. For an ensemble member (i), we refer to this extracted “feature vector”
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as γi.
The static features extracted in this process are meant to serve as rep-
resentations of the dynamics of each flow-field. Hence, modal decomposition
techniques [106], such as Principal Orthogonal Decomposition, are often good
feature vector candidates [130]. In this work, we use a “zeroth-order” mode
of the flow-field, the time-averaged vorticity field (ω̄). The extracted feature
vector is computed over a region smaller than the total grid-size, and is of
size Ñg = 49392 grid points. This feature extraction step results in a reduc-
tion of the size of the data from Ng × Nt × N ≈ 1010 floating-point entries to
Ñg × 1×N ≈ 8× 106 entries.
B.2 Dimensionality reduction
Upon identifying a representative feature of the vortex-dynamics in the
flow, the next step involves further reducing the dimensionality of this ex-
tracted data based on spatial information. This dimensionality reduction can
be achieved using a large variety of methods [121], and in this work, we uti-
lize Principle Component Analysis (PCA) for this task. We assemble the en-
semble of N feature vectors, each of which is given by γi ∈ RÑg , into a large
matrix of size Ñg × N and compute the principle components of this matrix.
The projection of each feature vector on the first Nr principal components is
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then computed, where Nr is chosen so as to retain ≈ 90% of the variance. This
step hence reduces the dimension of each feature vector, which we denote in
this PCA-space by γ̃i, to Nr. The resulting size of the data-set, which is Nr ×N
floating-point entries, is typically many orders of magnitude smaller than the
original size. In the present case, we use Nr = 25, and this step reduces the
feature space from ≈ 8× 106 to ≈ 4× 103 floating-point entries.
B.3 Clustering
The compact data-set that results from the above steps can now be effi-
ciently grouped into clusters that share similar features. In this work, we use
Gaussian mixture modelling (GMM) to perform this clustering task. GMM is a
method for Bayesian mixture modelling, which fits multivariate Gaussian mix-
tures over given data. In the context of clustering, each component Gaussian
distribution in the mixture model denotes a cluster of data that shares similar
features [197–199]. Hence for a normal distribution Nk(γ̃ | µ̃k, Σ̃k), defined over
the Nr-dimensional PCA-space of feature vectors γ̃, and parameterized by its
Nr-dimensional mean and Nr×Nr dimensional covariance matrix, the mixture
model probability density is given by
p(γ̃ | Θ) =
Nc∑
k=1
πkNk(γ | µ̃k, Σ̃k) (B.1)
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This is a sum of Nc mixture components, each weighted by a mixture weight
πk. The mixture weights (πk), and the mean and covariance of each compo-
nent (µ̃k, Σ̃k) are the parameters of the model, denoted by Θ. To estimate
these parameters, we use the expectation-maximization algorithm [200] for
maximum-likelihood estimation, implemented in the open-source scikit-learn
package [201].
Some key advantages of using GMM are its inherent simplicity, formal sta-
tistical basis, and its flexibility to fit non-isotropic clusters. GMM requires
specifying the number of clusters in the data beforehand, which is represented
in equation B.1 by Nc. We estimate this using the Bayesian information cri-
terion [202], which is a model selection criterion that penalizes high model
complexity, and is well suited to mixture modeling based methods [203]. The
Bayesian information criterion (BIC) takes the form:
BIC = NΘln(N)− 2 ln(L̃) (B.2)
where NΘ is the number of parameters in the model, and is proportional to
Nc. The function L̃ is the log-likelihood, which is analogous to the optimiza-
tion function maximized in fitting equation B.1 to the data given by γi. Hence
low values of BIC represent a good balance between model complexity (propor-
tional to Nc) and the fit of the model.
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Figure B.2: (a) Bayesian information criterion (BIC) versus number of clus-
ters (Nc). The minimum BIC at Nc = 14 indicates the best-fit for Nc; (b) Prob-
ability density of pair-wise ARI for 100 independent clustering results with
Nc = 10, Nc = 12, Nc = 13, and Nc = 14; (c) Variability in clustering assignment
for each case in the dataset, evaluated. The darker markers represent higher
variability.
The number of clusters is determined in the present case by iterating through
values in the range 2 ≤ Nc ≤ 25, and performing 3000 independent instances
of clustering at each Nc. We then pick the clustering result that represents the
best BIC (from the 3000 independent results) at each value of Nc, and this BIC
is plotted against Nc in figure B.2(a). The optimal Nc, given by the minimum
of the BIC-curve, is hence determined to be Nc = 14 in the data-set analyzed
here.
B.4 Consensus clustering
Lastly, the distinct vortex regimes identified are tested for robustness using
multiple independent runs of the GMM algorithm, with random initial seeds,
on the given data. In this work, we generate a set of 100 independent clustering
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results, each of which is selected as the best result (based on BIC) from 3000
initializations. We compare independent clustering results pair-wise using the
the adjusted Rand index [204]. This metric assigns a score of 0 in the event of
random clustering, and 1 in the event of an exact match between two clustering
results. We first use this to verify the suitability of the chosen Nc value, with
the aim to obtain the smallest possible set of representative cases from this
large data-set of flow-fields. Hence we compare the chosen value of Nc = 14
to clustering results obtained by using smaller Nc values, Nc = 10, Nc = 12
and Nc = 13. We generate a set of 100 independent clustering results at each
value of Nc and then compute the ARI between all 99 × 100 pairs of results in
each set. This is plotted as a probability distribution in figure B.2(b) for each
Nc. We see that ARI ' 0.7 for all pairs, which is a quantitative indication
that the data-set consists of highly repeatable clusters, hence suggesting the
existence of true clusters (as opposed to random clustering, which would not
be repeatable). Further, while the mean ARI for the cases with Nc = 10, Nc =
12, and Nc = 13 are similar to each other, Nc = 14 has a higher mean ARI
as well as a bias towards higher ARI values. This suggests that the chosen
value of Nc = 14 is indeed a better fit to the data than the lower values. This
process also allows a quantitative way to determine a “consensus clustering”
[205, 206], i.e. the clustering that is most similar to all others generated in
this set of independent results. This is chosen based on the mean ARI for
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each independent clustering, i.e. the mean of its ARI computed against the 99
other independent results. The clustering result with the lowest mean ARI,
representing the closest match to all other members of the set, is chosen as the
final clustering result [205,206].
The repeatability of clustering that is discussed above is assessed over the
entire clustering result. We now propose an additional metric for evaluating
the repeatability of cluster assignments for each case in the data-set. We con-
struct “distance matrices”, Mij, for each pair (Ci, Cj) of independent clustering
results, with size N × N (N is the number of cases in the data-set). The (p, q)
entry of Mij is given by the following: Mij(p, q) = 0 if the pth and qth data-points
in the ensemble are clustered either in the same cluster or different clusters
in both Ci and Cj, and Mij(p, q) = 1 if the pth and qth points are clustered sepa-
rately in Ci but together in Cj or vice-versa. This is similar to [207] and [208].
Mij is then averaged for all pairs (Ci, Cj), and subsequently averaged for each
data-point N . The result is a vector of size N which measures the variability
in cluster assignment for each of the N members in the ensemble, thus indicat-
ing which ensemble members are most likely to be erroneously assigned to the
wrong cluster. In figure B.2(c), each ensemble member is plotted in frequency-
amplitude space, with the visibility of each marker representing the measured
variability. As expected, we see that members closer to cluster boundaries are
most likely to be mis-classified.
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