Observability, as is well-known, is of biological and engineering significance for the study of complex networks with a mass of state variables (SVs), while sensors are commonly impossible or very difficult to be inflicted on all SVs. Taking an unobservable system into account, it is significantly crucial to design an operably effective control strategy under which the system achieves observability. In this study, a novel design strategy of pinning controller is developed for an unobservable Boolean network by taking advantage of the original network structure (NS) with respect to (w.r.t.) n SVs rather than the traditionary state transition diagram w.r.t. 2 n vertices based on the semi-tensor product of matrices. The application of the original NS information dramatically reduces the time computationally complexity from O(2 4n ) to O((n − m)2 n ) with m being the output number. Moreover, the designed pinning controller by our approach can easily pick the pinning nodes and its feedback form is more concise. With regard to simulation, a biological network, called T-LGL survival network, with 18 SVs successfully becomes to be observable under the designed pinning controller.
I. INTRODUCTION
In 1969, in order to exploit the dynamic behavior of genetic regulatory networks, Kauffman established a binary device, named as Boolean networks (BNs), to quantitatively characterize gene states equipped with a series of logical updating rules [12] . The extensive applications of BNs have been congruously recognized in numerous fields such as biological engineer [1] , [3] , [4] , power systems [6] , circuit systems [2] , IC engines [27] and so forth. Nevertheless, there all through lacked a systematical mathematic technique to address this kind models until semi-tensor product tool turned out [7] . By referring to this technique, a BN can be algebraically converted into a positive linear system, under which various issues have been concerned. To mention just a few, stability and stabilization [5] , [17] , [18] , controllability [13] , [22] , [23] , as well as decoupling problem [20] , [28] .
With regard to many complex systems including BNs, it is of great significance to investigate their observability property, since measuring entirely state variables (SVs) is generally impossible with the cost restriction of time and sensors [21] .
Abstractly, observability is concerned with whether the output measurements can entirely reconstruct the initial values of SVs. In [14] , Laschov et al. proved that the testing of observability for a BN is NP-hard unless NP=P, and exploited a graph-theoretic method to check the observability of BNs. Additionally, there have appeared many other different approaches for testing observability of BNs in succession, including matrix testing approach [10] , automata modeling approach [29] , and set reachability or set controllability approach [8] , [9] , [11] , [30] , [31] . However, the time computational complexity of analysis and controller design for observability in BNs always maintains around O(2 4n ) with regard to (w.r.t.) node number n. Very recently, Weiss and Margaliot successfully applied the network structure (NS) information to solve the observability and minimal observability for a class of special BNs called conjunctive BNs within polynomial-time complexity O(n 2 ) [26] . After that, they extended the obtained results to a standard BN, but the obtained criterion is only sufficient and the control design approach is still vacant.
In the last decades, there have developed many fruitful control strategy, including but not limited to, state feedback control [18] , output feedback control [5] , sampled-data control [19] as well as pinning control [22] , [15] . Nevertheless, except for pinning control, almost all controllers are imposed to all nodes; that is why pinning control is popular and potential. It deserved noting that there is no result on the pinning observability of BN, because if we designed pinning control under the augmented system reported by [8] , [9] , [11] , [30] , [31] in a manner as traditional approaches [15] , [16] , [20] , the calculation of undetermined logical functions will be complex and difficult. Even if it is solvable, the time complexity is also computationally heavy at least O(2 4n ) with respect to the node number n. Furthermore, it should be noted that, following the traditional methods [15] , [16] , [20] , the pinning nodes will be difficult to be selected and the controller may be imposed to all nodes eventually.
Motivated by the above discussions, we develop an NSbased pinning controller to achieve the global observability of BNs by referring network structure (NS) information for the first time. First of all, by utilizing the Properties P 1 and P 2 of an observable BN concluded in [25] , [26] , a polynomial-time algorithm is developed to pick the pinning nodes and print the desirable observed paths. Subsequently, pinning control form is solved by following the idea that making node i be the unique in-neighbor of its predecessor in the printed observed paths. During the whole process of control design, we never use the 2 n × 2 n transition matrix L, which is vital in the traditional controller design [8] , [9] , [11] , [30] , [31] . The main arXiv:1912.02394v1 [eess.SY] 5 Dec 2019 advantages of our designed approach are fourfold:
• State transition matrix L with 2 n × 2 n dimension is not necessary anymore, contrastively we only use the more accessible structure matrix of each logical function corresponding to pinning nodes. Moreover, under the traditional framework, the transition matrix of the augmented system is 2 2n × 2 2n . • Time complexity is more computationally acceptable and is dramatically reduced from O(2 4n ) to O((n − m)2 n ) w.r.t. node number n and output number m. When dimension n is large, it will be remarkable as O((n − m)2 n ) ≪ O(2 4n ). • The feedback form for each node in eventual pinning controller is only dependent on its in-neighbors and is more concise than the traditional design approach [15] , [16] , [20] . • It is more convenient to pick the pinning node set than the existing methods [15] , [16] , [20] . The reminder of this paper is organized as follows: Section II presents some basic preliminaries including notations and some introduction of STP. In Section III, a novel pinning control strategy based on NS information is provided to drive a BN observable, and the time complexity is discussed and compared with the existing results. A biological example with 18 nodes is dealt with in Section IV, and Section V gives a brief conclusion.
II. PRELIMINARIES
In this section, we firstly present some mathematical notations which are useful throughout this brief.
• B ∶= {1, 0}. • B m×n ∶ the set of m × n Boolean matrices whose all elements belong to B. • N ∶ the nonnegative integer set. • [i, j] ∶= {i, i + 1, ⋯, j} for i < j and i, j ∈ N . • I n : the n × n identify matrix.
B m×n is a logical matrix if and only if its row sum is 1 ⊺ n . Definition 1 (See [7] ). Let U ∈ R m×n and V ∈ R p×q , the STP of matrices U and V is defined as
where α is the least common multiple of integer n and p.
Proposition 1 (See [7] ). One property of semi-tensor product is the pseudo-commutative law: if u ∈ R m×1 and v × R n×1 , then it holds that
where
Proposition 2 (See [7] ). A power-reducing matrix M r,2 n is defined as M r,2 n = [δ 1 2 n ⋉δ 1 2 n , δ 2 2 n ⋉δ 2 2 n , ⋯, δ 2 n 2 n ⋉δ 2 n 2 n ], by which η ⋉ η = M r,2 n η for every η ∈ ∆ 2 n .
In order to use STP technique for BNs, we identify a bijection from B to ∆ 2 as 1 ∼ δ 1 2 and 0 ∼ δ 2 2 . Then, in this setup, the equivalent representation of every logical function can be derived as follows:
Proposition 3 (See [7] ). Given an arbitrary logical function
where L f ∈ L 2×2 n is called the structure matrix of function f .
As for algebraic form,
III. MAIN RESULTS
Henceforth, we study the BNs below with n state variables and m directly output variables:
where X i (t) ∈ B and Y j (t) ∈ B respectively indicate the SVs and output variables. More precisely, X i are termed as (non-) directly observable SVs for all i ∈ [1, m] (i ∈ [m+1, n]). N i is the right subscript of functional variables for logical function f i . Remark 1. To begin with, it is worthy classifying that the j ∈ [1, m] case has covered the entire sense without loss of generality. In addition, the situation of general output functions Y j (t) = h j [X k (t)] k∈Mj can be addressed as
Definition 3 (See [10] ). BN (4) is said to be observable if, for arbitrary initial state pair x 0 ∈ B n and x ′ 0 ∈ B n , the corresponding output sequences y(x 0 , t) and y(x ′ 0 , t) are distinct at some certain time bits.
For the sake of observability analysis, we construct the socalled NS diagram (also called wiring digraph) G ∶= (V, E) with vertex set V ∶= {X 1 , X 2 , ⋯, X n } based on the SVs' connected relationship; an edge e ji ∈ E is drawn from vertex X j to X i denoted as X j → X i if and only if variable X j is a functional variable of function f i that is j ∈ N i . In this setup, the set of functional variables for function f i is N in (X i ), the right subscript of which is exactly N i .
Subsequently, we present an important theorem. For the consistency of reading, the description of Properties P 1 and P 2 please refer to the Appendix.
Lemma 1 (See [25] , [26] ). BN (4) is observable if it is of Properties P 1 and P 2 .
As is minutely mentioned in [25] , [26] , the wring digraph of BN (4) having Properties 1 and 2 can be decomposed into a set of m disjoint observed paths O 1 , O 2 , ⋯, O m and ensure that each vertex in V only occurs in a unique observed path.
Although Lemma 1 is only sufficient, it is however enough to design the pinning control of the following form such that an arbitrary BN becomes observable:
where C ⊆ [1, n] is the right subscript set of pinning nodes, ⊕ i ∶ B 2 → B and g i ∶ B Ni → B are logical operators to be identified. To sum up, the ascertained parts in closed-loop system (5) is threefold:
1 Pinning node set C; 2 Binary operators ⊕ i for all i ∈ C; 3 Logical functions g i for all i ∈ C.
The overall design idea follows that: [Q1] Firstly, printing m observed paths and picking the nodes which are not satisfied with the concept of observed paths as pinning nodes. [Q2] Secondly, deleting or adding several edges by logical functions ⊕ i and g i to meet the definition of observed paths.
A. Solve [Q1]: Pick pinning node set C
In what follows, we focus on the identification of pinning node set C. Intuitively from Lemma 1, if some "effect" is inflicted to impel the wring digraph composed of several observed paths, we can generate an observable BN. Motivated by this, we develop a constructed algorithm with linear time complexity w.r.t. the vertex number n to pick the pinning node set C.
The employing principle of Algorithm 1 is to establish some observed paths, even if they may not satisfy the definition 
if v ∈ N in (O − vertex) is non-directly observable and has not been contained in a previous path then of observed path in original wring digraph G. The design of binary operators ⊕ i and logical functions g j is employed to "delete" (or "add") the edges and generate a desired wring digraph. The correctness and efficiency of Algorithm 1 will be proved in the next subsection together with the proof of pinning control design.
B. Solve [Q2]
: Calculate ⊕ i and g i for every i ∈ C As mentioned above, the ultimate results of designed ⊕ i and g i , for each i ∈ C, should ensure the printed O 1 , O 2 , ⋯, O m of Algorithm 1 to become observable paths. Because the functional dependency relation of f i and X j decides whether there exists an edge X j → X i , if pinning controlled BN (5) satisfies the desired functional dependency relation, we can achieve observability. As is known, imposing pinning control on every node can only modify the edges towards to it. Therefore, we partition set C into C ∶= C 1 ∪ C 2 ∪ C 3 , where C 1 stands for the nodes needing to delete edges from other nodes to it, C 2 presents the nodes needing to add an edge from another node to it, and C 3 corresponds to the nodes needing to delete and add edges.
We then present a fundamental proposition as a cornerstone of deleting edges in the context below.
Proposition 4. Let matrix L fi ∈ L 2×2 N i be the structure matrix of logical function f i ([X j ] j∈Ni ) with N i variables and N i ∶= {j 1 , j 2 , ⋯, j Ni } with j 1 < j 2 < ⋯ < j Ni . Then, variable X j k is a unique functional variable of function f i if and only if structure matrix L fi ∈ L 2×2 N i satisfies
According to the definition of nonfunctional variables, one has that f (0, 0, ⋯, 0) = f (1, 0, ⋯, 0) = f (0, 1, ⋯, 0) = f (1, 1, ⋯, 1) for fixed k = 1 or 2. Thus, once the value of X j k is given, the function value of f i is also determined. In addition, by Lemma 3, it claims that
Therefore, for the algebraic representation (7) , once Proof: According to the definition of swap matrix W 2,2 j k −1 , one has that
Therefore, if we multiply W ⊺ 2,2 j k −1 to the both side of equation (6), it implies that
holds for allÂ ∈ L 2×2 N i −1 . This completes the proof of Theorem 1. Proposition 4 and Lemma 1 prevent the form of structure matrix we need. In what follows, we firstly address the nodes in C 1 . Define the delta vector form of X i (t) (respectively, U i (t)) as x i (t) ∶= δ 2−Xi(t) 2 (respectively, u i (t) ∶= δ 2−Ui(t) 2
). By using STP and some related properties, we can derive the algebraic representation of state update for nodes i ∈ C 1 as
where M ⊕i ∈ L 2×4 and L gi ∈ L 2×2 N i are the undetermined structure matrices corresponding to ⊕ i and g i ; L fi ∈ L 2×2 N i are the structure matrices of logical function f i .
Remark 2. As mentioned in [32] - [35] , there are many results formulating that the real biological networks are sparsely connected, that is N i will not be very large even if considering a large-dimensional BN. It reflects, from another aspect, the feasibility of our approach.
Let In(i) be the right subscript of in-neighbor for node X i in the desired observed paths and w In(i) as the number order of integer In(i) by increasing sequence. In conclusion, for i ∈ C 1 , we only need to calculate the logical matrices M ⊕i ∈ L 2×4 and L gj ∈ L 2×2 N i from the following equations:
Fortunately, it has been proved that logical equations (10) must be solvable in [15] .
With regard to node i ∈ C 2 , it can directly assign ⊕ i = ∧ and g i = x In(i) (t). As for i ∈ C 3 , it needs two-step pinning control:
Firstly, let ⊕ i = ∨ and g i = ¬f i [x k (t)] k∈Ni . Secondly, let ⊕ i = ∧ and g i = x In(i) (t). To sum up, the eventually observable BN under pinning control can be compactly presented as
where ⊕ i and g i are solved from equation (10).
Remark 3. For i ∈ C 1 , logical functions ⊕ i and U i (t) is applied to delete the redundant edges. For i ∈ C 2 or i ∈ C 3 , operator ∧ is added to make the logical function f i dependent on x In(i) .
Theorem 2. BN (11) is observable.
Proof: With regard to BN controlled by above pinning controller, its wring digraph can be decomposed into several disjoint observed paths O 1 , O 2 , ⋯, O m printed by Algorithm 1. For a directed graph composed of a series of disjoint observed paths, the BN corresponding to it processes Properties P 1 and P 2 as reported in [25] , [26] . It, therefore, can conclude the correctness of the designed approach.
C. Comparison
One main contribution of this pinning strategy is the reduction of computational complexity. Usually for the analysis and control of observability in BN [8] , [9] , [11] , [30] , [31] , we will multiply the original BN with its duplicate to obtain an augmented system with 2 2n -dimensional transition matrix, and study the set controllability or set reachability of it. If we directly design the pinning control as the existing approaches [15] , [16] , [20] , the time complexity will be O(2 4n ) at least, which is computationally heavy for computer. By our approach, the time complexity for Algorithm 1 is linear with the description of network node number n as is O(n 2 ) for the worst case; the time complexity for the part of solving each equation in (6) and (10) is O(2 n ). Thus, to sum up, the total time complexity will be O((n − m)2 n ) for the worst case and O((n−m)2 n ) ≪ O(2 4n ) when considering a large-dimension BN.
Additionally, by referring Algorithm 1, it is easy to pick the pinning nodes and the approaches in [15] , [16] , [20] may impose the control to all nodes. With regard to state feedback, it is only dependent on the in-neighbors of original wring digraph and is more concise. Since the network connection is sparse, the in-degree of vertices will not be very large.
IV. AN ILLUSTRATIVE EXAMPLE: T-LGL SURVIVAL
NETWORK WITH 18 SVS Consider the pinning controller design of an unobserved T-LGL survival network associated with 18 SVs [24] :
where these 18 SVs respectively stand for CTLA4, TCR, CREB, IFENG, P2, GPCR, SMAD, Fas, aFaS, Cermide, DISC, Caspase, FLIP, BID, IAP, MCL1, S1P and Apoptosis. By equation (12), we can draw its NS diagram as follows: Fig. 1 . The NS diagram of BN (12) . In this figure, red (respectively, green) vertices represent the (non-)directly observable nodes, and some integer i with underline shows that this integer is 1i. Besides, the red lines composes of three observed paths. Particularly, the dashed arc is that needs to be added. 
and
according to equation (10), one has that α 1 = α 2 = α 3 = β 1 = β 2 = 0 and α 4 = β 3 = β 4 = 1. Such M ⊕4 and L g4 respectively correspond to ↓ and ¬X 5 . Similarly, we can obtain that ⊕ 10 = ∨ and g 10 = X 17 , ⊕ 11 = ∧ and g 11 = (¬X 10 ) ∧ (¬X 8 ), ⊕ 12 = ∧ and g 12 = (¬X 4 ) ∧ X 17 , ⊕ 18 = ∧ and g 18 = ¬X 18 . For node X 5 , the final pinning control will be X 5 (t + 1) = X 5 ∧ [¬(X 4 ∧ X 5 )] ∨ (X 4 ∧ X 5 ).
Remark 4. In this T-LGL survival network, if we apply the traditional pinning approach [15] , [16] , [20] by set reachability or set controllability in [8] , [9] , [11] , [30] , [31] , the dimension of transition matrix will 2 36 × 2 36 (68719476736 × 68719476736), which is computationally heavy.
V. CONCLUSION
In this section, we proposed a novel pinning control strategy for BNs based on the NS information. Without using the STP of matrices directly, an algorithm was developed to produce a series of desirable observed paths, and pinning nodes were picked for those not satisfying the definition of observed paths. Subsequently, pinning control was designed by deleting or adding some edges in the original wring graph. Consequently, the time complexity was dramatically reduced from O(2 4n ) to O((n−m)2 n ), which is more applicable for large-dimensional networks. Finally, an unobservable T-LGL survival network with 18 SVs was successfully dealt with.
APPENDIX
In the Appendix, we present the Properties P 1 and P 2 for BN (4) discussed in its wring digraph.
Definition 4 (See [25] , [26] ). BN (4) is said to have Property P 1 if for each non-directly observable vertex X i , in its wring digraph, some other vertex X j satisfying N in (X j ) = {X i } exists.
Definition 5 (See [25] , [26] ). BN (4) is said to have Property P 2 if for each directed cycle C composed entirely of nondirectly observable vertices, there exists a vertex X i in C such that X i is the unique in-neighbor of some other vertex X j not the part of C, that is, N in (X j ) = {X i }.
