Semiparametric model in statistical downscaling (SD) consists of parametric and nonparametric functional relationship between a local scale variable as the response and global scale variables as the predictors. The local variable is rainfall intensity and the global variables are the precipitation of Global Circulation Model (GCM) output. Because of the multicollinearity problem in GCM output, principal component analysis is used to reduce dimension of the predictors to a number of orthogonal components. Usually, SD uses principal component regression (PCR) as a parametric model with the components as predictors. However, the rainfall prediction using the PCR is not quite accurate. In this research the rainfall prediction is improved using a semiparametric model. This model treats some components as parametric and the others as non parametric predictors because of the fact that not all of the components used in the model are linearly related to rainfall. The semiparametric model development uses mixed model approach where the nonparametric relationship is represented using spline with truncated power basis. The model is developed without and with dummy variables. The dummy variables are based on heterogeneous residual variance resulted from partial least square regression. The model performance is evaluated based on the values of RMSEP (Root Mean Square Error of Prediction) and R 2 (Coefficient of Determination). The result shows that the model with dummy
Introduction
In statistical downscaling rainfall prediction uses General Circulation Model (GCM) output which is available for prediction years ahead. Statistical downscaling represents a relationship or transfer function between a local scale variable and global scale variables. The GCM is a basic tool used for modeling climate change [16] . Due to GCM is one of global information models, an estimation technique of local scale climate variables is needed to generate highly accuracy results [18] . The statistical downscaling is one of the techniques that obtain local scale information from GCM output.
The main problem in developing SD model is to find a method which shows the best relationship between a response and predictors [13] . Many SD models have been developed based on parametric and nonparametric models. One of the parametric model used is PCR [1] [4] [7] [9] [15] , partial least square regression (PLSR) [17] . Nonparametric SD models which have been used is based on artificial neural network [12] [13] , spline multivariate additive regression [14] , and projection pursuit regression [16] .
The GCM output generally consists of correlated variables or in condition of multicollinearity which is the problem in multiple regression modeling. This problem is usually overcome by principal component regression (PCR) which is a parametric model. The common method in SD model is PCR [10] . This model is based on principal component analysis (PCA) to reduce dimension of predictors to a small number of orthogonal components. Dummy variables have been used in the PCR model to improve the rainfall prediction. The PCR with dummy variables is better than that without dummy variables [11] .
The parametric model needs strong assumptions so it is not flexible for GCM output which is nonlinear. A nonparametric model which is free distribution can also be used to develop SD model but it is difficult to determine a best model. A semiparametric model can be an alternative model. The basic idea in semiparametric model is the possibility of combining parametric and nonparametric predictors. Djuraidah used semiparametric model to analyze air pollution [3] and Mehrota and Sharma applied semiparametric model to estimate daily rainfall [8] .
The objective of this research is to develop SD model using semiparametric model with and without dummy variables to predict rainfall. This model is based on PCA and PLSR. The semiparametric model with dummy variables is compared to that without dummy variables. Section 2 describes preliminary theories of SD, parametric models (PCR and PLSR), and semiparametric models including penalized spline regression based on mixed model. Methodology including data and method is presented in Section 3. Results and Discussion are in Section 4, and Conclusions are in Section 5.
2.
Literature Review
Statistical Downscaling
Statistical downscaling model is based on multiple regression which shows functional relationship between a local scale response variable (y) and global scale predictor variables (X). The local scale variable is monthly rainfall intensity and the global scale variables are GCM output (monthly precipitation). The basic idea of SD is to find relationship between scale climate elements to transfer information of GCM output to local scale climate in the past, present, or future. The SD approach finds relevance local scale information based on the global scale information using functional relation of the two scales.
In general the form of parametric SD model is:
with = (y 1 , y 2 , … , y t ) ′ is the response of size (t × 1), = (x 1 , x, … , x p ) ′ is the predictors of size (t × p), = (β 1 , β 2 , … , β p ) ′ is the parameters of size (p × 1), and = (ε 1 , ε 2 , … , ε t ) ′ is the errors of size (t × 1), and t is the number of observations (period of time) and p is the number of predictor variables.
According to [2] the best SD model follows the three constraints, i.e. (1) response and predictor variables are related with high correlation, (2) predictors are well simulated by GCM, and (3) the functional relation of a response and predictors is consistent for a long time even though climate change in the future.
Reduction Dimension
Multiple regression model needs uncorrelated predictors or not multicollinear. In SD the predictors are usually high correlated or multicollinear, such as the monthly precipitation of GCM output. This is a problem in developing SD model. Principal component analysis is one method to overcome the problem.
Principal component analysis, also called dimension reduction method, converts predictors into orthogonal components and each component is a linear combination of predictors (X). The components are not correlated or orthogonal and can be used as new predictors in regression model. However, only few components are used as new predictors in the model.
Partial least square regression is another reduction dimension method and can be used to overcome the multicollinearity problem. PLSR which combines PCA and multiple regression method decomposes X and y simultaneously. The results of PLSR are pairs of components from X and corresponding components from y. Each pair describes its covariance of X and y and the component of X as predictor and component of y as response [17] . Scatter plot of the first pair is used to identify the pattern of relation between response and predictor and the possibility of classifying data [11] .
Semiparametric Model
Regression model in Eq.1 is parametric model which needs strong assumptions. The relation between a response and predictors could not be relevant so it is necessary to develop a nonparametric model which does not need any assumption.
General form of a nonparametric model is:
with s(X;β) is a nonparametric regression function. The function estimation can use kernel, spline regression, smoothing, wavelet, Fourier, additive model, or mixed model. The model in Eq.2 can be represented in the following simple form:
with yi is the response variable, s(xi) is the nonparametric regression function, εi is the error which is independent with variance σ 2 , and 1 ≤ i ≤ n. A nonparametric regression function s uses spline regression model as follows:
with = ( 0 , … , , +1 , … , + ) is the regression coefficients ≥ 1 is a positive integer, ( − ) + = ( − ) ( ≥ 0) is the truncated basis function and 1 < ⋯ < is fixed knots [3] . The model in Eq.4 has p degrees of freedom and k knots.
Parameters, , are estimated by minimizing penalized sum of square, J(s), defined as follows:
with λ is a smoothing parameter and D = diag(0p+1, 1K). The first part of ( ) is the error sum of square and the second part is the smoothing penalty. If λ is large then s curve is smooth, and if λ is small then s curve is not smooth.
Penalized sum of square in Eq.5 can be written in matrix notation. If T is design matrix for spline regression then the i th row of T is the following:
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Therefore, the estimate of parameters,̂, of penalized spline regression is as follows:
Penalized spline regression can be estimated using mixed linear model. General form of mixed linear model is as follows:
, while X is design matrix of observed fixed effect, is parameters of fixed effect, Z is design matrix of observed random effect, u is random effect, and is random error.
Methodology

Data
This study uses the rainfall data in Indramayu district as dependent variable and GCM precipitation from climate model inter comparison project (CMIP5) with time lag as independent variables. Each of these data is a monthly data from January 1979 to December 2008. GCM precipitation with time lag gave better rainfall estimation results [11] . GCM data was obtained from website http://www.climatexp.knmi.nl/ issued by the Netherlands KNMI (Koninklijk Nederlands Meteorologisch Instituut). The size of GCM domain that used in this research was 8×8 (64) grids (2.5°× 2.5° for each grid) from 98.75° to 116.25° East and from 16.25° South to 1.25° North on around area of Indramayu. The size of domain 8×8 grids over the area of Indramayu showed the estimator more stable or consistent and not overly sensitive to outliers [16] . In this paper data divide into two parts, that is data in 1979-2007 for developing a model and data in 2008 for model validation.
Methods
Multicollinearity in GCM output is a problem in developing SD model. This problem is necessary identified first before determining the relationship between rainfall intensity with precipitation of GCM output. The multicollinearity problem can be identified based on the value of variance inflation factor (VIF) more than 10 and overcome by PCA. PCA reduces dimension of precipitation into a small number of components.
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The next step is to determine the pattern of functional relationship between rainfall intensity and precipitation by plotting rainfall intensity with the score of components found using PCA in the first step. This plot is implemented with various possible degrees of freedom for fitting the pattern. The minimum GCV criterion determines the best pattern of relationship with the optimum degrees of freedom. The relationship could be parametric or nonparametric or both parametric and nonparametric.
In the case of nonparametric relationship, it needs to generate spline basis including a number of knots and to generate truncated power function basis. The number of knots (k) depends on the number of degrees of freedom of spline smoothing (p) and the number of parameters (db) or degree of truncated power function basis (d).
For example, let a penalized spline (p-spline) model as in Eq.4. The number of knots in a model can be formulated:
The distance between knots (q) can be determined using formula:
(10) where n is the number of observations. Generating truncated power function basis for penalized spline model is based on the following formula,
where x is independent variables, is the k th knot on the independent variables, and p is the highest power of the penalized spline model.
Parameter estimation is based on linear mixed model which needs the following two design matrices X and Z according to Eq. 4.
The best model is determined based on Akaike information criterion (AIC), Bayesian information criterion (BIC), correlation between prediction and actual data, coefficient of determination (R 2 ), and root mean square error of prediction (RMSEP).
4.
Results and Discussion
Data Exploration
Based on the VIF values, there are 62 of 64 grids of precipitation data with VIFs more than 10. These indicate multicollinearity problem in the precipitation data. Therefore, it is required to reduce dimension of precipitation data. PCA is applied to get four components (PC1, PC2, PC3, and PC4) with 95% proportion of total variance which is the representative of 64 predictor variables.
Pattern identification of relation between rainfall as response variable and each component as predictor variable is based on GCV (generalized cross validation) to determine the optimum degrees of freedom and the value of smoothing penalty (λ). The result shows that the optimum degrees of freedom of PC1, PC2, PC3, and PC4 are 18, 11, 9, and 7 with the λ values are 0.669, 0.235, 0.407, and 0.299 respectively. The patterns of four components are in Figure 1 . The pattern of PC1 (Figure 1(a) ) shows almost linear, the pattern of PC3 (Figure 1(c) ) shows almost quadratic. However, the patterns of PC2 (Figure 1(b) ) and PC3 (Figure 1(d) ) do not show a specific parametric pattern but could be parametric and nonparametric relationship simultaneously. This fact indicates that these four PCs can be related to rainfall data with parametric and nonparametric parts. Therefore, semi parametric model is more relevant than parametric models. 
Semiparametric Model
The number of knots in a model depends on the number of parameters and degree of spline truncated power basis. The three semiparametric models respectively with basis spline linear, quadratic, and cubic and various numbers of knots are evaluated. Based on the values of AIC, BIC, and λ, the cubic model is the best model. Various cubic models with different number of knots are compared based on the values of R 2 and RMSEP ( Table 1 ). The best model is the third model with 14 knots for PC1, 8 knots for PC2, 7 knots for PC3, and 5 knots for PC4, the largest R 2 (79.94%), and the smallest RMSEP (68.88). Diagnostic to the best model using its residual plot in Figure 2 (a) shows heterogeneous residual variance. One way to overcome this problem is to classify data. Classification is based on partial least square method and results in five groups [11] . These five groups are as the reason to modify the model by adding four dummy variables to the model. The residual plot of the model with dummy variables is in Figure 2 (b) and now shows homogeneous residual variance.
The modified semiparametric model (cubic semi parametric model with dummy variables) is compared to the previous model (cubic semi parametric model without dummy variables) as presented in Table 2 . The modified model is the better and shows an improvement in terms of BIC (3259.6), R 2 (97.08%), RMSE (32.58), and r (0.99). The last modified model is used to predict rainfall one year in advance and the predicted rainfall is compared to actual rainfall ( Figure 3 ). The model with dummy variable gives the pattern of predicted rainfall more similar and closer to the actual data compared to that without dummy variables. This indicates that the model with dummy variables could predict better than the model without dummy variables. For the sake of the consistency of modified semiparametric model in prediction, the model is implemented for prediction one to 5 years ahead. Table 3 shows the values of AIC, BIC, r, R 2 , and RMSEP of these predictions. These values for period one to five years are almost equal. This fact indicates that the semiparametric SD model is consistent in rainfall prediction up to five years ahead. Figure 4 shows that the pattern of rainfall prediction for next five years is similar and very close to the pattern of actual rainfall. 
Figure 3 Predicted rainfall
Conclusions
The functional relationship between rainfall intensity and GCM precipitation could be parametric and nonparametric or semiparametric. Cubic semiparametric model is better than linear and quadratic semiparametric models. The optimum numbers of knots of this model are 14, 8, 7, and 5 respectively for PC1, PC2, PC3, and PC4. The addition of dummy variables to the model solves the problem of heterogeneous residual variance. Compared to the model without dummy variable, the cubic semiparametric model with dummy variables improves the better prediction of rainfall intensity and consistent for five years ahead.
