Abstract. Since record polymorphism is one of essential factors for object-oriented languages, various approaches to incorporate record polymorphism into type systems have been proposed to lay the foundation for object-oriented languages. Recursive types, which are essentially types of lists or trees, are major programming tools. In object-oriented languages, a pseudo variable \self" has a recursive type, which requires that type systems be able to treat recursive types. The purpose of this paper is to provide a type system and its type inference algorithm which can handle subtyping, recursive types and parametric polymorphism without any kind of type declaration or unnatural restrictions. We prove soundness and completeness of the type inference algorithm. Our system integrates subtyping and recursive types into Damas and Milner's type system and preserves important properties such as existence of principal typing. The basic idea is that we consider a type as a regular tree.
Introduction
Our aim is a largely practical one, that is to construct a suciently powerful type system and its feasible inference algorithm for object-oriented languages. Though there are many discussions about what the denitive features of objectoriented languages are, we only take account of existence of record types and polymorphic method selection. For that purpose, subtyping relation on record types is especially important. Many popular object-oriented languages such as Smalltalk, C++, CLOS, Eiel, etc. impose strong restrictions on their type systems, which are far from full subtyping polymorphism proposed by Cardelli [6] . Though Cardelli's language has simple and clear semantics of multiple inheritance, the type checking algorithm seemed complicated and the type inference problem was hard so that it has not been implemented in practical languages. Oxhj et al. [15] proposed a type inference algorithm for object-oriented languages. Their type system views a type as a set of classes. Their algorithm works on Smalltalk without imposing restrictions on the language and is actually implemented. But it is too specialized for Smalltalk and it has no capacity to handle any kind of type constructors or higher order functions. Recently, Baumgartner [3] implemented a signature mechanism into g++ which accommodated subtype polymorphism over recursive types.
The notion of recursive types appears naturally in many programming languages. A pair of recursive data structures and recursive functions over them is one of common programming techniques. A subtype relation over recursive types was dened by [1, 2] and [12] gives a detailed algorithm to judge subtype relations for recursive types. Recursive types arise necessarily in object-oriented languages since a pseudo variable such as this or self which implicitly belongs to all objects has a recursive type inevitably.
In this paper, we propose a type system which simultaneously treats subtyping, recursive types and parametric polymorphism with its complete type inference algorithm. We believe that these three notions are necessary for type systems of practical object-oriented languages. In our system, subtyping is introduced over function types, record types, and variant types. Our type system is similar to the one given by [14] except that polymorphism and recursive types are handled and our language needs no annotations for type inference such as type declarations at all. We also provide a complete type inference algorithm for our type system, which is formulated as a rewriting system over sets of type constraints. The algorithm, so to speak, nds bounded quantication [7] by inference.
There are already type systems having subtyping such as [14] , [16] and [18] . Their papers present monomorphic systems, but we expect that it is not so dicult to incorporate parametric polymorphism into their systems. However, essential modications(like what we did) are necessary in their systems in order to accommodate recursive types. The reason for the need of the modications is that we cannot generally use inductive algorithms to solve, for instance, subtype judgement and inductive proofs to show some properties of types where recursive types are involved. For instance, in [14] , to relate two types in subtype relation, their shapes have to match completely. This can be checked by an inductive algorithm on the structures on types. In case of recursive types, we have to use a matching algorithm for regular trees instead of inductive one for nite types. Although [11] can handle recursive types, the system is too general for our purpose, which allows arbitrary decomposable predicates.
The rest of this paper is organized as follows: Section 2 denes innite trees, which are used to represent types. Section 3 shows several properties of innite types, which are used in our type system and type inference algorithm. Section 4 denes a target language briey. Section 5 describes our type system. Section 6 is the main part, which describes our type inference algorithm and proves its soundness and completeness. Section 7 gives an example of type inference. Section 8 summarizes our study and indicates directions for future investigation.
Regular Trees
This section prepares the notions necessary for describing and proving our type system and type inference algorithm. As Amadio and Cardelli in [1, 2] , we also regard types as trees, especially regular trees and will use their properties to show the correctness of the algorithm. In this section, we dene (regular) trees, regular systems and rational expressions. This section is mainly based on [10, 1, 2] . The readers familiar with regular trees may skip this section and come back if needed.
Denitions
Let N be a set of natural numbers and N 3 be a set of nite sequences of natural numbers. A rank or arity of an alphabet is a natural number dened by a function : F ! N where F denotes a set of ranked alphabets. An alphabet of arity 0 is called a constant or a variable. We use F 0 to denote a set of constants and assume that F 0 is totally ordered. A tree over F is a prex-closed partial function t : N 3 ! F such that if t() = f of arity n for 2 N 3 then t(i) is dened i 0 i < n. We denote by Tree(F) a set of trees over F. A subtree t= of t is a tree such that t() is dened and t=() = t() for 2 N 3 . A tree is called regular if it contains only nitely many distinct subtrees.
We will not use a regular tree directly. Instead, we use a rational expression or a regular system that denotes a unique regular tree. A rational expression is a familiar method to represent a regular tree, which is dened by induction as follows:
1. v is a rational expression for every v 2 F 0 .
2. f(e 1 ; :::; e (f) ) where f 2 F and e i is a rational expression for 1 i (f). 3. v:e where v 2 F 0 and e is a rational expression.
A rational expression can denote a unique regular tree or is undened otherwise as proved in [10] . A regular tree is nitely representable by a rational expression with a recursion operator . For instance, v:e denotes a unique regular tree t in Tree(F) such that t = [t=v]e. A regular system is a nite system of equations fv 1 = f 1 (v i 11 ; :::; v i 1(f 1 ) ); :::; v n = f n (v i n1 ; :::;v i n(fn) )g where v i 2 F 0 and f i 2 F for all i. A regular system has a unique solution in Tree(F) and all components of this solution are regular trees as shown in [10] . Taking an instance to see the relationship of a regular tree, a rational expression and a regular system, the following three are all equivalent: a regular tree: t(0(10) n ) = f; t(0(10) n 0) = v 1 ; t(0(10) n 1) = g for n 2 N a rational expression: v 0 :f(v 1 ; g(v 0 )) a regular system: fv 0 = f(v 1 ; v 2 ); v 2 = g(v 0 )g An incremental construction of a regular system is a way to extend a regular system by adding new equation. This operation can be considered as unication of a set of regular trees. We will use this operation in our type inference algorithm to keep all equalities of type variables. Let S be a regular system fv i = e i g for i = 1; :::; n. An extended system S [ fv = eg is a regular system such that: is also used at page 145 in [10] .
We now dene reachablity of variables in a regular system. In this case, when the same variable occurs more than once in a regular system, they are Tree(L) is a complete metric space when the distance function d is dened by d(t; t 0 ) = 2 0(t;t 0 ) where (t; t 0 ) = 1 if t = t 0 otherwise (t; t 0 ) is the length of a shortest path that distinguishes t from t 0 as shown in [10] . Therefore, a limit of an innite sequence ft i g of trees must exist uniquely i it is a Cauchy sequence. We denote it by lim n!1 t n . Besides, if f : Tree(L) ! Tree(L) is a contracting mapping, then it has a unique xed-point lim n!1 f n (t) in Tree(L) where t is any element.
Types
This section denes a subtype relation over innite types and introduces a notion of the least upper bound type and the greatest lower bound type which will be used in our inference algorithm in Sect. 6.
Denitions
Let T B be a nite set of base types such as Bool; Int; Str, and T C be a set of type constructors, which consist of arrows ! 2 , products f g n , and sums [ ] n where subscripts are their arities for n 2 N. We often use a type constructor ! as a right associative inx operator. A product is a type of a record and a sum is of a variant. T B and T C are disjoint. We shall represent a type by an element of Tree(T) where T = T B [ T C . Types are ranged over ; ; :::.
Subtype Relation over Innite Types
A subtype relation(denoted by <) over innite types was dened by [1] for the case of function types. [6] gave an inference rule to judge a subtype relation. Later, an inference algorithm restricted between recursive types was provided in [1] and they also gave an algorithm to determine a subtype relation for any two regular types and demonstrated its soundness and completeness. We can explain their algorithm in terms of a subproduct and extend it to include products and Assume that a subtype relation over base types is given. A subtype relation over innite types is dened as follows:
8h; i 2 3 ( < ) =) < This relation induces an irreexive partial order on types. If both ; are regular types, 3 is nite. In fact, the complexity of subtype judgement between regular types is less than or equal to that of unication of regular trees. Therefore, in many cases, the subtype relation can be judged in quasi-linear order for the lengths of type expressions.
We express the subtyping rules as the following equivalent inference rules for convenience. If a subtype judgement < can be derived from a subtype assumption C, we denote it by C` < . This notation is due to [14] . Subtyping rules consist of a set of axioms and the following inference rules: 8h; i 2 3 (C` < ) C` < (C3), (C4), and (C5) are inference rules for type constructors. (C6) is able to handle recursive types. In addition to the inference rules, we need a set of axioms depending on base types.
LUB Type and GLB Type
The notion of the least upper bound type and the greatest lower bound type can already be seen in [6, 16] . Lub and glb of types are used to solve a set of subtype constraints in our type inference algorithm. An upper bound of an unknown bounded type is given by the greatest lower bound of its upper bound types. Our denition of lub and glb type is essentially equivalent to Cardelli's. Cardelli referred to them as join and meet types, respectively. According to his notation, we denote the lub type of and by " and the glb type by # . We introduce a new constant 0 into T and dene lub type and glb type as follows. A ranked lub " n (n 2 N) is a binary operator over types such that: # k is dened similarly. If kinds of type constructors of both sides do not agree, then the ranked lub does not exist. Let ; be types. Then the lub type " is lim n!1 " n . We denote an absence of the lub by " = ?. The glb type # is dened similarly as lim n!1 # n . Both lub and glb are closed under regularity. If both ; are regular types, " and # are also regular and computable. This can be shown by the fact that the number of all subtrees in " are bounded by jj 2 jj where jj; jj are the numbers of all subtrees of ;, respectively.
The domain of innite types with subtyping order is very close to a lattice except that there are some pairs of elements which have no lub or glb. But if either exists, another must exist when we assume that base types have this property.
We complete the rules of a subtype assumption C by giving axioms and inference rules for lub and glb types as follows. It is a convention that denotes < or = .
We show an example of lub and glb types here. Let be a recursive record t:ffoo : t; bar : Intg and be s:ffoo : s; baz : Strg. Then, " = t:ffoo : tg; # = t:ffoo : t; bar : Int; baz : Strg
The next proposition guarantees a uniqueness of lub and glb. It enables us to ignore an order to compute lub and glb of several types.
Proposition 1 (Uniqueness of lub and glb). " and # are commutative and associative.
Proof. We assume that base types have this property. We exclude the cases of not existing lub and glb. Commutativity is obvious. We can show that ( " n ) " n = " n ( " n ) by induction on n. Therefore, by denition, ( " ) " = lim n!1 ( " n ) " n = lim n!1 " n ( " n ) = " ( " ). u t
By the next proposition, we can reduce the number of subtype constraints of a particular variable into two. It is also necessary to prove the completeness of our inference system. Proposition 2 (Completeness of lub and glb). Let ; be types. and if and only if # for any type .
Proof. As above, we assume that lub and glb must exist and that base types have this property.
((=) We can show that ( # ) 3 n for n 2 N by induction on n. Hence, we have # . It implies that # .
(=)) A product of two types is the following binary function such as:
2. f n ( 1 ; :::; n )2f n+m ( 1 ; :::; n ; n+1 :::; n+m ) = f n+m ( 1 2 1 ; :::; n 2 n ; 02 n+1 ; :::; 0 2 n+m ) 3. f n+m ( 1 ; :::; n ; n+1 :::; n+m )2f n ( 1 ; :::; n ) = f n+m ( 1 2 1 ; :::; n 2 n ; n+1 2 0; :::; n+m 2 0) 4. f n ( 1 ; :::; n ) 2 0 = f n ( 1 2 0; :::; n 2 0) 5. 0 2 f n ( 1 ; :::; n ) = f n (0 2 1 ; :::; 0 2 n ) where f n is an n-ary type constructor. Consider the set 3(2). Without loss of generality, all elements of it is of the form h i ; h i ; i ii or hh i ; i i; i i where i 2 [ f0g; i 2 [ f0g; and i 2 . We dene new operations " 0 and # 0 such that if i 6 = 0 and i 6 = 0, then " 0 h i ; i i = i " i , otherwise " 0 h;0i =" 0 h0; i = and # 0 is dened similarly. For all components h i ; h i ; i ii, we construct a set of constraints i # 0 h i ; i i and for all components hh i ; i i; i i, we make " 0 h i ; i i i . Obviously, the set of constraints is equivalent to # . The equality i # 0 h i ; i i () i i and i i implies it is also equivalent to and . Therefore, and implies that # and vice versa. u t
Note that the upper bound of a type is the glb of a set of the upper bound types.
Target Language
The target language is dened by the following syntax:
e ::= 0 j x jlet x = e in e j x f(x) = e in e j if e then e else e j e + e fn x => e j e e j fl : e; :::; l : eg je:l j l j l ej case e of l x => e; :::; l x => e where x is a variable and l is a label. l and l e are constructors which set values to variants such as datatype in ML. The former is a variant which carries no value and called a single constructor while the latter is called a carrier constructor. nil is handled as a single constructor in our language. x is similar to let but able to dene a monomorphically recursive polymorphic function as the semantics is given by
where E is a semantic function, is an environment and Y is the xed-point operator.
It is a simple ML-like functional language with records and variants, or can be considered as the language given by [6] with let being added. It has no type declarations or any kind of annotation for type inference. We assume that identical labels do not appear in a record or a case-statement more than once.
Type System
In this section, we give the denition of our type system. Types are extended to include free type variables. A type is a tree with an annotation for quantication. The type system is specied by the set of rules in Fig. 1 .
Types
Let T V be an innite set of type variables(ranged over t; s; ::: A recursive type is a common programming tool. It gives a type to a recursive data structure naturally. For instance, suppose that the following class declaration a l a C++ is given in order to represent a family pedigree, 
Inference Rules
Our type inference rules are formulated in the style of [14] . A typing judgement is described by a quadruple C; A`e : where C is a subtype assumption, A is a type assignment, e is an expression, and is a type. A subtype assumption C consists of subtype axioms and derivation rules which are given in Sect. 3. A type assignment A is a function from variables to types. A type of every constant is given by a function Const from values to types. The inference rules are given in Fig. 1 . In the rules for LET and FIX, 8 means that all free variables in except contained in the assumption A are universally quantied. This operation is written explicitly by the rule GEN in several type systems. But we omit it for space. \Lub" means the least upper bound types dened in Sect. 3. Several rules can also be looked up at inference rules of partial types, which is proposed in [17] . Partial types aimed to incorporate heterogeneous objects into a ML-like type system and to eliminate run-time type errors. Their heterogeneous objects are, in our terminology, dierent type constructors with and safety analysis means subtype inference. This is the reason why similar rules in Thatte's system appear in our system (for instance, APP is common). All the rules in Fig. 1 are sound.
In the rule VAR, there is a side condition [s 1 =t 1 ; :::; s n =t n ]C C. This condition is not seen in [14] but necessary to keep soundness when polymorphic functions are used. Consider a polymorphic function which selects a eld such as getfoo fn x => x:foo whose type is 8: ! with subtype constraint ffoo : g. When we apply this function, by the rule VAR, a type variable is substituted by a fresh type variable, say . If does not have the same constraints that has, this function may behave in an unsound manner. This phenomenon implies that C has to be suciently large.
A free type variable which is not under any subtype constraint is used for parametric polymorphism. A type of a function id fn x => x is 8: ! and it has no subtype constraints. This function with this typing is completely compatible in Damas and Milner's type system. Constrained functions obey subtyping rules. Cardelli referred to the former as vertical polymorphism while the latter was called horizontal polymorphism in [6] or inclusion polymorphism in [7] . In our system, both are represented in this way. A couple of denitions 
Examples
In this system, we can give types to recursive functions over recursive data structures naturally. For instance, consider the following ML-like function, which computes sum of numbers in a list:
fun What is a good way to express a set of constraints for a programmer? A subtype constraint is asymmetric. A lower bound means that the variable may be substituted by an instance of the type while an upper bound means that if a value whose type is greater than the upper bound comes, the corresponding operator fails to receive the value. A lower bound is a concrete value and an upper bound is a constraint of some operation. Hence, we conclude that the type of an expression to be its lower bound type if they have no type variables.
For instance, suppose that a type of 3 is Int, then a type of (fn x => x)3 is and the constraint is fInt g. We conclude that the type of this expression is Int.
If a lower bound type has a free type variable, it implies that a type of the return value may depend on arguments of the function. In this case, we use the same idea as bounded [7] and F-bounded [5] In this section, we explain our type inference algorithm and give the proofs of its soundness and completeness. The algorithm takes an expression and returns the principal typing or fails. The inference algorithm is described as a rewriting system. It can be divided into three phases: constraint extraction phase, constraint completion phase, and solution nding phase. In the rst phase, subtype constraints and equality conditions of types are extracted from a given program. In the second phase, all constraints are completed and in the nal phase, the existence of solutions is checked. Every inference rule is a rewriting rule between frames. A frame is a triple (C; E; P) where C is a set of subtype constraints, E is a regular system and P is a sequence of contexts. A context is a triple [ 
Constraint Extraction Phase
All the constraint extraction rules are described in Fig. 2 . We say that the constraint extraction phase terminates if any constraint extraction rule cannot be applicable for a frame. The termination of this phase is guaranteed and at termination, P is empty. Since we can dene an ordering of P that decreases at every rewriting by induction on the structure of P like: j;j = 0; jhc : i Pj = 1 + jPj; ::: Thus, the constraint extraction phase terminates in nite steps.
In order to cope with regular types, we need a mechanism of an extended unication, namely unication on regular trees [8, 9] . We use a regular system as a substitution(instead of unication). Let S be a regular system fv 1 = e 1 ; :::; v n = e n g. Let be a target of substitution. We dene S by S = [ 1 =v 1 ; :::; n =v n ] where 1 ; :::; n are solutions of S such that v 1 = 1 ; :::; v n = n .
Every rewriting rule is specied to satisfy the following invariant condition, which will be used to show the correctness of the algorithm. Proposition 3. For every rewriting (C; E; P) =) (C 0 ;E 0 ; P 0 ), 8 2 : by (LET). Conversely, if EC;E`let x = e 1 in e 2 : , then it implies that EC; E`e 1 : and EC; Efx : 8g`e 2 : by (LET) since they are a unique premise for let.
The other cases are proved from their typing rules immediately.
Constraint Completion Phase
In this phase, we do a completion of a set of constraints in C as also seen in [12] . For instance, as rule (!comp), if we have a constraint 1 ! 2 1 ! 2 , then we add new constraints 1 1 and 2 2 to C when C do not have them. In addition, we eliminate circular constraints (such as ! ) by the rules (intro1) and (intro2). All rules are described in Fig. 3 . In rule (basel) and (baseg), if the lub or glb of and does not exist, the rewriting fails. In rule (fgcomp), if a record E does not have all labels in E, the rewriting also fails. ([ ]comp) fails for inappropriate sum types, similarly. This phase always terminates because there is a trivial bound of the size of C. Let i be all type variables and base types in C and E, the bound of C is a set of all inequalities f i j g such that i < j under an appropriate indexing.
The following proposition guarantees that every rewriting rule maps a typing to an equivalent typing. This is necessary to show the correctness of this phase. circular constraints, the meaning is clear. But it cannot cope with recursive data structures and recursive functions. Therefore, in order to solve circular constraints, we transform them into equivalent non-circular constraints. A basic idea for solving circular constraints was provided in [11] . It stated that = t:C(t) was one possible solution of C(). We prove that if C is a covariant or contravariant type constructor, then all solutions of C() are a subtype of t:C(t). We need some preparation to show this fact. A type constructor C over innite ground types is a covariant constructor if implies C() C() and if > holds or does not have a subtype relation with (we shall denote it by 6 = ), Note that C() C() implies since whenever > or 6 = hold, then C() 6 C(). Both product and sum are covariant constructors and function is a covariant constructor for its codomain.
Lemma 5. Let C be a covariant constructor. A type constraint C() is equivalent to t:C(t). Proof. (=)) Suppose that C(). Since C is a covariant constructor, C() C(C()). Therefore, by induction, C n () for each n 2 N. C is a contracting mapping over innite trees [10] so that lim n!1 C n () exists uniquely and lim n!1 C n () = t:C(t). By the denition of subtype relation, we have t:C(t).
((=) Suppose that t:C(t) and 6 C(). Since C is a covariant constructor, t:C(t) =) C() C(t:C(t)) =) C() t:C(t). By induction, we have C n () t:C(t) for all n 2 N. If we assume that there is n 2 N for which C n (), then C n () t:C(t). Hence, there is no such n. However, lim n!1 C n () = t:C(t) by continuity. We have a contradiction. u t A contravariant constructor is dened similarly. A type constructor C over a domain of innite ground types is a contravariant constructor if implies C() C() and if > or 6 = hold, then C() 6 C(). A function is a contravariant constructor for its domain.
Lemma 6. Let C be a contravariant constructor. A type constraint C() is equivalent to t:C(t).
Proof. In this case, the proof is a little complicated. Consider both an ascending sequence and a descending one for which: the limits of these two sequences, respectively. In this case, we claim that t:C(t) has a universal property such that for any sequences, C 21 t:C(t) and t:C(t) C 21+1 because if we consider only odd elements, the result of the previous lemma can be applied and so is even elements. 
Soundness and Completeness
We now show the soundness and completeness of the algorithm. Both are proved using the invariant conditions of the rewriting rules. Theorem 11 (Completeness). If C 0 ; A 0`e : 0 is provable, then the algorithm succeeds and there is a substitution such that A 0 E, C 0` EC and E 0 where is a type of e the algorithm reported.
Proof. Suppose that C 0 ; A 0 is more general than EC; E and that EC; E is not more general than C 0 ; A 0 . This implies that A 0 has more free variables than E or there is some ; 2 E such that EC` and :C 0` . But E has all the free variables in e, and for any 2 EC, if is not derivable under EC, there is a rewriting that has to fail in the rst phase.
Examples
In this section, we apply our algorithm to the program SumList given in Sect.
5. Suppose that Const(0) = Int and Int < Num. In the constraint extraction phase, subtype constraints and equality conditions are extracted using rules in Fig. 2 Though we omit to show the rewritings step by step, at the end of the rst phase, we obtain the following frame:
(f" ; Num; Num; ; = lub(; ); = lub(; )g; f = ! ; = [nil; list : 2 ]; " = ; = Int; = ; = ! ; = ; = g; ;)
We have obtained all conditions which SumList has to satisfy. Next, in the constraint completion phase, the obtained set of constraints are simplied using rules in Fig. 3 This graph can be interpreted as follows: \if -list is applied to this function, provided that have to be a subtype of Num, a type of the return value is a super type of , but it is at least Int and must be a subtype of Num." 8 
Conclusions
We have presented a type system which simultaneously treats subtyping, recursive types and parametric polymorphism. Our language needs no annotation for type inference such as type declarations. Besides, our system keeps several properties that Damas and Milner's system has, an example of which is existence of principal types. We have also developed a type inference algorithm that nds the principal typing, and proved its soundness and completeness. All these research results enable us to design and implement polymorphic languages with subtyping and recursive types. Since our inference algorithm requires a weaker condition (on the target language) than previously required, we expect that our system is applicable to practical programming languages widely. Although we have investigated in the framework of a simple functional language, its extension to imperative languages is not dicult. We believe our type system enables ML to incorporate subtyping naturally.
There are several areas that need further investigation. These are: (i) to estimate the complexity of our inference algorithm, (ii) to provide semantics of our inference system on a model of recursive types such as an ideal model [13] and a PER model [4, 2] , (iii) to implement our algorithm on interpreters and compilers (which is now undertaken), (iv) to investigate an ecient implementation scheme, and (v) to give our type system facilities to handle polymorphic reference for more realistic languages.
