Some of methods like (Moment Method, Maximum Likelihood Method, Term Omission Method) are selected in this paper to estimate the parameters of Pareto (Type I) using simulation of different sample sizes (n=50, 100, 200). A Comparison made between these methods to determine the best method using mean square error criterion.
INTRODUCTION
Pareto distribution is considered of the distributions that statisticians and economists are interested in studying because it relates to economic matters, such as the study of wealth and income distribution as well as traffic, hard drive crash rate for the calculator and the value of oil reserves in oil fields and other applications. (Fatima&Roohi, 2015) In our research we will consider some methods of estimating Pareto distribution parameters (Type I) which Moment, Maximum Likelihood, Term Omission, data were generated using simulations for a number of samples 200, 100, 50=n and for optional values of Pareto distribution parameters (Type I).
The above methods have been compared using the Mean Squares Error (MSE) known as the following:
PARETO DISTRIBUTION
Pareto distribution is one of the continuous distributions and has several types and the first type will be chosen… Definition 1: It is said to random variable X has a Pareto distribution if the probability density function is known as the following
Whereas α>0 represents the measurement parameter and β>0 represents the figure parameter.
Definition 2: If X is a random variable has a distribution of type I, then the cumulative mark of the random variable is defined as follow:
We can generate data of Pareto distribution (Type I) from the uniform distribution over the interval (0, 1) using the following equation (Dalpatadu& Singh, 2015) 
For the purpose of estimating the distribution parameters we first have to find the estimated values of the cumulative mark F(x) using one of the methods shown in the 
ESTIMATION METHODS
In our research, we will highlight on three ways, which we mentioned previously, to becompared to choose the best according to certain criteria.
3-1 Moments Method
The moments method is summarized through the forming equations in the same number of distribution parameters, these equations result from the equalization of the sample with the constraint of the community, and by solving these equations, we obtain the estimates of the distribution parameters.
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The community's reluctance to distribute Pareto is: (Para &Jan, 2018) 
Whereas r represents the number of distribution parameters.
Sample moment for distribution is:
So the community moment be the first, is
The first sample moments is
The second community moments is
The second sample moment is
Andthrough equalize (3) with (4), we can get the first equation, and as well as equality (5) with (6), we get the second equation, to have two equations as follow:
By solving equations (7) and (8) we obtain the Pareto distribution estimations as follow:
Whereas the x represents the arithmetic mean of the sample Represents the sample variation
3-2 Maximum Likelihood Method
Let X 1 , X 2, … ,X n lea random sample of Pareto distribution, the weighting function for this sample is as follows: (Bee; Benedetti &Espa, 2013)
By taking the normal logarithm of both sides, we get
By taking the first derivation for α for equation (11) and equal to zero we obtain:
After simplification we obtain the:
Note that if we derive equation (11) for β, we cannot find an estimated value for parameter β, in which case we can adopt the minimum value of x, that is:
3-3 Term Omission Method
The TOMwas introduced by (Labban, 2005) , using the cumulative function F(x) according to the following steps
A-We subtract each amount of 1 to obtain
B-We divide the second value by the first value to obtain 
The estimated value β can also be obtained through the following relationship:
If we assume that ={α.β} represents the estimated value of the two parameters, it will be the best estimate of Pareto distribution parameters is
4-RESULTS
For the purpose of clarifying and comparing the previous methods a different sample will be generated n=50, 100, using simulation and selected values for parameters α=3،=1, and all methods under study will be compared using the standard of MSE.
represents the cumulative function values according to the estimated values of the parameters, and
is the estimated value of the cumulative function using the broker rang formula knowledge in form 4 . 0
, the following are the tables of the results of the estimation of the two parameters using the three methods under study for different values of sample n=50,100,200 and different values for the two parameters. 
5-DISCUSSION
The results shown in the previous tables can be inferred by comparing the three methods (Moments Method MM, Maximum Likelihood Method MLE, Term Omission MethodTOM) to estimate Pareto distribution parameters(Type I) that: 1-Preference to the term omission method TOM of the other methods under study according to Mean Squared Error (MSE). 2-The Mean Square Error for all methods is not steady unlike the TOM which is decreasing by increasing the sample size.
