This paper investigates some univariate and bivariate constrained interpolation problems using rational quartic fractal interpolation functions, which has been submitted long back in a reputed journal and revised as per the journal requirement. This research is extension of the work [20].
Introduction and Motivation
Omnipresence of fractal functions is claimed by the fractal researchers (see, for instance, [6, 7, 8, 9, 10, 11] ) in various contexts, inside the scope of pure mathematics and the real world applications. The problem of searching a sufficiently smooth function that preserves the certain geometric shape properties of data is generally referred to as shape preserving interpolation, which is important in computer graphics and scientific visualization. The shape properties are mathematically expressed in terms of conditions such as positivity, monotonicity and convexity.
Thus researchers keep trying to find best possible function that can interpolate the data with shape preserving property. As a submissive contribution to this goal, Chand and coworkers have initiated the study on shape preserving fractal interpolation and approximation using various families of polynomial and rational IFSs (see, for instance, [12, 13, 14, 15, 16, 17, 18, 19] ). These shape preserving fractal interpolation schemes possess the novelty that the interpolants inherit the shape property in question and at the same time the suitable derivatives of these interpolants own irregularity in finite or dense subsets of the interpolation interval. This attribute of shape preserving FIFs finds potential applications in various nonlinear phenomena.
Preliminaries and Assumptions
In this section, we present preliminaries, assumptions, and propositions required for proving the main results. The details of the material presented here can be found in [5, 21, 22] for a complete overview.
2.1. IFS for fractal functions. For r ∈ N, let N r denote the subset {1, 2, . . . , r} of N. Let a set of data points D = {(x i , y i ) ∈ R 2 : i ∈ N N } satisfying x 1 < x 2 < · · · < x N , N > 2, be given.
Set I = [x 1 , x N ], I i = [x i , x i+1 ] for i ∈ N N −1 . Suppose L n : I → I n , n ∈ N N −1 be contraction homeomorphisms such that
For instance, if L n (x) = a n x + b n , then the prescriptions in (3.1) yield
Let 0 < r n < 1, n ∈ N N −1 , and X := I × R. Let N − 1 continuous mappings F n : X → R be given satisfying:
(2.3) F n (x 1 , y 1 ) = y n , F n (x N , y N ) = y n+1 , |F n (x, y) − F n (x, y * )| ≤ r n |y − y * |,
where (x, y), (x, y * ) ∈ X. Define functions w n : X → I n × R, w n (x, y) = L n (x), F n (x, y) ∀ i ∈ N N −1 . It is known [5] that there exists a metric on R 2 , equivalent to the Euclidean metric, with respect to which w n , n ∈ N Definition 2.1. The aforementioned function g whose graph is the attractor of an IFS is called a Fractal Interpolation Function (FIF) or a self-referential function corresponding to the IFS {X; w n : n ∈ N N −1 }.
The above fractal interpolation function g is obtained as the fixed point of the Read-Bajraktarević (RB) operator T on a complete metric space (G, ρ) defined as
It can be seen that T is a contraction mapping on (G, ρ) with a contraction factor r * := max{r n : n ∈ N N −1 } < 1. The fixed point of T is the FIF g corresponding to the IFS I. Therefore, g satisfies the functional equation:
The most extensively studied FIFs in theory and applications so far are defined by the mappings:
Here −1 < α n < 1 and R n : I → R are suitable continuous functions satisfying (2.3). The parameter α n is called a scaling factor of the transformation w n , and α = (α 1 , α 2 , . . . , α N −1 ) is the scale vector corresponding to the IFS.
2.2. α-fractal function. Barnsley and Navascus [5, 10] observed that the concept of FIFs can be used to generalize a class of fractal functions associated with a given real-valued continuous function f on a compact interval I. Let f ∈ C(I) be a continuous function and consider the case:
where b : I → R is a continuous map that fulfills the conditions b(
function corresponding to f in the following:
The continuous function f α : I → R whose graph is the attractor of the IFS defined by (2.5)-(2.6) is referred to as α-fractal function (fractal approximation of f ) associated with f, with respect to "base function" b, scale vector α, and the partition D.
According to (2.4) , f α satisfies the functional equation:
The α-fractal function f α obtained by perturbing a given continuous function f ∈ C(I) with the help of a finite sequence of base functions B :
f (x N ), b n = f } instead of a single base function is more advantageous. For instance, in generalizing rational splines with different shape parameters in different subintervals determined by interpolation points. That is, consider
Note that for α = 0, f α = f . Thus aforementioned equation may be treated as an entire family of functions f α with f as its germ. By this method one can define fractal analogues of any continuous function.
Smooth α-Fractal Functions.
To construct α-fractal function f α , the procedure can be easily carried out, which is the content of the following proposition. Details may be consulted in [14] . Let us introduce the following notation for a continuous function g defined on a compact 
n (x N ), b n = f, k = 0, 1, . . . , r} and the scaling factors |α n | < a r n for all n ∈ N N −1 obeying the following additional conditions are selected.
Construction of α-Fractal Rational Quartic Spline with Shape Parameter
In this section, we construct α-fractal rational quartic spline with quartic numerator and linear denominator with one family of shape parameter [20] , which generalize a class of classical rational quartic interpolants described in [3] .
Let us first construct α-fractal rational quartic spline based on function values and derivative values. For this, consider a set of Hermite data D = {(x n , y n , d n ) ∈ R 3 : n ∈ N N } satisfying
with D is defined in a piecewise manner (see [3] for details). For θ := x−x1 xN −x1 and h n = x n+1 − x n , x ∈ I,
where A ⋄ n = λ n y n , B ⋄ n = (3λ n + 1)y n + λ n h n d n , C ⋄ n = 3λ n y n+1 + 3y n , D ⋄ n = (λ n + 3)y n+1 − h n d n+1 , E ⋄ n = y n+1 and λ n > 0 are free shape (tension) parameter. The rational interpolant Q satisfies the Hermite interpolation conditions, Q(x n ) = y n and Q (1) 
where the values of d n are estimated or given.
To develop the α-fractal rational quartic spline corresponding to Q, assume |α n | ≤ a n , and
There are variety of choices for B. For our convenience, we take b n to be a rational function of similar form as that of the classical interpolant Q. For n ∈ N N −1 , x ∈ I, and θ := x−x1 xN −x1 , our choice for b n is
where the coefficients A ⊳ n , B ⊳ n , C ⊳ n , D ⊳ n , and E ⊳ n are determined through the conditions b n (x 1 ) =
n (x N ) = d N . After applying these conditions on b n , we can easily get A ⊳ n = λ n y 1 , B ⊳ n = (3λ n + 1)
Consider the α-fractal rational quartic spline corresponding to Q as
Using (3.1) and (3.2) in (3.3), we have
Remark 3.1. For all n ∈ N N −1 , if α n = 0, then the α-fractal rational quartic spline (3.4) recovers the classical rational quartic interpolant Q constructed in [3] .
is the α-fractal rational quartic spline with family of two shape parameters u n and v n ,
The value of new P n (x) and Q n (x) are given as follows:
For all n ∈ N N −1 , if α n = 0 and λ n = un vn , where u n , v n are non-zero shape parameters such that sign(u n )= sign(v n ), then the α-fractal rational quartic spline recovers the classical rational quartic interpolant Q * constructed in [4] .
Convergence Analysis for α-Fractal Rational Quartic Spline
For r ∈ N, let N r denote the subset {1, 2, . . . , r} of N. Γ n := max{λ n , 1}, ξ * n := max{u n , v n }, µ n := min{λ n , 1}, µ * n := min{u n , v n }, k n := max{|Φ (1) 
Let Q α be the α-fractal rational quartic spline for the original function
the problem is to find conditions on the scaling factors and shape parameters of the rational quartic IFS so that the graph
of the corresponding α-fractal rational quartic spline Q α lies within the prescribed rectangle
Case-I We assume 0 ≤ α n < a n for all n ∈ N N −1 . Let (x, y) ∈ R. Then, with our assumption
. Consequently, for G to lie within R, it suffices to have the following conditions for all n ∈ N N −1 :
where the constants A n , B n , C n , D n , and E n are given in (3.4) . Note that the expression for Q n (x) can be written in the degree elevated form as follows:
(4.4)
Using (5.8) in (5.7), we have
(4.5)
With the substitution θ = ν ν+1 , (5.9) is equivalent to
It can be seen that the polynomial in (5.9) is positive if the following system of inequalities hold:
Since λ n > 0, the selection of α n satisfying α n ≤ y n+1 − c y N − c and α n ≤ y n − c y 1 − c ensures first and fifth
. Hence, the following conditions are sufficient to verify (5.5) if scaling factors and shape parameters chosen as
Substituting the expression for Q n (x) in (5.8), (5.6) reduces to
We proceed as above and the following conditions verify (5.6):
Let us denote α max n = min a n , y n − c
Case-II We consider −a n < α n < 0. Let (x, y) ∈ R. In this case (5.5) and (5.6) will be replaced respectively by (4.9) c ≤ α n d + q n (x) and α n c + q n (x) ≤ d.
To make our considerations concise, we avoid the computational details that yield the following conditions for scaling factors and shape parameters (4.10)
Based on the above discussion, we state the following theorem. 
The graph of the corresponding α-fractal rational quartic spline Q α lies above the line t = mx + k if the scaling factors |α n | < a n and the shape parameters λ n > 0, n ∈ N N −1 , further satisfy
We need to make sure that
We shall impel the scaling parameters such that 0 ≤ α n < a n for all n ∈ N N −1 . Since Q n (θ) > 0 and keeping in mind the assumptions Q α (x) > mx + k, cross multiplying and rearranging it can be observed that (4.11) holds if
Substituting x = x 1 + θ(x N − x 1 ), the expression for P n (θ) and using the degree elevated form of Q n (θ) from (5.8), (4.12) reduces to With the substitution θ = ν ν+1 , (5.17) is equivalent to E * n ν 4 + D * n ν 3 + C * n ν 2 + B * n ν + A * n > 0 for all ν > 0. The polynomial in (5.17) is positive if A * n > 0, B * n > 0, C * n > 0, D * n > 0 and E * n > 0 are satisfied. It is straight forward to see that A * n > 0 is satisfied if α n < yn−tn y1−t1 and E * n > 0 if
. It is plain to see that the additional conditions on the shape parameters λ n > 0 prescribed in the theorem ensure the positivity of B * n and D * n . This completes the proof.
Bicubic Partially Blended Rational Fractal Interpolation Surface
We wish to a construct a C 1 -continuous bivariate function Φ :
This is achieved by blending the univariate rational quartic FIFs using the partially bicubic Coons technique [1] .
Construction of rational quartic spline FIFs (Fractal boundary curves). Let ∆ =
{(x i , y j , z i,j ) : i ∈ N m , j ∈ N n } be a set of bivariate interpolation data, where x 1 < x 2 < · · · < x m and y 1 < y 2 < · · · < y n and denote 
. We construct rational quartic spline FIF (fractal boundary curve):
Similarly, for each i ∈ N m , let us consider the univariate data set by taking sections of K with the line x = x i (along the i-th grid line parallel to y-axis), namely
Consider the affine maps L * j : [y 1 , y n ] → [y j , y j+1 ] defined by L * j (y) = c j y + d j satisfying L * j (y 1 ) = y j and L * j (y n ) = y j+1 , j ∈ N n . For a fixed i ∈ N m , let α * i,j be the scaling factors along the vertical grid line x = x i such that |α * i,j | < c j < 1. We construct rational quartic spline FIF (fractal boundary curve):: j ∈ N n−1 , we define a blending rational quartic spline FIS
Formation of blending
The rational quartic spline FIS Φ can be written in the equivalent form to understand the geometry of Coons construction as follows:
(5.4) 5.3. Bicubic partially blended rational FIS inside a rectangular parallelepiped. Let {x i , y j , z i,j : i ∈ N m , j ∈ N n } be an interpolation data set. For each j ∈ N n , the univariate FIF ψ(x, y j ) lies inside a rectangle: Case-I We assume 0 ≤ α i,j < a i,j for all i, j ∈ N m−1 .
Then, with our assumption on α i,j , we have
Qi,j (x) . Consequently, for G to lie within R, it suffices to have the following conditions for all i, j ∈ N m−1 :
where the constants A i,j , B i,j , C i,j , D i,j , and E i,j are given in (3.4) . Note that the expression for Q i,j (x) can be written in the degree elevated form as follows:
(5.8)
, then the condition
Hence, the following conditions are sufficient to verify (5.5) if scaling factors and shape parameters chosen as
Now, with the substitution θ = ν ν+1 , we may rewrite it as
Case-II We consider −a i,j < α i,j < 0. Let (x, y) ∈ R. In this case (5.5) and (5.6) will be replaced respectively by
To make our considerations concise, we avoid the computational details that yield the following conditions for scaling factors and shape parameters (5.14)
Similarly, we can find the condition for other fractal boundary curve and blend them to get the final result.
5.4.
Bicubic partially blended rational FIS above a prescribed plane.
ψ(τ, y j ) > t(τ, y j ) for all τ ∈ I is equivalent to find the conditions for which ψ(x, y j ) > t(x, y j ),
x ∈ I implies ψ(L i (x), y j ) > t(L i (x), y j ) for x ∈ I. Assume ψ(x, y j ) > t(x, y j ). We need to prove that
Since Q i,j (θ) > 0, in view of assumptions ψ(x, y j ) > t(x, y j ) and α i,j ≥ 0 for all i ∈ N m , j ∈ N n , we deduce that the following condition confirm (5.15) .
Substituting x = x 1 + θ(x m − x 1 ), the expression for P i,j (θ) and using the degree elevated form of Q i,j (θ) from (5.8), (4.12) reduces to
With the substitution θ = ν ν+1 , (5.17) is equivalent to E * i,j ν 4 + D * i,j ν 3 + C * i,j ν 2 + B * i,j ν + A * i,j > 0 for all ν > 0. The polynomial in (5.17) is positive if A * i,j > 0, B * i,j > 0, C * i,j > 0, D * i,j > 0 and E * i,j > 0 are satisfied. It is straight forward to see that A * i,j > 0 is satisfied if α i,j < zi,j −ti,j z1,j −t1,j and E * i,j > 0 if α i,j < zi+1,j −ti+1,j zm,j−tm,j . Assume, α i,j ≤ (z i+1,j − t i,j ) + 2(z i+1,j − t i+1,j ) (z m,j − t 1,j ) + 2(z m,j − t m,j ) , then the condition C * i,j > 0 is met if λ i,j > −[2{(z i,j − t i,j ) − α i,j (z 1,j − t 1,j )} + (z i,j − t i+1,j ) − α i,j (z 1,j − t m,j )] [(z i+1,j − t i,j ) − α i,j (z m,j − t 1,j ) + 2{(z i+1,j − t i+1,j ) − α i,j (z m,j − t m,j )}]
. It is plain to see that the additional conditions on the shape parameters λ i,j > 0 prescribed in the theorem ensure the positivity of B * i,j and D * i,j . This completes the proof.
Similarly, we can find the condition for other fractal boundary curve.
Theorem 5.2. Let {x i , y j , z i,j : i ∈ N m , j ∈ N n } be an interpolation data set that lies above the plane t = c[1 − x a − y b ] i.e. z i,j > t i,j for all i ∈ N m , j ∈ N n . Then the rational quartic spline FIS Φ (cf. (5.3)) lies above the plane provided the horizontal scaling parameters α i,j for i ∈ N m−1 , j ∈ N n and the vertical scaling parameters α * i,j for i ∈ N m , j ∈ N n−1 , the horizontal shape parameters λ i,j ,for i ∈ N m−1 , j ∈ N n and the vertical shape parameters λ * i,j for i ∈ N m , j ∈ N n−1 satisfy the hypotheses of the above Theorem.
Convergence Analysis for α-Fractal Rational Quartic Spline
Theorem 6.1. Let Φ be the bicubic partially blended rational FIS (cf. (5.3) ) corresponding to the bivariate data {x i , y j , z i,j : i ∈ N m , j ∈ N n } generated from an original function H ∈ C 1 (R).
Then, Φ converges uniformly to H as h † → 0, where h † := max{h, h * }.
Proof. let Φ and C, respectively, be the bicubic partially blended rational FIS and its traditional counterpart. We will get our desired result by using the triangle inequality:
|Φ(x, y) − C(x, y)| ≤ b i 0,3 (x)|ψ * (x i , y, α * i,j ) − ψ * (x i , y, 0)| + b i 3,3 (x)|ψ * (x i+1 , y, α * i+1,j ) − ψ * (x i , y, 0)|, + b j 0,3 (y)|ψ(x, y j , α i,j ) − ψ(x, y j , 0)| + b j 3,3 (y)|ψ(x, y j+1 , α i,j+1 ) − ψ(x, y j+1 , 0)|. (6.1)
We use here the proposition 4.2 appeared in [20] to get the following, |ψ * (x i , y, α * i,j )−ψ * (x i , y, 0)| ≤ h * |J|−h * (max{z i,j : j ∈ N n }+ 1 4 h * max{z y i,j : j ∈ N n }+max{|z i,1 |, |z i,n |}+ The above triangle inequality asserts that Φ − H ∞ → 0 as h and h * tend to zero.
