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Abstract
Parametric models for tail copulas are being used for modeling tail dependence and maximum likelihood
estimation is employed to estimate unknown parameters. However, two important questions seem unan-
swered in the literature: (1) What is the asymptotic distribution of the MLE and (2) how does one test the
parametric model? In this paper, we answer these two questions in the case of a single parameter for ease
of illustration. A simulation study is provided to investigate the ﬁnite sample performance of the proposed
estimator and test.
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1. Introduction
Extreme value theory sets out conditions under which one can extrapolate outside an inde-
pendent and identically distributed (iid) sample, i.e., it gives natural conditions to estimate prob-
abilities of extreme events. The same is true for multidimensional extreme value theory. The
dependence structure of the limit distribution in multidimensional extreme value theory is char-
acterized by a more or less arbitrary measure. This means that the model is nonparametric. Since
parameterizing this measure is a natural way of reducing dimensionality, there is much interest
in parametric submodels for this measure; see Joe [11], Ledford and Tawn [12–14].
Any parametric model will restrict the dependence structure, hence it is imperative to test any
parametric model before one can use it with conﬁdence. The present paper offers a way to test a
parametric model for extreme-value dependence.
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Before explaining the set-up of the test we introduce some notation. For simplicity we only
discuss the two-dimensional situation. The higher dimensional case is similar.
The condition for the domain of attraction of a multivariate extreme value distribution can
be split into two sets of conditions: the conditions for convergence of the marginal distributions
and the condition for convergence of the dependence structure; see Section 6.1.2 of de Haan and
Ferreira [5]. For a random vector (X, Y ) with a continuous distribution function (df) F the latter
condition is
lim
t→0 t
−1P(1 − F1(X) tx or 1 − F2(Y ) ty) = l(x, y) (1)
for x, y0 and x ∨ y > 0. Here Fi is the ith marginal df (i = 1, 2). In this paper we shall not
consider marginal convergence, we concentrate on the (asymptotic) dependence structure. Also,
we shall not consider the case of asymptotic independence, i.e., when l(x, y) = x + y.
It is easily seen that (1) is equivalent to
lim
t→0 t
−1P(F1(X) > 1 − tx, F2(Y ) > 1 − ty) = x + y − l(x, y) =: r(x, y). (2)
The function r is characterized by the following: there exists a -ﬁnite measure  on [0,∞)2
such that⎧⎨
⎩
r(x, 0) = r(0, y) = 0,
r(x, y) = ({(u, v) ∈ [0,∞)2 : ux, vy}),
r(tx, ty) = tr(x, y) for t, x, y > 0.
We consider parametric models for r depending on one parameter. Examples are
r(x, y; ) = xy
x + y (mixed model,  > 0),
r(x, y; ) = x + y − (x1/ + y1/) (logistic model, 0 <  < 1).
The parameter  can be estimated by pretending that all observations in an upper tail region are
points of a Poisson point process governed by the function  (see [4]) and then applying the
maximum likelihood method in this parametric model. Estimation for more than one parameter
is similar.
Let (X, Y ), (X1, Y1), (X2, Y2), . . . be iid random vectors with continuous df F. In order to
test H0 : r(x, y) = r(x, y; ),  ∈  against Ha : (1) but not H0, we propose to compare a
parametric estimator r(x, y; ˆ) of r(x, y) with a nonparametric estimator rˆn(x, y) of r(x, y). A
simple nonparametric estimator is the empirical tail copula
rˆn(x, y) = 1
k
n∑
i=1
I
(
1 − Fn1(Xi) k
n
x, 1 − Fn2(Yi) k
n
y
)
, (3)
where Fn1(x) = 1n
∑n
i=1 I (Xix) and Fn2(y) = 1n
∑n
i=1 I (Yiy), k = k(n) → ∞ and
k/n → 0 as n → ∞. There exists an extensive study on this estimator. For the weak consistency
and asymptotic normality we refer to Huang [10] and Schmidt and Stadtmüller [18]. Qi [17]
studied the strong consistency. The optimal rate of convergence is given by Drees and Huang [6].
Peng and Qi [15,16] addressed the issue of constructing conﬁdence intervals. Recently, Einmahl
et al. [7] derived a weighted approximation. WhenF is in the domain of attraction of a multivariate
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extreme value distribution, the tail copula r(x, y) can be estimated via other measures such as
spectral measure, see Einmahl et al. [7] and Barão et al. [2]. A natural parametric estimator of 
may be the maximum likelihood estimator (MLE). Surprisingly, the asymptotic behavior of this
MLE does not seem to have been determined yet although it has been applied in the literature.
For example, Ledford and Tawn [12] mentioned the MLE and applied it in their data analysis. In
this paper we propose an estimator via maximizing a censored likelihood (slightly different from
the one of Ledford and Tawn [12]) using pseudo-sample (similar to what Genest et al. [8] did in
case of copulas). We then derive the asymptotic limit of this MLE. Finally, we apply this result to
testing the parametric model. For the study of ﬁtting a parametric model to a multivariate extreme
value distribution rather than a tail copula, we refer to Tawn [19].
We organize this paper as follows. In Section 2, the asymptotic limit for parameter estimation
is given. A test statistic and its asymptotic limit are provided too. A simulation study is given in
Section 3. All proofs are postponed to Section 4.
2. Methodologies
When modeling a tail copula by a class of parametric distributionsF = {r(x, y) = r(x, y; ) :
 ∈ }, two important questions arise: how to estimate  and how to testH0 : r(x, y) ∈ F against
Ha : r(x, y) /∈ F . Here we focus on the case  ∈ R, but our methods can easily be generalized
to the case  ∈ Rm due to the fact that our main tools (e.g., [1, Theorems 4.1.2 and 4.1.3]) hold
for more than one-parameter.
Throughout we assume  is an open set and use 0 to denote the true value of , which is an
interior point of .
2.1. Parameter estimation
From (2), we have that
P(1 − F1(X) < x, 1 − F2(Y ) < y) ≈ r(x, y; ) as x, y small. (4)
Put Ui = 1 − F1(Xi), Vi = 1 − F2(Yi), i1 = I (UiT1), i2 = I (ViT2). When F1 and
F2 are known and (4) holds exactly for x < T1 and y < T2, we have censored observations
{(Ui, Vi, i1, i2)}ni=1 and hence, like Chen et al. [3], a censored log-likelihood function can be
written as
n∑
i=1
{i1i2 log r11(Ui, Vi; )
+i1(1 − i2) log
(
r10(Ui,∞; ) − r10(Ui, T2; )
)
+(1 − i1)i2 log
(
r01(∞, Vi; ) − r01(T1, Vi; )
)
+(1 − i1)(1 − i2) log
(
1 − r(T1,∞; ) − r(∞, T2; ) + r(T1, T2; )
)}
=
n∑
i=1
{i1i2 log r11(Ui, Vi; ) + i1(1 − i2) log
(
1 − r10(Ui, T2; )
)
+(1 − i1)i2 log
(
1 − r01(T1, Vi; )
)
+(1 − i1)(1 − i2) log
(
1 − T1 − T2 + r(T1, T2; )
)}, (5)
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where
rij (x, y; ) = 
i+j
xiyj
r(x, y; ).
Now, since Ui’s and Vi’s are unknown, we employed the pseudo-sample in a way similar to how
Genest et al. [8] estimated parameters for a copula. Put
Uni = 1 − Fn1(Xi), Vni = 1 − Fn2(Yi),
¯i1 = I (Unik/n) and ¯i2 = I (Vnik/n).
Replacing Ui, Vi, i1, i2, T1, T2 in (5) by Uni, Vni, ¯i1, ¯i2, k/n, k/n, respectively, where
k = k(n) → ∞, k/n → 0 as n → ∞,
the censored log-likelihood function becomes
n∑
i=1
{
¯i1¯i2 log r11(Uni, Vni; ) + ¯i1(1 − ¯i2) log
(
1 − r10
(
Uni,
k
n
; 
))
+(1 − ¯i1)¯i2 log
(
1 − r01
(
k
n
, Vni; 
))
+(1 − ¯i1)(1 − ¯i2) log
(
1 − k
n
− k
n
+ r
(
k
n
, ,
k
n
; 
))}
. (6)
Since log{r11(ax, ay; )} = − log a + log{r11(x, y; )} for any a > 0, maximizing (6) is equiv-
alent to maximizing the following function:
l()= 1
k
n∑
i=1
{
¯i1¯i2l1
(
; n
k
Uni,
n
k
Vni
)
+ ¯i1(1 − ¯i2)l2
(
;Uni, k
n
)
+(1 − ¯i1)¯i2l3
(
; k
n
, Vni
)
+ (1 − ¯i1)(1 − ¯i2)l4
(
; k
n
,
k
n
)}
, (7)
where⎧⎪⎪⎨
⎪⎪⎩
l1(; x, y) = log r11(x, y; ),
l2(; x, y) = log(1 − r10(x, y; )),
l3(; x, y) = log(1 − r01(x, y; )),
l4(; x, y) = log(1 − x − y + r(x, y; )).
Hence the MLE for  is deﬁned as ˆ = argmax∈ l(), which implies that ˆ is a solution of
1
k
n∑
i=1
{
¯i1¯i2 l˙1
(
; n
k
Uni,
n
k
Vni
)
+ ¯i1(1 − ¯i2)l˙2
(
;Uni, k
n
)
+(1 − ¯i1)¯i2 l˙3
(
; k
n
, Vni
)
+ (1 − ¯i1)(1 − ¯i2)l˙4
(
; k
n
,
k
n
)}
= 0, (8)
where we use l˙i (; x, y) and l¨i (; x, y) to denote the ﬁrst and second derivatives of li (; x, y)
with respect to , respectively. We remark that the MLE given above is different from that in
Ledford and Tawn [12] in two ways. First, we do not model the marginals by generalized Pareto
distributions, i.e., it is not necessary to assume thatF is in the domain of attraction of amultivariate
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extreme value distribution (see Section 1). This is useful in particular when one is only interested
in modeling a tail copula. Second, we write the censored likelihood directly with the tail copula
rather than exp{−l(x, y)} as in Ledford and Tawn [12]. Although Ledford and Tawn [12] focused
on exploring the case of asymptotic independence, the limit distribution of theMLE is not provided
when the data exhibit asymptotic dependence. Here we shall give the limit distribution of the MLE
and provide a goodness-of-ﬁt test.
Before we show the consistency and asymptotic normality of ˆ, we list regularity conditions.
(A1) For some  > 0,
t−1P(1 − F1(X) tx, 1 − F2(Y ) ty) − r(x, y; 0) = O(t) as t → 0,
uniformly for x ∨ y1, x, y0;
(A2) r10(x, y; 0) and r01(x, y; 0) are continuous functions of x, y;
(A3) k = k(n) → ∞ and k = o(n 21+2 ) as n → ∞;
(B1) r22(x, y; ) are continuous functions of x, y, ;
(B2) there exist an open neighborhood N1(0) of 0 and some 1 > 0 such that⎧⎪⎪⎨
⎪⎪⎩
∫ 1
0 sup∈N1(0) |x1 x lj (; x, 1)| dx < ∞ for j = 1, 2,∫ 1
0 sup∈N1(0) |y1 y lj (; 1, y)| dy < ∞ for j = 1, 3,∫ 1
0
∫ 1
0 sup∈N1(0) |(x ∨ y)1 
2
xy l1(; x, y)| dx dy < ∞,
and the function
Q()=
∫ 1
0
∫ 1
0
l1(; x, y)r11(x, y; 0) dy dx +
∫ 1
0
l2(; x, 1){1 − r10(x, 1; 0)} dx
+
∫ 1
0
l3(; 1, y){1 − r01(1, y; 0)} dy − 2 + r(1, 1; )
attains a strict local maximum at 0;
(C1) r˙22(x, y; ) is a continuous function of x, y, , and there exists 2 > 0 such that⎧⎪⎪⎨
⎪⎪⎩
∫ 1
0 |x2 x l˙j (0; x, 1)| dx < ∞ for j = 1, 2,∫ 1
0 |y2 y l˙j (0; 1, y)| dy < ∞ for j = 1, 3,∫ 1
0
∫ 1
0 |(x ∨ y)2 
2
xy l˙1(0; x, y)| dx dy < ∞;
(C2) r¨22(x, y; ) is a continuous function of x, y, , and there exist an open neighborhood
N2(0) of 0 and some 3 > 0 such that⎧⎪⎪⎨
⎪⎪⎩
∫ 1
0 sup∈N2(0) |x3 x l¨j (; x, 1)| dx < ∞ for j = 1, 2,∫ 1
0 sup∈N2(0) |y3 y l¨j (; 1, y)| dy < ∞ for j = 1, 3,∫ 1
0
∫ 1
0 sup∈N2(0) |(x ∨ y)3 
2
xy l¨1(; x, y)| dx dy < ∞.
Our main machinery is Theorem 2.2 of Einmahl et al. [7], i.e., under conditions (A1)–(A3), with
a special construction,
sup
0<x,y1
|√k(rˆn(x, y) − r(x, y; 0))+ B(x, y)|
(x ∨ y) = op(1), (9)
L. de Haan et al. / Journal of Multivariate Analysis 99 (2008) 1260–1275 1265
for 0 < 12 , where rˆn(x, y) is as in (3),
B(x, y) = W(x, y) − r10(x, y; 0)W(x, 0) − r01(x, y; 0)W(0, y)
and W(x, y) is a Gaussian process with covariance structure
EW(x1, y1)W(x2, y2) = r(x1 ∧ x2, y1 ∧ y2; 0).
Theorem 1.
(i) Suppose conditions (A1)–(A3) and (B1)–(B2) hold. Then there exists a consistent root, say
ˆ, of (8), i.e., ˆ P→ 0 as n → ∞.
(ii) Suppose conditions (A1)–(A3), (B1)–(B2) and (C1)–(C2) hold. Then the above consistent
estimator satisﬁes
√
k(ˆ− 0) d→A/,
as n → ∞, where
A= −l˙1(0; 1, 1)B(1, 1) +
∫ 1
0

x
l˙1(0; x, 1)B(x, 1) dx
+
∫ 1
0

y
l˙1(0; 1, y)B(1, y) dy −
∫ 1
0
∫ 1
0
2
xy
l˙1(0; x, y)B(x, y) dx dy
+l˙2(0; 1, 1)B(1, 1) −
∫ 1
0

x
l˙2(0; x, 1)B(x, 1) dx
+l˙3(0; 1, 1)B(1, 1) −
∫ 1
0

y
l˙3(0; 1, y)B(1, y) dy
and
= l¨1(0; 1, 1)r(1, 1; 0) −
∫ 1
x=0

x
l¨1(0; x, 1)r(x, 1; 0) dx
−
∫ 1
y=0

y
l¨1(0; 1, y)r(1, y; 0) dy +
∫ 1
x=0
∫ 1
y=0
2
xy
l¨1(0; x, y)r(x, y; 0) dy dx
+l¨2(0; 1, 1)
(
1 − r(1, 1; 0)
)− ∫ 1
0

x
l¨2(0; x, 1)
(
1 − r(x, 1; 0)
)
dx
+l¨3(0; 1, 1)
(
1 − r(1, 1; 0)
)− ∫ 1
0

y
l¨3(0; 1, y)
(
1 − r(1, y; 0)
)
dy
+r¨(1, 1; 0).
Remark 1. We verify that the logistic parametric model given in the introduction satisﬁes the
double integral case in regularity condition (C2). The veriﬁcation of the other conditions is easier.
After tedious calculations, we have
2
xy
l1(; x, y) = 2 − 
2
(xy)1/−1
(x1/ + y1/)2 ,
2
xy
l˙1(; x, y)
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= 
2
xy
l1(; x, y)
{
2
2 − 
(
− 4
3
+ 1
2
)
− 1
2
(log x + log y)
− 2
2
x1/ log x + y1/ log y
x1/ + y1/
}
and the order of magnitude of 
2
xy l¨1(; x, y) for  ∈ N2(0) and 0 < x, y1 is
(xy)1/−1
(x1/ + y1/)2 (log x + log y)
2.
Therefore we only need to check whether there exists 3 > 0 such that
∫ 1
0
∫ 1
0
(xy)1/−1
(x1/ + y1/)2 (log x + log y)
2(x ∨ y)3 dx dy < ∞.
This can be shown straightforwardly for any 3 > 0.
2.2. Hypothesis testing
In this section, we employ the following test statistic:
Tn =
∫ 1
0
∫ 1
0
{r(x, y; ˆ) − rˆn(x, y)}2r11(x, y; ˆ) dx dy.
The following theorem gives the asymptotic limit of the test statistic Tn under null hypothesis.
Theorem 2. Assume the conditions in Theorem 1 (ii) hold. Further assume there exist an open
neighborhood N3(0) of 0 and some 4 > 0 such that{ ∫ 1
0
∫ 1
0 sup∈N3(0) |(x ∨ y)4r11(x, y; )| dx dy < ∞,∫ 1
0
∫ 1
0 sup(1,2)∈N3(0) |{r˙(x, y; 1)}j r11(x, y; 2)| dx dy < ∞, j = 1, 2.
(10)
Then, under null hypothesis H0, we have
kTn
d→
∫ 1
0
∫ 1
0
{B(x, y) − r˙(x, y; 0)A/}2r11(x, y; 0) dx dy
as n → ∞, where A and  are deﬁned in Theorem 1.
Remark 2. It is possible to prove a version of Theorem 2 for the test statistic
∫ 1
0
∫ 1
0
{r(x, y; ˆ) − rˆn(x, y)}2w(x, y; ˆ) dx dy,
where w(x, y; )0 is a weight function.
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3. Simulation study
First, we examine the ﬁnite sample behavior of the maximum likelihood estimate by drawing
1000 random samples of size n = 200, 500, 1000 and 3000 from the Gumbel copula deﬁned as
F(x, y) = exp{−((− log x)1/ + (− log y)1/)},
where 0 < x, y < 1 and 0 <  < 1. It is easy to check that (2) holds with
r(x, y) = x + y − (x1/ + y1/).
We consider  = 0.5.
In Fig. 1, we plot the average of MLEs against k starting from 20 with step 5. The corresponding
mean squared errors are plotted in Fig. 2. These two ﬁgures show that the proposed MLE performs
reasonably well.
Second, we investigate the power of the proposed goodness-of-ﬁt test by drawing 200 random
samples of size n = 200 and 500 from the following mixture distribution:
F(x, y) = (1 − ) exp{−((− log x)1/ + (− log y)1/)} + min(x, y),
where 0 < x, y < 1, 0 <  < 1 and 01. It is easy to check that (2) holds with
r(x, y) = (1 − ){x + y − (x1/ + y1/)} + min(x, y).
Here we intend to test whether
r(x, y) = x + y − (x1/ + y1/) for some  ∈ (0, 1).
That is, both the proposed test statistic and associated critical points are computed based on
r(x, y) = x + y − (x1/ + y1/).
In order to obtain the critical points at a nominal level , we propose to employ bootstrap methods.
Although it is known that the bootstrap method cannot catch the asymptotic bias for extremes, it
still works when asymptotic bias is negligible; see Peng and Qi [15] for the validation of using
the bootstrap method to construct conﬁdence bands for a tail dependence function. Since the limit
distribution in Theorem 2 is independent of the marginal distributions of original observations
and k is chosen small enough such that the asymptotic bias is negligible, we could employ the
parametric bootstrap method to obtain the critical points. That is, take bootstrap samples from a
distribution which is in the domain of attraction of
r(x, y) = x + y − (x1/ˆ + y1/ˆ)ˆ,
where ˆ is the MLE. Here, for each sample we drew 400 bootstrap samples of the same sample
size from distribution
exp{−((− log x)1/ˆ + (− log y)1/ˆ)ˆ}.
Therefore, for each bootstrap sample {(X∗i , Y ∗i )}ni=1, we could compute the bootstrap test statistic
T ∗n =
∫ 1
0
∫ 1
0
{r(x, y; ˆ∗) − rˆ∗n(x, y)}2r11(x, y; ˆ
∗
) dx dy,
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Fig. 1. The average of the MLEs for the Gumbel copula is plotted against different k starting from 20 with the step 5.
where ˆ
∗
and rˆ∗n(x, y) are the MLE and empirical tail copula, respectively, based on the bootstrap
sample {(X∗i , Y ∗i )}ni=1. So, for each sample {(Xi, Yi)}ni=1, we obtain 400 bootstrap test statistics,
say {T ∗n (i)}400i=1. An  level rejection region is deﬁned as Tn > t∗ , where t∗ denotes the 400(1 −
)th largest value of T ∗n (1), . . . , T ∗n (400). A rigorous validation of the above bootstrap testing
procedure can be done in a way similar to Genest and Remillard [9].
In Table 1, we report the empirical power of the proposed test for signiﬁcance levels 0.2, 0.1
and 0.05, and  = 0.0, 0.2, 0.5, 0.8. From Table 1, we observe that the size of the test (i.e., the
power at  = 0.0) is close to the signiﬁcance level except the case n = 200 and k = 100. The poor
size of the case n = 200 and k = 100 may be due to the fact that the MLE has a signiﬁcant bias
as shown in Fig. 2. We also observe that the power of rejecting null hypothesis increases when
 becomes large. As usual, seeking optimal k is important and difﬁcult in extreme value theory.
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Fig. 2. Mean squared error of the MLE for the Gumbel copula is plotted against different k starting from 20 with
the step 5.
As far as we know, there is no methodology available for choosing k in terms of goodness-of-ﬁt
tests, and we hope to investigate this issue in future.
4. Proofs
Proof of Theorem 1. Write
1
k
n∑
i=1
¯i1¯i2l1
(
; n
k
Uni,
n
k
Vni
)
=
∫ 1
x=0
∫ 1
y=0
l1(; x, y)rˆn(dx, dy)
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Table 1
Empirical power of the proposed test with  = 0.5
 n k Level 0.2 Level 0.1 Level 0.05
0.0 200 50 0.195 0.095 0.050
0.2 200 50 0.230 0.125 0.045
0.5 200 50 0.415 0.220 0.110
0.8 200 50 0.565 0.385 0.265
0.0 200 100 0.350 0.205 0.105
0.2 200 100 0.370 0.210 0.115
0.5 200 100 0.640 0.420 0.265
0.8 200 100 0.745 0.580 0.325
0.0 500 50 0.165 0.060 0.040
0.2 500 50 0.250 0.140 0.080
0.5 500 50 0.435 0.275 0.140
0.8 500 50 0.555 0.390 0.240
0.0 500 100 0.175 0.095 0.040
0.2 500 100 0.340 0.170 0.080
0.5 500 100 0.610 0.415 0.230
0.8 500 100 0.845 0.630 0.485
=
∫ 1
x=0
{
l1(; x, 1)rˆn(dx, 1) −
∫ 1
y=0
rˆn(dx, y)

y
l1(; x, y) dy
}
=
∫ 1
x=0
l1(; x, 1)rˆn(dx, 1) −
∫ 1
y=0
∫ 1
x=0
rˆn(dx, y)

y
l1(; x, y) dy
= l1(; 1, 1)rˆn(1, 1) −
∫ 1
x=0
rˆn(x, 1)

x
l1(; x, 1) dx
−
∫ 1
y=0
{
rˆn(1, y)

y
l1(; 1, y) −
∫ 1
x=0
rˆn(x, y)
2
xy
l1(; x, y) dx
}
dy
= l1(; 1, 1)rˆn(1, 1) −
∫ 1
x=0

x
l1(; x, 1)rˆn(x, 1) dx
−
∫ 1
y=0

y
l1(; 1, y)rˆn(1, y) dy +
∫ 1
x=0
∫ 1
y=0
2
xy
l1(; x, y)rˆn(x, y) dy dx, (11)
1
k
n∑
i=1
¯i1(1 − ¯i2)l2
(
;Uni, k
n
)
=
∫ 1
x=0
∫ ∞
y=1
l2(; x, 1)rˆn(dx, dy)
= l2(; 1, 1){1 − rˆn(1, 1)} −
∫ 1
0

x
l2(; x, 1){1 − rˆn(x, 1)} dx, (12)
1
k
n∑
i=1
(1 − ¯i1)¯i2l3
(
; k
n
, Vni
)
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=
∫ 1
y=0
∫ ∞
x=1
l3(; 1, y)rˆn(dx, dy)
= l3(; 1, 1){1 − rˆn(1, 1)} −
∫ 1
0

y
l3(; 1, y){1 − rˆn(1, y)} dy, (13)
1
k
n∑
i=1
(1 − ¯i1)(1 − ¯i2)l4
(
; k
n
,
k
n
)
=
∫ ∞
x=1
∫ ∞
y=1
l4
(
; k
n
,
k
n
)
rˆn(dx, dy)
= l4
(
; k
n
,
k
n
){n
k
− 1 − 1 + rˆn(1, 1)
}
. (14)
It follows from (9) that there exists 0 > 0 such that
sup
0<x,y1
|rˆn(x, y) − r(x, y; 0)|
(x ∨ y)0 = op(1). (15)
By condition (B1) and Taylor expansion, we have
sup
∈N1(0)
∣∣∣∣nk l4
(
; k
n
,
k
n
)
+ 2 − r(1, 1; )
∣∣∣∣ = o(1). (16)
Hence, by conditions (B1)–(B2) and (11)–(16), we have
sup
∈N1(0)
|l() − Q()| = op(1), (17)
where l() andQ() are deﬁned in (7) and condition (B2), respectively. Therefore, part (i) follows
from Theorem 4.1.2 of Amemiya [1].
As before, write
1
k
n∑
i=1
¯i1¯i2 l˙1
(
0; n
k
Uni,
n
k
Vni
)
= l˙1(0; 1, 1)rˆn(1, 1) −
∫ 1
x=0

x
l˙1(0; x, 1)rˆn(x, 1) dx
−
∫ 1
y=0

y
l˙1(0; 1, y)rˆn(1, y) dy
+
∫ 1
x=0
∫ 1
y=0
2
xy
l˙1(0; x, y)rˆn(x, y) dy dx, (18)
1
k
n∑
i=1
¯i1(1 − ¯i2)l˙2
(
0;Uni, k
n
)
= l˙2(0; 1, 1){1 − rˆn(1, 1)} −
∫ 1
0

x
l˙2(0; x, 1)
(
1 − rˆn(x, 1)
)
dx, (19)
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1
k
n∑
i=1
(1 − ¯i1)¯i2 l˙3
(
0; k
n
, Vni
)
= l˙3(0; 1, 1){1 − rˆn(1, 1)} −
∫ 1
0

y
l˙3(0; 1, y)
(
1 − rˆn(1, y)
)
dy, (20)
1
k
n∑
i=1
(1 − ¯i1)(1 − ¯i2)l˙4
(
0; k
n
,
k
n
)
= l˙4
(
0; k
n
,
k
n
)(n
k
− 1 − 1 + rˆn(1, 1)
)
. (21)
On the other hand,∫ 1
x=0
∫ 1
y=0
l˙1(0; x, y)r(dx, dy; 0)
=
∫ 1
x=0
∫ 1
y=0
r˙11(x, y; 0)
r11(x, y; 0) r11(x, y; 0) dy dx
= r˙(1, 1; 0), (22)
∫ 1
x=0
∫ ∞
y=1
l˙2(0; x, 1)r(dx, dy; 0)
= −
∫ 1
x=0
∫ ∞
y=1
r˙10(x, 1; 0)
1 − r10(x, 1; 0) r11(x, y; 0) dydx
= −
∫ 1
x=0
r˙10(x, 1; 0) dx
= −r˙(1, 1; 0), (23)
∫ 1
y=0
∫ ∞
x=1
l˙3(0; 1, y)r(dx, dy; 0) = −r˙(1, 1; 0), (24)
l˙4
(
0; k
n
,
k
n
)(n
k
− 1 − 1 + r(1, 1; 0)
)
= r˙(
k
n
, k
n
; 0)
1 − k
n
− k
n
+ r( k
n
, k
n
; 0)
(n
k
− 1 − 1 + r(1, 1; 0)
)
= r˙(1, 1; 0). (25)
Thus, by (9), (18)–(21), condition (C1) and the fact that the summation of left-hand sides in
(22)–(25) equals zero,
√
kl˙(0)= l˙1(0; 1, 1)B(1, 1) −
∫ 1
0

x
l˙1(0; x, 1)B(x, 1) dx
−
∫ 1
0

y
l˙1(0; 1, y)B(1, y) dy
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+
∫ 1
0
∫ 1
0
2
xy
l˙1(0; x, y)B(x, y) dx dy
−l˙2(0; 1, 1)B(1, 1) +
∫ 1
0

x
l˙2(0; x, 1)B(x, 1) dx
−l˙3(0; 1, 1)B(1, 1) +
∫ 1
0

y
l˙3(0; 1, y)B(1, y) dy + op(1). (26)
Similar to the proof of (17), it follows from condition (C2) that
l¨()= l¨1(; 1, 1)r(1, 1; 0) −
∫ 1
x=0

x
l¨1(; x, 1)r(x, 1; 0) dx
−
∫ 1
y=0

y
l¨1(; 1, y)r(1, y; 0) dy
+
∫ 1
x=0
∫ 1
y=0
2
xy
l¨1(; x, y)r(x, y; 0) dy dx
+l¨2(; 1, 1)
(
1 − r(1, 1; 0)
)− ∫ 1
0

x
l¨2(; x, 1)
(
1 − r(x, 1; 0)
)
dx
+l¨3(; 1, 1)
(
1 − r(1, 1; 0)
)− ∫ 1
0

y
l¨3(; 1, y)
(
1 − r(1, y; 0)
)
dy
+r¨(1, 1; 0) + op(1) (27)
uniformly in  ∈ N(0). Hence, it follows from (26), (27) and Theorem 4.1.3 of Amemiya [1]
that
0 = l˙(ˆ) = l˙(0) + (ˆ− 0)l¨(0)(1 + op(1)),
which entails
√
k(ˆ− 0) =
√
k
l˙(0)
l¨(0)
(1 + op(1))
and part (ii) follows.
Proof of Theorem 2. Write
Tn =
∫ 1
0
∫ 1
0
(
rˆn(x, y) − r(x, y; 0) + r(x, y; 0) − r(x, y; ˆ)
)2
r11(x, y; ˆ) dx dy
=
∫ 1
0
∫ 1
0
(
rˆn(x, y) − r(x, y; 0) − r˙(x, y; ∗)(ˆ− 0)
)2
r11(x, y; ˆ) dx dy,
where ∗ is between 0 and ˆ. Hence by (9) and Theorem 1,
kTn =
∫ 1
0
∫ 1
0
{√
k
(
rˆn(x, y) − r(x, y; )
)− r˙(x, y; ∗)
×√k(ˆ− 0)
}2
r11(x, y; ˆ) dx dy
=
∫ 1
0
∫ 1
0
(
B(x, y) + op(1)(x ∨ y) − A

Qn r˙(x, y; ∗)
)2
r11(x, y; ˆ) dx dy
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with Qn
p→ 1, as n → ∞, and op(1) not depending on (x, y). We write this as∫ 1
0
∫ 1
0
(
B(x, y) + op(1)(x ∨ y)
)2
r11(x, y; ˆ) dx dy
+A
2
2
Q2n
∫ 1
0
∫ 1
0
(
r˙(x, y; ∗))2r11(x, y; ˆ) dx dy
−2A

Qn
∫ 1
0
∫ 1
0
(
B(x, y) + op(1)(x ∨ y)
)
r11(x, y; ˆ) dx dy
=
∫ 1
0
∫ 1
0
B2(x, y)r11(x, y; ˆ) dx dy + op(1)
∫ 1
0
∫ 1
0
(x ∨ y)r11(x, y; ˆ) dx dy
+A
2
2
Q2n
∫ 1
0
∫ 1
0
(
r˙(x, y; ∗))2r11(x, y; ˆ) dx dy
−2A

Qn op(1)
∫ 1
0
∫ 1
0
(x ∨ y)r11(x, y; ˆ) dx dy
= I + II + III + IV.
It follows from Theorem 2.3 of Einmahl et al. [7] that∫ 1
0
∫ 1
0
B2(x, y)(x ∨ y)− dx dy < ∞.
Hence by (10), part I converges to ∫ 10 ∫ 10 B2(x, y)r11(x, y; 0) dx dy. Similarly, the other parts
converge to the proper parts of∫ 1
0
∫ 1
0
(
B(x, y) − A

r˙(x, y; 0)
)2
r11(x, y; 0) dx dy.
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