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Abstract: We consider the zero dissipation limit of the full compressible Navier-Stokes
equations with Riemann initial data in the case of superposition of two rarefaction waves and a
contact discontinuity. It is proved that for any suitably small viscosity ε and heat conductivity
κ satisfying the relation (1.3), there exists a unique global piecewise smooth solution to the
compressible Navier-Stokes equations. Moreover, as the viscosity ε tends to zero, the Navier-
Stokes solution converges uniformly to the Riemann solution of superposition of two rarefaction
waves and a contact discontinuity to the corresponding Euler equations with the same Riemann
initial data away from the initial line t = 0 and the contact discontinuity located at x = 0.
1 Introduction
We study the zero dissipation limit of the solution to the Navier-Stokes equations of a
compressible heat-conducting gas in Lagrangian coordinate:

vt − ux = 0,
ut + px = ε(
ux
v
)x,
(e+
u2
2
)t + (pu)x = κ(
θx
v
)x + ε(
uux
v
)x
(1.1)
with Riemann initial data
(v, u, θ)(0, x) =
{
(v−, u−, θ−), x < 0,
(v+, u+, θ+), x > 0,
(1.2)
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where the functions v(x, t) > 0, u(x, t), θ(x, t) > 0 represent the specific volume, velocity and the
absolute temperature of the gas, respectively. And p = p(v, θ) is the pressure, e = e(v, θ) is the
internal energy, ε > 0 is the viscosity constant and κ > 0 is the coefficient of heat conduction.
Here we consider an ideal and polytropic gas, that is
p =
Rθ
v
, e =
Rθ
γ − 1 ,
with γ > 1, R > 0 being gas constants.
The study of the asymptotic behavior of viscous flows, as the viscosity tends to zero, is one
of the important problems in the theory of compressible fluid flows. When the solution of the
inviscid flow is smooth, the zero dissipation limit problem can be solved by classical scaling
method. However, the inviscid compressible flow contains discontinuities, such as shock waves,
in general. In this case, it is also conjectured that a general weak entropy solution to the inviscid
flow should be the strong limit of the solution to the corresponding viscous flows with the same
initial data as the viscosity vanishes.
It is well known that the solution to the Riemann problem for the Euler equations consists of
three basic wave patterns, that is, shock, rarefaction wave and contact discontinuity. Moreover,
the Riemann solution is essential in the theory for the Euler equations as it captures both local
and global behavior of general solutions.
For hyperbolic conservation laws with the uniform viscosity
ut + f(u)x = εuxx,
where f(u) satisfies some assumptions to ensure the hyperbolic nature of the corresponding
inviscid system, Goodman-Xin [4] verified the limit for piecewise smooth solutions separated
by non-interacting shock waves using a matched asymptotic expansion method. Later, Yu [33]
proved it for hyperbolic conservation laws with both shock and initial layers. In 2005, important
progress made by Bianchini-Bressan[1] justifies the vanishing viscosity limit in BV-space even
though the problem is still unsolved for the physical system such as the compressible Navier-
Stokes equations.
For the compressible isentropic Navier-Stokes equations where the conservation of energy in
(1.1) is neglected in the isentropic regime, Hoff-Liu [11] firstly proved the vanishing viscosity
limit for a piecewise constant shock with initial layer. Later, Xin [31] justified the limit for
rarefaction waves. Then, Wang [29] generalized the result of Goodman-Xin [4] to the isentropic
Navier-Stokes equations.
Recently, Chen-Perepelitsa [2] proved the convergence of the isentropic compressible Navier-
Stokes equations to the compressible Euler equations as the viscosity vanishes in Eulerian coor-
dinates for general initial data by using compensated compactness method if the far field does
not contain vacuum. Note that this result allows the initial data containing vacuum in the inte-
rior domain. However, the framework of compensated compactness is basically limited to 2× 2
systems so far, so that this result could not be applied to the full compressible Navier-Stokes
equations (1.1).
For the full compressible Navier-Stokes equations, there are investigations on the limits to
the Euler system for the basic wave patterns in the literature. We refer to Jiang-Ni-Sun [17] and
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Xin-Zeng [32] for the rarefaction wave, Wang [30] for the shock wave, Ma [21] for the contact
discontinuity and Huang-Wang-Yang [14, 15] for the superposition of two rarefaction waves and
a contact discontinuity and the superposition of rarefaction and shock waves, respectively. We
should point out that the limit shown in [17] was for the discontinuous initial data while the
other results mentioned were for (well-prepared) smooth data.
In this paper, we shall investigate the zero dissipation limit of the full Navier-Stokes equations
(1.1) with Riemann initial data (1.2) in the case of the superposition of two rarefaction waves
and a contact discontinuity. The local and global well-posedness of the full system (1.1) or the
corresponding isentropic system with discontinuous initial data is systematically studied by Hoff,
etc., see [5, 6, 7, 8, 9, 10, 3]. In order to get the zero dissipation limit to the Riemann solution
of the Euler system, we shall combine the local existence of solutions with discontinuous data
from [7] and the time-asymptotic stability analysis to the compressible Navier-Stokes equations
(2.2). Compared with the previous result [14] where the same limit process is studied for (well-
prepared) smooth initial data, the main difficulty in the proof here lies in the discontinuity of
the initial data. The discontinuity of the initial data for the volume v(t, x) will propagate for all
the time along the particle path due to the hyperbolic regime while the smoothing effects will
also be performed on the velocity u(t, x) and the temperature θ(t, x) by the parabolic structure,
and this interaction of the discontinuity and smoothing effects brings technical difficulties. To
circumvent such difficulties, we shall choose suitable weight functions to carry out the weighted
energy estimates in terms of the superposition wave structure (see Remark 3.7), and use the
energy method of Huang-Li-Matsumura [12] for the stability of two rarefaction waves with a
contact discontinuity in the middle, where the authors obtained a new estimate on the heat
kernel which can be applied to the study of the stability of the viscous contact wave in the
framework of the rarefaction wave (see Lemma 3.6). Namely, the anti-derivative variable of the
perturbation is not necessary and the estimates to the perturbation itself are also available to
get the stability of the viscous contact wave.
Without loss of generality, we assume the following relation between the viscosity constant
ε and the heat-conducing coefficient κ of system (1.1) as in [17]:

κ = O(ε), as ε→ 0;
ν
.
=
κ(ε)
ε
≥ c > 0 for some positive constant c, as ε→ 0. (1.3)
If κ = ε = 0 in (1.1), then the corresponding Euler system reads as

vt − ux = 0,
ut + px = 0,(
e+
u2
2
)
t
+ (pu)x = 0.
(1.4)
It can be easily computed that the eigenvalues of the Jacobi matrix of the flux function to (1.4)
are
λ1 = −
√
γp
v
, λ2 = 0, λ3 =
√
γp
v
. (1.5)
It is well known that the first and third characteristic fields of (1.4) are genuinely nonlinear and
the second one is linearly degenerate (see[28]).
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For the Euler equations, we know that there are three basic wave patterns, shock, rarefaction
wave and contact discontinuity. And the Riemann solution to the Euler equations has a basic
wave pattern consisting the superposition of these three waves with the contact discontinuity in
the middle. For later use, let us firstly recall the wave curves for the two types of basic waves
studied in this paper.
Given the right end state (v+, u+, θ+) with v+, θ+ > 0, the following wave curves in the
phase space {(v, u, θ)|v > 0, θ > 0} are defined for the Euler equations.
• Contact discontinuity curve:
CD(v+, u+, θ+) = {(v, u, θ)|u = u+, p = p+, v 6≡ v+}. (1.6)
• i-Rarefaction wave curve (i = 1, 3):
Ri(v+, u+, θ+) :=
{
(v, u, θ)
∣∣∣∣∣u < u+, u = u+ −
∫ v
v+
λi(η, s+) dη, s(v, θ) = s+
}
, (1.7)
where s+ = s(v+, θ+) and λi = λi(v, s) defined in (1.5) is the i-th characteristic speed of the
Euler system (1.4).
Now, we define the solution profile that consists of the superposition of two rarefaction
waves and a contact discontinuity. Let (v−, u−, θ−) ∈ R1-CD-R3(v+, u+, θ+). Then, there exist
uniquely two intermediate states (v∗, u∗, θ∗) and (v∗, u∗, θ∗), such that (v∗, u∗, θ∗) ∈ R1(v−, u−, θ−),
(v∗, u∗, θ∗) ∈ CD(v∗, u∗, θ∗) and (v∗, u∗, θ∗) ∈ R3(v+, u+, θ+).
Thus, the wave pattern (V¯ , U¯ , Θ¯)(t, x) consisting of 1-rarefaction wave, 2-contact discontinu-
ity and 3-rarefaction wave that solves the corresponding Riemann problem of the Euler system
(1.4) can be defined by
 V¯U¯
Θ¯

 (t, x) =

 vr1 + vcd + vr3ur1 + ucd + ur3
θr1 + θcd + θr3

 (t, x)−

 v∗ + v∗u∗ + u∗
θ∗ + θ∗

 , (1.8)
where (vr1 , ur1 , θr1)(t, x) is the 1-rarefaction wave defined in (1.7) with the right state (v+, u+, θ+)
replaced by (v∗, u∗, θ∗), (vcd, ucd, θcd)(t, x) is the contact discontinuity defined in (1.6) with the
states (v−, u−, θ−) and (v+, u+, θ+) replaced by (v∗, u∗, θ∗) and (v∗, u∗, θ∗) respectively, and
(vr3 , ur3 , θr3)(t, x) is the 3-rarefaction wave defined in (1.7) with the left state (v−, u−, θ−) re-
placed by (v∗, u∗, θ∗).
Now we state the main result as follows.
Theorem 1.1. Given a Riemann solution (V¯ , U¯ , Θ¯)(t, x) defined in (1.8), which is superposition
of two rarefaction waves and a contact discontinuity for the Euler system (1.4), there exist small
positive constants δ0 and ε0, such that if ε ≤ ε0 and the wave strength δ .= |(v+−v−, u+−u−, θ+−
θ−)| ≤ δ0, then the compressible Navier-Stokes equations (1.1) with (1.2) and (1.3) admits a
unique global piece-wise smooth solution (vε, uε, θε)(t, x) satisfying that
• The quantities uε, θε, p(vε, θε) − εuεxvε and θ
ε
x
vε are continuous for t > 0, and the jumps in
vε, uεx, θ
ε
x at x = 0 satisfies
|([vε(t, 0)], [uεx(t, 0)], [θεx(t, 0)])| ≤ Ce−
ct
ε ,
where the constants C and c are independent of t and ε.
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• Moreover, under the condition (1.3), it holds that
lim
ε→0
sup
(t,x)∈Σh
|(vε, uε, θε)(t, x)− (V¯ , U¯ , Θ¯)(t, x)| = 0, ∀h > 0, (1.9)
where Σh =
{
(t, x)|t ≥ h, x√
ε+t
≥ hεα, 0 ≤ α < 12
}
.
Remark 1.2. Theorem 1.1 shows that, away from the initial time t = 0 and the contact discon-
tinuity located at x = 0, there exists a unique global solution (vε, uε, θε)(t, x) of the compressible
Navier-Stokes equations (1.1) which converges to the Riemann solution (V¯ , U¯ , Θ¯)(t, x) consisting
of two rarefaction waves and a contact discontinuity when ε and κ satisfy the relation (1.3) and
ε tends to zero. Moreover, the convergence is uniform on the set Σh for any h > 0.
Notations. In the paper, we always use the notation −
∫
R
=
∫
R+
+
∫
R−
, ‖ · ‖ to denote the
usual L2(R) norm, ‖ · −‖ to denote the piecewise L2 norm, that is, ‖f−‖2= −
∫
R
f2dy. ‖ · ‖1 and
‖ · −‖1 represent the H1(R) norm and piece-wise H1(R±) norm, respectively. And the notation
[·] represents the jump of the function · at x = 0 or y = 0 if without confusion.
2 Approximate profiles
Introduce the following scaled variables
y =
x
ε
, τ =
t
ε
, (2.1)
and set
(vε, uε, θε)(t, x) = (v, u, θ)(τ, y).
Then the new unknown functions (v, u, θ)(τ, y) satisfies the system

vτ − uy = 0,
uτ + py = (
uy
v
)y,
R
γ − 1θτ + puy = ν(
θy
v
)y +
u2y
v
,
(2.2)
with the scaled heat conductivity ν = κε in (1.3) satisfying
ν0 ≤ ν ≤ ν1, uniformly in ε as ε→ 0+, for some positive constants ν0 and ν1.
Note that the Riemann solution (V¯ , U¯ , Θ¯)(t, x) in (1.8) is invariant under the scaling trans-
formation (2.1), thus to prove the limit (1.9) in Theorem 1.1, it is sufficient to show the following
limit
lim
ε→0
sup
(τ,y)∈Σ1
h
|(v, u, θ)(τ, y) − (V¯ , U¯ , Θ¯)(τ, y)| = 0, ∀h > 0, (2.3)
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where Σ1h is the corresponding region of Σh in the new coordinates (τ, y) defined by
Σ1h =
{
(τ, y)|τ ≥ h
ε
,
y√
1 + τ
≥ h
ε
1
2
−α , 0 ≤ α <
1
2
}
. (2.4)
Now we study the Navier-Stokes equations (2.2). The corresponding wave profiles to (1.6)
and (1.7) can be defined approximately as follows. We start from the viscous contact wave to
(1.6).
2.1 Viscous contact wave
If (v−, u−, θ−) ∈ CD(v+, u+, θ+), i.e.,
u− = u+, p− = p+, v− 6= v+,
then the Riemann problem, that is, the Euler system (1.4) with Riemann initial data
(v, u, θ)(τ = 0, y) =
{
(v−, u−, θ−), y < 0,
(v+, u+, θ+), y > 0,
admits a single contact discontinuity solution
(vcd, ucd, θcd)(τ, y) =
{
(v−, u+, θ−), y < u+τ, τ > 0,
(v+, u+, θ+), y > u+τ, τ > 0.
As in [13], the viscous version of the above contact discontinuity, called viscous contact wave
(V CD, UCD,ΘCD)(τ, y), can be defined as follows. Since it is expected that
PCD ≈ p+ = p−, and |UCD − u+| ≪ 1,
the leading order of the energy equation (2.2)3 is
R
γ − 1Θτ + p+Uy = ν(
Θy
V
)y.
Then, similar to [12] or [14], one can get the following nonlinear diffusion equation
Θτ = a
(Θy
Θ
)
y
, Θ(τ,±) = θ±, a = νp+(γ − 1)
R2γ
.
The above diffusion equation has a unique self-similar solution Θˆ(τ, y) = Θˆ( y√
1+τ
).
Thus, the viscous contact wave (V CD, UCD,ΘCD)(τ, y) can be defined by
V CD(τ, y) =
RΘˆ(τ, y)
p+
,
UCD(τ, y) = u+ +
ν(γ − 1)
Rγ
Θˆy(τ, y)
Θˆ(τ, y)
,
ΘCD(τ, y) = Θˆ(τ, y) +
Rγ − ν(γ − 1)
γp+
Θˆτ .
(2.5)
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Here, it is straightforward to check that the viscous contact wave defined in (2.5) satisfies
|Θˆ− θ±|+ (1 + τ) 12 |Θˆy|+ (1 + τ)|Θˆyy| = O(1)δCDe−
c0y
2
1+τ , as |y| → +∞, (2.6)
where δCD = |θ+ − θ−| represents the strength of the viscous contact wave and c0 is a positive
constant. Note that in (2.5), the higher order term Rγ−ν(γ−1)γp+ Θˆτ is introduced in Θ
CD(τ, y) to
make the viscous contact wave (V CD, UCD,ΘCD)(τ, y) satisfy the momentum equation exactly.
Correspondingly, (V CD, UCD,ΘCD)(τ, y) satisfies the system

V CDτ − UCDy = 0,
UCDτ + P
CD
y =
(UCDy
V CD
)
y
,
R
γ − 1Θ
CD
τ + P
CDUCDy = ν
(ΘCDy
V CD
)
y
+
(UCDy )
2
V CD
+QCD,
(2.7)
where PCD =
RΘCD
V CD
and the error term QCD satisfies
QCD = O(1)δCD(1 + τ)−2e−
c0y
2
1+τ , as |y| → +∞, (2.8)
for some positive constant c0.
2.2 Approximate rarefaction waves
We now turn to the approximate rarefaction waves to (1.7). Since there is no exact rarefaction
wave profile for the Navier-Stokes equations, the following approximate rarefaction wave profile,
which satisfies the Euler equations, is motivated by [31]. For the completeness of presentation,
we include its definition and the properties in this subsection.
If (v−, u−, θ−) ∈ Ri(v+, u+, θ+), (i = 1, 3), then there exists an i-rarefaction wave (vri , uri , θri)(y/τ)
which is a global solution of the following Riemann problem:

vτ − uy = 0,
uτ + py(v, θ) = 0,
R
γ − 1θτ + p(v, θ)uy = 0,
(v, u, θ)(0, y) =
{
(v−, u−, θ−), y < 0,
(v+, u+, θ+), y > 0.
(2.9)
Consider the following inviscid Burgers equation with Riemann data:

wτ + wwy = 0,
w(τ = 0, y) =
{
w−, y < 0,
w+, y > 0.
(2.10)
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If w− < w+, then the Riemann problem (2.10) admits a rarefaction wave solution
wr(τ, y) = wr(
y
τ
) =


w−, yτ ≤ w−,
y
τ , w− ≤ yτ ≤ w+,
w+,
y
τ ≥ w+.
(2.11)
Thus, the Riemann solution in (2.9) can be expressed explicitly through the above rarefaction
wave (2.11) to the Burgers equation, that is,

sri(τ, y) = s(vri(τ, y), θri(τ, y)) = s+,
w± = λi± := λi(v±, θ±),
wr(
y
τ
) = λi(v
ri(τ, y), s+),
uri(τ, y) = u+ −
∫ vri (τ,y)
v+
λi(v, s+)dv.
(2.12)
In order to construct the approximate rarefaction wave (V Ri , URi ,ΘRi)(τ, y) corresponding
to (1.7), we first consider the following approximate rarefaction wave to the Burgers equation:{
wτ + wwy = 0,
w(0, y) = w0(y) =
w+ +w−
2
+
w+ − w−
2
tanh y.
(2.13)
Note that the solution wR(τ, y) of the problem (2.13) is given by
wR(τ, y) = w0(x0(τ, y)), x = x0(τ, y) + w0(x0(τ, y))τ.
And wR(τ, y) has the following properties, the proof of which can be found in [22, 31]:
Lemma 2.1. Let w− < w+, then (2.13) has a unique smooth solution wR(τ, y) satisfying
(1) w− < wR(τ, y) < w+, (wR)y(τ, y) > 0;
(2) For any 1 ≤ p ≤ +∞, there exists a constant C such that
‖ ∂∂ywR(τ, ·)‖Lp(R) ≤ Cmin
{
(w+ −w−), (w+ −w−)1/pτ−1+1/p
}
,
‖ ∂2∂y2wR(τ, ·)‖Lp(R) ≤ Cmin
{
(w+ − w−), τ−1
}
;
(3) If y − w−τ < 0, then
|wR(τ, y)− w−| ≤ (w+ − w−)e−2|y−w−τ |,
| ∂∂ywR(τ, y)| ≤ 2(w+ − w−)e−2|y−w−τ |;
If y − w+τ > 0, then
|wR(τ, y)− w+| ≤ (w+ − w−)e−2|y−w+τ |,
| ∂∂xwR(τ, y)| ≤ 2(w+ −w−)e−2|y−w+τ |;
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(4) sup
y∈R
|wR(τ, y)− wr( yτ )| ≤ min
{
w+ − w−, 1τ ln(1 + τ)
}
.
Then, corresponding to (2.12), the approximate rarefaction wave profile denoted by (V Ri , URi ,ΘRi)(τ, y) (i =
1, 3) to (1.7) can be defined by

SRi(τ, y) = s(V Ri(τ, y),ΘRi(τ, y)) = s+,
w± = λi± := λi(v±, θ±),
wR(1 + τ, y) = λi(V
Ri(τ, y), s+),
URi(τ, y) = u+ −
∫ V Ri(τ,y)
v+
λi(v, s+)dv.
(2.14)
Note that (V Ri , URi ,ΘRi)(τ, y) defined above satisfies

V Riτ − URiy = 0,
URiτ + P
Ri
y = 0,
R
γ − 1Θ
Ri
τ + P
RiURiy = 0,
(2.15)
where PRi = p(V Ri ,ΘRi).
By virtue of Lemmas 2.1, the properties on the approximate rarefaction waves (V Ri , URi ,ΘRi)(τ, y)
can be summarized as follows.
Lemma 2.2. The approximate rarefaction waves (V Ri , URi ,ΘRi)(τ, y) (i = 1, 3) constructed in
(2.14) have the following properties:
(1) URix (τ, y) > 0 for y ∈ R, τ > 0;
(2) For any 1 ≤ p ≤ +∞, the following estimates holds,
‖(V Ri , URi ,ΘRi)y‖Lp(dy) ≤ Cmin
{
δRi , (δRi)1/p(1 + τ)−1+1/p
}
,
‖(V Ri , URi ,ΘRi)yy‖Lp(dy) ≤ Cmin
{
δRi , (1 + τ)−1
}
,
where δRi = |(v+, v−, u+, u−, θ+, θ−)| is the i-rarefaction wave strength and the positive
constant C is independent of τ , but may only depend on p and the wave strength;
(3) If y ≥ λ1+(1 + τ), then
|(V R1 , UR1 ,ΘR1)(τ, y)− (v−, u−, θ−)| ≤ CδR1e−2|y−λ1+(1+τ)|,
|(V R1 , UR1 ,ΘR1)y(τ, y)| ≤ CδR1e−2|y−λ1+(1+τ)|;
If y ≤ λ3−(1 + τ), then
|(V R3 , UR3 ,ΘR3)(τ, y)− (v+, u+, θ+)| ≤ CδR3e−2|y−λ3−(1+τ)|,
|(V R3 , UR3 ,ΘR3)y(τ, y)| ≤ CδR3e−2|y−λ3−(1+τ)|;
(4) There exists a positive constant C, such that for all τ > 0,
sup
y∈R
|(V Ri , URi ,ΘRi)(τ, y)− (vri , uri , θri)(y
τ
)| ≤ C
1 + τ
ln(1 + τ).
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2.3 Superposition of rarefaction waves and contact discontinuity
Corresponding to (1.8), the approximate wave pattern (V,U,Θ)(τ, y) of the compressible
Navier-Stokes equations (2.2) can be defined by

 VU
Θ

 (τ, y) =

 V R1 + V CD + V R3UR1 + UCD + UR3
ΘR1 +ΘCD +ΘR3

 (τ, y)−

 v∗ + v∗u∗ + u∗
θ∗ + θ∗

 , (2.16)
where (V R1 , UR1 ,ΘR1)(τ, y) is the approximate 1-rarefaction wave defined in (2.14) with the
right state (v+, u+, θ+) replaced by (v∗, u∗, θ∗), (V CD, UCD,ΘCD)(τ, y) is the viscous contact
wave defined in (2.5) with the states (v−, u−, θ−) and (v+, u+, θ+) replaced by (v∗, u∗, θ∗) and
(v∗, u∗, θ∗) respectively, and (V R3 , UR3 ,ΘR3)(τ, y) is the approximate 3-rarefaction wave defined
in (2.14) with the left state (v−, u−, θ−) replaced by (v∗, u∗, θ∗).
Thus, from the properties of the viscous contact wave in (2.6) and the approximate rarefac-
tion wave in Lemma 2.3, we have the following relation between the approximate wave pattern
(V,U,Θ)(τ, y) and the exact inviscid wave pattern (V¯ , U¯ , Θ¯)(τ, y) of the Euler equations
|(V,U,Θ)(τ, y) − (V¯ , U¯ , Θ¯)(τ, y)| ≤ C
1 + τ
ln(1 + τ) + CδCDe−
cy2
1+τ . (2.17)
Hence, to prove the zero dissipation limit (2.3) on the set Σ1h defined in (2.4), it is sufficient to
show the following time-asymptotic behavior of the solution to (2.2) around the approximate
wave profile (2.16), i.e.,
lim
τ→+∞ ‖(v, u, θ)(τ, ·) − (V,U,Θ)(τ, ·)‖L∞ = 0. (2.18)
First, by (2.7) and (2.15), the superposition wave profile (V,U,Θ)(τ, y) defined in (2.16)
satisfies the following system


Vτ − Uy = 0,
Uτ + Py = (
Uy
V
)y +Q1,
R
γ − 1Θτ + PUy = ν(
Θy
V
)y +
U2y
V
+Q2,
where P = p(V,Θ) and
Q1 = (P − PR1 − PCD − PR3)y −
(
Uy
V
− U
CD
y
V CD
)
y
,
Q2 = (PUy − PR1UR1y − PCDUCDy − PR3UR3y )− ν
(
Θy
V
− Θ
CD
y
V CD
)
y
−
(
U2y
V
− (U
CD
y )
2
V CD
)
−QCD.
10
A direct calculation shows that
Q1 = O(1)
{
|(V R1y ,ΘR1y )||(V CD − v∗,ΘCD − θ∗, V R3 − v∗,ΘR3 − θ∗)|
+|(V R3y ,ΘR3y )||(V R1 − v∗,ΘR1 − θ∗, V CD − v∗,ΘCD − θ∗)|
+|(V CDy ,ΘCDy , UCDy )||(V R1 − v∗,ΘR1 − θ∗, V R3 − v∗,ΘR3 − θ∗)|
+|(UCDy , V CDy )||(UR1y , V R1y , UR3y , V R3y )|+ |(UR1y , V R1y )||(UR3y , V R3y )|
}
+O(1)
{
|UR1yy |+ |UR3yy |+ |UR1y ||V R1y |+ |UR3y ||V R3y |
}
:= Q11 +Q12.
(2.19)
Similarly, we have
Q2 = O(1)
{
|UR1y ||(V CD − v∗,ΘCD − θ∗, V R3 − v∗,ΘR3 − θ∗)|
+|UR3y ||(V R1 − v∗,ΘR1 − θ∗, V CD − v∗,ΘCD − θ∗)|
+|(UCDy , V CDy ,ΘCDy )||(V R1 − v∗,ΘR1 − θ∗, V R3 − v∗,ΘR3 − θ∗)|
+|(UCDy , V CDy ,ΘCDy )||(UR1y , V R1y ,ΘR1y , UR3y , V R3y ,ΘR1y )|
+|(UR1y , V R1y ,ΘR1y )||(UR3y , V R3y ,ΘR3y )|
}
+O(1)
{
|ΘR1yy |+ |ΘR3yy |+ |(UR1y , V R1y ,ΘR1y , UR3y , V R3y ,ΘR3y )|2
}
+ |QCD|
:= Q21 +Q22 + |QCD|.
(2.20)
Here Q11 and Q21 represent the wave interaction terms coming from the wave patterns in the
different family, Q12 andQ22 stand for the error terms due to the inviscid approximate rarefaction
wave profiles, and QCD is the error term defined in (2.8) due to the viscous contact wave.
In fact, one can estimate the interaction terms Q11 and Q21 by dividing the whole domain
Ω = {(τ, y)|(τ, y) ∈ R×R} into three regions:
Ω− = {(τ, y) | 2y ≤ λ1∗(1 + τ)},
ΩCD = {(τ, y) | λ1∗(1 + τ) < 2y < λ∗3(1 + τ)},
Ω+ = {(τ, y) | 2y ≥ λ∗3(1 + τ)},
where λ1∗ = λ1(v∗, θ∗) and λ∗3 = λ3(v
∗, θ∗). Then, in each section the following estimates follow
from (2.6) and Lemma 2.2.
• In Ω−,
|(V R3 − v∗, V R3y )| = O(1)δR3e−2{|y|+|λ
∗
3|(1+τ)},
|(V CD − v∗, V CD − v∗, V CDy )| = O(1)δCDe−
C{|λ1∗|(1+τ)}
2
1+τ = O(1)δCDe−C(1+τ);
• In ΩCD,
|(V R1 − v∗, V R1y )| = O(1)δR1e−2{|y|+|λ1∗|(1+τ)},
|(V R3 − v∗, V R3y )| = O(1)δR3e−2{|x|+|λ
∗
3|(1+τ)};
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• In Ω+,
|(V R1 − v∗, V R1y )| = O(1)δR1e−2{|x|+|λ1∗|(1+τ)},
|(V CD − v∗, V CD − v∗, V CDy )| = O(1)δCDe−
C{|λ∗3|(1+τ)}
2
1+τ = O(1)δCDe−C(1+τ).
Keep in mind that each individual wave strength is controlled by the total wave strength by
(1.6) and (1.7), that is,
δR1 + δR3 + δCD ≤ Cδ.
Hence, in summary, it follows from (2.19), (2.20) and the above arguments that
|(Q11, Q21)| = O(1)δe−C{|y|+(1+τ)},
for some positive constant C independent of τ and y.
3 Proof of the main result
In this section, we shall prove the main result Theorem 1.1. By virtue of the arguments in
Section 2.3, it is sufficient to show (2.18) besides the regularity of the solution. To this end, we
first reformulate the problem.
3.1 Reformulation of the problem
Set the perturbation around the wave profile (V,U,Θ)(τ, y) by
(φ,ψ, ζ)(τ, y) = (v, u, θ)(τ, y) − (V,U,Θ)(τ, y).
Then, after a straightforward calculation, the perturbation (φ,ψ, ζ)(τ, y) satisfies the system

φτ − ψy = 0,
ψτ + (p− P )y = (uy
v
− Uy
V
)y −Q1,
R
γ − 1ζτ + (puy − PUy) = ν(
θy
v
− Θy
V
)y + (
u2y
v
− U
2
y
V
)−Q2,
(φ,ψ, ζ)(τ = 0, y) = (φ0, ψ0, ζ0)(y),
(3.1)
where the initial data (φ0, ψ0, ζ0)(y) and its derivatives are sufficiently smooth away from but
up to y = 0, and
(φ0, ψ0, ζ0)(y) ∈ L2(R), φ0y ∈ L2(R±).
For simplicity, denote
N0 := ‖(φ0, ψ0, ζ0)‖2 + ‖φ0y−‖2 .
In order to prove (2.18), we easily see that it suffices to show
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Proposition 3.1. There exists a positive constant δ0, such that if the wave strength δ and the
initial data satisfy
δ +N0 ≤ δ0,
then the problem (3.1) admits a unique global solution (φ,ψ, ζ)(t, y) satisfying
(i) There exists a positive constant C independent of t, such that
sup
τ≥0
(
‖(φ,ψ, ζ)(τ, ·)‖2 + ‖φy(τ, ·)−‖2
)
+
∫ +∞
0
‖(φy, ψy, ζy)(τ, ·)−‖2 dτ ≤ C(N0 + δ
1
4 ).
(ii) For any τ0 > 0, there exists a positive constant C = C(τ0), such that
sup
τ≥τ0
‖(ψy , ζy, ψτ , ζτ )(τ, ·)−‖2 +
∫ +∞
τ0
‖(ψyy, ζyy, ψyτ , ζyτ )(τ, ·)−‖2 dτ ≤ C(τ0)(N0 + δ
1
4 ).
(iii) The jump condition of φ(τ, y) at y = 0 admits the bound
|[φ](τ)| ≤ Ce−cτ (3.2)
where the positive constants C and c are independent of τ ∈ (0,+∞).
Assume that Proposition 3.1 holds, then for any τ0 > 0, one has∫ +∞
τ0
(
‖(φy, ψy, ζy)−‖2 +| d
dτ
‖(φy, ψy, ζy)−‖2 |
)
dτ < +∞,
whence,
lim
τ→∞ ‖(φy, ψy, ζy)−‖
2= 0,
which, together with Proposition 3.1 and Sobolev’s inequality, implies that
lim
τ→∞ supy 6=0
‖(φ,ψ, ζ)‖2L∞ ≤ C limτ→∞ ‖(φ,ψ, ζ)‖‖(φy , ψy, ζy)−‖ ≤ C limτ→∞ ‖(φy, ψy, ζy)−‖ = 0.
The above inequality combined with (3.2) gives (2.18). Thus, the main result Theorem 1.1
follows from (2.18) and (2.17).
Denote
N(τ∗, τ∗) = sup
τ∈[τ∗,τ∗]
{
‖(φ,ψ, ζ)(τ, ·)‖2 + ‖(φy, ψy, ζy)(τ, ·)−‖2 +‖(ψτ , ζτ )(τ, ·)‖2
}
,
N(τ∗) = N(τ∗, τ∗),
and define the solution space by
X[τ∗, τ∗] =

(φ,ψ, ζ)
∣∣∣∣∣∣∣
(φ,ψ, ζ)(τ, y) ∈ C([τ∗, τ∗];H1(R±)),
(ψy, ζy) ∈ L2(τ∗, τ∗;H1(R±)), φy ∈ L2(τ∗, τ∗;L2(R±)),
(ψτ , ζτ ) ∈ L∞(τ∗, τ∗;L2(R±)) ∩ L2(τ∗, τ∗;H1(R±)).


Since the local existence of solutions to (3.1) is proved in [7], we just state it and omit its
proof for brevity.
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Proposition 3.2. (Local existence) Suppose that N0 and the wave strength δ are suitably small
such that inf v0 and inf θ0 are positive. Then there exists a positive time τ0 = τ0(N(0), δ) > 0,
such that the Cauchy problem (3.1) admits a unique solution (φ,ψ, ζ)(τ, y) ∈ X[0, τ0] satisfying
A(τ0) +B(τ0) + F (τ0) ≤ C(N0 + δ),
where
A(τ0) = sup
0≤τ≤τ0
{
‖(φ,ψ, ζ)(τ, ·)‖2 + ‖φy−‖2
}
+
∫ τ0
0
‖(ψy, ζy)‖2dτ,
B(τ0) = sup
0≤τ≤τ0
{
g(τ)
1
2‖ψy‖2 + g(τ)‖φy−‖2
}
+
∫ τ0
0
g(τ)
1
2
+ϑ(‖ψτ‖2 + ‖(uy
v
)y−‖2)dτ
+
∫ τ0
0
g(τ)(‖ψ2y‖2 + ‖θτ‖2 + ‖(
θy
v
)y−‖2)dτ,
F (τ0) = sup
0≤τ≤τ0
{
g(τ)
3
2
+ϑ(‖ψτ‖2 + ‖(uy
v
)y−‖2) + g(τ)3(‖ζτ‖2 + ‖(θy
v
)y−‖2)
}
+
∫ τ0
0
g(τ)
3
2
+ϑ‖ψyτ−‖2 +g(τ)3‖ζyτ−‖2)dτ,
with g(τ) = τ ∧ 1 = min{τ, 1} and ϑ ∈ (0, 1). Moreover, v, u, θ have the same regularity as in
Theorem 1.1. Thus, v, ux, θx have one-side limit at y = 0 and satisfy the jump conditions[
p− uy
v
]
=
[θy
v
]
= 0.
Finally, one has the following estimate on the jump at y = 0,
|[v](τ)| ≤ Cδe−cτ , τ > 0
for some positive constants C and c independent of τ .
Hence, in view of the local existence and the standard continuation process, we see that to
prove Proposition 3.1, it suffices to show the following (uniform) a priori estimate.
Proposition 3.3. (A priori estimate) Suppose that the Cauchy problem (3.1) has a solution
(φ,ψ, ζ)(τ, y) ∈ X[τ1, τ2]. There exists a positive constant η1, such that if
N(τ1, τ2) + δ ≤ η1, (3.3)
then,
N(τ1, τ2)+
∫ τ2
τ1
{
‖φy(τ, ·)−‖2 +‖(ψy, ζy)(τ, ·)−‖21 +‖(ψyτ , ζyτ )−‖2 (τ, ·)
}
dτ ≤ C(N(τ1)+ δ 14 ), (3.4)
where the positive constant C is independent of τ .
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3.2 Energy estimates
In this section we will derive the a priori estimate given in Proposition 3.3. Note that under
the a priori assumption (3.3), if η ≪ 1, then if holds that
inf
[τ1,τ2]×R
{(V + φ,Θ+ ζ)(τ, y)} ≥ C0
for some positive constant C0. First, one has the following Lemma:
Lemma 3.4. Under the assumptions of Proposition 3.3, there exists a constant C > 0, such
that for any τ ∈ [τ1, τ2],
‖(φ,ψ, ζ, φy)(τ, ·)−‖2 +
∫ τ
τ1
{
‖
√
(UR1y , U
R3
y )(φ, ζ)‖2 + ‖(φy, ψy, ζy)−‖2
}
dτ
≤ C‖(φ,ψ, ζ, φy)−‖2 (τ1) + C
∫ τ
τ1
(1 + τ)−
7
6‖(φ,ψ, ζ)(·, τ)‖2dτ + Cδ 14
+Cδ
∫ τ
τ1
−
∫
R
(1 + τ)−1e−
c0y
2
1+τ |(φ, ζ)|2dydτ.
Proof: Let
Φ(z) = z − 1− ln z.
Arguing similarly to that in [12] or [14], one can get the following equality
I1τ (τ, y) +H1y(τ, y) +
Θψ2y
vθ
+ ν
Θζ2y
vθ2
+ P (UR1y + U
R3
y )
(
Φ(
θV
vΘ
) + γΦ(
v
V
)
)
= Q3 −Q1ψ −Q2 ζ
θ
,
(3.5)
where
I1(τ, y) = RΘΦ(
v
V
) +
ψ2
2
+
RΘ
γ − 1Φ(
θ
Θ
),
H1(τ, y) = (p− P )ψ − (uy
v
− Uy
V
)ψ − ν(θy
v
− Θy
V
)
ζ
θ
, (3.6)
and
Q3 = −PUCDy
(
Φ(
θV
vΘ
) + γΦ(
v
V
)
)
+
(
ν(
Θy
V
)y +
U2y
V
+Q2
){
(γ − 1)Φ( v
V
)
+Φ(
θ
Θ
)− ζ
2
θΘ
}
− (1
v
− 1
V
)Uyψy + (
1
v
− 1
V
)U2y
ζ
θ
+ 2
ζψyUy
vθ
+ ν
Θyζyζ
vθ2
−ν(1
v
− 1
V
)
ΘΘyζy
θ2
+ ν(
1
v
− 1
V
)
ζΘ2y
θ2
.
(3.7)
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Integration of the equality (3.5) with respect to y and τ over R± × [τ1, τ ] yields that∫
I1(τ, y)dy +
∫ τ
τ1
[
H1
]
(τ)dτ +
∫ τ
τ1
−
∫
R
(
Θψ2y
vθ
+ ν
Θζ2y
vθ2
)
dydτ
+
∫ τ
τ1
−
∫
R
P (UR1y + U
R3
y )
(
Φ(
θV
vΘ
) + γΦ(
v
V
)
)
dydτ
=
∫
I1(τ1, y)dy +
∫ τ
τ1
−
∫
R
(
Q3 −Q1ψ −Q2 ζ
θ
)
dydτ.
(3.8)
It is easy to observe that the jump of H1 in (3.6) across y = 0 vanishes, i.e.,[
H1
]
(τ) =
[
(p− uy
v
)ψ
]− [(P − Uy
V
)ψ
]− ν[(θy
v
− Θy
V
)
ζ
θ
]
=
[
p− uy
v
]
ψ(τ, 0) − [P − Uy
V
]
ψ(τ, 0) − ν
([θy
v
]− [Θy
V
])ζ(τ, 0)
θ(τ, 0)
= 0.
Recalling that
Φ(1) = Φ′(1) = 0, Φ′′(z) = z−2 > 0,
there exists a positive constant C, such that if z is near 1, then
C−1(z − 1)2 ≤ Φ(z) ≤ C(z − 1)2.
Thus under the a priori assumptions (3.3), one gets
C−1|φ|2 ≤ Φ( v
V
) ≤ C|φ|2, C−1|ζ|2 ≤ Φ( θ
Θ
) ≤ C|ζ|2 (3.9)
and
C−1|(φ, ζ)|2 ≤ Φ(θV
vΘ
) + γΦ(
v
V
) ≤ C|(φ, ζ)|2. (3.10)
Now it follows from (3.7), (3.9), (3.10) and Cauchy-Schwarz’s inequality that
|Q3| ≤
Θψ2y
4vθ
+
νΘζ2y
4vθ2
+ C
{
(|ΘCDy |2, |ΘCDyy |) + (|(V R1y , UR1y ,ΘR1y )|2, |ΘR1yy |)
+(|(V R3y , UR3y ,ΘR3y )|2, |ΘR3yy |) + |Q2|
}
(φ2 + ζ2).
(3.11)
By the properties of the viscous contact wave, one can obtain∫ τ
τ1
−
∫
R
(|ΘCDy |2, |ΘCDyy |)(φ2 + ζ2)dydτ ≤ Cδ
∫ τ
τ1
−
∫
R
(1 + τ)−1e−
c0y
2
1+τ |(φ, ζ)|2dydτ,
while by the properties of the approximate rarefaction wave in Lemma 2.2, we have that for
i = 1, 3, ∫ τ
τ1
−
∫
R
(|(V Riy , URiy ,ΘRiy )|2, |ΘRiyy |)(φ2 + ζ2)dydτ
≤
∫ τ
τ1
(‖(V Riy , URiy ,ΘRiy )‖2 + ‖ΘRiyy‖L1)‖(φ, ζ)‖2L∞dτ
≤ C
∫ τ
τ1
(1 + τ)−1‖(φ, ζ)‖‖(φy , ζy)‖dτ
≤ µ
∫ τ
τ1
‖(φy , ζy)‖2dτ + Cµ
∫ τ
τ1
(1 + τ)−2‖(φ, ζ)‖2dτ,
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where and in the sequel µ is a small positive constant to be determined and Cµ is some positive
constant depending on µ.
Now, it remains to estimate the terms Q1ψ, Q2
ζ
θ on the right-hand side of (3.8) and the
term |Q2|(φ2 + ζ2) on the right-hand side of (3.11). For simplicity, we only estimate Q2 ζθ . By
(2.20), we find that∫ τ
τ1
−
∫
R
|Q2 ζ
θ
|dydτ ≤ C
∫ τ
τ1
‖ζ‖L∞y ‖Q2‖L1ydτ
≤ C
∫ τ
τ1
‖ζ‖ 12‖ζy‖
1
2
(
‖Q21‖L1y + ‖Q22‖L1y + ‖QCD‖L1y
)
dτ
≤ C
∫ τ
τ1
‖ζ‖ 12‖ζy‖ 12
(
δe−C(1+τ) + (δr1 + δr3)
1
8 (1 + τ)−
7
8 + δ(1 + τ)−
3
2
)
dτ
≤ µ
∫ τ
τ1
‖ζy‖2dτ + Cµ δ
1
6
∫ τ
τ1
‖ζ‖ 23 (1 + τ)− 76 dτ
≤ µ
∫ τ
τ1
‖ζy‖2dτ + Cµ
∫ τ
τ1
‖ζ‖2(1 + τ)− 76dτ + Cµ δ
1
4 .
Similarly, one can control the term Q1ψ and |Q2|(φ2 + ζ2).
Thus, substituting all the above estimates into (3.8) and choosing µ in the front of the
integral
∫ τ
τ1
‖(ψy, ζy)‖2dτ small enough, so that the integral can be absorbed by the left-hand
side of (3.8), one concludes
‖(φ,ψ, ζ)(τ, ·)‖2 +
∫ τ
τ1
{‖(ψy, ζy)(τ, ·)‖2 + ‖√(UR1y , UR3y )(φ, ζ)(τ, ·)‖2}dτ
≤ C‖(φ,ψ, ζ)(τ1, ·)‖2 + C
∫ τ
τ1
(1 + τ)−
7
6 ‖(φ,ψ, ζ)‖2dτ + Cδ 14
+Cµ
∫ τ
τ1
‖φy(τ, ·)−‖2 dτ + Cδ
∫ τ
τ1
−
∫
R
(1 + τ)−1e−
c0y
2
1+τ |(φ, ζ)|2dydτ.
(3.12)
Next, we estimate ‖φy‖2. Denote v˜ = vV . From the system (3.1)2, one has
(
v˜y
v˜
)τ − ψτ − (p− P )y −Q1 = 0.
Multiplying the above equation by
v˜y
v˜ and noticing that
−(p− P )y = Rθ
v
v˜y
v˜
− Rζy
v
+ (p− P )Vy
V
−RΘy( 1
V
− 1
v
),
one obtains (
1
2
(
v˜y
v˜
)2 − ψ v˜y
v˜
)
τ
+
(
ψ
v˜τ
v˜
)
y
+
Rθ
v
(
v˜y
v˜
)2
= ψy(
uy
v
− Uy
V
) +
(
Rζy
v
− (p − P )Vy
V
+RΘy(
1
V
− 1
v
)−Q1
)
v˜y
v˜
.
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Integrating the above equality with respect to y and τ over R± × [τ1, τ ] and using Cauchy-
Schwarz’s inequality, we infer that
−
∫
R
(
1
2
(
v˜y
v˜
)2 − ψ v˜y
v˜
)
(τ, y)dy +
∫ τ
τ1
[
ψ
v˜τ
v˜
]
(τ)dτ +
∫ τ
τ1
−
∫
R
Rθ
2v
(
v˜y
v˜
)2dydτ
≤ −
∫
R
(
1
2
(
v˜y
v˜
)2 − ψ v˜y
v˜
)
(τ1, y)dy +
∫ τ
τ1
−
∫
R
|ψy(uy
v
− Uy
V
)|dydτ
+C
∫ τ
τ1
−
∫
R
∣∣∣∣Rζyv − (p− P )VyV +RΘy( 1V − 1v )−Q1
∣∣∣∣
2
dydτ,
(3.13)
where the jump across y = 0 can be bounded as follows.∫ τ
τ1
[
ψ
v˜τ
v˜
]
(τ)dτ =
∫ τ
τ1
ψ(τ, 0)
[
uy
v
− Uy
V
]
(τ)dτ =
∫ τ
τ1
ψ(τ, 0) [p] (τ)dτ
= R
∫ τ
τ1
ψ(τ, 0)θ(τ, 0)
[
1
v
]
(τ)dτ = −R
∫ τ
τ1
ψ(τ, 0)θ(τ, 0)
v(τ, 0+)v(τ, 0−) [v] (τ)dτ
≤ C
∫ τ
τ1
‖ψ‖L∞(τ)|[v]|(τ1)e−C(τ−τ1)dτ ≤ Cδ
∫ τ
τ1
‖ψ‖ 12 ‖ψy‖
1
2 e−C(τ−τ1)dτ
≤ δ
∫ τ
τ1
‖ψy‖2dτ + δ sup
τ∈[τ1,τ2]
‖ψ‖2(τ) + Cδ.
Using the equality
v˜y
v˜
=
vy
v
− Vy
V
=
φy
v
− Vyφ
vV
,
we see that
C−1(|φy |2 − |Vyφ|2) ≤ ( v˜y
v˜
)2 ≤ C(|φy|2 + |Vyφ|2).
From the definition of Q1 in (2.19) it follows that∫ τ
τ1
‖Q1‖2dτ ≤ C
∫ τ
τ1
(
‖Q11‖2 + ‖Q12‖2
)
dτ
≤ C
∫ τ
τ1
(
‖Q11‖2 + ‖(UR1yy , UR3yy , UR1y V R1y , UR3y V R3y )‖2
)
dτ ≤ Cδ 14 .
Therefore, substituting all the above estimates into (3.13), we conclude that
‖φy(τ, ·)−‖2 +
∫ τ
τ1
‖φy−‖2 dτ ≤ C‖(φ,ψ, φy)−‖2 (τ1) + C‖(φ,ψ)(τ, ·)‖2
+Cδ
∫ τ
τ1
−
∫
R
(1 + τ)−1e−
c0y
2
1+τ |(φ, ζ)|2dydτ + C
∫ τ
τ1
‖(ψy, ζy)‖2dτ
+C
∫ τ
τ1
(1 + τ)−
7
6 ‖(φ,ψ, ζ)‖2dτ + Cδ 14 .
(3.14)
Multiplying the inequality (3.12) by a large constant C1 > 0, and summing the resulting
inequality with (3.14), we obtain Lemma 3.4. This completes the proof. 
Next, we derive the higher order estimates, which are summarized in the following Lemma:
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Lemma 3.5. Under the assumptions of Proposition 3.3, it holds that
N(τ1, τ2) +
∫ τ2
τ1
{‖√(UR1y , UR3y )(φ, ζ)‖2 + ‖φy−‖2 +‖(ψy, ζy)−‖21 +‖(ψyτ , ζyτ )−‖2 }dτ
≤ CN(τ1) + C
∫ τ2
τ1
(1 + τ)−
7
6 ‖(φ,ψ, ζ)‖2dτ + Cδ 14 + Cδ
∫ τ2
τ1
−
∫
R
(1 + τ)−1e−
c0y
2
1+τ |(φ, ζ)|2dydτ.
Proof: Multiplying the equation (3.1)2 by −ψyy, one gets(
ψ2y
2
)
τ
− (ψτψy)y +
ψ2yy
v
=
{
(p− P )y + vy
v2
ψy −
(
Uy(
1
v
− 1
V
)
)
y
+Q1
}
ψyy.
Integration of the above equation with respect to y and τ over R± × [τ1, τ ] gives
−
∫
R
ψ2y
2
(τ, y)dy +
∫ τ
τ1
−
∫
R
ψ2yy
v
dydτ = −
∫
R
ψ2y
2
(τ1, y)dy −
∫ τ
τ1
[ψτψy] (τ)dτ
+
∫ τ
τ1
−
∫
R
{
(p− P )y + vy
v2
ψy −
(
Uy(
1
v
− 1
V
)
)
y
+Q1
}
ψyydydτ =:
3∑
i=1
Ji.
(3.15)
We have to estimate Ji. First, the jump J2 can be bounded as follows.
J2 = −
∫ τ
τ1
[ψτψy] (τ)dτ = −
∫ τ
τ1
ψτ (τ, 0) [ψy] (τ)dτ
= −
∫ τ
τ1
ψτ (τ, 0) [uy] (τ)dτ = −
∫ τ
τ1
ψτ (τ, 0)
[
(
uy
v
− p)v
]
(τ)dτ
= −
∫ τ
τ1
ψτ (τ, 0)(
uy
v
− p)(τ, 0) [v] (τ)dτ
≤ C
∫ τ
τ1
‖ψτ‖L∞
(‖ψy‖L∞ + 1) [v] (τ1)e−C(τ−τ1)dτ
≤ Cδ
∫ τ
τ1
‖ψτ‖
1
2 ‖ψyτ−‖
1
2
(‖ψy‖ 12 ‖ψyy−‖ 12 +1)e−C(τ−τ1)dτ.
(3.16)
In view of (3.1)2 and (3.3), one has
‖ψτ‖ ≤ C
(
‖ψyy−‖ +‖(φy, ψy, ζy)−‖ +‖(Uyy, Vy, Uy,Θy)φ‖+ ‖Q1‖
)
≤ C
(
‖ψyy−‖ +‖(φy, ψy, ζy)−‖ +δ
)
.
(3.17)
Substituting (3.17) into (3.16), we obtain
|J2| ≤ Cδ
∫ τ
τ1
(
‖ψyy−‖ +‖(φy, ψy, ζy)−‖ +δ
) 1
2 ‖ψyτ−‖ 12
(
‖ψy‖ 12 ‖ψyy−‖ 12 +1
)
e−C(τ−τ1)dτ
≤ µ
∫ τ
τ1
‖(ψyy , ψyτ )−‖2 dτ + Cµ δ
∫ τ
τ1
‖(φy, ψy, ζy)−‖2 dτ + Cµδ.
(3.18)
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On the other hand, J3 can be estimates as follows.
J3 =
∫ τ
τ1
−
∫
R
{
(p− P )y + vy
v2
ψy −
(
Uy(
1
v
− 1
V
)
)
y
+Q1
}
ψyydydτ
≤ C
∫ τ
τ1
−
∫
R
{
|(φy, ζy)|+ |(φ, ζ)||(φy , Vy,Θy, Uyy)|
+ |(φy, Vy)||(ψy , Uy, Uyφ)|+ |Q1|
}
|ψyy|dydτ
≤ µ
∫ τ
τ1
‖ψyy−‖2 dτ + Cµ
∫ τ
τ1
‖(φy, ψy, ζy)−‖2 dτ + Cµ
∫ τ
τ1
(1 + τ)−
7
6 ‖(φ,ψ, ζ)‖2dτ
+ Cµ δ + Cµ δ
∫ τ
τ1
−
∫
R
(1 + τ)−1e−
c0y
2
1+τ |(φ, ζ)|2dydτ.
(3.19)
Substituting (3.18) and (3.19) into (3.15) and choosing µ suitably small in the front of the
integral
∫ τ
τ1
‖ψyy−‖2 dτ , we deduce that
‖ψy‖2(τ) +
∫ τ
τ1
‖ψyy−‖2 dτ ≤ C‖ψy‖2(τ1) + Cµ
∫ τ
τ1
‖ψyτ−‖2 dτ
+Cµ
∫ τ
τ1
(1 + τ)−
7
6‖(φ, ζ)‖2dτ + Cµ δ + Cµ
∫ τ
τ1
‖(φy , ψy, ζy)−‖2 dτ
+Cµ δ
∫ τ
τ1
−
∫
R
(1 + τ)−1e−
c0y
2
1+τ |(φ, ζ)|2dydτ.
(3.20)
Multiplication of the equation (3.1)3 with −ζyy yields that
R
γ − 1
(
ζ2y
2
)
τ
− R
γ − 1 (ζτζy)y + ν
ζ2yy
v
=
{
(puy − PUy) + ν ζyvy
v2
− ν(Θy(1
v
− 1
V
)
)
y
− (u
2
y
v
− U
2
y
V
) +Q2
}
ζyy.
Integrating the above equality with respect to y and τ over R± × [τ1, τ ], and employing almost
the same arguments as those used for ‖ψy−‖2 (τ) in (3.20), we obtain
‖ζy‖2(τ) +
∫ τ
τ1
‖ζyy−‖2 dτ ≤ C‖ζy‖2(τ1) + Cδ
1
4 + C
∫ τ
τ1
(1 + τ)−
7
6 ‖(φ, ζ)‖2dτ
+C
∫ τ
τ1
‖(φy, ψy, ζy)−‖2 dτ + C(δ)2
∫ τ
τ1
−
∫
R
(1 + τ)−1e−
c0y
2
1+τ |(φ, ζ)|2dydτ,
(3.21)
where we have used the following jump estimate across y = 0
− R
γ − 1
∫ τ
τ1
[ζτζy] (τ)dτ = − R
γ − 1
∫ τ
τ1
ζτ (τ, 0) [ζy] (τ)dτ
= − R
γ − 1
∫ τ
τ1
ζτ (τ, 0) [θy] (τ)dτ = − R
γ − 1
∫ τ
τ1
ζτ (τ, 0)
θy
v
(τ, 0) [v] (τ)dτ
≤ C
∫ τ
τ1
‖ζτ‖L∞
(
1 + ‖ζy‖L∞
)
[v](τ1)e
−C(τ−τ1)dτ
≤ Cδ
∫ τ
τ1
‖ζτ−‖
1
2 ‖ζyτ−‖
1
2
(
1 + ‖ζy‖
1
2 ‖ζyy−‖
1
2
)
e−C(τ−τ1)dτ
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and the estimate
‖ζτ‖ ≤ C
(
‖ζyy−‖ +‖(φy, ψy, ζy)−‖ +‖(Uy,Θyy,ΘyVy, U2y )(φ, ζ)‖ + ‖Q2‖
)
≤ C
(
‖ζyy−‖ +‖(φy, ψy, ζy)−‖ +δ
)
.
(3.22)
It follows from (3.17) and (3.22) that∫ τ2
τ1
‖(ψτ , ζτ )(τ, ·)‖2dτ
≤ C
(∫ τ2
τ1
‖(ψyy, ζyy)−‖2 dτ +
∫ τ2
τ1
‖(φy , ψy, ζy)−‖2 dτ
+
∫ τ2
τ1
‖(Uy,Θyy,ΘyVy, U2y )(φ, ζ)‖2dτ +
∫ τ2
τ1
‖Q2‖2dτ
)
≤ C
∫ τ2
τ1
‖(ψyy , ζyy)−‖2 dτ + C
∫ τ2
τ1
‖(φy, ψy, ζy)−‖2 dτ +
∫ τ2
τ1
(1 + τ)−2‖(φ, ζ)‖2dτ + Cδ 14 .
(3.23)
Now we turn to control sup
τ∈[τ1,τ2]
‖(ψτ , ζτ )−‖2. First, applying the operator ∂τ to the equation
(3.1)2, we get
ψττ =
(uy
v
− p)
yτ
− (Uy
V
− P )
yτ
−Q1τ .
Multiplication of the above equation by ψτ gives(
ψ2τ
2
)
τ
+
ψ2yτ
v
=
{
ψτ
(uy
v
− p)
τ
− ψτ
(Uy
V
− P )
τ
}
y
−ψyτ Uyτ
v
+ ψyτ
uy
v2
vτ + ψyτ (
Uy
V
)τ + ψyτ (p− P )τ − ψτQ1τ .
If we integrate the above equality with respect to y and τ over R± × [τ1, τ ], we find that
−
∫
R
ψ2τ
2
(τ, y)dy +
∫ τ
τ1
−
∫
R
ψ2yτ
v
dydτ
= −
∫
R
ψ2τ
2
(τ1, y)dy −
∫ τ
τ1
[
ψτ
(uy
v
− p)
τ
− ψτ
(Uy
V
− P )
τ
]
(τ)dτ
+
∫ τ
τ1
−
∫
R
{
− ψyτ Uyτ
v
+ ψyτ
uy
v2
vτ + ψyτ (
Uy
V
)τ + ψyτ (p− P )τ − ψτQ1τ
}
dydτ,
(3.24)
where the jump across y = 0 in fact vanishes, i.e.,[
ψτ
(uy
v
− p)
τ
− ψτ
(Uy
V
− P )
τ
]
(τ)
= [ψτ ](τ)
(uy
v
− p)
τ
(τ, 0−) + ψτ (τ, 0+)
[(uy
v
− p)
τ
]
(τ)− [ψτ ](τ)
(Uy
V
− P )
τ
(τ, 0)
= [ψ]τ (τ)
(uy
v
− p)
τ
(τ, 0−) + ψτ (τ, 0+)
[uy
v
− p
]
τ
(τ)− [ψ]τ (τ)
(Uy
V
− P )
τ
(τ, 0)
= 0.
(3.25)
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Now we apply ∂τ to the equation (3.1)3 to deduce that
R
γ − 1ζττ = ν
(θy
v
)
yτ
− ν(Θy
V
)
yτ
+
{
uy
(uy
v
− p)}
τ
−
{
uy
(Uy
V
− P )}
τ
−Q2τ .
Multiplying the above equation by ζτ , one has
R
γ − 1(
ζ2τ
2
)τ + ν
ζ2yτ
v
=
{
νζτ
(θy
v
)
τ
− νζτ
(Θy
V
)
τ
}
y
+νζyτ
Θyτ
v
+ νζyτ
θy
v2
vτ + νζyτ (
Θy
V
)τ + ζτuyτ (
uy
v
− p)
+ζτuy(
uy
v
− p)τ − ζτUyτ (Uy
V
− P )− ζτUy(Uy
V
− P )τ − ζτQ2τ .
Integrating the above equality with respect to y and τ over R± × [τ1, τ ], we deduce that
−
∫
R
Rζ2τ
2(γ − 1)(τ, y)dy +
∫ τ
τ1
−
∫
R
ν
ζ2yτ
v
dydτ = −
∫
R
Rζ2τ
2(γ − 1)(τ1, y)dy
−
∫ τ
τ1
[
νζτ
(θy
v
)
τ
− νζτ
(Θy
V
)
τ
]
(τ)dτ +
∫ τ
τ1
−
∫
R
{
νζyτ
Θyτ
v
+ νζyτ
θy
v2
vτ + νζyτ (
Θy
V
)τ
+ζτuyτ (
uy
v
− p) + ζτuy(uy
v
− p)τ − ζτUyτ (Uy
V
− P )− ζτUy(Uy
V
− P )τ − ζτQ2τ
}
dydτ,
(3.26)
where the jump in fact vanishes.[
νζτ
(θy
v
)
τ
− νζτ
(Θy
V
)
τ
]
(τ)
= ν[ζτ ](τ)
(θy
v
)
τ
(τ, 0−) + νζτ (τ, 0+)
[(θy
v
)
τ
]
(τ)− ν[ζτ ](τ)
(Θy
V
)
τ
(τ, 0)
= ν[ζ]τ (τ)
(θy
v
)
τ
(τ, 0−) + νζτ (τ, 0+)
[θy
v
]
τ
(τ)− ν[ζ]τ (τ)
(Θy
V
)
τ
(τ, 0)
= 0.
(3.27)
Hence, taking into account (3.25) and (3.27), we get from (3.24) and (3.26) that
‖(ψτ , ζτ )−‖2 (t) +
∫ τ
τ1
‖(ψyτ , ζyτ )−‖2 dτ ≤ C‖(ψτ , ζτ )−‖2 (τ1) + C
∫ τ
τ1
‖(ψτ , ζτ )−‖2 dτ
+C
∫ τ
τ1
(1 + τ)−
7
6‖(φ, ζ)‖2dτ + C δ +C
∫ τ
τ1
‖(φy , ψy, ζy)‖2dτ
+Cδ
∫ τ
τ1
−
∫
R
(1 + τ)−1e−
c0y
2
1+τ |(φ, ζ)|2dydτ.
(3.28)
Combing the estimates (3.20), (3.21), (3.23), (3.28) and Lemma 3.4 together, we obtain
Lemma 3.5, and the proof is completed. 
It remains to control the term
δ
∫ τ
τ1
−
∫
R
(1 + τ)−1e−
c0y
2
1+τ |(φ, ζ)|2dydτ,
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which comes from the viscous contact wave. We shall use the estimate on the heat kernel in [12]
to get the desired estimates.
Lemma 3.6. Suppose that Z(t, y) satisfies
Z ∈ L∞(0, T ;L2(R±)), Zy ∈ L2(0, T ;L2(R±)), Zτ ∈ L2(0, T ;H−1(R±)),
then ∫ τ
τ1
−
∫
R
(1 + τ)−1Z2e−
2βy2
1+τ dydτ
≤ Cβ
{
‖Z(τ1, y)‖2 +
∫ τ
τ1
‖hy−‖2 dτ +
∫ τ
τ1
〈Zτ , Zg2β〉H1×H−1(R±)dτ
} (3.29)
where
gβ(τ, y) = (1 + τ)
− 1
2
∫ y
0
e−
βη2
1+τ dη (3.30)
and β > 0 is the constant to be determined.
Remark 3.7. Lemma 3.6 can be shown using arguments similar to those in [12], and hence its
proof will be omitted here for simplicity. Note that the domain considered here consists of two
half lines R±, and hence the jump across y = 0 should be treated. In view of this, the functional
gβ should be chosen in (3.30), so that gβ is continuous at y = 0. Furthermore, it holds that
gβ(τ, 0) ≡ 0.
Lemma 3.8. Under the assumptions of Proposition 3.3, it holds that
∫ τ
τ1
−
∫
R
e−
c0y
2
1+τ
1 + τ
|(φ,ψ, ζ)|2dydτ ≤ Cδ + C‖(φ,ψ, ζ)(τ1, ·)‖2 + C‖(φ,ψ, ζ)(τ, ·)‖2
+C
∫ τ
τ1
‖(φy , ψy, ζy)−‖2 dτ + C
∫ τ
τ1
(1 + τ)−
7
6 ‖(φ,ψ)‖2dτ.
Proof: From the equation (3.1)2 and the fact p− P = Rζ−Pφv one gets
ψτ + (
Rζ − Pφ
v
)y = (
uy
v
− Uy
V
)y −Q1. (3.31)
Let
Gα(τ, y) = (1 + τ)
−1
∫ y
0
e−
αη2
1+τ dη,
where α is a positive constant to be determined. Multiplying the equation (3.31) byGα(Rζ−Pφ),
we find that(
Gα(Rζ − Pφ)2
2v
)
y
− (Gα)y (Rζ − Pφ)
2
2v
+
Gα(Rζ − Pφ)2
2v2
(Vy + φy)
= −Gα(Rζ − Pφ)ψτ +Gα(Rζ − Pφ)(uy
v
− Uy
V
)y −Gα(Rζ − Pφ)Q1.
(3.32)
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Noticing that
−Gα(Rζ − Pφ)ψτ = −
(
Gα(Rζ − Pφ)ψ
)
τ
+ (Gα)τ (Rζ − Pφ)ψ +Gαψ(Rζ − Pφ)τ (3.33)
and
(Rζ − Pφ)τ = Rζτ − Pτφ− Pφτ
= −γPψy + (γ − 1)
{
− (p− P )(Uy + ψy) + (
u2y
v
− U
2
y
V
) + ν(
θy
v
− Θy
V
)y −Q2
}
− Pτφ,
(3.34)
if we insert (3.34) into (3.33) and use the equality
−GαγPψyψ = −
(
γGαP
ψ2
2
)
y
+ γP (Gα)y
ψ2
2
+ γPy
ψ2
2
,
we get from (3.32) that
e−
αy2
1+τ
2(1 + τ)
{
(Rζ − Pφ)2 + γPψ2
}
=
{
Gαv(Rζ − Pφ)ψ
}
τ
+H2y +Q4, (3.35)
where
H2 =
Gα(Rζ − Pφ)2
2v
+ γGαP
ψ2
2
− ν(γ − 1)Gαψ(θy
v
− Θy
V
)−Gα(Rζ − Pφ)(uy
v
− Uy
V
)
and
Q4 =
Gα(Rζ − Pφ)2
2v2
(Vy + φy)− (Gα)τ (Rζ − Pφ)ψ +
(
Gα(Rζ − Pφ)
)
y
(
uy
v
− Uy
V
)
+(γ − 1)Gαψ
{
(p − P )(Uy + ψy)− (
u2y
v
− U
2
y
V
) +Q2
}
+(γ − 1)ν(Gαψ)y(θy
v
− Θy
V
) +Gα(Rζ − Pφ)Q1 +GαψPτφ− γPyψ
2
2
.
Integrating (3.35) over R± × [τ1, τ ], one infers that
∫ τ
τ1
−
∫
R
e−
αy2
1+τ
1 + τ
{
(Rζ − Pφ)2 + ψ2}dydτ = −∫
R
{
Gαv(Rζ − Pφ)ψ
}
(τ, y)dy
−−
∫
R
{
Gαv(Rζ − Pφ)ψ
}
(τ1, y)dy +
∫ τ
τ1
[H2] (τ)dτ +
∫ τ
τ1
−
∫
R
Q4dydτ.
(3.36)
Here we only analyze the jump term [H2] across y = 0, the other terms in (3.36) can be estimated
similarly to those in [12] or [14]. Recalling that Gα(τ, y) is continuous at y = 0 and Gα(τ, 0) ≡ 0,
we easily see that
[H2](τ) = 0.
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Thus, from (3.36) one gets
∫ τ
τ1
−
∫
R
e−
αy2
1+τ
1 + τ
{
(Rζ − Pφ)2 + ψ2}dydτ ≤ Cδ + C‖(φ,ψ, ζ)(τ1, ·)‖2
+C‖(φ,ψ, ζ)(τ, ·)‖2 + C
∫ τ
τ1
(1 + τ)−
7
6‖(φ,ψ, ζ)(τ, ·)‖2dτ
+C
∫ τ
τ1
‖(φy, ψy, ζy)(τ, ·)−‖2 dτ + Cδ
∫ τ
τ1
−
∫
R
e−
αy2
1+τ
1 + τ
|(φ, ζ)|2dydτ.
(3.37)
In order to get the desired estimate in Lemma 3.8, we will use Lemma 3.6 to derive another
similar estimate from the energy equation (3.1)3. To this end, we set
Z =
R
γ − 1ζ + Pφ
in Lemma 3.6. Thus we only need to compute the last term in (3.29). From the energy equation
(3.1)3, we have
Zτ = Pτφ− (p− P )uy + ν(θy
v
− Θy
V
)y + (
u2y
v
− U
2
y
V
)−Q2,
whence ∫ τ
τ1
〈Zτ , Zg2β〉H1×H−1(R±)dτ
=
∫ τ
τ1
−
∫
R
(
Pτφ− (p− P )Uy
)
Zg2βdydτ −
∫ τ
τ1
−
∫
R
(p− P )ψyZg2βdydτ
+
∫ τ
τ1
[
ν(
θy
v
− Θy
V
)Zg2β
]
(τ)dτ −
∫ τ
τ1
−
∫
R
ν(
θy
v
− Θy
V
)(Zg2β)ydydτ
+
∫ τ
τ1
−
∫
R
(
u2y
v
− U
2
y
V
)Zg2βdydτ −
∫ τ
τ1
−
∫
R
Q2Zg
2
βdydτ =:
6∑
i=1
Ki.
Here the jump term K3 can be estimated as follows, recalling gβ(τ, 0) ≡ 0.
K3 =
∫ τ
τ1
[
ν(
θy
v
− Θy
V
)Zg2β
]
(τ)dτ = ν
∫ τ
τ1
g2β(τ, 0)(
θy
v
− Θy
V
)(τ, 0)
[
Z
]
(τ)dτ ≡ 0,
while the terms Ki (i = 1, 4, 5, 6) can be directly dealt with in the same manner as in [12] or
[14]. To bound the term K2, we make use of the mass equation (3.1)1 to write K2 in the form
− (p − P )ψyZg2β =
γPφ− (γ − 1)Z
v
Zg2βφτ =
γPZg2β
2v
(φ2)τ −
(γ − 1)Z2g2β
v
φτ
=
(γPZφ2g2β − 2(γ − 1)φZ2g2β
2v
)
τ
− γPZφ
2 − 2(γ − 1)Z2φ
v
gβ(gβ)τ
+
γPZφ2 − 2(γ − 1)Z2φ
2v2
g2βvτ −
(2(γ − 1)g2βφZ
v
+
γPg2βφ
2
2v
)
Zτ −
γg2βφ
2Z
2v
Pτ ,
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where all terms on the right-side hand of the above identity can be directly bounded in the same
way as in [12] or [14]. Therefore, we have bounded K2.
Taking β = c02 , one can get from Lemma 3.6 that
∫ τ
τ1
−
∫
R
e−
c0y
2
1+τ
1 + τ
Z2dydτ ≤ Cδ + C‖(φ,ψ, ζ)(τ1, ·)‖2 +C‖(φ,ψ, ζ)(τ, ·)‖2
+C
∫ τ
τ1
‖(φy , ψy, ζy)−‖2 dτ +C
∫ τ
τ1
(1 + τ)−
7
6 ‖(φ,ψ)‖2dτ
+C(δ + η1)
∫ τ
τ1
−
∫
R
(1 + τ)−1e−
c0y
2
1+τ |(φ, ζ)|2dydτ.
(3.38)
Now, taking α = c0 in (3.37) and choosing δ and η1 suitably small, we combine (3.37) with
(3.38) to obtain the desired estimate in Lemma 3.8. 
By Lemmas 3.5 and 3.8, we conclude
N(τ1, τ2) +
∫ τ2
τ1
{
‖φy−‖2 +‖(ψy, ζy)−‖21 +‖(ψyτ , ζyτ )−‖2
}
dτ
≤ CN(τ1) + C
∫ t
0
(1 + τ)−
7
6‖(φ,ψ, ζ)‖2dτ + Cδ 14 .
An application of Gronwall’s inequality to the above inequality gives the estimate (3.4) in Propo-
sition 3.3. This completes the proof of Proposition 3.1.
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