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 
Abstract—Polar codes under successive cancellation decoding 
proposed by Arıkan provably achieve the symmetric capacity of 
any given binary-input discrete memoryless channel. The 
successive cancellation list decoder for polar codes was described 
by Tal and Vardy as a generalization of the successive cancellation 
decoder of Arıkan. The performance of the successive cancellation 
list decoder is encouraging in practice. In this paper, we formalize 
the successive cancellation list decoder in our notation and prove 
that polar codes under successive cancellation list decoding 
achieve the symmetric capacity of any given binary-input discrete 
memoryless channel in theory as well. We also formalize the polar 
codes with CRC precoding of Tal and Vardy. In fact, we propose a 
family of more general codes, namely, precoded polar codes and 
prove that precoded polar codes under successive cancellation list 
decoding can achieve the symmetric capacity of any given 
binary-input discrete memoryless channel under some conditions. 
 
Index Terms—Capacity-achieving codes, polar codes, 
successive cancellation list decoding. 
 
I. INTRODUCTION AND PRELIMINARIES 
ET ࣲ and ࣳ be finite sets. A discrete channel with input 
alphabet ࣲ and output alphabet ࣳ is defined as ܹ:ࣲ → ࣳ 
with transition probabilities ܹሺݕ|ݔሻ, ݔ ∈ ࣲ, ݕ ∈ ࣳ. 
 A code for channels with input alphabet ࣲ  and output 
alphabet ࣳ is a pair of mappings ሺ݂, ߮ሻ, where ݂ maps some 
finite set ࣧ ൌ ௙ࣧ  into ࣲ  and ߮ maps ࣳ  into ෡ࣧ ⊇ ࣧ . The 
elements of ࣧ  are called messages, the mapping ݂  is the 
encoder and ߮  is the decoder. The images of the messages 
under ݂ are called codewords. 
Given a channel ܹ:ࣲ → ࣳ, a code for channel ܹ is any 
code ሺ݂, ߮ሻ  as above. The probability of erroneous 
transmission of message ݉ is 
݁௠ ൌ ݁௠ሺܹ, ݂, ߮ሻ ≜ 1 െܹ൫߮ିଵሺ݉ሻห݂ሺ݉ሻ൯ 
where 
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߮ିଵሺ݉ሻ ≜ ሼݕ ∈ ࣳ:߮ሺݕሻ ൌ ݉ሽ 
and 
ܹ൫߮ିଵሺ݉ሻห݂ሺ݉ሻ൯ ≜ ෍ ܹ൫ݕห݂ሺ݉ሻ൯
௬∈ఝషభሺ௠ሻ
. 
The maximum probability of error of the code ሺ݂, ߮ሻ is 
݁ ൌ ݁ሺܹ, ݂, ߮ሻ ≜ max௠∈ࣧ ݁௠. 
The average probability of error of the code ሺ݂, ߮ሻ is 
݁ ൌ ݁ሺܹ, ݂, ߮ሻ ≜ 1|ࣧ| ෍ ݁௠௠∈ࣧ
. 
A channel ܹ:ࣲ → ࣳ  is called a binary-input discrete 
memoryless channel (B-DMC) if the input alphabet ࣲ ൌ ሼ0,1ሽ 
and the ݊  uses of the channel ܹ௡:ࣲ௡ → ࣳ௡  has transition 
probabilities 
ܹ௡ሺݕଵ௡|ݔଵ௡ሻ ൌෑܹሺݕ௜|ݔ௜ሻ
௡
௜ୀଵ
. 
This B-DMC is denoted by ሼܹ:ࣲ → ࣳሽ or simply ሼܹሽ. An 
݊-length block code for a B-DMC ሼܹሽ is a code ሺ݂, ߮ሻ for the 
channel ܹ௡. The rate of such a code is భ೙ logห ௙ࣧห. 
 In this paper, the base of the logarithm is assumed to be 2 
unless otherwise stated. We use the notation ܽଵே as shorthand 
for denoting a row vector ሺܽଵ, … , ܽேሻ. Given such a vector ܽଵே, 
we write ܽ௜௝, 1 ൑ ݅, ݆ ൑ ܰ, to denote the subvector ሺܽ௜, … , ௝ܽሻ; 
if ݅ ൐ ݆, ܽ௜௝ is regarded as void. Given ܽଵே and ࣛ ⊆ ሼ1,… ,ܰሽ, 
we write ܽࣛ to denote the subvector ሺܽ௜: ݅ ∈ ࣛሻ; if ࣛ ൌ ∅, ܽࣛ 
is regarded as void. The notation 0ଵே  is used to denote the 
all-zero vector. We write |ࣛ| to denote the number of elements 
in a set ࣛ. Unless specified otherwise, all vectors, matrices, 
and operations on them in this paper will be over the binary 
field. 
Given a binary-input channel ܹ, the symmetric capacity of 
ܹ is 
ܫሺܹሻ ≜ ෍෍12ܹሺݕ|ݔሻ log
ܹሺݕ|ݔሻ
భ
మௐ൫ݕห0൯ାభమௐ൫ݕห1൯௫∈ࣲ௬∈ࣳ
 
and the Bhattacharyya parameter of ܹ is 
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ܼሺܹሻ ≜ ෍ඥܹሺݕ|0ሻܹሺݕ|1ሻ
௬∈ࣳ
. 
 Channel polarization is a method proposed by Arıkan [1] to 
construct code sequences that achieve the symmetric capacity 
ܫሺܹሻ of any given B-DMC ሼܹሽ. Channel polarization is an 
operation by which one manufactures out of ܰ  uses of a 
B-DMC ሼܹሽ  a second set of ܰ  channels ቄ ேܹሺ௜ሻ: 1 ൑ ݅ ൑ ܰቅ 
that show a polarization effect in the sense that, as ܰ becomes 
large, the symmetric capacity terms ቄܫሺ ேܹሺ௜ሻሻቅ tend towards 0 
or 1 for all but a vanishing fraction of indices ݅. This operation 
consists of a channel combining phase and a channel splitting 
phase. 
 We call ܩே ≜ ܤேܨ⊗௡  the generator matrix of order ܰ for 
any ܰ ൌ 2௡, ݊ ൒ 0, where ܤே is a permutation matrix known 
as bit-reversal and ܨ⊗௡ is the Kronecker power of ܨ ≜ ቂ1 01 1ቃ 
with the convention that ܨ⊗଴ ≜ ሾ1ሿ . Then the channel 
combining phase combines ܰ uses of a given B-DMC ሼܹሽ in a 
recursive manner to produce a channel ேܹ: ࣲே → ࣳே defined 
by the transition probabilities 
ேܹሺݕଵே|݉ଵேሻ ≜ ܹேሺݕଵே|݉ଵேܩேሻ 
for all ݕଵே ∈ ࣳே,݉ଵே ∈ ࣲே. 
Having synthesized the channel ேܹ out of ܹே, the channel 
splitting phase is to split ேܹ back into a set of ܰ binary-input 
coordinate channels ேܹ
ሺ௜ሻ: ࣲ → ࣳே ൈࣲ௜ିଵ, 1 ൑ ݅ ൑ ܰ , 
defined by the transition probabilities 
ேܹ
ሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|݉௜൯ ≜ ෍ 12ேିଵ ேܹሺݕଵ
ே|݉ଵேሻ
௠೔శభಿ ∈ࣲಿష೔
 
where ൫ݕଵே,݉ଵ௜ିଵ൯ denotes the output of ேܹሺ௜ሻ and ݉௜ its input. 
Then we have the following two results about channel 
polarization and the rate of polarization. 
Theorem 1 [1]: For any B-DMC ሼܹሽ, the channels ேܹሺ௜ሻ 
polarize in the sense that, for any fixed ߜ ∈ ሺ0,1ሻ, as ܰ goes to 
infinity through powers of two, the fraction of indices ݅ ∈
ሼ1,… , ܰሽ for which ܫሺ ேܹሺ௜ሻሻ ∈ ሺ1 െ ߜ, 1ሿ goes to ܫሺܹሻ and the 
fraction for which ܫ൫ ேܹሺ௜ሻ൯ ∈ ሾ0, ߜሻ goes to 1 െ ܫሺܹሻ. 
Theorem 2 [1]: For any B-DMC ሼܹሽ with ܫሺܹሻ ൐ 0, fixed 
ܴ ൏ ܫሺܹሻ, and fixed ߚ ൏ భమ, there exists a sequence of sets ࣛே ⊆ ሼ1,… ,ܰሽ , ܰ ∈ ሼ1,2,… , 2௡,… ሽ , such that |ࣛே| ൒ ܴܰ 
and ܼሺ ேܹሺ௜ሻሻ ൑ 2ିேഁ for all ݅ ∈ ࣛே and ܰ sufficiently large. 
We can now take advantage of the polarization effect to 
construct codes that achieve the symmetric channel capacity 
ܫሺܹሻ. 
Definition 1: Given a B-DMC ሼܹ:ࣲ → ࣳሽ, let ܰ ൌ 2௡ for 
some ݊ ൒ 0 and let ࣛ ⊆ ሼ1,… ,ܰሽ and ݑࣛ೎ ∈ ࣲ|ࣛ೎| be fixed, 
an ܰ  -length ܩே -coset code ሺ݂ீ ಿ, ߮ௌ஼ሻ  under successive 
cancellation (SC) decoding for ሼܹሽ with respect to ࣛ and ݑࣛ೎ 
is an ܰ-length code for ሼܹሽ such that 
i) ࣧ ൌ ௙ࣧಸಿ ൌ ௙ࣧಸಿሺݑࣛ೎ሻ ≜ 
ሼ݉ଵே ∈ ࣲே:݉ࣛ೎ ൌ ݑࣛ೎ሽ; 
ii) ෡ࣧ ≜ ࣧ; 
iii) ݂ீ ಿሺ݉ଵேሻ ≜ ݉ଵேܩே ∈ ࣲே  for all ݉ଵே ∈ ࣧ  where ܩே 
is the generator matrix of order ܰ; 
iv) ߮ௌ஼ሺݕଵேሻ ≜ ෝ݉ଵே ∈ ෡ࣧ  for all ݕଵே ∈ ࣳே  where the 
vector ෝ݉ଵே is generated by computing 
ෝ݉ ௜ ≜ ቊ
ݑ௜, if	݅ ∈ ࣛ௖
݄௜൫ݕଵே, ෝ݉ଵ௜ିଵ൯, if	݅ ∈ ࣛ  
 in the order ݅ from 1 to ܰ with decision functions 
݄௜: ࣳே ൈ ࣲ௜ିଵ → ࣲ, ݅ ∈ ࣛ defined as 
݄௜൫ݕଵே, ෝ݉ଵ௜ିଵ൯ ≜ ቐ0,	if	
ௐಿሺ೔ሻቀ௬భಿ ,௠ෝభ೔షభ|଴ቁ
ௐಿሺ೔ሻ൫௬భಿ ,௠ෝభ೔షభ|ଵ൯
ஹଵ
1,	otherwise
 
for all ݕଵே ∈ ࣳே, ෝ݉ଵ௜ିଵ ∈ ࣲ௜ିଵ. 
We refer to ࣛ as the information set and to ݑࣛ೎ as frozen bits 
or vector. 
The rate of this code is |ࣛ| ܰ⁄ . We will use the notation 
݁ሺܰ,ࣛ, ݑࣛ೎ሻ to denote the average probability of error of this 
code, i.e., 
݁ሺܰ,ࣛ, ݑࣛ೎ሻ ≜ ݁൫ܹே, ݂ீ ಿ, ߮ௌ஼൯. 
The average of ݁ሺܰ,ࣛ, ݑࣛ೎ሻ over all choices for ݑࣛ೎ will be 
denoted by ݁ሺܰ,ࣛሻ, i.e., 
݁ሺܰ,ࣛሻ ≜ 12|ࣛ೎| ෍ ݁ሺܰ,ࣛ, ݑࣛ೎ሻ
௨ࣛ೎∈ࣲ|ࣛ೎|
. 
Then we have the bound [1] 
݁ሺܰ,ࣛሻ ൑෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
. 
This result suggests choosing ࣛ  so as to minimize the 
right-hand side of above bound. This idea leads to the definition 
of polar codes. 
Definition 2: An information set ࣛ is called a polar set for 
ሼܹሽ  if ܼ൫ ேܹሺ௜ሻ൯ ൑ ܼ ቀ ேܹሺ௝ሻቁ  for all ݅ ∈ ࣛ , ݆ ∈ ࣛ௖ . An 
ܰ -length ܩே -coset code under SC decoding for ሼܹሽ  with 
respect to ࣛ and ݑࣛ೎ is called an ܰ-length polar code under 
SC decoding for ሼܹሽ with respect to ࣛ and ݑࣛ೎ if ࣛ is a polar 
set for ሼܹሽ. 
For a number ܴ ൒ 0 , let ݁ሺܰ, ܴሻ  be defined as ݁ሺܰ,ࣛሻ 
where ࣛ is a polar set with |ࣛ| ൌ ہܴܰۂ. Thus, ݁ሺܰ, ܴሻ is the 
average probability of error of an ܰ-length polar code for ሼܹሽ 
with rate ܴ, averaged over all choices for the frozen bits ݑࣛ೎. 
Then we have the following coding theorem. 
Theorem 3 [1]: For any given B-DMC ሼܹሽ, fixed ܴ ൏ ܫሺܹሻ, 
and fixed ߚ ൏ భమ, average error probability for ܰ-length polar 
code under SC decoding satisfies 
݁ሺܰ, ܴሻ ൑ 2ିேഁ 
for ܰ sufficiently large. 
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This theorem shows that the polar codes under SC decoding 
can achieve the symmetric capacity ܫሺܹሻ of any given B-DMC 
ሼܹሽ. 
The symmetric capacity ܫሺܹሻ equals the Shannon capacity 
when ܹ is a symmetric channel, i.e., a channel for which there 
exists a permutation ߨଵ  on the output alphabet ࣳ  such that ߨଵି ଵ ൌ ߨଵ  and ܹሺݕ|1ሻ ൌ ܹሺߨଵሺݕሻ|0ሻ  for all ݕ ∈ ࣳ . Let ߨ଴ 
be the identity permutation on ࣳ . Clearly, the permutations 
ሺߨ଴, ߨଵሻ form an Abelian group under function composition. 
For a compact notation, we will write ݔ ⋅ ݕ to denote ߨ௫ሺݕሻ for ݔ ∈ ࣲ, ݕ ∈ ࣳ. For ݔଵே ∈ ࣲே, ݕଵே ∈ ࣳே, let 
ݔଵே ⋅ ݕଵே ≜ ሺݔଵ ⋅ ݕଵ,… , ݔே ⋅ ݕேሻ. 
This associates to each element of ࣲே a permutation on ࣳே. 
If a B-DMC ሼܹሽ is symmetric, then the channels ேܹ  and 
ேܹ
ሺ௜ሻ are also symmetric in the sense that [1] 
ேܹሺݕଵே|݉ଵேሻ ൌ ேܹሺܽଵேܩே ⋅ ݕଵே|݉ଵே⨁ܽଵேሻ,            (1) 
ேܹ
ሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|݉௜൯ ൌ ேܹሺ௜ሻ൫ܽଵேܩே ⋅ ݕଵே,݉ଵ௜ିଵ⨁ܽଵ௜ିଵ|݉௜⨁ܽ௜൯ 
(2) 
for all ݉ଵே, ܽଵே ∈ ࣲே, ݕଵே ∈ ࣳே, ܰ ൌ 2௡, ݊ ൒ 0,1 ൑ ݅ ൑ ܰ. 
For symmetric channels, we have the following stronger 
version of Theorem 3. 
Theorem 4 [1]: For any symmetric B-DMC ሼܹሽ, fixed ܴ ൏
ܫሺܹሻ, and fixed ߚ ൏ భమ, consider any sequence of polar codes ሺ݂ீ ಿ, ߮ௌ஼ሻ under SC decoding with ܰ  increasing to infinity, |ࣛ| ൌ ہܴܰۂ , and ݑࣛ೎  fixed arbitrarily. The average error 
probability satisfies 
݁ሺܰ,ࣛ, ݑࣛ೎ሻ ൑ 2ିேഁ 
for ܰ sufficiently large. 
Note that for symmetric channels ܫሺܹሻ equals the Shannon 
capacity. This theorem shows that, for symmetric channels, any 
choice for ݑࣛ೎ is as good as any other. 
Although the polar codes under SC decoding achieve 
capacity asymptotically, empirical studies indicate that for 
short and moderate block lengths, they do not perform as well 
as turbo codes or low density parity check (LDPC) codes. Thus, 
either the encoder or the decoder is weak. In fact, the two 
causes are complementary and both contribute to the problem. 
Tal and Vardy proposed two improvements respectively to the 
encoder and the decoder in [2]. 
Improvement 1 [2]: A successive cancellation list (SCL) 
decoder is proposed which is a generalization of the SC decoder 
of [1]. The SCL decoder is governed by a single integer 
parameter ܮ, which denotes the list size. As in the SC decoder, 
the input bits are decoded successively one-by-one. However, 
in the SCL decoder, ܮ  decoding paths are considered 
concurrently at each decoding stage. Specifically, the SCL 
decoder doubles the number of decoding paths for each 
information bit, and then uses a pruning procedure to discard all 
but the ܮ most likely paths. At the end of the decoding process, 
the most likely among the ܮ decoding paths is selected as the 
decoder output. Simulation results show that for a wide range of 
polar codes of various lengths, SCL decoding effectively 
bridges the performance gap between SC decoding and 
maximum-likelihood (ML) decoding. 
Improvement 2 [2]: It has been observed in simulations that 
even under ML decoding, the performance of polar codes falls 
short in comparison to LDPC and turbo codes of comparable 
length, which demonstrates the weakness of the encoder. It has 
been noticed in simulations that, under SCL decoding, with 
high probability, the transmitted message is on the list, but it is 
not the most likely message on the list. It is therefore not 
selected as the decoder output. This means that performance 
could be further improved if we had a genie aided decoder 
capable of identifying the transmitted message whenever it is 
on the list. But such a genie can be easily implemented, for 
example using cyclic redundancy check (CRC) precoding. It 
has been confirmed in numerous simulations that the 
performance of polar codes under SCL decoding with CRC is 
comparable to state-of-the-art turbo and LDPC codes. 
Although the performance of the codes in [2] is encouraging 
in practice, it is not known whether they are good in theory as 
well. Some thought shows that the likelihood probability of the 
decoding output of the SC decoder is not necessarily less than 
or equal to that of the SCL decoder. So the problem is not trivial. 
In this paper we address this problem. We will show that the 
codes in both Improvement 1 and Improvement 2 can achieve 
the symmetric capacity ܫሺܹሻ  of any given B-DMC ሼܹሽ 
asymptotically. 
The rest of the paper is organized as follows. In Section II, 
we formalize the codes in Improvement 1, i.e., the polar codes 
under SCL decoding, with our notation and prove that they 
achieve the symmetric capacity ܫሺܹሻ of any given B-DMC 
ሼܹሽ asymptotically, which is our one main result. In Section III, 
we consider the polar codes under SCL decoding for symmetric 
B-DMCs and prove a stronger result. In Section IV, we 
formalize the codes in Improvement 2. In fact, we will propose 
a family of more general codes, i.e., precoded polar codes under 
SCL decoding and prove that they achieve the symmetric 
capacity ܫሺܹሻ of any given B-DMC ሼܹሽ asymptotically under 
some conditions, which is our another main result. In Section V, 
we give some extensions about our results and draw a 
conclusion. 
 
II. SUCCESSIVE CANCELLATION LIST DECODING 
In this section, we recast the SCL decoder using our notation, 
for future proof. Let Գ denote the positive integer set. For a 
finite set ࣛ , let ॺࣛ  denote the collection of all nonempty 
subsets of ࣛ. 
Definition 3: Given any discrete channel ܹ:ࣲ → ࣳ , a 
most-likely mapping ݃ௐ: ॺࣳ ൈ ॺࣲ ൈ Գ → ॺࣳൈࣲ is defined as 
݃ௐሺ࣮, ࣭, ܮሻ ≜ ࣴ 
for all ࣮ ∈ ॺࣳ, ࣭ ∈ ॺࣲ, ܮ ∈ Գ, where ࣴ ∈ ॺࣳൈࣲ satisfies that 
if |࣮ ൈ ࣭| ൑ ܮ, then ࣴ ൌ ࣮ ൈ ࣭; 
 if |࣮ ൈ ࣭| ൐ ܮ, then ࣴ is chosen as the ܮ-element subset of 
࣮ ൈ ࣭  such that ܹሺݐ|ݏሻ ൒ ܹሺݕ|ݔሻ  for all ሺݐ, ݏሻ ∈ ࣴ  and 
ሺݕ, ݔሻ ∈ ሺ࣮ ൈ ࣭ሻ\ࣴ. In addition, since ࣲ and ࣳ are finite, 
there exists a strict total order ≺ on the set ࣳ ൈࣲ. Then for 
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all ሺݐ, ݏሻ ∈ ࣴ  and ሺݕ, ݔሻ ∈ ሺ࣮ ൈ ࣭ሻ\ࣴ  such that ܹሺݐ|ݏሻ ൌ
ܹሺݕ|ݔሻ, ሺݐ, ݏሻ ≺ ሺݕ, ݔሻ holds. 
Thus, in word, what a most-likely mapping does is to select 
from |࣮ ൈ ࣭| input-output pairs ܮ most likely ones, giving it 
the name. The purpose of introducing the strict total order 
relation to Definition 3 is just to guarantee that the mapping is 
well-defined. 
Definition 4: Given a B-DMC ሼܹ:ࣲ → ࣳሽ, let ܰ ൌ 2௡ for 
some ݊ ൒ 0 and ܮ ∈ Գ be fixed, an ܰ-length ܩே -coset code 
ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ	under ܮ-SCL decoding for ሼܹሽ with respect to 
ࣛ and ݑࣛ೎ is an ܰ-length code for ሼܹሽ where ࣧ, ෡ࣧ , ݂ீ ಿ, ࣛ, 
and ݑࣛ೎ are defined as in Definition 1 and the decoder ߮௅ିୗେ୐ 
consists of a successive-cancellation-list generating phase and a 
local-maximum-likelihood selecting phase. 
1) Successive-Cancellation-List Generating (SCLG): For any 
channel output ݕଵே ∈ ࣳே, this phase produces a vector set ෡ࣧଵேሺݑࣛ೎, ݕଵேሻ ⊆ ෡ࣧ  in a recursive manner by computing 
෡ࣧଵ௜ሺݑࣛ೔೎, ݕଵேሻ 
≜ ൞
ሼ ෝ݉ଵ௜ : ෝ݉ଵ௜ିଵ ∈ ෡ࣧଵ௜ିଵሺݑࣛ೔షభ೎ , ݕଵேሻ, ෝ݉ ௜ ൌ ݑ௜ሽ				if	݅ ∈ ࣛ௖
ሼ ෝ݉ଵ௜ : ሺݕଵே, ෝ݉ଵ௜ ሻ ∈ ݃ௐಿሺ೔ሻሺሼݕଵ
ேሽ ൈ ෡ࣧଵ௜ିଵሺݑࣛ೔షభ೎ , ݕଵேሻ,ࣲ,
																																																																				ܮሻሽ				if	݅ ∈ ࣛ
 
in the order ݅  from 1  to ܰ  where ࣛ௜௖ ≜ ࣛ௖ ∩ ሼ1,… , ݅ሽ . 
Note that ࣛே௖ ൌ ࣛ௖. 
2) Local-Maximum-Likelihood Selecting (LMLS): Having 
generated the vector set ෡ࣧଵேሺݑࣛ೎, ݕଵேሻ from the channel 
output ݕଵே, this phase of the decoder selects a most likely 
vector from ෡ࣧଵேሺݑࣛ೎, ݕଵேሻ by computing 
ሼሺݕଵே, ෝ݉ଵேሻሽ ≜ ݃ௐಿ൫ሼݕଵேሽ, ෡ࣧଵேሺݑࣛ೎, ݕଵேሻ,1൯. 
Then ߮௅ିୗେ୐ሺݕଵேሻ ≜ ෝ݉ଵே ∈ ෡ࣧ  for all ݕଵே ∈ ࣳே. 
Remark: One can verify readily that the decoder ߮௅ିୗେ୐ 
defined above is indeed the SCL decoder with list size 
ܮ	described in [2]. Specifically, the SCLG phase formalizes the 
process that doubles the number of decoding paths for each 
information bit, and then uses a pruning g procedure to discard 
all but the ܮ most likely paths. The LMLS phase formalizes the 
last step of the decoding process, i.e., the most likely among the 
ܮ decoding paths is selected as the decoder output. 
Given an ܰ-length code ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ for ሼܹሽ with respect 
to an information set ࣛ and some frozen bits ݑࣛ೎, we will use 
the notation ݁ሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ to denote the average probability 
of error of the code, i.e., 
݁ሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ ≜ ݁൫ܹே, ݂ீ ಿ, ߮௅ିୗେ୐൯. 
The average of ݁ሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ over all choices for ݑࣛ೎ will be 
denoted by ݁ሺܰ, ܮ,ࣛሻ, i.e., 
݁ሺܰ, ܮ,ࣛሻ ≜ 12|ࣛ೎| ෍ ݁ሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ
௨ࣛ೎∈ࣲ|ࣛ೎|
. 
Definition 5: An ܰ -length ܩே -coset code under ܮ -SCL 
decoding for ሼܹሽ  with respect to ࣛ  and ݑࣛ೎  is called an 
ܰ -length polar code under ܮ -SCL decoding for ሼܹሽ  with 
respect to ࣛ and ݑࣛ೎ if ࣛ is a polar set for ሼܹሽ. 
 For a number ܴ ൒ 0, let ݁ሺܰ, ܴ, ܮሻ be defined as ݁ሺܰ, ܮ,ࣛሻ 
where ࣛ is a polar set with |ࣛ| ൌ ہܴܰۂ. Thus, ݁ሺܰ, ܴ, ܮሻ is 
the average probability of error of an ܰ-length polar code under 
ܮ-SCL decoding for ሼܹሽ with rate ܴ, averaged over all choices 
for the frozen bits ݑࣛ೎. 
Now our first main result is to show that polar codes under 
ܮ-SCL decoding can achieve the symmetric capacity ܫሺܹሻ of 
any given B-DMC ሼܹሽ. 
Theorem 5: For any given B-DMC ሼܹሽ, fixed ܴ ൏ ܫሺܹሻ, 
ܮ ൒ 1, and ߚ ൏ భమ, average error probability for ܰ-length polar 
code under ܮ-SCL decoding satisfies 
݁ሺܰ, ܴ, ܮሻ ൑ 2ିேഁ 
for ܰ sufficiently large. 
Consider an ܰ -length ܩே -coset code ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ  under ܮ-SCL decoding for ሼܹ:ࣲ → ࣳሽ with respect to ࣛ and ݑࣛ೎. 
Let a message ݉ଵே be encoded into a codeword ݔଵே, let ݔଵே be 
sent over the channel ܹே, let a channel output ݕଵே be received, 
and let ෡ࣧଵேሺݑࣛ೎, ݕଵேሻ be the output of the SCLG phase of the 
decoder, see Definition 4. We will use the notation 
௘ܲሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ  to denote the average probability of ݉ଵே ∉෡ࣧଵேሺݑࣛ೎, ݕଵேሻ, assuming that each message ݉ଵே  is sent with 
probability 2ି|ࣛ|. More precisely, 
௘ܲሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ 
≜ ෍ 12|ࣛ| ෍ ேܹሺݕଵ
ே|݉ଵேሻ
௬భಿ ∈ࣳಿ:௠భಿ ∉ ෡ࣧభಿ ൫௨ࣛ೎,௬భಿ ൯௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯
.		ሺ3ሻ 
The average of ௘ܲሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ over all choices for ݑࣛ೎ will 
be denoted by ௘ܲሺܰ, ܮ,ࣛሻ, i.e., 
௘ܲሺܰ, ܮ,ࣛሻ ≜ ෍ 12|ࣛ೎| ௘ܲሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ
௨ࣛ೎∈ࣲ|ࣛ೎|
.					ሺ4ሻ 
First, we will prove the following bound. 
Proposition 1: For any B-DMC ሼܹሽ and any choice of the 
parameters ܰ, ܮ,ࣛ 
௘ܲሺܰ, ܮ,ࣛሻ ൑෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
. 
Proof. From (3) and (4), we know 
௘ܲሺܰ, ܮ,ࣛሻ ൌ ෍ 12|ࣛ೎| ௘ܲሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ
௨ࣛ೎∈ࣲ|ࣛ೎|
 
ൌ ෍ ෍ 12ே ேܹሺݕଵ
ே|݉ଵேሻ
௬భಿ ∈ࣳಿ:௠భಿ ∉ ෡ࣧభಿ ሺ௠ࣛ೎,௬భಿ ሻ௠భಿ ∈ࣲಿ
 
ൌ ෍ ෍ 12ே ேܹሺݕଵ
ே|݉ଵேሻ
௠భಿ ∈ࣲಿ:௠భಿ ∉ ෡ࣧభಿ ሺ௠ࣛ೎,௬భಿ ሻ௬భಿ ∈ࣳಿ
 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
5 
ൌ ෍ ෍ 12ே ேܹሺݕଵ
ே|݉ଵேሻ
௠భಿ ∈ࣟሺ௬భಿ ሻ௬భಿ ∈ࣳಿ
 
where the set 	ࣟሺݕଵேሻ is defined as 
ࣟሺݕଵேሻ ≜ ൛݉ଵே ∈ ࣲே:݉ଵே ∉ ෡ࣧଵேሺ݉ࣛ೎, ݕଵேሻൟ 
for all ݕଵே ∈ ࣳே. 
 For every ݅ ∈ ࣛ, define 
ࣟ௜ሺݕଵேሻ ≜ ሼ݉ଵே ∈ ࣲே:݉ଵ௜ିଵ ∈ ෡ࣧଵ௜ିଵሺ݉ࣛ೔షభ೎ , ݕଵேሻ, 
݉ଵ௜ ∉ ෡ࣧଵ௜ሺ݉ࣛ೔೎, ݕଵேሻሽ.               (5) 
Then it is clear that 
௘ܲሺܰ, ܮ,ࣛሻ ൌ ෍ ෍ 12ே ேܹሺݕଵ
ே|݉ଵேሻ
௠భಿ ∈ࣟሺ௬భಿ ሻ௬భಿ ∈ࣳಿ
 
			ൌ ෍ ෍ ෍ 12ே ேܹሺݕଵ
ே|݉ଵேሻ
௠భಿ ∈ࣟ೔ሺ௬భಿ ሻ௜∈ࣛ௬భಿ ∈ࣳಿ
. 
For any ݅ ∈ ࣛ , frozen bits ݑࣛ೎ , and ݕଵே ∈ ࣳே , we can 
partition the set ෡ࣧଵ௜ିଵሺݑࣛ೔షభ೎ , ݕଵேሻ into three subsets, i.e., 
෡ࣧ ௜ିଵሺ଴ሻ ቀݑࣛ೔షభ೎ , ݕଵேቁ ≜ ቄ ෝ݉ଵ௜ିଵ ∈ ෡ࣧଵ௜ିଵ ቀݑࣛ೔షభ೎ , ݕଵேቁ : 
  ൫ ෝ݉ଵ௜ିଵ, 0൯ ∉ ෡ࣧଵ௜ ቀݑࣛ೔೎, ݕଵேቁ , ൫ ෝ݉ଵ௜ିଵ, 1൯ ∉ ෡ࣧଵ௜ ቀݑࣛ೔೎, ݕଵேቁቅ, 
(6) 
෡ࣧ ௜ିଵሺଵሻሺݑࣛ೔షభ೎ , ݕଵேሻ ≜ ቄ ෝ݉ଵ௜ିଵ ∈ ෡ࣧଵ௜ିଵ ቀݑࣛ೔షభ೎ , ݕଵேቁ : 
൫ ෝ݉ଵ௜ିଵ, ܾ൯ ∉ ෡ࣧଵ௜ ቀݑࣛ೔೎, ݕଵேቁ , ൫ ෝ݉ଵ௜ିଵ, ܾ⨁1൯ ∈ ෡ࣧଵ௜ ቀݑࣛ೔೎, ݕଵேቁቅ, 
(7) 
and 
෡ࣧ ௜ିଵሺଶሻሺݑࣛ೔షభ೎ , ݕଵேሻ ≜ ቄ ෝ݉ଵ௜ିଵ ∈ ෡ࣧଵ௜ିଵ ቀݑࣛ೔షభ೎ , ݕଵேቁ : 
൫ ෝ݉ଵ௜ିଵ, 0൯ ∈ ෡ࣧଵ௜ ቀݑࣛ೔೎, ݕଵேቁ , ൫ ෝ݉ଵ௜ିଵ, 1൯ ∈ ෡ࣧଵ௜ ቀݑࣛ೔೎, ݕଵேቁቅ. (8) 
It is obvious that they are disjoint with each other and 
෡ࣧଵ௜ିଵሺݑࣛ೔షభ೎ , ݕଵேሻ 
ൌ ෡ࣧ௜ିଵሺ଴ሻሺݑࣛ೔షభ೎ , ݕଵேሻ ∪ ෡ࣧ௜ିଵሺଵሻሺݑࣛ೔షభ೎ , ݕଵேሻ ∪ ෡ࣧ௜ିଵሺଶሻሺݑࣛ೔షభ೎ , ݕଵேሻ. 
Thus, we have 
ቚ ෡ࣧଵ௜ିଵ ቀݑࣛ೔షభ೎ , ݕଵேቁቚ ൌ ቚ ෡ࣧ௜ିଵሺ଴ሻ ቀݑࣛ೔షభ೎ , ݕଵேቁቚ 
൅ ቚ ෡ࣧ௜ିଵሺଵሻ ቀݑࣛ೔షభ೎ , ݕଵேቁቚ ൅ ቚ ෡ࣧ௜ିଵሺଶሻ ቀݑࣛ೔షభ೎ , ݕଵேቁቚ.       (9) 
In addition, from (6), (7), and (8), we also know 
ቚ ෡ࣧଵ௜ ቀݑࣛ೔೎, ݕଵேቁቚ 
ൌ ቚ ෡ࣧ௜ିଵሺଵሻ ቀݑࣛ೔షభ೎ , ݕଵேቁቚ ൅ 2 ቚ ෡ࣧ௜ିଵሺଶሻ ቀݑࣛ೔షభ೎ , ݕଵேቁቚ.     (10) 
From Definition 4 and Definition 3, it holds that 
ቚ ෡ࣧଵ௜ିଵ ቀݑࣛ೔షభ೎ , ݕଵேቁቚ ൑ ቚ ෡ࣧଵ௜ ቀݑࣛ೔೎, ݕଵேቁቚ. 
Therefore, by (9) and (10), we have 
                ቚ ෡ࣧ ௜ିଵሺ଴ሻሺݑࣛ೔షభ೎ , ݕଵேሻቚ ൑ ቚ ෡ࣧ௜ିଵሺଶሻ ቀݑࣛ೔షభ೎ , ݕଵேቁቚ.          (11) 
From (7), Definition 4, and Definition 3, it holds that, for all 
ෝ݉ଵ௜ିଵ ∈ ෡ࣧ௜ିଵሺଵሻሺݑࣛ೔షభ೎ , ݕଵேሻ, 
              ேܹ
ሺ௜ሻ൫ݕଵே, ෝ݉ଵ௜ିଵ|ܾ൯ ൑ ேܹሺ௜ሻ൫ݕଵே, ෝ݉ଵ௜ିଵ|ܾ⨁1൯.         (12) 
From (6), (8), Definition 4, and Definition 3, it holds that 
ேܹ
ሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|ܾ′൯ ൑ ேܹሺ௜ሻ൫ݕଵே, ෥݉ଵ௜ିଵ|ܾ′෩൯             (13) 
for all ݉ଵ௜ିଵ ∈ ෡ࣧ௜ିଵሺ଴ሻሺݑࣛ೔షభ೎ , ݕଵேሻ, ෥݉ଵ௜ିଵ ∈ ෡ࣧ௜ିଵሺଶሻ ቀݑࣛ೔షభ೎ , ݕଵேቁ, 
and all ܾ′, ܾ′෩ ∈ ࣲ. Thus, 
௘ܲሺܰ, ܮ,ࣛሻ 
ൌ ෍ ෍ ෍ 12ே ேܹሺݕଵ
ே|݉ଵேሻ
௠భಿ ∈ࣟ೔ሺ௬భಿ ሻ௜∈ࣛ௬భಿ ∈ࣳಿ
 
ൌ ෍ ෍ሺ ෍ 12 ேܹ
ሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|ܾ൯
௠భ೔షభ∈ࣲ೔షభ:
௠భ೔షభ∈ ෡ࣧ೔షభሺభሻሺ௠ࣛ೔షభ೎ ,௬భಿ ሻ
௜∈ࣛ௬భಿ ∈ࣳಿ
 
൅ ෍ 12 ேܹ
ሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|ܾ′൯
௠భ೔షభ∈ࣲ೔షభ:
௠భ೔షభ∈ ෡ࣧ೔షభሺబሻ ൬௠ࣛ೔షభ೎ ,௬భಿ ൰,௕ᇱ∈ࣲ
ሻ 
൑ ෍ ෍ሺ ෍
1
2ට ேܹ
ሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|0൯
⋅ ට ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|1൯௠భ೔షభ∈ࣲ೔షభ:
௠భ೔షభ∈ ෡ࣧ೔షభሺభሻሺ௠ࣛ೔షభ೎ ,௬భಿ ሻ
௜∈ࣛ௬భಿ ∈ࣳಿ
 
൅ ෍ ට ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|0൯ ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|1൯
௠భ೔షభ∈ࣲ೔షభ:
௠భ೔షభ∈ ෡ࣧ೔షభ
ሺమሻ ሺ௠ࣛ೔షభ೎ ,௬భಿ ሻ
ሻ 
൑෍ ෍ ට ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|0൯ ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|1൯
௬భಿ ∈ࣳಿ,௠భ೔షభ∈ࣲ೔షభ௜∈ࣛ
 
ൌ෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
 
where the second equality is due to (5), (6), (7), and (8), the first 
inequality follows from (11), (12), and (13), and the second 
inequality is obtained by noting that 
ሼ݉ଵ௜ିଵ ∈ ࣲ௜ିଵ:݉ଵ௜ିଵ ∈ ෡ࣧ௜ିଵሺଵሻ ቀ݉ࣛ೔షభ೎ , ݕଵேቁሽ 
∩ ቄ݉ଵ௜ିଵ ∈ ࣲ௜ିଵ:݉ଵ௜ିଵ ∈ ෡ࣧ௜ିଵሺଶሻ ቀ݉ࣛ೔షభ೎ , ݕଵேቁቅ ൌ ∅ 
and 
ሼ݉ଵ௜ିଵ ∈ ࣲ௜ିଵ:݉ଵ௜ିଵ ∈ ෡ࣧ௜ିଵሺଵሻ ቀ݉ࣛ೔షభ೎ , ݕଵேቁሽ 
∪ ቄ݉ଵ௜ିଵ ∈ ࣲ௜ିଵ:݉ଵ௜ିଵ ∈ ෡ࣧ௜ିଵሺଶሻ ቀ݉ࣛ೔షభ೎ , ݕଵேቁቅ ⊆ ࣲ௜ିଵ. 
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This completes the proof of Proposition 1. 
 Second, we will prove the following bound. 
Proposition 2: For any B-DMC ሼܹሽ and any choice of the 
parameters ܰ, ܮ,ࣛ 
݁ሺܰ, ܮ,ࣛሻ ൑ 2෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
. 
Proof: Given a B-DMC ሼܹ:ࣲ → ࣳሽ, let ܰ ൌ 2௡ for some 
݊ ൒ 0 and ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ be an ܰ-length ܩே-coset code under ܮ-SCL decoding for ሼܹሽ with respect to ࣛ and ݑࣛ೎. Define 
ࣳ௅ሺ݉ଵேሻ ≜ ሼݕଵே ∈ ࣳே:݉ଵே ∈ ෡ࣧଵேሺݑࣛ೎, ݕଵேሻሽ	         (14) 
for all messages ݉ଵே ∈ ௙ࣧಸಿሺݑࣛ೎ሻ. 
 We note that among all ܮ ൒ 1, ܮ ൌ 1 is special in the sense 
that ଵࣳሺ݉ଵேሻ ൌ ߮ଵିୗେ୐ିଵ ሺ݉ଵேሻ. Thus, ࣳே is a disjoint union of 
the sets ଵࣳሺ݉ଵேሻ for all messages ݉ଵே ∈ ௙ࣧಸಿሺݑࣛ೎ሻ  and by 
Proposition 1 
1 െ ݁ሺܰ, 1,ࣛሻ 
ൌ ෍ ෍ 12ே ேܹሺ߮ଵିୗେ୐
ିଵ ሺ݉ଵேሻ|݉ଵேሻ
௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯௨ࣛ೎∈ࣲ
|ࣛ೎|
 
																	ൌ ෍ ෍ 12ே ேܹሺ ଵࣳሺ݉ଵ
ேሻ|݉ଵேሻ
௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯௨ࣛ೎∈ࣲ
|ࣛ೎|
 
																	ൌ 1 െ ௘ܲሺܰ, 1,ࣛሻ 
																	൒ 1 െ෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
. 
Thus we get ݁ሺܰ, 1,ࣛሻ ൑ ∑ ܼ൫ ேܹሺ௜ሻ൯௜∈ࣛ  as desired. 
 But when ܮ ൐ 1, it is obvious that ࣳ௅ሺ݉ଵேሻ ⊇ ߮௅ିୗେ୐ିଵ ሺ݉ଵேሻ, 
the sets ࣳ௅ሺ݉ଵேሻ  cover ࣳே  but are not necessarily pairwise 
disjoint, and 
1 െ ݁ሺܰ, ܮ,ࣛሻ 
ൌ ෍ ෍ 12ே ேܹሺ߮௅ିୗେ୐
ିଵ ሺ݉ଵேሻ|݉ଵேሻ
௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯௨ࣛ೎∈ࣲ
|ࣛ೎|
 
																		൑ ෍ ෍ 12ே ேܹሺࣳ௅ሺ݉ଵ
ேሻ|݉ଵேሻ
௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯௨ࣛ೎∈ࣲ
|ࣛ೎|
 
																		ൌ 1 െ ௘ܲሺܰ, ܮ,ࣛሻ 
																		൒ 1 െ෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
 
from which we cannot obtain what we want. 
 For any fixed ܮ ൒ 1, define 
ࣳሺ݉ଵேሻ ≜ ଵࣳሺ݉ଵேሻ ∩ ࣳ௅ሺ݉ଵேሻ 
for all messages ݉ଵே ∈ ௙ࣧಸಿሺݑࣛ೎ሻ. Then, by Proposition 1, 
1 െ ෍ ෍ 12ே ேܹሺࣳሺ݉ଵ
ேሻ|݉ଵேሻ
௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯௨ࣛ೎∈ࣲ
|ࣛ೎|
		 
ൌ ෍ ෍ 12ே ேܹሺࣳ
௖ሺ݉ଵேሻ|݉ଵேሻ
௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯௨ࣛ೎∈ࣲ
|ࣛ೎|
 
ൌ ෍ ෍ 12ே ேܹሺ ଵࣳ
௖ሺ݉ଵேሻ ∪ ࣳ௅௖ሺ݉ଵேሻ|݉ଵேሻ
௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯௨ࣛ೎∈ࣲ
|ࣛ೎|
 
൑ ෍ ෍ ሺ 12ே ேܹሺ ଵࣳ
௖ሺ݉ଵேሻ|݉ଵேሻ
௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯௨ࣛ೎∈ࣲ
|ࣛ೎|
 
൅ 12ே ேܹሺࣳ௅
௖ሺ݉ଵேሻ|݉ଵேሻሻ 
ൌ ௘ܲሺܰ, 1,ࣛሻ ൅ ௘ܲሺܰ, ܮ,ࣛሻ 
൑ 2෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
.																																																																									ሺ15ሻ 
As ࣳሺ݉ଵேሻ ⊆ ଵࣳሺ݉ଵேሻ, the sets ࣳሺ݉ଵேሻ are pairwise disjoint 
and the union of them is a subset of ࣳே. On the other hand, 
since ࣳሺ݉ଵேሻ ⊆ ࣳ௅ሺ݉ଵேሻ, by (14) and Definition 4, for all ݕଵே ∈ࣳሺ݉ଵேሻ, we have ݕଵே ∈ ࣳ௅ሺ݉ଵேሻ which implies 
ேܹሺݕଵே|݉ଵேሻ ൑ ேܹሺݕଵே|߮௅ିୗେ୐ሺݕଵேሻሻ.            (16) 
Hence, it follows that 
1 െ ݁ሺܰ, ܮ,ࣛሻ 
ൌ ෍ ෍ 12ே ேܹሺݕଵ
ே|߮௅ିୗେ୐ሺݕଵேሻሻ
௬భಿ ∈ࣳಿ௨ࣛ೎∈ࣲ|ࣛ೎|
 
൒ ෍ ෍ ෍ 12ே ேܹሺݕଵ
ே|߮௅ିୗେ୐ሺݕଵேሻሻ
௬భಿ ∈ࣳ൫௠భಿ ൯௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯௨ࣛ೎∈ࣲ
|ࣛ೎|
 
൒ ෍ ෍ ෍ 12ே ேܹሺݕଵ
ே|݉ଵேሻ
௬భಿ ∈ࣳ൫௠భಿ ൯௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯௨ࣛ೎∈ࣲ
|ࣛ೎|
 
ൌ ෍ ෍ 12ே ேܹሺࣳሺ݉ଵ
ேሻ|݉ଵேሻ
௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯௨ࣛ೎∈ࣲ
|ࣛ೎|
 
൒ 1 െ 2෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
 
where the first inequality is due to the fact that the sets ࣳሺ݉ଵேሻ 
are pairwise disjoint and the union of them is a subset of ࣳே, 
the second inequality is due to (16), and the last inequality is 
due to (15). This completes the proof of Proposition 2. 
 Proof of Theorem 5: By Theorem 2, for any given rate ܴ ൏
ܫሺܹሻ and fixed ߚ ൏ భమ, there exists a sequence of information 
sets ࣛே with size |ࣛே| ൒ ܴܰ such that 
෍ ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛಿ
൑ 2ିேഁ																												ሺ17ሻ 
for ܰ sufficiently large. In particular, the bound (17) still holds 
if ࣛே is chosen as the polar set because by definition the polar 
set minimizes the sum in (17). Combining this fact with 
Proposition 1, it follows that 
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௘ܲሺܰ, ܴ, ܮሻ ൑ 2ିேഁ 
for ܰ  sufficiently large where ௘ܲሺܰ, ܴ, ܮሻ  is defined as 
௘ܲሺܰ, ܮ,ࣛሻ for a polar set ࣛ with |ࣛ| ൌ ہܴܰۂ. That is to say, 
using polar codes, with very high probability, the transmitted 
message will be on the list generated by the ܮ-SCL decoder, 
provided that the rate is less than the symmetric capacity. Next, 
combining this fact with Proposition 2, it follows that 
݁ሺܰ, ܴ, ܮሻ ൑ 2ିேഁ 
for ܰ sufficiently large. That is to say, also with very high 
probability, the transmitted message is the most likely message 
on the list. This completes the proof of Theorem 5. 
 Remark: One extreme case of Theorem 5 is when ܮ ൌ 1. In 
this case, it can be verified readily that the SCLG phase does all 
the jobs of an ܮ-SCL decoder, the LMLS phase does nothing, 
and an ܮ-SCL decoder degrades to an SC decoder. That is to 
say, SC decoders are special instances of ܮ-SCL decoders. 
 Remark: Intuitively, an ܮ-SCL decoder should behave better 
than an SC decoder. And the simulations in [2] have 
demonstrated this intuition. However, our proof cannot give out 
an exact order between ݁ሺܰ, ܴ, ܮሻ and ݁ሺܰ, ܴ, 1ሻ in general. 
This is because there is no exact inclusion relation between 
ࣳ௅ሺ݉ଵேሻ and ଵࣳሺ݉ଵேሻ. 
 
III. SYMMETRIC CHANNELS 
 The main goal of this section is to prove the following result, 
which is a strengthened version of Theorem 5 for symmetric 
channels. 
 Theorem 6: For any symmetric B-DMC ሼܹሽ, any fixed ܴ ൏
ܫሺܹሻ , ܮ ൒ 1 , and ߚ ൏ భమ , every sequence of polar codes ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ  for ሼܹሽ  with ܰ  increasing to infinity, |ࣛ| ൌہܴܰۂ, and ݑࣛ೎ fixed arbitrarily satisfy 
݁ሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ ൑ 2ିேഁ 
for ܰ sufficiently large. 
 Remark: Recall that, by Theorem 5, there exists some choice 
of ݑࣛ೎  such that the code ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ  can achieve the 
symmetric capacity ܫሺܹሻ. However, Theorem 6 tells us that, 
for symmetric channels, this is so for any choice of ݑࣛ೎. Note 
also that, for symmetric channels, ܫሺܹሻ equals the Shannon 
capacity. 
 Proof of Theorem 6: Consider an ܰ-length ܩே-coset code ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ  under ܮ -SCL decoding for ሼܹ:ࣲ → ࣳሽ  with 
respect to ࣛ and ݑࣛ೎, only this time assuming that ሼܹሽ is a 
symmetric channel. 
 For any channel output ݕଵே ∈ ࣳே , define a collection 
ॷ௜ሺݑࣛ೔೎, ݕଵேሻ  of subsets of ࣲ௜  and ࣝ௜ሺݑࣛ೔೎, ݕଵேሻ ⊆ ࣲ௜ 
recursively in the order ݅  from 1  to ܰ  where ࣛ௜௖ ≜ ࣛ௖ ∩ሼ1,… , ݅ሽ in the following way. 
 If ݅ ∈ ࣛ௖, then 
ࣝ௜ሺݑࣛ೔೎, ݕଵேሻ ≜ ሼ݉ଵ௜ :݉ଵ௜ିଵ ∈ ࣝ௜ିଵሺݑࣛ೔షభ೎ , ݕଵேሻ,݉௜ ൌ ݑ௜ሽ 
and 
ॷ௜ሺݑࣛ೔೎, ݕଵேሻ ≜ ሼሼ ෝ݉ଵ௜ : ෝ݉ଵ௜ିଵ ∈ ࣦ௜ିଵ, ෝ݉ ௜ ൌ ݑ௜ሽ: 
ࣦ௜ିଵ ∈ ॷ௜ିଵሺݑࣛ೔షభ೎ , ݕଵேሻሽ. 
 If ݅ ∈ ࣛ, let 
ࣜࣝ೔షభ ൌ ሼ݉ଵ௜ :݉ଵ௜ିଵ ∈ ࣝ௜ିଵሺݑࣛ೔షభ೎ , ݕଵேሻ,݉௜ ∈ ࣲሽ. 
For any ࣦ௜ିଵ ∈ ॷ௜ିଵሺݑࣛ೔షభ೎ , ݕଵேሻ, let 
ࣦࣜ೔షభ ൌ ሼ݉ଵ௜ :݉ଵ௜ିଵ ∈ ࣦ௜ିଵ,݉௜ ∈ ࣲሽ 
and 
ࣦࣧ೔షభ ൌ ሼ ෝ݉ଵ௜ : ሺݕଵே, ෝ݉ଵ௜ ሻ ∈ ݃ௐಿሺ೔ሻሺሼݕଵேሽ ൈ ࣦ௜ିଵ,ࣲ, ܮሻሽ. 
Let ࣮ࣦ ೔షభ ൌ ሼݐଵ௜ ሽ be such a set that either ݐଵ௜ ∈ ࣦࣧ೔షభ and 
ேܹ
ሺ௜ሻ൫ݕଵே, ݐଵ௜ିଵหݐ௜൯ ൌ ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵห݉௜൯ 
for some ݉ଵ௜ ∈ ࣦࣜ೔షభ\ ࣦࣧ೔షభ, or ݐଵ௜ ∈ ࣦࣜ೔షభ\ ࣦࣧ೔షభ and 
ேܹ
ሺ௜ሻ൫ݕଵே, ݐଵ௜ିଵหݐ௜൯ ൌ ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵห݉௜൯ 
for some ݉ଵ௜ ∈ ࣦࣧ೔షభ. Let 
࣭ࣦ೔షభ ൌ ࣦࣧ೔షభ\࣮ࣦ ೔షభ 
and 
ࣦ࣭೔షభ
௖ ൌ ࣦࣜ೔షభ\࣭ࣦ೔షభ. 
Then 
ॷ௜ሺݑࣛ೔೎, ݕଵேሻ ≜ ሼࣦ௜: |ࣦ௜| ൌ ห ࣦࣧ೔షభห, ࣦ௜ ⊇ ࣭ࣦ೔షభ, 
ࣦ௜\࣭ࣦ೔షభ ⊆ ࣮ࣦ ೔షభ, ࣦ௜ିଵ ∈ ॷ௜ିଵሺݑࣛ೔షభ೎ , ݕଵேሻሽ. 
Define 
ࣟ௜ ቀݑࣛ೔೎, ݕଵேቁ ≜ ࣜࣝ೔షభ ∩
ۉ
ۈ
ۇ ራ ࣦ࣭೔షభ௖
ࣦ೔షభ∈ॷ೔షభ൬௨ࣛ೔షభ೎ ,௬భಿ ൰ ی
ۋ
ۊ.									ሺ18ሻ 
Then 
ࣝ௜ሺݑࣛ೔೎, ݕଵேሻ ≜ ࣜࣝ೔షభ\ࣟ௜ሺݑࣛ೔೎, ݕଵேሻ. 
For every ݅ ൌ 1,… ,ܰ, from the definition of ࣝ௜ሺݑࣛ೔೎, ݕଵேሻ, it 
is obvious that |ࣝ௜ ቀݑࣛ೔೎, ݕଵேቁ | ൑ ܮ . Hence, for each ݅ ∈ ࣛ , 
from (18), we know that |ࣟ௜ሺݑࣛ೔೎, ݕଵேሻ| ൑ 2ܮ and for any ݉ଵ௜ ∈ࣟ௜ሺݑࣛ೔೎, ݕଵேሻ  there exists some ࣦ௜ିଵ ∈ ॷ௜ିଵሺݑࣛ೔షభ೎ , ݕଵேሻ  such 
that ݉ଵ௜ ∈ ࣦ࣭೔షభ௖ . Moreover, by the definition of ࣦ࣭೔షభ௖ , some 
thought shows that there must exists some ෝ݉ଵ௜ିଵ ∈ ࣦ௜ିଵ such 
that 
ேܹ
ሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵห݉௜൯ 
൑ ට ேܹሺ௜ሻ൫ݕଵே, ෝ݉ଵ௜ିଵ|0൯ ேܹሺ௜ሻ൫ݕଵே, ෝ݉ଵ௜ିଵ|1൯ 
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൑ ෍ ට ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|0൯ ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|1൯
௠భ೔షభ∈ࣲ೔షభ:௠ࣛ೔షభ೎ ୀ௨ࣛ೔షభ೎
. 
Therefore, for any ݅ ∈ ࣛ, we have 
෍ ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵห݉௜൯
௠భ೔ ∈ࣟ೔ሺ௨ࣛ೔೎,௬భಿ ሻ
 
൑ 2ܮ ෍ ට ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|0൯ ேܹሺ௜ሻ൫ݕଵே,݉ଵ௜ିଵ|1൯
௠భ೔షభ∈ࣲ೔షభ:௠ࣛ೔షభ೎ ୀ௨ࣛ೔షభ೎
.		ሺ19ሻ 
Now, define 
ࣟ ≜ ൛ሺ݉ଵே, ݕଵேሻ ∈ ࣲே ൈ ࣳே:݉ଵே ∉ ෡ࣧଵேሺ݉ࣛ೎, ݕଵேሻൟ   (20) 
and 
ࣟ௜ ≜ ቄሺ݉ଵே, ݕଵேሻ ∈ ࣲே ൈ ࣳே:݉ଵ௜ ∈ ࣟ௜ሺ݉ࣛ೔೎, ݕଵேሻቅ 
for all ݅ ∈ ࣛ. Then, it is not difficult to show that 
ࣟ ⊆ራࣟ௜
௜∈ࣛ
. 
Moreover, from the definition of ࣟ௜ and (2), it follows directly 
that 
         ሺ݉ଵே, ݕଵேሻ ∈ ࣟ௜ implies ሺܽଵே⨁݉ଵே, ܽଵேܩே ⋅ ݕଵேሻ ∈ ࣟ௜    (21) 
for each ݉ଵே, ܽଵே ∈ ࣲே, ݕଵே ∈ ࣳே. Thus, we have 
෍ ேܹሺݕଵே|݉ଵேሻ
௬భಿ :ሺ௠భಿ ,௬భಿ ሻ∈ࣟ೔
 
ൌ 12ே ෍ ෍ ேܹሺܽଵ
ேܩே ⋅ ݕଵே|ܽଵே⨁݉ଵேሻ
௬భಿ :ሺ௠భಿ ,௬భಿ ሻ∈ࣟ೔௔భಿ ∈ࣲಿ
 
ൌ ෍ 12ே ேܹሺݕଵ
ே| ෥݉ଵேሻ
ሺ௠෥భಿ ,௬భಿ ሻ∈ࣟ೔
 
ൌ ෍ ෍ 12 ேܹ
ሺ௜ሻ൫ݕଵே, ෥݉ଵ௜ିଵห ෥݉ ௜൯
௠෥భ೔ ∈ࣲ೔:௠෥భ೔ ∈ࣟ೔ሺ௠෥ࣛ೔೎,௬భಿ ሻ௬భಿ ∈ࣳ
ಿ
 
൑ ܮ ෍ ට ேܹሺ௜ሻ൫ݕଵே, ෥݉ଵ௜ିଵ|0൯ ேܹሺ௜ሻ൫ݕଵே, ෥݉ଵ௜ିଵ|1൯
௬భಿ ∈ࣳಿ,௠෥భ೔షభ∈ࣲ೔షభ
 
ൌ ܮܼ൫ ேܹሺ௜ሻ൯ 
for all ݉ଵே ∈ ࣲே  where the first equality is due to (1), the 
second equality is due to (21), and the inequality follows by 
(19). 
Since ࣟ ⊆ ⋃ ࣟ௜௜∈ࣛ , we obtain 
෍ ேܹሺݕଵே|݉ଵேሻ
௬భಿ :ሺ௠భಿ ,௬భಿ ሻ∈ࣟ
൑ ܮ෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
												ሺ22ሻ 
for all ݉ଵே ∈ ࣲே. 
Next, as in the proof of Proposition 2, define 
ࣳ௅ሺ݉ଵேሻ ≜ ሼݕଵே ∈ ࣳே:݉ଵே ∈ ෡ࣧଵேሺݑࣛ೎, ݕଵேሻሽ 
for all messages ݉ଵே ∈ ௙ࣧಸಿሺݑࣛ೎ሻ. Then, it holds by (20) and 
(22) that 
ேܹሺࣳ௅௖ሺ݉ଵேሻ|݉ଵேሻ ൌ ෍ ேܹሺݕଵே|݉ଵேሻ
௬భಿ :ሺ௠భಿ ,௬భಿ ሻ∈ࣟ
 
൑ ܮ෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
																																								ሺ23ሻ 
for all ݉ଵே ∈ ௙ࣧಸಿሺݑࣛ೎ሻ. 
 For any fixed ܮ ൒ 1, define 
	ࣳሺ݉ଵேሻ ≜ ଵࣳሺ݉ଵேሻ ∩ ࣳ௅ሺ݉ଵேሻ 
for all messages ݉ଵே ∈ ௙ࣧಸಿሺݑࣛ೎ሻ. Then, by (23), 
ேܹሺࣳ௖ሺ݉ଵேሻ|݉ଵேሻ ൌ ேܹሺ ଵࣳ௖ሺ݉ଵேሻ ∪ ࣳ௅௖ሺ݉ଵேሻ|݉ଵேሻ 
൑ ேܹሺ ଵࣳ௖ሺ݉ଵேሻ|݉ଵேሻ ൅ ேܹሺࣳ௅௖ሺ݉ଵேሻ|݉ଵேሻ 
൑ 2ܮ෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
																																				ሺ24ሻ 
for all ݉ଵே ∈ ௙ࣧಸಿሺݑࣛ೎ሻ. 
 In addition, as in the proof of Proposition 2, we know that the 
sets ࣳሺ݉ଵேሻ are pairwise disjoint and the union of them is a 
subset of ࣳே and 
ேܹሺݕଵே|݉ଵேሻ ൑ ேܹሺݕଵே|߮௅ିୗେ୐ሺݕଵேሻሻ           (25) 
for all ݕଵே ∈ ࣳሺ݉ଵேሻ. 
 Hence, it follows that 
1 െ ݁ሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ 
ൌ ෍ 12|ࣛ| ேܹሺݕଵ
ே|߮௅ିୗେ୐ሺݕଵேሻሻ
௬భಿ ∈ࣳಿ
 
൒ ෍ ෍ 12|ࣛ| ேܹሺݕଵ
ே|߮௅ିୗେ୐ሺݕଵேሻሻ
௬భಿ ∈ࣳ൫௠భಿ ൯௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯
 
൒ ෍ ෍ 12|ࣛ| ேܹሺݕଵ
ே|݉ଵேሻ
௬భಿ ∈ࣳ൫௠భಿ ൯௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯
 
ൌ ෍ 12|ࣛ| ேܹሺࣳሺ݉ଵ
ேሻ|݉ଵேሻ
௠భಿ ∈ࣧ೑ಸಿ൫௨ࣛ೎൯
 
൒ 1 െ 2ܮ෍ܼ൫ ேܹሺ௜ሻ൯
௜∈ࣛ
 
where the first inequality is due to the fact that the sets ࣳሺ݉ଵேሻ 
are pairwise disjoint and the union of them is a subset of ࣳே, 
the second inequality is due to (25), and the last inequality is 
due to (24).  
This bound on ݁ሺܰ, ܮ,ࣛ, ݑࣛ೎ሻ is independent of the frozen 
vector ݑࣛ೎. Theorem 6 is now obtained by combining Theorem 
2 with the above bound, as in the proof of Theorem 5. This 
completes the proof of Theorem 6. 
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IV. PRECODED POLAR CODES 
 In this section, we formalize the codes in Improvement 2. In 
fact, we will formalize more general codes, i.e., precoded polar 
codes under SCL decoding, with our notation and prove that 
they achieve the symmetric capacity ܫሺܹሻ  of any given 
B-DMC ሼܹሽ asymptotically. 
 Given a B-DMC ሼܹ:ࣲ → ࣳሽ , let ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ  be an ܰ-length ܩே-coset code under ܮ-SCL decoding for ሼܹሽ with 
respect to ࣛ and ݑࣛ೎ such that |ࣛ| ൌ ܭ. We will use notation ߨ:ࣲ௄ → ࣲ௄ to denote a permutation mapping on ࣲ௄. For any 
such permutation ߨ  and ݇ ൑ ܭ , a ݇ -to-ܭ  precoder ߨ෤:ࣲ௞ →
ࣲ௄ induced by ߨ is defined as 
ߨ෤ሺ݉ଵ௞ሻ ≜ ߨሺ݉ଵ௞, 0௞ାଵ௄ ሻ 
for all ݉ଵ௞ ∈ ࣲ௞. 
Definition 6: An ܰ-length precoded ܩே -coset code ሺ݂, ߮ሻ 
for ሼܹሽ with respect to the ܩே-coset code ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ and 
the precoder ߨ෤  above is an ܰ-length code for ሼܹሽ such that 
i) ࣧ ൌ ௙ࣧ ≜ ࣲ௞; 
ii) ෡ࣧ ≜ ࣲ௞ ∪ ሼ∗ሽ; 
iii) ݂ሺ݉ଵ௞ሻ ≜ ݂ீ ಿሺ ෥݉ଵேሻ ∈ ࣲே  for all ݉ଵ௞ ∈ ࣧ  where ෥݉ࣛ೎ ൌ ݑࣛ೎ and ෥݉ࣛ ൌ ߨ෤ሺ݉ଵ௞ሻ; 
iv) The decoder ߮:ࣳே → ෡ࣧ  is defined as follows.  
For all ݕଵே ∈ ࣳே, set 
                  ࣜሺݕଵேሻ ≜ ෡ࣧଵேሺݑࣛ೎, ݕଵேሻ 
∩ ሼ ෥݉1ܰ: ෥݉ࣛܿ ൌ ݑࣛܿ, ෥݉ࣛ ൌ ߨ෤ሺ݉1݇ሻ,݉1݇ ∈ ࣧሽ. 
If ࣜሺݕଵேሻ ് ∅, let 
ሼሺݕଵே, ෝ݉ଵேሻሽ ൌ ݃ௐಿሺሼݕଵேሽ, ࣜሺݕଵேሻ, 1ሻ, 
then ߮ሺݕଵேሻ ≜ ߨ෤ିଵሺ ෝ݉ࣛሻ. 
If ࣜሺݕଵேሻ ൌ ∅, we can adopt at least three strategies. 
Failure Strategy: The decoder fails with ߮ሺݕଵேሻ ≜∗. 
We will also use ߮ி to denote the decoder with this 
strategy. 
Non-Failure Strategy: Let ݒොଵே ൌ ߮௅ିୗେ୐ሺݕଵேሻ. Let 
ෝ݉ଵ௄ ൌ ߨିଵሺݒොࣛሻ. The decoder outputs ߮ሺݕଵேሻ ≜ ෝ݉ଵ௞. 
We will also use ߮ேி  to denote the decoder with 
this strategy. 
Retransmission Strategy: The decoder requests the 
encoder to retransmit the message. We will also use 
߮ோ to denote the decoder with this strategy. 
If ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ is a polar code, we call ሺ݂, ߮ሻ a precoded polar 
code. 
 With above formalization, we have the following result. 
Theorem 7: The ܰ-length precoded ܩே-coset code ሺ݂, ߮ሻ for ሼܹሽ defined above has the following properties. 
The rate is ݇ ܰ⁄ ; 
The error probabilities 
݁௠భೖሺܹே, ݂, ߮ሻ ൑ ݁௠෥భಿ ൫ܹே, ݂ீ ಿ, ߮௅ିୗେ୐൯            (26) 
with ෥݉ࣛ೎ ൌ ݑࣛ೎ and ෥݉ࣛ ൌ ߨ෤ሺ݉ଵ௞ሻ, 
݁௠భೖሺܹே, ݂, ߮ேிሻ ൑ ݁௠భೖሺܹே, ݂, ߮ிሻ,             (27) 
and 
݁௠భೖሺܹே, ݂, ߮ோሻ ൑ ݁௠భೖሺܹே, ݂, ߮ிሻ                (28) 
for all ݉ଵ௞ ∈ ࣧ. 
Therefore, there exists a sequence of ܰ -length precoded 
polar codes ሺ݂, ߮ሻ  that can achieve the symmetric capacity 
ܫሺܹሻ  asymptotically no matter which strategy has been 
adopted provided that 
݇ ܭ⁄ → 1 and ܰఉ െ ܭ ൅ ݇ → ∞                  (29) 
as ܰ → ∞ for some ߚ ൏ భమ. 
Moreover, if ሼܹሽ is a symmetric channel, any sequence of 
ܰ-length precoded polar codes ሺ݂, ߮ሻ can achieve the channel 
capacity ܫሺܹሻ  asymptotically no matter which strategy has 
been adopted provided that 
݇ ܭ⁄ → 1 and ܰఉ െ ܭ ൅ ݇ → ∞ 
as ܰ → ∞ for some ߚ ൏ భమ. 
 Proof. The rate result is obvious. 
For any ݕଵே ∈ ߮௅ିୗେ୐ିଵ ሺ ෥݉ଵேሻ  with ෥݉ࣛ೎ ൌ ݑࣛ೎  and ෥݉ࣛ ൌ
ߨ෤ሺ݉ଵ௞ሻ , from the definition of ߮௅ିୗେ୐ , we have ෥݉ଵே ∈෡ࣧଵேሺݑࣛ೎, ݕଵேሻ and 
ሼሺݕଵே, ෥݉ଵேሻሽ ൌ ݃ௐಿ൫ሼݕଵேሽ, ෡ࣧଵேሺݑࣛ೎, ݕଵேሻ, 1൯. 
Hence, ෥݉ଵே ∈ ࣜሺݕଵேሻ and ݃ௐಿሺሼݕଵேሽ, ࣜሺݕଵேሻ, 1ሻ ൌ ሼሺݕଵே, ෥݉ଵேሻሽ. 
Thus, ߮ሺݕଵேሻ ൌ ݉ଵ௞  and ݕଵே ∈ ߮ିଵሺ݉ଵ௞ሻ . That is to say, ߮௅ିୗେ୐ିଵ ሺ ෥݉ଵேሻ ⊆ ߮ିଵሺ݉ଵ௞ሻ for all strategies, which proves (26). 
 Let 
෨ࣳ ൌ ሼݕଵே ∈ ࣳே:ࣜሺݕଵேሻ ് ∅ሽ. 
In Failure Strategy, 
߮ிିଵሺ∗ሻ ൌ ෨ࣳ௖ 
and 
݁௠భೖሺܹே, ݂, ߮ிሻ ൌ 1 െܹே ቀ߮ிିଵሺ݉ଵ௞ሻ|݂ሺ݉ଵ௞ሻቁ. 
In Retransmission Strategy, as ߮ோሺݕଵேሻ ൌ ߮ிሺݕଵேሻ  when 
ݕଵே ∈ ෨ࣳ  and retransmission occurs when ݕଵே ∈ ෨ࣳ௖ , it follows 
that 
݁௠భೖሺܹே, ݂, ߮ோሻ ൌ 1 െ
ܹே ቀ߮ிିଵሺ݉ଵ௞ሻ|݂ሺ݉ଵ௞ሻቁ
ܹே ቀ ෨ࣳ|݂ሺ݉ଵ௞ሻቁ
, 
which proves (28). 
In Non-Failure Strategy, as ߮ேிሺݕଵேሻ ൌ ߮ிሺݕଵேሻ when ݕଵே ∈෨ࣳ, it follows that 
݁௠భೖሺܹே, ݂, ߮ேிሻ ൌ 1 െܹே ቀ߮ிିଵሺ݉ଵ௞ሻ|݂ሺ݉ଵ௞ሻቁ 
െ ෍ ܹே ൬߮௅ିୗେ୐ିଵ ቀߨሺ݉ଵ௞,݉௞ାଵ௄ ሻቁ ∩ ෨ࣳ௖|݂ሺ݉ଵ௞ሻ൰
௠ೖశభ಼ ∈಼ࣲషೖ
௠ೖశభ಼ ஷ଴ೖశభ಼
, 
which proves (27). 
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 To prove the last claim, we note that, by Theorem 5, for the 
given ߚ and for any fixed ܴ ൏ ܫሺܹሻ, there exists a sequence of 
ܰ-length polar codes ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ such that 
ܭ ൌ ہܴܰۂ 
and 
݁൫ܹே, ݂ீ ಿ, ߮௅ିୗେ୐൯ ൑ 2ିேഁ                    (30) 
for ܰ sufficiently large. Now construct a sequence of ܰ-length 
precoded polar codes ሺ݂, ߮ሻ for ሼܹሽ with respect to these polar 
codes ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ and some precoder ߨ෤ . Then, provided that ݇ ܭ⁄ → 1 and ܰఉ െ ܭ ൅ ݇ → ∞, we have the rate 
݇
ܰ ൌ
݇
ܭ
ܭ
ܰ → ܴ 
and the average error probability 
݁ሺܹே, ݂, ߮ሻ ൌ ෍ 12௞ ݁௠భೖሺܹ
ே, ݂, ߮ሻ
௠భೖ∈ࣧ೑
 
൑ ෍ 12௞ ݁௠෥భಿ ൫ܹ
ே, ݂ீ ಿ, ߮௅ିୗେ୐൯
௠భೖ∈ࣧ೑
 
൑ 2௄ି௞ ෍ 12௄ ݁௠భಿ ൫ܹ
ே, ݂ீ ಿ, ߮௅ିୗେ୐൯
௠భಿ ∈ࣧ೑ಸಿ
 
ൌ 2௄ି௞݁൫ܹே, ݂ீ ಿ, ߮௅ିୗେ୐൯ 
൑ 2ିሺேഁି௄ା௞ሻ → 0 
as ܰ → ∞ where the first inequality is due to (26) and the last 
inequality is due to (30). 
The result for a symmetric channel follows similarly by 
using Theorem 6. 
This completes the proof of Theorem 7. 
 Remark: One can verify that the CRC code used in [2] is one 
example of the precoder defined in this section. Moreover, as 
CRC codes have constant ܭ െ ݇, they satisfy the condition (29) 
in Theorem 7. Therefore, the precoded polar codes ሺ݂, ߮ሻ for 
ሼܹሽ with respect to CRC precoders using Non-Failure Strategy, 
which indeed are the codes described in Section V of [2], can 
achieve the symmetric capacity ܫሺܹሻ . But the result of 
Theorem 7 is more general, which states that the precoded polar 
codes can achieve the symmetric capacity as long as the 
precoders satisfy the condition (29). Based on this, one may try 
to find out some other better precoders in future researches. 
 Remark: We know from (26) that the error probability of a 
message in ሺ݂, ߮ሻ is no greater than that of the corresponding 
message in ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ , which has been confirmed by 
simulations with respect to CRC precoders in [2]. 
 Remark: About the three strategies mentioned above, we 
know from (27) and (28) that both Non-Failure Strategy and 
Retransmission Strategy have better performance than Failure 
Strategy. But Retransmission Strategy can cause extra latency. 
In these senses, Non-Failure Strategy is the best. 
 
V. SOME EXTENSIONS AND CONCLUSION 
 First, the result of Theorem 5 is proven for binary DMC and 
2 ൈ 2  polarization matrix. In fact, polarization results have 
been proven for DMC over any finite field and ݈ ൈ ݈ 
polarization matrix with any ݈ ൒ 2, see [3] for details. It is 
obvious that the definition of codes ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ and the proof 
of Theorem 5 can be generalized to DMC over finite field and 
݈ ൈ ݈ polarization matrix straightforwardly. Thus, in fact, we 
have obtained the following more general result. 
Theorem 8: For any DMC ሼܹሽ over any finite field and any 
݈ ൈ ݈  polarization matrix ܩ  with any ݈ ൒ 2 , let ܧሺܩሻ  be the 
exponent of ܩ and ܰ ൌ ݈௡ for ݊ ൒ 0. Then for any fixed ܮ ൒ 1, 
ܴ ൏ ܫሺܹሻ, and ߚ ൏ ܧሺܩሻ, there exists a sequence of ܰ-length 
polar codes ሺ݂ீ ಿ, ߮௅ିୗେ୐ሻ for ሼܹሽ with respect to ࣛ and ݑࣛ೎ 
such that |ࣛ| ൌ ہܴܰۂ and ݁൫ܹே, ݂ீ ಿ, ߮௅ିୗେ୐൯ ൑ 2ିேഁ  for ܰ 
sufficiently large. 
 Second, in Theorem 5, the list size ܮ is fixed. If we let ܮே,௜ be 
the list size at step ݅ of the SCL decoder of an ܰ-length polar 
code where ݅ belongs to the polar set ࣛ, i.e., we let the list size 
depend on the length ܰ and the step ݅, it is obvious that the 
proof of Theorem 5 is still valid provided that ܮே,௜ dose not 
decrease as ݅ increasing for each ܰ. 
 Remark: One extreme case of this extension is when ܮே,௜ ൌ
2|ࣛ|. In this case, it can be verified readily that the SCLG phase 
does nothing, the LMLS phase does all the jobs of an SCL 
decoder, and an SCL decoder upgrades to an ML decoder. That 
is to say, ML decoders are special instances of SCL decoders. 
Hence, in fact, we have proved that polar codes under ML 
decoding can achieve the symmetric capacity, although it is 
trivial. 
In conclusion, Arıkan proposed polar codes and proved that 
polar codes under SC decoding achieve the symmetric capacity 
ܫሺܹሻ of any given B-DMC ሼܹሽ asymptotically in theory. But, 
in practice, simulation results show that there is a considerable 
performance gap between SC decoding and optimal ML 
decoding. That is to say, SC decoding is good in theory but not 
very good in practice. Then Tal and Vardy described SCL 
decoding and demonstrated in practice that SCL decoding can 
effectively bridge the proceeding performance gap between SC 
decoding and ML decoding. That is to say, SCL decoding is 
good in practice. But it was not known whether SCL decoding 
is good in theory or not, although SCL decoding includes SC 
decoding and ML decoding as special cases. In this paper, we 
have proven that polar codes under SCL decoding can achieve 
the symmetric capacity ܫሺܹሻ  of any given B-DMC ሼܹሽ 
asymptotically in theory. So, in fact, we have answered the 
proceeding question, i.e., SCL decoding is good in theory as 
well. All these together tell us that indeed SCL decoding can 
replace SC decoding as a common decoding method for polar 
codes both in practice and in theory. 
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