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Abstract
Given a *nite or in*nite word v, we consider the set M (v) of minimal forbidden factors of
v. We show that the set M (v) is of fundamental importance in determining the structure of
the word v. In the case of a *nite word w we consider two parameters that are related to the
size of M (w): the *rst counts the minimal forbidden factors of w and the second gives the
length of the longest minimal forbidden factor of w. We derive sharp upper and lower bounds
for both parameters. We prove also that the second parameter is related to the minimal period
of the word w. We are further interested to the algorithmic point of view. Indeed, we design
linear time algorithm for the following two problems: (i) given w, construct the set M (w) and,
conversely, (ii) given M (w), reconstruct the word w. In the case of an in*nite word x, we
consider the following two functions: gx that counts, for each n, the allowed factors of x of
length n and fx that counts, for each n, the minimal forbidden factors of x of length n. We
address the following general problem: what information about the structure of x can be derived
from the pair (gx; fx)? We prove that these two functions characterize, up to the automor-
phism exchanging the two letters, the language of factors of each single in*nite Sturmian word.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
In many problems concerning the combinatorial analysis of a (*nite or in*nite) word
v and its applications, it is of great interest to consider the set L(v) of factors of v. In
the case of a *nite word w, it is well known that the language L(w) and the minimal
automaton F(w) recognizing it are used in the design of string-matching algorithms
(cf. [12]). In the study and in the classi*cation of in*nite words, one de*nes the
complexity of an in*nite word x as the function that counts, for any natural number
n, the words of length n in L(x) (cf. [2, 11]).
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In this paper we also consider the words that do not occur as factors of a given
word v and that we call the forbidden factors of v. We show that the forbidden factors
are of fundamental importance in determining the structure of the word itself.
In a more general context, given a factorial language L, a word v is forbidden for L,
if v =∈L. An important point about this notion is that we can introduce a condition of
minimality: v is a minimal forbidden word for L if v is forbidden and all proper factors
of v belong to L. We denote by M (L) the language of minimal forbidden words for L.
From an algebraic point of view the complement of L in A∗ is an ideal of free
monoid A∗ and the set M (L) of the minimal forbidden words is its (unique) base. Such
concept of minimal forbidden word synthesizes eAectively some negative information
about a language and plays an important role in several applications. The relevance of
this notion in problems in automata theory, text compression and symbolic dynamics
is shown in [13–15, 4], respectively.
In this paper we focus on the study of the set of minimal forbidden factors of a
single (*nite or in*nite) word v. We denote by M (v) this set. Our results show that
the combinatorial properties of M (v) are an useful tool to investigate the structure of
the word v.
In particular, in Section 3, we introduce, for any *nite word w, the parameters c(w)
and m(w), representing the cardinality of M (w) and the maximal length of words in
M (w), respectively. We give non-trivial lower and upper bounds on these parameters.
Furthermore, we show that the parameter m(w) is related to the minimal period p(w)
of the word w. We are further interested to the algorithmic point of view. We are able
to design linear time algorithm for the following two problems: (i) given w, construct
the set M (w) and, conversely, (ii) given M (w), reconstruct the word w. The previous
results, both those concerning the bounds on the size of M (w) and those concerning the
construction and reconstruction algorithms, can have important conseguence in several
applications, as, for instance, in the analysis of DNA sequences.
In Section 4 we introduce, for any in*nite word x, besides the complexity function
gx, the function fx that counts, for any natural number n, the minimal forbidden factors
of x of length n. We address the following general problem: what information does
the pair (gx; fx) give about the structure of the in*nite word x? The main result of this
section states that the set of factors of a Sturmian word x over the alphabet {a; b} is
uniquely determined (up to the automorphism exchanging a and b) by the pair (gx; fx).
This in particular shows the relevance of counting the minimal forbidden factors for
determining the structure of an in*nite word.
2. Minimal forbidden words
2.1. Denitions and basic properties
Let A be a *nite alphabet and let A∗ be the set of *nite words over the alphabet
A, the empty word  included. Let L⊆A∗ be a factorial language, i.e. a language
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satisfying:
∀u; v ∈ A∗; uv ∈ L =⇒ u; v ∈ L:
From an algebraic point of view we observe that the complement language Lc =A∗\L
is a two-sided ideal of the free monoid A∗. Denote by M (L) the base of this ideal, i.e.
Lc = A∗M (L)A∗:
The set M (L) is called the set of minimal forbidden words for L. A word v∈A∗ is
forbidden for the factorial language L if v =∈L, which is equivalent to say that v occurs
in no word of L. In addition, v is minimal if it has no proper factor that is forbidden.
Remark 1. One can note that the set M (L) uniquely characterizes L, just because
L = A∗\A∗M (L)A∗: (1)
Conversely, the following remark shows that L also uniquely characterizes M (L).
Remark 2. A word v= a1a2 · · · an belongs to M (L) if and only if the two conditions
hold:
• v is forbidden, (i.e. v =∈L),
• both a1a2 · · · an−1 ∈L and a2a3 · · · an ∈L (the pre*x and the suGx of v of length
n− 1 belong to L).
Hence, we have that
M (L) = AL ∩ LA ∩ (A∗\L): (2)
From the equalities (1) and (2) it follows that M (L) uniquely characterizes L and
L uniquely characterizes M (L), respectively.
Recall that a language L⊂A∗ is rational if it is recognized by a *nite state au-
tomaton (cf. [20]). From the equalities (1) and (2), one also derives that L and
M (L) are simultaneously rational, i.e. L is rational if and only if M (L) is a rational
language.
From the minimality of its words follows that M (L) is an antifactorial language,
i.e.
∀u; v ∈ M (L); u = v =⇒ u is not a factor of v:
Moreover, L is the largest (according to the subset relation) factorial language that
avoids M (L). Recall that a word v∈A∗ avoids the set M; M ⊆A∗, if no word of M
is a factor of v, i.e. v =∈A∗MA∗. A language L avoids M if every word of L avoids
M . This shows that for any antifactorial language M there exists a unique factorial
language LM for which M =M (LM ). The next remark summarizes the relation between
factorial and antifactorial languages.
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Remark 3. There is a one-to-one correspondence between factorial and antifactorial
languages. If L and M are factorial and antifactorial languages, respectively, both equal-
ities hold: M (LM )=M and LM (L) =L.
2.2. Forbidden words and automata
In this section, we consider a factorial language L and we focus on the transfor-
mations between L and M (L). In particular, we report (cf. [13]) the construction of
an automaton accepting L that is built from the language M =M (L). We will use this
construction in the next section.
Let M be a *nite antifactorial language. We de*ne a tree-like *nite automaton A(M)
associated with M as described below. The automaton is deterministic and complete,
and in [13] it is proved that the automaton accepts the language LM .
The automaton A(M) is the tuple (Q; A; i; T; F) where
• the set Q of states is {w |w is a pre*x of a word in M},
• A is the current alphabet,
• the initial state i is the empty word ,
• the set T of terminal states is Q\M .
States of A(M) that are words of M are sink states. The set F of transitions is
partitioned into the three (pairwise disjoint) sets F1; F2, and F3 de*ned by:
• F1 = {(u; a; ua) | ua∈Q; a∈A} (forward edges or tree edges),
• F2 = {(u; a; v) | u∈Q\M; a∈A; ua =∈Q; v longest suGx of ua in Q} (backward
edges),
• F3 = {(u; a; u) | u∈M; a∈A} (loops on sink states).
Denoting by L(A) the language accepted by an automaton A, we have (cf. [13]):
Theorem 4. For any antifactorial language M; L(A(M))=LM .
In [13] the above de*nition ofA(M) is turned into an algorithm, called L-AUTOMATON
that builds the automaton from a *nite antifactorial set of words. The input is the trie
T that represents M . The procedure can be adapted to test whether T represents an
antifactorial set, or even to generate the trie of the antifactorial language associated
with a set of words.
In [13] it is proved that this algorithm runs in time O(|Q| × |A|), where Q and A
are, respectively, the set of states and the alphabet of the input trie where the transition
functions are implemented by transition matrices.
2.3. Forbidden words and special factors
In this section, we consider the close relation between the notion of minimal for-
bidden words and those of special and bispecial factors (cf. [9]).
Let A be an alphabet and let L be a factorial language over A.
A word v∈L is special on the left with respect to B, where B⊂A and Card(B)¿2,
if, for every b∈B; bv∈L.
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Analogously, we de*ne words special on the right. Given B; C ⊂A such that
Card(B)¿2 and Card(C)¿2, we say that a word v∈L is bispecial with respect to
(B; C) if it is special on the left with respect to B and special on the right with respect
to C.
In the case of a two-letter alphabet A, special and bispecial words have been exten-
sively studied (cf. [5, 9, 10, 17, 18]). Remark that, since Card(A)= 2, there is no need
to specify the sets B and C (both must be equal to A). In this case let us denote by
B(L) the set of bispecial elements of L.
Example 5. Let us consider the Fibonacci in*nite word (cf. [5])
s = abaababaabaababaaba : : : :
Let L be the set of factors of s. Then
B(L) = {v | v is a palindrome pre*x of s}
= {; a; aba; abaaba; abaababaaba; abaababaabaababaaba; · · ·}:
It is possible to prove (cf. next Corollary 28), that
M (L) = {w |w = bvb; v is the nth palindrome pre*x of s; n is even}
∪ {w |w = ava; v is the nth palindrome pre*x of s; n is odd}
= {bb; aaa; babab; aabaabaa; babaababaabab;
aabaababaabaababaabaa; · · ·}:
As can be seen by previous example, the sets M (L) and B(L) are “similar”. This fact
is explained by the following proposition (cf. [3]), that relates bispecial and minimal
forbidden words.
Proposition 6. If u∈A∗ is bispecial with respect to (B; C) and buc =∈L for some b∈B
and c∈C, then buc∈M (L).
Proof. If u is bispecial with respect to (B; C) then bu∈L and uc∈L. Since buc =∈L,
by Remark 2, buc∈M (L).
The converse of previous proposition (cf. [3]), holds true under the supplementary
hypothesis that L is extensible. Recall that a language L is extensible if, for every v∈L
there exist x; y∈A such that xv∈L and vy∈L.
Proposition 7. Let L be a factorial extensible language. If w= buc∈M (L); b; c∈A,
then there exist B; C ⊂A; Card(B)¿2; Card(C)¿2; b∈B and c∈C such that u is
bispecial with respect to (B; C).
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Proof. We prove that u is left special with respect to B. A symmetric argument proves
that u is right special with respect to C.
Since buc∈M (L); uc∈L. Since L is extensible there exists a letter x such that
xuc∈L. This letter x is diAerent from b because buc =∈L. If we set B= {x; b} then it
is easy to verify that u is left special with respect to B.
3. Forbidden factors of a %nite word
Let w be a *nite word over the alphabet A. Denote by L(w) the set of factors of w
and by M (w) the corresponding antifactorial language, i.e. M (w) is the set of minimal
forbidden factors of w.
Example 8. Let us consider the word w= acbcabcbc. One has that
M (w) = {aa; ba; bb; cc; aca; cac; cbcb; abca; bcbca}:
It is obvious that M (w) is a *nite set uniquely characterizing the word w.
In this section we are interested to relate the combinatorial properties of the set
M (w) with the structure of the word w. In particular, we consider some parameters
related to the size of M (w) and we determine tight lower and upper bounds on these
parameters. We are further interested to the algorithmic point of view. Indeed, we
design linear time algorithm for the following two problems: (i) given w, construct the
set M (w) and, conversely, (ii) given M (w), reconstruct the word w.
3.1. Bounds on the size
Given a *nite word w, we consider the following parameters:
c(w) = Card(M (w));
m(w) = max{|v|; v ∈ M (w)}:
Example 8 (continued). Let w= acbcabcbc. We have c(w)= 9; m(w)= 5.
The *rst result of this section states in particular an upper bound of c(w), which
linearly depends on the length of the word w. Remark that the cardinality of L(w), the
set of factors of w, is O(|w|2).
Denote by d the cardinality of the alphabet A and by d(w) the number of the letters
of A occurring in w, i.e. d(w)=Card(alph(w)), where alph(w) denotes the set of
letters occurring in w.
Theorem 9. Let w= a1 : : : an be a nite word over the alphabet A. The following
inequalities hold:
d6c(w)6(d(w)− 1)(|w| − 1) + d:
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Proof. The inequality d6c(w) follows from the remark that for any letter a∈A, there
exists an integer n(a), such that an(a) ∈M (w). In order to state the upper bound, we
remark that one obtains the minimal forbidden factors of length 1 by considering the
elements of A that are not in w, therefore the number of these minimal forbidden factors
is d − d(w). The remaining elements of M (w) are obtained as follows. If v∈M (w)
and |v|¿1, the pre*x of v of length |v| − 1 is a factor of w, i.e. there exist i; j, with
16j6i6n, such that
v = aj · · · aib and b ∈ alph(w):
Moreover if i¡n, then b = ai+1.
Remark that the pair (i; b) determines at most a unique element of M (w). Indeed,
if there exist two elements v1; v2 of M (w) corresponding to the same pair (i; b), then
there exist j1; j26i, with j1 = j2 such that
v1 = aj1 · · · aib;
v2 = aj2 · · · aib:
Without loss of generality we can suppose that j1¡j2, i.e. v2 is suGx of v1, and this
contradicts the minimality of v1. Therefore, we can deduce that the number of minimal
forbidden factors obtained for i ranging from 1 to n− 1 is at most (n− 1)(d(w)− 1).
For i= n we obtain d(w) elements of M (w). Hence, we have that
c(w)6d− d(w) + (d(w)− 1)(n− 1) + d(w) = (d(w)− 1)(n− 1) + d:
Remark 10. The inequalities in Theorem 9 are sharp. Indeed, if w= an; a∈A, it is
easy to prove that
M (w) = {an+1} ∪ A\{a}:
Since d(w)= 1, one has that d= c(w)= (n− 1)(d(w)− 1) + d.
As a less trivial example, showing the tightness of upper bound, consider the word
w= ab. It is easy to prove that
M (w) = {a2; b2; ba} ∪ A\{a; b}:
Since d(w)= |w|=2, one has
(d(w)− 1)(|w| − 1) + d = d+ 1 = c(w):
Let A(w) denote the deterministic automaton recognizing L(w) constructed as in
Section 2.2. The main result of [13] states that, when L(w) is the set of factors of a
single *nite word w, we have the following minimality condition:
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Theorem 11. For any w∈A∗; the automaton obtained from A(w) by removing its
sink states is the minimal deterministic nite automaton F(w) accepting the language
L(w).
Remark 12. Let w be a *nite word over the alphabet A and let M (w) be the set of
minimal forbidden factors of w. Denote by P(w) the set of proper pre*xes of elements
of M (w). It easily follows from the previous theorem and from the construction of
A(w) that there is a one-to-one correspondence between the elements of P(w) and
the states (diAerent from the sink) of A(w). Recall that (cf. [12]) F(w) is called the
factor automaton of w and that, if s(w) denotes the number of states of F(w), one
has that, if |w|62, then s(w)= |w| + 1. If |w|¿3 then s(w) satis*es the following
inequalities:
|w|+ 16s(w)62|w| − 2:
In the next theorem, from the relationship between P(w) and the states of A(w),
we derive lower and upper bounds on the parameter m(w). We will consider d¿1,
because if A has just one element, it is trivial that m(w)= |w|+1. Recall that, for any
real number "; " denotes the smallest integer greater than or equal to ".
Theorem 13. Let w be a nite word over the alphabet A with at least two elements.
The following inequalities hold:
logd(|w|+ 1)6m(w)6|w|+ 1:
Furthermore; the bounds are actually attained.
Proof. By Remark 12, we have
|w|+ 16Card(P(w)) ¡ dm(w):
It follows that
logd(|w|+ 1)6m(w):
The inequality m(w)6|w|+1 follows from the remark that all words of length greater
than or equal to |w| + 1 are forbidden for L(w), hence a word of length greater than
|w|+ 1 is forbidden but not minimal. We are proving now that this bounds are sharp.
We *rst show that there exists a word w such that m(w)= |w|+ 1. Let us consider
w= an. We know that M (w)= {an+1} ∪ A\{a}. We now show that there exist words
that attain the lower bound. Let w be the De Brujin word of order n over the alphabet
A= {a; b} (cf. [16]), i.e. the word w of length 2n+n−1 characterized by the property
that An⊆L(w) and any element of An occurs exactly once as factor of w. By the
de*nition we have that, for any v∈An such that v is not a suGx of w, there exists
only one letter x∈A such that vx∈L(w). We claim that
M (w) = {v ∈ An+1 | v =∈ L(w)}:
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By de*nition of w, we have that
{v ∈ An+1 | v =∈ L(w)}⊆M (w):
It remains to prove that M (w)⊆An+1. Let us suppose, by contradiction, that there exists
a word u∈M (w) such that |u|¿n + 1. Let z be the pre*x of u of length |u| − 1¿n
such that u= zx; x∈A. By de*nition z ∈L(w) and zx =∈L(w). Let t be the suGx of
z of length n. Since there is only one occurrence of t in w, then tx =∈L(w), i.e. tx is
forbidden. The fact that tx is a proper suGx of u contradicts the hypothesis that u is
a minimal forbidden factor.
In the previous theorem we show that the parameter m(w) reaches its minimum for
the De Brujin words, i.e. for words that are known to present an “high complexity”.
On the contrary, the maximum of the same parameter is obtained for very “simple”
words, i.e. for words of the form an, where a is a letter. This suggests that there is a
relationship between m(w) and the periodicity of w. In fact, the maximum of m(w) is
attained for words that present a very strong periodicity, i.e. for words having period
1. The following theorem relates m(w) and the minimal period p(w) of a word w.
Theorem 14. Let w be a nite word over the alphabet A. We have that
m(w)¿|w| − p(w) + 2:
Proof. Let w be a word having period p. Hence, w can be written
w = uv = vu′ with |u| = |u′| = p:
Let y be the *rst letter of u′. Trivially, uvy =∈L(w), i.e. it is forbidden. However,
vy∈L(w), i.e. it is not forbidden. Then there exists a minimal forbidden word z ∈
M (w), such that z is a suGx of uvy and vy is a proper suGx of z. It follows that
m(w)¿|z|¿|vy|+ 1 = |w| − p(w) + 2:
3.2. Algorithms
In this subsection we set the following two algorithmic problems.
Problem 1. Given a word w, construct the respective set of minimal forbidden factors
M (w).
Problem 2. Given M (w), reconstruct the word w.
Concerning Problem 1, we refer to (cf. [13]) the algorithm MF-TRIE that construct
the trie accepting the language M (w) of minimal words avoided by w from the fac-
tor automaton of w. This is the implementation of the inverse of the transformation
described in Section 2.2 and its design follows from equality (2).
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The input of algorithm MF-TRIE is the factor automaton F(w) of word w. It includes
the failure function h(w) de*ned on the states of the automaton. This function is a
by-product of eGcient algorithms that build the factor automaton (cf. [12]). In [13]
it is proved that the algorithm MF-TRIE runs in time O(|w| × |A|) on input F(w) if
transition functions are implemented by transition matrices.
The construction of factor automaton F(w) from the word w is also known (cf.
[7, 12]). In [12] the algorithm FACTORAUTOMATON is given and its construction can be
implemented to work on the input word w in time O(|w| × log |A|) within O(|w|) space
if one uses adjacence lists.
Hence, it is possible to solve Problem 1 as follows:
Algorithm 1 (M (w) CONSTRUCTION). Input: word w over the alphabet A.
1: Let F(w) and h(w) be; respectively; the factor automaton and the failure function
obtained by FACTORAUTOMATON (w);
2: Let M (w) be MF-TRIE (F(w); h(w)).
3: Return M (w).
From the complexity of two algorithms given above we derive the following
result.
Proposition 15. Given a word w over a xed alphabet A; it is possible to construct
the set M (w) of minimal forbidden factors in time linear with the length of w.
Let us now consider Problem 2, i.e. given the set M (w), reconstruct the word w.
In order to solve this problem we propose an algorithm involving also some known
constructions like the construction of factor automaton (cf. [13]) and the topological
sort of a directed acyclic graph (cf. [1]). The main procedures used in the algorithm
are L-AUTOMATON (cf. [13] and see Section 2.2), BUILDWORD and TOPOLOGICAL SORT
(cf. [1]). We will give a description of the algorithm, dwelling upon the procedure
BUILDWORD. Therefore, we give a proof of its linear time bound.
Procedure L-AUTOMATON takes as input the trie of the set M (w) and returns a com-
plete deterministic automaton accepting L(w). From this automaton it is possible, by
removing its sink states, to obtain the minimal deterministic automaton F(w) (see
Theorem 11).
Procedure BUILDWORD works as follows: it *rst calls Procedure TOPOLOGICAL SORT that
produces a linear ordering of all vertices of the transition graph G(w) of the factor
automaton F(w) by using a depth *rst search procedure. If G(w) contains an edge
(q; p), then q appears before p in the ordering. Recall that the transition graph of a
factor automaton is a directed acyclic graph (if the graph is not acyclic, then no linear
ordering is possible).
Then in Procedure BUILDWORD we create the precedence-lists B of the factor automa-
ton F(w)= (Q; A; q0; T; '). If n is the number of the states of F(w) then B consists
of an array of n lists, one for each state. For each state q the precedence-list B(q)
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contains (pointers to) all states s such that '(s; a)= q for some a∈A:
B(q) = {s | ∃a ∈ A such that '(s; a) = q}:
Moreover, we de*ne a function p :Q →N such that, for each state q; p(q) is the
length of the longest path from q0 to q in the transition graph G(w) of the factor
automaton F(w). A recursive de*nition of the function p is the following:
p(q0) = 0;
p(q) = max{p(s) | s ∈ B(q)}+ 1;
where q0 is the initial state. Remark that, if s∈B(q) then s¡q in the topological sort.
We also remark that the factor automaton F(w) satis*es the property that if x and y
are, respectively, the label of two paths from state q to the state p, then |x| = |y|. From
this property it follows that, for any q∈Q, there exists a unique state s(q)∈B(q) such
that p(s(q))= max{p(s) | s∈B(q)}. Moreover, according with the previous property,
we can de*ne the following function l :Q×Q →A such that
l(p; q) = a if '(p; a) = q:
Finally, if qn−1 is the last state in the linear ordering produced by Procedure
TOPOLOGICAL SORT, the word is built by taking the letter l(s(qn−1); qn−1) and updating
it by concatenating on the left the letter l(s(q); q) until q= q0.
PROCEDURE BUILDWORD Input: factor automaton F(w)= (Q; A; q0; T; ').
1: Let {q0; q1; : : : ; qn−1} be TOPOLOGICAL SORT (G(w)).
2: For each state qi; 06i6n− 1; create the precedence-list B(qi).
3: Let p(q0)= 0.
For each state qi; 16i6n− 1;
(a) Find the maximum mi of the set {p(s); s∈B(qi)} and also return the unique
state s(qi) such that p(s(qi))=mi.
(b) Let p(qi)=mi + 1.
4: Let w=  and q= qm−1.
while q = q0
(a) Let a be the label l(s(q); q).
(b) Let w= aw and q = s(q).
5: Return w.
The following proposition estabilishes an upper bound on the time required for Pro-
cedure BUILDWORD.
Proposition 16. The execution time for Procedure BUILDWORD is O(|Q|+ |E|); where
Q and E are; respectively; the set of the states and the set of the edges of factor
automaton F(w) of a word w over a xed alphabet A.
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Proof. The *rst step takes time O(|Q|+ |E|) because the procedure TOPOLOGICAL SORT
uses a depth *rst search procedure. The second step requires a time O(|E|). The third
step takes a time O(|E|) because ∑n−1i=0 |B(qi)|= |E|. Finally, the last step also takes a
time O(|Q|).
Remark 17. Recall that (cf. [7, 12]) the size of factor automaton of a word w is
linear with the length of the word. In particular, if |w|62 then |Q|= |w| + 1 and
|w|6|E|62|w| − 1. If |w|¿3 then |w| + 162|w| − 2 and |w|6|E|63|w| − 4. Thus,
O(|Q|)=O(|E|).
Algorithm 2 (w CONSTRUCTION). Input: Trie T(w) representing the set M (w).
1: Let A(w) be L-AUTOMATON (T(w)).
2: Let F(w) be the automaton obtained by removing sink states of A(w).
3: Let w be BUILDWORD (F(w)).
From Proposition 16 and since L-AUTOMATON procedure runs in time O(|Q| × |A|),
we can conclude that:
Proposition 18. Given a set M (w) of minimal forbidden factors of a word w over a
xed alphabet A; it is possible reconstruct w in linear time with the size of the trie
representing the set M (w).
4. Forbidden factors of an in%nite word
Let A be a *nite alphabet and let x be an in*nite word over A. Let us denote by
L(x) the set of all *nite factors of x. We can associate to the word x a function gx
such that gx(n) counts the number of factors of length n appearing in x:
gx(n) = Card(L(x) ∩ An):
The function gx is usually called the complexity of the word x (cf. [2]). It is an
indicator of the degree of randomness of the word. Indeed, if a word x is eventually
periodic, then its complexity is bounded, and otherwise its complexity gx(n) is at least
n + 1. The lower bound n + 1 for non-periodic words is optimal, since there actually
exist non-periodic words with a complexity exactly equal to n + 1 for all n, namely
Sturmian words. Moreover, the complexity characterizes Sturmian words, in the sense
that an in*nite word x is Sturmian if and only if gx(n)= n+ 1 (cf. [6]).
However, the complexity does not characterize a single Sturmian word, i.e. it does
not allow to distinguish one Sturmian word from the others.
Let M (x) denote the set of minimal forbidden factors of the in*nite word x, i.e.
M (x)=M (L(x)).
We introduce the function fx such that fx(n) counts the number of minimal forbidden
factors of x of length n:
fx(n) = Card(M (x) ∩ An):
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We address the following general problem:
What information does the pair (gx; fx) give about the structure of the innite
word x?
It is obvious that the pair (gx; fx) cannot characterize uniquely the word x, but at
most the set L(x). Indeed, given two in*nite words x and y, with x = y, such that
L(x)=L(y), then trivially gx = gy and fx =fy.
Example 19. Let us consider the Fibonacci in*nite word (cf. Example 5):
s = abaababaabaababaaba : : : :
s is a particular Sturmian word, thus,
gs(n) = n+ 1:
By the explicit form of the set M (s), given in Example 5, we derive that
fs(n) =
{
1 if n is a Fibonacci number;
0 otherwise:
One can verify that the set L(s) of factors of s is uniquely characterized, up to the
automorphism exchanging the two letters of the alphabet, by the pair (gs; fs). Actually,
we will prove that this holds true for any Sturmian word.
The following example shows that there exist in*nite words x such that the set L(x)
is not uniquely characterized by the pair (gx; fx).
Example 20. Let us consider the Thue–Morse in*nite word:
t = abbabaabbaababbabaababba : : : :
The complexity of Thue–Morse word is (cf. [8, 10, 19]):
gt(n) =


2 if n = 1;
4 if n = 2;
4n− 2 · 2m − 4 if 2 · 2m ¡ n63 · 2m;
2n− 4 · 2m − 2 if 3 · 2m ¡ n64 · 2m:
From the relationships between bispecial and minimal forbidden factors (cf.
Proposition 6) and from the explicit computation of bispecial factors of the Thue–
Morse word, given in [10] (cf. also [18]), one derives
ft(n) =


2 if n = 3;
4 if n = 3 · 2m + 2;
0 otherwise:
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Let us denote by t˜ the in*nite word obtained by applying to the Thue–Morse word the
following substitution  :
 (a) = aa;
 (b) = bb:
One has
t˜ = aabbbbaabbaaaabbbbaaaabbaabb : : : :
With some eAort, by making computations analogous to the ones in the case of Thue–
Morse word, the reader can verify that
gt(n) = gt˜(n) and ft(n) = ft˜(n):
However, L(t) = L(t˜).
The main result of this section states that, if x is a Sturmian word, the language
L(x) is uniquely speci*ed (up to the automorphism exchanging the two letters of the
alphabet) by the two functions gx and fx.
Theorem 21. Let x be a Sturmian word and let y be an innite word over the alpha-
bet {a; b} such that gx = gy and fx =fy. Then L(x)=L(y); up to the automorphism
exchanging the two letters a and b.
Before giving the proof of this theorem we need some more preliminaries.
Recall that a Sturmian word is an in*nite word over a binary alphabet that has
exactly n + 1 factors of length n. Recall that a Sturmian word can also be de*ned
by considering the intersections with a squared-lattice of a semi-line having a slope
which is an irrational number "¿0 (cf. [6, 17]). A vertical intersection is denoted by
the letter a, an horizontal intersection by b and the intersection with a corner by ab or
ba. If the semiline, having slope ", starts from the origin the corresponding Sturmian
words is called characteristic and it is denoted by x". It is possible to prove that the
language of factors of a Sturmian word de*ned in this way depends only on the slope
" of the line. Let us denote this language by L(x").
The characteristic Sturmian words can be constructed by the standard method: we
de*ne a family of *nite words, called standard words, and every characteristic Sturmian
words is the limit of a sequence of standard words.
Consider two functions +1 and +2 from {a; b}∗ to {a; b}∗:
+1(u; v) = (u; uv);
+2(u; v) = (vu; v):
Given an in*nite sequence d=d0d1d2 : : : of elements from the alphabet {1; 2},
we can construct an in*nite sequence of pairs of words, called Standard words,
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(u(d)i ; v
(d)
i )i¿0 as follows:
(u(d)0 ; v
(d)
0 ) = (a; b);
(u(d)i+1; v
(d)
i+1) = +di(u
(d)
i ; v
(d)
i ):
For i¿0 let us set
pi(d) = |u(d)i |;
qi(d) = |v(d)i |
and moreover,
ri(d) =max{pi(d); qi(d)};
si(d) =min{pi(d); qi(d)}:
Remark that the sequence d uniquely speci*es the sequences of integers (pi(d))i∈N;
(qi(d))i∈N; (ri(d))i∈N; (si(d))i∈N:
r0(d) = s0(d) = 1;
ri+1(d) = ri(d) + si(d);
si+1 =
{
pi(d) if di = 1;
qi(d) if di = 2:
Remark 22. Let d=d0d1d2 : : : be a sequence over {1; 2}. Denote by Od= Od0 Od1 Od2 : : :
the sequence obtained from d by interchanging 1 with 2. It is easy to verify that
(ri(d))i∈N=(ri( Od))i∈N and, moreover if (ri(d))i∈N=(ri(d′))i∈N for some sequences
d; d′, then either d′=d or Od.
We suppose that the sequence d=d0d1d2 : : : satis*es the condition that, for any
positive integer k, there exist integers k1; k2¿k such that dk1 = 1 and dk2 = 2. Therefore,
the sequence d can be written as
d = 1q02q11q22q3 : : : ;
where q0q1q2q3 : : : are integers such that q0¿0 and qi¿0 for i¿0. It is obvious that
the sequence (q0; q1; q2; q3; : : :) uniquely speci*es the sequence d, and then also the
sequence of pairs of words (u(d)n ; v
(d)
n )n∈N.
Remark 23. Let (q0; q1; q2; q3; : : :) be a sequence of integers and let d be a corre-
sponding sequence over the alphabet {1; 2}. Then the sequence (0; q0; q1; q2; q3; : : :)
corresponds to the sequence Od obtained from d by interchanging 1 with 2.
It has been proved (cf. [22]) that the sequences of standard words
{u(d)n }n¿0, {v(d)n }n¿0 converge to the same in*nite Sturmian word x(d) as n→∞. It is
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easy to verify that the Sturmian word x( Od) is obtained from x(d) by interchanging a
with b.
Recall that an irrational number "¿0 is characterized by its development in contin-
ued fraction [q0; q1; q2; : : :] with q0¿0 and qi¿0 for i¿0 (cf. [21]).
Remark 24. From the theory of continued fractions it follows that given an irrational
number "¿1 with [q0; q1; q2; · · ·] as development in continued fraction, q0¿1, the
irrational number 1=" has [0; q0; q1; q2; · · ·] as development in continued fraction.
Let " be an irrational number, let [q0; q1; q2; · · ·] be its development in continued frac-
tion and let d" be the sequence over {1; 2} corresponding to the sequence (q0; q1; q2; : : :).
It has been proved (cf. [22]) that the Sturmian word x(d") is exactly the characteristic
Sturmian word associated to the semiline having slope " and starting from the origin.
According to the notation we have used at the beginning of this section we denote this
Sturmian word simply with x". By previous remarks, given the Sturmian word x", the
Sturmian word x1=" is obtained from the previous one by interchanging a with b.
Let us denote by (un; vn)n¿0 the sequence of pairs obtained by the standard method
corresponding to the irrational number ".
Let us de*ne:
U" = {un | n¿0}\{a};
V" = {vn | n¿0}\{b};
W" =U" ∪ V":
W" is the set of standard words corresponding to the Sturmian word x". It is easy
to verify that
U" ⊆ A∗ba;
V" ⊆ A∗ab:
Therefore, U" ∩ V" = ∅ and the pair (U"; V") is a partition of W".
De*ne
I" = {p ∈ N| there exists w ∈ W" such that |w| = p}:
Remark 25. By construction, for any p there exists at most one element w ∈ W" such
that |w|=p.
Let (r(")i )i¿1 be the sequence of elements of I" written in the natural increasing
order. For i¿1 one has
r(")i = max{|ui|; |vi|}:
From Remarks 22–24 immediately follows the
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Theorem 26. If I" = I1 then either "= 1 or "=1=1.
The following fundamental result states that there exists a bijection between the set
M (x") of minimal forbidden factors of x" and the set W". Moreover, this bijection
preserves the length of the words.
Theorem 27. Let x" be a characteristic Sturmian word and let W" be the corre-
sponding set of standard words. Then there exists a bijective map 2 between W" and
M (x") dened as follows:
uba ∈ U" ⇔ 2(uba) = aua ∈ M (x");
uab ∈ V" ⇔ 2(uab) = bub ∈ M (x"):
Such correspondence preserves the length of the words.
Proof. Let w ∈ W"; |w|¿2. By [17, Proposition 7] we have that w= uba or uab
with u palindrome pre*x of x". Let us consider w= uba. As ub is also a pre*x,
by [17, Proposition 9] we have that bu is special on the right and so bua and bub
are in L(x"). By [17, Proposition 9], we have that aub is also a factor of x". We
can prove that aua ∈ M (x"). In fact, we observe that ||aua|a − |bub|a|=2 then, by
[16, Theorem 3.1, p. 386], we conclude that aua is not a factor of x" (analogously
one can prove that if v= uab then bub ∈ M (x")). We call v this forbidden word.
In this way we can de*ne a map 2 between W" and M (x") such that 2(w)= v. By
construction this map preserves the lengths. Conversely, let v be a word in M (x"),
then |v|¿2. We can write v= xuy with x; y ∈ {a; b} and u ∈ {a; b}∗. By Proposition
7 u is bispecial in L(x"). By [17, Proposition 9] it is easy to prove that u is bispecial
if and only if u is a palindrome pre*x of x". Hence, by [17, Proposition 7], uba ∈ U"
or uab ∈ V". It is easy to prove that, for every n¿2, there exists at most a word in W"
that has length n. Therefore, only one between the two words uba and uab belongs to
W". We call w this word. It is so de*ned a function  between M (x") and W" such
that  (v)=w. Indeed, it is easy to prove that  is the inverse map of 2.
The following corollary gives a method to *nd the minimal forbidden factors of a
Sturmian word x".
Corollary 28. The element of M (x") are of the form xux; where u is a palindrome
prex of x" and x ∈ A. Conversely; if u is a palindrome prex of x", there exists
x ∈ A such that xux ∈ M (x").
Proof of Theorem 21. From the equality gx = gy and the hypothesis that x is a Stur-
mian word, it follows trivially that also y is a Sturmian word. Let " and 1 be the
irrational numbers corresponding to the Sturmian words x and y, respectively. By us-
ing previous notation, we set x= x" and x1. By Theorem 27, there is a bijection
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between the set M (x") (resp. M (x1)) and the set W" (resp. W1). This bijection pre-
serves the length of the words. By de*nition of I", and Remark 25, we have
fx"(n) = Card(M (x") ∩ An) =
{
1 if n ∈ I";
0 otherwise;
fx1(n) = Card(M (x1) ∩ An) =
{
1 if n ∈ I1;
0 otherwise:
Thus, by Theorem 26, we conclude that, if fx" =fx1 , then either "= 1 or 1=1. Thus,
L(x")=L(x1) up to the automorphism exchanging the two letters a and b.
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