A recently developed method [1] , [2] , [3] has been extended to an nonlocal equaton arising in steady water wave propagation in two dimensions. We obtain analytic approximation of steady water wave solution in two dimensions with rigorous error bounds for a set of parameter values that correspond to heights slightly smaller than the critical. The wave shapes are shown to be analytic. The method presented is quite general and does not assume smallness of wave height or steepness and can be readily extended to other interfacial problems involving Laplace's equation.
Introduction
Recently [1] , [2] , [3] , a method has been developed for study of nonlinear differential equations where strong nonlinearity can be reduced to weakly nonlinear analysis even when the problem has no natural perturbation parameter. The idea is quite natural: consider an equation in the form N [u] = 0, where N is some nonlinear operator in some suitable function space. A crucial part of this process is to determine a quasi-solution u 0 so that R = N [u 0 ] is small in an appropriate norm and u 0 comes close to satisfying appropriate initial and/or boundary conditions. When L is suitably invertible subject to initial/boundary conditions and the nonlinearity N 1 sufficiently regular, then standard contraction mapping provides a rigorous proof of existence of solution to the weakly nonlinear problem for E. Thus existence of solution to original problem N [u] = 0 is shown, while at the same time a rigorous error bound on u − u 0 is obtained. An added benefit to this method relative to abstract nonconstructive methods for proving solutions is that one obtains a concrete expression for the approximate solution u 0 . The only non-standard part of this program is to come up with good candidates for quasisolution u 0 . In previous studies [1] , [2] , [3] , this has involved application of classical orthogonal polynomial approximations in finite domains coupled with exponential asymptotic approach in its complement when domains extend to ∞.
In the present paper, we show that the quasi-solution method can be extended to a nonlinear integral equation arising in propagation of steady two dimensional deep water waves of finite amplitude for a set of values in a range of wave heights. We provide accurate efficient representaton for water waves and at the same time provide rigorous error bounds for these approximations. The literature for water waves is quite extensive and goes back two centuries involving some of the best known mathematicians Laplace, Langrange, Cauchy, Poisson, Airy, Stokes and many others (see, for instance, a recent review [5] ). There are many aspects of the water wave problem; these include steady state analysis, linear and nonlinear stability of these states, the initial value problem and long time behavior. There is also much interest in finite depth wave propagation and in particular limiting cases when KdV or Boussinesq models are valid. There is also interest in waves in the presence of shear and other variants that arise in modeling wind-water interaction. The effect of boundaries is also of interest. In principle, the method given here can be extended to every one of these problems.
Here we are concerned only with steady periodic solutions in two dimensions in deep water. Existence of steady two dimensional periodic deep water waves of small amplitudes was shown by Nekrasov [6] , Levi-Civita [7] . Larger amplitude waves were also studied more recently [8] , [9] , [10] culiminating in the proof [11] of Stokes' conjecture of a a 120 o angle at the apex of the wave with highest height h M . There have been many numerical calculations as well for water waves including an elucidation of the delicate behavior near highest wave (see for instance [12] - [24] some of which have been proved [25] , [26] Further, there is numerical evidence for bifurcation to to periodic waves with multiple crests with unequal heights [27] as well as to non-symmetric waves [28] that is yet to be proved.
It is also interesting to note that the mathematical formulation used in numerical calculations and rigorous analysis have been rather different; one relying on series representation similar in the spirit of Stokes, while the other relies primarily on integral reformulation due to to Nekrasov [6] . The present approach is constructive in that we present approximate solution with rigorous error bounds; hence proof of existence of solution follows as a consequence. In some sense, the approach combines constructive numerical calculations with mathematical rigor. We expect this to be helpful both in the rigorous stability analysis and bifurcation studies where details of the solution are likely to be critical. Another important aspect of the present analysis is that the approach is quite general and may be readily extended to other free boundary problems, particularly ones that involve analytic functions of a complex variable (for e.g. Hele-Shaw Flow, Stokes Bubbles, Vortex patches, just to name a few ). Further, the rigorous error control method shown here does not use any special property of the operators in the integral formulation of Nekrasov [6] . Instead, with an eye towards generalization to other interfacial problems, we employ a straight forward series representation and use spaces isometric to a weighted l 1 space. A bi-product of the analysis is that analyticity of the boundary follows for waves with a sequence of heights smaller than the critical for which quasi-solutions have been determined, though analyticity also follows from other methods in more general contexts [32] , [31] .
Steady Water Waves Formulations
We non-dimensionalize length and time scales implicit in setting wavelength and gravity constant g to be 2π and 1 respectively, It is known that the existence of a steady symmetric water wave in two dimensions when vorticity is unimportant is equivalent to showing that there exists analytic function f inside the unit ζ-circle so that (1 + ζf ′ ) = 0 for |ζ| ≤ 1 and
where c is the non-dimensional wave speed. Further, for symmetric water waves, f is real valued on the real diameter (−1, 1), implying realf j in the following
representation of f :
It is to be noted that i (log ζ + f (ζ)] + 2π is the conformal map that maps the interior of a cut unit-circle to a periodic strip in the water-wave domain in a frame where wave profile is stationary, with ζ = ±1 corresponding to to wave trough and crest, respectively. The condition 1 + ζf ′ = 0 in |ζ| ≤ 1 ensures univalency of the conformal map. The formulation (1)- (2) is closely related to those used by others including Stokes himself. Nekrasov [6] integral reformulation also follows directly from it as discussed in the ensuing and involves a parameter
where v crest is the dimensional speed of fluid at the crest andc is the dimensional wave speed. For efficiency in representation, it is better to represent f in a series in η:
where
for α ∈ (0, 1), where α will be appropriately chosen. The crest speed parameter (3) in this formulation becomes
The non-dimensional wave height (1) is given by
Earlier evidence [14] , [15] , [29] suggests that for deep water waves with one trough and one peak in a period, there is only one 1/2 singularity of f at ζ = −ζ s for ζ −1 s ∈ (0, 1) in the finite complex plane and a fixed logarithmic type singularity at ζ = ∞. Evidence suggests that ζ from computation differ slightly between [30] and [18] (0.1412 versus 0.141063) 1 while µ = 0 corresponds to Stokes highest wave h = h M , which has a stagnation point at the crest. The optimal choice of α that ensures the most rapid decay f j with j is one where ζ = −ζ s , ζ = ∞ are mapped to equidistant points from the origin in the η plane, i.e. when α = α 0 = ζ s − ζ 2 s − 1. Since the relation of ζ s with height (or µ) is only known numerically, we choose a simple empirical relation:
that appears to be optimal for small µ corresponding to large amplitude waves; the choice is is not the best for small 1 3 − µ, but it matters little since f j decays rapidly in any case for small wave height. Note that any choice of α ∈ (0, 1) still ensures a convergent series for f in η; an optimal choice of α ensures better accuracy in a finite truncation. In the η variable, the boundary condition (1) becomes
where q is given by (7) . We note that on the unit η-circle, q = |η−α|
iν and taking derivative with respect to ν of the relation (10) and multiplying through by q (which is real), we obtain
If we introduce new variable
then (11) implies w is analytic in the unit-η circle and that on η = e iν , w satisfies
This is an alternate formulation of the water wave problem. This is equivalent to Nekrasov's integral formulation. If we define θ = Imw, and integrate (13) from ν = π to a variable ν using the Hilbert transform relation between Rew to Imw on |η| = 1, integration by parts gives the integral equation:
If we set α = 0 (in which case q = 1), then (14) reduces (3) to Nekrasov [6] integral equation, when oddness of φ in ν − π is used. In the w variable, the relation (6) becomes
using w(−1) to be real. For given µ ∈ 0, 1 3 corresponding to h ∈ (0, h M ), we define a quasi solution (f 0 , c 0 ) with the property that f 0 is analytic inside the unit circle with 1 + qηf ′ 0 = 0 in |η| ≤ 1, and that on η = e iν , the residual R 0 (ν), defined below, along with its derivative and the quantity (16) w 0 (−1) + 1 3 log 3 µ = 1 3 log µ 0 µ are each small enough for Proposition 21 to hold. Here,
2 , on η = e iν . We note that if f 0 is a polynomial in η of order N , then R 0 (ν) is a polynomial in cos ν of order 2N + 1, which can be computed (4) without errors for if c 0 and coefficients of the f 0 series are chosen as rational numbers. This can be transformed to a Fourier cosine series with only the first 2N + 2 possibly non-zero terms.
We note that the representation of the analytic function w inside the unit η-circle:
Since q(α) = 0, it follows that w(α) = − Then, we can check that w 0 satisfies
Im {ηf
It is to be noted that if f 0 is a polynomial in η of degree N , then (22) implies that
sin ν is a polynomial in cos ν of order 2N + 1, and therefore A(ν) has a finite Fourier sine series with only the first 2N +2 terms that are possibly nonzero. Again, as with R 0 , if c 0 and polynomial coefficients of f 0 are given as rationals, the calculation of Fourier sine series coefficient of A(ν) can be done without round-off errors. We also note that Corresponding to the given quasi-solution (f 0 , c 0 ), the wave height h 0 and wave crest speed parameter µ 0 are given by
, which may be computed without round-off errors for rational c 0 and polynomial representation of f 0 involving rational coefficients. Now, we seek to prove that there are solutions nearby w 0 . For that purpose, we decompose
It follows from (13) and (21) that W satisfies
and the nonlinear operatorM is defined so that
It is to be noted from (27) that a polynomial f 0 in η of degree N immediately implies thatB(ν) = qB(ν) is a polynomial in cos ν of degree 2N + 2 and therefore has a truncated Fourier cosine series representation with at most 2N + 3 terms. After changes of variable, the constraint (15) implies
which is small from requirement on quasi-solution. Once a solution is found for W , the corresponding height of the water wave is given by
where, noting f 0 to be real valued on the real diameter
It is convenient to separate out the linear and nonlinear parts of (31) in the form
where the functionals F and Q are defined by
Once W is determined, the actual wave speed is determined from
Analyticity of W in the unit circle with sufficient regularity (5) upto |η| = 1 implies
Then (26) may be written abstractly as
where Φ(ν) = ReW (e iν ) for W analytic in |η| < 1 and suitably regular in |η| ≤ 1, and
We will first prove that each given a 1 ∈ [−ǫ 0 , ǫ 0 ] ≡ I for sufficiently small ǫ 0 , L is invertible in an space of functions defined later, and (39) in that space is equivalent to
for some function G, and K is a bounded linear operator. We will then show that for each a 1 ∈ I, the operator N is contractive in a small ball in some function space if quasi-solution satisfies certain conditions that can be readily checked. This corresponds to a waterwave for which corresponding µ is in some small neighborhood of µ 0 because of the relation
Using (41), we may rewrite (42) in the form
We will then prove U :→ I → I is contractive when appropriate smallness conditions are satisfied by quasi-solution and G(π) is not small in which case there exists unique a 1 ∈ I so that (42) is satisfied for the specified µ.
Definitions, Space of Functions and main results
Definition 1. For fixed β ≥ 0, define A to be the space of analytic functions in |η| < e β with real Taylor series coefficient at the origin, equipped with norm:
The regularity requirements will be clear in the definition of space A Definition 2. For β ≥ 0, define E to be the Banach space of real 2π-periodic even functions φ so that
a j cos(jν) , with norm φ E := ∞ j=0 e βj |a j | < ∞ Define S to be Banach space of real 2π-periodic odd functions such that
It is clear that if φ ∈ E if and only if there exists W ∈ A so that φ(ν) = ReW (e iν ). Similarly, ψ ∈ S if and only if ψ(ν) = ImW (e iν ) for some W ∈ A. We also note that for such
Remark 3. The space A and E are clearly isomorphic to each other and to H, the space of sequences of real Taylor series coefficients
Because of this isomorphism we will move back and forth between spaces A, E and H as convenient. Similarly the subspace
j=1 I µj , where µ 1 = 0.0018306, µ 2 = 0.002 , µ 3 = 0.0023 where I µj is some sufficiently small interval containing µ j , the solution w to the water wave problem (13) has the representation
where quasi-solution (f 0 , c 0 ) is specified in §9 for different cases, and W ∈ A satisfies error bounds
where M E , depending on µ, is specified in §9 and for all cases is less than 2.2×10 −4 . The corresponding nondimensional wave speed and heights (c, h) are close to (c 0 , h 0 ) reported in §9 in the sense that
for some constant K 3 that depends on µ, estimated in §9. In all cases considered
Proof. The proof of the theorem follows by showing that Propositions 21 and 23 in the ensuing apply for each proposed quasi-solution in §9 and determing bounds on solutions Φ ∈ E satisfying the weakly nonlinear problem (41), where Φ = ReW .
Remark 4. In all likelihood, the error estimates for M E in the Theorem is an overestimate by a factor of about a thousand or so. This is suggested from comparison with a sequence of numerical calculations with increasing number of modes.
Preliminary Lemmas
then using the convolution expression for power series of W V ,
Proof. The proof follows immediately by using the Banach algebra property in Lemma 3
Further if φ ∈ E and ψ ∈ S, φψ ∈ S with
We note that if we defineâ j = a |j|
We also note that in the complex Fourier representation, we may write
We also note that (68)
Therefore, using the convolution expression in terms ofâ j andb j it is clear that as for product φ 1 φ 2 ,
The third expression follows in a similar manner using a complex Fourier Representation.
Proof. This simply follows from noting that
and using the Banach algebra property in the previous Lemma.
We use the definition of R in (21) and Banach Algebra properties in the preceding lemmas applied to a series expansion of (1 −
using η = e iν on a unit circle counter-clockwise contour integral,
On collecting residues, we obtain the expression
The same calculation is valid for j = 0, except for a factor of 2.
Remark 5. The above Lemma is very useful in calculating the Fourier cosine coefficients of B(ν) defined in (27) exactly. When f 0 is a degree N polynomial in η, as mentioned earlier, qB(ν) is then a polynomial of cos ν of degree 2N + 2, whose coefficients can be determined without round off errors with rational choice of coefficients. The above lemma then gives B j coefficients. 
using η = e iν on a unit circle contour integral,
Proof. Since for |η| ≤ 1,
Remark 6. For polynomial f 0 , in which case 1 + ηqf ′ 0 is also a polynomial, K 3 can be computed exactly as a finite sum of closed form definite integrals.
Lemma 11. The nonlinear functional Q defined in (35) satisfies the following bounds for
Proof. We note that the functional
since U (α) = 0 and therefore e U(α) − 1 − U (α) = 0. Clearly U ∈ A with U A ≤ 2 W A . Applying Corollary 4 and using mean value theorem and the fact 2
from which it follows that
6. Solving LΦ = r for given a 1 ∈ I, r ∈ S and bounds on Φ E Consider solving for Φ ∈ E satisfying the linear problem LΦ = r for given r ∈ S and a 1 ∈ I. If we use Fourier representation
Then, equating coefficients of sin(kν) for k ≥ 1 in the relation LΦ = r, where L given by (40), we obtain
We will solve (97) for (a 0 , a 2 , a 3 , · · · .) for given a 1 ∈ I. For that purpose, it is convenient to re-write (97) in the following form for k ≥ 2:
Quasi solution calculations in the range of h reported here show that A 1 < 0 and l k > 0 for k ≥ 2; this will be assumed in the the ensuing. Setting k = 1 in (97) leads to (100)
Equations (98) and (100) determine a system of equations for a = (a 0 , 0, a 2 , a 3 , · · · ) ∈ H for given (101)
and may be written abstractly as (102) La =r and will consider inversion of L in the space H of sequences as above since this is easily seen to determine solution to LΦ = r in the space E for given a 1 .
Definition 12.
We define H 0 , H 1 to be the subspaces of H comprising sequences in the form a = (0, a 1 , a 2 , · · · ) and a = (a 0 , 0, a 2 , · · · ) respectively. We define H F to be the (finite) K-dimensional subspace of H 1 consisting of all sequences a in the form
Also, we define K-dimensional subspace H q of H 0 consisting of all sequences q in the form
We define H L to be infinite dimensional subspace of H consisting of all sequences a in the form
It is clear that H L is the compliment of H F in H 1 , which is the domain of L, while H L is the compliment of H q in H 0 , the range of L.
It is useful to express
Then, the system of equation (102) may be separated out in the following manner
It is to be noted that L 1,1 : H F → H q , each being a K-dimensional space. Furthermore, it will be seen that each of
Then, it will follow from (106) that a F satisfies the finite dimensional system of K scalar equations for K unknowns given by
1,1 exists, as may be checked by a finite matrix calculation, (113) implies
2,2 L 2,1 in the finite dimensional subspace of H F and demonstrate that it is less than 1, implying (115)
Using (106), we can also estimate a L HL :
This is equivalent to the following infinite set of equations for k ≥ K + 1.
(118)
Lemma 13. The operator M defined in ( (118)) satisfies the following bounds in sub-space H L :
Further, for K large integer, for A, B ∈ H, γ is small, in which case the operator
2,2 r HL Proof. It is convenient to define m k,l so that m k,k = 0, while
from which the first part of the Lemma follows using definition of m k,l . It is also clear that since for sufficiently large K, l k is an increasing function of k for k ≥ K+1,
The supremum of the above expression over all l ≥ K + 1 clearly shrinks to 0 as K → ∞. Therefore γ which is bounded by the above is small for large K. The second part of the Lemma follows readily from bounds on M.
Lemma 14. The operator L 1,2 : H L → H q is bounded and satisfies the uniform bound
Furthermore, for large K, γ 1,2 is small.
from which the first part of the Lemma follows. We note that since A, B ∈ H, it is clear that
Also, we note that
Clearly, the above shrinks to zero as K → ∞ for any l ≥ K + 1. Also,
This also shrinks to zero as K → ∞ for any l ≥ K + 1. Therefore, it follows from expression for γ 1,2 that it shrinks to zero as K → ∞.
Furthermore for large K, γ 2,1 is small.
Proof. Using (111), we obtain (133)
from which the first part of the lemma follows. We also note that for sufficiently large K,
Lemma 16. L 1,1 : H F → H q is invertible if and only if the K × K matrix J = {J k,l } k,l with elements determined by: = γ
When condition (139) is satisfied, for given a 1 ∈ R, r ∈ S, the linear system LΦ = r has a unique solution in the form
where K : S → E is a linear operator
and for k ≥ 2,
Proof. The first part follows from applying estimates in Lemmas 13-15 to (106) and using r H0 = r q Hq + r L HL , a H1 = a F HF + a L HL . For the second part, we note that if r = 0, thenr = ha 1 and therefore in that case a = a 1 L −1 h ∈ H 1 . a is isomorphic to and corresponding a ∈ H 1 is isomorphic to Φ ∈ E with no cos ν term uniquely satisfying LΦ = r. This is defined to be Kr. Using linear superposition of the two cases: i. a 1 = 0, r = 0 and ii. a 1 = 0, r = 0 gives the the second part of the proposition. The bounds on G E follow from the bounds on L −1 h and adding to it the contribution from the cos ν term.
The proof follows from bounds on operator K in the previous proposition.
Lemma 19. Assume G 0 ∈ E is an approximate expression for G in the sense that LG 0 S = ǫ G is small and cos ν coefficient of G 0 is also 1, as for G. If conditions of Proposition 17 hold, then
In particular,
and if G 0 (π) = 0 and ǫ G is sufficiently small then
and coefficient of cos ν for G−G 0 is zero, applying Proposition 17, it follows that
which gives the result
The remaining two parts of the Lemma follow from triangular inequality and the
7. Nonlinearity bounds and solution to (41) for given a 1 ∈ I Proposition 20.M defined in (28) satisfiesM : A → S with 
Also, we have from (28), we may write
Therefore, using corollaries 4 and 6,
from which the first part of the Lemma follows. The second statement can be checked by use of mean value theorem to estimate e z − 1 − z and e z − 1. 
When these conditions are satisfied, (41) has unique solution Φ ∈ B ⊂ E. Each such choice of a 1 corresponds to a symmetric water wave with nondimensional height, wave speed and crest speed (h, c, µ) close to (h 0 , c 0 , µ 0 ) satisfying the following estimates:
Proof. Applying Propositions 17 and 20 to (41) for for Φ (1) ,
E Using this and given condition (162) . Note the size of the residual depends on the quality of quasi-solution. As stated in the Proposition, the height, wave speed and crest speed parameters (h, c, µ) are all close to (h 0 , c 0 , µ 0 ) that can be computed from the quasi-solution. However, this does not guarantee a one to one relationship between a 1 and µ in a neighborhood of µ 0 . In the following section, we determine additional conditions on quasi-solution that ensures a one to one relationship. 
Proof. From (41), we note that ∂ a1 Φ satisfies
where ∂ a1 Ψ is the Hilbert transform of ∂ a1 Φ. Therefore,
The lemma readily follows from using above bounds in (171).
Proposition 23. Define B 0 as in (149). If in addition to conditions in Proposition 21, the following two conditions
hold, then there exists unique a 1 ∈ I = (−ǫ 0 , ǫ 0 ) so that the solution in Propositon 21 satisfies (42).
Proof. From (43), it follows that if a 1 ∈ I, then
Condition (179) implies that U : I → I. Applying ∂ a1 to (42), and using (178), Propositions 20, 17 and Lemma 22, it follows by applying (180) that
Hence U : I → I is contractive, implying existence of unique a 1 satisfying (42).
Quasi-solution and application of Propositions 21, 23
We describe in this section determination of quasi-solutions (f 0 , c 0 ) and checking conditions for application of Propositions 21 and 23. Though quasi-solutions have been obtained numerically, it has no bearing on the mathematical rigor of Theorem 1 since Propositions 21, 23 concern the difference W = w − w 0 and calculation of norms of residual R 0 and R ′ 0 based on (f 0 , c 0 ) are exact. The process of obtaining quasi-solution is straight forward. As mentioned earlier, a polynomial representation for f 0 is most suitable for determining exact representation for determination of R 0 (ν), A(ν) and B(ν). For that purpose, one can use a numerical truncation of a series representation of f in η and find the coefficients 24 S. TANVEER 1 through a Newton iteration procedure involving wave speed c and the series coefficient F 0 , F 1 , F 2 , · · · F N for f in (4) by satisfying boundary condition (10) at N uniformly spaced out points in the upper-half semi-circle and enforcing constraint (3) for given µ. Such procedures are fairly standard and have been used routinely in the past by many investigators. However, such a representation for f 0 requires more than two hundred modes for R S to be small enough to apply Proposition 21 for the values of µ quoted here. Hence, for efficiency of representation and of presentation, a rational Pade approximant for f ′ is found, similar to the one employed earlier by [15] ; integration and replacement of each coefficient by a ten to twelve digit accurate rational approximation gives rise to the quoted expressions for f 0 in the following subsections. Note that this requires specification of only upto fifty two numerical coeefficients, compared to more than 200 otherwise. With wellknown location of singularities, it can be easily proved that the truncated Taylor expansion f 0 = P Nf0 for N = 255 ensures that f LG 0 is small. We report the coefficents of G 0 in the appendix for each of the three cases. Note that a truncated rational Fourier cosine series representation for G 0 allows an exact computation of all Fourier sine series coefficients of LG 0 and by using these, one estimates LG 0 S = ǫ G . Since G 0 (π) and G 0 S are exactly known, positive upper and lower bounds for G S and |G(π)| follow from Lemma 19 when G 0 (π) = 0 for sufficiently small ǫ G .
Checking univalence condition for 1 + ηqf ′ 0 = 0 in |η| ≤ e β for suitably chosen β ≥ 0 is fairly simple, since one can determine approximate roots of a polynomial of any order numerically. We can then express
where δ is the coefficient of η N +2 , η j are the numerically obtained roots approximated by rational numbers and z N +2 is a polynomial of degree N + 2 with small coefficients which accomodates any error in the root calculations. In all cases reported, |η j | > 1.09. Note that though η j have been computed numerically, z N +2 as a difference of the two polynomials is known exactly. We can then check z N +2 A and prove it is small enough for suitably chosen β, inf j |η j | > e β ≥ 1 and on |η| = e β , z N +2 < |δ| 
