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Abstract. The aim of this work is to compare between what seems to
be entirely different two highly developing “fuzzy probability” theories.
The first theory had been developed firstly by statisticians and the other
separately by physicists. We start by indicating the needs to develop
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any of the two theory can be embedded into the other.
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1
2Introduction
The term “fuzzy probability” was first introduced in the 1970s [38] but
has since come to describe two distinct concepts which have been some-
what confused [39]. The first uses fuzziness to describe the fuzziness of the
events of interest as we will indicate later while the second uses fuzziness
to describe the vagueness of the values of the random variables. The first
difference between the two theories appears in the aim of using fuzziness
in each. The paper is designed to be self containing, in the first section
we will introduce the two different structures of fuzzy probability theory.
In particular, we’ll concentrate on investigating the relationship between
these concepts and clarify the advantage of each in favor of the correspond-
ing concepts in classical probability theory. We will discuss the question
that to what extent can we say that each emerging scope of the two fuzzy
probability theories will be able to give a full account of both classical and
nonclassical probability needs? Moreover, we shall see that each extends
the classical probability theory and hence enriches it. We will indicate the
needs to generalized probability theory and we will try to give examples in
each theory of fuzzy random variables which have no corresponding stan-
dard random variables. To make things much easier and to distinguish
between the two theories, we will let the theory induced by physicists be
called operational probability theory as S. Bugajski did (before his death)
[2, 3, 8], and the other theory be called fuzzy probability theory, since it is
well known with this name [22, 31].
1. Operational Probability Theory
Classical probability theory gives a model for a single experiment. In
order to gain information about any system we need to execute various
experiments on it. These experiments may be interact or interfere with
each other. For example, flipping a coin a large number of times only gives
us information about how biased the coin is to land heads or tails. It doesn’t
tell us what percentage of the coin is silver. We need a second experiment by
extracting a sample of the material from the coin. This second experiment
could easily interfere with the first by changing the bias of the coin. But
couldn’t we take such a small sample that the interference is negligible? For
a large system like a coin, we could; but for a microscopic quantal system
we may not. So we need a mathematical model for the class of all possible
3experiments that can be performed on a physical system [19]. The result
of many discussions was an effort to create more natural descriptions. The
latest framework that has been proposed is the category of effect algebras
or equivalently D-posets [15, 24]. The framework of effect algebras appears
to be the natural outcome in the search of a mathematical structure that
captures the fundamental aspects of the elementary two-valued physical
quantities pertaining to a physical system. It gives a unification of the
operational and quantum-logic approaches to quantum mechanics and yields
a natural definition of a tensor product, a concept that is necessary for the
study of combined physical systems [1]. It was proved that for each of the
quantum structures we can define a corresponding fuzzy model of a class of
fuzzy subsets closed under some fuzzy operations [9].
1.1. Fuzzy Sets And Fuzzy Events. As we know probability theory
based on a probability measure defined on a σ- algebra. The elements
of the σ- algebra are called events. Each of our fuzzy probability theories
are based on extending this concept from measurable sets to a structure
based on fuzzy sets under certain restrictions. Before introducing fuzzy sets
note that if Ω is a nonempty set and 2Ω is its power set, we can identify any
set A ∈ 2Ω with its indicator function IA since A = B iff IA = IB. In fuzzy
set theory, subsets of Ω are replaced by fuzzy sets where the fuzzy sets are
defined as follows.
Definition 1.1.1. A fuzzy subset f of Ω is a function f : Ω→ [0, 1]. Hence
the system of all fuzzy subsets [0, 1]Ω can be treated as a power set. We say
that a fuzzy set f is crisp if the values of f are contained in {0, 1}.
It is clear that crisp fuzzy sets correspond to the usual sets. We thus say
that a fuzzy set is a generalization of a set. We say f ⊆ g if f(x) ≤ g(x)
for any x ∈ Ω. Let (Ω,A) be a measurable space. A random variable
f : Ω→ [0, 1] is called an effect or a fuzzy event. In operational probability
theory, [7, 6, 16, 18], we replace the σ-algebra A with E(Ω,A), the set of
all effects f : Ω→ [0, 1].
Definition 1.1.2. [16] Let f, g ∈ E(Ω,A), define f ′ := 1− f , f ∩ g := fg
and f ∪ g := f + g − fg.
41.2. Observables (Fuzzy Random Variables). The standard random
variables represent special properties of elementary events. So, various prop-
erties lie outside the scope of standard probability theory or, at best, can
be modeled there in an indirect way.
Example 1.2.1. [7]
(1) In real situations, if the measurable quantity represented by a random
variable f : Ω→ R on a measurable space (Ω,A), the single readings
of a measuring apparatus are subject to some errors which can be
described by an error map ε that to every value x ∈ R attaches a
probability measure νx such that
ε ◦ f(ω) = νf(ω).
Now ∀B ∈ B(R), define Xf (B) : Ω → [0, 1] such that Xf (B)(ω) =
νf(ω)(B). Then Xf (B) determines a fuzzy set. Now if Xf (B) is
measurable for every B ∈ B(R), it is clear that Xf corresponds to
no random variable (see Example 3.1.2,1 ).
(2) Let (Ω,A, µ) be a probability measurable space. The probability dis-
tribution PXµ of a random variable X is defined by
PXµ (B) := µ(X
−1(B)) ∀ B ∈ B.
Let f, g : Ω→ R be two random variables. The mixed measurement
of f and g in the ratio λ : 1 − λ, 0 < λ < 1 yields the probability
distribution
λP gµ + (1− λ)P fµ ,
which in general does not correspond to any standard random vari-
able as we will see later (see Example 3.1.2,2).
Definition 1.2.2. If µ is a probability measure on (Ω,A) and f ∈ E , we
define the probability of f to be its expectation µ(f) =
∫
fdµ.
Remark 1.2.3. Notice that µ is a probability measure in the sense that
(1) µ(f) ∈ [0, 1] since for any f ∈ E we have 0 ≤ f ≤ IΩ, which implies
0 ≤ µ(f) ≤ 1,
(2) µ is countably additive since if fi ∈ E are such that
∑
fi ∈ E , then
µ(
∞∑
i=1
fi) =
∑∞
i=1 µ(fi);
5Corresponding to the concept of probability measures in classical proba-
bility theory, we have states in quantum mechanics.
Definition 1.2.4. A state on E(Ω,A) is a map s : E(Ω,A) → [0, 1] that
satisfies
(i) s(IΩ) = 1, and
(ii) if fi ∈ E(Ω,A) is a sequence such that
∑
fi ∈ E(Ω,A), then
s(
∑
fi) =
∑
s(fi).
A state corresponds to a condition of a system and s(f) is interpreted as
the probability that the effect f occurs when the system is in the condition
corresponding to s. Thus, states coincide with probability measures in clas-
sical probability theory. In fact, the main difference between operational
probability theory and classical probability theory lies in the definition of
fuzzy random variables which are called observables. We will restrict our-
selves to use only the term observable in operational probability theory to
distinguish it from the concept of fuzzy random variable in statistics.
Definition 1.2.5. [16] If (Γ,B) is a measurable space, a B-observable on
(Ω,A) is a map X : B → E(Ω,A) such that
(1) X(Γ) = 1, and
(2) If Ai ∈ B are mutually disjoint, then X(
⋃
Ai) =
∑
X(Ai) where
the convergence of the summation is pointwise.
A B(R)-observable is simply called an observable.
For an observable X, if X(B) is crisp for every B ∈ B, then X is crisp.
Let (Ω,A) and (Γ,B) be measurable spaces. If µ is a probability measure
on (Ω,A) and X is a B-observable on (Ω,A), the distribution of X is the
probability measure µX on B given by
µX(B) := µ(X(B)).
We interpret µX(B) as the probability that X has a value in B when the
system is in the state µ.
Definition 1.2.6. If X is an observable on (Ω,A), µ is a probability mea-
sure on (Ω,A) and u : R→ R is a Borel function, we define the observable
u(X) : B(R) → E(Ω,A) by u(X)(B) = X(u−1(B)). The distribution of
6u(X) becomes
µu(X)(B) = µ(X(u
−1(B))) ∀B ∈ B(R).
Definition 1.2.7. [16] The expectation of an observable X on E(Ω,A) is
defined by
E(X) =
∫
λµX(dλ).
2. Fuzzy Probability Theory
we are often faced with random experiments whose outcomes are ex-
pressed in inexact linguistic terms. As an example, consider a group of
individuals chosen at random who are questioned about the weather on a
particular city on a particular winter day. Some possible answers would
be “cold”,“more or less cold ”,“very cold”,“extremely cold” and so on. A
natural question which arises with reference to this example is: What is
the average opinion about the weather in that particular city? A possible
way of handling situation like this is by using the concept of fuzzy sets and
fuzzy functions which has been found useful in many applications, notably
in pattern recognition, clustering, information retrieval, and system analy-
sis [31]. Hence the concept of fuzzy random variable here was defined as a
tool for representing relationships between the outcomes of a random ex-
periment and an inexact data. By inexactness here we mean nonstatistical
inexactness that is due to subjectivity and imprecision of human knowledge
rather than to the occurrence of random events [32].
2.1. Fuzzy Sets. The definitions in fuzzy probability theory are more com-
plicated so we need to redefine some fundamental concepts. Let (Ω,A, P )
be a probability space.
Definition 2.1.1. [31] A sequence of sets {Ck}k, Ck ⊆ Rn converges to a
set C denoted by C = limkCk if
C = lim inf Ck = lim sup Ck
where
lim inf Ck = {x ∈ Rn : x = lim
n→∞
xk, xk ∈ Ck},
lim sup Ck =
∞⋂
k=1
(
∞⋃
m=k
Cm),
7where B¯ denotes the closure of B.
Note that the limit and the closure are defined with respect to the Euclid-
ian metric on Rn.
Definition 2.1.2. [31] A set-valued function is a function F : Ω→ P(Rn)
where P(Rn) is the power set of Rn, such that F (ω) 6= ∅ ∀ω ∈ Ω.
Define the space L1(P ) to be the set of P- integrable functions f : Ω →
Rn.
Definition 2.1.3. [31] We denote by S(F ) the set of all L1(P ) selections
of F ; that is,
S(F ) = {f ∈ L1(P ) : f(w) ∈ F (w) a.e.}.
The Aumann integral of F is defined by
(A)
∫
F = {
∫
Ω
fdP : f ∈ S(F )}.
Definition 2.1.4. A set-valued function F : Ω → P(Rn) is called measur-
able if its graph {(ω, x) : x ∈ F (ω)} belongs to A×B, where B denotes the
Borel subsets of Rn.
Definition 2.1.5. A set-valued function F : Ω→ P(Rn) is called integrably
bounded if there is a function h : Ω → Rn, h ∈ L1(P,R) such that ‖x‖ ≤
h(ω) ∀x,w with x ∈ F (ω).
Theorem 2.1.6. [31] If F : Ω → P(Rn)is a set-valued function, then
(A)
∫
F is a convex subset of Rn.
Theorem 2.1.7. [31] If F : Ω→ P(Rn) is measurable and itegrably bounded
set-valued function, then (A)
∫
F 6= ∅.
Theorem 2.1.8. [31] If F : Ω → P (Rn) is integrably bounded set-valued
function such that F (ω) is closed for every ω ∈ Ω, then (A) ∫ F is a compact
subset of Rn.
Theorem 2.1.9. [31] If Fk : Ω → P(Rn) are measurable, and if there
exists h ∈ L1(P,R) such that supk≥1 ‖fk(ω)‖ ≤ h(ω) ∀fk ∈ S(Fk) and if
Fk(ω)→ F (ω), then (A)
∫
Fk → (A)
∫
F .
8Definition 2.1.10. Let X be a nonempty set. A mapping A : X → [0, 1] is
called a fuzzy set on X. The value A(x) of A in x ∈ X is called the degree
of membership of X in A.
Let A,B be two fuzzy sets, we say A ⊆ B if A(x) ≤ B(x) ∀x ∈ X.
Definition 2.1.11. Let A,B be two fuzzy sets.
(1) The complement of A, denoted by Ac, is defined by Ac(x) = 1 −
A(x) ∀x ∈ X.
(2) The intersection of A,B is a fuzzy set defined by (A ∩ B)(x) =
T (A(x), B(x)) where T is a triangular norm (i.e., commutative, as-
sociative, nondecreasing in each argument, and T (a, 1) = a ∀a ∈
[0, 1] ).
(3) The union ofA,B is a fuzzy set defined by (A∪B)(x) = S(A(x), B(x))
where S is a triangular conorm (i.e., commutative, associative, non-
decreasing in each argument, and S(a, 0) = a ∀a ∈ [0, 1]).
We will exemplify with some of widely used t-norms and the correspond-
ing t-conorms [29]:
(1) Standard: T (x, y) = min{x, y} and S(x, y) = max{x, y}
(2) Lukasiewicz: T (x, y) = max{x+y−1, 0} and S(x, y) = min{x+y, 1}.
(3) T (x, y) = xy and S(x, y) = x+ y − xy.
(4) T (x, y) =
{
min(x, y), if max(x, y) = 1;
0, otherwise.
and S(x, y) =
{
max(x, y), if min(x, y) = 0;
1, otherwise.
Note that the definitions of union and intersection used in operational prob-
ability theory are special cases of the corresponding definitions in fuzzy
probability theory.
Definition 2.1.12. Given a fuzzy set A of the universe X,
(1) the set {x ∈ X : A(x) > 0} is called the support of A and it is
denoted by supp(A),
(2) the set {x ∈ X : A(x) = 1} is called the kernal of A and it is denoted
by Ker(A),
(3) if α ∈ (0, 1] we define the α-cut of A to be {x ∈ X : A(x) ≥ α}, and
it is denoted by Aα.
(4) A is called normal if the set Ker(A) 6= ∅,
9(5) A fuzzy set A on a convex universe X is called convex iff
A(λx1 + (1− λ)x2) ≥ min{A(x1), A(x2)} ∀x1, x2 ∈ X, ∀λ ∈ [0, 1].
Note that the α-cuts of any fuzzy set A constitute a family {Aα : α ∈
[0, 1]} of nested crisp sets. As we will see the structure of fuzzy probability
theory depends completely on the concept of the α-cuts. In fact, according
to the form of “Resolution Identity” [36, 38], we can reconstruct any fuzzy
set A from the set {Aα : α ∈ [0, 1]} of all α-cuts as the following theorem
indecates.
Theorem 2.1.13. [36, 38] Let A be a fuzzy set. Then A(x) = supα∈[0,1] αIAα(x).
From now on and for simplicity, we will use small letters to represent any
fuzzy set as we do in operational probability theory.
Now we can introduce the main concepts in fuzzy probability theory.
Definition 2.1.14. Let F0(Rn) denote the set of all fuzzy subsets u : Rn →
[0, 1] with the following properties
(1) {x ∈ Rn : u(x) ≥ α} is compact for each α > 0,
(2) {x ∈ Rn : u(x) = 1} 6= ∅.
The set F0(Rn) represents in fuzzy probability theory the codomain or the
range of the random variables instead of merely Rn. This may be the
second essential difference between the two theories where in operational
probability theory the fuzzy sets represent the events since they deal directly
with the sample space Ω.
Throughout this paper, we will restrict our attention to fuzzy sets in
F0(Rn) at the case n = 1 and we will concentrate our attention to a special
kind of fuzzy sets called fuzzy numbers.
Definition 2.1.15. A fuzzy set u ∈ F0(Rn) is called a fuzzy number if u is
convex.
If u is a fuzzy number, then we have uα = {x ∈ R : u(x) ≥ α} = [uα, uα],
where
uα = inf
x∈R
{x : u(x) ≥ α}
and
uα = sup
x∈R
{x : u(x) ≥ α}.
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Definition 2.1.16. The sum of two fuzzy sets u, v is defined as
(u+ v)(x) = sup
y+z=x
min[u(y), v(z)], x ∈ R.
The product of a scalar and a fuzzy set is defined as
(λu)(x) =

u(λ−1x) ifλ 6= 0,
0 λ = 0, x 6= 0
supy∈R u(y) if λ = 0, x = 0.
It is well-known [37] that if u, v are two fuzzy numbers, then
(u+ v)α = [uα + vα, uα + vα].
In fact it can be easily proved that each of the previous definitions (com-
plement, union, intersection, sum of two sets and the product by a scalar)
generalize the corresponding operations of sets [31].
As we will see the probabilities and the expectations in fuzzy probability
theory are represented by fuzzy numbers while they are in operational prob-
ability theory represented by reals. In fact, fuzzy numbers are more flexible
than crisp ones. But very often practitioners are not satisfied with fuzzy
numbers. They need a precisely described, in some sense the best, crisp
decision. In such a situation an adequate defuzzification method should be
used [14, 28, 35]. However we will focuss on some of the most important
defuzzification functions.
Defuzzification methods may be divided into two classes, considering ei-
ther the vertical or the horizontal representation of the membership func-
tion. We will first introduce the most common defuzzification methods
based on vertical representation. They are the center of area (COA) and
the mean of maxima (MOM).
Definition 2.1.17. The defuzzification function D : F0(R)→ R is defined
such that, if u ∈ F0(R), then
(1) (COA method)if we define the probability density function pu such
that
pu(x) =
u(x)∫
u(x)dx
,
then the defuzzification function is defined by D(u) =
∫
x.pu(x)dx,
11
(2) (MOA method) define the defuzzification function such that D(u) =∫
x.Iker(u)dx.
Finally the following defuzzification procedure is denoted by (ALC) [28].
Definition 2.1.18. The defuzzification function D : F0(R)→ R is defined
such that, if u ∈ F0(R), then
D(u) =
1
2
∫ 1
0
(uα + uα)dα.
It is easy to see that for symmetrical fuzzy sets u (that is there is a ∈ R
such that u(a−x) = u(a+x) ∀x ∈ R), the defuzzification result remains un-
changed when we use any of the COA, MOM or ALC methods [28]. Among
the various defuzzification methods we will concentrate on (ALC) method
since it is generally used. Moreover it depend on the α- cut concept, which
is, as we will see, is basic definition in the structure of fuzzy probability
theory and it has also been used for ranking fuzzy numbers [28].
2.2. Fuzzy Random Variables. Similarly to the case of observables in
operational probability theory, fuzzy random variables in fuzzy probability
theory are more flexible than classical random variables and they indeed ex-
tend their range of application. To indicate, consider the following example
which appeared in [31],
Example 2.2.1. Let X denote the diameter of a hole made by drill press
and because of the errors of measurement, let the values of X be fuzzy sets
rather than numbers. Let X : Ω → F0(R) be such that X(ω) is continuous
and has compact support. It is clear that X represents a nonclassical fuzzy
random variable as the following definition indicates.
Definition 2.2.2. A fuzzy random variable (or fuzzy variable) is a function
X : Ω→ F0(Rn)
such that
{(ω, x) : x ∈ Xα(ω)} ∈ A × B
for every α ∈ [0, 1] where
Xα(ω) = {x ∈ Rn : X(ω)(x) ≥ α}.
A fuzzy variable X is called integrably bounded if Xα is integrably bounded
∀α ∈ (0, 1].
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Proposition 2.2.3. [31, 36] Let X : Ω → F0(Rn) be a fuzzy-valued func-
tion. X is a fuzzy random variable if and only if Xα and Xα are random
variables (i. e., measurable functions) for all α ∈ [0, 1].
Theorem 2.2.4. [31] If X : Ω → F0(Rn) is an integrably bounded fuzzy
random variable, then there is a unique fuzzy set υ ∈ F0(Rn) such that∫
Xαdω = {x ∈ Rn : υ(x) ≥ α} ∀α ∈ [0, 1].
Definition 2.2.5. The expectation E(X) of a fuzzy random variable X :
Ω→ F0(Rn) is an element of F0(Rn) such that∫
Xαdω = {x ∈ Rn : (E(X))(x) ≥ α} ∀α ∈ [0, 1].
Although the definition of the expectation doesn’t provide us with the
expectation as a fuzzy set explicitly, we can use the Resolution of Identity
to determine it. In fact the concept of the expectation in fuzzy probabil-
ity theory is the main concept from which we can compute not only the
expectations but also all the considerations of the distribution of X.
Theorem 2.2.6. [12] If X is a fuzzy random variable and max{Xα, Xα} ∈
L1(Ω,A, P ) then for each α ∈ [0, 1], E(X)α = [E(Xα), E(Xα)].
Definition 2.2.7. [31]LetX, Y be two fuzzy random variables. We say that
X,Y are independent if each random variable in the set {Xα, Xα : 0 ≤ α ≤
1} is independent of each random variable in the set {Yα, Yα : 0 ≤ α ≤ 1}.
Definition 2.2.8. We say that X and Y are identically distributed if and
only if Xα and Yα are identically distributed and Xα, and Yα are identically
distributed for all α ∈ [0, 1].
Remark 2.2.9. Let X : Ω → F0(R) be a fuzzy variable such that P (X =
ui) = pi, i = 1, 2, ..., r, where ui : R→ [0, 1] are continuous with compact
support. Then
E(X) =
r∑
i=1
piui,
where the addition and multiplication by scalar are defined in 2.1.16.
The following is a simple example of a fuzzy random variable appeared
in [31].
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Example 2.2.10. Toss a fair coin. Denote the outcomes “Tail” by T and
“Head” by H. Suppose a player loses approximately $ 10 if the outcome is
T, and wins an amount much larger than $ 100 but not much larger than $
1000 if the outcome is H. The fuzzy random variable then is X : {T,H} −→
F0(R), where X(T ) = “ approximately -10,” and X(H) = “much larger
than 100 but not much larger than 1000”. Let -for ( inituitively plausible )
technical reasons - X(T ) = u and X(H) = v, where u, v : R → [0, 1] are
given by u(x) = max{1− (x+10)2
4
, 0} and v(x) = max{1− (x−630)2
3802
, 0}. Since
u, v are continuous with compact support, then
E(X)(x) = sup
y+z=2x
min{max{1− (y + 10)
2
4
, 0},max{1− (z − 630)
2
3802
, 0}}.
In particular, the support of E(X) is [119, 501]
3. From Classical to Fuzzy Probability Theory
3.1. Operational Probability Theory. In this section we will continue
to prove that fuzzy observables generate random variables; in particular,
we will see under what conditions we can say that an observable represents
a random variable. Firstly, we will show how we can define an observable
that corresponds to a given random variable.
Remark 3.1.1. Any random variable X̂ : Ω → R determines an observable
X : B(R)→ E(Ω,A) given by X(B) = I
bX−1(B). Notice that X is crisp here
and the distribution of the observable X coincides with the distribution of
the random variable X̂, since
µX(B) = µ(X(B)) = µ(X̂
−1(B)) = µ
bX(B) ∀B ∈ B(R).
But the converse doesn’t hold.
Example 3.1.2. (1) Refer to Example 1.2.1,1, and define the observ-
able X : B(R)→ E(Ω,A) such that X(B) = Xf (B) ∀B ∈ B(R).
(2) If f, g are random variables on (Ω,A), λ ∈ (0, 1), let Xf , Xg be the
observables generated by f, g; i.e.,
Xf (B) = If−1(B), Xg(B) = Ig−1(B) ∀B ∈ B(R).
Define Y : B(R)→ E(Ω,A) such that
Y (B) = λXf (B) + (1− λ)Xg(B).
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Then Y is an observable which is not crisp. Now if µ is a probability
measure and hence a state on (Ω,A), then the distribution of Y will
be P Yµ where
P Yµ = λP
f
µ + (1− λ)P gµ
which is exactly the probability distribution defined in Example 1.2.1,2.
(3) For every f ∈ E(Ω,A) we can define the observable Xf on (Ω,A) by
Xf (B) :=

0 if {0, 1} ∩B = ∅
f if {0, 1} ∩B = {1}
1− f if {0, 1} ∩B = {0}
1 if {0, 1} ⊆ B.
In fact, there exists a one-to-one correspondence between random vari-
ables and crisp observables.
Theorem 3.1.3. [21] If Γ is a separable metrizable space and B is the σ-
algebra of all Borel subsets of Γ, and X is a crisp B-observable, then there
exists a measurable function f : Ω→ Γ such that X(B) = If−1(B) ∀B ∈ B.
Since the σ-algebra B(Rn), n ∈ N, generated by the usual topology on
Rn is a separable and metrizable, then the theorem is valid for any B(Rn)-
observable, n ∈ N [17].
3.2. Fuzzy Probability Theory. We will see now how fuzzy random vari-
ables extend the usual ones. We know that in classical probability theory
the probability of an event A is the the expectation of the indicator function
IA. Similarly we can do the same in fuzzy probability theory to get P (A).
Lemma 3.2.1. Fuzzy probability theory preserves the probabilities of the
classical events in any probability space (Ω,A, P ).
Proof. Let A ⊆ Ω, define a fuzzy random variable X : Ω → F0(R) corre-
sponding to IA such that
X(ω) =
{
I{1} ∀ω ∈ A,
I{0} otherwise.
X is indeed a fuzzy random variable since for α = 0,
{(ω, x) : x ∈ X0(ω)} = Ω× R ∈ A× B,
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while for every α ∈ (0, 1],
{(ω, x) : x ∈ Xα(ω)} = (A× {1}) ∪ (A× {0}) ∈ A× B.
Note that the probability of the event A is the expectation of its corre-
sponding random variable X. So since
Xα(ω) =

{
{1} ∀ω ∈ A,
{0} ∀ω /∈ A. ∀α ∈ (0, 1],
R at α = 0.
Xα : Ω→ R is a set-valued function for which S(Xα) = {IA} by Definition
2.1.3 and ∫
Xα = {
∫
IAdP} = {P (A)} ∀α ∈ (0, 1].
Hence E(X)(r) > 0 only for r = P (A) and E(X)(P (A)) ≥ α ∀α ∈ [0, 1]
which implies that E(X) = IP (A). By using the ALC defuzzification method
we get
D(E(X)) =
1
2
∫ 1
0
(E(X)α + E(X)α)dα =
1
2
∫ 1
0
(P (A) + P (A)) = P (A).
In fact if we use any of the other defuzzification methods will get the same
result since the fuzzy set is symmetrical. 
Moreover, a fuzzy random variable preserves the same properties of the
original random variable as we indicate in the following theorem.
Theorem 3.2.2. For any probability space (Ω,A, P ), fuzzy probability the-
ory preserves the distribution and the expectation of any classical random
variable f : Ω→ R.
Proof. Let f : Ω → R be a classical random variable with expectation µf .
For every B ∈ B, the probability of B with respect to the random variable f
is given classically by P (f−1(B)). In fuzzy probability theory, by applying
Lemma 3.2.1 to the event A = f−1(B), the probability of B is P (f−1(B)).
Hence the distribution of f is preserved in fuzzy probability theory. Now
define the fuzzy random variable X : Ω → F0(R) corresponding to f such
that X(ω) = I{f(ω)}. Note that X is indeed a fuzzy random variable since
{(ω, x) : x ∈ Xα(ω)} = {(ω, f(ω)) : ω ∈ Ω}
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for every α ∈ (0, 1]. So we will prove that
{(ω, f(ω)) : ω ∈ Ω} ∈ A × B.
Since f : Ω → R is measurable, we can construct two sequences of simple
functions si, ri such that
s1 ≤ s2 ≤ · · · ≤ f,
and
∞ ≥ r1 ≥ r2 ≥ · · · ≥ f.
But for each simple functions si, the set
Ui = {(w, x) : si(ω) ≤ x}
is a countable union of measurable sets of the form A × [r,∞) for some
A ∈ A, r ∈ R, since si is simple function and hence is measurable. Similarly,
for each simple function ri, the set
Li = {(w, x) : x ≤ ri(ω)}
is a countable union of measurable sets of the form A × (−∞, r] for some
A ∈ A, r ∈ R. So
Ui \ Li = {(w, x) : si(ω) ≤ x ≤ ri(ω)}
is measurable ∀i ∈ N. But
{(ω, f(ω)) : ω ∈ Ω} =
∞⋂
i=1
Ui \ Li ∈ A× B.
Now if α = 0, we also have
{(ω, x) : x ∈ X0(ω)} = Ω× R ∈ A× B.
Now to find the expectation of X, note that
Xα(ω) =
{
{f(ω)} ∀α ∈ (0, 1],
R at α = 0.
Hence Xα : Ω → R is a set-valued function for which S(Xα) = {f} (by
Definition 2.1.3) and∫
Xα = {
∫
f dP} = {µf} ∀α ∈ (0, 1].
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Thus E(X)(r) > 0 only for r = µf and E(X)(µf ) ≥ α ∀α ∈ [0, 1] which
implies that E(X) = I{µf}. Now by using any of the defuzzification methods
we get D(E(X)) = µf . Therefore fuzzy probability theory preserves the
expectations and this complete the proof. 
4. Between Observables and Fuzzy Random Variables
We can summarize the difference between the two theories by saying
that while operational probability theory has more applied range, fuzzy
probability theory is more flexible. In fact since the probabilities and the
expectations are presented in fuzzy probability theory as fuzzy sets, this
gives us the possibility to choose to each situation the suitable defuzzifica-
tion method. Moreover, fuzzy probability theory is also more flexible in its
definition of the operations on fuzzy sets.
On the other hand, we may notice that while the two theories extend
classical probability theory, operational probability theory seems to be a
smooth extension of classical probability theory and more analogous to it
in its whole appearance. But we can’t ignore the fact that fuzzy probability
theory is widely used in many applied fields. To explain this fact, note that
fuzzy set theory has been developed since 1965 [40]. Meanwhile there are
numerous fields that used it [29]. So many algorithms have been developed
to simplify the dealing with fuzzy sets [28]. As a result and since fuzzy
probability theory uses the same developed concepts of fuzzy set theory,
this contributes to developing fuzzy probability theory more rapidly and
hence it is widely used [12].
We will try to find a suitable way to compare the main concepts of the
two theories. In the following two subsections we will distinguish between
two approaches.
4.1. The First Approach. Suppose that O : B(R) → E(Ω,A) is an ob-
servable. Since the σ-algebra on R is the Borel σ-algebra, the singleton
sets in R are measurable sets. It is well known that ∀B ∈ B(R) , O(B)
corresponds to a degree of a membership function [18]. In fact, O(B)(ω)
represents the possibility that ω has a value in B. Hence if r ∈ R, then
O({r})(ω) represents the possibility that ω has the value r. On the other
hand, if X : Ω → F0(R) is a fuzzy random variable, then X(ω)(r) also
represents the possibility that ω has the value r. So if we begin with
an observable O, if ∀ω ∈ Ω, the probability measure O(ω) defined by
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O(ω)(B) = O(B)(ω) is an atomic measure, then for any fuzzy random vari-
able corresponding to the observable O, it will be totaly determined by
X(ω)(r) = O({r})(ω)∀ω ∈ Ω, r ∈ R.
Example 4.1.1. Consider the observable generated by two or more classical
random variables defined in Example 4.1.2.2; if we let Ω = R, λ = 1
2
and
f(ω) = I[0,1], g(ω) = I[2,3], we will have
O({x})(ω) = 1
2
If−1({x})(ω) +
1
2
Ig−1({x})(ω)
=
{
1
2
I{0,1}(x), if ω ∈ [0, 1] ∪ [2, 3],
I{0}(x), otherwise.
Note that the possibility that ω takes any of the values 0, 1 for each ω ∈
[0, 1] ∪ [2, 3] is indeed 1
2
. Now if we have a corresponding fuzzy random
variable X we would have X(ω)(x) = O({x})(ω), and hence X(ω) would
not be normal since the set {x : X(ω)(x) = 1} = ∅ ∀ω ∈ [0, 1] ∪ [2, 3]. So
the conditions of a fuzzy random variable break down here.
Refereing to the pervious example, although the fuzzy set X(ω) doesn’t
belong to F0(R), if we continue to find the expectation by the techniques
provided by fuzzy probability theory we will have X(ω)(x) = O({x})(ω).
Hence if 0 < α ≤ 1
2
,
Xα(ω) =
{ {0, 1}, if ω ∈ [0, 1] ∪ [2, 3],
{0}, otherwise,
and if 1
2
< α ≤ 1,
Xα(ω) =
{ ∅, if ω ∈ [0, 1] ∪ [2, 3],
{0}, otherwise.
It is clear that Xα is not a set-valued function. So we can’t compute the
expectations. This may suggest that we need to extend fuzzy probability
theory by extending the set F0(R) to contain fuzzy sets that are not normal
and to find a suitable extension to the definition of expectation. If we suc-
ceed in doing so, we will surely increase the effectiveness of fuzzy probability
theory.
19
4.2. The Second Approach. As we have seen, the main difference be-
tween the two theories lies in their definitions of random variables. That
is, if O : B(R) → E(Ω,A) is an observable, then each ω ∈ Ω determines
a probability measure on B(R). But if X : Ω → F0(R) is a fuzzy random
variable, then each ω ∈ Ω determine a fuzzy set X(ω) which is a continuous
function on R with compact support, and hence it determine a probability
measure νω : B(R)→ [0, 1] given by
(4.1) νω(B) =
∫
B
X(ω)(x)dx∫
RX(ω)(x)dx
,
where the integration is taken with respect to Lebesgue measure.
Theorem 4.2.1. If the σ-algebra A in the probability space (Ω,A, P ) is the
power set, then any fuzzy random variable determines an observable.
Proof. Let X : Ω → F0(R) be a fuzzy random variable. Define for each
ω ∈ Ω the probability measure νω : B(R) → [0, 1] as in 4.1. Define the
observable O : B(R) → E(Ω,A) such that O(B) : Ω → [0, 1] is defined as
O(B)(ω) = νω(B). Now if the σ-algebra A is the power set of Ω, then the
function O(B) : Ω→ [0, 1] is measurable and hence O : B(R)→ E(Ω,A) is
an observable. 
Note that in many cases the σ-algebra A defined on Ω is the power set,
especially when Ω is a countable set.
Example 4.2.2. Refer to Example 2.2.10, and note that the fuzzy sets
X(T ), X(H) are
X(T )(x) = u(x) =
{
1− (x+10)2
4
, −12 ≤ x ≤ −8;
0, otherwise.
X(H)(x) = v(x) =
{
1− (x−360)2
3802
, 250 ≤ x ≤ 1010;
0, otherwise.
So we can define an observable O : B(R) → E(Ω,A) corresponding to X
such that for every B ∈ B(R), O(B) is the effect defined by
O(B)(T ) =
3
8
∫
B∩[−12,−8]
1− (x+ 10)
2
4
dx,
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and
O(B)(H) =
3
1520
∫
B∩[250,1010]
1− (x− 360)
2
3802
dx.
We need now to compare the observable O with the fuzzy random variable
X. So let µO : B(R) → [0, 1] be the distribution of the observable O. Let
B ∈ B(R),
µO(B) = E(O(B));as O(B) is a classical random variable on (Ω,A, P )
= O(B)(T )P ({T}) +O(B)(H)P ({H})
=
1
2
[O(B)(T ) +O(B)(H)].
Hence the accumulated distribution function of O is given by
FO(x) = µO((−∞, x]) = 1
2
[
3
8
∫ x
−∞
u(x)dx+
3
1520
∫ x
−∞
v(x)dx].
So it can be easily seen that the density function of the observable O is
fO(x) =
dFO(x)
dx
=
1
2
[
3
8
u(x) +
3
1520
v(x)].
Hence the expectation of the observable O is
E(O) =
∫ ∞
−∞
(
x
2
[
3
8
u(x) +
3
1520
v(x)])d x
=
1
2
[
3
8
∫ −8
−12
x(1− (x+ 10)
2
4
) dx+
3
1520
∫ 1010
250
x(1− (x− 360)
2
3802
) dx]
= −5 + 315.
= 310
Note that if we compute the expectation of the fuzzy random variable X using
the tools expressed in Theorem 2.2.6, we will find that E(X) = max{1 −
(x−310)2
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, 0}. So we find that our result E(O) = 310 is very acceptable since
it is exactly the result of applying any of the defined defuzzification methods
on Section 2.1 to the expectation E(X) of the fuzzy random variable X.
Example 4.2.3. Comparing the observable defined in Example 1.2.1,1 and
the fuzzy random variable defined in Example 2.2.1, we can notice that each
of them deals with a classical random variable whose values subject to error
in measurement. The error in measurements for each ω ∈ Ω is expressed in
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the first example by a probability measure and in the second example by a
fuzzy set which is continuous and has compact support. Note that although
we can easily transform the continuous fuzzy set with compact support to a
probability measure as mentioned above in this subsection, the importance
of these examples lies in establishing the strong connections between the two
corresponding concepts of random variables in each of the two theories.
We prove that a big class of fuzzy random variables can be easily trans-
formed into observables; this suggests that the transformation idea can give
us a new ideas to defuzzify fuzzy sets and to compute the expectation of
fuzzy random variables in fuzzy probability theory.
Conclusions and Further Work. In this paper, the main concepts of
operational probability theory and fuzzy probability theory are represented.
Although each of them has been developed independent of the other and
each one has its own structure, it was found that the comparison makes
sense between the two theories. It is expected that by further research and
if thinking is revised about the membership function, as the discussion in
Subsection 4.1 suggests, more common features of the two theories can be
found.
Moreover, in quantum mechanics, the intersection of two effects has a
complicated nature since it may or may not exist. Even when the inter-
section operation exists, no obvious way can be used to represent it. So, it
is recommended that the definition of the intersection should be redefined
in operational probability theory. It is also recommended to make use of
the fact that the intersection operation in fuzzy probability theory depends
on the concept of t-norms, which may give new possibilities for solving this
dilemma of the intersection operation in fuzzy probability theory. Hence,
it will be of great importance if the two theories are unified in a new one
which extends the classical probability theory and utilizes the advantages
of both operational and fuzzy probability theory.
References
[1] E. G. Beltrametti and S. Bugajski, A classical extension of quantum mechanics, J.
Phys. A: Math. Gen. 28 (1995), 3329–3334.
[2] , Remarks on two slit probabilities, Foundation of physics 30 (2000), no. 9,
1415–2429.
22
[3] , Quantum observables and operational probability theory, Foundation of sci-
ence 7 (2002), 197–212.
[4] , Quantum observables in classical framework, Intr. J. Theor. Phys. 34
(1995), no. 8, 1221–1228.
[5] , Fuzzy stochastic processes, Open Sys. & Information Dyn. 5 (1998), 169–
185.
[6] , Fundementals of fuzzy probability theory, Int. J Theor. Phys. 35 (1996),
2229–2244.
[7] , On fuzzy random variables and statistical maps, Rep. Math. Phys. 41
(1998), no. 1, 1–11.
[8] , Statistical maps ii. operational random variables and the bell phenomenon,
Mathematica Slovaca 51 (2001), no. 3, 343–361.
[9] Anatolij Dvurecenskij, Fuzzy set representations of some quantum structures, Fuzzy
Sets And Systems 101 (1999), 67–78.
[10] P. Dvuresenenskij and B. Riecan, Decomposition of measure on orthoagebras and
difference posets, Int. J Theor. Phys. 33 (1994), no. 7, 1387–1404.
[11] D. Foulis, R. Greechie, and G. Ruttimann, Filters and supports in orthoalgebra, Int.
J. Math. Phys. 31 (1992), 787–807.
[12] Maria Angeles Gill, Gil Gonzalez, Ana Colubi, A fuzzy representaion of random
variables: An operational tool in exploratory analysis and hypothesis testeng, Com-
putational statistics and data analysis 51 (2006), 163– 176.
[13] Roberto Giuntini and Heinnze Greuling, Toward a formal language for uncharp
properties, Found. Phys. 19 (1989), no. 7, 931–945.
[14] Przemyslaw Grzegorzewski, Fuzzy tests- defuzzification and randomization, Fuzzy
Sets and Systems 118 (2001), 437–446.
[15] S. Gudder, Semi-orthoposets, Int. J. Theor. Phys. 35 (1996), no. 6, 1141–1173.
[16] , Fuzzy probability theory, Demonestratio Math. 31 (1998), no. 3, 235–254.
[17] , Observables and statistical maps, Found. Phys. 29 (1999), 877– 897.
[18] , What is fuzzy probability theory, Found. Phys. (2000), 877– 897.
[19] Stanly P. Gudder, Quantum probability, Academic Press, Inc., 1988.
[20] E. D. Habil, orthosummable orthoalgebras, Int. J. Theor. Phys. 33 (1994), 1957–
1984.
[21] E. D. Habil and T. Z. Nasr, On fuzzy probability theory, Int. J. Theor. Phy. 41
(2002), no. 4, 791–810.
[22] Ralf Ko¨rner, On the variance of fuzzy random variables, Fuzzy sets and systems 92
(1997), 83–93.
[23] , An asymptotic α-test for the expectation of random fuzzy variables, Journal
of statistical planning and inference 83 (2000), 331–346.
[24] F. Koˆpka and F. Chovanec, D-posets, Math. Slovaca 44 (1994), 21–34.
[25] Maria Asuncion Lubiano Manuel Montenegro, Maria Rosa Casals and Maria Angeles
Gil, Two- sample hypothesis tests of means of a fuzzy random variable, Information
Sciences 133 (2001), 89–100.
23
[26] Radko Mesiar, Do fuzzy quantum structures exists, Int. J. Theor. Phys. 34 (1995),
no. 8, 1609–1613.
[27] M. Navera and P. Ptak, Difference posets and orthoalgebra, Busefal 69 (1997), 64–64.
[28] Mourad Oussalah, On the compatibility between defuzzification and fuzzy arithmetic
operations, Fuzzy Sets and Systems 128 ((2002), 247260.
[29] Horia F. Pop, Data analysis with fuzzy sets: A short servay, Stdia univ. Babes-
Bolyai, informatica XLIX (2004), no. 2, 111–122.
[30] Pavel Ptak and Sylvia Pulmannova, Orthomodular structures as quantum logics,
Kluwer Academic Publishers, 1991.
[31] Madan L. Puri and Dan A.Ralescu, Fuzzy random variable, J. Math. Anal. Appl.
114 (1986), no. 1, 409–422.
[32] Madan L. Puri and Dan A. Ralescu, The concept of normality for fuzzy random
variables, The Annals of probability 13 (1985), no. 4, 1373–1379.
[33] Jaroslow Pykacz, Fuzzy set ideas in quantum logics, Int. J. Theor. Phys. 31 (1992),
no. 9, 1767–1783.
[34] Joe Halliwell Qiang Shen, From fuzzy probabilities to linguistic probability theory,
Proc. of the Second IEEE Inter. Conf. on Fuzzy Systems, vol. 2, 1993, pp. 1059–
1068.
[35] Etienne Kerre Werner Van Leekwijck, Defuzzification: criteria and classification,
Fuzzy sets and systems 108 (1999), 159–178.
[36] Hsien-Chung Wu, The fuzzy estimators of fuzzy parameters based on fuzzy random
variable, European Joural of operational research 146 (2003), 101–114.
[37] , Statistical hypothesis testing for fuzzy data, Information sciences 175 (2005),
30– 56.
[38] L. Zadeh, The concept of linguistic variable and its application to approximate reson-
ing. part 2, Information science 8 (1975), 301– 353.
[39] , Fuzzy probabilities, Information Processing Managment 20 (1984), 363–372.
[40] L. A. Zadeh, Fuzzy sets, Information Cont. 8 (1965), 338– 353.
