Summary The Radon-Nikodym derivative between a centered fractional Brownian motion Z and the same process with constant drift is derived by nding an integral transformation which changes Z to a process with independent increments. A representation of Z through a standard Brownian motion on a nite interval is given. The maximum likelihood estimator of the drift and some other applications are presented.
Introduction
Throughout this paper, we denote by Z t t0 a normalized fractional Brownian motion FBM with self-similarity parameter H 2 0; 1, characterized by the following properties:
i Z t has stationary increments; ii Z 0 = 0 , and EZ t = 0 for all t;
iii EZ 2 t = jtj 2H for all t; iv Z t is Gaussian; v Z t has continuous sample paths.
We assume that Z is de ned on a probability space ; F; P and denote by F t t0 the ltration history generated by Z.
This process was originally de ned and studied by Kolmogorov 1940 Note that the choice H = 1 =2 gives a standard Brownian motion, and another special case H = 1 gives a deterministic process with linear paths. In all cases, FBMs are self-similar processes. The sample path assumption v above can be strengthened to H lder continuity this follows from Kolmogorov's criterion for the continuity of sample paths, see Revuz and Yor 1991: Theorem 1.1 The sample paths of a continuous fractional Brownian motion with parameter H are, outside a negligible event, H lder continuous with every exponent H .
When H = 2 f 1=2; 1g, the FBM is neither a Markov process nor a semimartingale see, e.g., Liptser and Shiryaev 1986 , Example 2 of Section 4.9.13. It is, however, a process with a simple structure, and several interesting objects related to it have explicite expressions. For example, a formula for the conditional expectation E Z T j Z s : s 2 0; t , 0 t T, was found by Gripenberg and Norros 1996 cf. Molchan 1969 ; see subsection 5.3 below. The aim of this work was to nd a counterpart to the Girsanov theorem for Brownian motion, which states, in its simplest form, the following. Let W bethe standard Brownian motion, de ned on some probability space ; F; P , and let F t t0 bethe ltration generated by W. Then, for any xed numbera, L t = e aWt, 1 2 a 2 t is a martingale with expectation 1 such that, for any T 0, with respect to the measure dP a;T : = L T dP , W t t2 0;T is a standard Brownian motion with drift a. Since a Radon-Nikodym derivative process is always a martingale, a central problem is how to construct an appropriate martingale which generates the same ltration as the non-semimartingale Z, called here a fundamental martingale.
A classical technique to study the absolute continuity of Gaussian distributions in function spaces is based on reproducing Hilbert space methods. Within this framework, Molchan obtained results on FBM Molchan 1969; Molchan and Golosov 1969 . Recently, stochastic analysis for FBM has beendeveloped by Decreusefond and st nel 1997 using Malliavin calculus. In the present paper, we show that many basic results can be obtained more directly with rather elementary arguments and computations.
The paper is organized as follows. In Section 2, heuristic insight is obtained from a discrete time consideration, and some simple technical tools are reviewed. The process M is de ned and shown to be a fundamental martingale in Section 3. In Section 4, the desired Girsanov formula is found to beof the same form as in the classical case, with M taking the role of W. Four applications of the theory are discussed in Section 5. We note that the study of the fundamental martingale M yields a maximum likelihood estimator of the drift, a representation of Z in terms of standard Brownian motion on a nite interval, a new derivation of the prediction formula of Gripenberg and Norros 1996, and a simple di usion approximation of the FBM.
2 Preliminaries 2.1 Heuristics from the discrete time case Let X n , n = 1; 2; : : : , be a centered Gaussian sequence de ned on a probability space ; F; P . Assume that the covariance matrix R n = CovX 1 ; : : : ; X n is invertible for every n. The vector X n = X 1 ; : : : ; X n has the probability density function f n x = exp, 1 2 x T R ,1 n x= p 2 n DetR n . Let a bean arbitrary real number. Denote by 1 n 2 R n a v ector of ones. Then for any n, the random variable L a n = f n X n , a1 n f n X n = e x p a1 T n R ,1 n X n , a 2 2 1 T n R ,1 n 1 n has mean 1, and with respect to the probability dP a n = L a n dP , the random variables X 1 ; : : : ; X n have their original covariances but mean a. By a general property of RadonNikodymderivatives, L is a martingale. Moreover, the same holds for the sequence M n = 1 T n R ,1 n X n appearing in the de nition of L. Indeed, using the notation
B 1n b n+1
;
we have the relations B n + B n1 R 1n R ,1 n = R ,1 n ; B 1n + b n+1 R 1n R ,1 n = 0 :
The martingale condition E M n+1 j X 1 ; : : : ; X n = M n follows using 2.1 and the identity E X n+1 j X 1 ; : : : ; X n = R 1n R ,1 n X n :
Since M is a Gaussian sequence, the martingale property implies that M has independent increments. Note that this orthogonalization of the sequence X is not identical to the Gram-Schmidt orthogonalization. Hence we can write L n = e x p aM n , a 2 2 hM;Mi n ; where hM;Mi n is the angle bracket process of the martingale M.
M n can be interpreted as the integral of the deterministic function w n i = 1 T n R ,1 n i with respect to the cumulative process Z k = P k 1 X i . Plotting the points i; w n i for a discrete process can be used for guessing the expression for the corresponding weight function for a related continuous time process. In the case of fractional Brownian motion Z with H 1=2, the discrete time weight function w n i for X i = Z i , Z i,1 is seen to have the form of the letter U. This suggests that in the continuous time, the process M t = where h hi i denotes the usual inner product of L 2 0; 1. Denote by L 2 , the space of equivalence classes of measurable functions f such that h hf;fi i , 1. Now, it is easy to check that the association Z t 7 ! 1 0;t can be extended to an isometry between the Gaussian space generated by the random variables Z t , t 0, as the smallest closed linear subspace of L 2 ; F; P containing them, and the function space L 2 , . For f 2 L 2 , , the integral R 1 0 ft d Z t can now bede ned as the image of f in this isometry.
For H 1=2, the integral in the above de nition of , diverges, and we h a ve to de ne the operator in another way. In this case, an appropriate de nition of , is ,ft = H Z 1 0 jt , sj 2H,1 sgnt , s d fs:
We i n terprete f0, = 0 so that, for example, the indicator function 1 0;t is identi ed with the signed measure 0 , t . It is again easy to check that Z t 7 ! 1 0;t de nes an isometry.
Below we apply , only to explicitly given functions f.
If f has bounded variation, the integral R T 0 ft d Z t ! can bede ned ! by ! as a limit of Riemann sums, and it is easy to see that the integral obtained coincides with the L 2 integral almost surely. The convergence of these Riemann sums is equivalent to that of the usual Riemann-Stieltjes integral appearing at the right h a n d s i d e o f t h e i n tegration by parts formula
2.2 and thus guaranteed by the continuity o f t h e sample paths of Z.
Much stronger results can beobtained using the H lder continuity of most sample paths of Z Theorem 1.1. In fact, all processes considered in this paper, obtained from each other by integrating fractional powers or a little more complicated integrands with respect to a Gaussian process, can be de ned by pathwise integration outside a set of measure zero. The basic idea why this is possible is presented in the following elementary lemma. where the change of the order of integration is easily justi ed since the integrand is bounded. Taking the limit under the integration sign is allowed by the dominated convergence theorem, using 2.3 with = , 1. Finally, apply 2.3 to the both terms to obtain the desired inequality jgt , gsj K 0 jt , sj + with a certain constant K 0 .
It is straightforward to extend the above arguments to the somewhat more complicated integrands with fractional power singularities which appear throughout this paper. For more general theory, we refer to the recent paper by Feyel and de La Pradelle 1996 and the references therein.
Equations for integrals of fractional powers
The following relations between integrals of fractional powers play a central role in this paper. The latter can bederived using item ii of Lemma 2.2 once in both directions, integrating by parts between.
Note that for H 1=2, the function ,wt; has a singularity a t t.
3 The fundamental martingale M As noted in the Introduction, the fractional Brownian motion is not a semimartingale. Its paths are continuous with locally unbounded variation but with zero quadratic variation. Thus, we could alternatively have proved Theorem 3.4 by solving these pathwise integral equations.
Remark 3.6 It is well known that all right c o n tinuous square integrable F W t -martingales can beexpressed as stochastic integrals with respect to W. Since the ltrations F W t and F t coincide up to sets of measure zero, it follows that all right c o n tinuous square integrable F t -martingales can be expressed as stochastic integrals with respect to W. Since W itself is obtained from Z with an integral transform, one could expect that all the above mentioned martingales could also berepresented as suitably de ned stochastic integrals with respect to Z. It seems, however, that it is still not clear how the theory of stochastic integration with respect to non-semimartingales should be built. By a standard result of martingale theory, E t M is a martingale with expectation 1. Let us restrict to a nite time interval 0; T . For a 2 R, let P a be the probability o n ; F T ; P de ned by the relation dP a dP
It is easy to see that if the measure P a can be extended to the -algebra F 1 , this extension is singular with respect to P.
In this section we prove the Girsanov type result that E T aM is in fact the likelihood ratio between the two hypotheses H 0 With respect to the measure P the process X is a fractional Brownian motion with index H, i.e. X t = Z t . H a With respect to the measure P a the process X is a fractional Brownian motion with constant drift a, i.e. X t = Z t + at.
Theorem 4.1 With respect to the measure P a , the process Z is a fractional Brownian motion with drift a, i.e., the distribution of Z with respect to P a is the same as the distribution of Z t + at with respect to P = P 0 .
Proof It is su cient to prove that the nite dimensional distributions of Z with respect to the measure P a are those of a fractional Brownian motion with a drift a. An obvious choice for an estimator of the drift would of course be the mean Z T =T which is an unbiased estimator with variance t 2H,2 . Thus, the variances of these two unbiased estimators di er by the constant multiplier 1=c 2 2 . Now, the function H 7 ! 1=c 2 H has an interesting shape see Figure 5 .1. For H 1=2, 1=c 2 H is very close to one, so that the maximum likelihood estimator gives only negligible improvement o ver the simple mean.
On the other hand, 1=c 2 H is much less than one for small H, and using the maximum likelihood estimator can give a clear advantage. The corresponding fact has beenobserved in a more general time series context by Samarov and Taqqu 1988. 5. The theory developed in this paper o ers a new way to derive this result. We only have to transform the prediction formula 5.2 into an integral with respect to Z. To transform the result to the form given above requires, however, a rather long computation, and we skip the details here.
5. as an approximation to Z for some practical purposes.
