Abstract. Convergence results for the restrictive additive Schwarz (RAS) method of Cai and Sarkis [SIAM J. Sci. Comput., 21 (1999), pp. 792-797] for the solution of linear systems of the form Ax = b are provided using an algebraic view of additive Schwarz methods and the theory of multisplittings. The linear systems studied are usually discretizations of partial differential equations in two or three dimensions. It is shown that in the case of A symmetric positive definite, the projections defined by the methods are not orthogonal with respect to the inner product defined by A, and therefore the standard analysis cannot be used here. The convergence results presented are for the class of M -matrices (and more generally for H-matrices) using weighted max norms.
1. Introduction. In this paper we bring forth results from multisplitting theory to study the class of restrictive additive Schwarz (RAS) methods which were recently introduced [11] as an efficient alternative to the classical additive Schwarz preconditioner. Practical experiments have proven RAS to be particularly attractive because it reduces communication time while maintaining the most desirable properties of the classical Schwarz methods [9, 11] . RAS preconditioners are widely used in practice and are the default preconditioner in the PETSc software package [1] .
Up until now there is no general convergence theory for RAS. The purpose of this paper is to provide such a theory for a general class of matrices including Mmatrices. Our convergence theory is developed in terms of weighted max norms and, in some cases, in terms of the spectral radius of the iteration matrix. A disk in the complex plane containing the spectrum of the preconditioned matrix is thus obtained. Some of the tools we use were developed in [23] for the analysis of classical additive Schwarz methods; see also [2] . Our results provide the theoretical underpinnings for the behavior of the preconditioners as observed in [11] . The theory we develop is not complete in the sense that we do not get quantitative results (like mesh independence in the presence of a coarse grid, for example). However, as we shall stress later, such results can be obtained indirectly by using some of the comparison results of section 6 and classical results for the usual additive Schwarz method.
Our approach is purely algebraic, and therefore our results apply to discretization of differential equations as well as to algebraic additive Schwarz. We believe that the algebraic tools used here and in [2, 23] complement the usual analytic tools used for the analysis of Schwarz methods; see, e.g., the books [31, 36] and the extensive bibliography therein.
We formulate all our results in terms of a quantity r ∈ [0, 1) which represents the spectral radius of the respective iteration matrix or an upper bound for that spectral radius. If we view the methods as preconditioners, our results may be restated as saying that the spectrum of the preconditioned system is contained in the circle with center 1 and radius r in the right half plane. Note that such a half plane condition, together with the assumption of diagonalizability, guarantees restarted GMRES to converge for any restart value [34] . Moreover, we may expect GMRES to converge faster when r becomes smaller, although the precise convergence behavior of GMRES does not depend only on the eigenvalues (and even less on circles containing those).
This paper is organized as follows. We start by giving algebraic representations of the usual and the restricted additive Schwarz method and we introduce the splittings associated with each of the methods. In section 3 we show that the RAS preconditioner is a sum of oblique projections. The algebraic representation and the analysis in section 3 holds for general nonsingular matrices, while in the rest of the paper we generally assume that the matrix associated with the linear system is an M -matrix (or more generally an H-matrix). Section 4 contains our central convergence theorem for RAS, whereas in section 5 we study the effect of overlap on the quality of the preconditioner. We then deal with several variants of the RAS preconditioner in section 6. Both sections 5 and 6 also identify situations where one can compare the rate of convergence of different RAS variants. In section 7 we indicate how to study the case of inexact local solutions. We finish with some brief observations on coarse grid corrections, i.e., two-level schemes (section 8), and on nonstationary and asynchronous variants (section 9).
2. The algebraic representation. The linear system in R n is given as
As in [11] we consider p nonoverlapping subspaces W i,0 , i = 1, . . . , p, which are spanned by columns of the identity I over R n and which are then augmented to produce overlap. For a precise definition, let S = {1, . . . , n} and let
be a partition of S into p disjoint, nonempty subsets. For each of these sets S i,0 we consider a nested sequence of larger sets S i,δ with
so that we again have S = ∪ p i=1 S i,δ for all values of δ, but for δ > 0 the sets S i,δ are not necessarily pairwise disjoint, i.e., we have introduced overlap. A common way to obtain the sets S i,δ is to add those indices to S i,0 which correspond to nodes lying at distance δ or less from those nodes corresponding to S i,0 in the (undirected) graph of A. This approach is particularly adequate in discretizations of partial differential equations where the indices correspond to the nodes of the discretization mesh; see [6, 9, 10, 11, 16, 36] .
Let n i,δ = |S i,δ | denote the cardinality of the set S i,δ . For each nested sequence from (2.2) we can find a permutation π i on {1, . . . , n} with the property that for all δ ≥ 0 we have π i (S i,δ ) = {1, . . . , n i,δ }.
We now build matrices R i,δ ∈ R n i,δ ×n whose rows are precisely those rows j of the identity for which j ∈ S i,δ . Formally, such a matrix R i,δ can be expressed as
with I i,δ the identity on R n i,δ . Finally, we define the weighting matrices
and the subspaces
Note the inclusion W i,δ ⊇ W i,δ ′ for δ ≥ δ ′ , and in particular W i,δ ⊇ W i,0 for all δ ≥ 0. We view the matrices R i,δ as restriction operators and R T i,δ as prolongations. We can identify the image of R T i,δ with the subspace W i,δ . For each subspace W i,δ we define a restriction of the operator A on W i,δ as
The classical additive Schwarz method consists of the following algorithm for solving (2.1).
Algorithm 2.1 (additive Schwarz). Solve the equation
AS,δ b by a Krylov subspace method, where the preconditioner is defined by
In order to describe the restricted additive Schwarz method we introduce "restricted" operators R i,δ as
in the sense that the image of the latter, W i,δ , is restricted to its subspace W i,0 , the space from the nonoverlapping decomposition. The restricted additive Schwarz method from [9, 11] replaces the prolongation operator R 
instead of (2.4).
1 For practical parallel implementations, replacing R T i,δ by R T i,δ means that the corresponding part of the computation will not require any communication, since the images of the R T i,δ do not overlap. In addition, the numerical results in [11] indicate that the restrictive additive Schwarz method is at least as fast (in terms of number of iterations and/or CPU time) as the classical one. Note that we lose symmetry, however, since if A is symmetric, M
−1
AS,δ will be symmetric as well, whereas M −1 RAS,δ will usually be nonsymmetric.
As in [2, 23] , the key to our analysis is a different representation for M −1
AS,δ and M −1 RAS,δ in the spirit of multisplitting methods [8, 19, 20, 21, 29] . In fact, the RAS preconditioning is the same as the overlapping block Jacobi multisplitting introduced in [19 
and
where the matrices M i,δ are defined as
and D ¬i,δ is the diagonal part of the principal submatrix of A "complementary" to A i,δ , i.e.,
T with I ¬i,δ the identity on R n−n i,δ . Here, we assume that A i,δ and D ¬i,δ are nonsingular.
Proof. Let us show that
which implies (2.8). The identity (2.7) follows in a similar manner; see also [2, 23] . Clearly, by (2.5) and (2.3), we have
Choosing X = D ¬i,δ , we see that (2.10) yields
We note that with the RAS preconditioning the corresponding weighting matrices satisfy
consistent with the traditional multisplitting theory [8, 29] , while for additive Schwarz we have
where the inequalities are componentwise and
In the partial differential equation setting, q is the maximum number of subdomains to which each node of the mesh belongs.
RAS viewed as sums of projections.
The theory of orthogonal projections plays an important role in the analysis of classical Schwarz methods; see, e.g., [25, Ch. 11] , [36] , and especially [5] . Let
It is not hard to see that this is a projection onto the subspace W i,δ and that when A is symmetric positive definite (s.p.d.) this projection is orthogonal with respect to the A-inner product x, y A = x T Ay, i.e., P 2 i,δ = P i,δ and AP i,δ = P T i,δ A; see, e.g., [25, Ch. 11] , [36] . Thus, the preconditioned matrix with the additive Schwarz preconditioning (Algorithm 2.1) can be viewed as
i.e., as a sum of A-orthogonal projections.
In the restrictive additive Schwarz method, the operator corresponding to P i,δ is
As we show in the following lemma, this operator is a projection onto the subspace W i,0 , but this projection is not orthogonal. Therefore, the preconditioned matrix with RAS is
i.e., a sum of oblique projections. Lemma 3.1. Let Q i,δ be defined as in (3.1); then the following identity holds:
Furthermore, Q i,δ is a projection.
Proof. First we note that E i,0 E i,δ = E i,0 , which implies (3.2). To prove that Q i,δ is a projection, we first observe that
By multiplying this equation by R
. Putting all this together and using the identity
The matrix E i,0 is also a projection which is orthogonal with respect to the Euclidean inner product. Lemma 3.1 indicates that the projection Q i,δ is the product of two projections. These projections are orthogonal with respect to different inner products, and thus the theory from [5] does not apply. In the case of A s.p.d., it turns out that Q i,δ is not in general an orthogonal projection (with respect to the A-inner product). Therefore, the convergence theory developed using A-norms (or energy norms) cannot be developed using the same analytical or algebraic tools as for the classical additive Schwarz method (Algorithm 2.1); see, e.g., [2, 23, 25, 31, 36] and the references therein. This is why in this paper, we concentrate our study on the case where A in (2.1) is a nonsingular M -matrix, and in particular an s.p.d. M -matrix (Stieltjes matrix). Many of our results hold for more general H-matrices, and the proofs can be obtained in a similar manner using the techniques found, e.g., in [22] . We will not dwell on these here.
M -matrices arise naturally in discretizations of (non-self-adjoint) convectiondiffusion equations when the boundary conditions are such that the problem is of "monotone kind" in the sense of Collatz [14] . See [14] and [15] for a detailed discussion and many physical examples. Discretizations which reflect monotone kind result in M -matrices. In particular, this is the case for standard finite difference discretizations if the mesh size is small enough or if upwind differences are used for the convection term [30] . It is also the case for exponentially adapted finite difference or finite element discretizations, independently of the mesh size. This was recently shown by Schrader [35] .
Convergence of RAS.
The purpose of this section is to show that for Mmatrices the spectral radius ρ(I − M −1 RAS,δ A) of the RAS iteration matrix is less than 1 for all values of δ ≥ 0. This implies in particular that the spectrum of the preconditioned system σ(M −1 RAS,δ A) is located in the right half plane and contained in a disk of radius less than 1 around the point 1.
We start by recalling some basic terminology. The natural partial ordering ≤ between matrices A = (a ij ), B = (b ij ) of the same size is defined componentwise, i.e., A ≤ B iff a ij ≤ b ij for all i, j. If A ≥ O we call A nonnegative. If all entries of A are positive, we say that A is positive and write A > O. This notation and terminology carries over to vectors as well.
A matrix A ∈ R n×n is called a (nonsingular) M -matrix if it has nonpositive offdiagonal elements and A −1 ≥ O. The following lemma states some useful properties of M -matrices; see, e.g., [4, 40] .
Lemma 4.1. Let A, B ∈ R n×n be two nonsingular M -matrices with A ≤ B. Then we have the following:
(i) Every principal submatrix of A or B is again an M -matrix.
Our convergence results will be formulated in terms of nonnegative splittings according to the following definition and theorem. (i) The splitting is regular.
(ii) The splitting is weak nonnegative of the first type.
(iii) The splitting is weak nonnegative of the second type.
(iv) The splitting is nonnegative. Then ρ(I − M −1 A) < 1 iff A is nonsingular and A −1 ≥ 0. Proof. The case (i) goes back to Varga [40] , case (ii) can be found in [30, 2.4.17] , and case (iii) is from [42] . Case (iv) follows from (ii) or (iii).
Thus, in particular, if A is a nonsingular M -matrix, weak nonnegative splittings of the first or the second type are convergent.
We are now able to formulate the central result of this section, which is very similar to [19 
In addition, since A ≤ M i,δ , we obtain, after multiplication by M
i,δ A ≤ I for i = 1, . . . , p. Using (2.11) we therefore get
This shows that the RAS-splitting is weak nonnegative of the first type. Theorem 4.3 therefore yields (4.1).
We point out that in general a convergence result such as (4. (2.13) ; see [2, 23] and also [25] . Thus, one of the attractive features of the RAS preconditioner is that no damping parameter is needed for convergence.
5. The effect of overlap on RAS. We study in this section the effect of varying the overlap. More precisely, we prove comparison results on the spectral radii and/or on certain weighted max norms for the corresponding iteration matrices
We start with a result which compares one RAS splitting, defined through the sets S i,δ ′ with another one with more overlap defined through sets S i,δ , where S i,δ ′ ⊆ S i,δ , i = 1, . . . , p. We show that the larger the overlap (δ ≥ δ ′ ), the faster RAS method converges as measured in certain weighted max norms. This is consistent with the experiments in tables 1 and 2 of [11] , where an increase of the overlap is associated with fewer iterations.
For a positive vector w we denote x w the weighted max norm in R n given by
The resulting operator norm in R n×n is denoted similarly and for B = (b ij ) ∈ R n×n we have (see, e.g., [32] )
The following lemma follows directly from (5.1).
Lemma 5.1. Let T ,T be nonnegative matrices. Assume that T w ≤T w for some vector w > 0. Then ||T || w ≤ ||T || w .
Theorem 5.2. Let A be a nonsingular M -matrix and let w > 0 be any positive vector such that Aw > 0, e.g.,
Moreover, if the Perron vector w δ ′ of T RAS,δ ′ satisfies w δ ′ > 0 and Aw δ ′ ≥ 0, then we also have
so that we obtain for all w > 0 such that v = Aw > 0,
and using Lemma 5.1, we get (5.2). Now, if the Perron vector w δ ′ can be chosen as w, we have T RAS,δ ′ w δ ′ = ρ(T RAS,δ ′ ), so that (5.2) yields T RAS,δ w δ ′ ≤ ρ(T RAS,δ ′ ), and since the spectral radius is never larger than any operator norm, thus we have (5.3).
In the case that (5.3) holds, Theorem 5.2 indicates that the spectrum of the preconditioned matrix is included in a possibly smaller disk when the overlap is increased.
We remark here that (5.2) (as well as most results using the weighted max norms in the paper) holds for any positive vector w such that Aw is positive, so that one has a lot of freedom in choosing the norm. For example, if all row-sums of A are positive we can choose as w the vector of all ones, and thus the weighted max norm is simply the max norm. A commonly chosen vector w is the row-sums of A −1 , which is always positive. For δ ′ = 0, i.e., for the block Jacobi preconditioner we can always provide the comparison of the spectral radii (5.3) in addition to the comparison (5.2). To this purpose, we will use the following comparison theorem due to Woźnicki [42] ; see also [13] . 
Furthermore, if the inequality (5.5) is strict and A −1 > O, then the inequality (5.6) is also strict.
Note that this result holds particularly if one of the splittings is regular, in which case it goes back to Elsner [17] .
The following theorem is in fact [19, Theorem 2.2]. Theorem 5.4. Let A be a nonsingular M -matrix. Then, for any value of δ ≥ 0, ρ(T RAS,δ ) ≤ ρ(T RAS,0 ).
Proof. We verify the hypotheses of Theorem 5.3. By Theorem 4.3, the splitting induced by T RAS,δ is nonnegative of the first kind. The splitting induced by T RAS,0 is a regular splitting. This follows by observing that the inverse of a block diagonal matrix is block diagonal with the appropriate inverses in the diagonal blocks, i.e., we have
from which the theorem follows. We note that results similar to those of Theorems 5.2 and 5.4 were obtained in [2] for classical, but damped, additive Schwarz methods.
6. RAS variants: ASH, RASH, WRAS, and WASH. As a variant of RAS, the authors of [11] introduced the additive Schwarz preconditioner with harmonic extension (ASH), which in our notation reads
This variant is similar to multisplittings with postweighting; see [18, 41] .
As was observed in [11, Remark 2.4] , the ASH preconditioner exhibits a similar convergence behavior as the RAS preconditioner. Indeed, if A is symmetric, one can show that the spectrum of the preconditioned matrix is the same for both ASH and RAS. ASH,δ be the RAS and ASH preconditioners (2.6) and (6.1) corresponding to the same subspaces W i,δ and assume that A is symmetric. Then
Proof. Note that all matrices A i,δ are symmetric. Since σ(BC) = σ(CB) for any two square matrices B and C, and since the spectrum remains invariant under transposition, we have
However,
In general, we obviously have
so that every ASH-splitting of A gives rise to a corresponding RAS-splitting of A T . If A is an M -matrix, then A T is an M -matrix too. Therefore, applying Theorems 4.4, 5.2, and 5.4 to the transposed matrices while restating the hypotheses and the conclusions in terms of the original matrices, wherever this is appropriate, we obtain the following result. |b ij |w i /w j .
Moreover, if the Perron vector
(iv) For any value of δ ≥ 0, ρ(T ASH,δ ) ≤ ρ(T ASH,0 ). As another variant, let us consider the symmetrized version of RAS and ASH, which is the RASH preconditioner of [11] , where
It was observed in [11] that this preconditioner is less efficient than ASH or RAS in practice. From the theoretical point of view, RASH also seems to be less attractive. Even for a symmetric M -matrix, convergence cannot be guaranteed, as the following example shows.
Example 6.3. Consider the symmetric M -matrix Then we have It is then easy to compute T , and therefore RASH for this matrix is not convergent. It has been observed heuristically in [11] that yet other modifications of the restricted additive Schwarz method and the classical additive Schwarz methods are particularly efficient. For these new modifications, one introduces weighted restriction operators R ω i,δ which result from R i,δ by replacing the entry 1 in column j by 1/k, where k is the number of sets S i,δ the component j belongs to (note that k ≤ q). With this notation we have
and the weighted restricted additive Schwarz (WRAS) preconditioner and the weighted restricted additive Schwarz preconditioner with harmonic extension (WASH) are then defined as
We point out that these preconditioners can be defined in a more general way as that used in [11] , namely, by assigning different weights to each component, not just the same value 1/k, as long as these weights add up to 1, and thus (6.2) holds, just as in the classical multisplitting theory.
Both preconditioners (6.3) yield convergent iterations as a consequence of the following theorem, together with Theorem 4.3.
Theorem 6.4. Let A be a nonsingular M -matrix. Then for any value of δ ≥ 0 both splittings
are weak nonnegative of the first type and the second type, respectively.
Proof. The proof can be done in a similar manner as for the corresponding result for RAS in Theorem 4.4.
As a final result in this section, we now compare the resulting iteration matrices T W RAS,δ and T W ASH,δ with that of the damped classical Schwarz iteration with damping factor θ ≤ 1/q (q as in (2.13)), i.e., with
In fact, all we need is that R Proof. As was shown in [2] , the unique splitting A = M θ − N θ corresponding to T θ is a nonnegative splitting. From (6.3), and using that R This theorem shows that the weighted additive Schwarz variants converge faster than the damped classical additive Schwarz method. In terms of the quality of the preconditioner this was observed in [11] . In our analysis this is to be attributed to the fact that for the weighted variants we have (6.2), while for damped additive Schwarz we have (2.12) which implies θ
An important consequence of Theorem 6.5 is the fact that it indirectly makes it possible to get quantitative upper bounds on ρ(T W RAS,δ ) and ρ(T W ASH , δ). Indeed, if such bound is obtained for T θ using the well-established theory for additive Schwarz methods for symmetric and positive definite operators (see [6, 9, 10, 11, 16, 25, 36] , for example), it is also an upper bound on ρ(T W RAS,δ ) and ρ(T W ASH,δ ).
7. Inexact local solves. Very often in practice, instead of solving a local problem A i,δ x i = z i exactly, its solution is approximated byx i =Ã −1 i,δ z i whereÃ i,δ is an approximation of A i,δ . This is the case, for example, when we perform some "inner" iteration, based on a splitting of A i,δ , to approximate x i ; see, e.g., [2, 7, 23, 31, 36] . In this section, we briefly study the effect of such inexact local solves.
The methods with inexact local solves can be described by replacing A i,δ with A i,δ in the expression for the preconditioners and the iteration matrices.
As in [23] , suppose that the inexact solves are such that the splittings
are weak nonnegative splittings of the first type. This condition is quite natural, since ifÃ i,δ corresponds to some ν, say, steps of an inner iteration belonging to a weak nonnegative splitting of the first type, A i,δ = B i,δ − C i,δ , it was shown in [3] that the resulting splitting A i =Ã i − (Ã i − A i ) is again weak regular of the first type. Moreover, we have
Since A i,δ is an M -matrix, many of the standard iterative methods indeed represent regular splittings (and thus weak nonnegative splittings of either type): Jacobi, Gauss-Seidel and their block variants, and also several ILU splittings; see [28, 39] .
With these observations it should be obvious that we can now establish a theory for inexact restricted additive Schwarz methods by following the lines of the previous sections. In particular, analogous to Theorem 4.4 we get that if A is an M -matrix and (7.1) is satisfied, inexact RAS is convergent.
We do not want to go into details here, but we would like to end this section with an interesting result which can be used to compare exact and inexact local solves.
Theorem 7.1. Let A be an M -matrix and consider two inexact RAS methods where the matricesÃ i,δ andÂ i,δ corresponding to inexact solves satisfying (7.1) and
Let the corresponding iteration matrices bẽ
Then for any positive vector w such that Aw > 0 we have
Proof. From the hypothesis it follows that both matricesT andT are nonnegative and that T RAS,δ w ≤T w ≤T w. By Lemma 5.1, this establishes (7.2) .
If the inexact solves are due to several steps of an "inner" iteration based on a weak regular splitting, this theorem shows that taking more steps in the inner iteration results in an improved convergence (measured in the · w norm) of the inexact RAS iteration.
As a final observation on inexact local solves we note that Theorems 3.2 and 3.3 in [27] can be interpreted as a comparison between nonoverlapping inexact RAS with overlapping inexact RAS.
Coarse grid corrections.
It has been shown theoretically, and confirmed in practice, that a coarse preconditioner (or coarse grid correction) improves the performance of the classical additive Schwarz preconditioner (2.4). This coarse correction can be applied either additively or multiplicatively; see, e.g., [2, 12, 23, 31, 36] . This corresponds to a two-level scheme, the coarse correction being the second level.
We discuss in this section the use of a coarse preconditioner in conjunction with the RAS method and its variants and its effect on the convergence behavior. We confine ourselves to coarse corrections of the form R , and R 0 is a prolongation of the form (2.3); see [2, 23] . The idea is that at least one nonzero row of R 0 ∈ R n0×n corresponds to an index in each set S i , i = 1, . . . , p, and thus n 0 ≥ p. In particular, the coarse grid correction proposed in [38] and used, e.g., in [26] , is of this form.
Consider a general iteration matrix T = I − M −1 A, where M −1 is any of the RAS preconditioners discussed throughout the paper (including those with inexact local solves). The iteration matrices with the correction are It can be shown, following the techniques used in [2, 23] and in sections 5 and 6, that for any w > 0 with Aw > 0, T mc w ≤ T w < 1 and T ac w ≤ I − θM −1 A w < 1 for θ ≤ 1/2. Furthermore, if A = M − (A − M ) is nonnegative of the first or second type, then the splitting induced by the iteration matrix of the preconditioner with the correction is nonnegative of the same type. Moreover, in the case of the multiplicative correction, augmenting the coarse subspace, i.e., adding rows to R 0 , yields faster convergence as measured in the corresponding weighted max norm. For the sake of brevity, these proofs are omitted.
9. Nonstationary and asynchronous versions. We end the paper by pointing out that the theory developed here is pretty general and applies to other important situations. In particular we can talk about nonstationary WRAS iterations, in which the weights in R ω i,δ change from one iteration to the next, for example, giving more weight to a set of variables (subdomain) where the approximation is closer to the solution, as suggested, e.g., in [20, 21] . Since we can chose a common weighted max norm, for which T W RAS,δ w < 1 for all values of the weights of R ω i,δ satisfying (6.2), e.g., w = A −1 (1, . . . , 1) T , this nonstationary WRAS iteration converges to the solution of (2.1).
In terms of preconditioners, the nonstationary WRAS implies that the preconditioner is changed from one step of the Krylov subspace method to the next. In this situation one needs to use a Krylov method with variable (or flexible) preconditioning such as FGMRES [33] or FQMR [37] ; see also [24] .
Similarly, one can consider situations in which the overlap used may change from step to step. Again, we have a nonstationary iteration, this time of the RAS method, for example, and the same considerations as in the previous two paragraphs apply.
Furthermore, one can consider parallel asynchronous versions of RAS methods, namely those in which the correction to the residual contributed by each summand R i,δ takes place when it is completed independently of the others. This situation is essentially treated in [21] , and we will not repeat the details here. All we will say is that we can use the theory of [21] precisely because we have (2.11) or (6.2).
