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Un problema de programacio´n de la produccio´n consiste en la asignacio´n de los distintos recursos
de la empresa (ma´quinas) a la fabricacio´n de un conjunto de productos.
Este proyecto tiene como objetivo el estudio de un modelo de programacio´n de la produccio´n que
trata la problema´tica de minimizar el tiempo que los trabajos esta´n en un sistema productivo. El
escenario que se plantea es un entorno con ma´quinas en serie (conocido como flowshop) y periodos
de indisponibilidad en las mismas. Adema´s, los trabajos se consideran ininterrumpibles, lo que
dificulta la programacio´n de la produccio´n.
Este problema de secuenciacio´n no es trivial cuando se pretende optimizar un criterio relacionado
con los tiempos de terminacio´n de los trabajos. En este caso el objetivo a considerar es el ma´ximo
tiempo de terminacio´n de todos los trabajos en el sistema (makespan).
El marco del problema trata de replicar un entorno productivo real. Las ma´quinas realizan paradas
programadas de las que se conoce tanto su periodicidad como su duracio´n. Estas pueden deberse
tanto a descansos en la produccio´n, como es el caso de los fines de semana, o a tareas de manteni-
miento preventivo. Es por esto que los intervalos de disponibilidad en las ma´quinas sera´n perio´dicos
y siempre iguales en duracio´n.
El problema cla´sico de secuenciacio´n de trabajos en un flowshop con objetivo makespan (denomi-
nado problema cla´sico en este documento) ha sido estudiado en la literatura profundamente. Sin
embargo, el problema propuesto con periodos de indisponibilidad no ha sido estudiado au´n.
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1.1. Objetivos
El objetivo final del proyecto es la determinacio´n de un modelo capaz de resolver de forma o´ptima,
en el menor tiempo posible, el problema de programacio´n de la produccio´n expuesto anteriormente.
El procedimiento para ello sera´ adaptar de la literatura sobre el problema cla´sico varios modelos
matema´ticos, diferentes entre ellos, capaces de establecer una secuencia de los trabajos en las
ma´quinas que minimice el makespan.
Sin embargo, aunque todos los modelos encuentren la solucio´n o´ptima, el tiempo que necesiten para
conseguirla puede no ser el mismo. El tiempo de co´mputo para un mismo problema diferira´ segu´n
el modelo que se este´ utilizando.
Por lo tanto, el objetivo principal del trabajo es realizar un ana´lisis computacional para determinar
que´ modelo es ma´s adecuado emplear en funcio´n del taman˜o del problema.
Para obtener este objetivo principal se plantean los siguientes objetivos espec´ıficos:
Analizar los modelos de la literatura para el problema cla´sico.
Adaptar los modelos existentes al problema propuesto.
Programar y modelar con el solver Gurobi los modelos adaptados.
Validar los modelos adaptados mediante la resolucio´n de problemas pequen˜os.
Resolver una bater´ıa de instancias del problema para obtener los tiempos de co´mputo.
Determinar estad´ısticamente que´ modelo es ma´s eficiente para el problema propuesto.
1.2. Estructura del documento
En este primer cap´ıtulo se ha introducido el problema que es objeto de investigacio´n, se han
establecido los objetivos de este proyecto y se describe la estructura del documento. El resto de
cap´ıtulos se estructuran siguiendo la l´ınea de los objetivos espec´ıficos explicados anteriormente.
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En el siguiente cap´ıtulo se describe en detalle el problema y se presenta el problema cla´sico, que
servira´ de base para el estudio del problema objeto.
En el cap´ıtulo 3, se describen cinco modelos que resuelven el problema cla´sico de forma o´ptima, en
tiempos de co´mputo razonables para instancias determinadas, y se adaptan para que cumplan las
restricciones de indisponibilidad en las ma´quinas, propias del problema propuesto.
En el cuarto cap´ıtulo, se realiza un ana´lisis computacional para comparar la eficiencia de los modelos
disen˜ados, midiendo el tiempo de co´mputo requerido para alcanzar la solucio´n o´ptima.
En el cap´ıtulo 5, se exponen las conclusiones derivadas del ana´lisis.






2.1. Introduccio´n y Notacio´n
Se indican a continuacio´n algunos te´rminos y definiciones generales extra´ıdos de [Pinedo, 2005]
y [Framinan et al., 2014]:
Ma´quina: Recurso productivo capaz de realizar operaciones de transformacio´n o de transporte
a un material.
Trabajo: Producto que es objeto de alguna operacio´n de transformacio´n o de transporte en
alguna de las ma´quinas de la fa´brica.
Tiempo de proceso: Duracio´n que requiere la operacio´n de transformacio´n de un trabajo en
una determinada ma´quina.
La solucio´n a un problema de programacio´n de la produccio´n es lo que se conoce como programa
(production schedule). El programa asigna los trabajos a las ma´quinas y los ordena en la escala
temporal. Esto es, que´ ma´quina procesa que´ trabajo, su orden de procesamiento en su paso por las
ma´quinas (secuenciacio´n) y los tiempos de inicio y fin de cada uno de ellos.
Todo problema de planificacio´n de la produccio´n es clasificado segu´n tres aspectos que lo diferencian
de cualquier otro Siguiendo la notacio´n establecida por [Graham et al., 1979]:
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Criterio (γ). Funcio´n objetivo del problema. Existen mu´ltiples criterios para optimizar la
produccio´n segu´n sea el intere´s de la empresa. En general, los criterios dependen de los
tiempos de terminacio´n de los trabajos en el sistema. En algunos casos dependen de la fecha
de entrega de los trabajos. Algunos ejemplos son: el tiempo de flujo total, el retraso ma´ximo
o el nu´mero de trabajos no entregados a tiempo.
Entorno (α). Entorno de fabricacio´n que indica la disposicio´n de las ma´quinas. Los entornos
se distinguen segu´n el nu´mero de ma´quinas y su disposicio´n en la fa´brica. Entornos habituales
son una u´nica ma´quina, ma´quinas en paralelo o ma´quinas en serie.
Restricciones (β). Condiciones sobre los trabajos o las ma´quinas. Algunas de las restricciones
que se pueden considerar pueden ser: tiempos de llegada de los trabajos, tiempos de setup,
interrupcio´n de los trabajos, etc. Existen unas suposiciones generales que se consideran sin
necesidad de ser indicadas en las restricciones: los trabajos, disponibles al principio del ho-
rizonte de programacio´n, se consideran ininterrumpibles y las ma´quinas siempre disponibles.
Cada ma´quina puede hacer un trabajo, y un trabajo puede ser realizado solo en una ma´quina.
El buffer entre ma´quinas se supone infinito y el tiempo de transporte, despreciable.
Con estos tres conceptos, queda caracterizado cualquier problema, al que se puede hacer referencia
con la notacio´n:
α | β | γ
2.2. Caracterizacio´n del problema
Criterio (γ). En este trabajo el objetivo es minimizar la duracio´n total del programa, es
decir, la diferencia entre el tiempo de inicio del primer trabajo en la primera ma´quina y el de
finalizacio´n del u´ltimo trabajo en la u´ltima ma´quina. Este tiempo se conoce como makespan
y su notacio´n viene dada por Cmax.
Entorno (α). En este trabajo el conjunto de las ma´quinas considerado forma un entorno de
tipo taller de flujo (flowshop), que consiste en que todos los trabajos siguen la misma secuencia
para ser procesados a trave´s de las ma´quinas. Se denota Fm, siendo m el nu´mero de ma´quinas
existentes.
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Restricciones (β). En este trabajo se an˜aden dos restricciones ma´s a las suposiciones generales
descritas anteriormente. Estas restricciones particulares son:
• prmu. Esta restriccio´n solo se considera para el flowshop, e implica que el taller de flujo es
de permutacio´n. Esto quiere decir que la secuencia con la que los trabajos son procesados
es la misma en todas las ma´quinas.
• nr-pm. Al realizar tareas de mantenimiento y parar las ma´quinas, se pierde el trabajo
hecho de la tarea interrumpida y, por lo tanto, esta debe comenzar de nuevo cuando se
reinicia la ma´quina. A los periodos de disponibilidad de las ma´quinas se les denominara´
bin. Su duracio´n, que es conocida y constante, se denota con el para´metro T . Natural-
mente, este tiempo debe ser mayor que la duracio´n del tiempo de proceso de cualquier
trabajo en cualquier ma´quina. El tiempo de indisponibilidad de las ma´quinas se supone
tambie´n el mismo para todas las paradas e igual a cero, ya que no influye en la eleccio´n
de la solucio´n o´ptima del problema.
Con todo esto, el problema de programacio´n de la produccio´n considerado se denota, empleando
la notacio´n previamente introducida, como Fm | prmu, nr − pm | Cmax.
Para clarificar la influencia de esta u´ltima restriccio´n y entender mejor en que´ consisten los bines,
se va a hacer uso de un ejemplo gra´fico. Se va a resolver una pequen˜a instancia de tres ma´quinas y
cinco trabajos. En primer lugar se podra´ disponer de las ma´quinas sin necesidad de pararlas. En el
segundo caso las ma´quinas vera´n restringida su disponibilidad, con un periodo de funcionamiento
entre las paradas de 10 unidades de tiempo (u.t.).
Los tiempos de proceso de los trabajos en las ma´quinas se recogen en la Tabla 2.1.
Trabajos
Ma´quina 1 2 3 4 5
1 7 8 1 1 7
2 2 3 8 3 5
3 9 7 5 7 6
Tabla 2.1: Tiempos de proceso de una instancia de ejemplo
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Sin restricciones de disponibilidad en las ma´quinas y para, por ejemplo, la secuencia (2, 4, 5, 1, 3)
se tiene que el makespan es 45 u.t. El plan de produccio´n se muestra en la Figura 2.1.
Figura 2.1: Diagrama de Gantt del ejemplo sin restriccio´n de disponibilidad en las ma´quinas
Al realizar paradas en las ma´quinas aparecen los bines, aumenta la complejidad del problema y el
tiempo requerido para procesar todos los trabajos. La adicio´n de las restricciones perio´dicas en las
ma´quinas alarga el tiempo de fabricacio´n hasta las 55 u.t., lo que supone aproximadamente un 20 %
ma´s de tiempo que en el caso anterior. El plan de produccio´n resultante se muestra en la Figura
2.2.
Figura 2.2: Diagrama de Gantt del ejemplo con restriccio´n de disponibilidad en las ma´quinas
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En el gra´fico se identifica claramente el bin como los espacios de tiempo existentes entre una parada
y otra de la ma´quina (periodos de disponibilidad). Cada bin tiene, para este caso, una duracio´n de 10
u.t. y una operacio´n de un trabajo en una ma´quina se inicia en un bin si y solo si se puede terminar
de procesar en dicho bin. En caso contrario, se debe programar en el bin siguiente. Por ejemplo,
la operacio´n en M1 del trabajo 5 se programa en el Bin 2 porque el Bin 1 tiene disponibilidad de
una unidad de tiempo, y sin embargo, la operacio´n que se desea programar necesita 7 u.t. Por esa
razo´n se ha programado en el bin siguiente, ya que no esta´ permitida la interrupcio´n. En total se
han requerido 6 bines para llevar a cabo el procesamiento de todos los trabajos.
El problema propuesto se asemeja a otro problema cla´sico de optimizacio´n combinatoria en el que
el objetivo es asignar objetos de diferentes medidas en bines de taman˜o fijo con el objetivo de
maximizar la utilizacio´n de los bines.
Para poder abordar el problema anteriormente descrito y disen˜ar un modelo de programacio´n lineal
entera que lo resuelva de forma o´ptima, se van a revisar los modelos existentes para el problema






En este cap´ıtulo se presentara´n los modelos de programacio´n lineal entera que resuelven de forma
o´ptima el problema cla´sico, se dara´ a conocer la notacio´n de los mismos y se indicara´n las modifica-
ciones necesarias para adaptarlos en los modelos que resuelvan el problema propuesto Fm | prmu,
nr − pm | Cmax. Los modelos y la notacio´n seguida han sido extra´ıdos de [Stafford et al., 2005],
referencia que hace una revisio´n de los modelos de la literatura.
Para mostrar co´mo influye en las ma´quinas la restriccio´n de disponibilidad, se resolvera´ una instan-
cia del problema, con un nu´mero pequen˜o de ma´quinas y trabajos, a modo de ejemplo. La misma
instancia sera´ resuelta para el problema cla´sico, con los modelos originales de la literatura, y con
los modelos adaptados para el problema propuesto. Esto permitira´ evidenciar, tanto la validacio´n
de los modelos, como las diferencias en la solucio´n debidas a la existencia o no de las restricciones
en las ma´quinas.
Hallar la solucio´n o´ptima a tal problema no es computacionalmente fa´cil. Conforme aumenta el
taman˜o del mismo, crece considerablemente el nu´mero de posibles soluciones y, por tanto, el tiempo
requerido para resolverlo. En un caso de flowshop de permutacio´n, el nu´mero de soluciones factibles
asciende a n! y es conocido que el problema con el objetivo makespan es NP-hard. Se puede probar
de forma sencilla que el problema propuesto tambie´n lo es, ya que Fm | prmu | Cmax es un caso
particular de Fm | prmu, nr − pm | Cmax cuando T es suficientemente grande.
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Para su resolucio´n, se ha utilizado el solver Gurobi, un optimizador comercial para programacio´n
lineal entera mixta (MILP), entre otros modelos de optimizacio´n matema´tica que es capaz de
tratar. Los modelos han sido implementados en lenguaje de programacio´n Python y para su correcta
codificacio´n se ha consultado un tutorial de Python [Rossum and Drake, 2010]. Se ha trabajado
sobre una plataforma PC con procesador Intel(R) Core(TM) i5 de 1.80 GHz y sistema operativo
de 64 bits Windows 10 Home de Microsoft Corporation. Las versiones utilizadas de los softwares
son: Gurobi-7.0.2-win64 y Python - 3.5.2 (64-bit).
3.2. Modelos de programacio´n lineal entera
Se partira´ de cinco modelos matema´ticos distintos capaces de resolver el problema cla´sico. Los
nombres de los modelos son los mismos que dan los autores de [Stafford et al., 2005]. Tres de ellos
pertenecen a la familia Wagner, denominados WST, Wilson y TS2. Estos incorporan el problema
de asignacio´n, mientras que los otros dos, de la familia Manne, utilizan pares de restricciones
dicoto´micas, o sus equivalentes matema´ticos, para asignar trabajos a posiciones de secuencia: SGST
y LYeq. En los siguientes apartados se definira´ la notacio´n empleada para los datos, conjuntos de
ı´ndices y variables de todos los modelos, de forma que la notacio´n sea uniforme para todos los
modelos.
3.2.1. Datos
M , nu´mero de ma´quinas.
N , nu´mero de trabajos.
Tri, indica el tiempo que tarda el trabajo i en ser procesado en la ma´quina r.
P , representa un valor lo suficientemente grande como para asegurar que se cumple solamente una
relacio´n del par de restricciones dicoto´micas. El valor que se le asigna a P es para cada instancia






T , periodo de disponibilidad. Tiempo constante de funcionamiento entre dos paradas consecutivas
en las ma´quinas.
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Bines, es una cota superior del nu´mero de bines. No es un dato propio del problema, sino un





, es decir, el entero
inmediatamente superior al valor que resulta de dividir P entre T .
3.2.2. Conjunto de ı´ndices
r, para las ma´quinas (1 ≤ r ≤M)
i, k, para los trabajos (1 ≤ i < k ≤ N)
j, para la posicio´n en la secuencia (1 ≤ j ≤ N)
b, para los bines en el horizonte temporal (1 ≤ b ≤ Bines)
3.2.3. Variables
Br,j , tiempo de comienzo del trabajo en la posicio´n j de la secuencia en la ma´quina r (1 ≤ r ≤
M, 1 ≤ j ≤ N).
Binr,i(j),b =

1 El trabajo i (que esta´ en la posicio´n j de la secuencia)
es procesado en la ma´quina r y en el bin b
0 En caso contrario
(1 ≤ r ≤M, 1 ≤ i ≤ N, 1 ≤ j ≤ N, 1 ≤ b ≤ Bines).
Cr,i, tiempo de finalizacio´n del trabajo i en la ma´quina r (1 ≤ r ≤M, 1 ≤ i ≤ N).
Di,k =

1 El trabajo i es procesado antes que el trabajo k
0 En caso contrario
(1 ≤ i < k ≤ N).
Er,j , tiempo de finalizacio´n del trabajo en la posicio´n j en la ma´quina r (1 ≤ r ≤M, 1 ≤ j ≤ N).
Sr,i, tiempo de comienzo del trabajo i en la ma´quina r (1 ≤ r ≤M, 1 ≤ i ≤ N).
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Xr,j , tiempo ocioso en la ma´quina r antes del comienzo del procesamiento del trabajo en la posicio´n
j de la secuencia (1 ≤ r ≤M, 1 ≤ j ≤ N).
Yr,j , tiempo de espera del trabajo en la posicio´n j de la secuencia despue´s de ser procesado en la
ma´quina r (1 ≤ r ≤M, 1 ≤ j ≤ N).
Zi,j =

1 el trabajo i es asignado a la posicio´n j de la secuencia
0 En caso contrario
(1 ≤ i ≤ N, 1 ≤ j ≤ N).
3.3. Modelos originales y sus adaptaciones
En esta seccio´n se van a presentar los modelos originales del problema cla´sico, y la adaptacio´n rea-
lizada de los mismos an˜adiendo en cada caso nuevas variables y/o restricciones segu´n corresponda.
Para ilustrar los cambios realizados se hara´ uso de un ejemplo. A medida que se vayan describiendo
los modelos, se resolvera´ la misma instancia para el problema cla´sico y para el problema propuesto.
As´ı se podra´ contrastar co´mo las modificaciones en las restricciones afectan a las soluciones de uno
y otro problema.
El ejemplo sera´ una instancia sencilla, con un nu´mero reducido de ma´quinas y trabajos, y unos
valores para los tiempos de proceso no muy dispares entre ellos. Cabe decir que, aunque todos
los modelos para un mismo problema (cla´sico o propuesto) sean igualmente va´lidos y alcancen el
mismo valor de la funcio´n objetivo, la secuencia que devuelvan podra´ ser diferente. El valor mı´nimo
alcanzable del makespan puede estar asociado a ma´s de una secuencia, esto es, un problema con
soluciones o´ptimas alternativas.
Datos
Nu´mero de ma´quinas, M = 3
Nu´mero de trabajos, N = 6
Tiempo de disponibilidad, T = 10
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La Tabla 3.1 contiene los tiempos de proceso.
Trabajos (i)
Ma´quina (r) 1 2 3 4 5 6
1 1 5 4 5 8 1
2 2 9 9 3 2 1
3 1 9 7 2 2 3
Tabla 3.1: Tiempos de proceso de ejemplo de instancia para los modelos
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3.3.1. La familia de modelos Wagner
En este apartado se trabaja con los tres modelos de la familia Wagner (WST, Wilson y TS2 ). Se
describen en su versio´n original, se adaptan al problema propuesto y se presenta de forma gra´fica
la solucio´n proporcionada para el ejemplo anteriormente mencionado.
Modelo WST original











Zij = 1 (1 ≤ i ≤ N) (3.2)
N∑
i=1
Zij = 1 (1 ≤ j ≤ N) (3.3)
N∑
i=1




+Xr+1,j+1 + Yr,j (1 ≤ r ≤M − 1, 1 ≤ j ≤ N − 1)
(3.4)
Xr+1,1 = Xr,1 + Yr,1 +
N∑
i=1
Tr+1Zi,1 (1 ≤ r ≤M − 1) (3.5)
Yr,1 = 0 (1 ≤ r ≤M − 1) (3.6)
Xrj , Yrj ≥ 0; 1 ≤ r ≤M , 1 ≤ j ≤ N
Zij ∈ {0, 1}; 1 ≤ i ≤ N , 1 ≤ j ≤ N
El makespan corresponde con el tiempo de finzalizacio´n del u´ltimo trabajo en la u´ltima ma´quina,
y viene dado por la suma de los tiempos de proceso y tiempos ociosos que tienen lugar en la
u´ltima ma´quina (3.1). Los conjuntos de restricciones (3.2 y 3.3) aseguran, respectivamente, que
cada trabajo sea asignado a una u´nica posicio´n en la secuencia y que cada posicio´n de la secuencia
este´ ocupada por un solo trabajo. Las restricciones (3.4 y 3.5) aseguran que el procesado en la
ma´quina r del trabajo que esta´ en la posicio´n j + 1 de la secuencia no comience hasta que el
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trabajo en la posicio´n j haya terminado su proceso en la misma ma´quina. Adema´s, garantizan que
el trabajo que esta´ en la posicio´n j de la secuencia no empiece a ser procesado en la ma´quina r+ 1
hasta que haya terminado de ser procesado en la ma´quina r. Por u´ltimo, el conjunto de restricciones
(3.6) obliga a que el primer trabajo en ser procesado no espere en ninguna ma´quina. Es decir, una
vez el trabajo que esta´ en primera posicio´n de la secuencia termine de ser procesado, este pasara´
inmediatamente a la siguiente ma´quina.
Resolucio´n del ejemplo: En la Tabla 3.2 se expone la solucio´n al ejemplo mediante el modelo
WST en su versio´n original. Esta refleja todas las variables necesarias para que la secuencia quede
definida. Por ejemplo, la variable X21 = 5 indica que existen 5 u.t. de tiempo ocioso antes de que el
trabajo que esta´ en la posicio´n 1 de la secuencia sea procesado en la ma´quina 2. Y13 = 5, significa
que el trabajo que ocupa la tercera posicio´n en la secuencia espera durante 5 u.t. despue´s de ser
procesado en la ma´quina 1. En cuanto a las variables binarias Zij , solo se muestran las que valen
1. El caso de la variable Z61 = 1 indica que el trabajo 6 es procesado en la posicio´n 1 de la secuencia.
Xrj Yrj Zij = 1
X11 = 0 X21 = 5 X31 = 6 Y11 = 4 Y21 = 0 Z16
X12 = 0 X22 = 0 X32 = 6 Y12 = 0 Y22 = 0 Z22
X13 = 0 X23 = 0 X33 = 0 Y13 = 5 Y23 = 0 Z33
X14 = 0 X24 = 0 X34 = 0 Y14 = 9 Y24 = 4 Z44
X15 = 0 X25 = 4 X35 = 0 Y15 = 8 Y25 = 0 Z55
X16 = 9 X26 = 0 X36 = 0 Y16 = 0 Y26 = 0 Z61
Tabla 3.2: Solucio´n del ejemplo mediante el modelo WST original
Con la informacio´n recabada de las variables, se obtiene fa´cilmente la secuencia que es la (6, 2, 3,
4, 5, 1) y el valor del makespan, que en este caso vale 36 u.t. La Figura 3.1 muestra el diagrama de
Gantt.
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Figura 3.1: D. Gantt de la solucio´n del ejemplo mediante el modelo WST para el problema cla´sico
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Modelo WST adaptado
Una vez analizado con detalle el modelo cla´sico, se adapta para que resuelva la complejidad an˜adida
de las restricciones en la disponibilidad de las ma´quinas.
En primer lugar, se han incluido las variables definidas anteriormente como Erj que hacen el modelo
ma´s intuitivo. A partir de los tiempos de espera y de proceso se obtiene el tiempo de finalizacio´n
de los trabajos (3.7). Cada trabajo debe realizarse ı´ntegramente dentro de los l´ımites de un bin,
para lo que es necesaria la incorporacio´n de la variable Binrjb. Se an˜ade el par de restricciones
dicoto´micas (3.8 y 3.9) al modelo original que establezcan un valor mı´nimo en el que el trabajo
comience, y un valor ma´ximo en el que finalice. Mediante el conjunto de restricciones (3.10) se
asegura que un trabajo que es procesado en la ma´quina r, en la posicio´n j, solo se asigne a un bin.







TriZil) (1 ≤ r ≤M, 1 ≤ j ≤ N), (3.7)




TriZij + P (1−Binrjb) ≥ T (b− 1) (1 ≤ r ≤M, 1 ≤ j ≤ N, 1 ≤ b ≤ Bines) (3.9)
Bines∑
b=1
Binrjb = 1, (1 ≤ r ≤M, 1 ≤ j ≤ N) (3.10)
Finalmente, se prescinde del conjunto de restricciones (3.6). Esta restriccio´n fuerza al primer trabajo
de la secuencia a no esperar en ninguna ma´quina despue´s de ser procesado. Sin embargo, en el
problema propuesto esto no es posible, ya que las interrupciones debidas a las indisponibilidades
hacen que la imposicio´n de este conjunto de restricciones implique infactibilidad.
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Zij = 1 (1 ≤ i ≤ N)
N∑
i=1
Zij = 1 (1 ≤ j ≤ N)
N∑
i=1




+Xr+1,j+1 + Yr,j (1 ≤ r ≤M − 1, 1 ≤ j ≤ N − 1)
Xr+1,1 = Xr,1 + Yr,1 +
N∑
i=1







TriZil) (1 ≤ r ≤M, 1 ≤ j ≤ N)




TriZij + P (1−Binrjb) ≥ T (b− 1) (1 ≤ r ≤M, 1 ≤ j ≤ N, 1 ≤ b ≤ Bines)
Bines∑
b=1
Binrjb = 1 (1 ≤ r ≤M, 1 ≤ j ≤ N)
Xrj , Yrj , Er,j ≥ 0; 1 ≤ r ≤M , 1 ≤ j ≤ N
Zij , Binrjb ∈ {0, 1}; 1 ≤ r ≤M , 1 ≤ i ≤ N , 1 ≤ j ≤ N , 1 ≤ b ≤ Bines
Resolucio´n del ejemplo: La solucio´n para el mismo ejemplo por este modelo viene dada en
la Tabla 3.3. Solo se hace mencio´n a las variables Binrjb que tienen valor igual a 1. Por ejemplo,
Bin254 = 1 indica que el trabajo que ocupa la posicio´n 5 de la ma´quina 2 se procesa en el bin 4.
En la Figura 3.2 se muestra de forma gra´fica el plan de produccio´n resultante. La secuencia es (6,
4, 3, 2, 1, 5) y el makespan, 42 unidades. Este valor se corresponde con el de la variable E36, que
es el tiempo de finalizacio´n del u´ltimo trabajo en la u´ltima ma´quina. Notar que el valor obtenido
es distinto que para el modelo original, que eran 36 u.t. Este incremento es debido a los tiempos
ociosos en las ma´quinas producido por las indisponibilidades de estas.
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Xrj Yrj Zij = 1
X11 = 0 X21 = 6 X31 = 17 Y11 = 5 Y21 = 10 Z15
X12 = 0 X22 = 0 X32 = 1 Y12 = 1 Y22 = 11 Z24
X13 = 0 X23 = 0 X33 = 0 Y13 = 0 Y23 = 4 Z33
X14 = 4 X24 = 2 X34 = 0 Y14 = 2 Y24 = 0 Z42
X15 = 0 X25 = 0 X35 = 0 Y15 = 10 Y25 = 7 Z56
X16 = 0 X26 = 0 X36 = 0 Y16 = 4 Y26 = 6 Z61
Erj Binrjb = 1
E11 = 1 E21 = 7 E31 = 20 Bin111 Bin211 Bin312
E21 = 6 E22 = 10 E32 = 23 Bin121 Bin221 Bin323
E31 = 10 E23 = 19 E33 = 30 Bin131 Bin232 Bin333
E11 = 19 E24 = 30 E34 = 39 Bin142 Bin243 Bin344
E21 = 20 E25 = 32 E35 = 40 Bin152 Bin254 Bin354
E31 = 28 E26 = 34 E36 = 42 Bin163 Bin264 Bin365
Tabla 3.3: Solucio´n del ejemplo mediante el modelo WST adaptado
Figura 3.2: D. Gantt de la solucio´n del ejemplo mediante el modelo WST para el problema propuesto
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Modelo Wilson original








Zij = 1 (1 ≤ i ≤ N) (3.12)
N∑
i=1




T1iZij ≤ B1,j+1 (1 ≤ j ≤ N − 1) (3.14)












TriZij ≤ Br,j+1 (2 ≤ r ≤ N, 1 ≤ j ≤ N − 1) (3.18)
Brj ≥ 0; 1 ≤ r ≤M , 1 ≤ j ≤ N
Zij ∈ {0, 1}; 1 ≤ i ≤ N , 1 ≤ j ≤ N
El makespan (funcio´n objetivo) se expresa como el tiempo de comienzo del u´ltimo trabajo en la
u´ltima ma´quina ma´s su tiempo de proceso (3.11). Los dos primeros conjuntos (3.12 y 3.13) son los
(3.2 y 3.3) del modelo WST y tienen la misma interpretacio´n. El grupo (3.14) fuerza que todos los
trabajos empiecen a ser procesados en la ma´quina 1 justo despue´s de que haya terminado el trabajo
predecesor. (3.15) restringe el comienzo del primer trabajo en la primera ma´quina al instante t = 0.
Por (3.16), el primer trabajo de la secuencia no espera despue´s de ser procesado. Al terminar en una
ma´quina pasa inmediatamente a la siguiente. Por u´ltimo, (3.17 y 3.18) aseguran, respectivamente,
que ningu´n trabajo puede pasar a la siguiente ma´quina sin haber sido completamente procesado
en la actual y que ningu´n trabajo puede comenzar a ser procesado en una ma´quina hasta que el
trabajo que le precede haya finalizado en esa misma ma´quina.
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Resolucio´n del ejemplo: Puesto que todos los modelos son igualmente va´lidos, es esperable
que el makespan que alcance el modelo Wilson sea el mismo que el modelo original anterior WST
(36 u.t.), aunque no necesariamente con la misma secuencia. Los valores que toman las variables se
observan en la Tabla 3.4 y la Gra´fica 3.3 muestra la distribucio´n temporal de la planificacio´n. Los
trabajos se procesan segu´n la secuencia (6, 2, 3, 5, 1, 4) y el makespan se calcula como el tiempo
de comienzo del u´ltimo trabajo (4) en la u´ltima ma´quina (E36 = 34) ma´s su tiempo de proceso
(T34 = 2).
Brj Zij = 1
B11 = 0 B21 = 1 B31 = 12 Z15
B12 = 1 B22 = 6 B32 = 15 Z22
B13 = 6 B23 = 15 B33 = 24 Z33
B14 = 10 B24 = 25 B34 = 31 Z46
B15 = 18 B25 = 29 B35 = 33 Z54
B16 = 26 B26 = 31 B36 = 34 Z61
Tabla 3.4: Solucio´n del ejemplo mediante el modelo Wilson original
Figura 3.3: D. Gantt de la solucio´n del ejemplo mediante el modelo Wilson para el problema cla´sico
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Modelo Wilson adaptado
Para modificar el modelo original, se an˜aden las restricciones (3.19, 3.20 y 3.21). Estas requieren




TriZij − bT ≤ P (1−Binrjb) (1 ≤ r ≤M, 1 ≤ j ≤ N, 1 ≤ b ≤ Bines) (3.19)
Brj + P (1−Binrjb) ≥ T (b− 1) (1 ≤ r ≤M, 1 ≤ j ≤ N, 1 ≤ b ≤ Bines) (3.20)
Bines∑
b=1
Binrjb = 1 (1 ≤ r ≤M, 1 ≤ j ≤ N) (3.21)








Zij = 1 (1 ≤ i ≤ N)
N∑
i=1





















TriZij − bT ≤ P (1−Binrjb) (1 ≤ r ≤M, 1 ≤ j ≤ N, 1 ≤ b ≤ Bines)
Brj + P (1−Binrjb) ≥ T (b− 1) (1 ≤ r ≤M, 1 ≤ j ≤ N, 1 ≤ b ≤ Bines)
Bines∑
b=1
Binrjb = 1 (1 ≤ r ≤M, 1 ≤ j ≤ N)
Brj ≥ 0; 1 ≤ r ≤M , 1 ≤ j ≤ N
Zij , Binrjb ∈ {0, 1}; 1 ≤ r ≤M , 1 ≤ i ≤ N , 1 ≤ j ≤ N , 1 ≤ b ≤ Bines
24
Resolucio´n del ejemplo: Los valores obtenidos por el modelo para las variables se reflejan en
la Tabla 3.5. De nuevo, el makespan es el tiempo de comienzo del u´ltimo trabajo (5) en la u´ltima
ma´quina (B36 = 40) ma´s lo que tarda este en ser procesado (T35 = 2), es decir, 42 unidades de
tiempo. Interpretando los valores obtenidos de las variables se obtiene una secuencia (6, 1, 2, 3, 4,
5) y se elabora el Gra´fico 3.4.
Brj Zij = 1 Binrjb = 1
B11 = 0 B21 = 4 B31 = 10 Z12 Bin111 Bin211 Bin312
B12 = 1 B22 = 5 B32 = 14 Z23 Bin121 Bin221 Bin322
B13 = 2 B23 = 10 B33 = 20 Z34 Bin131 Bin232 Bin333
B14 = 10 B24 = 20 B34 = 30 Z45 Bin142 Bin243 Bin344
B15 = 14 B25 = 30 B35 = 37 Z56 Bin152 Bin254 Bin354
B16 = 20 B26 = 33 B36 = 40 Z61 Bin163 Bin264 Bin365
Tabla 3.5: Solucio´n del ejemplo mediante el modelo Wilson adaptado




Las restricciones del modelo TS2 son similares a las del modelo anterior, pero en el modelo de
Wilson la variable que se utilizaba era el tiempo de comienzo de los trabajos (Brj) y aqu´ı se emplea





Zij = 1 (1 ≤ i ≤ N) (3.23)
N∑
i=1













Erj ≥ 0; 1 ≤ r ≤M , 1 ≤ j ≤ N
Zij ∈ {0, 1}; 1 ≤ i ≤ N , 1 ≤ j ≤ N
Las restricciones (3.25) aseguran que el trabajo procesado en la posicio´n j + 1 de la secuencia no
pueda terminar en ninguna ma´quina hasta que su predecesor en la secuencia y el propio trabajo en
la posicio´n j + 1 se procesen completamente en esa ma´quina. El conjunto (3.26) garantiza que un
trabajo dado no puede terminar en la ma´quina r + 1 hasta que finalice en la ma´quina anterior y
luego se procese completamente en la ma´quina r+ 1. Por u´ltimo, la inecuacio´n (3.27) fuerza que el
primer trabajo de la secuencia no pueda terminar en la ma´quina 1 antes de su tiempo de proceso.
Resolucio´n del ejemplo: Para el problema cla´sico, la solucio´n se refleja en la Tabla 3.6. La
secuencia de los trabajos es (1, 6, 2, 3, 4, 5) y el makespan, el tiempo de finalizacio´n del u´ltimo
trabajo en la tercera ma´quina: E36 = 36 u.t. La solucio´n gra´fica se muestra en la Figura 3.5.
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Brj Zij = 1
E11 = 1 E21 = 3 E31 = 13 Z11
E12 = 2 E22 = 7 E32 = 16 Z23
E13 = 7 E23 = 16 E33 = 25 Z34
E14 = 11 E24 = 25 E34 = 32 Z45
E15 = 16 E25 = 32 E35 = 34 Z56
E16 = 24 E26 = 34 E36 = 36 Z62
Tabla 3.6: Solucio´n del ejemplo mediante el modelo TS2 original
Figura 3.5: D. Gantt de la solucio´n del ejemplo mediante el modelo TS2 para el problema cla´sico
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Modelo TS2 adaptado
Para adaptar el modelo al problema propuesto, se an˜aden las expresiones que garantizan el cum-
plimiento de los l´ımites de los bines. Dado que el modelo TS2 y el WST trabajan con la variable
Erj , estas expresiones son las mismas (3.8, 3.9 y 3.10).





Zij = 1 (1 ≤ i ≤ N)
N∑
i=1

















TriZij + P (1−Binrjb) ≥ T (b− 1) (1 ≤ r ≤M, 1 ≤ j ≤ N, 1 ≤ b ≤ Bines)
Bines∑
b=1
Binrjb = 1 (1 ≤ r ≤M, 1 ≤ j ≤ N)
Erj ≥ 0; 1 ≤ r ≤M , 1 ≤ j ≤ N
Zij , Binrjb ∈ {0, 1}; 1 ≤ r ≤M , 1 ≤ i ≤ N , 1 ≤ j ≤ N , 1 ≤ b ≤ Bines
Resolucio´n del ejemplo: Al resolver el problema propuesto con el modelo TS2, las variables
resultan segu´n la Tabla 3.7. La secuencia obtenida es (6, 2, 3, 5, 1, 4) y el makespan, 42 unidades.
Trasladando los resultados nume´ricos, se obtiene el Gra´fico 3.6.
28
Brj Zij = 1 Binrjb = 1
E11 = 1 E21 = 2 E31 = 10 Z15 Bin111 Bin211 Bin311
E12 = 6 E22 = 20 E32 = 30 Z22 Bin121 Bin222 Bin323
E13 = 10 E23 = 30 E33 = 37 Z33 Bin131 Bin233 Bin334
E14 = 18 E24 = 32 E34 = 39 Z46 Bin142 Bin244 Bin344
E15 = 20 E25 = 34 E35 = 40 Z54 Bin152 Bin254 Bin354
E16 = 30 E26 = 40 E36 = 42 Z61 Bin163 Bin264 Bin365
Tabla 3.7: Solucio´n del ejemplo mediante el modelo TS2 adaptado
Figura 3.6: D. Gantt de la solucio´n del ejemplo mediante el modelo TS2 para el problema propuesto
29
3.3.2. La familia de modelos Manne
Los dos modelos que van a ser expuestos a continuacio´n (SGST y LYeq) pertenecen a la familia de
modelos Manne. Estos utilizan, para la asignacio´n de trabajos a las posiciones de la secuencia de
procesamiento, pares de restricciones dicoto´micas. Adema´s, a diferencia de la familia Wagner, las
variables no se refieren a los trabajos como su posicio´n en la secuencia (sub´ındice j), sino que se
hace referencia al trabajo en s´ı (sub´ındice i).
Modelo SGST original
El primero de los modelos de la familia Manne utiliza las variables Cri y Dik.
Min Cmax (3.28)
sa: C1i ≥ T1i (1 ≤ i ≤ N) (3.29)
Cr+1,i − Cri ≥ Tr+1,i (1 ≤ r ≤M − 1, 1 ≤ i ≤ N) (3.30)
Cri − Crk + PDik ≥ Tri (1 ≤ r ≤M, 1 ≤ i < k ≤ N) (3.31)
Crk − Cri + PDik ≥ Trk (1 ≤ r ≤M, 1 ≤ i < k ≤ N) (3.32)
Cmax ≥ CMi (1 ≤ i ≤ N) (3.33)
Cri, Cmax ≥ 0; 1 ≤ r ≤M , 1 ≤ i ≤ N
Dij ∈ {0, 1}; 1 ≤ i ≤ N , 1 ≤ j ≤ N
En este modelo, el makespan se expresa directamente como Cmax (3.28), ya que es una variable en
el modelo. En cuanto a las restricciones, el primer conjunto (3.29) garantiza que ningu´n trabajo
pueda terminar en la primera ma´quina antes de lo que tarda en ser procesado. Por las restricciones
(3.30), ningu´n trabajo puede terminar en la ma´quina r+1 hasta que haya finalizado en la ma´quina
anterior y, luego, haya sido completamente procesado en la ma´quina actual. Las expresiones (3.31
y 3.32) forman los pares de restricciones dicoto´micas que relacionan cada par de trabajos i y k
(i 6= k), de modo que cualquiera de los trabajos i o bien precede, o bien sigue, al trabajo k en
la secuencia, pero no ambos. Por u´ltimo, (3.33) fuerza a que el makespan (Cmax) coincida con el
tiempo de finalizacio´n del u´ltimo de los trabajos procesados en la u´ltima ma´quina.
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Resolucio´n del ejemplo: Los valores que toman las variables al ejecutar la instancia ejemplo
con el modelo SGST en su versio´n original se muestran en la Tabla 3.8.
Cri Dik
C11 = 1 C21 = 3 C31 = 4 D12 = 1 D23 = 1 D35 = 1
C12 = 7 C22 = 16 C32 = 25 D13 = 1 D24 = 1 D36 = 0
C13 = 11 C23 = 25 C33 = 32 D14 = 1 D25 = 1 D45 = 1
C14 = 16 C24 = 28 C34 = 34 D15 = 1 D26 = 0 D46 = 0
C15 = 32 C25 = 34 C35 = 36 D16 = 1 D34 = 1 D56 = 0
C16 = 2 C26 = 4 C36 = 16
Tabla 3.8: Solucio´n del ejemplo mediante el modelo SGST original
La diferencia ma´s llamativa en estos modelos respecto a los de la familia Wagner es el tratamiento
de los sub´ındices. Ahora, a los trabajos se les hace referencia por su nu´mero, no por el orden en el
que son procesados. De esta manera, la variable C16 = 2 indica el tiempo de terminacio´n del trabajo
6 (no el que es procesado en sexto lugar de la secuencia) en la ma´quina 1. Las variables binarias Dik
proporcionan informacio´n sobre el orden en que los trabajos son procesados. Por ejemplo, D34 = 1
indica que el trabajo 4 es procesado despue´s del 3, mientras que D36 = 0 indica que el trabajo 6 se
procesa antes que el 3.
Con ayuda de las variables Dik se identifica al trabajo 5 como el u´ltimo en ser procesado. Por ello,
el makespan coincide con el tiempo de finalizacio´n de este trabajo: 36 u.t. La secuencia es (1, 6, 2,
3, 4, 5) y el programa el que aparece en la Figura 3.7.
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Figura 3.7: D. Gantt de la solucio´n del ejemplo mediante el modelo SGST para el problema cla´sico
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Modelo SGST adaptado
Para adaptar este modelo a la versio´n restrictiva, se sigue la misma pauta que en los modelos
de la familia Wagner. Como se ha dicho anteriormente, en los modelos de la familia Manne las
expresiones hacen referencia a los trabajos en s´ı, no a la posicio´n que ocupan en la secuencia de
procesamiento. Por eso, el sub´ındice i sustituye al j en la variable Binrib (3.34, 3.35 y 3.36).
Cri − bT ≤ P (1−Binrib) (1 ≤ r ≤M, 1 ≤ i ≤ N, 1 ≤ b ≤ Bines) (3.34)
Cri − Tri + P (1−Binrib) ≥ T (b− 1) (1 ≤ r ≤M, 1 ≤ i ≤ N, 1 ≤ b ≤ Bines) (3.35)
Bines∑
b=1
Binrib = 1 (1 ≤ r ≤M, 1 ≤ i ≤ N) (3.36)
Con la adicio´n de estas tres restricciones, el modelo SGST adaptado al problema propuesto resulta:
Min Cmax
sa: C1i ≥ T1i (1 ≤ i ≤ N)
Cr+1,i − Cri ≥ Tr+1,i (1 ≤ r ≤M − 1, 1 ≤ i ≤ N)
Cri − Crk + PDik ≥ Tri (1 ≤ r ≤M, 1 ≤ i < k ≤ N)
Crk − Cri + PDik ≥ Trk (1 ≤ r ≤M, 1 ≤ i < k ≤ N)
Cmax ≥ CMi (1 ≤ i ≤ N)
Cri − bT ≤ P (1−Binrib)
(1 ≤ r ≤M, 1 ≤ i ≤ N, 1 ≤ b ≤ Bines)
Cri − Tri + P (1−Binrib) ≥ T (b− 1) (1 ≤ r ≤M, 1 ≤ i ≤ N, 1 ≤ b ≤ Bines)
Bines∑
b=1
Binrib = 1 (1 ≤ r ≤M, 1 ≤ i ≤ N)
Cri, Cmax ≥ 0; 1 ≤ r ≤M , 1 ≤ i ≤ N
Dij , Binrib ∈ {0, 1}; 1 ≤ r ≤M , 1 ≤ i ≤ N , 1 ≤ j ≤ N , 1 ≤ b ≤ Bines
Resolucio´n del ejemplo: La Tabla 3.9 y la Figura 3.8 muestran la resolucio´n del modelo SGST
adaptado. La secuencia obtenida es (1, 6, 2, 3, 5, 4) y el makespan = C34 = 42 u.t.
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Cri Dik
C11 = 1 C21 = 3 C31 = 6 D12 = 1 D23 = 1 D35 = 1
C12 = 10 C22 = 20 C32 = 30 D13 = 1 D24 = 1 D36 = 0
C13 = 14 C23 = 29 C33 = 37 D14 = 1 D25 = 1 D45 = 0
C14 = 35 C24 = 40 C34 = 42 D15 = 1 D26 = 0 D46 = 0
C15 = 30 C25 = 37 C35 = 40 D16 = 1 D34 = 1 D56 = 0








Tabla 3.9: Solucio´n del ejemplo mediante el modelo SGST adaptado




En este modelo LYeq, al igual que en el caso anterior, esta´n presentes las variables Criy Dik, adema´s
de la variable auxiliar Qrik.
Min Cmax (3.37)
sa: C1i ≥ T1i (1 ≤ i ≤ N) (3.38)
Cr+1,i − Cri ≥ Tr+1,i (1 ≤ r ≤M − 1, 1 ≤ i ≤ N) (3.39)
Cmax ≥ CMi (1 ≤ i ≤ N) (3.40)
PDik + Cri − Crk − Tri = Qrik (1 ≤ r ≤M, 1 ≤ i < k ≤ N) (3.41)
Qrik ≤ P − Tri − Trk (1 ≤ r ≤M, 1 ≤ i < k ≤ N) (3.42)
Cri, Cmax, Qrik ≥ 0; 1 ≤ r ≤M , 1 ≤ i < k ≤ N
Dij ∈ {0, 1}; 1 ≤ i ≤ N , 1 ≤ j ≤ N
La funcio´n objetivo (3.37) y las restricciones (3.38, 3.39 y 3.40) son las expresiones (3.28, 3.29,
3.30 y 3.33), respectivamente, del modelo SGST. Las expresiones (3.41 y 3.42) establecen el par de
restricciones dicoto´micas.
Resolucio´n del ejemplo: En la Tabla 3.10 se muestra la solucio´n que devuelve el modelo LYeq
original a la instancia del ejemplo. A partir de los valores de estas variables, se obtiene la secuencia
(6, 2, 3, 1, 5, 4) y un makespan de 36 u.t. (C34). El gra´fico con el plan de produccio´n se muestra
en la Figura 3.9.
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Cri Dik
C11 = 11 C21 = 26 C31 = 32 D12 = 0 D23 = 1 D35 = 1
C12 = 6 C22 = 15 C32 = 24 D13 = 0 D24 = 1 D36 = 0
C13 = 10 C23 = 24 C33 = 31 D14 = 1 D25 = 1 D45 = 0
C14 = 24 C24 = 31 C34 = 36 D15 = 1 D26 = 0 D46 = 0
C15 = 19 C25 = 28 C35 = 34 D16 = 0 D34 = 1 D56 = 0
C16 = 1 C26 = 6 C36 = 15
Tabla 3.10: Solucio´n del ejemplo mediante el modelo LYeq original
Figura 3.9: D. Gantt de la solucio´n del ejemplo mediante el modelo LYeq para el problema cla´sico
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Modelo LYeq adaptado
Dado que los modelos SGST y LYeq trabajan con las mismas variables, las restricciones que se
agregan en ambos modelos para limitar la disponibilidad en las ma´quinas son las mismas (3.34,
3.35 y 3.36).
As´ı, el modelo LYeq modificado, queda:
Min Cmax
sa: C1i ≥ T1i (1 ≤ i ≤ N)
Cr+1,i − Cri ≥ Tr+1,i (1 ≤ r ≤M − 1, 1 ≤ i ≤ N)
Cmax ≥ CMi (1 ≤ i ≤ N)
PDik + Cri − Crk − Tri = Qrik (1 ≤ r ≤M, 1 ≤ i < k ≤ N)
Qrik ≤ P − Tri − Trk (1 ≤ r ≤M, 1 ≤ i < k ≤ N)
Cri − bT ≤ P (1−Binrib) (1 ≤ r ≤M, 1 ≤ i ≤ N, 1 ≤ b ≤ Bines)
Cri − Tri + P (1−Binrib) ≥ T (b− 1) (1 ≤ r ≤M, 1 ≤ i ≤ N, 1 ≤ b ≤ Bines)
Bines∑
b=1
Binrib = 1 (1 ≤ r ≤M, 1 ≤ i ≤ N)
Cri, Cmax, Qrik ≥ 0; 1 ≤ r ≤M , 1 ≤ i < k ≤ N
Dij , Binrib ∈ {0, 1}; 1 ≤ r ≤M , 1 ≤ i ≤ N , 1 ≤ j ≤ N , 1 ≤ b ≤ Bines
Resolucio´n del ejemplo: El modelo LYeq propone la solucio´n que aparece en la Tabla 3.11
al problema propuesto. Asignando los trabajos en las ma´quinas y en el tiempo se construye la
secuencia (6, 2, 3, 4, 1, 5) y el Diagrama 3.10. El trabajo 5 es el u´ltimo en la secuencia, por lo que
el makespan coincide con C35 y vale 42 unidades.
37
Cri Dik
C11 = 20 C21 = 35 C31 = 40 D12 = 0 D23 = 1 D35 = 1
C12 = 6 C22 = 19 C32 = 29 D13 = 0 D24 = 1 D36 = 0
C13 = 14 C23 = 29 C33 = 37 D14 = 0 D25 = 1 D45 = 1
C14 = 19 C24 = 33 C34 = 39 D15 = 1 D26 = 0 D46 = 0
C15 = 28 C25 = 37 C35 = 42 D16 = 0 D34 = 1 D56 = 0








Tabla 3.11: Solucio´n del ejemplo mediante el modelo LYeq adaptado
Figura 3.10: D. Gantt de la solucio´n del ejemplo mediante el modelo LYeq para el problema pro-
puesto
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Una vez han sido adaptados los cinco modelos para que cumplan correctamente las restricciones de
disponibilidad en las ma´quinas y se ha comprobado que resuelven el problema de manera o´ptima,
interesa determinar cua´l de todos ellos es ma´s eficiente en te´rminos de tiempo de resolucio´n.
Para ello se llevara´ a cabo un ana´lisis computacional, en el que cada modelo resolvera´ la misma
bater´ıa de problemas y se comparara´n los tiempos de co´mputo. Las conclusiones de este estudio se





4.1. Resolucio´n de los modelos
Se dispone de cinco modelos para resolver el problema que es objeto final de este proyecto. Una
instancia del problema puede ser resuelta por un modelo en cuestio´n de segundos, mientras que
otro modelo puede no llegar a encontrar la solucio´n o´ptima para ese mismo caso en varios minutos
de co´mputo.
En funcio´n del taman˜o y la complejidad del problema que se enfrente, sera´ ma´s interesante em-
plear un modelo u otro. Decidir que´ modelo es capaz de resolver un determinado problema ma´s
ra´pidamente es el objeto del ana´lisis que se va a realizar.
Cada modelo resolvera´ una bater´ıa de 480 problemas, que difieren en el nu´mero de ma´quinas
(M), trabajos (N) y periodo de disponibilidad (T ) que los caracterizan. Se hara´n combinaciones
de problemas que tengan 2, 3, 4 y 5 ma´quinas, que procesen, cada uno de ellos, 5, 10, 15 y 20
trabajos y con un tiempo de disponibilidad que var´ıe entre 100, 200 y 300 u.t. Adema´s, para cada
combinacio´n concreta se resolvera´n 10 instancias distintas, cada una de ellas con tiempos de proceso
generados aleatoriamente segu´n una distribucio´n uniforme discreta entre 1 y 99 u.t.
Tri ∼ U [1, 99]
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Es esperable que, cuando crezca la complejidad de los problemas al aumentar el nu´mero de ma´quinas
y/o trabajos, el tiempo de co´mputo requerido para hallar la solucio´n o´ptima al problema aumente
tambie´n. Para evitar tiempos de ejecucio´n extremadamente largo, se ha limitado el tiempo de
ejecucio´n para resolver cada instancia a un ma´ximo de 15 minutos (900s). Si, para un problema, el
modelo no ha alcanzado la solucio´n o´ptima en ese tiempo, este devolvera´ la mejor solucio´n factible
que haya encontrado hasta entonces.
En previsio´n de que algunos modelos no alcancen si quiera una solucio´n factible en esos 15 minutos,
se proporciona una solucio´n admisible de partida (por lejos que se halle esta del o´ptimo).Esta
solucio´n inicial es la correspondiente a la secuencia [1, ..., N ].
Ejecutar una bater´ıa de 480 instancias mediante los 5 modelos que se han desarrollado se traduce
en la resolucio´n de un total de 2400 problemas diferentes. Su ejecucio´n se ha llevado a cabo en
las mismas condiciones con las que se ha trabajado en el ejemplo durante el cap´ıtulo 3: lenguaje
de programacio´n Python v. 3.5.2 (64-bit) y optimizador Gurobi-7.0.2-win64. Plataforma PC con
procesador Intel(R) Core(TM) i5 de 1.80 GHz y sistema operativo de 64 bits Windows 10 Home
de Microsoft Corporation.
Los resultados del experimento se han recogido en un archivo “.txt”. De ah´ı se han exportado a
un archivo excel y se han clasificado segu´n el nu´mero de ma´quinas M , trabajos N , periodo de
disponibilidad T y tiempo de co´mputo (CPU Time). En la Figura 4.1 se muestra un ejemplo del
formato del archivo de salida.
Figura 4.1: Formato de salida de los resultados.
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4.2. Ana´lisis estad´ıstico de resultados
En este apartado se va a realizar un ana´lisis a partir de los resultados obtenidos del experimento,
en total 2400 observaciones, con el objeto de determinar que´ modelo es el ma´s ra´pido en media a
la hora de resolver las instancias del problema propuesto.
El tiempo de co´mputo (CPU Time), que es la variable objeto de estudio, guarda relacio´n de depen-
dencia respecto a cada una de las variables independientes o factores utilizados en el experimento:
Modelo, Nu´mero de ma´quinas (M), Nu´mero de trabajos (N) y Periodo de disponibilidad (T ). Es
interesante estudiar co´mo influyen los modelos en el tiempo de co´mputo y co´mo responde cada uno
de ellos en funcio´n de los distintos niveles o valores que puedan tomar los factores.
Para la realizacio´n de ca´lculos se ha utilizado el software de ana´lisis estad´ıstico y gra´fico de datos
SPSS, desarrollado por IBM Corporation. Si se desea observar con ma´s detalle la salida de resul-
tados del experimento y los datos facilitados por el software SPSS, se puede consultar el archivo
Salida y ana´lisis estad´ıstico de los resultados.xlsx adjunto en la versio´n digital de esta memoria.
CPU Time vs Modelos
En primer lugar se analiza la influencia de los distintos modelos en el tiempo de co´mputo. Se
realiza un estudio por parejas, comparando el valor medio de CPU Time y sus respectivos niveles
de incertidumbre, correspondientes al nivel de confianza del 95 %, para los distintos valores que
puede tomar el factor, es decir, los modelos WST, Wilson, TS2, SGST y LYeq. Se emplea el Test
LSD (Least Significant Difference) de Fisher, que determina la menor diferencia que puede haber
entre cada pareja de medias para que pueda decirse que existe una diferencia estad´ısticamente
significativa entre ellas [Montgomery and Runger, 2002].
La Tabla 4.1 muestra, para cada modelo, el valor medio de CPU Time total (considerando todos
los valores de los factores M , N , y T ) y su respectiva desviacio´n esta´ndar. En el Gra´fico 4.2 se
representan estos valores medios junto con sus respectivos intervalos de confianza al 95 %.
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CPU Time (s)
WST Wilson TS2 SGST LYeq
Media Desv. Est. Media Desv. Est. Media Desv. Est. Media Desv. Est. Media Desv. Est.
324,82 401,03 268,27 388,56 256,17 384,89 412,18 432,82 428,56 438,73
Tabla 4.1: CPU Time medio para cada modelo
Figura 4.2: Intervalo de confianza (95 %) del CPU Time medio para cada modelo
De su ana´lisis se obtienen algunas conclusiones:
Al nivel de confianza establecido (95 %), las medias de los modelos LYeq y SGST se super-
ponen, luego se puede decir que no existe una diferencia estad´ısticamente significativa entre
las medias de ambos. Lo mismo se puede afirmar del conjunto de modelos WST, Wilson y
TS2. Sin embargo, los dos grupos mencionados no se superponen entre s´ı, lo que indica que
la pareja LYeq-SGST y el conjunto WST-Wilson-TS2 son estad´ısticamente diferentes.
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Atendiendo al valor medio de CPU Time, se concluye que los modelos de la familia Wagner
(WST, Wilson y TS2) son ma´s eficientes que los de la familia Manne (SGST y LYeq). Dentro
de la familia Wagner, el modelo TS2 ha resuelto ma´s ra´pido, en media, todas las instancias
del experimento, seguido de los modelos Wilson y WST, respectivamente. El que ma´s tiempo
de co´mputo ha requerido ha sido el modelo LYeq.
Respecto a la dispersio´n de los datos, los modelos TS2 y Wilson son los que tienen menor
valor de la desviacio´n esta´ndar. No solo son los modelos que resuelven las instancias en menor
tiempo medio de co´mputo, sino que adema´s son los que presentan una menor incertidumbre
en los resultados.
Una vez se ha conclu´ıdo que´ modelo es el ma´s ra´pido en resolver todas las instancias, resulta intere-
sante profundizar en este ana´lisis y desglosar los valores de los tiempos de co´mputo medios para
cada modelo y cada factor. Conocer co´mo influye en el tiempo de co´mputo, y para cada modelo,
el nu´mero de trabajos (N), el nu´mero de ma´quinas (M) y el periodo de disponibilidad (T ), sirve
para determinar que´ modelo es ma´s conveniente emplear en cada caso.
CPU Time vs Modelo y Nu´mero de Ma´quinas
La Tabla 4.2 muestra la media y la variabilidad, medida en te´rminos de la desviacio´n t´ıpica, de
los tiempos de co´mputo empleados por cada modelo para resolver las instancias con 2, 3, 4 y 5
ma´quinas, respectivamente. Trasladando esos valores a un gra´fico resulta la Figura 4.3.
CPU Time (s)
WST Wilson TS2 SGST LYeq
Media Desv. Est. Media Desv. Est. Media Desv. Est. Media Desv. Est. Media Desv. Est.
M=2 191,27 346,12 180,77 344,88 179,34 346,84 405,60 436,10 411,09 439,89
M=3 273,32 384,14 231,95 372,21 215,51 365,32 414,04 437,81 425,52 440,65
M=4 367,50 403,70 290,55 392,61 283,33 394,07 415,73 434,02 438,11 440,63
M=5 467,21 417,24 369,80 419,72 346,49 413,12 413,35 428,69 439,55 438,69
Tabla 4.2: CPU Time medio en funcio´n del nu´mero de ma´quinas, para cada modelo
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Figura 4.3: Intervalo de confianza (95 %) del CPU Time medio en funcio´n de M , para cada modelo
De su observacio´n se extraen las siguientes conclusiones:
CPU Time depende del factor M aproximadamente de forma lineal. Segu´n crece el nu´mero de
ma´quinas del problema, aumenta tambie´n el tiempo requerido para resolverlo. En la familia
de modelos Wagner, la razo´n de proporcionalidad es mucho mayor que en la familia Manne.
Para valores pequen˜os de M (M = 2 y M = 3) los modelos de la familia Wagner tardan la
mitad de tiempo aproximadamente que lo que tardan los de la familia Manne. Dentro de la
familia Wagner, el modelo ma´s ra´pido es el TS2, seguido de los modelos Wilson y WST.
A medida que aumenta M , la diferencia de CPU Time entre las familias se reduce. Al elevar el
nu´mero de ma´quinas (M = 4 y M = 5), el tiempo requerido por los modelos WST, Wilson y
TS2 (Wagner) aumenta considerablemente, mientras que los modelos SGST y LYeq (Manne)
no tardan mucho ma´s que para valores de M pequen˜os.
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Para M = 5, el modelo WST es el que requiere ma´s CPU Time de media. Podr´ıa ser in-
teresante ampliar el estudio aumentando el nu´mero de ma´quinas para verificar si los modelos
de la familia Manne acaban siendo ma´s ra´pidos que los de la Wagner y para que´ valor de
M comenzar´ıa a ser ma´s conveniente emplear el modelo SGST (el ma´s ra´pido de la familia
Manne).
Para los modelos de la familia Wagner, la dispersio´n de los datos crece conforme aumenta
el nu´mero de ma´quinas. Un entorno productivo con un nu´mero de ma´quinas elevado no solo
requiere ma´s tiempo de computacio´n, sino que supone una mayor desviacio´n de los valores de
CPU Time respecto a la media. En cambio, para los modelos de la familia Manne, y para los
valores de M analizados, los intervalos de confianza permanecen pra´cticamente invariables.
Por u´ltimo, los valores de la desviacio´n esta´ndar para los modelos de la familia Manne, aunque
constantes, siempre son superiores a los de la familia Wagner. Esto supone que los tiempos
de co´mputo medios requeridos por los modelos SGST y LYeq son ma´s inciertos que los que
requieren los modelos WST, Wilson y TS2.
CPU Time vs Modelo y Nu´mero de Trabajos
La Tabla 4.3 muestra la media y la desviacio´n esta´ndar de los tiempos de co´mputo empleados por
cada modelo para resolver las instancias con 5, 10, 15 y 20 trabajos, respectivamente. La Figura
4.4 muestra estos valores medios junto con sus respectivos intervalos de confianza al 95 %.
CPU Time (s)
WST Wilson TS2 SGST LYeq
Media Desv. Est. Media Desv. Est. Media Desv. Est. Media Desv. Est. Media Desv. Est.
N=5 1,38 1,88 0,28 0,31 0,25 0,35 0,19 0,19 0,31 0,26
N=10 80,76 174,08 20,56 73,51 15,69 44,17 11,03 15,57 14,93 20,48
N=15 502,99 396,26 385,52 401,08 354,12 397,28 737,48 271,45 798,96 233,23
N=20 714,16 331,06 666,72 364,97 654,60 377,37 900,03 0,03 900,05 0,14
Tabla 4.3: CPU Time medio en funcio´n del nu´mero de trabajos, para cada modelo
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Figura 4.4: Intervalo de confianza (95 %) del CPU Time medio en funcio´n de N , para cada modelo
Conclusiones:
El nu´mero de trabajos es el factor al que la variable CPU Time presenta una mayor sensibi-
lidad. Esta crece exponencialmente con N , debido al cara´cter NP-hard del problema.
Cuando el problema es simple, N ≤ 10, el tiempo de resolucio´n requerido por los modelos es
muy pequen˜o: los modelos Wilson, TS2, SGST y LYeq emplean entre 0, 2s y 0, 3s para N = 5
y entre 10s y 20s para N = 10. El modelo SGST (Manne) es ligeramente ma´s ra´pido. Sin
embargo, el modelo WST puede requerir hasta cinco veces ma´s tiempo que los dema´s, por lo
que se concluye que no es conveniente emplear este modelo para valores bajos de N .
Con un nu´mero ma´s elevado de trabajos, N ≥ 15, surge una diferencia considerable entre
los CPU Time de los modelos de la familia Wagner y los de la Manne. Los modelos SGST y
LYeq no encuentran la solucio´n o´ptima para muchos problemas con 15 trabajos y para ningu´n
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problema cuando N = 20. Por esta razo´n, el CPU Time medio para los modelos de la familia
Manne resulta 900s, el l´ımite de tiempo de co´mputo ma´ximo impuesto. El mejor modelo de
la familia Wagner vuelve a ser el TS2.
Por lo general, la incertidumbre de los tiempos de co´mputo crece para todos los modelos a
medida que aumenta el nu´mero de trabajos que se procesan. Para valores intermedios de N
(N = 10 y N = 15), los tiempos de co´mputo requeridos por los modelos SGST y LYeq tienen
una menor dispersio´n respecto a su media que los modelos de la familia Wagner. El modelo
WST es el que presenta mayor incertidumbre en los valores de CPU Time.
Para N = 20, la desviacio´n esta´ndar de los tiempos de co´mputo se reduce. Esto se debe al
l´ımite impuesto al tiempo de computacio´n: los modelos no son capaces de resolver muchas
de las instancias ma´s complejas (elevado nu´mero de trabajos) en un tiempo admisible y el
CPU Time que devuelven es el l´ımite impuesto de 900s. Llama la atencio´n que la desviacio´n
esta´ndar de los CPU Time de los dos modelos de la familia Manne, SGST y LYeq, es pra´cti-
camente nula al no encontrar en el tiempo establecido la solucio´n o´ptima para ninguna de las
instancias con 20 trabajos.
CPU Time vs Modelo y Periodo de Disponibilidad
La Tabla 4.4 muestra la media y la dispersio´n de los tiempos de co´mputo empleados por cada
modelo para resolver las instancias con un periodo de disponibilidad de 100, 200 y 300 u.t, respec-
tivamente. Los mismos datos se pueden observar gra´ficamente en la Figura 4.5.
CPU Time (s)
WST Wilson TS2 SGST LYeq
Media Desv. Est. Media Desv. Est. Media Desv. Est. Media Desv. Est. Media Desv. Est.
T=100 481,94 422,34 435,88 436,47 432,41 435,28 420,32 435,57 431,80 440,68
T=200 330,31 407,70 261,77 383,12 244,90 377,83 381,96 420,79 414,98 435,27
T=300 162,23 297,39 107,16 251,24 91,19 235,15 434,26 442,84 438,91 442,64
Tabla 4.4: CPU Time medio en funcio´n del periodo de disponibilidad, para cada modelo
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Figura 4.5: Intervalo de confianza (95 %) del CPU Time medio en funcio´n de T , para cada modelo
Se concluye:
La relacio´n entre CPU Time y T es inversa y aproximadamente lineal. El tiempo de co´mputo
se reduce con el aumento del periodo de disponibilidad. Este resultado es predecible, y nos
hace ver que, mientras mayor es T (menos bines se necesitan), ma´s fa´cil es para el solver
hallar la solucio´n o´ptima. El problema cla´sico se podr´ıa considerar como un tipo especial del
problema propuesto en el que el periodo de disponibilidad T es infinito. As´ı, una conclusio´n
directa es que encontrar una solucio´n o´ptima del problema propuesto puede ser ma´s dif´ıcil
que para el problema cla´sico.
Para T = 100, todos los modelos tardan aproximadamente lo mismo, en media, en resolver
las instancias del problema propuesto. El modelo SGST es ligeramente ma´s ra´pido que los
dema´s.
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A medida que crece el periodo de disponibilidad, el tiempo de co´mputo se reduce hasta una
cuarta parte para los modelos de la familia Wagner, mientras que para los de la familia
Manne permanece pra´cticamente invariable. Para valores altos del periodo de disponibilidad
(T = 200 y T = 300), el modelo TS2 es el ma´s ra´pido.
Para los modelos WST, Wilson y TS2, la variabilidad se reduce a medida que crece el periodo
de disponibilidad. La incertidumbre sobre los tiempos de co´mputo para los modelos SGST y
LYeq, aunque permanece pra´cticamente constante para los valores de T , es superior, por lo
general, a la de los modelos de la familia Wagner.
Con las observaciones realizadas, se concluye que el modelo TS2 de la familia Wagner es el ma´s
ra´pido en la mayor´ıa de los casos, especialmente para problemas complejos (nu´mero de trabajos
y ma´quinas altos) y con periodos de disponibilidad tambie´n elevados. Solo ante problemas ma´s
simples (valores bajos de M y N) y un periodo de disponibilidad reducido ser´ıa ma´s conveniente
utilizar el modelo SGST, que es el ma´s ra´pido de la familia Manne.
Tambie´n los valores de la dispersio´n analizados invitan a utilizar los modelos de la familia Wagner.
Aunque la incertidumbre de los valores de CPU Time de los modelos SGST y LYeq respecto a su
media no var´ıa considerablemente con los distintos niveles de los factores, esta es, en la mayor´ıa de





Este proyecto tiene como objeto final el disen˜o de un modelo de programacio´n lineal entera capaz
de hallar, en el menor tiempo posible, la solucio´n o´ptima a un problema de programacio´n de la
produccio´n con ma´quinas en serie (flowshop), periodos de indisponibilidad en las mismas y objetivo
el minimizar el tiempo total de produccio´n (makespan).
Para ello, se analizan cinco modelos de la literatura para un problema similar, aunque sin la
disponibilidad restringida en las ma´quinas, que se denomina problema “cla´sico” y se adaptan al
problema objeto del proyecto: problema “propuesto”. Los nombres de los modelos son los mismos
que dan los autores de [Stafford et al., 2005]: WST, Wilson y TS2 (pertenecientes a la familia de
modelos Wagner) y los modelos SGST y LYeq (familia Manne).
Los modelos obtenidos son implementados en lenguaje de programacio´n Python y se validan re-
solviendo problemas pequen˜os mediante el solver Gurobi. Los cinco modelos se ejecutan para una
bater´ıa de 2400 instancias del problema propuesto para obtener los tiempos de co´mputo y deter-
minar, tras un ana´lisis estad´ıstico, que´ modelo es ma´s eficiente para el problema propuesto.
Del estudio se concluye que el modelo TS2 de la familia Wagner es el ma´s ra´pido en la mayor´ıa de
los casos, especialmente para problemas complejos (nu´mero de trabajos y ma´quinas altos) y con
periodos de disponibilidad tambie´n elevados. Solo ante problemas ma´s simples (valores bajos de M
y N) y un periodo de disponibilidad reducido ser´ıa ma´s conveniente utilizar el modelo SGST, que
es el ma´s ra´pido de la familia Manne.
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Desde el punto de vista de la dispersio´n de los tiempos de co´mputo, tambie´n es ma´s adecuado, en
general, emplear los modelos de la familia Wagner.
En [Stafford et al., 2005] tambie´n se realiza un ana´lisis comparativo de los tiempos de co´mputo de
los modelos originales que resuelven el problema cla´sico. De e´l se obtiene que, en general, los modelos
de la familia Wagner son mejores que los de la familia Manne. El modelo Wilson es ma´s ra´pido que
los modelos WST y TS2 para problemas complejos (ma´s de diez ma´quinas). Para problemas con
ma´s de diez trabajos, no hay diferencia significativa entre los tres modelos.
Se prueba que, tanto para el problema cla´sico como para el propuesto, los modelos de la familia
Wagner requieren menos tiempo computacional que cualquiera de los de la familia Manne y esta
diferencia crece considerablemente a medida que aumenta el taman˜o del problema (aumenta el
nu´mero de ma´quinas y de trabajos). Por esta razo´n, los modelos Wagner son preferibles para
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A continuacio´n se adjunta el co´digo fuente en lenguaje Python que implementa cada uno de los
cinco modelos desarrollados que resuelven de forma exacta el problema propuesto.
1. Modelo WST
from gurobipy import ∗
import sys
f=open ( sys . argv [ 1 ] , ’ r ’ )
M=f . r e a d l i n e ( )
N=f . r e a d l i n e ( )
c i c l o=f . r e a d l i n e ( )
M=i n t (M)
N=i n t (N)
c i c l o=i n t ( c i c l o )
p r i n t ( ’ Nu´mero de ma´quinas : ’ ,M)
p r in t ( ’ Nu´mero de t r a b a j o s : ’ ,N)







whi le True :
Tiempos=f . r e a d l i n e ( )
Tiempos=Tiempos . s p l i t ( )
f o r i in Tiempos :
T[ maq , trab ]= i n t ( i )




i f l en ( Tiempos ) == 0 :
break
f . c l o s e ( )
#Nu´mero de b ine s
b ine s=i n t (P/ c i c l o )+1
pr in t (”Nu´mero de b ine s : ” , b ine s )
t ry :
# Create a new model
WST=Model (”WST”)






f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
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X[ r , j ]=WST. addVar ( vtype=GRB.INTEGER, name=’X[ %d, %d] ’ %( r , j ) )
f o r r in range (1 ,M) :
f o r j in range (1 ,N+1) :
Y[ r , j ]=WST. addVar ( vtype=GRB.INTEGER, name=’Y[ %d, %d] ’ %( r , j ) )
f o r i in range (1 ,N+1) :
f o r j in range (1 ,N+1) :
Z [ i , j ]=WST. addVar ( vtype=GRB.BINARY, name=’Z[ %d, %d] ’ %( i , j ) )
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
Bin [ r , j , b]=WST. addVar ( vtype=GRB.BINARY, name=’Bin[ %d, %d
, %d] ’ %( r , j , b ) )
f o r r in range (0 ,M+1) :
f o r j in range (0 ,N+1) :
E[ r , j ]=WST. addVar ( vtype=GRB.INTEGER, name=’E[ %d, %d] ’ %( r , j ) )
# Set o b j e c t i v e
sum Tmj=0
f o r j in range (1 ,N+1) :
sum Tmj=sum Tmj+T[M, j ]
sum Xmp=0
f o r p in range (1 ,N+1) :
sum Xmp=sum Xmp+X[M, p ]
WST. s e t O b j e c t i v e ( sum Tmj+sum Xmp , GRB. MINIMIZE)
# Add c o n s t r a i n t s
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# C2
f o r i in range (1 ,N+1) :
sum Zij=0
f o r j in range (1 ,N+1) :
sum Zij=sum Zij+Z [ i , j ]
WST. addConstr ( sum Zij ==1,’C2( %d) \n’ %( i ) )
# C3
f o r j in range (1 ,N+1) :
sum Zij=0
f o r i in range (1 ,N+1) :
sum Zij=sum Zij+Z [ i , j ]
WST. addConstr ( sum Zij ==1,’C3( %d) \n’ %( j ) )
# C4
f o r r in range (1 ,M) :
f o r j in range (1 ,N) :
sum Tri Zi jmas1=0
sum Trmas1i Zi j=0
f o r i in range (1 ,N+1) :
sum Tri Zi jmas1=sum Tri Zijmas1+T[ r , i ]∗Z [ i , j +1]
sum Trmas1i Zi j=sum Trmas1i Zi j+T[ r +1, i ]∗Z [ i , j ]
WST. addConstr ( sum Tri Zi jmas1+X[ r , j +1]+Y[ r , j +1]−
sum Trmas1i Zij−X[ r +1, j +1]−Y[ r , j ]==0, ’C4( %d, %d) \n’ %(r , j
) )
# C5
f o r r in range (1 ,M) :
sum Tri Zi1=0
f o r i in range (1 ,N+1) :
sum Tri Zi1=sum Tri Zi1+T[ r , i ]∗Z [ i , 1 ]
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WST. addConstr (X[ r +1,1]−X[ r ,1]−Y[ r ,1]− sum Tri Zi1 ==0,’C5( %d) \n
’ %( r ) )
# Sacando Erj
f o r r in range (1 ,M+1) :
sum Erj=0
f o r j in range (1 ,N+1) :
sum Erj=sum Erj+X[ r , j ]
f o r i in range (1 ,N+1) :
sum Erj=sum Erj+T[ r , i ]∗Z [ i , j ]
WST. addConstr (E[ r , j ]− sum Erj==0,’ SacandoErj( %d, %d) \n’ %(r , j )
)
# Bin1
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
WST. addConstr (E[ r , j ]+P∗Bin [ r , j , b]<=P+b∗ c i c l o , ’ Bin1( %d, %
d, %d) \n’ %(r , j , b ) )
# Bin2
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
T r i Z i j=0
f o r i in range (1 ,N+1) :
T r i Z i j=T r i Z i j+T[ r , i ]∗Z [ i , j ]
f o r b in range (1 , b ine s +1) :
WST. addConstr (E[ r , j ]−T r i Z i j−P∗Bin [ r , j , b]>=(b−1)∗ c i c l o−
P, ’ Bin2( %d, %d, %d) \n’ %(r , j , b ) )
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# Bin3
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
sum Bin=0
f o r b in range (1 , b ine s +1) :
sum Bin=sum Bin+Bin [ r , j , b ]
WST. addConstr ( sum Bin==1,’Bin3( %d, %d) \n’ %(r , j ) )
p r i n t (”\n”)
WST. params . t i m e l i m i t =900
# Pasamos s o l u c i o´ n i n i c i a l [ 1 , . . . ,N]
f o r i in range (1 ,N+1) :
f o r j in range (1 ,N+1) :
i f i==j :
Z [ i , j ] . s t a r t=1
e l s e :
Z [ i , j ] . s t a r t=0
WST. update ( )
f o r r in range (0 ,M+1) :
E[ r , 0 ] . s t a r t=0
f o r j in range (0 ,N+1) :
E[ 0 , j ] . s t a r t=0
WST. update ( )
nbins =[ ]
f o r r in range (1 ,M+1) :
nbins . append (1 )
WST. update ( )
f o r j in range (1 ,N+1) :
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f o r r in range (1 ,M+1) :
i f (max(E[ r−1, j ] . s t a r t ,E [ r , j −1] . s t a r t )+T[ r , j ] )>(nbins [ r−1]∗
c i c l o ) :
E [ r , j ] . s t a r t=nbins [ r−1]∗ c i c l o+T[ r , j ]
nbins [ r−1]+=1
f o r l in range ( r ,M) :
i f nbins [ l ]<nbins [ r −1] :
nbins [ l ]+=1
e l s e :
E [ r , j ] . s t a r t=max(E[ r , j −1] . s t a r t ,E [ r−1, j ] . s t a r t )+T[ r , j ]
WST. update ( )
WST. update ( )
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
i f j ==1:
X[ r , j ] . s t a r t=E[ r , j ] . s t a r t−T[ r , j ]
e l s e :
X[ r , j ] . s t a r t=E[ r , j ] . s t a r t−T[ r , j ]−E[ r , j −1] . s t a r t
WST. update ( )
f o r r in range (1 ,M) :
f o r j in range (1 ,N+1) :
Y[ r , j ]=E[ r +1, j ]−T[ r +1, j ]−E[ r , j ]
WST. update ( )
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
i f E [ r , j ] . s t a r t >(b−1)∗ c i c l o and E[ r , j ] . s t a r t<=b∗ c i c l o :
Bin [ r , j , b ] . s t a r t=1
e l s e :
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Bin [ r , j , b ] . s t a r t=0
WST. update ( )
p r i n t (”\nCmax . s t a r t ” ,E[M,N ] . s t a r t , ”\n”)
WST. opt imize ( )
tiempo WST = WST. Runtime
i f WST. s t a t u s == GRB. Status . TIME LIMIT and WST. Objval==1e +100:
f=open (” Sa l i da . txt ” , ’ a ’ )
f . wr i t e (”WST ”)
f . wr i t e (” ”)
f . wr i t e (”M ”+s t r (M) )
f . wr i t e (” ”)
f . wr i t e (”N ”+s t r (N) )
f . wr i t e (” ”)
f . wr i t e (”T ”+s t r ( c i c l o ) )
f . wr i t e (” ”)
f . wr i t e (”Cmax ∗”)
f . wr i t e (” ”)
f . wr i t e (” Runtime ”+s t r ( tiempo WST) )
f . wr i t e (”\n”)
f . c l o s e ( )
# f o r v in WST. getVars ( ) :
# pr in t ( v . varName , v . x )
p r i n t ( ’\n\nModelo WST’ )
p r i n t ( ’ Funcio´n o b j e t i v o : ’ , WST. objVal )
p r i n t (” Tiempo en opt imizar : ” , tiempo WST)
# WST. wr i t e (”WST. lp ”)
# WST. wr i t e (”WST. s o l ”)
except GurobiError :
p r i n t ( ’ Error reported ’ )
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sec WST =[]
f o r j in range (1 ,N+1) :
f o r i in range (1 ,N+1) :
i f Z [ i , j ] . X==1:
sec WST . append ( i )
p r i n t (” Secuenc ia : ” , sec WST)
f=open (” Sa l i da . txt ” , ’ a ’ )
f . wr i t e (”WST ”)
f . wr i t e (” ”)
f . wr i t e (”M ”+s t r (M) )
f . wr i t e (” ”)
f . wr i t e (”N ”+s t r (N) )
f . wr i t e (” ”)
f . wr i t e (”T ”+s t r ( c i c l o ) )
f . wr i t e (” ”)
f . wr i t e (”Cmax ”+s t r (WST. objVal ) )
f . wr i t e (” ”)
f . wr i t e (” Runtime ”+s t r ( tiempo WST) )
f . wr i t e (”\n”)




from gurobipy import ∗
import sys
f=open ( sys . argv [ 1 ] , ’ r ’ )
M=f . r e a d l i n e ( )
N=f . r e a d l i n e ( )
c i c l o=f . r e a d l i n e ( )
N=i n t (N)
M=i n t (M)
c i c l o=i n t ( c i c l o )
p r i n t ( ’ Nu´mero de ma´quinas : ’ ,M)
p r in t ( ’ Nu´mero de t r a b a j o s : ’ ,N)






whi le True :
Tiempos=f . r e a d l i n e ( )
Tiempos=Tiempos . s p l i t ( )
f o r i in Tiempos :
T[ maq , trab ]= i n t ( i )




i f l en ( Tiempos ) == 0 :
break
f . c l o s e ( )
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#Nu´mero de b ine s
b ine s=i n t (P/ c i c l o )+1
pr in t (”Nu´mero de b ine s : ” , b ine s )
t ry :
# Create a new model
Wilson=Model (” Wilson ”)




f o r r in range (0 ,M+1) :
f o r j in range (0 ,N+1) :
B[ r , j ]=Wilson . addVar ( vtype=GRB.INTEGER, name=’B[ %d, %d] ’ %( r ,
j ) )
f o r i in range (1 ,N+1) :
f o r j in range (1 ,N+1) :
Z [ i , j ]=Wilson . addVar ( vtype=GRB.BINARY, name=’Z[ %d, %d] ’ %( i , j
) )
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
Bin [ r , j , b]=Wilson . addVar ( vtype=GRB.BINARY, name=’Bin[ %d
, %d, %d] ’ %( r , j , b ) )
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# Set o b j e c t i v e
sum Tmi Zin=0
f o r i in range (1 ,N+1) :
sum Tmi Zin=sum Tmi Zin+T[M, i ]∗Z [ i ,N]
Wilson . s e t Ob j e c t i v e (B[M,N]+sum Tmi Zin , GRB. MINIMIZE)
# Add c o n s t r a i n t s
# C2
f o r i in range (1 ,N+1) :
sum Zij=0
f o r j in range (1 ,N+1) :
sum Zij=sum Zij+Z [ i , j ]
Wilson . addConstr ( sum Zij ==1,’C2( %d) \n’ %( i ) )
# C3
f o r j in range (1 ,N+1) :
sum Zij=0
f o r i in range (1 ,N+1) :
sum Zij=sum Zij+Z [ i , j ]
Wilson . addConstr ( sum Zij ==1,’C3( %d) \n’ %( j ) )
# C7
f o r j in range (1 ,N) :
sum T1i Zi j=0
f o r i in range (1 ,N+1) :
sum T1i Zi j=sum T1i Zi j+T[ 1 , i ]∗Z [ i , j ]




Wilson . addConstr (B[1 ,1]==0 , ’C8 ’ )
# C9
f o r r in range (1 ,M) :
sum Tri Zi1=0
f o r i in range (1 ,N+1) :
sum Tri Zi1=sum Tri Zi1+T[ r , i ]∗Z [ i , 1 ]
Wilson . addConstr (B[ r ,1 ]+ sum Tri Zi1−B[ r +1,1]<=0, ’C9( %d) \n’ %( r )
)
# C10
f o r r in range (1 ,M) :
f o r j in range (2 ,N+1) :
sum Tr i Z i j=0
f o r i in range (1 ,N+1) :
sum Tr i Z i j=sum Tr i Z i j+T[ r , i ]∗Z [ i , j ]
Wilson . addConstr (B[ r , j ]+ sum Tri Zi j−B[ r +1, j ]<=0, ’C10( %d, %d
) \n’ %(r , j ) )
# C11
f o r r in range (2 ,M+1) :
f o r j in range (1 ,N) :
sum Tr i Z i j=0
f o r i in range (1 ,N+1) :
sum Tr i Z i j=sum Tr i Z i j+T[ r , i ]∗Z [ i , j ]
Wilson . addConstr (B[ r , j ]+ sum Tri Zi j−B[ r , j +1]<=0, ’C11( %d, %d
) \n’ %(r , j ) )
# Bin1
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
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T r i Z i j=0
f o r i in range (1 ,N+1) :
T r i Z i j=T r i Z i j+T[ r , i ]∗Z [ i , j ]
f o r b in range (1 , b ine s +1) :
Wilson . addConstr (B[ r , j ]+ T r i Z i j+P∗Bin [ r , j , b]<=P+b∗ c i c l o
, ’ Bin1( %d, %d, %d, %d) \n’ %(r , j , i , b ) )
# Bin2
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
Wilson . addConstr (B[ r , j ]−P∗Bin [ r , j , b]>=(b−1)∗ c i c l o−P, ’
Bin2( %d, %d, %d) \n’ %(r , j , b ) )
# Bin3
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
sum Bin=0
f o r b in range (1 , b ine s +1) :
sum Bin=sum Bin+Bin [ r , j , b ]
Wilson . addConstr ( sum Bin==1,’Bin3( %d, %d) \n’ %(r , j ) )
p r i n t (”\n”)
Wilson . params . t i m e l i m i t =900
# Pasamos l a s o l u c i o´ n i n i c i a l [ 1 , . . . ,N]
f o r i in range (1 ,N+1) :
f o r j in range (1 ,N+1) :
i f i==j :
Z [ i , j ] . s t a r t=1
e l s e :
Z [ i , j ] . s t a r t=0
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Wilson . update ( )
f o r r in range (0 ,M+1) :
B[ r , 0 ] . s t a r t=0
T[ r ,0 ]=0
Wilson . update ( )
f o r j in range (0 ,N+1) :
B[ 0 , j ] . s t a r t=0
T[ 0 , j ]=0
Wilson . update ( )
nbins =[ ]
f o r r in range (1 ,M+1) :
nbins . append (1 )
B [ 1 , 1 ] . s t a r t=0
Wilson . update ( )
f o r j in range (1 ,N+1) :
f o r r in range (1 ,M+1) :
aux1=max(B[ r , j −1] . s t a r t+T[ r , j −1] ,B[ r−1, j ] . s t a r t+T[ r−1, j ] )+T
[ r , j ]
aux2=nbins [ r−1]∗ c i c l o
i f aux1>aux2 :
B[ r , j ] . s t a r t=nbins [ r−1]∗ c i c l o
nbins [ r−1]+=1
f o r l in range ( r ,M) :
i f nbins [ l ]<nbins [ r −1] :
nbins [ l ]+=1
e l s e :
B[ r , j ] . s t a r t=max(B[ r , j −1] . s t a r t+T[ r , j −1] ,B[ r−1, j ] . s t a r t
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+T[ r−1, j ] )
Wilson . update ( )
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
i f B[ r , j ] . s t a r t>=(b−1)∗ c i c l o and B[ r , j ] . s t a r t<b∗ c i c l o :
Bin [ r , j , b ] . s t a r t=1
e l s e :
Bin [ r , j , b ] . s t a r t=0
Wilson . update ( )
Wilson . opt imize ( )
tiempo Wilson = Wilson . Runtime
i f Wilson . s t a t u s == GRB. Status . INFEASIBLE :
f=open (” Sa l i da . txt ” , ’ a ’ )
f . wr i t e (” Wilson ”)
f . wr i t e (” ”)
f . wr i t e (”M ”+s t r (M) )
f . wr i t e (” ”)
f . wr i t e (”N ”+s t r (N) )
f . wr i t e (” ”)
f . wr i t e (”T ”+s t r ( c i c l o ) )
f . wr i t e (” ”)
f . wr i t e (”Cmax ”)
f . wr i t e (”−1”)
f . wr i t e (” ”)
f . wr i t e (” So luc i o´n i n f a c t i b l e \n”)
f . c l o s e ( )
# f o r v in Wilson . getVars ( ) :
# pr in t ( v . varName , v . x )
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pr in t (”\n\nModelo Wilson ”)
p r i n t ( ’ Funcio´n o b j e t i v o : ’ , Wilson . objVal )
p r i n t (” Tiempo en opt imizar : ” , t iempo Wilson )
# Wilson . wr i t e (” Wilson . lp ”)
# Wilson . wr i t e (” Wilson . s o l ”)
except GurobiError :
p r i n t ( ’ Error reported ’ )
sec Wi l son =[ ]
f o r j in range (1 ,N+1) :
f o r i in range (1 ,N+1) :
i f Z [ i , j ] . X ==1:
sec Wi l son . append ( i )
p r i n t (” Secuenc ia : ” , sec Wi l son )
f=open (” Sa l i da . txt ” , ’ a ’ )
f . wr i t e (” Wilson ”)
f . wr i t e (” ”)
f . wr i t e (”M ”+s t r (M) )
f . wr i t e (” ”)
f . wr i t e (”N ”+s t r (N) )
f . wr i t e (” ”)
f . wr i t e (”T ”+s t r ( c i c l o ) )
f . wr i t e (” ”)
f . wr i t e (”Cmax ”+s t r ( Wilson . objVal ) )
f . wr i t e (” ”)
f . wr i t e (” Runtime ”+s t r ( tiempo Wilson ) )
f . wr i t e (”\n”)
f . c l o s e ( )
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3. Modelo TS2
from gurobipy import ∗
import sys
f=open ( sys . argv [ 1 ] , ’ r ’ )
M=f . r e a d l i n e ( )
N=f . r e a d l i n e ( )
c i c l o=f . r e a d l i n e ( )
N=i n t (N)
M=i n t (M)
c i c l o=i n t ( c i c l o )
p r i n t ( ’ Nu´mero de ma´quinas : ’ ,M)
p r in t ( ’ Nu´mero de t r a b a j o s : ’ ,N)






whi le True :
Tiempos=f . r e a d l i n e ( )
Tiempos=Tiempos . s p l i t ( )
f o r i in Tiempos :
T[ maq , trab ]= i n t ( i )




i f l en ( Tiempos ) == 0 :
break
f . c l o s e ( )
#Nu´mero de b ine s
b ine s=i n t (P/ c i c l o )+1
pr in t (”Nu´mero de b ine s : ” , b ine s )
t ry :
# Create a new model
TS2=Model (”TS2”)




f o r r in range (0 ,M+1) :
f o r j in range (0 ,N+1) :
E[ r , j ]=TS2 . addVar ( vtype=GRB.INTEGER, name=’E[ %d, %d] ’ %( r , j ) )
f o r i in range (1 ,N+1) :
f o r j in range (1 ,N+1) :
Z [ i , j ]=TS2 . addVar ( vtype=GRB.BINARY, name=’Z[ %d, %d] ’ %( i , j ) )
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
Bin [ r , j , b]=TS2 . addVar ( vtype=GRB.BINARY, name=’Bin[ %d, %d
, %d] ’ %( r , j , b ) )
# Set o b j e c t i v e
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TS2 . s e t Ob j e c t i v e (E[M,N] , GRB. MINIMIZE)
# Add c o n s t r a i n t s
# C2
f o r i in range (1 ,N+1) :
sum Zij=0
f o r j in range (1 ,N+1) :
sum Zij=sum Zij+Z [ i , j ]
TS2 . addConstr ( sum Zij ==1,’C2( %d) \n’ %( i ) )
# C3
f o r j in range (1 ,N+1) :
sum Zij=0
f o r i in range (1 ,N+1) :
sum Zij=sum Zij+Z [ i , j ]
TS2 . addConstr ( sum Zij ==1,’C3( %d) \n’ %( j ) )
# C12
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N) :
sum Tri Zi jmas1=0
f o r i in range (1 ,N+1) :
sum Tri Zi jmas1=sum Tri Zijmas1+T[ r , i ]∗Z [ i , j +1]
TS2 . addConstr (E[ r , j ]+ sum Tri Zijmas1−E[ r , j +1]<=0, ’C12( %d, %
d) \n’ %(r , j ) )
# C13
f o r r in range (1 ,M) :
f o r j in range (1 ,N+1) :
sum Trmas1i Zi j=0
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f o r i in range (1 ,N+1) :
sum Trmas1i Zi j=sum Trmas1i Zi j+T[ r +1, i ]∗Z [ i , j ]
TS2 . addConstr (E[ r , j ]+ sum Trmas1i Zij−E[ r +1, j ]<=0, ’C13( %d, %
d) \n’ %(r , j ) )
# C14
sum T1i Zi1=0
f o r i in range (1 ,N+1) :
sum T1i Zi1=sum T1i Zi1+T[ 1 , i ]∗Z [ i , 1 ]
TS2 . addConstr (E[1 ,1 ]− sum T1i Zi1 >=0,’C14 ’ )
# Bin1
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
TS2 . addConstr (E[ r , j ]+P∗Bin [ r , j , b]<=P+b∗ c i c l o , ’ Bin1( %d, %
d, %d) \n’ %(r , j , b ) )
# Bin2
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
T r i Z i j=0
f o r i in range (1 ,N+1) :
T r i Z i j=T r i Z i j+T[ r , i ]∗Z [ i , j ]
f o r b in range (1 , b ine s +1) :
TS2 . addConstr (E[ r , j ]−T r i Z i j−P∗Bin [ r , j , b]>=(b−1)∗ c i c l o−
P, ’ Bin2( %d, %d, %d) \n’ %(r , j , b ) )
# Bin3
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
sum Bin=0
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f o r b in range (1 , b ine s +1) :
sum Bin=sum Bin+Bin [ r , j , b ]
TS2 . addConstr ( sum Bin==1,’Bin3( %d, %d) \n’ %(r , j ) )
p r i n t (”\n”)
TS2 . params . t i m e l i m i t =900
# Pasamos s o l u c i o´ n i n i c i a l [ 1 , . . . ,N]
f o r i in range (1 ,N+1) :
f o r j in range (1 ,N+1) :
i f i==j :
Z [ i , j ] . s t a r t=1
e l s e :
Z [ i , j ] . s t a r t=0
TS2 . update ( )
f o r r in range (0 ,M+1) :
E[ r , 0 ] . s t a r t=0
TS2 . update ( )
f o r j in range (0 ,N+1) :
E[ 0 , j ] . s t a r t=0
TS2 . update ( )
nbins =[ ]
f o r r in range (1 ,M+1) :
nbins . append (1 )
TS2 . update ( )
f o r j in range (1 ,N+1) :
f o r r in range (1 ,M+1) :
i f (max(E[ r−1, j ] . s t a r t ,E [ r , j −1] . s t a r t )+T[ r , j ] )>(nbins [ r−1]∗
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c i c l o ) :
E [ r , j ] . s t a r t=nbins [ r−1]∗ c i c l o+T[ r , j ]
nbins [ r−1]+=1
f o r l in range ( r ,M) :
i f nbins [ l ]<nbins [ r −1] :
nbins [ l ]+=1
e l s e :
E [ r , j ] . s t a r t=max(E[ r , j −1] . s t a r t ,E [ r−1, j ] . s t a r t )+T[ r , j ]
TS2 . update ( )
TS2 . update ( )
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
i f E [ r , j ] . s t a r t >(b−1)∗ c i c l o and E[ r , j ] . s t a r t<=b∗ c i c l o :
Bin [ r , j , b ] . s t a r t=1
e l s e :
Bin [ r , j , b ] . s t a r t=0
TS2 . update ( )
p r i n t (”\nCmax . s t a r t ” ,E[M,N ] . s t a r t , ”\n”)
TS2 . opt imize ( )
tiempo TS2 = TS2 . Runtime
i f TS2 . s t a t u s == GRB. Status . INFEASIBLE :
f=open (” Sa l i da . txt ” , ’ a ’ )
f . wr i t e (”TS2 ”)
f . wr i t e (” ”)
f . wr i t e (”M ”+s t r (M) )
f . wr i t e (” ”)
f . wr i t e (”N ”+s t r (N) )
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f . wr i t e (” ”)
f . wr i t e (”T ”+s t r ( c i c l o ) )
f . wr i t e (” ”)
f . wr i t e (”Cmax ”)
f . wr i t e (”−1”)
f . wr i t e (” ”)
f . wr i t e (” So luc i o´n i n f a c t i b l e \n”)
f . c l o s e ( )
# f o r v in TS2 . getVars ( ) :
# pr in t ( v . varName , v . x )
p r i n t (”\n\nModelo TS2”)
p r i n t ( ’ Funcio´n o b j e t i v o : ’ , TS2 . objVal )
p r i n t (” Tiempo en opt imizar : ” , tiempo TS2 )
# TS2 . wr i t e (”TS2 . lp ”)
# TS2 . wr i t e (”TS2 . s o l ”)
except GurobiError :
p r i n t ( ’ Error reported ’ )
sec TS2 =[ ]
f o r j in range (1 ,N+1) :
f o r i in range (1 ,N+1) :
i f Z [ i , j ] . X==1:
sec TS2 . append ( i )
p r i n t (” Secuenc ia : ” , sec TS2 )
f=open (” Sa l i da . txt ” , ’ a ’ )
f . wr i t e (”TS2 ”)
f . wr i t e (” ”)
f . wr i t e (”M ”+s t r (M) )
81
f . wr i t e (” ”)
f . wr i t e (”N ”+s t r (N) )
f . wr i t e (” ”)
f . wr i t e (”T ”+s t r ( c i c l o ) )
f . wr i t e (” ”)
f . wr i t e (”Cmax ”+s t r (TS2 . objVal ) )
f . wr i t e (” ”)
f . wr i t e (” Runtime ”+s t r ( tiempo TS2 ) )
f . wr i t e (”\n”)
f . c l o s e ( )
82
4. Modelo SGST
from gurobipy import ∗
import sys
f=open ( sys . argv [ 1 ] , ’ r ’ )
M=f . r e a d l i n e ( )
N=f . r e a d l i n e ( )
c i c l o=f . r e a d l i n e ( )
N=i n t (N)
M=i n t (M)
c i c l o=i n t ( c i c l o )
p r i n t ( ’ Nu´mero de ma´quinas : ’ ,M)
p r in t ( ’ Nu´mero de t r a b a j o s : ’ ,N)






whi le True :
Tiempos=f . r e a d l i n e ( )
Tiempos=Tiempos . s p l i t ( )
f o r i in Tiempos :
T[ maq , trab ]= i n t ( i )




i f l en ( Tiempos ) == 0 :
break
f . c l o s e ( )
#Nu´mero de b ine s
b ine s=i n t (P/ c i c l o )+1
pr in t (”Nu´mero de b ine s : ” , b ine s )
t ry :
# Create a new model
SGST=Model (”SGST”)




f o r r in range (0 ,M+1) :
f o r i in range (0 ,N+1) :
C[ r , i ]=SGST. addVar ( vtype=GRB.INTEGER, name=’C[ %d, %d] ’ %( r , i )
)
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
D[ i , k]=SGST. addVar ( vtype=GRB.BINARY, name=’D[ %d, %d] ’ %( i , k ) )
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
Bin [ r , i , b]=SGST. addVar ( vtype=GRB.BINARY, name=’Bin[ %d, %
d, %d] ’ %( r , i , b ) )
Cmax=SGST. addVar ( vtype=GRB.INTEGER, name=’Cmax’ )
# Set o b j e c t i v e
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SGST. s e t O b j e c t i v e (Cmax, GRB. MINIMIZE)
# Add c o n s t r a i n t s
# C15
f o r i in range (1 ,N+1) :
SGST. addConstr (C[ 1 , i ]>=T[ 1 , i ] , ’ C15( %d) \n’ %( i ) )
# C16
f o r r in range (1 ,M) :
f o r i in range (1 ,N+1) :
SGST. addConstr (C[ r +1, i ]−C[ r , i ]>=T[ r +1, i ] , ’C16( %d, %d) \n’ %(r
, i ) )
# C17
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
SGST. addConstr (C[ r , i ]−C[ r , k]+P∗D[ i , k]>=T[ r , i ] , ’ C17( %d, %
d, %d) \n’ %(r , i , k ) )
# C18
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
SGST. addConstr (C[ r , k]−C[ r , i ]−P∗D[ i , k]>=T[ r , k]−P, ’ C18( %d
, %d, %d) \n’ %(r , i , k ) )
# C19
f o r i in range (1 ,N+1) :
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SGST. addConstr (Cmax>=C[M, i ] , ’ C19( %d) \n’ %( i ) )
# Bin1
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
SGST. addConstr (C[ r , i ]−b∗ c i c l o+P∗Bin [ r , i , b]<=P, ’ Bin1( %d
, %d, %d) \n’ %(r , i , b ) )
# Bin2
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
SGST. addConstr (C[ r , i ]−T[ r , i ]−P∗Bin [ r , i , b]>=(b−1)∗ c i c l o−
P, ’ Bin2( %d, %d, %d) \n’ %(r , i , b ) )
# Bin3
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
sum Bin=0
f o r b in range (1 , b ine s +1) :
sum Bin=sum Bin+Bin [ r , j , b ]
SGST. addConstr ( sum Bin==1,’Bin3( %d, %d) \n’ %(r , j ) )
p r i n t (”\n”)
SGST. params . t i m e l i m i t =900
# Pasando s o l u c i o´ n i n i c i a l [ 1 , . . . ,N]
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
i f i<k :
D[ i , k ] . s t a r t=1
SGST. update ( )
86
f o r r in range (0 ,M+1) :
C[ r , 0 ] . s t a r t=0
SGST. update ( )
f o r i in range (0 ,N+1) :
C[ 0 , i ] . s t a r t=0
SGST. update ( )
nbins =[ ]
f o r r in range (1 ,M+1) :
nbins . append (1 )
SGST. update ( )
f o r i in range (1 ,N+1) :
f o r r in range (1 ,M+1) :
aux1=max(C[ r−1, i ] . s t a r t ,C[ r , i −1] . s t a r t )+T[ r , i ]
aux2=nbins [ r−1]∗ c i c l o
i f aux1>aux2 :
C[ r , i ] . s t a r t=nbins [ r−1]∗ c i c l o+T[ r , i ]
nbins [ r−1]+=1
f o r l in range ( r ,M) :
i f nbins [ l ]<nbins [ r −1] :
nbins [ l ]+=1
e l s e :
C[ r , i ] . s t a r t=max(C[ r , i −1] . s t a r t ,C[ r−1, i ] . s t a r t )+T[ r , i ]
SGST. update ( )
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
i f C[ r , i ] . s t a r t >(b−1)∗ c i c l o and C[ r , i ] . s t a r t<=b∗ c i c l o :
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Bin [ r , i , b ] . s t a r t=1
e l s e :
Bin [ r , i , b ] . s t a r t=0
SGST. update ( )
SGST. opt imize ( )
tiempo SGST=SGST. Runtime
i f SGST. s t a t u s == GRB. Status . INFEASIBLE :
f=open (” Sa l i da . txt ” , ’ a ’ )
f . wr i t e (”SGST ”)
f . wr i t e (” ”)
f . wr i t e (”M ”+s t r (M) )
f . wr i t e (” ”)
f . wr i t e (”N ”+s t r (N) )
f . wr i t e (” ”)
f . wr i t e (”T ”+s t r ( c i c l o ) )
f . wr i t e (” ”)
f . wr i t e (”Cmax ”)
f . wr i t e (”−1”)
f . wr i t e (” ”)
f . wr i t e (” So luc i o´n i n f a c t i b l e \n”)
f . c l o s e ( )
# f o r v in SGST. getVars ( ) :
# pr in t ( v . varName , v . x )
p r i n t ( ’\n\nModelo SGST’ )
p r i n t ( ’ Funcio´n Objet ivo : ’ , SGST. objVal )
p r i n t (” Tiempo en opt imizar : ” , tiempo SGST )
# SGST. wr i t e (”SGST. lp ”)
# SGST. wr i t e (”SGST. s o l ”)
except GurobiError :
p r i n t ( ’ Error reported ’ )
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sec SGST =[]
f o r i in range (1 ,N+1) :
sec SGST . append ( i )
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
i f D[ i , k ] . X==0:
i f sec SGST . index ( i )<sec SGST . index ( k ) :
aux=sec SGST . pop ( sec SGST . index ( k ) )
sec SGST . i n s e r t ( sec SGST . index ( i ) , aux )
p r i n t (” Secuenc ia : ” , sec SGST )
f=open (” Sa l i da . txt ” , ’ a ’ )
f . wr i t e (”SGST ”)
f . wr i t e (” ”)
f . wr i t e (”M ”+s t r (M) )
f . wr i t e (” ”)
f . wr i t e (”N ”+s t r (N) )
f . wr i t e (” ”)
f . wr i t e (”T ”+s t r ( c i c l o ) )
f . wr i t e (” ”)
f . wr i t e (”Cmax ”+s t r (SGST. objVal ) )
f . wr i t e (” ”)
f . wr i t e (” Runtime ”+s t r ( tiempo SGST ) )
f . wr i t e (”\n”)




from gurobipy import ∗
import sys
f=open ( sys . argv [ 1 ] , ’ r ’ )
M=f . r e a d l i n e ( )
N=f . r e a d l i n e ( )
c i c l o=f . r e a d l i n e ( )
N=i n t (N)
M=i n t (M)
c i c l o=i n t ( c i c l o )
p r i n t ( ’ Nu´mero de ma´quinas : ’ ,M)
p r in t ( ’ Nu´mero de t r a b a j o s : ’ ,N)






whi le True :
Tiempos=f . r e a d l i n e ( )
Tiempos=Tiempos . s p l i t ( )
f o r i in Tiempos :
T[ maq , trab ]= i n t ( i )




i f l en ( Tiempos ) == 0 :
break
f . c l o s e ( )
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#Nu´mero de b ine s
b ine s=i n t (P/ c i c l o )+1
pr in t (”Nu´mero de b ine s : ” , b ine s )
t ry :
# Create a new model
LYeq=Model (”LYeq”)





f o r r in range (0 ,M+1) :
f o r i in range (0 ,N+1) :
C[ r , i ]=LYeq . addVar ( vtype=GRB.INTEGER, name=’C[ %d, %d] ’ %( r , i )
)
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
D[ i , k]=LYeq . addVar ( vtype=GRB.BINARY, name=’D[ %d, %d] ’ %( i , k ) )
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
Q[ r , i , k]=LYeq . addVar ( vtype=GRB.INTEGER, name=’Q[ %d, %d, %
d] ’ %( r , i , k ) )
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
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f o r b in range (1 , b ine s +1) :
Bin [ r , i , b]=LYeq . addVar ( vtype=GRB.BINARY, name=’Bin[ %d, %
d, %d] ’ %( r , i , b ) )
Cmax=LYeq . addVar ( vtype=GRB.INTEGER, name=’Cmax’ )
# Set o b j e c t i v e
LYeq . s e t O b j e c t i v e (Cmax, GRB. MINIMIZE)
# Add c o n s t r a i n t s
# C15
f o r i in range (1 ,N+1) :
LYeq . addConstr (C[ 1 , i ]>=T[ 1 , i ] , ’ C15( %d) \n’ %( i ) )
# C16
f o r r in range (1 ,M) :
f o r i in range (1 ,N+1) :
LYeq . addConstr (C[ r +1, i ]−C[ r , i ]>=T[ r +1, i ] , ’C16( %d, %d) \n’ %(r
, i ) )
# C19
f o r i in range (1 ,N+1) :
LYeq . addConstr (Cmax>=C[M, i ] , ’ C19( %d) \n’ %( i ) )
# C21
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
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LYeq . addConstr (P∗D[ i , k]+C[ r , i ]−C[ r , k]−Q[ r , i , k]==T[ r , i
] , ’ C21( %d, %d, %d) \n’ %(r , i , k ) )
# C22
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
LYeq . addConstr (Q[ r , i , k]<=P−T[ r , i ]−T[ r , k ] , ’ C22( %d, %d, %d)
\n’ %(r , i , k ) )
# Bin1
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
LYeq . addConstr (C[ r , i ]−b∗ c i c l o+P∗Bin [ r , i , b]<=P, ’ Bin1( %d
, %d, %d) \n’ %(r , i , b ) )
# Bin2
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
LYeq . addConstr (C[ r , i ]−T[ r , i ]−P∗Bin [ r , i , b]>=(b−1)∗ c i c l o−
P, ’ Bin2( %d, %d, %d) \n’ %(r , i , b ) )
# Bin3
f o r r in range (1 ,M+1) :
f o r j in range (1 ,N+1) :
sum Bin=0
f o r b in range (1 , b ine s +1) :
sum Bin=sum Bin+Bin [ r , j , b ]
LYeq . addConstr ( sum Bin==1,’Bin3( %d, %d) \n’ %(r , j ) )
p r i n t (”\n”)
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LYeq . params . t i m e l i m i t =900
# Pasando s o l u c i o´ n i n i c i a l [ 1 , . . . ,N]
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
i f i<k :
D[ i , k ] . s t a r t=1
LYeq . update ( )
f o r r in range (0 ,M+1) :
C[ r , 0 ] . s t a r t=0
LYeq . update ( )
f o r i in range (0 ,N+1) :
C[ 0 , i ] . s t a r t=0
LYeq . update ( )
nbins =[ ]
f o r r in range (1 ,M+1) :
nbins . append (1 )
LYeq . update ( )
f o r i in range (1 ,N+1) :
f o r r in range (1 ,M+1) :
aux1=max(C[ r−1, i ] . s t a r t ,C[ r , i −1] . s t a r t )+T[ r , i ]
aux2=nbins [ r−1]∗ c i c l o
i f aux1>aux2 :
C[ r , i ] . s t a r t=nbins [ r−1]∗ c i c l o+T[ r , i ]
nbins [ r−1]+=1
f o r l in range ( r ,M) :
i f nbins [ l ]<nbins [ r −1] :
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nbins [ l ]+=1
e l s e :
C[ r , i ] . s t a r t=max(C[ r , i −1] . s t a r t ,C[ r−1, i ] . s t a r t )+T[ r , i ]
LYeq . update ( )
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r b in range (1 , b ine s +1) :
i f C[ r , i ] . s t a r t >(b−1)∗ c i c l o and C[ r , i ] . s t a r t<=b∗ c i c l o :
Bin [ r , i , b ] . s t a r t=1
e l s e :
Bin [ r , i , b ] . s t a r t=0
LYeq . update ( )
f o r r in range (1 ,M+1) :
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
Q[ r , i , k ] . s t a r t=P∗D[ i , k ] . s t a r t+C[ r , i ] . s t a r t−C[ r , k ] . s t a r t
−T[ r , i ]
LYeq . update ( )
LYeq . opt imize ( )
tiempo LYeq = LYeq . Runtime
i f LYeq . s t a t u s == GRB. Status . INFEASIBLE :
f=open (” Sa l i da . txt ” , ’ a ’ )
f . wr i t e (”LYeq ”)
f . wr i t e (” ”)
f . wr i t e (”M ”+s t r (M) )
f . wr i t e (” ”)
f . wr i t e (”N ”+s t r (N) )
f . wr i t e (” ”)
f . wr i t e (”T ”+s t r ( c i c l o ) )
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f . wr i t e (” ”)
f . wr i t e (”Cmax ”)
f . wr i t e (”−1”)
f . wr i t e (” ”)
f . wr i t e (” So luc i o´n i n f a c t i b l e \n”)
f . c l o s e ( )
# f o r v in LYeq . getVars ( ) :
# pr in t ( v . varName , v . x )
p r i n t ( ’\n\nModelo LYeq ’ )
p r i n t ( ’ Funcio´n Objet ivo : ’ , LYeq . objVal )
p r i n t (” Tiempo en opt imizar : ” , tiempo LYeq )
# LYeq . wr i t e (”LYeq . lp ”)
# LYeq . wr i t e (”LYeq . s o l ”)
except GurobiError :
p r i n t ( ’ Error reported ’ )
sec LYeq =[ ]
f o r i in range (1 ,N+1) :
sec LYeq . append ( i )
f o r i in range (1 ,N+1) :
f o r k in range ( i +1,N+1) :
i f D[ i , k ] . X==0:
i f sec LYeq . index ( i )<sec LYeq . index ( k ) :
aux=sec LYeq . pop ( sec LYeq . index ( k ) )
sec LYeq . i n s e r t ( sec LYeq . index ( i ) , aux )
p r i n t (” Secuenc ia : ” , sec LYeq )
f=open (” Sa l i da . txt ” , ’ a ’ )
f . wr i t e (”LYeq ”)
f . wr i t e (” ”)
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f . wr i t e (”M ”+s t r (M) )
f . wr i t e (” ”)
f . wr i t e (”N ”+s t r (N) )
f . wr i t e (” ”)
f . wr i t e (”T ”+s t r ( c i c l o ) )
f . wr i t e (” ”)
f . wr i t e (”Cmax ”+s t r (LYeq . objVal ) )
f . wr i t e (” ”)
f . wr i t e (” Runtime ”+s t r ( tiempo LYeq ) )
f . wr i t e (”\n”)
f . c l o s e ( )
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