Bursts of action potentials are important information-bearing signals in the brain, although the neuronal specializations underlying burst generation and detection are only partially understood. In apical dendrites of neocortical pyramidal neurons, calcium spikes are known to contribute to burst generation, but a comparable understanding of basal dendritic mechanisms is lacking. Here we show that NMDA spikes in basal dendrites mediate both detection and generation of bursts through a postsynaptic mechanism. High-frequency inputs to basal dendrites markedly facilitated NMDA spike initiation compared with low-frequency activation or single inputs. Unlike conventional temporal summation effects based on voltage, however, NMDA spike facilitation depended mainly on residual glutamate bound to NMDA receptors from previous activations. Once triggered by an input burst, we found that NMDA spikes in turn reliably trigger output bursts under in vivo-like stimulus conditions. Through their unique biophysical properties, NMDA spikes are thus ideally suited to promote the propagation of bursts through the cortical network.
Introduction
Short bursts of action potentials are a key feature of spike trains observed in many brain areas, both in vivo and in vitro (Snider et al., 1998; Zhu and Connors, 1999) . Bursts can be a particularly effective means for neurons to drive one another (Rancz et al., 2007) and are considered to encode either more, or more behaviorally relevant, information than individual spikes (Kepecs and Lisman, 2003) . For example, in the neocortex, bursts occur more often in layer 5 pyramidal neurons (PNs) during sensory stimulation as opposed to background activation (de Kock et al., 2007) and have been shown to encode stimulus parameters, such as orientation and direction of motion, better than isolated spikes (Cattaneo et al., 1981; Martinez-Conde et al., 2000) . Bursts are also the preferred stimulus for the induction of long-term potentiation of synapses in both the hippocampus and neocortex (Birtoli and Ulrich, 2004; Froemke et al., 2006) .
The behavioral significance of burst firing suggests that cortical neurons must possess specialized mechanisms for burst propagation through the network. This requires mechanisms to both detect input bursts and generate output bursts in response. Enhanced sensitivity to bursts could be achieved through a variety of mechanisms, including short-term presynaptic dynamics (e.g., paired-pulse facilitation) and classical temporal summation of postsynaptic potentials (Izhikevich et al., 2003; Abbott and Regehr, 2004) . On the output, burst-generation side, previous studies have shown that burst firing in PNs depends strongly on dendritic morphology (Mainen and Sejnowski, 1996) and can be driven by somatic and dendritic voltage-gated calcium and persistent sodium currents (Azouz et al., 1996; Williams and Stuart, 1999) . Stimulation of layer 5 basal dendrites can also drive somatic bursts through the initiation of dendritic plateau-like potentials (Milojkovic et al., 2004) , although compared with their apical counterparts, little is known regarding the biophysical mechanisms underlying burst generation in these branches or of the synaptic input patterns that would be expected to trigger them.
Notwithstanding this inventory of burst-related mechanisms, a direct biophysical link between burst detection and burst generation in pyramidal neurons has yet to be established. In apical dendrites, for example, in which the initiation of calcium spikes is the key step in burst generation, it is unclear whether synaptic input bursts play any significant role in the spike initiation process. In basal dendrites that receive the majority of inputs innervating neocortical pyramidal neurons (Larkman, 1991b) , even less is known regarding mechanisms that might contribute to burst propagation. In this study, we examined the hypothesis that NMDA spikes, which are the major regenerative events in basal dendrites, could within a single biophysical mechanism provide the needed link between the input and output stages of burst propagation. Existing data, although piecemeal, indicates that NMDA spike initiation is sensitive to the frequency of synaptic activation (Schiller et al., 2000; Nevian et al., 2007; Major et al., 2008) , suggesting that, on the one hand, NMDA channels are intrinsically suited to burst detection. On the other hand, the prolonged somatic depolarizations provided by NMDA spikes in basal dendrites also seem well suited to generate bursts of output spikes, similar to the role played by voltage-dependent calcium channels (VDCCs) in apical dendrites. These observations un-derlie the two-part hypothesis that has guided this work: (1) that NMDA spikes in PN basal dendrites are preferentially triggered by short bursts of spikes across the range of burst frequencies and durations likely to occur in vivo, and (2) once generated, NMDA spikes preferentially trigger bursts of somatic action potentials, thus "completing the circle" to ensure effective burst propagation through the cortical network. To test this hypothesis, we recorded from layer 5 pyramidal neurons in brain slices, measuring their responses to both regular spike trains with varying spike counts and interspike intervals (ISIs) as well as complex irregular spike trains taken from in vivo recordings.
Materials and Methods
Slice preparation and electrophysiological recording. Neocortical brain slices 300 m thick were prepared from 20-to 40-d-old Wistar rats. Whole-cell patch-clamp recordings were made from visually identified layer 5 pyramidal neurons using infrared-differential interference contrast optics. The extracellular solution contained the following (in mM): 125 NaCl, 25 NaHCO 3 , 25 glucose, 3 KCl, 1.25 NaH 2 PO 4 , 2 CaCl 2 , and 1 MgCl 2 , pH 7.4 (at 35-36°C). The intracellular solution contained the following (in mM): 115 K-gluconate, 20 KCl, 2 Mg-ATP, 2 Na2-ATP, 10 Na2-phosphocreatine, 0.3 GTP, 10 HEPES, and 0.2 Oregon Green 488 Bapta-1 (OGB-1), pH 7.2. In experiments in which we played back in vivo-like stimulation trains, we changed the concentration of CaCl 2 (1.2 mM) and KCl (3.5 mM) to mimic the extracellular solution expected to be present in vivo. Bicuculline methiodide (1 M) was added to the extracellular solution in all experiments. In 21 experiments, glycine was added to the extracellular solution (final concentration of 50 M). Because no change in the shapes of EPSPs or NMDA spike initiation probability was apparent with glycine, data from these experiments was not treated separately.
All electrophysiological recordings were performed using MultiClamp 700A (Molecular Devices), and the data were acquired using pClamp 9 (Molecular Devices).
Generation of in vivo-like stimulation patterns. To generate in vivo-like stimulation patterns, voltage traces acquired during in vivo recordings (see below) made at an earlier time were replayed to the cell in the slice in voltage-clamp mode. The resulting somatic current was stored and then immediately replayed to the same cell in current-clamp mode. This method ensured that the size and the temporal dynamics of the in vivo potentials were faithfully recreated.
In vivo voltage recordings. For in vivo whole-cell voltage recordings, Wistar rats (age 30 -40 d) were anesthetized with urethane (1.2 g/kg), the position of the somatosensory cortex was stereotaxically determined, and a craniotomy (0.5 ϫ 0.5 mm) was performed. After removal of the bone, a small hole was created in the dura to allow access for the patch pipette. Recordings were performed with 7-9 M⍀ resistance electrodes at 800 -900 m from pia. The intracellular solution was similar to the slice solution recordings, besides the OGB-1, which was replaced with BAPTA (0.2 mM).
Data analysis. Data analysis was performed using Igor software (Wavemetrics) and Excel (Microsoft). To prevent spurious paired-pulse facilitation (Kim and Alger, 2001) , averages and SD values of our paired-pulse responses were calculated in logarithmic scale. Spike amplitude was calculated as the difference between actual EPSP amplitude and the expected EPSP, as linearly extrapolated from subthreshold EPSPs. Spike threshold was defined as the highest subthreshold response. Burst was defined as two or more inputs within a 50 ms time window. Unless otherwise specified, statistical analysis used the unpaired Student's t test (when used in figures, *p Ͻ 0.05, ***p Ͻ 0.01).
Focal synaptic stimulation and calcium fluorescence imaging. Focal synaptic stimulation was performed with a theta patch pipette (3-10 M⍀ resistance) located in close proximity (2-5 m) to the selected basal dendritic segment, as guided by the fluorescent image of the dendrite. The neurons were filled with a calcium-sensitive dye OGB-1, and the basal dendritic tree was imaged with a confocal imaging system (Olympus Fluoview 500) mounted on an upright BX51WI Olympus microscope equipped with a 60ϫ (0.9 numerical aperture; Olympus) water objective. The theta stimulating electrodes were filled with Alexa Fluor 633. Stimulation duration was 0.1 ms, in a constant voltage mode.
Computer simulation. Computer simulations were performed on OGB-1-filled and reconstructed experimental cells. Multicompartmental (45-251 dendrites, 9 segments for each compartment, average segment length of 11 m) models were simulated in NEURON platform (time step of 0.1 ms). The values for R i and R m were 100 ⍀/cm and 15 k⍀/cm 2 , respectively. Other passive biophysical parameters of the model are as follows: E leak ϭ Ϫ70 mV, E Na ϭ 50 mV, E K ϭ Ϫ87 mV, and C m ϭ 1.2 F/cm
Ϫ2
. Voltage-gated sodium, calcium, and potassium conductances were not modeled.
Synaptic activation was modeled by simulating activation of postsynaptic AMPA and NMDA receptors (NMDARs).
Kinetics of the NMDA current was as follows:
, where g NMDA is the synaptic NMDA conductance, v is the membrane potential at the location of the synapse, and g MAX,NMDA is the peak NMDA conductance and the parameter that was used to plot the graphs in Figure 8 .
AMPA synapses were modeled with an instantaneous rise time and decay time constant of 2 ms. Double pulses were modeled by two separate AMPA (0.75 nS) and NMDAR (1.5 nS) conductance changes. The prebound glutamate effect was assumed to be mediated exclusively by double-bound NMDARs. Activation of inputs on modeled dendritic spines changed the local voltage traces by Ͻ1%; therefore, spines were not explicitly modeled in the simulations used to create the final figures.
In vivo simulation. In vivo simulations were performed on biocytinfilled and reconstructed layer 5 pyramidal neurons (251 dendritic compartments). The passive cable parameters were similar to those used in the simulations of Figures 8 and 9 and supplemental Figure 3 (available at www.jneurosci.org as supplemental material). To realistically model somatic firing, fast sodium and potassium channels ( g Na ϭ 0.7 S/cm 2 , g K ϭ 0.8 S/cm 2 ) and slower potassium channel ( g Km ϭ 0.1 S/cm 2 ) were inserted at the soma with dynamics similar to a previous study (Nevian et al., 2007) . Excitatory synaptic connections also had similar parameters as presented above. AMPA and NMDA peak conductances were set to 0.75 and 1.5 nS, respectively. Inhibitory synapses were modeled as ␣-functions with a tau of 6 ms, reversal potential of Ϫ75 mV, and a peak conductance of 0.3 nS, similar to published GABA A dynamics (Poirazi et al., 2003b) .
The "background" input consisted of random firing of 60 excitatory and 30 inhibitory cells. Each of these cells had 12 synaptic contacts that were mapped to random locations on the basal tree. The mean firing rate of every background cell was 1 Hz. The background activity depolarized the neuron by 7.61 Ϯ 0.27 mV but was not strong enough to induce somatic firing.
The "signal" input consisted of eight excitatory cells, firing with an in vivo recorded firing pattern averaging 1 spikes/s (see Fig. 10 D) . Each signal neuron made 12 synaptic contacts with the postsynaptic neuron. These contacts were mapped to three randomly selected basal branches so that the same three branches received all the inputs from all eight signal cells.
In summary, the neuron received 720 excitatory and 360 inhibitory background inputs and 96 additional signal inputs arriving on three basal dendrites.
Simulation runs corresponded to 10 s of real time in vivo. During each run, membrane potential of all the dendrites and the soma was analyzed, including NMDA spike occurrences and somatic action potential times.
Results

ISI dependence of NMDA spike initiation
Dendritic NMDA spikes are so called because NMDA receptor channels activation is both sufficient and mandatory for spike initiation (Schiller et al., 2000) . The involvement of NMDARs predisposes NMDA spikes to be influenced by the recent history of receptor activation (Clements et al., 1992) . To examine the short-term temporal dynamics of NMDA spike initiation, we used a paired-pulse protocol while varying both the ISI and stimulation intensity. In these experiments, layer 5 neocortical pyramidal neurons were filled with the fluorescent dye OGB-1 via the patch recording electrode. Their basal dendrites were imaged with a confocal microscope, and focal synaptic stimulation was delivered with an extracellular theta electrode placed in close proximity (2-5 m) to a selected thin basal dendrite (Fig. 1 A) . Two pulses were given with varying stimulus intensities, with ISIs ranging from 10 to 2000 ms. This corresponded to firing frequencies ranging from background (0.5 Hz) to robust (100 Hz) stimulus-driven rates. The probability that an NMDA spike was activated by double-pulse stimulation was highly dependent on the ISI (Fig. 1 B, C) . At high stimulation frequencies (ISI of 10 -20 ms), NMDA spikes could be initiated at low stimulation intensities and typically occurred at the second pulse. At lower frequencies (ISI of Ͼ200 ms), the stimulation intensities required to initiate a spike were substantially larger (1.6 Ϯ 0.24-fold) than for high-frequency stimulation ( p ϭ 0.005, two-tailed paired Student's t test). Furthermore, at those higher stimulus intensities and longer ISIs, the NMDA spike was always first triggered at the first pulse (Fig. 1 B) , suggesting that the temporal limit of the facilitation effect had been reached. As expected, the ISIdependent facilitation was highly dependent on activation of NMDAR channels and was completely blocked by the NMDAR blockers APV (100 (Fig. 1B) but not by the AMPAR blocker 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX); 20 M (Fig. 1F) .
To quantify the ISI dependence of the postsynaptic response, we calculated the paired-pulse response ratio (PPR). The PPR was calculated as [(P 2 Ϫ P 1 )/P 1 ], where P 1 is the peak depolarization reached during the first EPSP in the pair, and P 2 is the peak reached during the second synaptic response.
We found three distinct modes of paired-pulse synaptic interactions, depending on the stimulus intensity and the presence or absence of NMDA spikes. When synaptic potentials remained subthreshold for dendritic spike initiation, the PPR tended to show slight facilitation at high frequencies (122%, ϩ71 to 45% at ISI of 20 ms). This level of facilitation was similar to that exhibited by AMPAR EPSPs alone in the presence of the NMDA antagonist APV (100 M) (117%, ϩ36 to 24%) ( Fig. 1 B, E) .
At slightly higher stimulus intensities, the PPR increased substantially whenever an NMDA spike was initiated by the second pulse. The magnitude of the facilitation was highly dependent on To prevent spurious PPR, the average and SD were calculated in logarithmic scale. Note that, for stimulations that triggered NMDA spikes, strong facilitation is evident for ISIs smaller than 200 ms and paired-pulse depression for larger ISIs. The asterisks note statistical significance. F, Sodium and calcium blockers do not affect the PPR for all ISIs tested. PPR Ϯ SD in the presence of somatic TTX or intracellular QX-314 (magenta; n ϭ 8), the voltage-gated calcium channel blockers nifedipine and nickel (purple; n ϭ 4), and CNQX (gray; n ϭ 10). For clarity, only trials in which NMDA spike was present in either pulse were taken into account. The application of CNQX resulted in extremely high PPR at the short ISIs as the blocker markedly decreased the first EPSP without affecting spike amplitude.
the ISI, favoring short ISIs. On average, the second pulse was more than fourfold larger than the first pulse for ISIs of 20 ms (PPR of 411%, ϩ140 to 104%) ( Fig. 1 B-E). The paired-pulse facilitation decreased for longer ISIs but was still significant at ISIs up to 100 ms. This pattern of pairedpulse facilitation was very robust and appeared in every cell in which NMDA spikes were elicited (n ϭ 59).
After further increasing the stimulus intensity, when NMDA spikes could be elicited by the first pulse, the PPR changed again. This time a depression of the second input, expressed in both the reduced probability of NMDA spike initiation and smaller amplitude of the second pulse spike, was evident. The recovery from depression had a time constant of 1143 Ϯ 449 ms ( Fig. 1 B, 
E).
Voltage-gated calcium and sodium channels do not contribute to frequency-dependent facilitation Other voltage-sensitive ionic mechanisms, in addition to NMDAR channels, could in principle contribute to the frequencydependent dendritic spike response we described. We used specific channel blockers to examine the respective role of voltage-gated sodium and calcium channels. Blockers for voltage-gated sodium channels (TTX [10 M in an extracellular electrode located next to the cell body] and QX-314 [2(triethylamino)-N-(2,6-dimethylphenyl) acetamine] (5 mM, intracellular); n ϭ 8) and for voltage-gated calcium channels [extracellular nickel (100 M) and nifedipine (100 M) (n ϭ 5), which block T-and L-type calcium channels, respectively] did not significantly affect initiation of NMDA spikes or the PPR ( Fig. 1 F) ( p ϭ 0.21).
In addition, the two cells in which our stimulation elicited pure dendritic sodium spikes (Nevian et al., 2007) , we found no frequency-dependent effects on the initiation of these spikes (supplemental Fig. 1 , available at www.jneurosci.org as supplemental material). Thus, neither voltage-gated sodium channels or L-or T-type voltage-gated calcium channels contribute substantially to the pairedpulse facilitation effect we observed.
Activation of the NR2A subunit of the NMDAR is responsible for the paired-pulse facilitation As we had shown above, blocking the NMDAR with APV completely abolished the frequency-dependent amplification. In layer 5 pyramidal cells, we expect to find at least two distinct populations: NMDAR with NR2A and NR2B subunits ( To investigate which of the NMDAR subtypes takes part in NMDA spike and is responsible for the frequency-dependent effects, we used specific blockers for the different subtypes of the NMDAR. Addition of NR2B blockers ifenprodil . NMDA spikes are mediated by NMDAR with NR2A subunits. A, Paired-pulse (ISI of 20 ms) synaptic stimulation at an intensity sufficient to trigger an NMDA spike during control conditions (red), after bath application of the NR2B blocker ifenprodil (3 M; green), followed by bath application of NR2A antagonist NVP-AAM077 (0.4 M; black), and finally by APV (100 M; blue). Stimulus intensity was identical for all traces shown. B, Maximal PPR Ϯ SD at different ISIs, with ifenprodil (3-5 M) or Ro25-6981 (0.5 M; n ϭ 7; green), and NVP-AAM077 (0.4 M; n ϭ 4; black). In two cells, successive application of NR2B and NR2A blockers as shown in A was given. C, D, Summary of the effect of different NR2 antagonists on NMDA spike amplitude (C) and area under the curve (D). Spikes were normalized to the average spike amplitude (or area under the curve) in control conditions, when no antagonist was present (n ϭ 6 for NVP-AAM077 and 11 for ifenprodil or Ro25-6981). Complete NMDAR block by APV (100 M; n ϭ 5) is shown for comparison. Blockage of NR2B subunit receptors had little, if any, effect on dendritic spike, whereas both NVP-AAM077 and APV eliminated the spike ( p Ͻ 0.001 compared with control). A-C, Voltage responses to long input trains (10 pulses at 4 different stimulating intensities of 5, 6, 7, and 8 A; color coding is shown on the right) were given with an ISI of 20 ms (A), 100 ms (B), and 1000 ms (C); arrows denote timing of stimuli. Somatic action potentials are truncated. Note that, during high-frequency stimulations (ISIs of Ͻ50 ms) plateau potentials were initiated. In addition, occurrence of NMDA spikes inhibited spikes in subsequent pulses for ISI of 100 ms and especially 1000 ms. D, The stimulus pulse number in which NMDA spikes were initiated by the lowest stimulation intensity. Note that high-frequency inputs initiated spikes at the second or the third input, but for longer ISIs, the spike always occurred initially at the first pulse (n ϭ 6).
ylmethyl)-1-piperidine propranol] (3 M) to the bath did not change the shape of the NMDA spike or the PPR observed under control conditions (Fig. 2 A, B) (n ϭ 11); the normalized average peak NMDA spike and area under the curve after application of the NR2B blockers were 100.4 Ϯ 20%; ( p ϭ 0.38) and 100.15 Ϯ 34.8% ( p ϭ 0.41, two-tailed paired Student's t test), respectively, compared with control conditions (Fig. 2C,D) . In contrast, application of the NR2A blocker (R)-[(S)-1-(4-bromo-phenyl)-ethylamino]-(2,3-dioxo-1,2,3,4-tetrahydroquinoxalin-5-yl)-methyl]-phosphonic acid (NVP-AAM077) (0.4 M; Novartis Pharma AG) completely blocked the dendritic spike, reducing the amplitude and area under curve to 5.6 Ϯ 23%; p Ͻ 0.001 and 8.3 Ϯ 9.6%; p Ͻ 0.001, two-tailed paired Student's t test, respectively (Fig. 2C,D) (n ϭ 6). Additional application of APV had no apparent effect on EPSP shape or PPR (Fig. 2C,D) (n ϭ 4).
Temporal summation with long stimulus trains
The paired-pulse protocol is commonly used to investigate shortterm synaptic dynamics. However, a more complex pattern of responses may emerge with an increasing number of stimuli (Markram et al., 1998) . To explore the temporal dynamics of NMDA spike responses with longer activation patterns, we increased the number of synaptic pulses to 10 and varied the ISI between 10 and 1000 ms (n ϭ 6). At the highest stimulus frequencies (Ͼ50 Hz), plateau potentials (up to 500 ms in duration) and somatic action potentials were readily initiated by these prolonged trains (Fig. 3A) . Similar to paired pulses, the stimulation intensity needed to evoke NMDA spikes was lowest for highfrequency inputs (Fig. 3A-C) (ISI of Ͻ200 ms). For stimulus frequencies of 10 Hz or higher, the lowest threshold for spike initiation occurred for the second or third synaptic input in 72% of the cases and almost never after the fifth (Fig. 3A,D) . At these frequencies, the stimulation intensity that elicited an NMDA spike at the third pulse was only slightly lower than was needed to elicit the first spike at the second pulse (96 Ϯ 3%; p ϭ 0.03), suggesting that, for high-frequency inputs, presynaptic bursts of just two to three action potentials are effective in initiating NMDA spikes.
In response to low-frequency trains (Ͻ5 Hz), NMDA spikes were always first initiated at the first pulse (Fig. 3C,D) , with a threshold for spike initiation 1.58 Ϯ 0.17 ( p Ͻ 0.001) times higher than was required for spike generation at higher activation frequencies. Furthermore, temporal summation was almost absent as the ISI grew longer than 100 ms. As with paired-pulse inputs, for trains with ISIs larger than 200 ms, the occurrence of spikes early in the train tended to reduce the probability of later spikes (Fig. 3C) .
Response of basal dendrites under in vivo-like conditions
The above experiments focused on the temporal parameters of NMDA spike generation in basal dendrites using well controlled stimulation patterns. To gain insight into how these dendrites transform their inputs into output spike trains under more physiological conditions, we set out to characterize the overall inputoutput relationship using more realistic in vivo-like activity patterns. We were especially interested in determining the contribution of local NMDA spikes to the overall input-output process, given their potential to contribute to both burst detection and burst generation. Unlike neurons in the slice preparation, neurons in vivo fire irregular patterns of action potentials and display large changes in the subthreshold membrane potential in the form of up and down states.
To mimic in vivo conditions in slice, we recorded the spontaneous activity from layer 5 pyramidal neurons in vivo. We extracted subthreshold voltage traces, which were later used to recreate in vivo-like voltage traces at the cell body by direct somatic current injection. From different recordings, we extracted the timing of action potentials, which we used to drive in vivo-like presynaptic trains through the extracellular electrode (supplemental Fig. 2 , available at www.jneurosci.org as supplemental material). Despite the fact that up and down states were produced in our experiments by somatic current injections rather than by dendritic conductance changes, direct somatic stimulation mimicked the in vivo situation insofar as synaptic conductances evidently change minimally during up states (Haider et al., 2006; Waters and Helmchen, 2006) . NMDA spikes (red circles), subthreshold EPSPs (black circles) to a single pulse (7 cells) in control and with APV (blue circles). NMDA spike initiation was dependent on ISI; on average, the time window for spike initiation was 72.2 Ϯ 7.7 ms (n ϭ 7). The red line is a linear regression analysis of the ratio between NMDA spike and control prepulse amplitudes (note the logarithmic scale of the x-axis).
Under down-state conditions, the somatic membrane potential was for the most part subthreshold to somatic action potential initiation. During these periods, we were able to investigate the timedependent dynamics of NMDA spike initiation in response to irregular in vivo activation patterns. Similar to the pairedpulse stimulation protocol, inputs arriving with short ISIs reliably triggered dendritic NMDA spikes (Fig. 4A) , although the time window for temporal integration was shorter for the in vivo-like inputs compared with paired-pulse stimulation (72.2 Ϯ 7.7 ms) (Fig. 4 B) . As before, APV blocked the frequency-dependent amplification we observed by blocking NMDA spikes (Fig. 4 A, B) .
In up-state conditions, our in vivo-like stimulation method reliably evoked somatic postsynaptic action potentials, with NMDA spikes easily recognizable in the somatic voltage recordings (Fig. 5B, red) . The overall input-output relationship under these conditions supported both the burst detection and burst generation aspects of our main hypothesis. First, high-frequency input bursts were highly efficient at evoking postsynaptic action potentials, whereas the contribution of low-frequency inputs to postsynaptic firing was negligible (Fig. 6 A, B) . More than 75% of high-frequency (ISI of Ͻ50 ms) presynaptic bursts triggered postsynaptic somatic firing compared with only 6% of lowfrequency (ISI of Ͼ200 ms) inputs (Fig. 6 A) (n ϭ 212 and 623, high-and low-frequency inputs, respectively). Second, the output firing pattern included many bursts, with 65% of all axonal output events (n ϭ 137) being in the form of bursts (Fig. 6 B) . As a result, the output ISI distribution shifted to higher frequencies compared with the input ISI distribution (Fig. 6 B) . Together, these findings indicate that NMDA spikes cause basal dendrites to act as "filters" that selectively transform high-frequency bursts of synaptic input into bursts of somatic action potentials, whereas low-frequency inputs to the dendritic branch tend to be filtered out. This pattern of results held true whether or not the cell was defined a priori as a burster according to its response to somatic current injections (Chagnac-Amitai et al., 1990 ) (see example in Fig. 5A ). We found only a weak, statistically insignificant correlation between the bursting behavior of the cell during somatic current injection and the firing pattern after in vivo-like highfrequency synaptic stimulation ( test, p ϭ 0.11).
To verify that NMDA spikes were key contributors to both the burst detection and generation processes, we repeated the experiments with bath application of APV to block NMDARs and observed a completely different output pattern. AMPA-only EPSPs failed to trigger postsynaptic firing unless up-state amplitude was increased by 5-10 mV (Fig. 5B, blue) . Even under these conditions, presynaptic bursts were no more efficient as triggers of postsynaptic firing than single presynaptic action potentials. Instead, the probability that an action potential was generated was nearly flat over the range of activation frequencies tested (20% vs 26% postsynaptic probability to fire for high-and low-frequency inputs, respectively) (Fig. 6D,E) . Furthermore, the postsynaptic output was now almost exclusively in the form of single action potentials; only 12.7% of the postsynaptic somatic firing events were bursts (Fig. 6E,F, 197 total postsynaptic events).
Mechanisms of burst frequency-dependent facilitation: residual voltage versus prebound NMDARs
From the above experiments, we conclude that NMDARs contribute heavily to burst frequency-dependent amplification of basal dendritic responses. How NMDARs mediate this effect is unclear, however, and could involve at least two distinct mechanisms. First, because of the slow kinetics of glutamate unbinding from NMDARs, NMDA channel activation by the first pulse can lead to a prolonged local depolarization, the voltage tail of which could help to relieve the magnesium block and increase the NMDA current in response to subsequent pulses (Clements et al., 1992; Spruston et al., 1995) . Second, residual glutamate bound to NMDARs from the first pulse, including singleoccupancy and double-bound NMDARs, may contribute to the frequency-dependent NMDA spike facilitation (Clements et al., 1992; Spruston et al., 1995) . With this mechanism, the amplification would result from a larger number of NMDARs bound to glutamate during the second activation rather than from a nonlinearity in affinity of glutamate binding to the channel. Given that both depolarization and NMDAR activation would normally occur together, we attempted to distinguish the relative contributions of the two mechanisms because their implications for dendritic computation are different: facilitative interactions among synapses mediated by residual voltage would be expected to spread by cable propagation over larger distances in the cell, whereas effects mediated by glutamate binding would be more localized because they are tied to the activated synapses themselves. asterisks; B 1 ). In the presence of APV, the cell had to be depolarized by 8 mV above rest to initiate reliable postsynaptic firing (B 3 ). Under these conditions, the resulting somatic output was most often in the form of a single action potential. Arrows mark the postsynaptic output.
We experimentally evaluated the contribution of residual depolarization to the burst facilitation effect by simulating, via a somatic current injection, the enduring voltage signal remaining after a single EPSP. If the first pulse during a pair enhances the effect of the second pulse through residual depolarization, an injected voltage should mimic the paired-pulse NMDAR facilitation effect.
We performed these experiments in the presence of the AMPAR blocker CNQX (20 M) to isolate NMDAR-mediated EPSPs. This eliminated the need to inject simulated AMPAR currents at the soma, which are much larger and faster than NMDAR currents (Nevian et al., 2007) , allowing us to focus specifically on the contributions of NMDARs to burst-dependent facilitation (supplemental Fig. 3 , available at www.jneurosci.org as supplemental material). We first used paired-pulse stimulation (ISI of 20 ms) under resting membrane conditions to determine the minimal stimulation intensity needed to trigger NMDA spikes (Fig. 7A, black) . Single pulses at the same stimulus intensity were then applied with and without the somatic current injection. Under control paired-pulse conditions, the peak EPSPs evoked by the first pulse at threshold values for spike initiation were often Ͻ1 mV in size (0.89 Ϯ 0.68 mV; n ϭ 5) as recorded at the soma (Fig. 7A, gray) . Based on direct dendritic recordings from basal dendrites (Nevian et al., 2007) and on computer simulations (supplemental Fig. 3 , available at www.jneurosci.org as supplemental material), we estimated the local dendritic voltage under these conditions to be less than 5-7 mV. Taking into account that Ͼ70% of the somatic voltage reaches basal dendrites (Nevian et al., 2007) , depolarizing the soma by 10 -15 mV should be more than sufficient to mimic the residual local dendritic voltage after a single EPSP (see detailed reconstruction and computer simulation of the cells used in these experiments in Fig. 8 and supplemental Fig. 3 , available at www.jneurosci.org as supplemental material).
We found that the dendritic response to a single pulse at the threshold stimulation intensity paired with somatic depolarization was not significantly different from the control EPSP generated by a single pulse at the resting potential [EPSP size increased from 0.89 Ϯ 0.68 to 1.05 Ϯ 0.84 mV; p ϭ 0.48; n ϭ 5 (Fig. 7A , green trace, B; n ϭ 5 cells)] and was always below the threshold for dendritic spike generation. This suggests that voltage carryover between pulses is unlikely to be a major contributor to NMDA spike facilitation at these synapses.
To further investigate this issue, we counteracted the voltage persistence between pulses by hyperpolarizing the membrane potential during paired-pulse synaptic stimulation. Based on the voltage attenuation value cited above, hyperpolarizing the cell by 10 -15 mV during paired-pulse synaptic activation should roughly "cancel" the local voltage at the synaptic site so that it would be close to the original resting potential at the onset of the second pulse. When we hyperpolarized the cell by 10 -15 mV and tested the dendritic response to paired-pulse stimulation, we found that hyperpolarization had only a small effect on the stimulus intensity needed to initiate an NMDA spike (Fig. 7A , red trace, C) (122% compared with control intensities during the paired-pulse protocol; n ϭ 5 cells), and, in many cases, the spikes were evident at the same intensity as in control paired-pulse stimulation (see example in Fig. 7A, red trace) .
The combined findings that (1) a 10 -15 mV depolarization was relatively ineffective at facilitating an NMDA spike initiated by a single pulse, and (2) a 10 -15 mV hyperpolarization was relatively ineffective at impeding an NMDA spike initiated by a pair of pulses, suggest that glutamate released by the first pulse and prebound to NMDARs, rather than residual depolarization, is the primary mechanism that potentiates the response to later pulses in a stimulus frequency-dependent manner. This mechanism explains the efficacy of paired-pulse compared with single-pulse synaptic stimulation in initiating NMDA spikes (Rhodes, 2006) .
Quantifying the contribution of residual voltage versus prebound glutamate: computer simulations
We used computer simulations to test our conclusions regarding the relative contributions of residual voltage versus prebound glutamate to the burst frequency-dependent amplification we had described experimentally. Compartmental simulations were performed on six three-dimensional reconstructed neurons used in the experiments; in each simulation, synapses with pure NMDA conductance were activated at the original experimental stimulation site and somatic responses were recorded (Fig. 8 A) . Double pulses were modeled by activating separate, equal peak conductance synapses on the first and second pulses. The compartmental model successfully reproduced the size and shape of experimentally recorded EPSPs and NMDA spikes (Fig. 8 B, C) . We found that single-pulse stimulation led to an all-or-none spike when the peak NMDA conductance (i.e., the conductance that would be reached in the absence of magnesium block) was Ͼ17.9 nS (Fig. 8 D-F ) . Paired-pulse activation decreased the amount of peak NMDA conductance needed to initiate a spike in a frequency-dependent manner. This effect was most pronounced at the shortest ISIs (9.1 nS per pulse for ISI of 10 ms), which corresponded to just over half the minimal single-pulse conductance delivered in each of the two closely spaced pulses. The minimal per-pulse conductance to achieve an NMDA spike climbed slowly as the ISI increased up to 500 ms, at which point the paired-pulse protocol required a similar NMDA peak conductance as was needed for a single isolated pulse, indicating that the temporal facilitation effect had nearly disappeared (Fig. 8 D, F ) . Similar to our experimental data, we used the model to manipulate the dendritic voltage during single-pulse and paired-pulse activation. When the first glutamate activation was replaced by current injection at the synaptic location, so that it exactly replicated the dendritic voltage shape after single-pulse activation (see illustration of the simulations in Fig.  8 F, inset) , the peak NMDA conductance needed to trigger a spike had to be increased by Ͼ60% (Fig. 8 E, F, green traces) . Thus, when the NMDARs activated by the first pulse were excluded from the simulation and paired-pulse facilitation rested on residual depolarization alone, initiation of NMDA spikes occurred only when NMDA currents were significantly higher than during actual paired-pulse activation.
Next we wanted to cancel out the contribution of residual voltage. We did so by activating the synapses with paired pulses, but the membrane voltage for all cellular compartments was reset to the resting potential just before the second input was applied. Canceling the residual depolarization only slightly increased the peak NMDA channel conductance required for spike initiation (for ISI of 20 ms: 9.8 vs 9.6 nS, respectively) ( Fig. 8 E, F , red traces). We found similar results for all ISIs up to 500 ms (Fig.  8 F) , with a Ͻ3% increase in the stimulus intensity needed to trigger a spike compared with the control condition.
We also investigated whether inclusion of AMPAR channels in the simulation influenced the relative contribution of voltage carryover versus prebound glutamate. We used previously reported values for the relative peak NMDA/AMPA conductances (Myme et al., 2003 ) (supplemental Fig. 3E , available at www. jneurosci.org as supplemental material). As expected, adding an AMPA component to the synaptic conductance reduced the minimal peak NMDA conductance needed to initiate a spike for both paired-pulse and single-pulse stimulation (8.08 and 15.96 nS, respectively) (Fig. 8G) . However, the stimulation intensity was only 2.5% higher when the residual depolarization was cancelled out during paired-pulse activation and was increased by up to 61% when first-pulse NMDARs were excluded from the simulation. These results are very similar to our findings with NMDA receptors alone.
Spatial distribution of synaptic inputs to basal dendrites needed for NMDA spike initiation: simulation results
We have shown that high-frequency burst activation is effective at initiating NMDA spikes in both experiments and a model cell, in both cases when all activated synapses were nearly colocalized. The question remains as to how the burst facilitation effect we observed in basal dendrites depends on the spatial distribution of synaptic inputs to the branch. Given the difficulty of asking this question in experiments, we used our compartmental model of a layer 5 pyramidal neuron (Polsky et al., 2004; Nevian et al., 2007) to determine the number of clustered synapses needed to initiate an NMDA spike. Near a dendritic tip, we found that activation of only 5.3 Ϯ 0.85 neighboring synapses with a double pulse (ISI of 20 ms; peak NMDA conductance of 8.06 Ϯ 1.25 nS) or a single activation of 10.6 Ϯ 1.11 synapses (peak NMDA conductance of 15.9 Ϯ 1.66 nS), similar to the peak NMDA conductance values . Note that, with a single pulse at the same intensity the voltage remained subthreshold (gray, control resting potential). To simulate the effect of the residual depolarization on NMDA spike initiation, 10 mV somatic depolarization was applied during single-pulse stimulation (green). To cancel the contribution of first-pulse depolarization on NMDA spike initiation during paired-pulse stimulation, voltage was hyperpolarized by 10 mV (red). The stimulation intensity was kept constant for all traces shown. B, Summary plot of normalized peak EPSP amplitude as a function of the normalized stimulus intensity (5 cells) at control paired-pulse stimulation (ISI of 20 ms; filled black circles), single-pulse stimulation (open black circles), and single-pulse stimulation paired to 8 -15 mV depolarization (green). All responses were normalized by the average NMDA spike amplitude, and stimulation intensities were normalized by the lowest intensity that triggered NMDA spike in paired-pulse stimulation protocol (ISI of 20 ms). The data were fitted by a sigmoid function (black filled for paired-pulse stimulation, black dotted for single-pulse stimulations, green line for single-pulse stimulation paired to depolarization). Somatic depolarization (8 -15 mV) assisted NMDA spike initiation, but the stimulus intensity needed to initiate a spike was on average more than twofold higher than in control paired-pulse conditions. C, Same as B except that the paired-pulse stimulation was delivered in the presence of somatic hyperpolarization of 10 -20 mV (red dots, red line shows the sigmoid fit). Note that the stimulation intensities needed to initiate the NMDA spike increased by only 22%.
described above, was sufficient to initiate a local spike. Under these conditions, NMDA spike amplitude was 33 Ϯ 4.94 mV at the site of stimulation and 3.8 Ϯ 0.55 mV at the soma (Fig. 9A) . As the cluster of synapses was moved to more proximal dendritic regions (50 -70 m from the soma), both the somatic NMDA spike amplitude and the number of synapses needed to activate it were increased (Fig. 9B ) (28.6 Ϯ 5.21 synapses were needed to initiate a spike, and the somatic NMDA spike amplitude was 20 Ϯ 3.24 mV).
When synapses were distributed randomly along a basal branch [excluding the first 40 m, which is nearly devoid of excitatory synaptic contacts (Larkman, 1991a) ], 16.2 Ϯ 2.54 and 26.6 Ϯ 5.78 synapses were required to initiate NMDA spike with paired-pulse (ISI of 20 ms) or single-pulse activation, respectively (Fig. 9B) . The corresponding somatic voltage amplitude of these spikes was intermediate between the distal and proximal focal activations (11.25 Ϯ 3.58 mV) (Fig. 9A) .
When synapses were distributed on the distal half of the branch, only 8.5 Ϯ 2.11 synapses were needed to initiate a spike with paired-pulse activation (ISI of 20 ms) (Fig. 9B) . We conclude from these simulations that tight clustering of activated synapses is not a prerequisite for NMDA spike initiation; highfrequency activation of synapses distributed along the length of the basal branch can also effectively evoke NMDA spikes.
Simulation of the input-output function of the neuron during in vivo-like stimulations: the role of NMDA spikes To get more realistic spatiotemporal pattern of activation, we simulated a multicompartmental layer 5 pyramidal neuron that receives a signal input on top of a high tonic background activity. The signal input originated from eight presynaptic neurons. Each neuron was activated with a different in vivo recorded firing pattern so that no a priori correlations were created between the activity of the neurons. The mean firing rate of the presynaptic neurons was 0.84 Ϯ 0.27 Hz; burst firing had a lower occurrence of 0.15 Ϯ 0.1 Hz (Fig. 10 A, D) . Each of these presynaptic cells made 12 synaptic contacts that were randomly distributed on three preselected basal branches of the reconstructed neuron; activation of unitary input lead to 1.23 Ϯ 0.45 mV somatic EPSP. These large unitary events were typical to a small subset of strong presynaptic input that are known to innervate pyramidal neurons (Markram et al., 1997; Song et al., 2005; Lefort et al., 2009) .
Activation of the signal inputs lead to a marked effect on the dendritic and somatic potentials. Dendritic NMDA spikes occurred on average every 2.13 Ϯ 1.55 s, with 81 Ϯ 16% of them initiated by a coordinated presynaptic activity (Fig. 10 B) . It should be stressed that this coordinated activity was simply the result of random correlations between the firing of the different neurons at the firing rates we used. Although presynaptic bursts were not prerequisite for NMDA spike initiation, the probability of a presynaptic burst to initiate a dendritic spike was much higher than that of a single presynaptic action potential (37.5 Ϯ 30 vs 12.5 Ϯ 21%, respectively; p ϭ 0.02) (Fig.  10 B, D) .
The probability of the neuron to fire an action potential was greatly dependent on the presence of NMDA spikes. Not only was approximately half (55 Ϯ 19%) of the postsynaptic firing initiated during NMDA spikes, but most (77 Ϯ 36%) of the postsynaptic burst firing occurred after a generation of a dendritic NMDA spike (Fig. 10 B) . Accordingly, the inputoutput transformation function of the modeled neuron displayed a marked efficacy of the high-frequency inputs in producing postsynaptic firing (Fig. 10 E) , whereas just 4% of the lone presynaptic action potentials generated somatic firing in the postsynaptic neuron, and 31% of the coordinated presynaptic activities triggered postsynaptic response (42% of the latter were bursts). Blocking NMDA spikes caused to a marked reduction in the postsynaptic firing rate (from 1.16 Ϯ 0.46 Hz in control conditions to 0.37 Ϯ 0.22 Hz after NMDAR blockade; p Ͻ 0.01) and postsynaptic burst firing (from 0.23 Ϯ 0.16 Hz in control conditions to 0.05 Ϯ 0.05 Hz after NMDAR blockade; p ϭ 0.012) (Fig. 10C,E) . . During the paired-pulse protocol, the pan-cellular voltage was reset to the resting potential just before the onset of the second pulse (filled red circles). This manipulation increased the NMDA current needed to initiate a spike by only 2%. When the first synaptic pulse was substituted by equivalent local depolarization, NMDA spike initiation threshold increased by 46% (green). Schematic illustration of the different stimulation protocols are shown in the inset in F. F, Plot of the minimal peak NMDA conductance sufficient to initiate a dendritic spike for different ISIs. The dotted line represents the threshold for spike initiation by a single pulse. Paired-pulse stimulations with residual voltage reset to rest (red) were almost as effective as control paired-pulse stimulations (black). G, Same as in F except that AMPA conductance was included in the model. Color coding is as in F. Insets shows the somatic voltage of the "just suprathreshold" stimulation in NMDA only (F ) and AMPA/NMDA conditions (G). Schematic illustration of the different stimulation protocols are shown in the inset.
Discussion
In this study, we investigated the transformation of input signals in thin basal dendrites to output firing patterns in layer 5 pyramidal cells. We found support for the hypothesis that NMDA receptor channels contribute to both the detection and generation of bursts, suggesting that they may play a key role in promoting the propagation of spike bursts through the cortical network.
Mechanism for frequency amplification: prebound glutamate versus residual depolarization
We found that both burst detection and generation effects arose from basic physiological properties of NMDARs. As shown previously, a single synaptic input activates several NMDARs that can remain bound to glutamate with single or double occupancy for several hundred milliseconds (Clements et al., 1992; McBain and Mayer, 1994; Spruston et al., 1995; Kampa et al., 2004; Vargas-Caballero and Robinson, 2004) .
Our results suggest that the frequencydependent amplification of NMDA spike generation arises from a buildup in the number of NMDA receptor channels in the open state during the course of a burst, eventually reaching the total conductance threshold needed for local spike generation. Once this conductance threshold is reached, the depolarization that is created by the NMDA current will enable the regenerative loop that will ultimately lead to an NMDA spike. Such a buildup is possible given that a single activation does not saturate the population of postsynaptic receptors (Mainen et al., 1999) . In contrast to the persistence of activated NMDARs, however, we found that carryover of depolarization from the first pulse in a burst had surprisingly little impact on the stimulus threshold at which an NMDA spike could be generated by a second pulse.
Our findings highlight a critical distinction between the essential role that voltage plays in the positive feedback loop that leads to the generation of an NMDA spike once the NMDA conductance threshold has been reached and the relatively minor role that voltage plays in setting a better or worse initial condition for spike generation. A key finding of the present study is that the tendency for NMDA channels to respond regeneratively, which was linked in previous work to the delivery of spatially concentrated inputs (Mel, 1993; Polsky et al., 2004) , is also nonlinearly enhanced by temporal accumulation of peak NMDA conductance through high-frequency stimulation of unsaturated excitatory synapses.
The overriding importance of reaching the NMDA conductance threshold locally within a dendritic branch, as opposed to simply reaching a local voltage threshold, has significant functional implications. Whereas dendritic spikes in one or more branches, and backpropagating somatic action potentials, can provide widespread depolarization in a dendritic tree, the critical ingredient in NMDA spike generation is the local NMDA peak conductance, which is tied to events at locally activated synaptic sites. This stresses the ability of basal dendrites to work as independent computational compartments (Poirazi et A, Simulation setup and synaptic locations on the three-dimensional reconstruction of a layer 5 pyramidal neuron. Basal dendritic tree was contacted by 720 excitatory (open circles) and 360 inhibitory (gray circles) background inputs, firing at random with a mean firing rate of 1 Hz. The signal inputs originated from eight presynaptic neurons, each neuron having 12 synaptic contacts distributed at random locations on three postsynaptic basal branches (squares), altogether 96 inputs. B, Five-second-long dendritic (gray) and somatic (black) simulated voltage recording during activation of the presynaptic inputs by in vivo recorded firing pattern (D) showing generation of dendritic NMDA spikes (marked by pluses), somatic action potentials, and bursts (marked with an asterisk). With this firing pattern, presynaptic activity readily triggered NMDA spikes, which in turn effectively generated somatic firing. C, Similar to B but with AMPA-only synapses. The postsynaptic somatic firing rate was greatly reduced. D, Raster plot of the presynaptic activity of the eight signal neurons. The cumulative presynaptic firing rate (in bins of 100 ms) is shown by a gray curve on top. Asterisks mark presynaptic bursts. E, The percentage of the presynaptic inputs that successfully triggered postsynaptic firing as a function of the input ISI for control (black) and AMPA-only inputs (gray) conditions. High-frequency inputs significantly increased the probability for postsynaptic response in control but not in AMPA-only condition.
In conclusion, in a small realistic network, dendritic NMDA spikes can have a profound effect on the firing rate and the inputoutput transformation of the neuron. This spiking mechanism may enable the cell to reliably read presynaptic burst activity from a small number of presynaptic neurons and propagate them through the network, even during high background noise conditions.
