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Abstract
A number of existing results describe the numerical calculation of the steady-state distribution of an M/G/1/ type Markov process.
However, these numerical methods have difﬁculties when the forward transition structure has a long tail asymptotic. This paper
proposes a numerical approximation that can account for the polynomial decay of the steady-state distribution over several orders of
magnitude, where the other known methods fail. An important advantage of the proposed approximation is that it uses numerically
stable techniques.
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1. Introduction
The M/G/1 type Markov process is the generalisation of the embedded Markov process of an M/G/1 queue. The
states of the embedded Markov process of an M/G/1 queue become subsets of states called levels and the transitions
between these levels have the same structure as in the embedded Markov process of an M/G/1 queue.
M/G/1 type Markov processes are studied for a long time (e.g. [12]) and many ﬁnite server queueing problems have
been shown to lead to an M/G/1 type Markov process [127].
Various solution methods were developed for the efﬁcient numerical computation of the steady-state distribution
of M/G/1 queues (e.g. [1913]). A recently published text book provides a survey of the available methods [2]. These
methods evaluate the solution of an inﬁnite order matrix equation or use inﬁnite matrix summation. The main problem
of the available solution methods is that there are cases when the solution is numerically infeasible. The reason for
this is that the inﬁnite order matrix equation or summation should be truncated at some point in practice and the
computationally feasible truncation points do not provide sufﬁcient accuracy. It is the case when there is a slowly
varying decay in the forward transition structure. A computationally feasible truncation of this series can introduce
signiﬁcant error in the ﬁnal solution.
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In this paper we propose to approximate the forward transition structure of M/G/1 type systems using discrete PH
(phase type) distributions and present a numerically stable algorithm for the steady-state analysis of the approximate
model. We show that the obtained approximate model is in fact a QBD (quasi birth–death) system with ﬁnite level size
therefore a huge set of efﬁcient numerical methods available for the solution of the model.
A numerical example demonstrate that the proposed method allows to study cases that cannot be analyzed by existing
tools because of numerical difﬁculties.
We note that the proposed method is applicable for all M/G/1 type models with ﬁnite level size, since any general
transition structure can be approximated arbitrarily well by discrete PH distributions. The complexity of the proposed
approximate analysis depends on the order of the PH distribution which allows to tune the accuracy-complexity trade-
off. The proposed solution is exact if the forward transitions have a PH distributed structure.
The rest of the paper is organized as follows. Section 2 deﬁnes the basic concepts and introduces the notations.
Section 3 explains our main idea. Section 4 presents the proposed numerical method and compares its performance to
the existing methods by an example. Section 5 concludes the paper.
2. Notations and basic concepts
2.1. Discrete phase type distributions
An order m discrete phase type distribution is deﬁned as the time to absorption in a discrete time Markov process
with m transient and one absorbing state.
The initial probability vector (of the transient states), , and the transition probability matrix (between the transient
states), T determines the distribution by the mean of the following expression:
p(i) = Pr(time to absorption = i) = (Ti−1 − Ti )1 = Ti−1t, i1, (1)
where 1 is the column vector of ones, and the column vector t contains the transition probabilities from the transient
states to the absorbing one (t = 1 − T1).
2.2. Forward transition structure of M/G/1 type Markov processes
The generator of M/G/1 type Markov processes have the following regular block structure [127]:
(2)
where the cardinality of the ﬁrst bock is n′ and the other blocks is n. That is, the size of L′ is n′ × n′, the size of F′i is
n′ × n, the size of B′ is n× n′ and the size of the other non-zero blocks is n× n. We refer to the set of states associated
with the ith block as level i, and a state in this set as phase k.
The forward transition structure of the regular part of an M/G/1 type Markov process (the second and higher block
rows of matrix Q) can be expressed by n2 transition rates and n2 discrete probability distributions. We compose matrix
F to describe the forward transition rates and the matrix series Pi, i1 to describe the forward distributions such that
the matrix elements are
[Pi]k = Pr(a forward transition from phase k jumps i levels and goes to phase ).
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The mutual relation of F,Pi and Fi is
F =
∞∑
i=1
Fi, [Pi]k = [Fi]k[F]k ⇐⇒ Fi = F ◦ Pi,
where ◦ denotes the element-wise (Hadamard or Schur) matrix multiplication. To describe the forward transitions of
the irregular part of the M/G/1 type Markov process (the ﬁrst block row of matrix Q) we similarly introduce F′ and P′i
of size n′ × n.
2.3. PH approximation of the forward transition structure
The Pi matrix series describe n2 discrete distributions. We can approximate each of these distributions by a discrete
PH distribution. (Publicly available software tools can be applied for this step [6].)
To exploit the similarities and redundances of the distributions which often occur in practical applications we
introduce the following general form to approximate Pi.
P˜i =
K∑
k=1
M˜kpk(i), i1,
where K is a ﬁnite integer, M˜k (1kK) are non-negative matrices of size n×n and pk(i) (1kK) are probability
mass functions of discrete phase type distributions. In the worst case K = n2 and the is an M˜k matrix (such that
[M˜k]ij = 1 and all other matrix elements are zero) for each i, j element of the Pi matrix. P′i is approximated similarly.
2.4. M/G/1 type Markov process with PH distributed forward transitions
Based on this discrete PH approximation we compose an approximate M/G/1 type Markov process:
(3)
where F˜i = F ◦ P˜i. To simplify notation we introduce Mk = F ◦ M˜k, from which
F˜i = F ◦
K∑
k=1
M˜kpk(i) =
K∑
k=1
Mkpk(i).
The F˜′i =
∑K ′
k=1M′kp′k(i) approximation of F′i is obtained in a similar way. In the rest of the paper k and Tk (′k and
T′k) denotes the initial probability vector and the transition probability matrix of the pk(i) (p′k(i)) PH distribution.
3. Analysis of M/G/1 type Markov process with PH distributed forward transitions
3.1. QBD representation with extended block size
We analyse the stationary behaviour of M/G/1 type Markov processes with PH distributed forward transitions using
a QBD process whose phase process is composed by three blocks. Block 0 represents the phases of the original M/G/1
type process, blocks 1 and 2 are for describing the PH distributed forward transitions of the irregular and the regular
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Fig. 2. The sub-block structure of ̂′, T̂′ and t̂′.
part of the M/G/1 type process, respectively (see Figs. 1 and 2). This way, the size of block 0, that is, the number of
states in block 0 of a level, equals to the number of phases of the original M/G/1 type Markov process, and the size
of block 1 (block 2) is determined by the cardinality of the phase type distributions describing the series of matrices
F˜′k, k1 (F˜k, k1).
The local transitions of the original M/G/1 type Markov process within a level are described by matrices L′ and L in
(3). These transitions are preserved in the extended Markov chain as intra-level transitions within block 0. It is matrix
L′ at level 0 and matrix L at level n, n1. The backward transitions (B′ and B) are also preserved as transitions from
block 0 of level n to block 0 of level n − 1. It is matrix B′ at level 1 and matrix B at level n, n2. That is, the same
local and backward transitions occur in the phases of the original Markov process and in the phases of block 0 of the
extended Markov chain.
Blocks 1 and 2 are to describe the PH distributed forward transition structure of the original M/G/1 type Markov
process in the following way. Consider that starting from level n, n1 there is a transition from phase i to phase j that
jumps a PH distributed number of levels upward in the original M/G/1 type Markov process. The rate of upward state
transition of exactly k levels is [F˜k]i,j , that is, the (i, j) element of matrix F˜k . This rate can be expressed alternatively
by e.g. [M1]i,j and the PH probability p1(k) as
[F˜k]i,j = [M1]i,jp1(k).
This single transition that goes from level n to level n + k, [F˜k]i,j , is substituted by a series of transitions in the
extended Markov chain. First a transition occurs from phase i in block 0 at level n into a phase in block 2 at level n
(described by ̂). Roughly speaking, the rate of this transition is the sum of the transition rates from phase i to j jumping
T. Élteto˝, M. Telek / Journal of Computational and Applied Mathematics 212 (2008) 331–340 335
any number of levels upward, that is,
∞∑
=1
[F˜]i,j = [M1]i,j .
From the transition from block 0 to block 2 until the process leaves the phases of block 2 and returns to block 0 the
process stays within the same subset of block 2 (see Fig. 2). The reason is, that this subset describes the phase type
distribution of upward i → j transition of the original Markov process. The idea is that the process makes k upward
transitions (jumping one level up in each transition) inside the corresponding subset of block 2 with probability p1(k).
When the process leaves block 2 after the kth transition it enters into phase j of level n + k.
This way the i → j transition rate of upward transitions from level n of the original Markov process is preserved
as the transition rate of the extended Markov chain form level n to the related subset of block 2; and supposed that the
extended Markov chain leaves block 0 for an i → j transition at level n the probability that it returns to block 0 at level
n + k is the same as the probability that an upward i → j transition of the original Markov process jumps exactly k
levels, p1(k).
The number of phases of the subset of block 2 that is associated with the upward i → j phase transitions equals
to the number of phases in the (1,T1) discrete PH distribution. The discrete PH distribution starts with the transition
from phase i of block 0 to block 2. The probability of starting this discrete PH distribution in any of its phases is deﬁned
in vector 1. For this reason, the starting transition could occur to any of the phases of the given subset of block 2. The
transition rate [M1]i,j should be ﬁltered by the probabilities in 1, see (7).
The non-absorbing transitions of the discrete PH distribution (1,T1) involve level increases, which is exactly one for
each transition. Finally, the absorbing transition that is deﬁned by the vector t1 terminates the discrete PH distribution
and drives the extended Markov chain back to phase j in block 0.
The upward transitions of the irregular part of the original Markov process (i.e., the upward transitions starting form
level 0) are handled similarly by the communication between block 0 and block 1.
This way we extend the set of phases of the original M/G/1 type Markov process to obtain an extended Markov chain
with QBD structure such that the number of phases of the QBD process remains ﬁnite and the steady-state distribution
of the M/G/1 type Markov process can be obtained from the steady-state distribution of the QBD.
The block and sub-block structure of the extended QBD process is
(4)
with
(5)
(6)
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where
(7)
and the ̂′, T̂′, t̂′ terms are deﬁned similarly. Throughout this paper 	 denotes the Kronecker product.
Theorem 1. The stationary distribution of the M/G/1 type Markov process with PH distributed jumps (2) can be
calculated from the stationary distribution of the enlarged, but ﬁnite phase QBD process (4) as follows:
i =
′i,0∑∞
k=0′k,0
, (8)
where i is the stationary distribution of the M/G/1 type Markov process with PH distributed jumps (with generator
Q˜), ′i is the stationary distribution of the enlarged QBD process (with generator Q′) and ′i,0 denotes the block 0 part
of the ′i vector.
Proof. The proof follows the pattern of [7, Section 13.1]. The main idea of [7, Section 13.1] is to transform M/G/1
type models into QBD models with an extended phase process. In case of a general M/G/1 process an inﬁnite
phase process is introduced in this transformation, but in case of PH distributed batch size a ﬁnite extension of
the phase process is sufﬁcient as it is presented by the block structure of matrices A0, A1, A2 and B and depicted in
Fig. 1.
Here we only show that the extended Markov process (with generator Q′) restricted to block 0 is identical with the
M/G/1 type Markov process with generator Q˜. Indeed, block 0 of the extended process represents the states of the
original process.
The relation of the stationary distribution of an extended Markov chain and the stationary distribution of its restricted
process is provided, e.g., in [7, pp. 268–275].As it is visible from (8) normalizing the state probabilities of the extended
Markov chain over the restricted set results the stationary distribution of the restricted process. For the proof of this
intuitive relation we refer to [7].
The downward and local transitions of the process restricted to block 0 are readable, e.g. from Fig. 1. They are
identical with the downward and local transitions of Q. The upward transitions between consecutive visits in block 0
are through block 1 (starting from level 0) or block 2 (starting from level i1).
First we consider the case of starting from level 0. The upward transition rate of the restricted process can be obtained
as the product of the exit rate from block 0 and the probability of returning to block 0 in a given state. The exit rate
of block 0 is characterized by matrix
∑K ′
k=1M′k. Each M′k matrix selects one PH structure of block 1 and it remains
unchanged during the visit in block 1 (see Fig. 2). The probability of starting from block 0 of level 0 moving to block
1 and returning to block 0 at level i (i1) supposed that the kth PH structure is selected equals to kTi−1k tk. Hence the
upward transitions of the restricted process from level 0 to level i are
K ′∑
k=1
M′kkT
i−1
k tk =
K ′∑
k=1
M′kp′k(i) = F˜′i .
The upward transitions starting from level i1 can be obtained similarly. 
4. Numerical example
We consider a queueing system, where the server of the queue is either fast or slow depending on a two state
continuous time Markov chain. The mean holding time of both states is 1 time unit. When the server is fast the service
rate is 50 and it is 5 in the slow state.
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Fig. 3. The pmf of the number of arrivals in log–log scale.
The input process of the queue is modulated by the server state. In the case of slow server, customers arrival instants
occur according to a Poisson process and multiple customer arrivals are allowed. The distribution of the number
of arrivals in an arrival instant is described by an order 6 discrete PH distribution that approximates a power-tailed
distribution for ﬁve orders of magnitude as it is shown in Fig. 3. (Details of the applied PH approximation method can
be found in [5].) When the server switches to the fast state, no arrivals occur.
The transition matrix and the initial vector of the PH distribution of the number of arrivals at an arrival instant are
I − T ≈
⎛
⎜⎜⎜⎜⎜⎜⎝
0.170 0 0 0 0 0
−0.076 0.083 0 0 0 0
0 0 1.030 · 10−6 0 0 0
0 0 0 2.417 · 10−5 0 0
0 0 0 0 5.607 · 10−4 0
0 0 0 0 0 0.013
⎞
⎟⎟⎟⎟⎟⎟⎠
, t ≈
⎛
⎜⎜⎜⎜⎜⎝
0.170
0.007
1.030 · 10−6
2.417 · 10−5
5.607 · 10−4
0.013
⎞
⎟⎟⎟⎟⎟⎠ ,
 ≈ (0.300 0.660 2.33 · 10−12 6.100 10−9 1.583 10−5 0.040).
According to this representation the average number of customers arrive at an arrival is ≈ 16.45. The probability mass
function of the level jumps (deﬁned by the Fi matrices) is shown in Fig. 3, such that the discrete points are connected
with a continuous curve.
The two state Markov chain describing the state of the server are viewed as the phases of the original M/G/1
type process. The local transitions describe the state changes of the server while the backward and forward transitions
describe the departures and arrivals of customers. The rate matrices corresponding to the backward and local transitions
are
B =
(
50 0
0 5
)
, L =
(∗ 1
1 ∗
)
,
where the diagonal element of L are such that the row sum of Q is zero. The upward transitions are
Fk = M1p1(k) =
(
0 0
0 mp1(k)
)
, with M1 =
(
0 0
0 m
)
,
p1(k)= Tk−1t and m is a parameter to set the average arrival rate. The numerical examples below are computed with
m = 1 thus the average utilization is 0.3.
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In this example, M=M1, because we have only one i → j transition with PH distributed upward jumps, that is the
2 → 2 transition. The forward level jump distribution given that there is no customer in the system is the same as the
level jump at any other buffer level. That is T′ = T, ′ =  and also M′ = M.
The dimension of the QBD matrices based on (5)–(7), without utilizing the identity of the upward jumps from the
regular and 0 levels, is 26 × 26.
4.1. Computation of the stationary probabilities
The stationary distribution of the expanded QBD process can be computed as ′n = ′0Rn, where R is the minimal
non-negative solution of the following matrix equation:
0 = A0 + RA1 + G2A2.
This equation is usually solved by an iterative substitution method. A collection of solution methods is provided by
Latouche and Ramaswami [7].
Here the interesting part of ′n is the ﬁrst block ′n,0. The solution has to be normalized such that
∑∞
n=0′n,01 = 1.
The required ′0 can be obtained by solving the following system of equations:
′0(B + A0G) = 0,
′0(I − R)−11∗ = 1,
where 1∗ is a column vector with the same dimension as ′0 whose ﬁrst |′n,0| block contains ones and the rest of the
vector elements are zero.
Once ′0 is computed, ′n+1 can be obtained in an iterative way from ′n by ′n+1 =′nR. An advantage of this method
is that the number of operations needed in one iteration step is independent of n.
4.2. Slowly decaying queue length
The queue length of an M/G/1 queuing system with power tailed service time distribution rate has a power tail. The
present example demonstrates this property in an M/G/1 type queueing system.Although the level jumps does not have
a proper power tail, their function is slowly decaying for several orders of magnitude. Fig. 4 shows the queue length
distribution in log–log scale calculated with the expanded QBD method.
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Fig. 4. The pdf of the queue length in log–log scale.
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One can see a region in the distribution of both the decay of the level jumps Fig. 3 and the queue length Fig. 4
where the decay is almost linear in log–log scale. That is, within this region the distribution functions approximate cnb
functions. These regions go though ﬁve orders of magnitude in both cases. The power of the decay is approximately
b = −3.5 for the level jumps and b = −2.5 for the queue length distribution as it can be expected from the M/G/1
analogy.
4.3. Numerical solution using the Ramaswami iterative formula
The example presented in this section can be solved numerically using the formulae presented in [7, Section 13.1].
In the case of this approach, however, the level jumps should be truncated in order to implement the calculations in
practice. Therefore, the (,T) discrete PH distribution is approximated by a distribution with ﬁnite support such that
pn = P(X = n)
P (XN), 1nN, and pn = 0, n>N ,
where X is (,T) PH distributed random variable.
The fundamental matrix of the M/G/1 type process [7, Eq. (13.10)]) was computed by iterative substitution initialized
with the identity matrix. The C0, C1 and Cn, 2n matrices of [7] were B, L and pn−1M for 2nN and 0 for n>N ,
respectively. The number of iteration steps until the solution of matrix G converged was around 10 for N = 100, 1000
and 100 000. That is, the number of iterations seems to be independent of N.
Fig. 5 shows how the exact queue length distribution can be approximated by themethod of [7, (13.12)] using different
truncation points. As it can be expected, if N is small, the queue length distribution quickly reaches the geometric tail
and if N is larger, it follows the exact distribution longer.
Based on the numerical results we can approximate the break point, q, of the numerical solution as a function of the
truncation point, N. The following table shows the observed break points as a function of N:
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Solution by PH batch
Fig. 5. Comparison of the various solutions for the queue length distribution and the exact distribution.
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One of the most important consequences of the introduced results is apparent from the comparison of Figs. 4 and
5 and the table with the approximate break points. The method of [7, (13.12)], which is the most commonly applied
method for solving M/G/1 type models, can not be used to calculate slowly decaying tail distribution. It seems to us
that a numerically feasible way to calculate these kinds of models is the procedure based on the extended QBD model
presented in this paper.
5. Conclusion
This paper presents the analysis ofM/G/1 typeMarkov processeswith PHdistributed transition structure.A numerical
example is introduced and evaluated to compare the presented numerical method with the most commonly applied
general M/G/1 type Markov process solver.
This numerical example suggests that the best numerical solution of M/G/1 type models with generally distributed
heavy tailed jumps is to approximate the jump distribution with a PH one and to use the numerical procedure with the
expanded QBD.
It is because the Ramaswami method involve inﬁnite summation when the domain of the jump size distribution is not
bounded. However in practice, this summation should be truncated. If the members of the inﬁnite sum have polynomial
asymptotics then a ﬁnite truncation can introduce signiﬁcant error as we showed it in this paper.
Our method works better because the extended state space makes it possible to consider Markovian jump size
distributions with unbounded domain and it is known that even a heavy tailed distribution can be approximated with
a Markovian distribution over several orders of magnitude. That is, our method works on logarithmic scale while the
existing methods work on linear scales only.
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