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ABSTRACT
We study the effect of diffuse intracluster light on the critical surface mass density
estimated from photometric redshifts of lensing source galaxies, and the resulting bias
in a weak lensing measurement of galaxy cluster mass. Under conservative assump-
tions, we find the bias to be negligible for imaging surveys like the Dark Energy Survey
(DES) with a recommended scale cut of ≥ 200kpc distance from cluster centers. For
significantly deeper lensing source galaxy catalogs from present and future surveys like
the Large Synoptic Survey Telescope (LSST) program, more conservative scale and
source magnitude cuts or a correction of the effect may be necessary to achieve per
cent level lensing measurement accuracy, especially at the massive end of the cluster
population.
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1 INTRODUCTION
Weak lensing mass calibration is a key to achieving the full
potential of galaxy cluster cosmology (for a discussion, see
e.g. von der Linden et al. 2014). Numerous lensing stud-
ies have provided cluster mass estimates over the last years
(e.g. Gruen et al. 2014; von der Linden et al. 2014; Hoek-
stra et al. 2015; Okabe & Smith 2016; Simet et al. 2017;
Melchior et al. 2017; Dietrich et al. 2017a; McClintock et al.
2018). The statistical power of such analyses is continuously
growing with precise lensing source catalogs around large
cluster samples coming from DES,1, HSC,2 and KiDS3, and
future Euclid,4 LSST,5 or WFIRST6 data. This improve-
ment in statistics requires an equivalent push for reducing
systematic uncertainties in measurement and modeling of
lensing signals. State-of-the-art studies account for system-
atic effects such as deviations of the assumed model of the
cluster matter density profile from the truth (e.g. Becker &
Kravtsov 2011), systematics in lensing source catalogs (e.g.
Zuntz et al. 2017), excess contamination of the lensing source
catalog with cluster member galaxies (e.g. Melchior et al.
2017; Medezinski et al. 2017), and biases and calibration
uncertainties in lensing source photometric redshifts inher-
ent to the algorithms used for estimating them (e.g. Gruen
& Brimioulle 2016; Hoyle et al. 2017). In recent studies, each
of these effects cause uncertainty on cluster mass at the level
of one to a few per cent (e.g. Melchior et al. 2017).
In this paper, we investigate another effect on redshift
estimates of weak lensing sources – the bias due to contam-
ination of source photometry from diffuse intracluster light
(ICL). In our ICL model, we consider light from the central
galaxy and from unbound stars in the cluster potential (see
examples of studies or reviews in Zwicky 1951, 1952; Gon-
zalez et al. 2005; Zibetti et al. 2005; Mihos 2015; Montes &
Trujillo 2018; Kravtsov et al. 2018) as well as the light of
faint member galaxies below the survey selection threshold.
The diffuse light biases the flux and color measurements of
lensing source galaxies, and causes a systematic change in
photometric estimates of their redshift distributions. Among
other effects, the spectral energy distribution (SED) of pas-
sive stellar populations at the cluster redshift introduces a
mild cluster rest-frame D4000 break to the observed SED of
the lensing source galaxy. These changes in flux and color af-
fect the redshift assigned, especially for star-forming galaxies
with weaker break features.
Careful analysis of color-magnitude space could be used
to select galaxies less susceptible to these effects, and com-
posite models for blended galaxies could in principle fully ac-
count for them. Given the complexity and algorithm depen-
dence of source photometry and redshift estimation, we do
not aim to provide a prescription for correcting ICL photo-z
contamination in this paper. Our goal is rather to evaluate
approximately and, if possible, conservatively, what ampli-
tude of bias we expect and identify the regimes in which it
can be ignored.
1 https://www.darkenergysurvey.org
2 http://hsc.mtk.nao.ac.jp/ssp/
3 http://kids.strw.leidenuniv.nl/
4 https://www.euclid-ec.org/
5 https://www.lsst.org/
6 https://wfirst.gsfc.nasa.gov/
In section 2, we describe our model for the surface
brightness of intracluster light, using the results of Zhang
(2018). In section 3, we derive our estimate for how diffuse
intracluster light of given surface brightness biases the lens-
ing amplitude predicted from photometric redshifts, based
on Gruen & Brimioulle (2016). Section 4 combines these
two components of the model to estimate the bias in lensing
excess density profiles in a typical current (DES-like) and fu-
ture (LSST-like) survey, as a function of cluster redshift and
separation from the cluster center. We conclude the study
in section 5.
Estimates of a quantity q are denoted as qˆ.
All magnitudes given in the u?g′r ′i′z′ bands are in
CFHT/Megacam filters7 u.MP9301, g.MP9401, r.MP9601,
i.MP9701, z.MP9801 and AB units until otherwise noted.
Surface brightnesses are given in nJy arcsec−2 units. These
can be converted to counts per arcsec2 at a magnitude zero-
point of 30 with a conversion factor of 3.63 nJy per count,
i.e. 3.63 nJy arcsec−2 correspond to 30 mag arcsec−2. Cosmo-
logical distances for the scaling of lensing signal amplitudes
are calculated in a flat Λ cold dark matter cosmology with
Ωm,0 = 0.27, and masses are expressed assuming a Hubble
constant H0 = 70km s−1 Mpc−1.
2 INTRACLUSTER LIGHT MODEL
The goal of this section is to derive a model for the surface
brightness of ICL. We describe it as a function of cluster
mass, cluster redshift, and projected physical distance from
the cluster center.
The distribution of ICL is a debated topic in the lit-
erature. It is believed that the ICL contains a significant
amount of stellar mass (Behroozi et al. 2013; Contini et al.
2014; Pillepich et al. 2018), comparable to that of cluster
central galaxies or the rest of the cluster galaxies. However,
measurements of ICL in various samples (Zibetti et al. 2005;
Gonzalez et al. 2005; Krick et al. 2006; Toledo et al. 2011;
Burke et al. 2012; Gonzalez et al. 2013; Montes & Trujillo
2014; DeMaio et al. 2015) do not necessarily find agreement
on such a massive component, possibly due to methodolog-
ical difference (such as differences in filter bands, or surface
brightness thresholds and other criteria used to distinguish
ICL from galaxies, see e.g. Morishita et al. 2017, Montes &
Trujillo 2018 and the discussion in the latter), cluster-to-
cluster variations (e.g., Krick & Bernstein 2007), cluster dy-
namic state (e.g., ??), or redshift evolution and the surface
brightness limits of ICL (e.g., Burke et al. 2015). By aver-
aging the light profile of ∼ 300 optically selected clusters,
Zhang (2018) quantified the ICL distribution at z ∼ 0.25 for
clusters more massive than ∼ 2 × 1014M. A comparison of
the stellar mass in the ICL component with the total stellar
mass in DES Y1 redMaPPer clusters measured in Palmese
(2018) shows that the ICL, together with the central galaxy,
makes up ∼ 40% of the total cluster stellar mass in the sam-
ple from Zhang (2018). We make use of these measurements
to model ICL.
There are three components empirically seen as diffuse
light in clusters with the methodology of Zhang (2018): pure
7 http://cfht.hawaii.edu/Instruments/Filters/megaprime.html
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ICL due to stars not bound to any galaxy, the light of faint
cluster members below a detection/masking threshold, and
scattered light of the cluster galaxies in the outskirts of the
point-spread function (PSF).
We will call the first component, dominant in most
regimes, pure ICL. Our model for pure ICL is based on
the measurements presented in Zhang (2018). In that work,
sky brightness around centers of optically selected clusters
is measured on co-added images. The latter are made by
masking well-detected galaxies (i < 22.4) on single-epoch
DES images without background subtraction, and combin-
ing all frames of the full cluster sample while placing the
cluster center at the center of the co-add image. Three effects
contaminate the light measured such: background contami-
nation due to random field galaxies, light of faint un-masked
cluster member galaxies (i > 22.4), and light of bright clus-
ter member galaxies escaping the applied masking. These
components are estimated and subtracted to yield the mea-
surement of pure ICL.
As an additional contaminant, the PSF effect exists
with every ground-based telescope at similar levels (see stud-
ies in Moffat 1969; King 1971; Racine 1996; Bernstein 2007;
Sandin 2014 and also discussions in Zhang 2018). It is a con-
taminant to the measurement in Zhang (2018), yet greatly
subdominant in the case of the DECam PSF, given that 97
per cent of light is contained within a 5” radius of the PSF
(Zhang 2018, their section 4), and intrinsic ICL is a much
larger fraction of total cluster light. We find that the effect
of PSF changes the ICL profile by less than 5 per cent in
the relevant radial redshift ranges.
Our second term, the amount of light in undetected
galaxies, depends on the magnitude limit to which cluster
members are detected and can be successfully deblended.
We approximate this as a fixed limiting magnitude mlim.
The full function we are trying to model is thus
fICL(M200m, zd, r,mlim) = fpure ICL(M200m, zd, r)
+ fundetected(M200m, zd, r,mlim) ,
(1)
with cluster mass M200m, cluster redshift zd, and projected
physical distance r from the cluster center. We describe our
model for both terms in the following sections.
2.1 Model for pure ICL
Zhang (2018) have measured the pure ICL profile around a
richness-redshift selected sample of redMaPPer clusters in
DES Y1 data. In this subsection, we convert their measure-
ment of pure ICL at these fixed parameters into a prediction
for fpure ICL(M200m, zd, r) based on the assumptions that
• The stellar mass density profile is self-similar, i.e. indis-
tinguishable between different clusters when expressed as a
function of r/r200m ∝ r ×M−1/3200m. This is qualitatively consis-
tent with the results of a richness-binned analysis in Zhang
(2018).
• ICL has a fixed stellar mass density profile in physical
coordinates across redshifts, which leads to a re-scaling of
stellar mass per solid angle with the square of angular di-
ameter distance. We note that there is an ongoing debate
in the literature about the growth of ICL over cosmic time,
which is discussed below.
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Figure 1. Pure ICL profiles (solid lines) measured in DES (black)
and transformed to higher mass (blue) and redshift (red) accord-
ing to Equation 2. Dotted lines show the additional ICL due to
undetected cluster members (Equation 3) in a survey that detects
galaxies down to r = 22.5.
• ICL is passively evolving. As a function of redshift, it
follows the corresponding luminosity evolution.
These three assumptions can be written as the three
re-scaling terms on the right-hand side of the expression
f i
′
pure ICL(M200m, zd, r) = f
Zhang
ICL
©­«r ×
(
M200m
Mfid200m
)−1/3ª®¬
×
(
DA(zd)
DA(zfid)
)2
× 10−0.4
(
mi′,zd−mfid
)
. (2)
Here f ZhangICL (r) is the ICL surface brightness of Zhang (2018),
measured for a fiducial mass Mfid200m = 3×1014M and redshift
zfid = 0.25. mi′,zd −mfid is the apparent magnitude difference
of a passively evolving galaxy seen at redshift zd in CFHT i′
band and at redshift zfid in DES r ′ band. For the purpose of
this paper, we use a Bruzual & Charlot (2003) model with
solar metallicity (Z = 0.02), no dust, and with star formation
beginning 10 Gyr before z = 0 and subsequently declining as
e−t/τ with τ = 0.1 Gyr. The ratio of angular diameters DA
corrects for the change of angular scale of the ICL profile
with redshift.
Examples of ICL profiles transformed in cluster redshift,
mass and filter band are shown in Figure 1. In this figure
and all that follows, we apply azimuthal averaging and a
smoothing of ±40kpc at r > 150kpc to reduce the noise of
the pure ICL measurement of Zhang (2018) at large radii.
Note that we assume ICL to not accrete or eject stars
over time. It is often argued that ICL forms relatively late,
assembling most of its total stellar mass during galaxy inter-
actions after redshift 1.0 (?Monaco et al. 2006; Conroy et al.
2007; Burke et al. 2012; Behroozi et al. 2013; Contini et al.
2014; Zhang et al. 2016). Since our model is based on ICL
measurements at z ∼ 0.25, the luminosity of ICL at higher
redshift (z > 0.25) is likely to be lower than, or at most equal
to, the amount predicted from our passive evolution model.
Hence, the photometric bias due to ICL at higher redshift
MNRAS 000, 1–12 (2018)
4 Gruen et al.
a br bλ bz
[nJy arcsec−2]
9.95 ± 0.12 1.205 ± 0.010 −0.831 ± 0.037 8.96 ± 0.10
Table 1. Best–fit values for eq. (7) for the DES r′ band flux from
redMaPPer members. The reduced χ2 is 1.5.
(z > 0.25) is likely to be less severe than that predicted in
the paper. Passive evolution is a conservative assumption for
the purpose of estimating photo-z bias.
Finally, to set the ICL fluxes in other bands, we assume
that at any redshift, ICL has the same color as the passive
galaxy population. In reality, ICL could be somewhat bluer
in color, especially at large cluster-centric distance. This is
due to its lower metallicity, related to its build-up from tidal
stripping of cluster members and disruption of dwarf galaxy
members (e.g. Montes & Trujillo 2014; ?; ?, 2018; DeMaio
et al. 2018; Zhang 2018; ?). We confirm that an excess in
blue light of 0.1mag in g band, comparable to the color ef-
fect of the expected metallicity offsets, would reduce our
predicted bias, yet by less than 5 per cent, at all cluster
redshifts studied here.
2.2 ICL from undetected cluster members
The light of undetected member galaxies is an additional
contribution to diffuse light in the cluster. To add this to
our full ICL model, we use the same methodology as Zhang
(2018) apply for subtracting the faint galaxy contribution
towards a measurement of pure ICL (see their section 5).
Namely, we assume that at any radius, the fraction of to-
tal cluster member light in faint galaxies is determined by a
spatially homogeneous luminosity function. From the mea-
sured light in bright cluster members we can then predict
the undetected contribution.
Formally, we write
fundetected(M200m, zd, r,mlim) = fmembers(M200m, zd, r)
× S(zd,mlim,∞) , (3)
where S(zd,mlim,∞) is the fraction of the integral over the
cluster member luminosity function contributed by the faint
end from mlim to ∞.
For a Schechter (1976) luminosity function with faint-
end slope α,
dNgal
dL
∝ φ(L) ∝
(
L
L?
)α
exp[L/L?] , (4)
the integrated luminosity is given by
I(L1, L2) =
∫ L2
L1
L φ(L) dL ∝
[
Γ
(
α + 2,
L2
L?
)
− Γ
(
α + 2,
L1
L?
)]
,
(5)
with the incomplete gamma function Γ. In this work, we
assume α = −1, as motivated by Rykoff et al. (2014), thus
S(zd,m1,m2) = Γ
(
1, 100.4(m?−m1)
)
− Γ
(
1, 100.4(m?−m2)
)
(6)
Note that for this luminosity function about 18% of the total
flux is contained in galaxies fainter than 0.2L? and more
than 99% of the total flux is contained in members brighter
than m? + 5.
The characteristic magnitude m? (Koester et al. 2007;
Rykoff et al. 2014) is a function of cluster redshift zd, which
we calculate from the Bruzual & Charlot (2003) model,
normalized to match the SDSS DR8 (Aihara et al. 2011)
redMaPPer catalog (Rykoff et al. 2014) at z = 0.2.
We approximate fmembers from the light of redMaP-
Per cluster members fredMaPPer in the ”flux limited” DES
Y1 catalog (McClintock et al. 2018). RedMaPPer estimates
the probability of each galaxy along the line of sight to
belong to the red cluster member population above 0.2L?
based on its position relative to the central galaxy and its
color-magnitude relative to the empirically calibrated red
sequence at the cluster redshift. The count of these galaxies
within a cluster defines the redMaPPer richness λ. They
are detected by DES over the full redshift range of the
redMaPPer catalog, allowing us to empirically constrain the
evolution of fmembers with redshift. However, they are only
the bright, red subset of the cluster galaxy population. For
fmembers in Equation 3, we thus use the luminosity function
to re-scale fredMaPPer by a factor I(0.2L?,∞)/I(0,∞) = 1.22
from Equation 5, for the missing members at L < 0.2L?. In
the relevant radial range, these passive galaxies dominate the
cluster member population (e.g. Zu & Mandelbaum 2016),
which is why we do not correct for the missing non-passive
members.
From examining these light profiles, we find that the
DES r ′ band flux fmembers of redMaPPer cluster members
approximately follows a power law in projected radial dis-
tance, cluster richness and redshift, as:
fmembers(λ, zd, r) = a
( r
r˜
)−br ( λ
λ˜
)−bλ ( 1 + zd
1 + z˜d
)−bz
, (7)
where r˜ = 240 kpc, λ˜ = 40 and z˜d = 0.5 are the pivot values
for richness and cluster redshift, and a and br/λ/z are our fit
parameters for overall amplitude and power law exponents,
respectively.
Eq. (7) is fit between 20 and 1000 kpc, and the best-
fitting results from a χ2 minimization are given in Table
1 and r is the comoving projected distance from the cluster
center in kpc. The flux used is the SExtractor AUTO measure-
ment in DES r ′ band (Drlica-Wagner et al. 2017) and this is
weighted for each galaxy from the redMaPPer catalog by the
corresponding membership probability. The masked regions
are taken into account when computing the flux per area,
and the errors on the flux profiles are computed through a
jackknife resampling. The bins in richness (20 < λ < 140)
and redshift (0.1 < z < 0.8) are chosen to have a similar
number of clusters in most bins.
To convert fmembers(λ, zd, r) to fmembers(M200m, zd, r) we
apply the 〈ln λ |M500c〉 relation of Saro et al. (2015). We
convert between M200m and their M500c using the mass-
concentration relation of Duffy et al. (2008). We note that
〈λ |M〉 , e 〈lnλ |M 〉 due to intrinsic scatter in λ at fixed M. For
the purpose of this paper and consistency with our scaling of
the Zhang (2018) model for pure ICL, we set the amplitude
of the scaling relation such that 〈λ |M200m = 3 × 1014M, z =
0.25〉=30.
The mlim to use with Equation 3 is dependent on sur-
vey and detection strategy. For the DES Y1 Gold catalog
Drlica-Wagner et al. (2017, their Figure 8), a conservative
mlim for the purpose of estimating the contribution of cluster
members to diffuse light is a DES i′ band magnitude of 22.5.
MNRAS 000, 1–12 (2018)
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We model the light of undetected members at a given
cluster-centric radius as homogeneously distributed, rather
than concentrated at the positions of the actual galaxies.
If the surface brightness of ICL at the positions of actual
undetected galaxies is small enough so that the linearity of
photo-z bias found in subsection 3.2 holds, the predicted
mean bias does not depend on this assumption of homo-
geneity. For member galaxies with larger surface brightness,
non-linear blending effects will likely play a role - we con-
sider these to be an issue separate to the ICL studied in this
paper.
We note that the contribution of undetected cluster
members becomes important at large cluster mass, high red-
shift, and for a shallow survey (see dotted lines in Figure 1).
For our DES parameters, it contributes the majority of ICL
for a cluster of M200m/M = 1015 at zd > 0.6. For lower
mass or redshift in DES, it is a subdominant component –
contributing, in the relevant regimes, between 10 and 40 per
cent of ICL. For LSST it is negligible due to the complete-
ness down to fainter magnitudes.
3 LENSING PHOTO-Z BIASES FROM
DIFFUSE LIGHT
The goal of this section is to derive a model for the bias in
the lensing measurement of cluster surface matter density
due to leakage of ICL into lensing source galaxy photom-
etry used for estimating source redshift (zs) distributions.
The source redshift dependent quantity needed for lensing
measurements of a matter distribution at redshift zd is the
predicted amplitude of the lensing signal. This amplitude is
proportional to
β = Dds/Ds , (8)
the ratio of angular diameter distances between lens and
source Dds and to the source Ds, defined as the ratios of
physical to angular sizes of objects at zs seen by observers
at zd and 0, respectively. The true value of β could be cal-
culated if redshifts were known for sources and lenses. In
practice, the source redshift distributions are estimated from
their photometry. Any bias in photo-z thus manifests as a
bias in the amplitude βˆ estimated from them. In this work,
we therefore primarily consider biases in βˆ, rather than in
the redshift distribution more generally.
We define this bias as(
βˆ/β
)
− 1 ≈ F( fICL, zd, source magnitude limit) , (9)
where fICL is the surface brightness of intracluster light
present at the position of the lensing source galaxy in ques-
tion and zd is the redshift of the lens. F is the model for
the ICL-related bias we derive in this section. The larger
the statistical power of a lensing survey, the smaller a bias
can be tolerated before it significantly affects the analysis.
Current (and future) surveys aim for multiplicative biases
to be below the few (to one) per cent level.
In the remainder of this section we describe the basic
lensing formalism, followed by our framework for estimating
the impact of ICL on empirical redshift estimates in subsec-
tion 3.1. We then develop the right-hand side of Equation 9
in subsection 3.2. In this, fICL is denoting the level of ICL
surface brightness at the position of the lensing source pop-
ulation – the model for fICL as a function of cluster mass,
redshift, and distance from the cluster center was presented
in section 2.
The image of a lensing source (or ensemble of sources)
located on some annulus around a gravitational lens at an-
gular diameter distance Dd from the observer is subject to
tangential gravitational shear (e.g. Bartelmann & Schneider
2001, for a review)
γt = Σ
−1
crit × ∆Σ =
4piGDd
c2
× β × ∆Σ . (10)
The excess surface density ∆Σ at radius r is the difference of
the mean mass per area inside and on the edge of a circle of
radius r,
∆Σ(r) = 〈Σ(< r)〉 − Σ(r) . (11)
βˆ can be estimated from the photo-z redshift probability
density pˆ(z) as
βˆ =
∫
pˆ(z)Dds(zd, z)
Ds(z) dz . (12)
For the mean shear signal of an ensemble of lensing source
galaxies i, each with weight wi , this can be written as
βˆ =
∑
i wi × βˆi∑
i wi
, (13)
where wi is a source weight and βˆi the estimated β of source
i from Equation 12. For the optimal (minimum variance)
estimator of mean shear or surface mass overdensity, wi ∝
βi/σ2e,i , or, in practice, ∝ βˆi/σ2e,i where σ2e is the shape noise
variance including intrinsic and measurement noise.
In the case of an unbiased estimate βˆ, this connects
mean tangential shear 〈γt 〉 and excess surface mass density
∆Σ as
〈γt 〉 =
∑
i wi × γt,i∑
i wi
=
4piGDd
c2
× βˆ × ∆Σ (14)
Thus, for example, if βˆ is biased low, e.g. due to a bias
in photo-z, the estimated ∆Σ is biased high, and vice versa.
This is the source of bias we evaluate in the following. For an
indirect impact of the bias in photometric redshifts via the
estimation of cluster member contamination of the lensing
source sample, see Appendix A.
3.1 Framework for empirical redshift estimation
Our framework for estimating the effect of ICL on photo-z is
a simple empirical method that gives an unbiased estimate
of p(z |m), where m is a vector of colors and magnitude. The
accuracy of its redshift distribution estimates are limited
only by selection effects or sample variance of the available
reference sample with known redshifts. In this work, we use
the same sample for reference and bias determination, which
cancels these effects: without ICL, the redshift distribution
recovery is perfect by construction. Given this, and a model
for the color of and total flux from diffuse light that enters
each source, we can estimate how much the βˆ of Equation 13
will be biased. We use this simple empirical method as a
proxy for any photometric redshift estimation that could be
performed using similar wide-band survey data, e.g. from
DES or, with the caveat that the fainter magnitude limit
MNRAS 000, 1–12 (2018)
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is not fully covered by our CFHT-based reference catalogs,
LSST.
The empirical method is a simple decision tree described
in detail in Gruen & Brimioulle (2016) and publicly avail-
able at https://github.com/danielgruen/betatree/. Given a
complete reference sample of galaxies with photometric mea-
surements in a set of bands and with known true redshift,
the decision tree provides an unbiased and close to optimal
estimate of p(z) based on the color-magnitude information
in any subset of these bands. The method splits the color-
magnitude space spanned by the subset of bands into hyper-
rectangles (leaves of the decision tree), and assigns to each
galaxy as its p(z) the histogram of true redshifts of reference
galaxies in that leaf. We make the simplifying assumption
that the lensing source sample is a magnitude limited sample
of galaxies, i.e. ignore additional explicit or implicit selec-
tions on pre-seeing size, shape or profile that are commonly
present in such catalogs. For the purpose of these tests,
and because no sufficiently faint magnitude limited sam-
ple of galaxies with spectroscopic z is available, we use the
same photo-z sample and (unless otherwise noted) the same
settings of the tree as in Gruen & Brimioulle (2016). The
galaxies used are measured from the Canada-France-Hawaii
Telescope Legacy Survey (CFHTLS) Deep fields, four fields
with one sq. deg. area each, for which 8-band photometry
from CFHTLS and the WIRCam Deep Survey (WIRDS) is
available. The sample is complete to i′ ≈ 25, although we
use a shallower magnitude limited sample for all analyses to
follow. The combination of high signal-to-noise photometry
for magnitude limits relevant for lensing source samples and
large volume relative to e.g. the COSMOS field make the
sample well suited for our purpose.
Operationally, we estimate the bias of photo-z due to
intracluster light with the following procedures.
(i) Build a decision tree from magnitude limited sample
20 ≤ i′ ≤ 24 (23.5, 24.5 as variants), optimized for a cluster
redshift zd, from g′r ′i′z′ (also u?g′r ′i′z′ as a variant) color-
magnitude information. The magnitude limits are chosen to
approximately match present and future samples of lensing
source galaxies (e.g. Zuntz et al. 2017; ?).
(ii) Estimate βˆ in each leaf of the decision tree as the
mean of βi of all reference galaxies in that leaf.
(iii) Determine the ICL X − i′ color cX as the median
of the X − i′ color of all galaxies in the reference catalogs
with z ∈ [zd − 0.02, zd + 0.02] and a best-fit spectral energy
distribution (SED) of a passive galaxy, where X is one of
(u?)g′r ′z′. Note that this assumes that the ICL has the same
SED as a red galaxy: this condition is satisfied in the clusters
studied in Zhang (2018), where the ICL colors are consistent
with those from redMaPPer (Rykoff et al. 2014) centrals
within the inner 10 kpc, becoming bluer in the outer regions
but still consistent with the red sequence galaxy population.
Likewise, DeMaio et al. (2018) found that ICL colors are
consistent with red sequence galaxies over a wider redshift
range (0.29 < z < 0.89) using HST imaging.
(iv) generate ICL-contaminated fluxes of each reference
galaxy as f cont.
X
= fX + µA × A × fICL,i × 10−0.4cX . In this,
A is defined to be the area of a circle with the post-seeing
half-light radius of the galaxy. In our tests, we homogenized
the data to a seeing half-light radius of 0.4” to make this
independent of the observing conditions of the CFHTLS-
Deep fields. The factor µA accounts for the effective sen-
sitivity of a method of measuring galaxy fluxes to diffuse
light. We note that µA will depend strongly on the method
used for extracting fluxes. By running SExtractor in dual-
image mode with a detection image contaminated with dif-
fuse flux, we find µA = 2.5 for DETMODEL model-fitting fluxes.
DETMODEL fluxes are derived by fitting PSF convolved Sersic
profile models to the galaxy images in a cut-out region. In
our configuration, we follow the DES convention of fitting
a PSF-convolved single exponential profile to the galaxies
(Drlica-Wagner et al. 2017). The value of µA = 2.5 is thus
what we use in the following analysis.8
(v) Re-assign reference galaxies to leaves of the tree gen-
erated in (i), based on the contaminated color-magnitude
information.
(vi) Estimate biased mean βˆ for the contaminated case
as the lensing-weighted mean (i.e. with weight w ∝ βˆ of the
leaf a galaxy falls into) of the respective βˆ for each galaxy
as determined in (ii) .
(vii) Estimate unbiased mean β by weighting galaxies by
their biased βˆ as in (vi), but using their true reference red-
shifts to determine the β to average.
The ratio of the βˆ of step (vi) and the unbiased true
β of step (vii), minus 1, is the bias we are trying to deter-
mine. Note that at fICL = 0, the two are, by construction,
identical. In other words, the decision tree is an unbiased β
estimator unless the sample is affected by photometric biases
or selection effects.
3.2 Model
In this section, we apply the scheme laid out in subsection 3.1
to derive an expression for the bias in ∆Σ as a function of
ICL surface brightness, lens redshift, and magnitude limit of
the source sample (Equation 9).
Judging from the surface brightness of ICL observed in
Zhang (2018), the relevant range is fICL < 40 nJy arcsec−2
(> 27.4 mag arcsec−2) as observed outside ≈ 100 kpc. In this
range and given the sizes and magnitudes of lensing source
galaxies,9 ICL is a perturbation on top of the galaxies’ in-
trinsic flux, such that we can attempt to approximate the
effect of ICL on photo-z as linear. We study the linearity
of biases in βˆ at a range of lens redshifts zd = 0.2 . . . 0.8
in steps of 0.1 and limiting magnitudes of the source sample
mlim ∈ {23.5, 24.0, 24.5}. Figure 2 shows selected results for il-
lustration that the bias is indeed well approximated as linear
in fICL for the most relevant regimes. Only for the highest
redshift clusters are non-linear effects visible at larger ICL
flux levels. This is potentially related to the fact that the
relevant source populations that are lensed by the cluster
8 In AUTO photometry, regardless of the explicit background sub-
traction settings, SExtractor measures and subtracts a back-
ground flux estimate locally. In this mode, it is hence insensitive
to a diffuse background, i.e. µAUTO
A
= 0. There are other reasons,
in particular the sensitivity to different point-spread function in
different bands, that make AUTO photometry problematic for ac-
curate multiband flux measurements in photometric surveys.
9 Note that an i′ = 24.5 galaxy has a flux of 575 nJy, spread out
over few arcsec2.
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Figure 2. Bias in ∆Σ (defined as the negative of the bias in
βˆ) from g′r′i′z′ photo-z bias for a sample of source galaxies at
20 ≤ i′ ≤ 24. Differently colored lines and points show results for
different lens redshifts. 3.63 nJy arcsec−2 correspond to 30 mag
arcsec−2.
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Figure 3. Slope of ∆Σ bias with ICL surface brightness as a func-
tion of lens redshift. Circle symbols show measurements made
as in Figure 2, upward and downward triangles the same mea-
surements, but for deeper and shallower source samples. Solid
line shows a quadratic model fit at the fiducial magnitude limit,
dashed and dotted lines are the same model re-scaled by 2mlim−24,
where mlim is the limiting magnitude of the sample.
are located at high redshift. Their characteristic apparent
magnitude is thus relatively faint and more susceptible to
change due to ICL leakage. In the following, we will assume
the bias on βˆ due to ICL is linear in ICL flux, and use
the measurement at fICL = 14 nJy arcsec−2 (4 counts per
arcsec−2 at ZP=30) to determine the slope. This choice is a
trade-off: the added flux due to ICL is large enough to allow
a high signal-to-noise measurement of the bias, but small
enough that it does not suffer from non-linear effects or lead
to problems due to sources that are below the m < 25.5
limit of the CFHTLS-Deep catalog being boosted above the
mlim = 23.5 . . . 24.5 magnitude limit of our source sample.
For a given source magnitude limit, the slope of bias
with ICL surface brightness is a function of lens redshift.
By measuring the slope at a range of redshifts, we empiri-
cally find that it can be described well, within the range of
zd = 0.2 . . . 0.8, by a quadratic function of zd. Measurements
and quadratic model (circles and solid line) are shown in
Figure 3.
In addition, we empirically find that a re-scaling of the
model by 2mlim−24 describes the measurements reasonably
well at magnitude limits in the range mlim ∈ (23.5, 24.5)
(downward and upward triangles with model as dotted and
dashed curve in Figure 3). The following is the proposed
model, for g′r ′i′z′, fitted from in zd ∈ (0.2, 0.8),mlim ∈
(23.5, 24.5),
d(βˆ/β)
d fICL
× [µJy arcsec−2] ≈
(
2.5z2d − 1.1zd + 0.028
)
× 2mlim−24 .
(15)
Repeating the same analysis including u? band gives a some-
what smaller amplitude of (1.2z2
d
− 0.063zd + 0.10), to be
rescaled the same way as a function of magnitude limit.
4 BIAS PREDICTIONS
Using the models described in section 2 and 3, we study the
bias in ∆Σ profiles due to contamination of source photom-
etry with diffuse light around clusters.
Due to the dependence on cluster member detection
limit of the ICL model (section 2), and the dependence on
source population of the bias per unit ICL flux (section 3),
we need to define a limiting magnitude for the lensing source
catalog and for the detection of cluster members in a given
survey. This, in addition to the mass and redshift of a clus-
ter sample, determines our model prediction for ICL related
photo-z bias via equations (15) and (1).
We study two cases, and again choose conservative lim-
its (i.e. faint limiting magnitudes for the lensing source cata-
log and conservative thresholds for complete cluster member
detection): (1) an ongoing griz wide-area survey, similar to
DES, with lensing sources measured down to r ≈ 23.5 (Zuntz
et al. 2017) and cluster members completely detected and
deblended down to r ≈ 22.5 (Drlica-Wagner et al. 2017).
And (2) an ongoing or future deep wide-area ugriz survey,
similar to HSC or LSST, with lensing sources measured and
cluster members completely detected and deblended down
to r ≈ 25.
Results for both cases are shown in Figure 4, for clusters
of two different masses approximately spanning the range
currently used for optical cluster cosmology with redMaP-
Per. These should be compared to the statistical uncertain-
ties of present and future surveys (currently of the order of
a few per cent, optimistically of the order of one per cent)
for a sense of whether the biases are relevant.
We find that for a DES-like survey, even under the con-
servative assumptions made above, the ∆Σ signal estimated
outside 200kpc radius is biased mostly below the one per
cent level, and only in extreme cases above the two per cent
level, even for very massive and high redshift clusters. This
implies that at the scale cuts and uncertainties of present
DES cluster lensing studies (McClintock et al. 2018), ICL-
related photo-z bias is highly subdominant compared to the
5 per cent combined statistical and systematic uncertainty.
For a significantly deeper survey like LSST, biases at the
level of two per cent are possible on the small to intermediate
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Figure 4. Predictions for the bias in ∆Σ profiles due to ICL-related source photo-z bias for a DES-like (left-hand panels) and LSST-like
(right-hand panels) survey, and a cluster of M200m/M = 3 × 1014 (top) and 1015 (bottom). The smallest scales (e.g. r < 200h−170 kpc in
McClintock et al. 2018) that are most heavily affected by ICL are commonly excised from cluster lensing analyses for other reasons.
scales of 200−300kpc that we hope to use for cluster lensing
purposes. This is driven by the larger biases incurred by the
fainter sources measured in these surveys. The availability of
u band information in addition to griz somewhat alleviates
the effect. Given the conservative assumptions made in our
study, it is conceivable that the actual bias is only a frac-
tion from our model prediction. But at least for the massive
end of the clusters studied with these surveys, diffuse light
photo-z contamination requires either more detailed investi-
gation or more conservative cuts in radius or limiting source
magnitude.
4.1 Limitations of our model
In the context of these predictions, we summarize the sim-
plifications made in our model, and their likely effect on the
bias in practical applications.
Simplifications, i.e. assumptions we had to make due to
limited understanding of physical or algorithmic details:
• Generic photo-z algorithm: For the purpose of this
test, we used a simple empirical photo-z algorithm. Assum-
ing that all photo-z algorithms estimate the same relation
of multiband flux and redshift, results for other algorithms
would likely be similar, yet not equal. We have made simpli-
fied tests using BPZ (Ben´ıtez 2000; Hoyle et al. 2017) that
indicate that this is indeed the case.
• Leakage of ICL into galaxy photometry: We as-
sumed leakage to be proportional to a circular aperture
with the post-seeing half-light radius of the galaxy. This
is an approximation of how a matched aperture or, equiv-
alently, model fitting algorithm for photometric measure-
ments might perform. While we match the leakage scale in
this work to the mean observed change in SExtractor
DETMODEL flux, other photometry measurement algorithms
might show very different results, and galaxy morphology
might affect the leakage scale in a galaxy type and redshift
dependent way. Also, small scale background subtraction
could greatly reduce (or even invert) the effect. It is advis-
able that the leakage of diffuse light into galaxy photometry
is estimated from image simulations for any lensing analysis
that aims at a per cent level accuracy.
• Linearity of β bias as a function of ICL flux: Our
model assumes that the change in estimated lensing ampli-
tude βˆ is linear in the ICL surface brightness. While this
is appropriate for the relevant range of mean ICL surface
brightness, inhomogeneity (i.e. due to undetected yet local-
ized cluster members) could affect the photo-z more or less
than predicted here. At the level of deblending possible with
present and future lensing surveys, we expect this effect to
be subdominant.
• Pure red cluster member population: We have as-
sumed that the cluster galaxy population only contains pas-
sive galaxies, similar in color to the ones identified by the
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redMaPPer algorithm. In practice, clusters contain star
forming galaxies, especially at lower mass and higher red-
shift. The light of the undetected members among them is
likely to have a similar, but not quite equal, effect on photo-z
bias as the light of red members. On the radial scales con-
sidered here, star-forming members are, however, not a ma-
jority of the population. In addition, the light of undetected
cluster members is a subdominant component relative to
pure ICL, hence we do not expect this assumption to signif-
icantly change our conclusions.
• Self-similar scaling of pure ICL: We have assumed
that pure ICL scales self-similarly with cluster mass, i.e. its
surface brightness is fixed at a given projected r/r500. While
this is consistent with simple comparisons made in Zhang
(2018), a more detailed study could reveal deviations.
Conservative assumptions, i.e. ways in which we likely
overestimate the effect of ICL in practice:
• Passive SED of ICL: We assume ICL to share the
color of passive galaxies at the cluster redshift. A population
of younger stars in the ICL would likely reduce its effect on
photo-z bias due to its similarity in color to lensing sources
at higher redshift. We find that predicted bias is reduced,
yet by less than 5 per cent, if ICL should be brighter in g
band by 0.1mag, which is approximately the level expected
from reduced metallicity.
• Lack of ICL growth: We fix the ICL surface density
to a measurement at low redshift and predict the expected
bias at higher redshift without accounting for any growth of
ICL from early to late times. If ICL is assembled over time
we thus overestimate biases for higher redshift clusters.
• Conservative deblending limits: For DES, we have
assumed cluster members to be deblended and thus not af-
fecting source photo-z down to a magnitude limit of r = 22.5.
At this level, DES Y1 is highly complete – a significant frac-
tion of cluster members below this limit are likely deblended
successfully and, unlike assumed, do not in fact contribute
to diffuse ICL. As a result, we likely overestimate the associ-
ated photo-z bias in DES, in particular at large cluster mass
and redshift.
• Magnitude limited source sample: We used a sim-
ple magnitude cut to define our source sample. Realistic
lensing source samples have additional selection criteria. A
choice of limiting magnitude at the faint end of the popula-
tion that is used in a given analysis allows for a conservative
prediction of potential biases. For DES Y1/Y3 data, this
was possible to do in this work.
Limitations, i.e. regimes in which our model is not reli-
able:
• Faint limit of source sample: For LSST data, suffi-
ciently faint reference samples of galaxies with known red-
shift and flux measurements do not exist to extend the mod-
eling beyond i′ ≈ 25. Assuming that fainter lensing samples
are used, the bias derived here is an underestimate of the
bias encountered by such analyses.
• Blending with cluster members: We only attempt
to model diffuse ICL leaking into source photometry at a
subdominant level. For the effect of blending between simi-
larly bright cluster member and lensing source galaxies, the
model developed here is not applicable. Besides, the success
of correctly treating these cases will likely strongly depend
on the choice of deblending algorithm.
5 CONCLUSIONS
We have developed a model for the bias in weak lensing esti-
mates of cluster surface mass overdensity due to the contam-
ination of lensed galaxy photometry from diffuse intracluster
light. The latter systematically changes the flux, color, and
thus photometric redshift estimate of the faint galaxies used
as lensing sources.
Our model for diffuse light in clusters is simplistic yet
conservative for the purpose of this exercise: a pure com-
ponent of ICL due to un-bound stars in the cluster poten-
tial, measured at low redshift (Zhang 2018) and re-scaled
in mass and redshift by assuming self-similarity and pas-
sive evolution; and a component due to stars in undetected,
faint cluster members, extrapolated from detected galaxies
by means of the luminosity function. The effect of this sur-
face brightness on photo-z is estimated from an idealized
empirical photo-z estimation scheme (Gruen & Brimioulle
2016).
We find that for a DES-like cluster lensing experiment,
i.e. with cluster masses up to M200m = 1015M, detection and
deblending of cluster members brighter than i′ = 22.5, and a
source sample no fainter than i′ = 23.5, ICL-related photo-z
bias does not significantly affect weak lensing mass recon-
struction. Outside a cluster-centric radius of 200kpc, which
is commonly excluded in lensing studies for other reasons,
biases are typically below 1 per cent for an M200m 3×1014M
cluster, and below 2 per cent at M200m 1015M, even under
the conservative assumptions we make. The effect of ICL on
measured galaxy shapes may well be larger than that, and
should be tested with dedicated image simulations.
Deeper source catalogs will be somewhat more suscepti-
ble to ICL-related photo-z biases because the flux and color
of faint source galaxies can be changed more strongly by ICL
contamination. For massive clusters, lensing source catalogs
down to i′ = 25 show one per cent biases at approximately
twice the radius as the above DES-like survey. Even fainter
sources will likely show even stronger effects, although this
is difficult to quantify at present due to the lack of reliable
color-magnitude-redshift information for such samples. An
explicit treatment of measured fluxes as a composite of in-
tracluster and lensing source galaxy light in photo-z estima-
tion could in principle remedy this effect. With moderately
conservative scale and magnitude cuts, however, ICL bias
of photo-z will be a non-issue even in the next generation
of surveys – and with a less conservative examination of the
effect, these could likely be moderately relaxed from the rec-
ommendations given in this work.
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APPENDIX A: EFFECT OF ICL ON BOOST
FACTOR ESTIMATES
Leakage of cluster members into the lensing source sample,
i.e. the erroneous use of cluster members as putative back-
ground galaxies, is a well-known cause for systematic error
in cluster lensing. Because cluster members are not gravita-
tionally lensed regardless of their estimated redshift, this re-
duces the amplitude of the measured shear signal relative to
a model prediction. Many analyses, especially those suffering
from relatively poor photometric information that does not
allow a pure selection of lensing sources at z > zcl without
great losses in sample size, have used a radially dependent
boost factor correction (Sheldon et al. 2004). That is, they
divided the measured signal (or multiplied the model pre-
diction) by a factor equal to the fraction of lensing weight
actually due to non-member galaxies (e.g. Melchior et al.
2017; McClintock et al. 2018).
The quantity needed for this correction is the fraction of
lensing weight due to cluster members fcl in each radial bin.
This has often been estimated from the clustering of lens-
ing sources with the lens positions. The blending of sources
with large, bright cluster member galaxies is a known con-
taminant that is, however, difficult to quantify and correct
without full re-processing of the survey with artificially in-
jected faint galaxy images.
A different way of finding fcl is based on the decomposi-
tion of the estimated, lensing weighted pest(z) into a compo-
nent measured in non-cluster fields pfield(z) and a component
with different shape due to contaminating cluster members
pmember(z), as
pest(z) = (1 − fcl) × pfield(z) + fcl × pmember(z) . (A1)
This method, developed in a series of papers (Gruen et al.
2014; Melchior et al. 2017; Varga et al. 2018) and applied in
several other works (Medezinski et al. 2017; Dietrich et al.
2017a; Chang et al. 2017; Stern et al. 2018) has the ad-
vantage that it is at first order insensitive to blending. It
is, however, potentially susceptible to photo-z biases and
source redshift dependent selection effects in the vicinity of
the cluster (see also the note in Medezinski et al. 2017, their
section 6.2).
We test the effect of ICL leakage into photometry on
boost factors estimated with Equation A1. Specifically, we
use the scheme implemented in Melchior et al. (2017) and
McClintock et al. (2018) and validated in Varga et al. (2018)
to check the methodology of these studies in the presence of
ICL. Here, pmember is assumed to be a Gaussian distribution.
Its mean and width are varied, alongside fcl, to find the best-
fitting boost factor in a least-squared metric between the left
and right side of Equation A1.
We simulate the presence of a member population of a
cluster at redshift zd by mixing the redshift distribution of
a magnitude limited sample of i′ < 23.5 with a Gaussian of
mean zd + 0.1 and width σz = 0.1.
For true contaminations fcl = 0.1, 0.2, 0.4 and lens red-
shifts between zd ∈ [0.2, 0.6], common for the settings in
(Melchior et al. 2017; McClintock et al. 2018), the maxi-
mum bias introduced by ICL in our model at fICL = 15nJ
arcsec−2 is ∆ fcl = 0.008, or
d fcl
d fICL
. 0.0005 . (A2)
This is to be interpreted as a multiplicative bias on ∆Σ and
significantly smaller than the effect on β shown in Figure 2.
Where the latter is negligible, ICL does therefore not signif-
icantly impact boost factors estimated from p(z) decompo-
sition.
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