Abstract. In recent papers the authors have studied differential-delay equations E of the form e(t) -x(t) +f(x(t-1)). For functions like f(x) =/t +/z2 sin (/3x +/4), such equations arise in optics, while for choices like f(x)=/xx e and f(x)=/zx(1 +x) -and for x_>0, the equation has been suggested in physiological models. Under varying hypotheses on f (labeled (I), (II), and (III) below), previous work has given theorems concerning existence and asymptotic properties as e--> 0 of periodic solutions of E, which oscillate about a value a such that f(a) a. However, verifying (I), (II), or (III) for specific examples can be difficult. This paper gives general principles that help in verifying (I), (II), or (III), and then applies these results to specific classes of functions of interest.
,(1. 2) x,, f(x,,_,)
obtained by formally setting e-0 in (1.1). Some of the main results of [20] , [21] concern the existence and asymptotic behavior of square-wavelike periodic solutions of (1.1) for small e. However, these results require that f satisfy various hypotheses, which will be given in 2 below and which may be nontrivial to verify. [16] , but that by change of variables the equations (4a) and (4b) in [16] are subsumed by our equation
(1.1) with f as in (1.5).)
Unfortunately, verifying the hypotheses of 2 even for the above simple-looking functions is not trivial and was not carried out in [21 (primarily for reasons of space). For example, one of our hypotheses involves global conditions expressed as qualitative properties of the dynamical system (1.2) and may be hard to check. It seems a significant body of theory is needed, even for the functions in (1.3)-(1.5), to determine exactly when our hypotheses are satisfied; routine calculations are insufficient. Our purpose here is to develop such a theory and then to apply it to determine parameter values for which the above nonlinearities satisfy various hypotheses. Although we have not given actual numerical ranges, of parameters where our hypotheses are satisfied, we can, with a simple computer program easily obtain most of them from our results.
Thus, this paper may be viewed as a companion to [21] , for here we show how to apply the general results of [21] to specific systems of scientific interest. Our interest naturally extends beyond the nonlinearities in (1.3)-(1.5); however, because so many of the basic difficulties are already apparent for these nonlinearities, we will view them as models and work out their theory in as much detail as possible. Even so, we will leave open questions for these examples.
2. Hypotheses on f and their implications. The following hypotheses were shown in [20] , [21] to imply various results about the differential equation (1.1). Note that these hypotheses are arranged in increasing order of strength, and that all assume the condition f(0)=0. This assumption is merely a normalization; more generally the functions of interest will have a nonzero fixed point f(xo) Xo, and it will be necessary to translate this point to the origin before analyzing the function.
We say a function f is monotone decreasing in an interval I in case f(x)--f(x2) whenever X < X 2 and X1, X 2 E I. We say f is strictly decreasing in I in case f(x) > f(x2) for all such Xl and x2 . We make analogous definitions of monotone increasing and strictly increasing.
We let fn :_ denote the n-fold composition of the function f with itself. We now present four hypotheses a function f can satisfy. These were introduced in [20] , [21] .
(0) The function f:-E is continuous, satisfies f(0)-0, is differentiable at x 0 satisfying f'(0)<-1, and is monotone decreasing in some neighborhood of x 0.
(I) The function f satisfies hypothesis (0) However, the orbit {-b, a} of (1. It follows that y converges to a limit y, and since f2(y)= y, it must be true that y a.
A similar argument shows that if-b < Zo < 0, then lim f
:z" Zo b.
Finally, we can deduce that if-b-< x =< a and x 0, then lim f"(x)= {-b, a}.
In fact we can conclude slightly more. If A > a, the uniqueness of the positive fixed point of f implies that fe(A) < A (we know f2(A) <_-A). Thus the intermediate value theorem implies that if a < x <= A, f2(x)< x. Using this fact and the fact that f is monotone increasing, we see that if a < yo =< A and y =f:(Yo), then a < Yn+l < Y, for all n. As before this implies y,-a. A similar argument shows that if-B-< Zo <-b, then lim f" (Zo) b.
Finally, we can conclude that if-B =< x _-< A and x # 0, then lim f"(x)= {-b, a}.
If, however, f is not monotone decreasing on [-B, A], then verifying (II) directly may be quite difficult, as it involves examining all iterates x, =f"(xo) of an arbitrary initial condition Xo. Furthermore, even if f'(x) < 0 for x [-B, A], a direct proof that f-has exactly one fixed point in (0, A] may not be easy. Fortunately, our theorems will eliminate the need for such an approach, at least in the cases of interest. Instead, checking (II) will involve only local calculations, with no need to iterate f The main property off that allows for such a simplification is that it possess a negative Schwarzian derivative. This property was first used in the study of interval maps by Allwright 1 ] and Singer [27] . If f '(x)< 0 for -B < x < A and f has negative Schwarzian derivative on (-B, A), the results of 7 will imply f has a unique fixed point in (0, A] .
In [21] , we showed that (I), (II), and (III) each imply results about solutions of (1.1). The solutions of interest are slowly oscillating periodic solutions, or SOP-solutions. A solution x(t) of (1) is. called an SOP-solution if there exist quantities such that q>l and t>q+l x(O)= x(q)= x((l)=O, x(t)>0 in(0, q), x(t)<0 in (q, t), x(t+(1)=x(t lt. For the functions of interest it will always be the case that xf(x)< 0 whenever x 0 is in the range of such a solution. In particular this will imply that the zeros of x(t) are all simple.
An SOP solution x(t) is called an S-solution if it satisfies
x(t+q)=-x(t) Vt, in addition to the above conditions. Necessarily f is an odd function throughout the range of an S-solution. Also, c 2q for any S-solution.
The following results, which are proved in [21] , describe the existence and asymptotic properties for small e of SOP-solutions and S-solutions when (I), ( 3. Some specific functions f. We consider fk-'-->, for 1 _-< k_-<5, defined as follows:
The values of f4 and f5 for x < 0 are immaterial, so for definiteness we set fk(X) =fk(0) if X < 0 and k =4 or 5, always assuming v-> 0 and A => 0. The functions fl and f2 give model problems with the simplest possible nonlinearities; in particular fl is the much-studied quadratic map of the interval [6] , [15] . The function f2 is an odd function, so by Theorem 2.4 there is the possibility of obtaining S-solutions of (1.1). The function f3 seems at first to be a special case of the general trigonometric nonlinearity (1. 3) (0) , (I), (II), or (III).
The parameters in the normal form are written in terms of a fixed point of f in (1.3), and this fixed point is typically not explicitly known. Thus transferring information about the normal form back to the original function may present some nontrivial calculus problems. 4 . The local condition (0) . Here we discuss the existence of a fixed point of fk at which condition (0) At the fixed point Xo=0 of f3, we have f(0)=-ix cos 0, so a necessary and sufficient condition for (0) to hold here is that Ix cos 0 > 1. In particular this condition and the restrictions (3.3) imply that/x >0 and 0= < 0 < 7r/2. Thus we obtain Ixo 1/cos 0. Before discussing the functions f4 and f5 it is convenient to prove a simple theorem. (0) holds. 
where log denotes natural logarithm.
5. General results on piecewise monotone functions. We wish to determine when a hypothesis (I), (II), or (III) holds for fk at a point Xo given in Table 1 . As noted earlier these three conditions are global, and verifying them for specific functions may be difficult. To aid us in this task we will first obtain some general criteria for these hypotheses to hold; we will then apply these criteria to the functions fk of interest.
To begin, we introduce condition (PM) ( (0) . A first question we consider for such a function is when it also satisfies (I). Another sufficient condition for (5.10) to be satisfied is that (5.12) f,()>---n, f()<--, < while a third sufficient condition for (5.10) to hold is that (5.13) Proof. This follows the proof of Proposition 5.1 once we recall f is monotone in (-r/, :), but in no larger open interval.
Iq
Suppose the function f has exactly one fixed point in (0, c) . Then an easy argument implies that f has a unique fixed point in (-, 0) . If If the function f were convex downward in (r, for some real z, then f.2 would have a unique fixed point in (0, c) . This type of convexity assumption is clumsy to deal with, but a related concept, that of negative Schwarzian derivative, is readily verifiable for many functions of interest and can be used to prove a variety of results, including the uniqueness of the positive fixed point of f. Remarkably, each of the five functions fk has a negative Schwarzian derivative for most of the parameter values of interest, so it will be natural for us to make the assumption of negative Schwarzian derivative in most of our subsequent theorems.
6. The Schwarzian derivative. The Schwarzian derivative Sf of a function f: I -> R in an interval I is defined to be the function at those points x I where f is three times differentiable and f'(x) O. At all other points of I we consider Sf to be undefined. The Schwarzian derivative originated in the theory of conformal mappings and was first used in the study of interval maps by Allwright [1] and Singer [27] .
In this section we present several basic properties of Schwarzian derivatives and of functions whose Schwarzian derivative is negative. An important sufficient condition for the Schwarzian derivative of a function to be negative is given in Proposition 6.2.
Our first proposition collects some well-known results about the Schwarzian derivative (see [6] , [27] Proof. These are straightforward but tedious calculations, which we omit. We do note that (ii) and (iii) follow easily from (i). Also, Proof. This follows immediately from (iv) of Proposition 6.1. In the remaining case, when f'(w)=-1, we have f2(w)= w and (f2)'(w)= 1, and a simple calculation (see [27, p. and the infinite product converges uniformly on compact subsets of C. We also recall that the order of the derivative f' equals the order of PROPOSXO 6.2. Let f be an entire function of order <2 such that f(x) whenever x , and such that all zeros of the derivative f' are real en either Sf(x) < 0 whenever f'(x) 0 (1) =q=c; or (2) sc<c and f,()>=-rl and f(sc)_-<:; or (3) r/<c and f,(-rl) <-and f(-,1) >--rl.
Recall that we have (7.3) f(a)=f() and f(-fl)=f (-rt) for the quantities in Theorem 7.1. Note that (7.1) and (7.2) 
hold whenever (7.4) f)-(x)=x, x e (0, a), f(x) e (-/3, 0). Equivalently, f satisfies (II) if and only if both (i) and (ii) hold whenever (7.5) fZ(x) x, x 6 (-fl, 0), f(x) e (0, a). LEMMA 7 (0, :,) . Using this and the fact that (f)'(0)> 1, we conclude from (7.7) that (7.8) (f)'(x) < 1 for A, < x < Integrating (7.8) from A, to u for A, < u =< :,, we obtain (7.9) f(u) 2 2 -f,(a,) =f,(u)-a, < 1 dx= u-a,, A, and (7.9) implies f(x)< x for A, <x= < so,, and hence for all x > A,.
The analysis for -B, is similar and is left to the reader, (see [27, p. 261]) shows that (7.10)
Since we assume that f"(O) => 0 if O<k < 1, (7.10) implies (7.11) (f)"(O) =< 0 for 0 < k-< 1. If strict inequality holds in (7.11), the mean value theorem implies that there exists 6 > 0 such that (7.12)
and by using Taylor's formula we again see that there exists 6 > 0 such that (7.12) is satisfied. Lemma 6.1 now implies (7.13) (f)'(x) < k 2 for 0 < x < ,, for if (7.13) failed for some x, (f)' would achieve its minimum at an interior point of (0, x) . By integrating inequality (7.13) from zero to x for x=<., we easily obtain f(x)<x for 0<x-<:., and hence (7.14) f(x)<x for 0<x.
Inequality (7.14) implies that f has no negative fixed points y (otherwise f,(y) would be a positive fixed point off), and since f(x) > x for small negative x, we conclude that f (x) > x for all x < 0. Proof. Assume without loss of generality that a > 0. The monotonicity of f. and
and from this we have (7.15) a<-A. (7.17) f2(w) max fE(x). At a critical point x (0, A) of f2 we have 0 and so either x : or f(x)=-r/. As f(x)=-r/ for at most two points in (0, a), we conclude that f2 has at most three critical points in (0, A). Of course, these points are isolated. If either A= < : or f(:) >=-7, then f2 has at most one critical point in (0, A), and this point, if it exists, is a local maximum. In this case (i), (ii), and (iii) clearly hold, so the lemma is proved.
On the other hand, suppose A > : and f(:) < -r/. Then we see that x is a local minimum of f2, that f(x)=-r/ has either one or two solutions " in (0, A] and that they are local maxima for f2 with the (common, if there are two solutions ') value (7.18) f2() =f(_/)= max f(x)= maxf2(x). (c) f2(r) r -f2(s). In case (a), let v sup {x < s: (f2)'(x) 0}. By using (i) of Lemma 7.3, the fact that f2 achieves its minimum on J at s and the assumption that f2 has a critical point in (r, s), we see that r < v < s, and (fE)'(x) < 0 for v < x < s. Lemma 7.3 implies that (fE)'(X) changes sign at v, so f2 has a local maximum at v. A similar argument applies in cases (b) and (c) and shows that f2 always has a critical point v in (r, s) at which f has a local maximum. Note, however, that this argument fails iffE(r)= s-f(s).
Because fE(j)c J, we have fE(t)=< S; but part (ii) of Lemma 7.3 implies (7.20) f2(v)=maxf2(x)>--_s, [0,A] so we conclude that (7.21) f2(v) s maxf2(x). [0,A] If there exists wOJ such that f2(w) s, (7. We now see that in order for (7.22) We need one more theorem for our applications in 9. Roughly speaking, our next result asserts that for functions with negative Schwarzian derivative, (II) fails before (I). .3)), then there exists 3" (-fl, a), 3" O, such that (f2)(3') 3" and (f2)'(3")<-1.
Proof. Assume for definiteness that f(a)= a. We assume that the theorem is false, so (f2),(3')_>-1 for every nonzero 3' [-/3, a] such that f2(3')=3, and we try to obtain a contradiction. Recall that Lemma 6.1 implies that if f2(3')-3 ' and -1 _-< (f2),(3") 1, then 3' is a "locally stable fixed point of f2,, in the sense that there exists B > 0 such that limn_ofEn(x) 3' for all x such that Ix-3'1 < 8.
There are two cases to consider, each corresponding to a different qualitative appearance of rE. Furthermore, there exist a unique number :1,0 < :1--< s c and a unique number so2, -< 2 < a such that f(scl)=f(:)=-.1. Using this information, we can easily check that (fa)'(x) > 0 for 0 _-< x < 1, (fE)'(x) < 0 for :1 < x < :, (fE)'(x) > 0 for : < x < SeE. and (fE)'(x) < 0 for so2 < x < a.
It follows that (in Case 1 or Case 2), f2(:2)= a and (f2)'(x) <0 for :2 <x < a.
Becausef2(a a, the intermediate value theorem implies that there is a unique number 3', 2 < 3' < a, such that f(3') 3'. Our assumptions imply -1 -< (f2),(3') _<--0, so our previous remarks imply that 3 ' is a locally stable fixed point off2. [27] implies that g'(3,) > 1, which is a contradiction. Thus there must exist Xo (r, s) such that g'(xo)=0. By using the chain rule we see that Xo or f2(xo)= or f(xo)=-r/ or f3(xo)= Because f2(xo) (r, s), Xo (r, s), and r-:2, the only possibility is that f(xo) -r/or f3(Xo) r/. In particular, we must be in Case 2 and have f()-<-r/ and f(-r/)= a. But then we again obtain a contradiction: either c =f2(xo) (r, s) or a =f4(Xo) (r, s).
Since we have obtained a contradiction in all cases, the theorem is proved.
Remark 7.1. Note that we have actually proved somewhat more than is claimed.
Iff is as in Theorem 7.4 and f(a) a and :2 is as defined in the proof, an examination of the previous argument shows that there exists y with 2 < 3' < a such that f2(y) y and (f2)'(y)<-1. An To determine those values of/z between/x = and/x =/x, at which (II) holds, we must consider points of period 2 for the map fl in the interval (-/3 + Xo, c + Xo) (-Xo, oo). Assuming that </, </z,, we consider points xl and x2 satisfying (9.7) f(x,) x2 and f(x2)= x and lying on either side of Xo in the above interval" (9.8) -Xo < X1 < X0 < X 2
As noted earlier such points do exist; in fact, in the closed interval [-B + Xo, A + Xo] c__ (-/3 + Xo, a + Xo). Writing out the equations in (9.7) gives, after some manipulation, that xl + x2 1 and
Further, the derivative of f2 at either of these points is (flE)'(Xl) (f2)'(x2) =f(xl)f(x2) 4XlX2 4(1 -/x). In the range </z _-<-54 we therefore have -1 _-< (flE)'(Xl) < 1, so (II) holds by Theorem 7.3. Theorem 7.3 also implies the uniqueness of solutions of (9.7) and (9.8) for </z _-< .
Of course, since Xl / x2 1, we can also solve for Xl and x2 and directly obtain uniqueness. If, on the other hand,-54</z </z., the same calculations show I(f)'(x)l > 1, and (II) does not hold. Table 3 . the function f3 has a fixed point 3' (in the relevant interval) such that (f32)'(3') <-1, and this implies (II) fails for r3(0)-84(0)</x < '3(0). By using Remark 7.1 we can also show that, for 19 near zero and/z near '3(0), f has a second fixed point for which (f32)'(/) > 1. Proof of Theorem 9.1. Assuming /x >0 and 0= < 0< r/2, we note the following values:
a=Tr-O<--fl=Tr+O'
:=2 0<r/= +0 for f3 in condition (PM). We also note the following formulas:
f3.(a) f3.(:) -/z (1 sin f3*(-) =f3*(-r/)=/z(1 +sin 19) . In order to use Theorem 7.1 for determining when (I) or (III) holds, we must calculate both (f23.)(a)=(f.)() and (f.)(-fl)=(f.)(-q), and examine (7.1) or (7.2). In fact, we claim We prove only the first implication (9.13), as the proof of the other is similar. Suppose (9.14) f .(-fl <-_ -fl.
Then as f3* achieves its minimum at x :, we have As has already been noted in 3, if the function f3 is not in our normal form, there may be some difficulties in determining the ranges of the original parameters for which (I) or (III) is satisfied. To illustrate this point, we consider (9.18) e(t) -x(t)+ /x(1 -sin (x(t-1))), which has been studied numerically by Chow and Green [4] . For each/z > 0, we can easily see that (9.19 ) /x(1 -sin x) x, 0<x< r/2, has a unique fixed point 0= 0(/x) (0, 7r/2), and using the implicit function theorem we can see that 0'(/z) > 0 for/z >0. The question is does/x(1-sin x) satisfy condition (I) or (III) at x 0(/x). We now want to examine when (I), (II), or (III) is satisfied by the functions f4 or fs. With k =4 or k 5 and fixed parameters u 0 and A > u+ 1 (when k 5), we will write (9.24) A
where the function f(x) does not depend on . In our next several theorems we will discuss the range of for which the functions f4 and f5 satisfy (I) or (III), and we will return later to (II). The next theorem provides a reasonably sharp and general answer concerning when (III) holds for functions f(x); the question of (I) seems more difficult. We can write jr/, (S) XI(S)( (0))-1, so if we define g(x)= (f(O))-lxf(x),
However, xa(s) > so and we have assumed that g'(x) < 0 for x > So, so x_(s) < O. Because the e term is dominant for large s, the right-hand side of (9.41) is negative for all large s, so (for fixed 9 > 0) for every sufficiently large/x, tzf(x) does not satisfy (i). If 9-> 1, it is a calculus exercise (which we leave to the reader) to prove that the derivative of the right-hand side of (9.41) with respect to s is negative for s >_-29. Another calculus exercise left to the reader is to verify that d dv (log (S--Ix3(s))[s=2v) < 0 for u => 2. A direct calculation shows that the right-hand side of (9.41) is negative for 9 2 and s 4 29, and combining the above information we conclude that (9.42) log(s-1X3(S))<O for s>=2v and v=>2.
It follows from inequality (9.42) that, for'9-> 2, {/x" f(x) satisfies (I)}c {/,(s)" v+ 1 < s <29}= (/x(v+ 1),/x(2v)).
Because/z(s) is increasing for s > 9-1 we have tx(2v) tx( v + l < tx(2v) Ix ( 9) 1/2<-(s,+-)-<-_(-x).(s,))(x(s,)--), so (9.50) 1/2<(9-x)_(s))(x(s)-9-1) for s>=s,.
Using the equation for b'(s) in (9.48), we see (9.51) b'(s) < 1 -( 9 x2)(Xl-1 9) (s + 1 9)2s-( 9 x2)xl. Because O< 9<1, we have (s+ 1-9)s-> s> 1, so from (9.50) and (9.51) we derive b'(s) < 1 -( 9 x2)(x-1 9) 9 x2)(Xl 1 9) < 0 for s > s,. The proof is now complete.
Next we want to analyze when tzfs(x) satisfies (I). Unfortunately, our results are incomplete. We conjecture that there exists a continuous function rs(9, it) (allowing z5(9, it)= oo) defined for 9 > 0 and it > 9+ 1 such that lzf5(x) satisfies (I) if and only if/Zo(9, it </z < '5(9, it (where/Zo(9, it is as in Table 1 ). By using Theorem 9.3 and Theorem 9.5, we have given a computer-assisted proof of this conjecture for various specific 9 and it, but we have not proved it in general. THEOREM 9.5. Assume 9 > 0 and it > 9 + 1, and let Xo Xo(tZ, 9, it and IXo tXo( 9, it be as in Table 1 for the function fs(x)= Ixfs(x). The We now want to study when a function txf(x) satisfies (II) at a fixed point Xo; our particular interest, of course, is f-f4 or f--fs. We first make some preliminary calculations concerning local stability of period 2 points of tzf(x)-f(x).
Suppose, for some z, there exist numbers 0 < Xl < x2 satisfying (9.62) M(x1) x2 and f(x2)--X1.
Then we have (9.63) Xlf (Xl) (1, -L2) and we obtain the estimates 6 < < 1. Now (9.63) gives g(v-l(y)) g(v-'(1/ y)), which contradicts (9.71).
Note that (9.71) is equivalent to (9.73) (1)-(y)<(1)-(y-1) for6<y<l.
Using the fundamental theorem of calculus and changing variables in the integral for the right-hand side, we see that (9.73 ) is equivalent to y dp'(t) dt< -dp' dt, so (9.72) implies (9.73) and (9.71). Using the formula x(c)=(f(xj)-l(1 +u(xj)))
-1 (which we obtain by differentiating xf(x) c), we find that (9.75) is equivalent to 2 2 (xf(x)(1 "{" U(Xj))) -1-E f'(xj)(f(xj)2( "[" U(Xj))) -1 <0.
j=l j=l Multiplying the above inequality by xx2f(x)f(x)= c 2 and simplifying, we find that the above inequality is equivalent to (9.76) 2c(1 + u(xl))-l(1 + u(x2))-l(1 K(c)) < 0.
Recall that g'(x)>0 for 0<X<So and g'(x)<0 for X>So, which implies u(x)>-I for 0 < x < So and u(x) < 1 for x > So. From this we conclude that (1 + u(x))( + u(x2)) is negative and that/x'(c) (t) < -() ( -l t ) for 6 </< 1, where j(t)=log g(v-(t)) and 34=0 and 65=(A-u) -1. We can easily check that dP4(t)=(1--t)(v+t) -, dP'5(t)=(1--t)(v+t)-l(A--v--t) -, so for j 4 inequality (9.77) is equivalent to (9.78) (1-t)(v+t)-<(1-t)(vt3+t2) -1 for 0<t<l
and for j 5 inequality (9.77) is equivalent to (9.79) (1-t)(v+ t)-l(A -/2-t)-' < (1-t)t-l(let + 1)-l(At vt--1)-'
for (A v) -1 < < 1. 
