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Abstract
We consider quantum search on graphs. Recently, it has been
shown that the graph properties like connectivity, global symmetry,
or regularity cannot serve as a reliable criteria that must be satisfied
by a graph to allow a successful quantum search. It is an open question
whether it is possible to find such a criteria. We solve this question by
giving an affirmative answer.
1 Introduction
Quantum search algorithm is one of the two most important quantum algo-
rithms [1, 2]. It started the extensive work on more general quantum search
algorithms. Quantum search on graphs was introduced in [3] where the
search Hamiltonian uses the Laplacian of graph which couples only those
vertices connected through graph edges. Many graphs are known to allow
fast quantum search like the complete graphs, hypercubes, Paley graphs etc.
At the same time, many graphs are known to deny fast quantum search like
the 2- or 3-dimensional cubic periodic lattices, simplex of complete graphs
etc. More than a decade has passed since its introduction but so far, there
is no comprehensive theory of quantum search on graphs. Recently, sev-
eral attempts have been made for this. It has been shown that contrary
to previous intuitions, the properties of graph like connectivity, global sym-
metry, or regularity are not a reliable criteria for fast quantum search on
graphs [4, 5, 6]. It has also been shown that almost all randomly chosen
graphs allow a fast quantum search [7].
However, it remains an open question whether it is possible to find a
reliable criteria which must be satisfied by a graph to allow a fast quantum
search. In this paper, we solve this open question by giving an affirmative
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answer. We present an analysis of quantum search on graphs. The paper
is organized as follows. In next Section, we present the analysis and then
we discuss several examples to demonstrate our anlysis in Sections 3 and 4.
Section 3 deals with the complete graph and related graphs while Section 4
deals with other important graphs like cubic periodic lattices and strongly
regular graphs. We discusse and conclude in Section 5.
2 Quantum search on graphs
We consider only undirected graphs with no self loops. Let N be the to-
tal number of graph vertices labeled by i ∈ {1, 2, . . . , N}. In quantum
mechanics, these vertices are represented by the N basis states |i〉 of an N -
dimensional Hilbert space. A graph can be defined by its adjacency matrix
A whose diagonal elements Aii are zero for all i and off-diagonal elements
Aij are 1 if and only if the vertices i and j are connected through an edge
of a graph. If there is no graph edge connecting i and j then Aij is zero.
The degree D(i) of a vertex i is the total number of vertices with which i
is connected through a graph edge. The degree matrix D of a graph is a
diagonal matrix whose elements are Dii = D(i). The Laplacian L of a graph
is given by L = D −A.
To do quantum search on graphs, we choose the initial state of our system
to be |s〉 which is a uniform superposition of all vertices and also a ground
state of the Laplacian. Our goal is to evolve it to a particular vertex |t〉
(the target state) which is a solution to a given search problem. We are
provided an oracle which can easily identify |t〉 to implement the projector
Hamiltonian |t〉〈t|. Our strategy is to evolve our system under the following
time-independent Hamiltonian
H = γL− |t〉〈t|, (1)
where γ is the jumping rate. Without the term |t〉〈t|, the above Hamiltonian
is simply γL which does not change the initial state |s〉 as it is a ground state
of L. But, with this term, after an evolution time of τ , the state evolves to
|ψ(τ)〉 = e−ıHτ |s〉. We want to find the evolution time T for which |ψ(T )〉
has maximum possible overlap with the target state |t〉.
To do so, we need to find the relevant eigenspectrum ofH. The Laplacian
L is known to be a positive semidefinite matrix and its eigenspectrum can
be written as
L|z〉 = Ez|z〉, E0 = 0 ≤ E1, . . . ,≤ EN−1. (2)
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Let |λ〉 be an eigenstate of H with the eigenvalue λ. Then we have
H|λ〉 = λ|λ〉 = γL|λ〉 − 〈t|λ〉|t〉. (3)
Left multiplication by 〈z| gives
λ〈z|λ〉 = γ〈z|L|λ〉 − tz〈t|λ〉, tz = 〈z|t〉. (4)
Here we have chosen the eigenstates |z〉 of L such that tz are real. Rear-
ranging the terms in above equation and using 〈z|L = Ez〈z|, we get
〈z|λ〉 = 〈t|λ〉tz(γEz − λ)−1. (5)
Multiplying above equation by tz = 〈t|z〉 and summing over z, we get
〈t|λ〉 =
∑
z
〈t|z〉〈z|λ〉 = 〈t|λ〉
∑
z
t2z(γEz − λ)−1 (6)
or ∑
z
t2z(γEz − λ)−1 = 1. (7)
This is the condition that has to be satisfied by λ to be an eigenvalue of
H. In general, above equation is not so easy to solve. We show that for
the typical cases of quantum search on graphs, we can make reasonable
approximations to solve above equation.
We assume that there exists an integer m and an eigenvalue λ such that
γEm−1  |λ|  γEm. Precisely, for some χ 1, we assume
γEm−1 <
|λ|
χ
, |λ| < γEm
χ
. (8)
As Ez ≤ Em−1 for z ≤ m − 1 and Ez ≥ Em for z ≥ m, above assumption
implies that all eigenvalues of the Laplacian are either very small or very
large compared to λ/γ. With above assumption and little calculation, Eq.
(7) can be rewritten as
− α2λ−1(1 + 1) +M1γ−1 + λM2(1 + 2)γ−2 = 1. (9)
Here 1 and 2 are functions of λ whose magnitudes are upper bounded by
1/(χ− 1) 1. The quantities α and the moments Mr are given by
α2 =
∑
z<m
t2z, Mr =
∑
z geqm
t2zE
−r
z . (10)
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We define δ as
M1 = γ(1 + δ) (11)
so that Eq. (9) becomes
− α2λ−1(1 + 1) + δ + λM2(1 + 2)γ−2 = 0 (12)
This is an approximate quadratic equation whose two solutions are λ±(1 +
O(1/χ)) where λ± are solutions of the following quadratic equation
− α2λ−1 + δ + λM2γ−2 = 0. (13)
Their product λ+λ− is −α2γ2/M2 so we can write
λ± = ± αγ√
M2
(tan η)±1. (14)
The quantity η is determined by the sum of roots λ++λ− which is −δγ2/M2.
Using above equation, we get
αγ√
M2
(tan η − cot η) = − αγ√
M2
(2 cot 2η) = −δγ
2
M2
. (15)
So we have
cot 2η =
δγ
2α
√
M2
=
δ
1 + δ
M1
2α
√
M2
, (16)
where we have used Eq. (11). Eqs. (14) and (16) determine a pair of
eigenvalues λ± of H satisfying the assumption (8). We show that these
are the only relevant eigenvalues for our purpose as the evolution is mostly
confined within the two-dimensional subspace spanned by the corresponding
eigenstates |λ±〉.
To find |λ±〉, we choose them such that 〈t|λ±〉 are real and positive.
Using the normalization condition
∑
z |〈z|λ±〉|2 = 1 and Eq. (5), we get
1
〈t|λ±〉2 =
α2
λ2±
+
M2
γ2
=
M2
γ2
[
1 + tan∓2 η
]
, (17)
where we have used Eq. (14) and again ignored O(1/χ) terms. With little
calculation, we get
〈t|λ±〉 = γ√
M2
f±(η), f±(η) =
(
1 + tan∓2 η
)−1/2
. (18)
It is easy to show that
f+(η) = sin η, f−(η) = cos η. (19)
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As 〈t|λ±〉 are chosen to be real and positive, the angle η is chosen to satisfy
η ∈ [0, pi/2]. Putting above equation in Eq. (5) and using the fact |λ〉 =∑
z〈z|λ〉|z〉, we get
|λ±〉 = γ√
M2
f±(η)
∑
z
tz
γEz − λ± |z〉. (20)
as expression for the eigenstates |λ±〉.
We define the |σ〉 state as the normalised projection of the target state
|t〉 on the m-dimensional subspace spanned by those eigenstates of L whose
eigenvalues satisfy γEz  |λ±|. Using the assumption (8)and the definition
of α in Eq. (10), we write
|σ〉 = (1/α)
∑
z<m
tz|z〉, (21)
The importance of |σ〉 state becomes clear if we calculate 〈σ|λ±〉. Using
Eqs. (20) and (21) and the assumption (8) that γEz < |λ±|/χ for z < m,
we find that
〈σ|λ±〉 = − αγ√
M2
f±(η)
λ±
= ∓f∓(η), (22)
where we have ignored (O(1/χ)) terms and used Eq. (14) for λ±. We can
write
|σ〉 = − cos η|λ+〉+ sin η|λ−〉. (23)
Thus the |σ〉 state is almost completely spanned by the two eigenstates |λ±〉
of H.
After evolving the |σ〉 state under the Hamiltonian H for time τ , we get
the state
|φ(τ)〉 = e−ıHτ |σ〉 = − cos ηe−ı(λ+−λ−)τ |λ+〉+ sin η|λ−〉, (24)
where we have ignored the global phase factor. Using Eq. (18) and above
equation, we get
〈t|φ(τ)〉 = γ√
M2
sin 2η
2
(
1− e−ı(λ+−λ−)τ
)
. (25)
Thus |〈t|φ(τ)〉| is maximum for τ = T given by
T =
pi
λ+ − λ− =
pi
√
M2
2γα
sin 2η. (26)
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The maximum value of 〈t|φ(τ)〉 is
〈t|φ(T )〉 = γ√
M2
sin 2η =
M1√
M2
sin 2η
1 + δ
. (27)
This is the maximum possible overlap with the target state during evolution
and Eq. (26) determines the evolution time needed to obtain this maximum.
2.1 Special case: δ = 0
We will mostly deal with the special case when δ is 0 so that γ is equal to
its critical value γc, i.e.
δ = 0 =⇒ γ = γc = M1. (28)
In this case, Eq. (16) implies that η is pi/4 and tan η is 1 so that Eq. (14)
implies that
δ = 0 =⇒ λ± = ±αM1/
√
M2. (29)
The assumption (8) is then equivalent to
Em−1  α/
√
M2  Em, (30)
for some value of m. As η is pi/4, sin 2η is 1. Then Eqs. (26 ) and (27)
imply that
δ = 0 =⇒ T = pi
√
M2
2M1α
, 〈t|φ(T )〉 = M1√
M2
. (31)
Typically γ must be very close to its critical value γc for a successful quantum
search. Otherwise δ is not close to zero making | cot 2η| very large so that
either sin η or cos η is very close to 1. Then |σ〉 is almost parallel to either
|λ+〉 or |λ−〉 and it remains almost unchanged during evolution. Eq. (16)
and a little calculation implies that | cot 2η| 6 1 if and only if
|γc − γ| 6 2α
√
M2. (32)
Typically α is very small and M2 is Θ(1) hence the quantum search on
graphs is extremely sensitive to the value of γ near its critical value.
In general, the |σ〉 state cannot be chosen as the initial state of evolution
as it depends upon the |t〉 state. As mentioned earlier, the initial state is
chosen to be |s〉 = ∑i |i〉/√N which is independent of |t〉. It is easy to see
that |σ〉 is |s〉 if and only if |s〉 is a non-degenerate ground state of L and the
non-zero eigenvalues of L are much larger than |λ±|/γ. We will mostly deal
with the connected graphs for which the first condition is always satisfied and
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α is 〈t|s〉 = 1/√N . In general, a graph can have K connected components
and the set S of all graph vertices can be partitioned into K mutually non-
intersecting subsets Sk (k ∈ {0, 1, . . . ,K − 1}) where each subset is a set of
all Nk vertices of k
th component. Let |sk〉 =
√
1/Nk
∑
i∈Sk |i〉 denote the
uniform superposition state of all vertices of the kth component. Then it
is easy to check that the states |sk〉 form an orthonormal basis of the K-
dimensional eigenspace of the Laplacian with eigenvalue 0. Assuming that
non-zero eigenvalues of the Laplacian are much larger than |λ±|/γ, we find
that K is m. We choose |z = k〉 as |sk〉 so that Ez is 0 for z < m. We
denote the subset containing the target vertex t as S0. Then |σ〉 is |s0〉 and
α is 〈t|s0〉 as |t〉 is orthogonal to other ground states |z 6= 0〉. Note that for
a connected graph, the entire graph is a unique connected component hence
m is 1 and |s0〉 is |s〉 as expected.
2.2 Summary of the analysis
We summarize the main results of our analysis by presenting a step-by-step
recipe to analyze quantum search on any graph. The steps are
1. We find the eigenspectrum of the Laplacian L of the graph and write it
as
L|z〉 = Ez|z〉, z ∈ {0, 1, . . . , N − 1}, E0 ≤ E1 ≤ . . . ≤ EN−1. (33)
We compute tz which is 〈t|z〉 and chosen to be real.
2. We intuitively choose a trial value of m which determines |σ〉, α, and the
moments Mr as
|σ〉 = α−1
∑
z<m
tz|z〉, α = 〈t|σ〉 =
√∑
z<m
t2z, Mr =
∑
z≥m
t2zE
−r
z (34)
Note that if m is 1 then |σ〉 is |s〉 and α is 1/√N . In general, |σ〉 is the
projection of |t〉 on the m-dimensional subspace spanned by the |z < m〉
eigenstates of L.
3. For our trial value of m, we check if our assumption
Em−1  α/
√
M2  Em (35)
is correct. If not, we choose another trial value of m and repeat above steps.
If yes, we go to next step.
4. We evolve the initial state |σ〉 under the following Hamiltonian
H = M1L− |t〉〈t|, (36)
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where γ is chosen to be its critical value M1. There exists an optimal
evolution time T after which the evolved state |φ(T )〉 is nearest to the desired
target state |t〉. We have
T = (pi
√
M2)/(2M1α), 〈t|φ(T )〉 = M1/
√
M2. (37)
These steps describe the analysis of quantum search on any graph. To
demonstrate our recipe, we discuss several graphs as examples.
3 Special Cases I: Complete graph and related
graphs
We begin with the simplest example of a complete graph C(N) of N vertices,
where all vertices are connected with each other through graph edges. Thus
all off-diagonal elements of the adjacency matrix A are 1 and we have A =
JN−1N where JN and 1N are the N×N all-ones matrix (whose all elements
are 1) and the identity matrix respectively. The degree D(i) is N − 1 for all
vertices of C(N) so that the degree matrix D is (N − 1)1N . The Laplacian
is
L[C(N)] = D −A = N1N − JN (38)
The two eigenvalues of JN are: N for which |s〉 is the eigenstate and 0
for which the N − 1 dimensional eigenspace is orthogonal to |s〉. Thus the
eigenspectrum of L[C(N)] is defined by
|0〉 = |s〉, E0 = 0, Ez 6=0 = N. (39)
We choose m to be 1 so |σ〉 is |s〉 and α is 1/√N . Also ∑z≥1 t2z is 1− (1/N)
and as Ez 6=0 is N , Mr is N−r(1 + O(1/N)) ≈ N−r. Thus α/
√
M2 is
√
N
and the assumption (35) is satisfied. The evolution Hamiltonian is chosen
to be L[C(N)]/N − |t〉〈t| and Eq. (37) implies that the evolved state |φ(T )〉
is exactly the desired target state |t〉 if the evolution time T is chosen to be
pi
√
N/2. This is the best possible quantum search on a graph [8].
Next, we consider the joined complete graph JC(N) of N vertices. In
[4], this was presented as an example of a graph which allows a successful
quantum search despite its low connectivity. To obtain a JC(N), we join
two complete graphs Cg(N/2) for g ∈ {1, 2}, of N/2 vertices each, by adding
a joining edge that connects a vertex a of C1(N/2) to a vertex b of C2(N/2).
With this definition, the Laplacian of JC(N) can be written as
L[JC(N)] = LB,2 + VJC , LB,2 = L[C1(N/2)]⊕ L[C2(N/2)], (40)
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where LB,2 is a block-diagonal matrix of two blocks with each block being
a Laplacian L[C(N/2)] of a complete graph. The matrix VJC corresponds
to the joining edge and its all elements are zero except 4 elements: (VJC)aa
and (VJC)bb are 1 whereas (VJC)ab and (VJC)ba are −1. We partition the set
S of N vertices of JC(N) into two complementary subsets Sg (g ∈ {1, 2}) of
N/2 vertices where Sg corresponds to the vertices of Cg(N/2). As LB,2 is a
direct sum of L[C(N/2)], Eq. (38) can be used to write the eigenspectrum
of LB,2 as
LB,2|sg〉 = 0, |sg〉 =
√
2/N
∑
i∈Sg
|i〉, g ∈ {1, 2}, LB,2| ⊥〉JC = N/2, (41)
where | ⊥〉JC denotes any state within the N − 2 dimensional eigenspace of
LB,2 which is orthogonal to both |s1〉 and |s2〉.
We treat the extra term VJC as a small perturbation and use the per-
turbation theory to calculate the eigenspectrum of L[JC(N)]. The norm
of VJC is 2 but the energy difference between |sg〉 states and | ⊥〉JC states
is N/2, so the mixing between these states due to VJC is of the order of
O(1/N) which can be ignored for large N . Also, the perturbed eigenvalues
of | ⊥〉JC will be within the interval {(N/2)± 2}. The double-degeneracy of
|sg〉 states gets splitted by VJC as 〈sg|VJC |sg′〉 is ±2/N where + sign holds
for g = g′ and − sign holds for g 6= g′. With little calculation, we find the
eigenspectrum of L[JC(N)] to be
|0〉 = (1/
√
2)(|s1〉+ |s2〉), E0 = 0 (42)
|1〉 = (1/
√
2)(|s1〉 − |s2〉), E1 = 4/N
|z > 1〉 = | ⊥〉JC , Ez>1 ∈ {(N/2)± 2}.
We choose m to be 2. Then |σ〉 is the projection of |t〉 on the two-dimensional
subspace spanned by the eigenstates 1√
2
(|s1〉 ± |s2〉). Thus |σ〉 is either |s1〉
or |s2〉 depending upon whether t is a vertex of C1(N/2) or C2(N/2). In
both cases, α is
√
2/N and 〈σ|s〉 is 1/√2. Then ∑z≥2 t2z is 1 − (2/N)
and Ez≥2 ∈ {N2 ± 2} implies that Mr is (2/N)r(1 + O(1/N)) ≈ (2/N)r.
Thus α/
√
M2 is
√
N/2 and the assumption (35) is satisfied. Evolving the
|σ〉 state under the evolution Hamiltonian (2/N)L[JC(N)]− |t〉〈t| for time
T = pi
√
N/8 will yield the target state |t〉. If the initial state is |s〉 then, as
〈σ|s〉 is 1/√2 and the evolution is a unitary transformation, we get a state
having an overlap of 1/
√
2 with |t〉 after evolution time T . A measurement
will yield t with a probability of 1/2. This matches with the results of [4].
The total time complexity is O(
√
N) and a successful quantum search is
possible on a joined complex graph.
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We now consider the ”simplex of complete graphs” of N = R(R + 1)
vertices, SC(N), which has been discussed in [4] as an example of a graph
which does not allow an efficient quantum search despite its high connec-
tivity. To get a SC(N), we start with R+ 1 complete graphs of R vertices,
Cg(R), for g ∈ {1, 2, . . . , R + 1}. We then introduce connecting edges be-
tween all complete graphs which connects each vertex in a complete graph
to a different complete graph. Each connecting edge joins a pair of two
vertices of two different complete graphs and this pair is unique as no other
connecting edge starts or ends at these two vertices. This is formally a
first-order truncated R-simplex lattice [9] and it has R2(R + 1) edges. We
consider the more general weighted version of this graph where the edges
within complete graphs have weight 1, but edges between complete graphs
(the connecting edges) have weight w  √R [10].
The Laplacian of SC(N) can be written as
L[SC(N)] = LB,R+1+VSC , LB,R+1 =
R+1⊕
g=1
L[Cg(R)], ‖VSC‖ = w+1
√
R.
(43)
Here LB,R+1 is a block-diagonal matrix of R+1 blocks with each block being
a Laplacian L[C(R)] of a complete graph. The matrix VSC corresponds
to the connecting edges. As there is exactly one connecting edge for each
vertex, the diagonal elements of VSC are 1. The off-diagonal elements (VSC)ij
are −wδj,j′(i) where δj,j′(i) is the Kronecker’s delta function and j′(i) is the
unique vertex joined with vertex i through a connecting edge. By definition,
i ∈ Cg(R) and j′(i) ∈ Cg′(R) imply that g 6= g′. Thus the norm of VSC is
w+ 1 √R. We partition the set S of N vertices of SC(N) into mutually
different subsets Sg (g ∈ {1, 2, . . . , R+1}) of R vertices where Sg corresponds
to the vertices of Cg(R). As LB,R+1 is a direct sum of L[C(R)], Eq. (38)
can be used to write the eigenspectrum of LB,R+1 as
LB,R+1|sg〉 = 0, |sg〉 =
√
1/R
∑
i∈Sg
|i〉, g ∈ {1, 2, . . . , R+1}, LB,R+1| ⊥〉SC1 = R,
(44)
where | ⊥〉SC1 denotes any state within the N−R−1 dimensional eigenspace
of LB,R+1 which is orthogonal to all |sg〉.
The extra term VSC is treated as a small perturbation while calculat-
ing the eigenspectrum of L[JC(N)] using perturbation theory. Its norm is
w+ 1 but the energy difference between |sg〉 states and | ⊥〉SC1 states is R,
so the mixing between these states due to VSC is of the order of O(w/R)
which can be ignored for large R as w  √R. Also, the perturbed eigen-
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values of | ⊥〉SC1 will be within the interval {R ± w + 1} ≈ R for large
R. The (R + 1)-degeneracy of |sg〉 states gets splitted by VSC which is de-
termined by the quantities 〈sg|VSC |sg′〉. If g = g′, then the off-diagonal
elements of VSC do not contribute to 〈sg|VSC |sg〉 as they are non-zero only
for two vertices corresponding to two different complete graphs, i.e. g 6= g′.
The diagonal elements are 1 and hence 〈sg|VSC |sg〉 are 1 for all g. Sim-
ilarly, for g 6= g′, the diagonal elements do not contribute. Due to the
off-diagonal elements, |sg〉 = (1/
√
R)
∑
i∈Sg |i〉 gets transformed to the state
(−w/√R)∑i∈Sg |j′(i)〉. By definition, a given g′ contains only one out of R
vertices j′(i) for all i ∈ Sg and the overlap of |sg′〉 state with that vertex is
1/
√
R. Thus 〈sg|VSC |sg′〉 is −w/R for g 6= g′. With this, we find that in
the (R + 1)-dimensional basis orthonormally spanned by the states |sg〉 for
all g, the matrix VSC is equivalent to
VJC ≡ [1 + (w/R)]1R+1 − (w/R)JR+1, (45)
where 1R+1 and JR+1 are the identity and all-ones matrices respectively as
defined earlier. There are two eigenvalues of JR+1. First is R+ 1 for which
the uniform superposition of all |sg〉 states is the eigenstate. This is easy to
check that this uniform superposition is nothing but the |s〉 = (1/√N)∑i |i〉
state which is a uniform superposition of all N vertices of the graph. Second
eigenvalue is 0 for which the eigenstate is any state | ⊥〉SC2 orthogonal to
|s〉 but completely within the (R + 1)-dimensional subspace orthogonally
spanned by |sg〉 states.
With these facts, we can write the eigenspectrum of L[SC(N)] as
|0〉 = |s〉, E0 = 1− w (46)
|1 ≤ z ≤ R〉 = | ⊥〉SC2, E1≤z≤R = 1 + (w/R)
|z > R〉 = | ⊥〉SC1, Ez>R ∈ {R± w}.
Note that E0 is not zero and to apply our analysis, we add a constant energy
of w − 1 to the Laplacian. This does not change the dynamics as it causes
only an ignorable global phase factor. Assuming 1 w  √R, we can then
write the approximate eigenspectrum of shifted Laplacian as
|0〉 = |s〉, E0 = 0 (47)
|1 ≤ z ≤ R〉 = | ⊥〉SC2, E1≤z≤R ≈ w
|z > R〉 = | ⊥〉SC1, Ez>R ≈ R.
The second order perturbation does not significantly change above eigen-
values as this change is upper bounded by ‖V ‖2/(Ez>R − Ez≤R) which is
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approximately w2/R  1 as w  √R. Let us denote the complete graph
containing the target vertex t as C1(R). Then the projection of |t〉 on (R+1)-
dimensional subspace spanned by all |sg〉 states is |s1〉 and as 〈t|s1〉 is 1/
√
R,
we find that, for large R,
t0 =
1√
N
,
R∑
z=1
t2z =
1
R
− 1
N
≈ 1
R
,
∑
z>R
t2z = 1−
1
R
+
1
N
≈ 1. (48)
First, we choose m to be 1 so that |σ〉 is |s〉 and α is 1/√N . Eqs. (48)
and (48) imply that the moments Mr are given by
Mr =
1
Rwr
+
1
Rr
. (49)
Thus M2 ≈ 1/Rw2 as w 
√
R and α/
√
M2 is w
√
R/N  w for large R
and hence the assumption (35) is satisfied. We evolve the initial state |σ〉
under the following Hamiltonian
H = M1L− |t〉〈t|, M1 = 1
R
(
1 +
1
w
)
. (50)
After the optimal evolution time T , we get the state |φ(T )〉 given by
T =
pi
2
√
RN
w + 1
= O
(
N3/4
w
)
, 〈t|φ(T )〉 = w + 1√
R
. (51)
Note that |φ(T )〉 has a considerable overlap with the target stae |t〉 if and
only if w2 is comparable to R. If w2  R then 〈φ(T )|t〉  1. Particularly,
for an unweighted graph, w is 1 and 〈φ(T )|t〉 is 2/√R.
We show that despite this, the state |φ(T )〉 contains sufficient informa-
tion about the target state |t〉 as |φ(T )〉 is very close to |s1〉, the uniform
superposition of R vertices of the complete graph C1(R) containing the tar-
get vertex. To show this, we note that we have chosen γ to be its critical
value M1 so η is pi/4 and f±(η) is 1/
√
2. As |σ〉 is |s〉 when m is 1, Eq. (23)
implies that |s〉 = (1/√2)|λ−〉 − |λ+〉. The evolution changes the relative
sign between two eigenstates |λ±〉 and after an evolution time of T , we get
the state |φ(T )〉 = (1/√2)(|λ+〉+ |λ−〉) which has an overlap of (w+ 1)/
√
R
with the target state |t〉. Putting f±(η) = 1/
√
2 and using the approxima-
tion γE0  |λ±|  γE1, Eq. (20) can be rewritten as
|λ±〉 ≈ 1√
2
γ√
M2
∓ t0
λ+
|0〉+
∑
z 6=0
tz
γEz
|z〉
 , (52)
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where we have used Eq. (29) which implies that λ± = ±λ+ when γ is M1.
Then we have
|φ(T )〉 = 1√
2
(|λ+〉+ |λ−〉) = 1√
M2
∑
z 6=0
tz
Ez
|z〉 (53)
In case of the graph SC(N), using Eq. (48) and M2 ≈ 1/Rw2, we get
|φ(T )〉 ≈ w
√
R
(
1
w
R∑
z=1
tz|z〉+ 1
R
∑
z>R
tz|z〉
)
(54)
Using Eq. (48), we find the lengths of the first and second terms within the
bracket of the above equation as w−1
√∑R
z=1 t
2
z = (w
√
R)−1 andR−1
√∑
z>R t
2
z =
R−1 respectively. Thus the second term can be neglected as w  √R and
we get
|φ(T )〉 ≈
√
R
R∑
z=1
tz|z〉. (55)
This is a normalized state which does not change with the addition of the
state
√
Rt0|0〉 whose length is
√
R/N (as t0 is 1/
√
N) which is negligible for
large N . Thus |φ(T )〉 is approximately √R times the projection of |t〉 on
the (R+ 1)-dimensional subspace spanned by the states |sg〉 for all g. This
projection is nothing but (1/
√
R)|s1〉 as the labels of the complete graphs are
chosen such that |t〉 is an element of the first complete graph C1(R). Thus
|φ(T )〉 is |s1〉 and its measurement will let us know the complete graph of
R vertices containing the target state. Our search becomes easier then as it
reduces from searching a SC(N) graph of N vertices to searching a complete
graph of R vertices.
Searching a complete graph has been described earlier but that was done
using the Laplacian of a complete graph. The question is whether we can
efficiently search a complete graph using the Laplacian of SC(N). The
answer is yes and to show this, we choose m to be R + 1 rather than 1.
Then |σ〉 is the normalised projection of |t〉 on (R+1)-dimensional subspace
spanned by |sg〉 states for all g. Thus |σ〉 is |s1〉 and α is 〈t|s1〉 = 1/
√
R.
Eqs. (48) and (48) imply that the moments Mr are given by
Mr =
1
Erz>R
∑
z>R
t2z = R
−r, (56)
so M1 = 1/R. This value of M1 is different from the value (1/R)(1 +
w−1) when m was chosen to be 1. With this value of M1 in the evolution
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Hamiltonian and starting the evolution with the state |σ〉 = |s1〉, we find
that |φ(T )〉 is |t〉 as 〈t|φ(T )〉 = M1/
√
M2 = 1. The evolution time T is
pi
√
M2/(2M1α) which is O(
√
R) as α is 1/
√
R.
Thus, for a SC(N), we basically do a two-stage quantum search as first
demonstrated in [4, 10]. In the first phase we choose γ to be R−1(1 +w−1)
and evolve the initial state |s〉 to |s1〉. This takes an evolution time of
O(N3/4/w) according to Eq. (51). In the second stage, we choose γ to be
R−1 and evolve |s1〉 to |t〉 in the time O(
√
R) which is O(N1/4) as N ≈ R2
for large R. As w  √R, the total time complexity is O(N3/4/w) and we
get optimal quantum search by choosing w to be Θ(
√
R). These results
completely match with the results of [4, 10].
4 Special Cases II: Other important graphs
4.1 Hypercube
For a n-dimensional hypercube, there are N = 2n vertices of graph. Each
vertex i is labeled by a n-bit binary string x(i) whose hth bit is denoted
by xh(i) (h ∈ {1, 2, . . . , n}). Two vertices i and j are connected through
a graph edge if and only if they differ in a single bit, i.e., the Hamming
distance between x(i) and x(j) is 1. Thus the degree of each vertex is n and
the degree matrix D is n1N . The adjacency matrix A can be written as∑n
h=1Ah where (Ah)ij are zero except when i and j differ only in the value
of hth bit in which case (Ah)ij is 1. Within the two-dimensional subspace
spanned by the two vertices differing only in the value of hth bit, the matrix
Ah is a 2 × 2 matrix whose off-diagonal elements are 1 but the diagonal
elements are 0. Its eigenvalues are ±1 and the corresponding eigenstates are
(1/
√
2)(|i〉±|j〉) where i and j differ only in the value of hth bit. Representing
these vertices by the n-bit strings, these eigenstates can be written as
(1/
√
2)(|xh6=h′(i, j)〉)⊗ (|0h〉 ± |1h〉) (57)
where |0h〉 or |1h〉 is the hth bit value of the vertex and xh6=h′(i, j) represents
the common values of the n− 1 remaining bits h′ 6= h of the vertices i and
j.
As A is
∑n
h=1Ah and each Ah acts on a different bit, it is easy to check
that the eigenstates of A can be written in the form
1
2n/2
 p⊗
h=1
(|0h〉 − |1h〉)⊗
n⊗
h=p+1
(|0h〉+ |1h〉)
 , p ∈ {0, 1, . . . , n} (58)
14
and the corresponding eigenvalues are (n−p)−p = n−2p. The total number
of the eigenstates for a fixed value of p is the number in which first set of
p indices can be chosen out of n possible indices of h which is nCp. These
are also the eigenstates |z〉 of the Laplacian L with the eigenvalues 2p as
L is D − A and D is n1N . Thus the non-degenerate ground state of the
Laplacian, corresponding to p = 0, is |s〉 = ∑i |i〉/√N as expected.
To apply our analysis, we choose m to be 1 so that the initial state |σ〉
is |s〉 and α is 1/√N . The moments Mr can be rewritten as
Mr =
∑
z 6=0
t2z
Erz
=
∑
p 6=0
t2p
(2p)r
, t2p =
∑
z,Ez=2p
t2z. (59)
The overlap of the target state |t〉 (which represents a unique vertex) with
each eigenstate |z〉 is ±1/√N and hence t2z is 1/N for all z. As there are
nCp eigenstates with the eigenvalue Ez = 2p, we find t
2
p to be
nCp/N so that
Mr =
1
N
∑
p 6=0
nCp
1
(2p)r
. (60)
The quantity nCp is maximum at p = n/2 and decreases exponentially
away from this, being relatively non-negligible only when p ∈ {n2 ±O(
√
n)}.
Hence Mr ≈ 1/nr. So α/
√
M2 is n/
√
N satisfying the assumption E0 
α/
√
M2  E1 for large N as E0 is 0 and E1 is 2. We choose the evolution
Hamiltonian to be H = L/n− |t〉〈t| and start with the |s〉 state. After the
optimal evolution time T = O(
√
N), we get the |φ(T )〉 state which is the
target state |t〉 as 〈t|φ(T )〉 is M1/
√
M2 ≈ 1.
Our analysis gives an alternative to the analysis of the search on hyper-
cube presented in [11] and Appendix B of [12].
4.2 Cubic Lattices
We now consider the case of a d dimensional cubic periodic lattices where d
is fixed independent of the number of vertices N . This was first analysed in
[3]. Each vertex of the lattice can be represented by a d-component vector
with components xj ∈ {0, 1, . . . , N1/d − 1}. (The notation used in this
subsection has different meanings as defined here.) The lattice is periodic
in each direction with period N1/d. The eigenstates of the Laplacian are
|z〉 = |φ(k)〉 given by
φ(k)〉 = 1√
N
∑
x
eık·x|x〉 =⇒ |〈t|z〉| = 1/
√
N, (61)
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where
kj =
2pimj
N1/d
, mj ∈ {0,±1, . . . ,±1
2
(N1/d − 1)}. (62)
Without loss of generality, we have assumed N1/d to be odd. The corre-
sponding eigenvalues are
E(k) = 2
d− d∑
j=1
cos(kj)
 . (63)
For small values of k, we have
E(k) ≈ k2 = (2pim)
2
N2/d
, k2 = k21 + · · ·+ k2d. (64)
With t2z = 1/N , we get
Mr =
1
N
∑
k 6=0
1
[E(k)]r
. (65)
This is same as the quantity Sj,d defined in Eq. (33) of [3]. It has been
discussed in detail there. For d > 2r, this can be approximated by an
integral which converges to a constant value which is Θ(1). For d = 2r,
there is a logarithmic divergence of this integral and then Mr is Θ(lnN).
As r ∈ {1, 2}, for d ≥ 5, Mr is always Θ(1). Also, Eq. (64) implies that
the smallest non-zero eigenvalue for d ≥ 5 is Θ(N−2/d)  1/√N for large
N . Hence the assumption Em−1  α/
√
M2  Em is satisfied for m = 1 as
α is 1/
√
N . As M1/
√
M2 is Θ(1), we get a state having a constant overlap
with the target state after evolving for time Θ(
√
N) which is the optimal
performance.
When d is 4 then M1 is Θ(1) as d > 2r for r = 1 but M2 is Θ(logN)
as d = 2r for r = 2. Thus α/
√
M2 is 1/Θ(
√
N logN). Eq. (64) implies
that the smallest non-zero eigenvalue is 1/
√
N and hence the assumption
Em−1  α/
√
M2  Em is satisfied when m is chosen to be 1. As M1/
√
M2
is 1/Θ(
√
logN), after the evolution time of Θ(
√
N logN), we get a state
|φ(T )〉 having an overlap of 1/Θ(√logN) with the target state |t〉. Thus the
quantum search is logarithmically slow compared to its optimal performance
of Θ(
√
N).
When d is 3 then M1 is Θ(1) as d > 2r when r is 1. But when r is 2 then
d < 2r and in that case, small values of k have a dominating contribution to
M2. Then M2 is basically S2,3 defined in Eqs. (38-40) of [3] which implies
that
M2 = 0.0265N
1/3 =⇒ α/
√
M2 = 6.143N
−2/3. (66)
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Also, Eq. (64) implies that the smallest eigenvalue is 4pi2N−2/3 = 39.48N−2/3.
Hence the assumption Em−1  α/
√
M2  Em is satisfied for the choice
m = 1. The quantity M1/
√
M2 is Θ(N
1/3) and hence |φ(T )〉 has a negligi-
ble overlap with the target state |t〉 for large N . So a successful quantum
search is not possible in this case.
Similar considerations hold when d is 2 except that then M1 is Θ(logN)
rather than Θ(1) as d = 2r for r = 1. However, a successful quantum search
is not allowed in this case also.
4.3 Random Erdo¨s-Renyi graphs
A random Erdo¨s-Renyi graph ER(N,P ) of N vertices is a graph where an
edge between any two vertices exists with probability P independently of
all other edges. This random graph model was introduced by Erdo¨s and
Renyi in their seminal work [13, 14] and they studied the probability of a
random graph to possess a certain property Q like connectedness, presence
of certain subgraphs, etc. They introduced the terminology stating that
almost all graphs have a property Q if the probability of a random graph
ER(N,P ) having the property Q goes to 1 in the asymptotic limit N →∞.
For many properties Q, there exists a critical probability P = Pc such that
for P > Pc, almost all graphs have the property Q but for P < Pc, almost
all graphs do not have this property. For example, Pc is the percolation
threshold log(N)/N for the property of connectedness which implies that
the graph is almost surely connected for P > log(N)/N but has almost
surely isolated nodes for P < log(N)/N .
In [7], the authors have studied the property of the optimality (i.e. a
running time of O(
√
N) of quantum search on ER(N,P ) and found the
critical value Pc for this. They have chosen the evolution Hamiltonian to
be −γA − |t〉〈t| (A is the adjacency matrix) rather than γL − |t〉〈t| chosen
here. Our analysis can be used by replacing L by −A. Thus we choose L to
be −A rather than D − A. Let the eigenspectrum of the adjacency matrix
A be given by
A|y〉 = ay|y〉, y ∈ {0, 1, . . . , N − 1}, a0 ≥ a1 ≥ . . . ≥ aN−1. (67)
Then the lowest eigenvalue of L is −a0 where a0 is the highest eigenvalue of
A. To use our analysis, we want this lowest eigenvalue to be 0 so we add a
constant energy term a01N to the Laplacian. Doing so does not change the
dynamics and the new Laplacian is a01N −A whose eigenspectrum is given
by
L|z〉 = Ez|z〉, |z〉 = |y〉, Ez = a0 − az = a0[1− (az/a0)]. (68)
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We choose m to be 1 in our analysis so the initial state |σ〉 is |0〉, the
eigenstate of A with maximum eigenvalue. As shown in Section III of the
Supplemental Material of [7], the state |0〉 is very close to |s〉 = ∑i |i〉/√N
for almost all graphs ER(N,P ) as long as
P > Pc = log
3/2(N)/N. (69)
Thus α is 1/
√
N . In [15], it is also shown that for P ≥ log4/3(N)/N (which
is true as long as above inequality is true), the quantity |az 6=0/a0| is upper
bounded by a positive constant c < 1 for almost all graphs ER(N,P ). Then
we have a0(1− c) ≤ Ez 6=0 ≤ a0(1 + c) and as
∑
z 6=0 t2z ≤ 1, the moments Mr
satisfy
1
ar0
1
(1 + c)r
≤Mr =
∑
z 6=0
t2z
Erz
≤ 1
ar0
1
(1− c)r (70)
Thus
√
M2 ≥ O(1/a0) so that α/
√
M2 is O(a0/
√
N) and the assumption
E0  α/
√
M2  E1 is satisfied for large N as E0 is 0 and E1 is Θ(a0).
We choose the evolution Hamiltonian to be H = M1L − |t〉〈t| where M1 is
Θ(1/a0). As M1/
√
M2 is always greater than (1−c)/(1+c), the state |φ(T )〉
satisfies 〈t|φ(T )〉 ≥ (1−c)/(1+c) and the evolution time T is Θ(√N). Thus
the quantum search is optimal.
Complete graphs with missing edges: The Erdo¨s-Renyi random
graph ER(N,P ) can also be obtained from the complete graph by randomly
deleting edges with probability 1−P . Thus, the quantum search on complete
graphs is inherently robust to random loss of edges. This also explains the
success of quantum search on complete graphs with broken links (equivalent
to missing edges) as first demonstrated in [6].
Random regular graphs: Our analysis gives an alternative proof of
the Lemma 1 of [7] which introduces the assumption |az 6=0/a0| ≤ c < 1. As
discussed in Section II of the supplementary material of [7], this assumption
is also true for a random graph sampled uniformly from the set of all regular
graphs of degree d for d ≥ 3. Thus the quantum search is also optimal for
random regular graphs.
4.4 Strongly regular graphs
A strongly regular graph of N vertices, SR(N), is defined by four parame-
ters: (N, k, λ, µ). Each vertex is connected to k other vertices through graph
edges so all vertices have degree k. If two vertices are connected through a
graph edge then the number of other vertices which are connected to both of
them is λ. But if two vertices are not connected through a graph edge then
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this number is µ. Note that the notation k and λ have different meanings
in this subsection. A necessary condition that must be satisfied by these
parameteres for the existence of a SR(N) is
k(k − λ− 1) = (N − k − 1)µ, (71)
which also implies that k is Ω(
√
N). There are three eigenvalues of the
Laplacian of a SR(N). One is zero for which the corresponding eigenstate
is |s〉 = ∑i |i〉/√N . Two other eigenvalues are given by
F1 ± F2, F1 = k − λ− µ
2
, F2 =
√
k − µ+ (λ− µ)
2
4
. (72)
We show that F1  F2 if the following condition is satisfied, i.e.,
Nµ k − µ+ (λ− µ)
2
4
=⇒ F1  F2. (73)
To show this, we use the fact that
F 21 −
(λ− µ)2
4
= k2 + (µ− λ)k (74)
= k(k − λ− 1) + k(µ+ 1)
= µ(N − k − 1) + k(µ+ 1)
= Nµ+ (k − µ),
where we have used Eq. (71) in going from second to third step. As F 22 =
(k−µ)+ (λ−µ)24 , we find that F1  F2 if the assumption (73) is true. In that
case, the non-zero eigenvalues of the Laplacian are Ez 6=0 = F1(1+o(1)). We
choose m to be 1 in our analysis so that |σ〉 is |s〉 and α is 1/√N . Also, Mr
is 1/F r1 (1 + o(1)) the assumption (35) is satisfied as 0  F1/
√
N  F1 for
large N . Putting M1 = 1/F1 in the evolution Hamiltonian H = M1L−|t〉〈t|,
we find that |φ(T )〉 is almost |t〉 as M1/
√
M2 is 1−o(1). The evolution time
is O(
√
N) which is the optimal performance.
Thus as long as the assumption (73) is satisfied, an optimal quantum
search is possible on a strongly regular graph. This assumption is true
for Paley graphs and the Latin square graphs, the class of strongly regular
graphs studied in [5]. For Paley graphs, the parameters (N, k, λ, µ) satisfy
N = 4t+ 1, k = 2t, λ = t− 1, µ = t. (75)
For the Latin square graphs, they satisfy
N = t2, k = d(t− 1), λ = d2 − 3d+ t, µ = d(d− 1). (76)
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Note that the notations t and d have different meanings in this subsection.
This is easy to check that the assumption (73) is satisfied and F1  F2 for
Paley graphs for N  1 as then t  1 and F1 ≈ 2t whereas F2 ≈
√
t. The
assumption is also satisfied for Latin square graphs for N  1 (which implies
t =
√
N  1) and for 1 d t. Then F1 ≈ td whereas F2 ≈ t/2. Thus it
is possible to get optimal quantum search on Paley and Latin square graphs.
In [5], authors have presented a different analysis for quantum search on
strongly regular graphs using degenerate perturbation theory. Our analysis
offers an alternative to this.
Latin square graphs are proved to be asymmetric for large N unlike the
complete graphs, cubical lattices or the hypercubes which exhibit a global
symmetry. The optimality of quantum search on Latin square graphs was
used in [5] to argue that global symmetry is not necessary for optimal
quantum search.
5 Discussion and Conclusion
We have analysed the dynamics of quantum search on general graphs. We
have found that the performance of quantum search is mainly determined
by two parameters M1 and M2 of the graph. Thus we have developed the
criteria any graph must satisfy to allow a successful quantum search.
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