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An L-function free proof of Hua’s Theorem on
sums of five prime squares
CLAUS BAUER∗
Abstract
We provide a new proof of Hua’s result that every sufficiently large
integer N ≡ 5(mod 24) can be written as the sum of the five prime
squares. Hua’s original proof relies on the circle method and uses re-
sults from the theory of L-functions. Here, we present a proof based
on the transference principle first introduced in[5]. Using a sieve theo-
retic approach similar to ([10]), we do not require any results related to
the distributions of zeros of L- functions. The main technical difficulty
of our approach lies in proving the pseudorandomness of the majorant
of the characteristic function of the W -tricked primes which requires a
precise evaluation of the occurring Gaussian sums and Jacobi symbols.
Mathematics Subject classification: 11(P32), 11(P70), 11(N35).
1 Introduction
In 1938, Hua ([7]) showed the following result in additive prime number theory
related to the sum of five prime squares:
Theorem 1.1 Every sufficiently large integer N ≡ 5(mod 24) can be written
as the sum of five prime squares.
Similar to most results in additive prime theory, Hua’s proof uses the circle
method and relies on the theory of Dirichlet L- functions. Starting with the
work of Green ([5], [6]), a different approach to problems in additive prime
number theory hat relies on the transference principle in additive combina-
torics has been applied. In [8] and [9], it has been used to prove a density
version of Vinogradov’s three primes theorem. Whereas these proofs rely on
results related to the distribution of zeros of L-functions, in [10] a sieve theo-
retic approach not relying on the theory of L-functions is used in combination
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with the transference principle to derive a new proof of Vinogradov’s theo-
rem. The approach in [10] further differs from the methods in [8],[9] by the
fact that the transference principle is applied to the set of positive integers Z
instead of being applied to the modular group Z/NZ.
So far, the transference principle has been mostly applied to linear problems
in additive prime number theory. In [4], a first application to a non-linear
problems is described. In this paper, we will prove Theorem 1.1. Different
from [4], we will - as in [10] - not use the theory of L-functions. A main
result and a principal ingredient for the proof of Theorem 1.1 is the following
transference principle in Z :
Theorem 1.2 (Transference principle in Z with majorant equal to one) Let
0 < δ, κ < 1, 1/10 < δ1 < 1 be given. Let N be a sufficiently large posi-
tive integer. Let N1 = N2 = ⌊N/6⌋, N3 = N4 = ⌊N/2⌋, and N5 = N. For
i = 1, 2, 3, 4, 5, let ai : [1, Ni] → [0, 1] be arbitrary functions. Let αi be the
average of ai for i = 1, .., 5. Suppose that the functions ai satisfy the following
assumptions:
(1) (Mean condition) αi ≥ δ1(i = 1, 2), αi ≥ δ(i = 3, 4, 5), 12 (min (1, α3 + α4) + α4)+
α5 ≥ 1 + δ.
(2) (Regularity condition for a4) The function a4 is (δ/50, κ)− regular.
Then ∑
n1+n2+n3+n4+n5=N
ni∈Ni
a1(n1)a2(n2)a3(n3)a4(n4)a5(n5) ≥ cN4,
where c = c(δ, κ) > 0 is a constant depending only on δ and κ.
The regularity condition (2) in Theorem 1.2 is defined as follows. For y > 2,
let P (y) be the product of all primes up to y.
Definition 1.1 Let f : [1, N ]→ R be an arbitrary function. The function is
said to be (β, κ)-regular if∑
(u,v)∈M
f(u)f(v) ≥ κN2,
where
M =
{
(u, v) : u ≤ βN, v ≥ (1− β)N, (v − u, P (β−1)) = 1} .
We note that Theorem 1.2 assumes that the functions ai are bounded by
a constant majorant equal to one. For many applications ([5], [9], [10]), this
2
requirement is too strict as one requires a transference principle valid for more
general majorant functions. Due to the assumed discrete majorant property
of the functions ai, one can derive such transference principles valid for more
general majorants that are pseudorandom. Similarly in this paper, for the
proof of Theorem 1.1, we will require the following transference principle valid
for majorants that are pseudorandom:
Theorem 1.3 (Transference principle in Z) Let 0 < δ, κ < 1, 1/10 < δ1 < 1
be given. Let η > 0 be sufficiently small and N be a sufficiently large posi-
tive integer. Let N1 = N2 = ⌊N/6⌋, N3 = N4 = ⌊N/2⌋, and N5 = N. For
i = 1, 2, 3, 4, 5, let ai, vi : [1, Ni] → R be arbitrary functions. Let αi be the
average of ai for i = 1, .., 5. Suppose that the functions ai and vi satisfy the
following requirements:
(1) (Majorization condition) 0 ≤ ai(n) ≤ vi(n) for all 1 ≤ n ≤ Ni, i =
1, 2, 3, 4, 5.
(2) (Mean condition) αi ≥ δ1(i = 1, 2), αi ≥ δ(i = 3, 4, 5), 12 (min (1, α3 + α4) + α4)+
α5 ≥ 1 + δ.
(3) (Pseudorandom condition) The functions vi, i = 1, .., 5 are pseudorandom.
(4) (Discrete majorant property) The functions ai, i = 1, .., 5 satisfy the dis-
crete majorant property for some 4 < q < 5.
(5) (Regularity condition for a4) The function a4 is (δ/50, κ)− regular.
Then ∑
n1+n2+n3+n4+n5=N
ni∈Ni
a1(n1)a2(n2)a3(n3)a4(n4)a5(n5) ≥ cN4,
where c = c(δ, κ) > 0 is a constant depending only on δ and κ.
To define the pseudorandom condition (3) and the discrete majorant property
(4) in Theorem 1.3, we introduce some more terminology: For a (compactly
supported) function f : Z→ R, its Fourier transform is defined as
fˆ(θ) =
∑
n∈Z
f(n)e(nθ),
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where e(nθ) = exp(2πinθ). The Lq norm of the Fourier transform is defined
by
||fˆ ||q =

 1∫
0
|fˆ(θ)|qdθ


1/q
.
Definition 1.2 The function f is said to be η-pseudoranndom if |fˆ(r/N) −
δr,0N | ≪ ηN for each r ∈ Z/NZ, where δr,0 is the Kronecker delta.
Definition 1.3 The function f is said to satisfy the discrete majorant prop-
erty if ||fˆ ||q ≪q N1−1/q, where the implied constant depends on q only.
Our paper is structured as follows. We first prove Theorem 1.2 in section
2. Subsequently, we derive Theorem 1.3 from Theorem 1.2 in section 3. In
section 4, we will define the W -tricked primes squares and their majorant
function. In sections 5 - 8, we will show that the characteristic function of
the W -tricked primes squares and its majorant satisfy the assumptions of
Theorem 1.3. This will allow us applying Theorem 1.3 to prove Theorem 1.1.
2 Proof of Theorem 1.2
We will make use of the following Theorem ([10, Th. 1.4]):
Theorem 2.1 (Transference principle in Z with majorant equal to one) Let
0 < δ, κ < 1 be given. Then for sufficiently small η > 0 and sufficiently
large positive N, the following statement holds: Let N1 = N2 = ⌊N/2⌋, and
N3 = N. For i = 1, 2, 3 let ai : [1, Ni] → [0, 1] be arbitrary functions. Let αi
be the average of ai for i = 1, 2, 3. Suppose that the functions ai satisfy the
following assumptions:
(1) (Mean condition) αi ≥ δ(i = 1, 2, 3), 12 (min (1, α1 + α2) + α2) + α3 ≥
1 + δ.
(2) (Regularity condition for a3) The function a1 is (δ/50, κ)− regular.
Then ∑
n1+n2+n3=N
ni∈Ni
a1(n1)a2(n2)a3(n3) ≥ cN2,
where c = c(δ, κ) > 0 is a constant depending only on δ and κ.
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We now proceed to the proof of Theorem 1.2. For a given positive integer
m ≤ N we define mi, i = 1, 2, 3, 4, 5, as a function of m in the same way
we have defined Ni as a function of N in Theorem 1.2. Further, we for each
i = 1, 2, 3, 4, 5, we define a function ai,m(n) as follows: ai,m(n) = ai(n) for
n ≤ mi and ai,m(n) = 0 for mi < n ≤ Ni. Thus ai,m(n) ≤ ai(n), ∀n ∈ [1, Ni].
We note that Theorem 2.1 is valid for all N > Nc, where Nc is a large positive
integer. If we choose N sufficiently large, we can assume that N/100 > Nc,
which we will do in the following. Applying Theorem 2.1 to the functions
a3,m, a4,m and a5,m and using the mean condition αi ≥ 110 , i = 1, 2, we see∑
n1+n2+n3+n4+n5=N
ni≤Ni
a1(n1)a2(n2)a3(n3)a4(n4)a5(n5)
=
∑
m≤N
∑
n1+n2=N−m
ni≤Ni
a1(n1)a2(n2)
∑
n3+n4+n5=m
ni≤Ni
a3(n3)a4(n4)a5(n5)
≥
∑
N/100<m≤N
∑
n1+n2=N−m
ni≤Ni
a1(n1)a2(n2)
∑
n3+n4+n5=m
ni≤mi
a3,m(n3)a4,m(n4)a5,m(n5)
≥ cN
2
10000
∑
N/100<m≤N
∑
n1+n2=N−m
ni≤Ni
a1(n1)a2(n2)
≥ cN
2
10000
∑
2N/3<m≤99N/100
∑
n1+n2=N−m
ni∈[N/200,Ni]
a1(n1)a2(n2)
=
cN2
10000
∑
n1,n2∈[N/200,Ni]
a1(n1)a2(n2)
≥ cN
4
10000
(
δ1 − 1
200
)2
,
which proves Theorem 1.2 with c := 10−8c.
3 Proof of Theorem 1.3
We introduce some additional terminology. For notational convenience, we
will fix some i = 1, 2, 3, 4, 5, and set a(n) := ai(n), αi := α, N := Ni. Let
0 < ǫ < 1 be a small parameter chosen later which depends only on δ and κ.
We set T := [0, 1]. Let
Tǫ = {θ ∈ T : |aˆ(n)| ≥ ǫN}.
Define
B = Bǫ = {1 ≤ b ≤ ǫN : ||bθ|| < ǫ for all θ ∈ Tǫ},
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where ||x|| denotes the distance from x to its closest integer. Using these
definitions, we define the following functions:
a′(n) = Eb1,b2∈Ba(n+ b1 − b2) =
1
B2
∑
b1,b2∈B
a(n+ b1 − b2), a′′(n) = a(n)− a′(n).
We will need the following Lemma:
Lemma 3.1 Suppose that η is sufficiently small depending on ǫ. The func-
tions a′ and a′′ defined above have the following properties:
(1) (a′ is set−like) 0 ≤ a′(n) ≤ 1+Oǫ(η) for any n.Moreover, E1≤n≤Na′(n) =
α+O(ǫ).
(2) (a′′ is uniform) a′′(θ) = O(ǫN) for all θ.
(3) (a′4 is regular) a
′
4 is (δ/50, κ−O(ǫ)) − regular.
(4) ||aˆ′||q ≤ ||aˆ||q, ||aˆ′′||q ≤ ||aˆ||q.
Proof: The proof is word-by-word identical with the proof of [10, Lemma 3.3].
The following Lemma is the main ingredient for the proof of Theorem 1.3:
Lemma 3.2 With the functions ai and a
′
i as defined above, we have∣∣∣ ∑
ni∈Ni, i=1,,,,5
n1+n2+n3+n4+n5=N
a1(n1)a2(n2)a3(n3)a4(n4)a5(n5)
−
∑
ni∈Ni, i=1,,,,5
n1+n2+n3+n4+n5=N
a′1(n1)a
′
2(n2)a
′
3(n3)a
′
4(n4)a
′
5(n5)
∣∣∣≪ ǫ5−qN4.
Proof: The difference on the left side can be expressed as the sum of several
terms of the form
∑
ni∈Ni, i=1,,,,5
n1+n2+n3+n4+n5=N
f1(n1)f2(n2)f3(n3)f4(n4)f5(n5) =
1∫
0
fˆ1(θ)fˆ2(θ)fˆ3(θ)fˆ4(θ)fˆ5(θ)e(−Nθ) dθ,(3.1)
where fi ∈ {ai, a′i, a′′i }, and fi = a′′i for at least one i. Without loss of general-
ity, we assume that f5 = a
′′
5 . By Ho¨lder’s inequality, for some 4 < q < 5, the
right-hand side of (3.1) is bounded by
||fˆ5||5−q∞ ||fˆ5||q−4q ||fˆ1||q||fˆ2||q||fˆ3||q||fˆ4||q.
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By Lemma 3.1, ||fˆ5||∞ ≪ ǫN. Further, by the discrete majorant property and
Lemma 3.1, ||fˆi||q ≪ N1−
1
q , i = 1, 2, 3, 4, 5. Combining these estimates, we
obtain the desired estimate.
Proof of Theorem 1.3: By Lemma 3.1, the functions a′i are all bounded above
uniformly by 1+Oǫ(η) with averages αi+O(ǫ) and a
′
4 is (δ/50, κ/2) - regular.
If ǫ and η are chosen small enough, then Theorem 1.2 implies∑
n1+n2+n3+n4+n5=N
ni∈Ni
a′1(n1)a
′
2(n2)a
′
3(n3)a
′
4(n4)a
′
5(n5) ≥ c′N4. (3.2)
Combining this with Lemma 3.2, we deduce by choosing ǫ small enough that∑
n1+n2+n3+n4+n5=N
ni∈Ni
a1(n1)a2(n2)a3(n3)a4(n4)a5(n5) ≥ c
′
2
N4.
This completes the proof of Theorem 1.3.
4 Proof of Theorem 1.1
We first introduce the concept of W - tricked prime squares and define their
majorant function. Subsequently, we prove Theorem 1.1.
4.1 W -tricked prime squares and Selberg’s majorant
Let W = 8
∏
2<p≤w
p be the product of the number eight and all odd primes
not larger than a constant w and let b be a reduced residue class modulo W.
We set [W ] := {1, ..,W}. We say that an integer q is w-smooth if none of its
prime divisors is larger than w. Otherwise, we call q w-rough. We denote the
set of primes by P and the set of prime squares by P2. We fix a small constant
δ and set zi = N
1/4−2δ
i , i = 1, ..., 5, where Ni is defined as in Theorem 1.2. We
assume that N is a sufficiently large integer depending on w and δ. Further,
we define P := Pi as the product of all primes p < zi and (p,W ) = 1. We set
σ(b) := ♯
{
z ∈ [W ] : z2 − b ≡ 0(modW )} .
We define the σ(b) reduced residue classes hj , 1 ≤ j ≤ σ(b), modulo W via
the relation h2j ≡ b(modW ). Using ideas from [3] and [10], we define the
W -shifted prime squares:
ai(n) =


2φ(W )
√
Wn+bi log zi
Wσ(b) , if Wn+ bi = x
2 for some primenumber
xwith zi ≤ x ≤
√
WNi + bi,
0, else.


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Following the approach in [10], we use Selberg’s upper bound sieve to define
the majorant of ai(n) as follows:
vi(n) =


2φ(W )
√
Wn+bi log zi
Wσ(b)
( ∑
d|(√Wn+bi,P )
pd
)2
, if Wn+ bi = x
2 for
somenatural integer x ≤ √WNi + bi,
0, else.


(4.1)
The real weights ρd are supported on d < zi, µ(d) 6= 0, and satisfy |ρd| ≤ 1,
and ρ1 = 1. If ai(n) 6= 0, then
√
Wn+ bi ≥ zi and therefore (Wn+bi, P ) = 1,
such that ai(n) = vi(n). This shows that vi(n) is a majorant of ai(n).
For later usage, we introduce the following notation:
J := Ji =
∑
d|P
d<zi
1
φ(d)
=
∑
d<zi, d squarefree
(d,W )=1
1
φ(d)
. (4.2)
We know from [10, Appendix A, (A.1)] that
Ji =
φ(W )
W
(log zi +OW (1)). (4.3)
4.2 Proof of Theorem 1.1
We will need the following auxiliary Lemmas:
Lemma 4.1 Let p be a prime number. Let A, B, C be non-empty subsets of
Z/pZ such that |A|+ |B|+ |C| ≥ p+ 2. Then,
A+B + C = Z/pZ.
Proof: See [11, Proposition 2.6].
Lemma 4.2 Let p be a prime number ≥ 5 and define Ap as the set of all
quadratic residues modulo p. Then ,
Ap +Ap +Ap +Ap + Ap = Z/pZ.
Proof of Lemma 4.2: As |Ap| = (p− 1)/2, we see that for p ≥ 7,
|Ap +Ap +Ap|+ |Ap|+ |Ap| ≥ |Ap|+ |Ap|+ |Ap| ≥ p+ 2.
For p ≥ 7, the Lemma now follows from Lemma 4.1. For p = 5, the Lemma
follows by a case by case analysis.
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Lemma 4.3 For any integer N ≡ 5(mod 24), there are integers bi, 1 ≤ bi ≤
W, (W, bi) = 1, i = 1, ..., 5 where each bi is a quadratic residue modulo W
such that N ≡ b1 + b2 + b3 + b4 + b5(modW ).
Proof: By case-by-case inspection, we see that b = 1 is the only quadratic
residue modulo 24. Therefore, N ≡ b1 + b2 + b3 + b4 + b5(mod 24) for any
quadratic residues bi modulo W. The Lemma now follows from Lemma 4.2
and the Chinese remainder theorem.
Proof of Theorem 1.1: Let M be a sufficiently large integer with M ≡
5(mod 24). We will show that M can be written as the sum of five prime
squares. By Lemma 4.3, we can find integers b1, ..., b5 which are quadratic
residues modulo W such that M ≡ b1 + b2 + b3 + b4 + b5(modW ). We set
N = (M − b1 − b2 − b3 − b4 − b5)/W. Using the integers bi, we define the
functions ai and vi as in section 4.1. In section 4.1, we have shown that the
functions vi are majorants for the functions ai. In sections 5 - 8, we will show
that the functions ai and vi also satisfy the conditions (2) - (5) of Theorem
1.3. Therefore, by Theorem 1.3 there exist ni ∈ Ni, i = 1, ..., 5, such that
ai(ni) > 0, i.e., Wni + bi ∈ P2, and N = n1 + n2 + n3 + n4 + n5. Thus,
M =WN +
5∑
i=1
bi =
5∑
i=1
Wni + bi,
which proves that M is the sum of five prime squares.
5 Mean condition
Lemma 5.4 For i = 1, ..., 5, we define by αi the mean of ai(n).
i) For i = 1, ..., 5,
αi ≥ 1/2− 5δ.
ii) For δ = 0.001, the functions ai(n), i = 1, ...5, satisfy the mean condition
(2) of Theorem 1.3.
Proof of Lemma 5.4: To simplify notation, we write a(n) = ai(n), b(n) =
bi(n), z = zi, and N = Ni. We first prove part i).∑
n≤N
a(n) =
2φ(W )
Wσ(b)
log z
∑
n≤N
Wn+b=x2 for some prime xwith
z≤x≤√WN+b
√
Wn+ b
=
2φ(W )
Wσ(b)
log z
∑
z≤x≤√WN+b, x prime
x2−b≡0(modW )
x =
2φ(W )
Wσ(b)
log z
σ(b)∑
j=1
∑
z≤x≤√WN+b, x prime
x≡hj(modW )
x
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≥ 2φ(W )
Wσ(b)
log z
σ(b)∑
j=1
(
NW
2φ(W ) log(
√
WN + b)
1− ǫ
)
= N log z/ log(
√
WN + b)− 2ǫ log z ≥ N(1/4− 2δ)2(1− ǫ)
≥ N(1/2− 5δ),
for ǫ ≤ δ/100 which implies part i) of the Lemma. Part ii) is a direct conse-
quence of i).
6 Pseudorandom condition
In this section, we set v(n) = vi(n), N = Ni, z = zi, and J = Ji, for fixed
i ∈ {1, 2, 3, 4, 5}. The main purpose of this section is to prove the following
Lemma:
Lemma 6.1 For any r ∈ Z/NZ,
vˆ
( r
N
)
=
(
δr,0 +Ow
(
w−1/2+ǫ
))
N,
where δr,0 is the Kronecker delta.
To prepare for the proof of Lemma 6.1, we introduce some further terminol-
ogy. For integers q, d1, d2,W, we define qd1,d2 := q/(q, [d1, d2]
2) and ad1,d2 =
a[d1, d2]
2/(q, [d1, d2]
2). We note that (W, q) = (W, qd1,q2) is independent of
[d1, d2] as (W,d1d2) = 1 which follows from the summation condition di|
√
Wn+ b
in (4.1). We define,
h := (W, q) = (W, qd1,q2), W1 :=W/h, , qW,d1,d2 := qd1,d2/h. (6.1)
For the proof of Lemma 6.1, we will analyse the following term defined for
1 ≤ Y ≤ N :
fd1,d2(Y, α) :=
∑
n≤Y
[d1,d2]|
√
Wn+b
Wn+b=x2 for somex≤√WY+b
2
√
Wn+ b
σ(b)
e (αn) . (6.2)
For the analysis of fd1,d2(Y, α), we divide the integral [0,W ⌊z2⌋] into major
arcs M and minor arcs m as follows: We set Q = ⌊N2δ/5⌋, R = ⌊N1−δ/2⌋,
and
M =
⋃
q1≤Q
W⌊z2⌋⋃
a1=1
(a1,q1)=1
M(a1, q1),
M(a1, q1) =
{
α ∈ [0,W ⌊z2⌋] :
∣∣∣∣α− a1q1
∣∣∣∣ ≤ 1q1R
}
,
m = [0,W ⌊z2⌋] \M. (6.3)
10
Using the definitions (6.2) and (6.3), we can express vˆ
(
r
N
)
as follows:
vˆ
( r
N
)
= vˆ1
( r
N
)
+ vˆ2
( r
N
)
+ vˆ3
( r
N
)
, (6.4)
where
vˆ1
( r
N
)
=
φ(W ) log z
W
∑
d1,d2|P
q|[d1,d2]2
pd1pd2fd1,d2(N, r/N),
vˆ2
( r
N
)
=
φ(W ) log z
W
∑
d1,d2|P
q∤[d1,d2]
2
rW [d1,d2]
2/N∈M
pd1pd2fd1,d2(N, r/N),
vˆ3
( r
N
)
=
φ(W ) log z
W
∑
d1,d2|P
q∤[d1,d2]
2
rW [d1,d2]
2/N∈m
pd1pd2fd1,d2(N, r/N). (6.5)
Lemma 6.1 follows from the following three Lemmas:
Lemma 6.2 For any r ∈ Z/NZ,
vˆ1
( r
N
)
=
(
δr,0 +Ow
(
w−1/2+ǫ
))
N.
Lemma 6.3 For any r ∈ Z/NZ,
vˆ2
( r
N
)
≪w Nw−1/2+ǫ.
Lemma 6.4 For any r ∈ Z/NZ,
vˆ3
( r
N
)
≪ N1−δ/400.
We prove the Lemmas 6.2 - 6.4 in the next three sections. We will use ideas
from [3, Section 5] and [10, Appendix A].
6.1 Proof of Lemma 6.2
We initially assume rN =
a
q and analyse the term of fd1,d2(Y, a/q) in section
6.1.1 Then, we prove Lemma 6.2 in section 6.1.2.
6.1.1 The case rN =
a
q
We will make use of the following lemma:
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Lemma 6.5 For any positive integer q dividing P, the sum
T (q) :=
∑
d1,d2|P
q|[d1,d2]
pd1pd2
[d1, d2]
(6.6)
satisfies
|T (q)| ≪ J−1q−1+ǫ,
where J is defined in (4.2). Moreover, T (1) = J−1.
Proof of Lemma: See [10, Lemma A.3].
Lemma 6.6 For integers q, d1, d2,W, with q|[d1, d2]2, ([d1, d2],W ) = 1, and
for two co-prime integers a and q there is:
fd1,d2(Y, a/q) =
ǫqY
[d1, d2]
+O
(
Y 1/2W 1/2
)
,
where ǫq = ǫq(a/q,W, b) does not depend on Y. Moreover ǫq = 1 if q = 1,
|ǫq| ≤ 1 if q > 1, (q,W ) = 1, and ǫq = 0 if (q,W ) > 1.
Proof of Lemma 6.6: We write fd1,d2 (Y, a/q) as follows:
fd1,d2 (Y, a/q) =
2
σ(b)
∑
x≤√WY+b
[d1,d2]|x
x2−b≡0(modW )
xe
(
a
(
x2 − b)
qW
)
(6.7)
=
2e(−abqW )[d1, d2]
σ(b)
∑
u≤√WY+b/[d1,d2]
u2[d1,d2]
2−b≡0(modW )
ue
(
a[d1, d2]
2u2
qW
)
.
(6.8)
Breaking the sum over u into congruence classes modulo W, we see from (6.8)
and q|[d1, d2]2 :
fd1,d2 (Y, a/q)
=
2e
(
− abqW
)
[d1, d2]
σ(b)
∑
z∈[W ]
z2[d1,d2]
2−b≡0(modW )
∑
z+yW≤√WY+b/[d1,d2]
(z + yW )e
(
a[d1, d2]
2(z + yW )2
qW
)
=
2e
(
−ab
qW
)
[d1, d2]
σ(b)
∑
z∈[W ]
z2[d1,d2]
2−b≡0(modW )
e
(
a[d1, d2]
2z2
qW
) ∑
z+yW≤√WY+b/[d1,d2]
(z + yW )
=
(
Y
[d1, d2]
+O
(
Y 1/2W 1/2
)) 1
σ(b)
∑
z∈[W ]
z2[d1,d2]
2−b≡0(modW )
e
(
a([d1, d2]
2z2 − b)
qW
)
. (6.9)
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We note that the inner sum over z is equal to σ(b[d1, d2]2) = σ(b) if q = 1. If
q > 1, and (q,W ) = 1 the absolute value of the sum over z is ≤ σ(b[d1, d2]2) =
σ(b). Further, if (q,W ) > 1, the assumptions (W, b) = 1 and q|[d1, d2]2, con-
tradict with the summation condition [d1, d2]|
√
Wn+ b in (6.2), i.e., (q,W ) >
1⇒ fd1,d2 (Y, a/q) = 0. The Lemma now follows from (6.9).
By the definition of v(n) in (4.1), we can always assume that d1 and d2
are square-free. Thus, if q|[d1, d2]2, q cannot be divided by the third power
of a prime number. Therefore, we can write q = q1q
2
2 , where (q1, q2) = 1,
µ(q1q2) 6= 0. We note that
q|[d1, d2]2 ⇔ q1q2|[d1, d2], (6.10)
and
q1q2 ≥ q1/2. (6.11)
Lemma 6.7 Set U = N1/2−δ/100. For two co-prime integers a and q = q1q22 ,
where (q1, q2) = 1, µ(q1q2) 6= 0, and Y ≤ N, there is∑
d1,d2|P
q|[d1,d2]2
pd1pd2fd1,d2(Y, a/q) = ǫqY T (q1q2) +O
(
Y 1/2W 1/2z2
)
,
where T (q) is defined in (6.6) and ǫq is as defined in Lemma 6.6.
Proof of Lemma 6.7: From (6.6), Lemma 6.6, (6.10) and the fact that |pd| ≤ 1,
we see ∑
d1,d2|P
q|[d1,d2]2
pd1pd2fd1,d2(Y, a/q) =
∑
d1,d2|P
q1q2|[d1,d2]
pd1pd2fd1,d2(Y, a/q)
= ǫqY T (q1q2) +O

Y 1/2W 1/2

∑
d≤z
|pd|


2

 = ǫqY T (q1q2) +O (Y 1/2W 1/2z2) .
(6.12)
6.1.2 Proof of Lemma 6.2
In addition to the set of major arcs M and minor arcs m defined in (6.3), we
defined a second set of major arcs M1 and minor arcs m1 as follows: We recall
13
the definition of R = ⌊N1−δ/2⌋, set U = N1/2−δ/100, and define
M1 =
⋃
q≤U
q⋃
a=1
(a,q)=1
M(a1, q1),
M1(a, q) =
{
α ∈ [0, 1] :
∣∣∣∣α− aq
∣∣∣∣ ≤ 1qR
}
,
m1 = Z/NZ \M1. (6.13)
We prove Lemma 6.2 separately for r/N ∈M1 and r/N ∈ m1 in the next two
paragraphs.
6.1.2.1 The major arc case: For r/N ∈M1, we write
r
N
=
a
q
+ β, q ≤ U, (a, q) = 1, |β| ≤ 1/qR. (6.14)
If β = 0, we see from Lemma 6.7
φ(W ) log z
W
∑
d1,d2|P
q|[d1,d2]2
pd1pd2fd1,d2(Y, a/q)
=
φ(W ) log z
W
(ǫqY T (q1q2) + E(Y )) , (6.15)
where
E(Y ) = O
(
Y 1/2W 1/2z2
)
.
Applying partial summation, we derive from (6.5) and (6.15),
vˆ1
( r
N
)
=
φ(W ) log z
W
N∫
0
e(βx)d

 ∑
d1,d2|P
pd1pd2fd1,d2(x, a/q)


=
φ(W ) log z
W
ǫqT (q1q2)
N∫
0
e(βx)dx +
φ(W ) log z
W
N∫
0
e(βx)dE(x).
(6.16)
Using (6.14), we estimate the error term in (6.16) as follows:∣∣∣∣∣∣
N∫
0
e(βx)dE(x)
∣∣∣∣∣∣ ≪ |E(N)|+
∣∣∣∣∣∣
N∫
0
E(x)(2πiβ)e(β)dx
∣∣∣∣∣∣
14
≪ N1/2W 1/2z2(1 + |β|N)
≪ N1/2W 1/2z2N
R
≪ N1−δ/10. (6.17)
Combining (6.16) - (6.17), we obtain
vˆ1
( r
N
)
=
φ(W )
W
log zǫqT (q1q2)
N∫
0
e(βx)dx +O
(
N1−δ/10
)
.
(6.18)
We now derive Lemma 6.2 from (6.18): If w < q ≤ U, then Lemma 6.2 follows
from (4.3), Lemma 6.5, and (6.11). If 1 < q ≤ w, then (q,W ) > 1, and thus
ǫq = 0. If q = 1 and β > 0, then β is an integer multiple of 1/N, and thus the
integral in (6.18) equals zero. Finally, if q = 1 and β = 0, then ǫq = 1. Thus,
using (4.3) and Lemma 6.5, we obtain
vˆ1 (0) =
φ(W )
W
log z
(
J−1 +Ow
(
w−1/2+δ
))
N = (1 +Ow(w
−1/2+δ)N.
This proves Lemma 6.2 for the major arcs case sufficiently large N and z.
6.1.2.2 The minor arc case: By (6.13) and Dirichlet’s theorem on ra-
tional approximation, we can write
r
N
=
a
q
+ β, U < q ≤ R, (a, q) = 1, |β| ≤ q−2. (6.19)
We argue as in the major arc case and derive (6.16). For the major term
in (6.16), we argue in the same way as for the estimate of the major term
in (6.18) in the case w < q ≤ U, and obtain an upper bound ≪ NU−1/4.
Estimating the error term as in (6.17) and using (6.19), we see∣∣∣∣∣∣
N∫
0
e(βx)dE(x)
∣∣∣∣∣∣ ≪ |E(N)|+
∣∣∣∣∣∣
N∫
0
E(x)(2πiβ)e(β)dx
∣∣∣∣∣∣
≪ N1/2W 1/2z2(1 + |β|N)
≪ N1/2W 1/2z2 N
U2
≪ N1−δ/10.
This proves Lemma 6.2 for the minor arcs case for sufficiently large N and z.
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6.2 Proof of Lemma 6.3
We first assume rN =
a
q and analyse the term of fd1,d2(Y, a/q). For the analysis,
we separately consider the two cases 1) qd1,d2 is w-smooth and/or h ∤ 2 and
2) w-rough and h|2 in sections 6.2.1 and 6.2.2. We then prove Lemma 6.3 in
section 6.2.3.
6.2.1 qd1,d2 is w-smooth and/or h ∤ 2:
We will use the following Lemma:
Lemma 6.8 For z ∈ [W ] satisfying z2 − b ≡ 0(modW ), we define
Sq(a, z) =
q∑
r=1
e

a
(
Wr2 + 2zr + z
2−b
W
)
q

 . (6.20)
a) If (a, q) = 1, q > 1, and q is w-smooth, then∑
z∈[W ]
z2−b≡0(modW )
Sq(a, z) = 0.
b) If (a, q) = 1 and (q,W ) ∤ 2,
Sq(a, z) = 0.
c) For (a, q) = 1, there is,
|Sq(a, z)| ≤ 2√q.
Proof: Part a) and c) are Lemma 5.3 and Lemma 5.2 in [3], respectively. Part
b) is stated in the proof of [3, Lemma 5.3].
Lemma 6.9 If qd1,d2 > 1 is w-smooth and/or h ∤ 2, then for any two co-prime
integers a and q there is:
fd1,d2(Y, a/q)≪ Y 1/2q1/2d1,d2 .
Proof of Lemma 6.9: We analyze the right-hand side of (6.7). As by assump-
tion q ∤ [d1d2]
2, we have 1 < qd1,d2 ≤ q. We see
∑
x≤√WY+b
[d1,d2]|x
x2−b≡0(modW )
xe
(
a
(
x2 − b)
qW
)
= e
(−ab
qW
)
[d1, d2]
∑
m≤√WY+b/[d1,d2]
m2−b[d1,d2]2≡0(modW )
me
(
ad1,d2m
2
qd1,d2W
)
,
(6.21)
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where [d1, d2][d1, d2] ≡ 1(modW ). Splitting the inner summation over m into
rest classes modulo W, we find
∑
m≤√WY+b/[d1,d2]
m2−b[d1,d2]2≡0(modW )
me
(
ad1,d2m
2
qd1,d2W
)
=
∑
z∈[W ]
z2−b[d1,d2]2≡0(modW )
∑
z+yW≤√WY+b/[d1,d2]
(z +Wy)e
(
ad1,d2 (z + yW )
2
qd1,d2W
)
(6.22)
Splitting the summation over y into rest classes modulo qd1,d2 , we can write
the inner sum in (6.22) as follows:
∑
z+yW≤√WY+b/[d1,d2]
(z +Wy)e
(
ad1,d2 (z + yW )
2
qd1,d2W
)
=
qd1,d2∑
r=1
e
(
ad1,d2(z +Wr)
2
qd1,d2W
) ∑
z+Wr+Wqd1,d2s≤
√
WY+b/[d1,d2]
z +Wr +Wqd1,d2s.
. (6.23)
We now evaluate the inner sum over s in (6.23):∑
z+Wr+Wqd1,d2s≤
√
WY+b/[d1,d2]
z +Wr +Wqd1,d2s
= Wqd1,d2
∑
s≤((√WY+b/[d1,d2])−z−Wr)/Wqd1,d2
s+O

(z +Wr) ∑
s≤√WY+b/Wqd1,d2 [d1,d2]
1


= Wqd1,d2
∑
s≤√WY+b/Wqd1,d2 [d1,d2]
s
+ O

Wqd1,d2 ∑
((
√
WY+b/[d1,d2])−z−Wr)/Wqd1,d2≤s≤
√
WY+b/Wqd1,d2 [d1,d2]
s


+ O

Wqd1,d2 ∑
s≤√WY+b/Wqd1,d2 [d1,d2]
1


= Wqd1,d2
∑
s≤√WY+b/Wqd1,d2 [d1,d2]
s+O
(√
WY /[d1, d2]
)
. (6.24)
17
Combining (6.21) - (6.24), see see
∑
x≤√WY+b
[d1,d2]|x
x2−b[d1,d2]2≡0(modW )
xe
(
a
(
x2 − b)
qW
)
= e
(−ab
qW
)
[d1, d2]
∑
z∈[W ]
z2−b=0(modW )
qd1,d2∑
r=1
e
(
ad1,d2(z +Wr)
2
qd1,d2W
)
×

Wqd1,d2 ∑
s≤√WY+b/Wqd1,d2 [d1,d2]
s+O
(√
WY /[d1, d2]
)
= e
(−ab
qW
+
ad1,d2b
qd1,d2W
)
[d1, d2]
∑
z∈[W ]
z2−b[d1,d2]2≡0(modW )
Sqd1,d2 (ad1,d2 , z)
×

Wqd1,d2 ∑
s≤√WY+b/Wqd1,d2 [d1,d2]
s+O
(√
WY /[d1, d2]
)
= e
(−ab
qW
+
ad1,d2b
qd1,d2W
)
WY + b
2W [d1, d2]qd1,d2
∑
z∈[W ]
z2−b[d1,d2]2≡0(modW )
Sqd1,d2 (ad1,d2 , z)
+ O

√WY σ(b) max
z∈[W ]
z2−b[d1,d2]2≡0(modW )
∣∣Sqd1,d2 (ad1,d2, z)∣∣

 . (6.25)
Applying Lemma 6.8 c), we estimate the O-term in (6.25) as follows:
√
WY σ(b) max
z∈[W ]
z2−b[d1,d2]2≡0(modW )
∣∣Sqd1,d2 (ad1,d2 , z)∣∣≪ Y 1/2q1/2d1,d2 . (6.26)
Lemma 6.9 now follows from (6.7), (6.25), Lemma 6.8 a) and b), and (6.26).
Lemma 6.10 For two co-prime integers a and q there is:∑
d1,d2|P
q∤[d1,d2]
2, qW,d1,d2
≤Q
qd1,d2
w−smooth and/or h∤2
pd1pd2fd1,d2(Y, a/q)≪ z2Y 1/2Q1/2.
Proof of Lemma 6.10: Using Lemma 6.9 and noting that qd1,d2 ≤WqW,d1,d2 ,
we see ∑
d1,d2|P
q∤[d1,d2]
2, qW,d1,d2
≤Q
qd1,d2
w−smooth and/or h∤2
pd1pd2fd1,d2(Y, a/q)≪
∑
d1,d2|P
qW,d1,d2
≤Q
pd1pd2fd1,d2(Y, a/q)
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≪

∑
d≤z
1


2
Y 1/2Q1/2 ≤ z2Y 1/2Q1/2,
(6.27)
qed.
6.2.2 qd1,d2 is w-rough and h|2:
We will first derive the auxiliary Lemmas 6.11 - 6.14. Subsequently we will
prove the main Lemmas 6.15 and 6.16 of this paragraph.
We will make use of the generalized Gauss sum G(a, b, c) defined as follows:
G(a, b, c) =
c∑
n=1
e
(
an2 + bn
c
)
. (6.28)
Lemma 6.11 For co-prime integers g and h, (h, 2) = 1, let
(
g
h
)
denote the
Jacobi symbol.
G(a, 0, c) =
( (
a
c
)√
c, c ≡ 1(mod 4),(
a
c
)
i
√
c, c ≡ 3(mod 4),
)
Proof of Lemma 6.11: See [1, Theorem 1.5.2].
Lemma 6.12 For any integers a, b and c with (c, 2a) = 1, we have
G(a, b, c) = e
(−(2)2ab2
c
)
×
( (
a
c
)√
c, c ≡ 1(mod 4),(
a
c
)
i
√
c, c ≡ 3(mod 4),
)
,
where the integers 2 and a modulo c are defined through the relations 22 ≡
aa ≡ 1(mod c).
Proof of Lemma 6.12:
G(a, b, c) = e
(−(2)2ab2
c
) c∑
n=1
e
(
a
(
n2 + abn+ (2ab)2
)
c
)
= e
(−(2)2ab2
c
) c∑
n=1
e
(
a
(
n+ 2ab)2
)
c
)
= e
(−(2)2ab2
c
) c∑
n=1
e
(
an2
c
)
= e
(−(2)2ab2
c
)
G(a, 0, c). (6.29)
Applying Lemma 6.11 to (6.29), we derive Lemma 6.12.
19
Lemma 6.13 For fixed k|q, k < q, there is∣∣∣∣∣∣∣
∑
d1,d2|P
(q,[d1 ,d2]
2)=k
pd1pd2
[d1, d2]
∣∣∣∣∣∣∣≪ d(q)J
−1k−1/2+ǫ.
Proof of Lemma 6.13: We write qk =
∏
i≤M
pαii , where the pi are different prime
numbers, αi ∈ Z+, and M ≤ d(p/k) is an integer depending on the prime
decomposition of qk . Applying the inclusion-exclusion principle, we find∑
d1,d2|P
(q,[d1,d2]
2)=k
pd1pd2
[d1, d2]
=


∑
d1,d2|P
k|[d1,d2]2
+
∑
1≤j≤M
(−1)j
∑
β1≤1
..
∑
βM≤1
β1+..βM=j
∑
d1,d2|P
k
∏
i≤M
p
βi
i
|[d1,d2]2


pd1pd2
[d1, d2]
.
(6.30)
From (6.30), we see∣∣∣∣∣∣∣
∑
d1,d2|P
(q,[d1,d2]
2)=k
pd1pd2
[d1, d2]
∣∣∣∣∣∣∣ ≤ d(q) maxj:k|j, j|q
∣∣∣∣∣∣∣
∑
d1,d2|P
j|[d1,d2]2
pd1pd2
[d1, d2]
∣∣∣∣∣∣∣ . (6.31)
Defining j = j1j2 in the same way we have defined q = q1q2 in (6.10) and
applying Lemma 6.5, we obtain from (6.11) and (6.31):∣∣∣∣∣∣∣
∑
d1,d2|P
(q,[d1,d2]
2)=k
pd1pd2
[d1, d2]
∣∣∣∣∣∣∣ ≪ d(q)J
−1 max
j:k|j, j|q
j−1/2+ǫ ≤ d(q)J−1k−1/2+ǫ.
qed.
Lemma 6.14 Let
(
g
h
)
denote the Jacobi symbol. Let a, b and v be three
strictly positive integers satisfying (a, b) = 1, v|b, and ( bv , 2) = 1. Then, for
any strictly positive integer c with (c2, b) = v, there is(
a c
2
v
b
v
)
= Sa,b,v,
where Sa,b,v ∈ {−1, 1} depends on a, b, v, but is independent of c.
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Proof of Lemma 6.14: We write the prime decomposition of v as v =
∏
i≤U
pγii , γi ≥
1. Further, we write the prime decomposition of c2 as c2 = d2
∏
i≤U
p2βii , where
2βi ≥ max(γi, 2), (d, b) = 1, pi|b. Thus, c2/v = d2
∏
i≤U
2βi>γi
p2βi−γii . We see,
(
a c
2
v
b
v
)
=
(
a
b
v
)(
d
b
v
)2 ∏
i≤U
(
pi
b
v
)2βi−γi
=
(
a
b
v
) ∏
i≤U
2βi−γi is odd
(
pi
b
v
)
=
(
a
b
v
) ∏
i≤U
γi is odd
(
pi
b
v
)
. (6.32)
The last term in (6.32) does not depend on c which proves the Lemma.
Lemma 6.15 If qd1,d2 is w-rough and h|2, then for any two co-prime integers
a and q there is:
fd1,d2(Y, a/q) = e
(−ab
qW
)
e
(
g(q,[d1,d2]2)
W1
)
Y
[d1, d2]
√
qd1,d2h
VqW,d1,d2
(
W1ad1,d2
qW,d1,d2
)
+ O
(
Y 1/2q
1/2
d1,d2
)
,
where h, W1, and qW,d1,d2 are as defined in (6.1), g(q,[d1,d2]2) is an integer
modulo W which for fixed a, q, b, and W depends on (q, [d1, d2]
2) only, and
VqW,d1,d2 =
(
1, qW,d1,d2 ≡ 1(mod 4),
i, qW,d1,d2 ≡ 3(mod 4).
)
(6.33)
Proof of Lemma 6.15: By the definitions (6.20) and (6.28) and the assumption
h|2,
Sqd1,d2 (ad1,d2 , z) = e
(
(z2 − b)ad1,d2
qd1,d2W
)
G(W1ad1,d2, 2zad1,d2/h, qW,d1,d2).
(6.34)
Inserting (6.34) in (6.25) and using (6.26), we find
∑
x≤√WY+b
[d1,d2]|x
x2−b≡0(modW )
xe
(
a
(
x2 − b)
qW
)
= e
(−ab
qW
)
WY + b
2W [d1, d2]qd1,d2
∑
z∈[W ]
z2−b[d1,d2]2≡0(modW )
e
(
ad1,d2z
2
qd1,d2W
)
G(W1ad1,d2 , 2zad1,d2/h, qW,d1,d2)
+ O
(
Y 1/2q
1/2
d1,d2
)
. (6.35)
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We recall that we assume h ∈ {1, 2} which implies that (qW,d1,d2 , 2) = 1.
Applying Lemma 6.12 to (6.35), we derive
∑
x≤√WY+b
[d1,d2]|x
x2−b≡0(modW )
xe
(
a
(
x2 − b)
qW
)
= e
(−ab
qW
)
(WY + b)
√
qW,d1,d2
2W [d1, d2]qd1,d2
∑
z∈[W ]
z2−b[d1,d2]2≡0(modW )
e
(
ad1,d2z
2
qd1,d2W
)
e
(−(2)2W1ad1d2(2zad1,d2/h)2
qW,d1,d2
)
× VqW,d1,d2
(
W1ad1,d2
qW,d1,d2
)
+O
(
Y 1/2q
1/2
d1,d2
)
= e
(−ab
qW
)
WY + b
2W [d1, d2]
√
qd1,d2h
∑
z∈[W ]
z2−b[d1,d2]2≡0(modW )
e
(
ad1,d2z
2
qd1,d2W
)
e
(−(2)2W1ad1d2(2zad1,d2/h)2
qW,d1,d2
)
× VqW,d1,d2
(
W1ad1,d2
qW,d1,d2
)
+O
(
Y 1/2q
1/2
d1,d2
)
= e
(−ab
qW
)
Y
2[d1, d2]
√
qd1,d2h
∑
z∈[W ]
z2−b[d1,d2]2≡0(modW )
e
(
ad1,d2z
2
qd1,d2W
)
e
(−(2)2W1ad1d2(2zad1,d2/h)2
qW,d1,d2
)
× VqW,d1,d2
(
W1ad1,d2
qW,d1,d2
)
+O
(
Y 1/2q
1/2
d1,d2
)
. (6.36)
We recall that in (6.36) for any integer c prime to qW,d1,d2 , c is defined via
the relation cc ≡ 1(mod qW,d1,d2). Thus, in particular
ad1,d2ad1,d2 ≡ 1(mod qW,d1,d2). (6.37)
Further, we set
W1W1 = 1 + s(q,[d1,d2]2)qW,d1,d2. (6.38)
In view of the definitions in (6.1), we see that - for fixed q and W - s(q,[d1,d2]2)
depends on (q, [d1, d2]
2) only. Similarly, we notice that for fixed values of q
and W, the value of the integer 2 only depends on (q, [d1, d2]
2), i.e.,
2 := u(q,[d1,d2]2). (6.39)
Finally, we consider a fixed z satisfying the congruence condition in (6.36),
i.e., z2[d1, d2]
2 ≡ b(modW ). This implies that
ad1,d2z
2 =
a[d1, d2]
2
(q, [d1, d2]2)
z2 ≡ ab(q, [d1, d2]2)(modW ), (6.40)
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where (q, [d1, d2]
2)(q, [d1, d2]2) ≡ 1(modW ). Subsequently applying (6.37) -
(6.40), we can calculate the product of the exponential terms in (6.36) as
follows:
e
(
ad1,d2z
2
qd1,d2W
)
e
(−(2)2W1ad1d2(2zad1,d2/h)2
qW,d1,d2
)
= e
(
ad1,d2z
2
qd1,d2W
)
e
(−(2)2W1W1ad1d2(2z/h)2
qW,d1,d2W1
)
= e
(
ad1,d2z
2
qd1,d2W
)
e
(−ad1d2z2(2)2(2/h)2
qW,d1,d2W1
)
e
(
−s(q,[d1,d2]2)ad1,d2z2(2)2(2/h)2
W1
)
= e
(
ad1,d2z
2
qd1,d2W
)
e
( −ad1,d2z2
qW,d1,d2W1h
2
)
e
(
−s(q,[d1,d2]2)ab(q, [d1, d2]2)(u(q,[d1,d2]2))2(2/h)2
W1
)
= e
(
ad1,d2z
2
qd1,d2W
)
e
(−ad1,d2z2
qd1,d2W
)
e
(
−s(q,[d1,d2]2)ab(q, [d1, d2]2)(u(q,[d1,d2]2))2(2/h)2
W1
)
:= e
(
g(q,[d1,d2]2)
W1
)
, (6.41)
where - for fixed a, q, b, and W - g(q,[d1,d2]2) is an integer modulo W that
depends on (q, [d1, d2]
2) only. Inserting (6.41) into (6.36), we obtain
∑
x≤√WY+b
[d1,d2]|x
x2−b≡0(modW )
xe
(
a
(
x2 − b)
qW
)
=
σ(b)
2
e
(−ab
qW
)
e
(
g(q,[d1,d2]2)
W1
)
Y
[d1, d2]
√
qd1,d2h
× VqW,d1,d2
(
W1ad1,d2
qW,d1,d2
)
+O
(
Y 1/2q
1/2
d1,d2
)
). (6.42)
Now the Lemma follows from (6.7) and (6.42).
Lemma 6.16 For two co-prime integers a and q there is:∑
d1,d2|P
q 6|[d1,d2]2, qW,d1,d2≤Q
qd1,d2
w−rough and h|2
pd1pd2fd1,d2(Y, a/q)
=
Y√
h
∑
k<
q
w
. q/kh≤Q
k|q
q
k
w−rough and (W, q
k
)|2
tk√
q/k
∑
d1,d2|P
(q,[d1,d2]
2)=k
pd1pd2
[d1, d2]
+O
(
z2Y 1/2Q1/2
)
,
where tk is a complex number that for fixed a, q, b, and W depends on k only
and |tk| = 1.
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Proof of Lemma 6.16: Using Lemma 6.15, we see∑
d1,d2|P
q 6|[d1,d2]2, qW,d1,d2≤Q
qd1,d2
w−rough andh|2
pd1pd2fd1,d2(Y, a/q)
= e
(−ab
qW
)
Y√
h
∑
d1,d2|P
q 6|[d1,d2]2, qW,d1,d2≤Q
qd1,d2
w−rough and (W,qd1d2 )|2
pd1pd2
[d1, d2]
√
qd1,d2
e
(
g(q,[d1,d2]2)
W1
)
VqW,d1,d2
(
W1ad1,d2
qW,d1,d2
)
+ O
(
z2Y 1/2Q1/2
)
, (6.43)
where we have estimated the O- term arguing similarly as in (6.27). If qd1,d2
is w-rough, then qd1,d2 > w, which implies that (q, [d1, d2]
2) < q/w. Thus, we
can rewrite the right-hand side of (6.43) as follows:∑
d1,d2|P
q 6|[d1,d2]2, qW,d1,d2≤Q
qd1,d2
w−rough andh|2
pd1pd2fd1,d2(Y, a/q)
= e
(−ab
qW
)
Y√
h
∑
k<
q
w
, q/kh≤Q
k|q
q
k
w−rough and (W, q
k
)|2
e(gk/W1)V q
hk√
q/k
∑
d1,d2|P
(q,[d1,d2]
2)=k
pd1pd2
[d1, d2]
(
W1a[d1, d2]
2/k
q/hk
)
+ O
(
z2Y 1/2Q1/2
)
. (6.44)
Applying Lemma 6.14 with a =W1a, b = q/h, v = k, and c = [d1, d2], we see
that
(
W1a[d1,d2]
2/k
q/hk
)
= SW1a,q/h,k. Thus, for fixed a, q and W,
(
W1a[d1,d2]
2/k
q/hk
)
depends on k only. We now define the complex number tk as
tk := e
(
−ab
qW
)
e(gk/W1)V q
hk
(
W1a[d1,d2]
2/k
q/hk
)
. By the foregoing discussion and
the definition of gk and Va,W, qhk , we see that for fixed a, q, b, andW, tk, depends
on k only and |tk| = 1. Thus, we can rewrite (6.44) as∑
d1,d2|P
q 6|[d1,d2]2, qW,d1,d2≤Q
qd1,d2
w−rough and h|2
pd1pd2fd1,d2(Y, a/q)
=
Y√
h
∑
k<
q
w
, q/kh≤Q
k|q
q
k
w−rough and (W, q
k
)|2
tk√
q/k
∑
d1,d2|P
(q,[d1,d2]
2)=k
pd1pd2
[d1, d2]
+
(
z2Y 1/2Q1/2
)
,
qed.
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6.2.3 Proof of Lemma 6.3
By (6.3) and (6.5), for fixed r, we only need to consider those pairs d := (d1, d2)
for which∣∣∣∣rW [d1, d2]2N − a1dq1d
∣∣∣∣ ≤ 1q1dR, (a1d, q1d) = 1, q1d ≤ Q,
which implies
r
N
=
ad
qd
+ βd, qd ≤ q1dW [d1, d2]2 ≤ QWz2 ≤ N1/2−δ/100, |βd| ≤ 1/R.
(6.45)
We now show that for different pairs d := (d1, d2) and d
∗ := (d∗1, d
∗
2) which
satisfy (6.45), there is ad = a
∗
d and qd = q
∗
d which implies that βd = βd∗ . This
follows from (6.45) and the relation∣∣∣∣adqd −
a∗d
q∗d
∣∣∣∣ ≥ 1qdq∗d >
1
qdR
+
1
qd∗R
,
which holds because of qd, qd∗ ≤ N1/2−δ/100. Thus, we rewrite (6.45) as
r
N
=
a
q
+ β, (a, q) = 1, q ≤ N1/2−δ/100, |β| ≤ 1/R. (6.46)
In view of (6.46), we first consider the case β = 0, i.e., rN =
a
q . By (6.3) and
(6.5), for fixed r, we see that rW [d1, d2]
2/N ∈M if and only if
rW [d1, d2]
2
N
=
aW [d1,d2]
2
(q,W [d1,d2]2)
qW,d1,d2
, qW,d1,d2 ≤ Q. (6.47)
From (6.5), Lemma 6.10, Lemma 6.16, and (6.47), we see
vˆ2
(
a
q
)
=
φ(W ) log z
W
∑
d1,d2|P
q∤[d1,d2]
2
qW,d1,d2
≤Q
pd1pd2fd1,d2(Y, a/q)
=
φ(W ) log z
W
(YM(q, a) + E1(Y )) , (6.48)
where
M(a, q) =
1√
h
∑
k<
q
w
, q/kh≤Q
k|q
q
k
w−rough and (W, q
k
)|2
tk√
q/k
∑
d1,d2|P
(q,[d1,d2]
2)=k
pd1pd2
[d1, d2]
,
E1(Y ) = O
(
z2Y 1/2Q1/2
)
.
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We notice from the definition of M(a, q) that
M(a, q) 6= 0⇒ q > w. (6.49)
We now consider the general case rN =
a
q + β, Applying partial summation,
we derive from (6.5), (6.46), and (6.48),
vˆ2
( r
N
)
=
φ(W ) log z
W
M(q, a)
N∫
0
e(βx)dx
+
φ(W ) log z
W
N∫
0
e(βx)dE1(x). (6.50)
We first estimate the main term in (6.50). Applying Lemma 6.13 and using
(4.3), we find:
φ(W ) log z
W
M(q, a)≪ log z d(q) max
k|q, k<q/w
(q/k)−1/2
∣∣∣∣∣∣∣
∑
d1,d2|P
(q,[d1,d2]
2)=k
pd1pd2
[d1, d2]
∣∣∣∣∣∣∣
≪ log z J−1 max
k|q, k<q/w
(q/k)−1/2+ǫk−1/2+ǫ ≪ q−1/2+2ǫ. (6.51)
We recall the well-known estimate
N∫
0
e(βx)dx≪ min
(
N,
1
||β||
)
. (6.52)
Combining (6.49), (6.51), and (6.52), we find
φ(W ) log z
W
M(q, a)
N∫
0
e(βx)dx≪ Nw−1/2+2ǫ. (6.53)
Using (6.46), we estimate the error term integral in (6.50) as follows:∣∣∣∣∣∣
N∫
0
e(βx)dE1(x)
∣∣∣∣∣∣≪ |E1(N)|+
∣∣∣∣∣∣
N∫
0
E1(x)(2πiβ)e(β)dx
∣∣∣∣∣∣
≪
(
z2N1/2Q1/2
)
(1 + |β|N)
≪
(
z2N1/2Q1/2
) N
R
≪ N1−δ/10. (6.54)
Lemma 6.3 now follows from (6.50), (6.53), and (6.54).
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6.3 Proof of Lemma 6.4
Using (6.7) with rN instead of
a
q , we see
|fd1,d2(N, r/N)| =
∣∣∣∣∣∣∣∣∣
2
σ(b)
∑
x≤√WN+b
[d1,d2]|x
x2−b≡0(modW )
xe
(
r
(
x2 − b)
NW
)∣∣∣∣∣∣∣∣∣
≪
σ(b)∑
j=1
∣∣∣∣∣∣∣∣∣
∑
x≤√WN+b
[d1,d2]|x
x≡hj(modW )
xe
(
rx2
NW
)
∣∣∣∣∣∣∣∣∣
.
=
σ(b)∑
j=1
∣∣∣∣∣∣∣∣
∑
x≤√WN+b
x≡gj(modW [d1,d2])
xe
(
rx2
NW
)∣∣∣∣∣∣∣∣
, (6.55)
where gj = gj(hj ,W [d1, d2]). Here we have used the fact that due to (W,P ) =
1 and d1, d2|P, there is (W, [d1, d2]) = 1. Using partial summation, we estimate
the inner sum over x in (6.55) for Y ≤ N as follows:∣∣∣∣∣∣∣∣
∑
x≤√WN+b
x≡gj(modW [d1,d2])
xe
(
rx2
NW
)∣∣∣∣∣∣∣∣
≪
√
WN max
K≤√WN+b
|U(K, r/N)| ,
(6.56)
where
U(K, r/N) :=
∑
x≤K
x≡gj(modW [d1,d2])
e
(
rx2
NW
)
=
∑
s≤(K−gj)/W [d1,d2]
e
(
rW [d1, d2]
2s2
N
+
2rgg[d1, d2]s
N
+
rg2j
NW
)
. (6.57)
To estimate the right-hand side of (6.57), we wil make use of Weyl’s Lemma
[12, Lemma 2.4]:
Lemma 6.17 Let α, α1 and α2 be real numbers. If
∣∣∣α− aq
∣∣∣ ≤ q−2, for two
integers a and q with (a, q) = 1, then∑
n≤N
e
(
αn2 + α1n+ α2
)≪ N1+ǫ (q−1 +N−1 + qN−2)1/2 .
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By the definition of the minor arcs (6.3) and Dirichlet’s theorem on rational
approximation, we know that there exists integers a and q with (a, q) = 1,
and Q < q ≤ R such that
∣∣∣ rW [d2,d2]2N − aq ∣∣∣ ≤ 1/q2. Thus, applying Lemma
6.17 to (6.57) with α = rW [d2, d2]
2/N, we find
U(K, r/N) ≪ K
1+ǫ
W 1+ǫ[d1, d2]1+ǫ
(
Q−1 +K−1 +RK−2
)1/2
. (6.58)
The right-hand side of (6.58) is an increasing function in K. Therefore,
max
K≤√WN+b
|U (K, r/N)|
≪ N
1/2+ǫ
[d1, d2]1+ǫ
(
Q−1 +N−1/2 +RN−1
)1/2
.
≪ N
1/2+ǫ
[d1, d2]1+ǫ
(
N−2δ/5 +N−1/2 +N−δ/2
)1/2
≪ N
1
2− δ100
[d1, d2]
. (6.59)
From (6.56) and (6.59), we see∣∣∣∣∣∣∣∣
∑
x≤√WN+b
x≡gj(modW [d1,d2])
xe
(
αx2/W
)
∣∣∣∣∣∣∣∣
≪ N
1− δ100
[d1, d2]
. (6.60)
From (6.5), (6.55), (6.60) and using |ρd| ≤ 1, we see
vˆ3
( r
N
)
≪ N1− δ150
∑
d1,d2|P
1
[d1, d2]
≪ N1− δ150
∑
d1,d2≤z
1
[d1, d2]
≪ N1− δ150
∑
d≤z2
(d,W )=1

 ∑
d1,d2≤z
[d1,d2]=d
1

 1
d
. (6.61)
For any fixed squarefree d ≤ z2, there are at most 3̟(d) ≤ dδ/900 ≤ N δ/900
pairs [d1, d2] = d. Thus, we see from (6.61)
vˆ3
( r
N
)
≪ N1−δ/300
∑
d≤z2
d−1 ≪≪ N1−δ/400,
which proves Lemma 6.4.
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7 Restriction estimate
In this section, we set a(n) = ai(n), b = bi, z = zi, v(n) = vi(n), and N = Ni
The main purpose of this section is to show the following Lemma 7.1. Our
proof follows the argument in [3, Section 6] with some minor modifications.
Lemma 7.1 For any real number p > 4 there exists an absolute constant Cp
such that ∫
T
|aˆ(θ)|p dθ ≤ CpNp−1.
For the proof of Lemma 7.1, we will make use of the following Lemma:
Lemma 7.2 There exists an absolute constant C such that∫
T
|aˆ(θ)|4 dθ ≤ N3+C/ log logN .
Proof of Lemma 7.2: We note that
∫
T
|aˆ(θ)|4 dθ =
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
n,m∈[1,N ]
a(m)a¯(n)e(θ(m − n))
∣∣∣∣∣∣
∣∣∣∣∣∣
2
2
≤
∑
|k|≤N
∣∣∣∣∣∣∣
∑
n,m∈[1,N ]
n−m=k
a(m)a¯(n)
∣∣∣∣∣∣∣
2
. (7.1)
The contribution to the sum over k for k = 0 is
≤
∣∣∣∣∣∣
∑
n∈[1,N ]
|a(n)|2
∣∣∣∣∣∣
2
≪ N3(log N)2 = N3+O(1/ log log N). (7.2)
If k 6= 0, we see from the definition of a(n),
∑
n,m∈[1,N ]
n−m=k
a(m)a¯(n) =
(
2φ(W ) log z
σ(b)W
)2 ∑
z≤x,y≤√WN+b, x,y prime
x2≡y2≡b(modW )
x2−y2=Wk
xy. (7.3)
Using the Cauchy-Schwarz inequality, we estimate the sum on the right hand
side in (7.3) as follows:
∑
z≤x,y≤√WN+b, x,y prime
x2≡y2≡b(modW )
x2−y2=Wk
xy ≪ d1/2(k)


∑
x,y≤√WN+b, x,y prime
x2≡y2≡b(modW )
x2−y2=Wk
x2y2


1/2
. (7.4)
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Combining (7.1) - (7.4), we see∫
T
|aˆ(θ)|4 dθ ≪ N2(log N)4
∑
0<|k|≤N
d(k)
∑
x,y≤√WN+b, x,y prime
x2≡y2≡b(modW )
x2−y2=Wk
1 +N3+O(1/ log log N).
(7.5)
Recalling the standard estimate for the divisor function d(k)≪ NO(1/ log logN)
for 0 ≤ |k| ≤ N, we see from (7.5):∫
T
|aˆ(θ)|4 dθ ≪ NO(1/ log logN)N2(log N)4
∑
0<|k|≤N
∑
x,y≤√WN+b, x,y prime
x2≡y2≡b(modW )
x2−y2=Wk
1
+ N3+O(1/ log logN)
≪ N2+O(1/ log logN)

 ∑
x≤√WN+b, x prime
x2≡b(modW )
1


2
+N3+O(1/ log logN)
≪ N3+O(1/ log logN), (7.6)
which proves Lemma 7.2.
Lemma 7.3 Define the region
Rδ1 = {θ ∈ T : |aˆ(θ)| > δ1N} .
for any δ1 ∈ (0, 1). For any δ1 ∈ (0, 1) and any ǫ > 0 there exists a constant
Cǫ depending only on ǫ such that
meas(Rδ1) ≤
Cǫ
δ4+ǫ1 N
.
As shown in [3], Lemma 7.1 is a direct consequence of Lemma 7.3.
Proof of Lemma 7.3: Using Lemma 7.2 instead of [3, Lemma 6.2], we derive
in the same way as in [3, Proof Lemma 6.3] that we only need to consider the
case
δ1 > N
−C(ǫ log logN)−1 . (7.7)
As in [3, Section 6], we let θ1, .., θR be 1/N spaced points in T such that
|aˆ(θr)| ≥ δ1N , for 1 ≤ r ≤ R. We known from [3, Proof Lemma 6.3] that in
order to prove Lemma 7.3, it is sufficient to show that
R≪ Cǫ
δ4+ǫ1
. (7.8)
30
In order to prove (7.8), we let fn ∈ R be such that |fn| ≤ 1 and a(n) = fnv(n)
for integers 1 ≤ n ≤ N. Furthemore, define cr ∈ C with |cr| = 1 such that
craˆ(θr) = |aˆ(θr| for 1 ≤ r ≤ R. Then it follows from the Cauchy-Schwarz
inequality and the prime number theorem in arithmetic progressions with the
constant module W,
δ21N
2R2 ≤

 ∑
1≤r≤R
|aˆ(θr)|


2
=

 ∑
1≤r≤R
cr
∑
n≤N
a(n)e(nθr)


2
=

∑
n≤N
a(n)1/2(fnv(n))
1/2
∑
1≤r≤R
cre(nθr)


2
≪
∑
n≤N
a(n)
∑
n≤N
v(n)
∣∣∣∣∣∣
∑
1≤r≤R
cre(nθr)
∣∣∣∣∣∣
2
≪ N
∑
n≤N
v(n)
∣∣∣∣∣∣
∑
1≤r≤R
cre(nθr)
∣∣∣∣∣∣
2
,
which implies
δ21NR
2 ≪
∑
1≤r,r′≤R
|vˆ(θr − θr′)| . (7.9)
Assume γ > 2 be fixed. Applying Ho¨lder’s inequality to (7.9), we find
δ2γ1 N
γR2 ≪
∑
1≤r,r′≤R
|vˆ(θr − θr′)|γ . (7.10)
We put θ = θr − θr′ for given r 6= r′. With θ in place of rN , we see from (6.4),
(6.18), (6.50), (6.51), (6.54), and Lemma 6.4,
|vˆ (θ)| ≪ φ(W )
W
log z
(
|T (q1q2)|+ q−1/2+ǫ
) ∣∣∣∣∣∣
N∫
0
e
((
(θ − a
q
)
x
)
dx
∣∣∣∣∣∣ +N1−δ/400g.
(7.11)
Using (4.3), Lemma 6.5, (6.11), and (6.52), we see from (7.11),
|vˆ (θ)| ≪
(
log N |T (q1q2)|+ q−1/2+ǫ
)
min
{
N,
∣∣∣∣
∣∣∣∣θ − aq
∣∣∣∣
∣∣∣∣
−1}
+N1−δ/400
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≪ N
(
q−1/2+ǫ
(
1 +N
∣∣∣∣
∣∣∣∣θ − aq
∣∣∣∣
∣∣∣∣
)−1
+N−δ/400
)
.
(7.12)
Let Q1 = δ
−d
1 for some d ∈ [5, 6] which we will fix later. If q > Q1, then by
(7.7) and (7.12),
|vˆ (θ)| ≪ Q−1/2+ǫ1 N ≤ δ(5/2+5ǫ)1 N. (7.13)
We derive from (7.12) and (7.13) that the contribution of all θ = θr − θr′ ∈
M(a, q) with q ≥ Q1 in the sum over r, r′ in the right-hand side of (7.10) is
≪ R2δγ(5/2+5ǫ)1 Nγ , which implies that it is smaller than the left-hand side
of (7.10) and we can therefore neglect it. Summarizing the above, we derive
from (7.7), (7.10), and (7.12),
δ2γ1 R
2 ≪
∑
q≤Q1
∑
amod q
(a,q)=1
∑
1≤r,r′≤R
q−γ/2+ǫ(
1 +N
∣∣∣∣∣∣θr − θr′ − aq ∣∣∣∣∣∣)γ ,
which implies
δ2γ+ǫd1 R
2 ≤
∑
q≤Q1
∑
amod q
(a,q)=1
∑
1≤r,r′≤R
q−γ/2(
1 +N
∣∣∣∣∣∣θr − θr′ − aq ∣∣∣∣∣∣)γ . (7.14)
We assume ǫ ≤ 10−9. We set δ2 = δ
2γ+dǫ
2γ
1 . Further we choose d such that
5 = d 2γ2γ+dǫ which implies that d =
10γ
2γ−5ǫ ∈ [5, 6] . Thus, we see from (7.14):
δ2γ2 R
2 ≤
∑
q≤δ−52
∑
amod q
(a,q)=1
∑
1≤r,r′≤R
q−γ/2(
1 +N
∣∣∣∣∣∣θr − θr′ − aq ∣∣∣∣∣∣)γ . (7.15)
This is exactly the same expression that was found in the proof of [3, Lemma
6.3]. It is stated in [3, end of section 6] that, using the argument in [2], (7.15)
implies (7.8) with δ2 instead of δ1. As ǫ ≤ 10−9 and γ > 2, this in turn implies
R≪ Cǫ
δ
(4+ǫ) 2γ+dǫ2γ
1
≤ Cǫ
δ4+8ǫ1
.
This proves (7.8) with ǫ := 8ǫ.
8 Regularity condition
In this section, we prove that the function a4(n) satisfies the regularity condi-
tion (5) of Theorem 1.2. Following the argument in [10, Section 5], we write
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β = δ/50, Y =
∏
p≤β−1
p is prime
p, and β is chosen such that Y |W. We set
U =
{
1 ≤ u ≤ βN4 : Wu+ b4 ∈ P2
}
,
V =
{
(1− β)N4 ≤ v ≤ N4 : Wv + b4 ∈ P2
}
.
We see,
∑
(u,v)∈M
a4(u)a4(v) =
(
2φ(W )
σ(b)W
log z4
)2 ∑
(u,v)∈M
√
Wu+ b
√
Wv + b
≫ NW
(
φ(W )
σ(b)W
log z4
)2 ∑
u∈U,v∈V
(u−v,Y )=1
1
≫ NW
(
φ(W )
σ(b)W
log z4
)2 ∑
s1,s2(mod Y )
(s1−s2,Y )=1
|U ∩ Y Z+ s1| |V ∩ Y Z+ s2| . (8.1)
We now consider the set U ∩ Y Z + s1. For any u ∈ U, there exists a unique
pair of integers hj and u1, hj ∈ [W ], j ∈ [1, .., σ(b4)], h2j ≡ b4(modW ), u1 ∈
[1, U1], U1 :=
(√
WβN4 + b4 − hj
)
/W, such that Wu1 + hj ∈ P and
(Wu1 + hj)
2
=Wu+ b4. (8.2)
Conversely, for each such pair u1 and hj there exists exactly one u ∈ U such
that (8.2) holds. We write h2j = cjW + b4 such that Wu + b4 = W (Wu
2
1 +
2hju1 + cj) + b4. As Y |W, the congruence condition u ≡ s1(modY ) in (8.1)
implies that
2hju1 ≡ s1 − cj(modY ). (8.3)
In the same way, considering the set V ∩Y Z+s2, we find integers v1 ∈ [V1, V2],
V1 =
(√
W (1− β)N + b4 − hk
)
/W, V2 =
(√
WN + b4 − hk
)
/W, hk, and ck
such that h2k ≡ b4(modW ), and
2hkv1 ≡ s2 − ck(modY ). (8.4)
Combining (8.1) - (8.4), we obtain∑
(u,v)∈M
a4(u)a4(v)
≫ NW
(
φ(W )
σ(b)W
log z4
)2 ∑
s1,s2(mod Y )
(s1−s2,Y )=1
σ(b)∑
j=1
σ(b)∑
h=1
∑
1≤u1≤U1
Wu1+hj∈P
2hju1≡s1−cj(mod Y )
∑
V1≤v1≤V2
Wv1+hk∈P
2hkv1≡s2−ck(mod Y )
1.
(8.5)
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For a fixed pair s1 and s2 with (s1 − s2, Y ) = 1, note that the summation
condition (s1−s2, Y ) = 1 implies that (s1, 2) = 1 and (s2, 2) = 2 or viceversa.
Assuming - without loss of generality - that (s1, 2) = 1 and (s2, 2) = 2, the
congruence conditions in the summations over u1 and v1 imply that (cj , 2) = 1
and (ck, 2) = 2. Assuming that for each pair (s1, s2) we can find at least one
pair hj0 and hk0 such that cj0 and ck0 satisfy these conditions, we see from
(8.5): ∑
(u,v)∈M
a4(u)a4(v)
≥ NW
(
φ(W )
W
log z4
)2 ∑
s1,s2(modY )
(s1−s2,Y )=1
∑
1≤u1≤U1
Wu1+aj0∈P
u1≡ ¯hj0(s1−cj0)/2(mod Y )
∑
V1≤v1≤V2
Wv1+hk0∈P
v1≡ ¯hk0(s2−ck0)/2(mod Y )
1
≫ NW
(
φ(W )
W
log z4
)2
Y φ(Y )
(√
βN4
log N4
√
W
φ(W )Y
)2
≫ N2κ,
Here, we have used the prime number theorem in arithmetic progressions of
modulus WY which is a constant. To conclude the proof, we show that for
a fixed pair s1 and s2 we can indeed find at least one pair hj0 and hk0 with
h2j0 ≡ h2k0 ≡ b4(modW ) such that (cj0, 2) = 1 and (ck0, 2) = 2.Assume a given
hj0 with h
2
j0 = cj0W + b4 such that (cj0, 2) = 2. We define hj1 := hj0 +
W
2 .
We see h2j1 =Wcj1+b4, where cj1 = cjo+hjo+
W
4 . As (cjo+hjo+
W
4 , 2) = 1,
we have found hj1 such that (cj1, 2) = 1. In the same way, we can show that
there exists hko such that (ck0, 2) = 1.
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