Abstract-One of the most important issues in top-down cooperative control of multi-agent systems is to decompose the global specification in order to design the local supervisors such that the fulfilment of these sub-specifications by each individual agent, results in the satisfaction of the global specification as a team. Given the global desired behavior, represented as an automaton, and the distribution of its events into local plants, the question is whether it is always possible to decompose the task automaton into a finite number of sub-automata such that the parallel composition of sub-automata is bisimilar to the original task automaton, and if not, what are the necessary and sufficient conditions for such decomposability. It is shown that it is not always possible to do so. We then present the necessary and sufficient conditions for decomposability of a given task automaton such that the parallel composition of these local task automata bisimulates the original task automaton. It is found that the task automaton is decomposable if and only if it satisfies some symmetry properties, representing independence of the order and the choice of private events from different local event sets, and some properties on the interleaving of strings that share the same first appearing common event. This result will help to design the local controllers from the global logical specification, to be used in the top-down cooperative control of distributed systems.
I. INTRODUCTION
Multi-agent system has rapidly emerged as a rapidly growing area and attracted the support of researches and practitioners in many fields such as manufacturing systems, distributed robotic systems, coordinated surveillance, reconnaissance, distributed defence systems, underwater or space exploration, assembling and transportation and rapid emergency response and rescue systems [1] . The cooperative control of a large number of dynamical agents is still in its infancy and possesses significant theoretical and technical challenges that may fall beyond the conventional methodologies [2] , [3] . Each agent is usually equipped with certain, but very limited, degrees of sensing, processing, communication, and maneuvering capabilities. However, a large collection of these elementary systems, as a whole, could display remarkable capabilities and exhibit highly complex collective behaviors [4] . Much work has been done on the formation stabilization and consensus seeking [5] - [8] . Approaches like graph Laplacians for the associated neighborhood graphs [7] , artificial potential functions [9] , [10] , navigation functions for distributed formation stabilization with collision avoidance constraints [11] - [13] , and optimization based path planning [14] , [15] , [16] , parallel processing [17] , [18] , bottom-up task sharing and planning [19] , [20] have been developed in the literature. Another popular approach for multi-agent system design is through biomimicry and draws inspirations from the swarming behaviors of biological systems, such as colonies of ants, hives of bees, flocks of birds, and schools of fishes [21] , [22] , [23] . Simulation and empirical studies have shown that complicated collective behaviors can be emerged from a large collection of simple mobile robots via simple intuitive local interaction rules [24] - [27] . These studies generate increasing excitements, and the past decade has seen significant research activities in this area.
Most of efforts so far have been focused on understanding how and what global behavior can be generated from simple local interactions [23] , [28] . A more important issue, however, is how to explicitly design these local interaction rules such that certain desirable global behaviors can be achieved by the team of cooperative agents [29] . The desired global specification could be very complicated, and the design goes beyond the traditional path planning, output regulation, or formation control [2] , [3] , [30] , [31] . On the other hand, the bottomup philosophy in swarming robotics through biomimetic may fail to guarantee the correctness by design, since there still exist lacks in clear understanding on how to change these rules to fulfill or avoid a specific global behavior. This strongly motivates us to develop a new and efficient approach that can design the local interaction rules and control laws for agents directly, and the desired global behaviors can be guaranteed by design. In particular, we aim to develop a formal design method for distributed coordination and control of multi-agent systems so as to make sure that they, as a group, can achieve the specified requirements, collectively.
To achieve such an ambitious research goal, we propose a "divide-and-conquer" approach. The core idea is to decompose a global specification into sub-specifications for individual agents, and then design local interaction rules and control laws for each agent to satisfy these local specifications, respectively. The decomposition should be done in such a way that the global behavior is achieved provided that all these sub-specifications are held true by individual agents. Hence, the global specification should be satisfied by design. The first difficulty for this approach is whether it is always possible to decompose a given global specification. If not, what is the necessary and sufficient condition for the proposed decomposability? This paper aims to answer these questions.
These global specifications often refer to the logical and temporal combinations of events describing the behavior and coordination among the agents, and can be represented in linear temporal logic (LTL) [32] . An advantage of using LTL is its structural resemblance to natural languages, and an LTL formula can be converted to a Büchi automaton [33] . Therefore, we assume here that the global specification is given as an automaton. Accordingly, we will focus on the logical behavior [34] of a multi-agent system and model it as a parallel distributed systems (the parallel composition of local plant automata) [35] . Here, each agent is represented by an automaton and has a namely local event set, which may contain both private events and common events.
The main issue investigated in this paper is that given a global task automaton and given the distribution of the global event set into local event sets, how to decompose the global task automaton into sub-automata with respect to agents' event sets such that the proposed divide-and-conquer approach can be performed. A reasonable guess is to use natural projections with respect to an agent's event set. Namely, the agent will ignore the transitions marked by the events that are not in its event set, i.e., blind to these moves. The obtained automaton will be a sub-automaton by deleting all these moves triggered by blind events of the agent. By a simple counter example, we have shown that it is not always possible to decompose an automaton A into sub-automata A i by natural projection, where the parallel composition of these sub-automata A i is bisimilar to the automaton A. We have then proposed the necessary and sufficient conditions for automaton decomposition.
Bisimulation synthesis modulo for a global automaton has been also addressed in [36] by introducing a necessary and sufficient for automaton decomposition based on language product of the automaton and determinism of its bisimulation quotient. Obtaining the bisimulation quotient, however, is generally a difficult task. We have proposed a necessary and sufficient condition that characterizes the decomposability based on common and private events. Another work in computer science literature, on automaton decomposition is [37] , that has characterized the asynchronous automata that are isomorphic to parallel composition of some automata, and then it has built the decomposition for such systems, based on the maximal cliques of the dependence graph [37] . Their characterization of independency relies on a so-called forward diamond (F D) and independent diamond (ID) rules, representing the intuitive notion of independent order and independent choice of independent events (private events from different local event sets [36] ). Our characterization of independent events are more relax than the charactrization of asynchronous automata in [37] , allowing to obtain the decomposition in the sense of bisimulation rather than isomorphism (see Remark 1) .
The rest of the paper is organized as follows. Preliminary lemmas, notations, definitions and problem formulation are represented in Section II. Section III introduces the necessary and sufficient condition for decomposition of an automaton with respect to parallel composition and two local event sets. The decomposability conditions have been elaborated in this section through illustrative examples. Finally, the paper concludes with remarks and discussions in Section IV.
II. PROBLEM FORMULATION
We first recall the definition of an automaton [38] . Definition 1: (Automaton) An automaton is a tuple A = (Q, q 0 , E, δ) consisting of
• a set of states Q;
• the initial state q 0 ∈ Q; • a set of events, E, that cause transitions between the states, and • a transition relation δ ⊆ Q×E ×Q such that (q, e, q ) ∈ δ if and only if δ(q, e) = q (or q e → q ).
The transition relation can be extended to a finite string of events, S ∈ E * , where E * stands for Kleene − Closure of E (the set of all finite strings over elements of E), as follows δ(q, ε) = q, and δ(q, Se) = δ(δ(q, S), e) for S ∈ E * and e ∈ E. We focus on deterministic task automata that are simpler to be characterized, and cover a wide class of specifications. The qualitative behavior of a deterministic system is described by the set of all possible sequences of events starting from initial states. Each such a sequence is called a string, and a collection of strings represents the language generated by the automaton, denoted by L(A). The existence of a transition over string S ∈ E * from a state q ∈ Q, is denoted by δ(q, S)!, and considering a language L, by δ(q, L)! we mean ∀ω ∈ L : δ(q, ω)!.
To describe the decomposability condition in the main result and during the proofs, we define successive event pair and adjacent event pair as the following two definitions.
Definition 2: (Successive event pair) Two events e 1 and e 2 are called successive events if ∃q ∈ Q : δ(q, e 1 )! ∧ δ(δ(q, e 1 ), e 2 )! or δ(q, e 2 )! ∧ δ(δ(q, e 2 ), e 1 )!.
Definition 3: (Adjacent event pair) Two events e 1 and e 2 are called adjacent events if ∃q ∈ Q : δ(q, e 1 )! ∧ δ(q, e 2 )!.
To compare the task automaton and its decomposed automata, we use the simulation relation [39] , defined as follows.
Definition 4: (Simulation) Let two automata
The mutual symmetric similarity between A 1 and A 2 is called bisimilarity relation and is denoted by A 1 ∼ = A 2 . Two automata are (bi)similar when the (bi)simulation relation is defined over all (Q 1 × Q 2 ) Q 1 , for all e ∈ E.
In this paper, we assume that the task automaton A S and the sets of local events E i are all given. It is further assumed that A is deterministic automaton while its event set E is obtained by the union of local event sets, i.e., E = ∪ i E i . The problem is to check whether the task automaton A S can be decomposed into sub-automata A Si on the local event sets E i , respectively, such that the collection of these sub-automata A Si is equivalent somehow to A S when put them together. The equivalence is in the sense of bisimilarity as defined above, while the clustering process for these sub-automata A Si could be in the usual sense of parallel composition as defined below. Parallel composition is used to model the interactions between automata and represent the logical behavior of multi-agent systems. Parallel composition is formally defined as Definition 5:
The parallel composition (synchronous composition) of A 1 and A 2 is the automaton A 1 ||A 2 = (Q, q 0 , E, δ), defined as
if δ 2 (q 2 , e)!, e ∈ E 2 \E 1 ; undef ined, otherwise A reasonable guess for task automaton decomposition is to use natural projections with respect to agents' event set. Natural projection over strings is denoted by p Ei = p i : E * → E * i , takes a string from the event set E and eliminates events in it that do not belong to the event set E i ⊆ E. The natural projection is formally defined on the strings as Definition 6: (Natural Projection on String) Consider a global event set E and its local event sets E i , i = 1, 2, with E = E 1 ∪ E 2 . Then, the natural projection p i : E * → E * i is inductively defined as p i (ε) = ε;
∀S ∈ E * , e ∈ E : p i (Se) = p i (S)e if e ∈ E i ; p i (S) otherwise.
The natural projection is also defined on automata as P i (A S ) : A S → A Si , where, A Si are obtained from A S by replacing its events that are belonged to E\E i by ε-moves, and then, merging the ε-related states. The natural projection is formally defined on an automaton as follows.
Definition 7: (Natural Projection on Automaton) [37] Consider an automaton A S = (Q, q 0 , E, δ) and local event sets
Ei if there are states q 1 and q 1 such that q 1 ∼ Ei q, q 1 ∼ Ei q , and δ(q 1 , e) = q 1 . Here, [q] Ei denotes the equivalence class of the state q defined on ∼ E i , where, the relation ∼ E i is the least equivalence relation on the set Q of states such that δ(q, e) = q ∧ e / ∈ E i ⇒ q ∼ Ei q . Following example elaborates the concept of natural projection on a given automaton.
Example 1: Consider an automaton
and local event sets E 1 = {a, b, e 1 }, E 2 = {a, b, e 2 , e 4 }.
The natural projection of A S into E 1 is obtained as
o o by replacing e 2 , e 4 ∈ E\E 1 with ε and merge the ε-related states. Similarly, the projection P 2 (A S ) is obtained as P 2 (A S ):
To investigate the interactions of transitions between two automata, particularly in P 1 (A S ) and P 2 (A S ), the interleaving of strings is defined as follows. → q n , the interleaving of their corresponding strings, S = e 1 e 2 ...e n and S = e 1 e 2 ...e m , is denoted by S|S , and defined as S|S = L{P A(q 1 , S)||P A (q 1 , S )}, where, P A(q 1 , S) = ({q 1 , ..., q n }, {q 1 }, {e 1 , ..., e n },δ P A ) with δ P A (q i , e i ) = q i+1 , i = 1, ..., n − 1, and P A (q 1 , S ) is defined, similarly.
Based on these definitions we may now formally define the decomposability of an automaton with respect to parallel composition and natural projections as follows.
Definition 9: (Automaton decomposability) A task automaton A S with the event set E and local event sets E i , i = 1, 2, E = E 1 ∪ E 2 , is said to be decomposable with respect to parallel composition and natural projections P i :
To tackle the task decomposition using projection scheme, it is crucial to know wether any given task automata is decomposable, and if not, what is the decomposability condition. The first question refers to the solvability of decomposition problem as follows.
Problem 1: Given a deterministic task automaton A S and local event sets E i , i = 1, 2, is it always possible to decompose A S with respect to parallel composition and natural projections P 1 , P 2 ?
To answer this question, we examine following two examples.
Example 2: Consider the task automaton A S and its local event sets in Example 1. This automaton is decomposable with respect to parallel composition and natural projections, since 
L(A S ). Therefore, A S is not decomposable with respect to parallel composition and natural projections P i , i = 1, 2.
Example 2 shows examples of decomposable automata. Example 3, on the other hand, illustrates a counter example of an undecomposable automaton. Therefore, not all automata are decomposable with respect to parallel composition and natural projections. Then, a natural follow-up question is what makes an automaton decomposable. It can be formally stated as follows.
Problem 2: Given a deterministic task automaton A S and local event sets E i , i = 1, 2, what is the necessary and sufficient condition that A S is decomposable with respect to parallel composition and natural projections P i :
III. TASK AUTOMATON DECOMPOSITION
The previous section showed that not all automata are decomposable, i.e., not every automaton A S bisumulates P 1 (A S )||P 2 (A S ). On the other hand, from the definition of natural projection it is found that P 1 (A S )||P 2 (A S ) is always decomposable into P 1 (A S ) and P 2 (A S ). Now, focusing on P 1 (A S )||P 2 (A S ), obtained from parallel composition of P 1 (A S ) and P 2 (A S ), we are interested in finding the conditions for bisimilarity of P 1 (A S )||P 2 (A S ) and A S . This bisimilarity is constructed based on mutual simulations as stated in the following two lemmas. Because of limitation in space, the proof of lemmas are omitted from here and are available in [40] . By the first lemma, it always holds the following simulation relationship.
Lemma 1: Consider any deterministic automaton A S with event set E, local event sets E i , and natural projections
This lemma shows that, in general, P 1 (A S )||P 2 (A S ) simulates A S . In order to force the entire closed loop system to respect the global specification, A S is also required to simulate P 1 (A S )||P 2 (A S ), that collectively leads to decomposability of
The similarity of P 1 (A S )||P 2 (A S ) to A S , however, is not always true (See Example 3), and needs some conditions as stated in the following lemma.
Lemma 2: Consider a deterministic automaton A S = (Q, q 0 , E = E 1 ∪ E 2 , δ) and natural projections P i : A S → P i (A S ), i = 1, 2. Then P 1 (A S )||P 2 (A S ) ≺ A S if and only if it satisfies the following conditions:
• DC1 : [δ(q, e 1 )! ∧ δ(q, e 2 )!] ∨ δ(q, e 1 e 2 )! ∨ δ(q, e 2 e 1 )! ⇒ δ(q, e 1 e 2 )! ∧ δ(q, e 2 e 1 )!; • DC2 : δ(q, e 1 e 2 S)! ⇔ δ(q, e 2 e 1 S)!, and • DC3 : ∀S, S ∈ E * , sharing the same first appearing common event a ∈ E 1 ∩ E 2 , S = S , q ∈ Q: δ(q, S)! ∧ δ(q, S )! ⇒ δ(q, p 1 (S)|p 2 (S ))! ∧ δ(q, p 1 (S )|p 2 (S))!. From Lemmas 1 and 2, under the same conditions in Lemma 2, mutual symmetric simulation relations will be obtained between Q 1 × Q 2 in P 1 (A S )||P 2 (A S ) and Q in A S over E, as stated in the following main result. Given local event sets E 1 and E 2 , the following theorem gives a necessary and sufficient condition for the decomposability of automaton A S .
Theorem 1: A deterministic automaton A S = (Q, q 0 , E = E 1 ∪ E 2 , δ) is decomposable with respect to parallel composition and natural projections P i : A S → P i (A S ), i = 1, 2, such that A S ∼ = P 1 (A S )||P 2 (A S ) if and only if it satisfies the following decomposability conditions (DC):
• DC1 : [δ(q, e 1 )! ∧ δ(q, e 2 )!] ∨ δ(q, e 1 e 2 )! ∨ δ(q, e 2 e 1 )! ⇒ δ(q, e 1 e 2 )! ∧ δ(q, e 2 e 1 )!; • DC2 : δ(q, e 1 e 2 S)! ⇔ δ(q, e 2 e 1 S)!, and • DC3 : ∀S, S ∈ E * , sharing the same first appearing
Remark 1: Intuitively, the decomposability condition DC1 means that for any successive or adjacent pair of private events (e 1 , e 2 ) ∈ {(E 1 \E 2 , E 2 \E 1 ), (E 2 \E 1 , E 1 \E 2 )} (from different private event sets), both orders e 1 e 2 and e 2 e 1 should be legal from the same state, unless they are mediated by a common string. This concept is illustrated in the following example. Furthermore, e 1 e 2 and e 2 e 1 are not required to meet at the same state; but due to DC2, any string S ∈ E * after them should be the same, or in other words, if e 1 and e 2 be necessary conditions for occurrence of a string S, then any order of these two events would be legal for such occurrence (see automata in Example 2). Note that, as a special case, S could be ε.
The axioms DC1, DC2 also like forward diamond (F D) and independent diamond (ID) rules in [37] represent the intuitive notion of independent order and independent choice of independent events (private events from different local event sets), However, DC1, DC2 differ from F D and ID, by allowing the diamond to not necessarily be closed, i.e., independent events e 1 and e 2 starting from one state are allowed to occur in any order, but according to DC1 and DC2, the orders may reach to different states. This relaxation allows us to obtain the decomposition in the sense of bisimulation rather than isomorphism. Generally, some automata may satisfy DC1 and DC2, but not necessarily F D and ID (see for instance the second automaton in Example 2 that does not satisfy F D and ID and is not decomposable in the sense of isomorphism, but it satisfies DC1 and DC2, and it is decomposable in the sense of bisimulation).
The condition DC3 means that if two strings S and S share the same first appearing common event, then any interleaving of these two strings should be legal in A S . This requirement is due to synchronization constraint among projections of these
