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Abstract
In this article, we present an innovative method to find particular solutions of the non-
homogeneous Cauchy-Euler equations in several variables and Sturm-Liouville equations. The
method is basically built on the application of the ponderation ring which introduced by Assal
and Zeyada [2].
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1 Introduction
Assal and Zeyada [2] have introduced a new ring of ponderation functions R defined as a class of
coercive complex-valued function ϕ over Nn, n ∈ N, inspired from the work of Nguon [5]. Cauchy-
Euler differential equations are of great importance. They appear in the analysis of computer
algorithms, notably in the analysis of quicksort and search trees; a number of physics and en-
gineering applications and many other sciences. There are many attempts to find a particular
solution to the non-homogeneous Euler’s equation, for example, see [1]. The main goal of this
paper is to provide a particular solution of nth order non-homogenous Cauchy-Euler equation and
Sturm-Liouville equation using a new application of ponderation ring [2]. This work consists to
bring out an interconnection between algebra and differential equations.
The materials of the paper are organized as follows. In the next section, some preliminary facts
are presented. In addition, the main results over the ring R obtained in [2] are stated without
displaying deep details. In Section 3, we extend the action of the operator Bϕ to a bigger space
containing almost standard functions. Section 4 is devoted to presenting and analyzing the main
theorem of this paper. To be more precise, we give a general formula of a particular solution of the
general Euler differential equations in several variables and we also provide a particular solution of
the Cauchy-Euler differential equation in one variable and Sturm-Liouville differential equation in
one variable in a particular form. The last section is interested in one of most applicable first order
partial differential equation which is of divergence form. Then we get a particular solution for any
partial differential equation in which the corresponding ponderation function may be decomposed
into a product first order polynomials. Finally, we study the particular solution of some kind of
second order partial differential equations.
For general background on Euler differential equations and Sturm-Liouville differential equa-
tions, we refer the reader to [4] and [6], and for ring theory, see [3].
1
2 Preliminaries
A ponderation function is a coercive complex-valued function ϕ defined on Nn, n ∈ N, such that
there exist a real number d and positive constants c, and C satisfying
c|γ|d ≤ |ϕ (γ) | ≤ C|γ|d
as inf
1≤j≤n
γj , tends to infinity, where γ = (γ1, γ2, ..., γn) ∈ Nn, and |γ| = γ1 + γ2 + ...+ γn. In order
to induce the set of ponderation function with a ring structure we consider a class of regularizing
functions {χA : A ⊂ Nn}, where χA(γ) =
{
1, if γ ∈ A,
0, if γ 6∈ A,
and we denote by P the set of ponderation functions. We point that if |Ac| = ∞, χA does not
belong to P . Furthermore, it has been proved in [2] that the set:
R =
{ ∑
finite
χAiϕi : Ai ⊂ Nn, ϕi ∈ P
}
,
is a commutative ring with the usual addition and multiplication; called the ring of ponderation
functions. In what follows we summarize some results which was proved in [2].
Proposition 1. [2] The ring R of ponderation functions is a non-noetherian ring.
Proposition 2. [2] The following assertions are equivalent:
1. ψ ∈ R is idempotent.
2. ψ = χA for some A ⊂ Nn.
Moreover, in this case the ideal ψR is summand.
Proposition 3. [2] An ideal of R, is minimal if and only if it is of the form χBR for some B ⊂ Nn
with |B| = 1.
According to the above Proposition, the minimal ideals of R are of the form χAR for some
A ⊂ N with |A| = 1, and hence the socle of R is of the form Soc(R) = ⊕|A|=1 χAR. Moreover,
Soc(R) is an essential ideal of R, since for every non-zero principal ideal χAR, and for some B ⊂ A
with |B| = 1, we have χBR ⊂ χAR
⋂
Soc(R).
In order to introduce the ring S of symbols based on the ring R, we consider the following series
I
ψ
M (z, u) := 2
−M
∞∑
m=0
1
m!(m+M)!
∑
|γ|=m
m!
γ!
ψ(γ)zγuγ , z, u ∈ Cn and M ≥ 0. (1)
It has been proved in [5] that for all ψ ∈ R and M ≥ 0 the series (1) is absolutely convergent
in the whole space Cn × Cn. Moreover, functions defined in a small enough neighborhood of the
diagonal ∆ by
aψ (z, u) =
I
ψ
n−1(z, u)
I1n−1(z, u)
, (2)
are well defined since I1n−1(z, u) does not vanish on ∆. This class of functions will be called symbols
and denoted by S. Furthermore, the convolution aθ ⋆ aψ(z, u) = I
θψ
n−1(z,u)
I1n−1(z,u)
, together with the usual
addition endow S with commutative ring structure.
Finally, we turn to introduce a ring of integral operators whose symbols lie in the ring S. To this
end, we consider the space Es, s ∈ R, of entire functions f defined on Cn such that
< f, g >s:=
∫
Cn
f(z)g(z)dµs(z) <∞,
2
where µs(z) = π
−2n2−2sK+2s(2|z|), and Kν is the MacDonald function with K+ν (t) = tνKν(t). In
the sequel we denote by E := ∩s∈REs.
Now, we are in a position to introduce a class of integral operators whose symbols are connected
with the ring R of ponderation functions. Hence, for all ϕ ∈ R we define the operator Baϕ over E
by
Baϕ(f)(u) = (
π
2
)−n
∫
Cn
(I1n−1 × aϕ)(z, u)f(z)dµ(z), f ∈ E , (3)
where dµ is the measure dµ0. Moreover the set O of operator Baϕ induced with the composition
and the usual addition is a commutative ring [2]. The following theorem brings out the connection
between ponderations, symbols and operators rings.
Theorem 1. The rings R, S and O are isomorphic and the following diagram is commutative
R H //
HoG
  
❅❅
❅❅
❅❅
❅❅
S
G
⑦⑦
⑦⑦
⑦⑦
⑦
O
where H and G are the maps introduced in [2, Proposition 12].
Proof. According to [2, Proposition 12], It is sufficient to prove that G is one to one. Hence,
suppose that G(aϕ) = 0, then it turns out that Baϕ(f) = 0 for all f ∈ E , and since z −→ aϕ(z, u)
is an entire function for all u ∈ Cn, it follows that aϕ is orthogonal to E , and therefore aϕ = 0.
N
3 The Ring of Operators
Definition 1. For all ϕ ∈ R and for all analytic function f(z) =
∑
γ≥0
aγz
γ we define the operator
Lϕ by
Lϕ(f) =
∑
γ≥0
ϕ(γ)aγz
γ .
Proposition 4. The set L = {Lϕ, ϕ ∈ R} is a commutative ring under composition and addition
and isomorphic to the ring R. Lϕ is invertible if ϕ is nowhere zero. The inverse of Lϕ is L−1ϕ = L 1
ϕ
.
Proof. Define F : R→ L by F (ϕ) = Lϕ. It is clear to show that F is an isomorphism of rings.
Theorem 2.
{Bϕ(f), ϕ ∈ soc(R), f ∈ E} = C[X1, ...Xn].
A function f(z) =
∑
γ≥0 aγz
γ , γ ∈ Nn belongs to the space E if and only if
∑
γ≥0
(|γ|+ n− 1)γ!|aγ |2 <∞.
So, we remark only "obese" functions belongs to E like hypergeometric functions and almost stan-
dard functions lies outside the space E , so we need to extend the action of the operator Bϕ to an
other space more bigger containing almost standard functions.
3
Extension theorem
Let Ω be an open set of Cn, the C∞(Ω) is unnormed vector space (not a Banach space), but is
a Frechet space ( locally convex spaces that are complete with respect to a translation-invariant
metric. In contrast to Banach spaces, the metric need not arise from a norm).
we define a semi norm on C∞(Rn) as follows:
1. We construct a sequence of compact (Kj)j≥0 of Ω satisfying Kj ⊂
◦
Kj+1 and ∪j≥0Kj = Ω,
Kj = {x ∈ Ω, d(x,Ωc) ≥ 1
j
} ∩B(0, j).
2. We introduce a countable family of semi norms as follows |f |Kj ,j = supL∈Nn,ℓ≤j ||DLf ||Kj .
3. Define d(f, g) =
∞∑
j=0
2−j inf(1, |f − g|Kj ,j) then (C∞(Ω), d) is a Frechet space.
The following Theorem may be not applicable in our situation.
Banach continuation theorem
Let X be a normed vector space and Y is a Banach space and E ⊂ X E dense if T : E −→ Y is
a linear continuous map then T can be uniquely extended to a linear continuous map T˜ : X −→ Y .
Metric continuation theorem
Let (E, d) be a metric space and (F, d′) be a complete metric space and A ⊂ E,A = E and let
f : (A, d) −→ (F, d′) be uniformly continuous, then f can be uniquely extended to a uniformly
continuous function f˜ : (E, d) −→ (F, d′).
Corollary 1. The ring O is isomorphic to L. Moreover, every operator Bϕ in O may be extended
to an operator Lϕ in L.
4 Applications
4.1 Euler Equation in several variables
If ϕ is a polynomials of the form
ϕ(k1, ...kn) =
∑
0≤i1≤p1
. . .
0≤in≤pn
ai1,...in(k1)i1 ...(kn)in
where ϕ is given in the Pochhammer basis (ks)i, 1 ≤ s ≤ n and
(ks)i =
{
ks(ks − 1)(ks − 2)...(ks − i+ 1), if i ≥ 1
1, if i = 0
Remark 1. The number of monomials of a polynomials of degree d in n variables is:(
d+ n− 1
n− 1,
)
to get a basis on C[X1, ...Xn] we have to fix an order on the set of monomials. In what follows we
assume that the monomials are ordered lexicographically. That is the monomials xα = xα11 ...x
αn
n
is greater than the monomials xβ = xβ11 ...x
βn
n if α1 = β1, ..., αk = βk and αk+1 > βk+1 (perhaps
k = 0).
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In C[X ] there is only one order 1 < x, x2.... < xn < ....
The expansion of the pochhammer polynomial (k)t is (k)t =
t∑
i=1
s(t, i)ki where s(t, i) is the
signed Stirling numbers of the first kind. The signed Stirling numbers of the first kind can be
calculated by the recurrence relation s(n + 1, k) = −ns(n, k) + s(n, k − 1) for k > 0, with the
initial conditions s(0, 0) = 1 and s(n, 0) = s(0, n) = 0 for n > 0. Thus the transition matrix from
the pochhammer basis (k)0, (k)1, ..., (k)t to the standard basis 1, k, ..., k
t is the triangular matrix
(s(i, j)0 ≤ j, i ≤ t.
Theorem 3. For all f ∈ E and ϕ ∈ R be a polynomials then Lϕ(f) is a partial differential operator
given by
Lϕ(f) =
∑
0≤i1≤p1
. . .
0≤in≤pn
ai1,...inx
i1
1 ....x
in
n
∂i1+...+inf
∂xi11 ...∂x
in
n
. (4)
Moreover, if ϕ has no positive integer roots, then the partial differential equation Lϕ(f) = g has a
particular solution
f = L 1
ϕ
(g).
Proof. It is sufficient to prove the result for one variable and we obtain the result for several
variable by induction. Let ϕi(k) = k(k − 1)(k − 2)...(k − i+ 1), i ≥ 0, and f(x) =
∞∑
k=0
akx
k. Then
for i = 0 we obtain ϕ0(k) = 1 and Lϕ0(f) = f . Suppose now that Lϕi(f) = xi d
if
dxi
and we prove
that Lϕi+1(f) = xi+1 d
i+1f
dxi+1
, hence
ϕi+1 = k(k − 1)(k − 2)...(k − i+ 1)(k − i) = ϕi(k)(k − i),
and
Lϕi+1(f) =
∞∑
k=0
ϕi+1(k)akx
k =
∞∑
k=0
ϕi(k)(k − i)akxk.
It follows that ∫
x−1−iLϕi+1(f)(x)dx = x−i
∞∑
k=0
ϕi(k)akx
k,
that is
Lϕi+1(f)(x) = xi+1
d
dx
(x−ixi
dif
dxi
) = xi+1
di+1f
dxi+1
.
4.2 Cauchy-Euler Differential Equations in one variable
Cauchy-Euler equation is one of the first and simplest form of a higher ordered non-constant co-
efficient ordinary differential equation that encountered in an undergraduate differential equations
course. Let ψ(k) =
∑p
i=0(k)iai. Then
Lψ(f)(z) =
p∑
i=0
aiz
if (i)(z).
Definition 2. For every q ∈ C, we define the operator ℓq on E0 = {f ∈ E , f(0) = 0} as
ℓq(f)(z) =
∫
C
f(z)
zq
dz.
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Proposition 5. The operator ℓ1(f) =
∫
C
f(z)
z
dz is a n invertible operator from E0 to E. Its inverse
is the operator ℓ−11 (f)(z) = zf
′(z).
Proof. Routine.
Proposition 6. If ϕ(k) = πpi=1(k − ri)αi , ri 6∈ N for all i = 1, 2...p. where αi is the multiplicity
of the root ri , then Lϕ is invertible and we have
L−1ϕ (f) =
p∑
i=1
αi∑
j=1
Ci,jz
riℓ
j−1
1 ℓri+1(f). (5)
where Ci,j are such that
1
ϕ(k)
=
p∑
i=1
αi∑
j=1
Ci,j
(k − ri)j .
We apply the results derived above to solve the non-homogeneous Cauchy-Euler differential
equation when the non-homogeneity is a polynomial.
Corollary 2. Let ϕ(k) = πpi=1(k − ri)αi , ri 6∈ N for all i = 1, 2...p. where αi is the multiplicity
of the root ri be the corresponding ponderation function of the non-homogeneous Cauchy-Euler
equation
p∑
i=0
aiz
if (i)(z) =
m∑
j=0
djz
j .
Then f =
p∑
i=1
αi∑
j=1
m∑
ℓ=1
Ci,jdrz
ℓ
(ℓ− ri)αi , where Ci,j are such that
1
ϕ(k)
=
p∑
i=1
αi∑
j=1
Ci,j
(k − ri)j .
Example 1. Consider the equation
x3Y ′′′ + 7x2Y ′′ + 10xY ′ + 2Y = x2 sinx


1 0 0 0
0 1 −1 2
0 0 1 −3
0 0 0 1




2
10
7
1

 =


2
5
4
1

 ,
where 

1 0 0 0
0 1 −1 2
0 0 1 −3
0 0 0 1

 ,
is the transition matrix from the Pochhammer basis {1, x, x(x−1), x(x−1)(x−2)} to the standard
basis {1, x, x2, x3}, hence
ϕ(k) = 2 + 5k + 4k2 + k3 = (k + 1)2(k + 2),
and hence
1
ϕ(k)
=
−1
(k + 1)
+
1
(k + 1)2
+
1
(k + 2)
According to (5) a particular solution of the above equation is
f(x) =
−1
x
ℓ01ℓ0(x
2 sinx) +
1
x
ℓ11ℓ0(x
2 sinx) +
1
x2
ℓ01ℓ−1(x
2 sinx) =
−6 sinx
x2
+
cosx
x
+
2Ci(x)
x
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Example 2. According to above Corollary and the preceding Example, Y = x
2
36 +
x
4 + 1 is a
particular solution of the Cauchy-Euler equation
x3Y ′′′ + 7x2Y ′′ + 10xY ′ + 2Y = x2 + 3x+ 2.
Example 3.
Consider the equation
x9y(9) + 56x8y(8) + 1197x7y(7) + 12519x6y(6) + 68400x5y(5) + 193644x4y(4) + 265716x3y(3)
+152676x2y(2) + 27000xy(1) + 648y = ln(x).
.


1 0 0 0 0 0 0 0 0 0
0 1 −1 2 −6 24 −120 720 −5040 40320
0 1 −3 11 −50 274 −1764 13068 −109584
0 0 0 1 −6 35 −225 1624 −13132 118124
0 0 0 0 1 −10 85 −735 6769 −67284
0 0 0 0 0 1 −15 175 −1960 22449
0 0 0 0 0 0 1 −21 322 −4536
0 0 0 0 0 0 0 1 −28 546
0 0 0 0 0 0 0 0 1 −36
0 0 0 0 0 0 0 0 0 1




648
27000
152676
265716
193644
68400
12519
1197
56
1


=


648
3132
6534
7737
5744
2779
878
175
20
1


.
then the corresponding ϕ(k) is
ϕ(k) = 648 + 3132k+ 6534k2 + 7737k3 + 5744k4 + 2779k5 + 878k6 + 175k7 + 20k8 + k9
ϕ(k) = (k + 1)2(k + 2)3(k + 3)4
Using the transition matrix from the Pochhammer basis:
1, x, x(x − 1), x(x− 1)(x− 2), x(x − 1)(x− 2)(x− 3), x(x− 1)(x− 2)(x− 3)(x− 4),
x(x − 1)(x− 2)(x− 3)(x− 4)(x− 5), x(x− 1)(x− 2)(x− 3)(x− 4)(x− 5)(x− 6),
x(x − 1)(x− 2)(x− 3)(x− 4)(x− 5)(x− 6)(x− 7),
x(x − 1)(x− 2)(x− 3)(x− 4)(x− 5)(x− 6)(x− 7)(x− 8),
to the standard basis: {1, x, x2, x3, x4, x5, x6, x7, x8, x9}
1
ϕ(k)
=
1
16(k + 1)2
− 5
16(k + 1)
+
1
(k + 2)3
− 2
(k + 2)2
+
5
(k + 2)
− 1
4(k + 3)4
− 1
(k + 3)3
− 39
16(k + 3)2
− 75
16(k + 3)
.
According to (5)
y =
3∑
i=1
αi∑
j=1
Ci,jx
riℓ
j−1
1 ℓri+1(ln x) =
1
648
lnx− 29
3888
.
More general
ℓ
j−1
1 ℓri+1(lnx) =
(−1)j
xrir
j+1
i
(ri lnx+ j),
and therefore
y =
p∑
i=1
αi∑
j=1
Ci,j
r
j+1
i
(ri lnx+ j).
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Proposition 7. Let ϕ = πpi=1(k − ri) be a polynomial with all roots ri, i = 1, 2, ..., p are of
multiplicity 1 and are not non negative integers. Then Lϕ is an invertible operator on E and it is
of the form
Lϕ(f) =
d∑
i=1
βiℓ
−i
1 (f),
Moreover, its inverse is
L−1ϕ (f) =
d∑
i=1
ciz
riℓri+1(f),
where βi and ci are complex numbers. -
Proof. If ϕ(k) = kp, then according to the main theorem Lϕ(f)(z) =
∞∑
k=0
kpakz
k where f(z) =
∞∑
k=0
akz
k. Let now g(z) =
∞∑
k=0
kpakz
k, then ℓ−p1 (f) = g. Using the expanded form of ϕ we get the
desired result.
Example 4. If ϕ(k) = 1 + k2 and f(z) =
∞∑
k=0
akZ
k, then Lϕ(f) = z2f ′′ + zf ′ + f .
Since ϕ(k) = (k − i)(k + i), the inverse of the operator L is
L−1(f) = 1
2i
[
Zi
∫
Z−i−1f(Z)dZ − Z−i
∫
Zi−1f(Z)dZ
]
.
4.3 Sturm-Liouville equation in one variable
Sturm-Liouville equation is a second order linear differential equation that can be written in the
form
− d
dx
{p(x)dy
dx
}+ q(x)y = λw(x)y. (6)
In what follows, will study the solution of the non-homogenous Sturm-Liouville equations in the
form
z2
d2f
dz2
+ (c+ 1)z
df
dz
+ f = g.
The corresponding ponderation function is ϕ(k) = k2 + ck + 1 and if c 6= 2, the roots of ϕ(k) are
r1 =
1
2 (−c+
√
c2 − 4) and r2 = 12 (−c−
√
c2 − 4)
The following Corollary gives a particular solution of the Sturm-Liouville equation of the form
z2
d2f
dz2
+ (c+ 1)z
df
dz
+ f = g.
Corollary 3. 1. If c 6= 2, then Sturm-Liouville equation of the form
z2
d2f
dz2
+ (c+ 1)z
df
dz
+ f = g,
has a particular solution of the form:
f =
1√
c2 − 4
(
zr1
∫
f
zr1+1
dz − zr2
∫
f
zr2+1
dz
)
.
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2. If c = 2, the Sturm-Liouville equation of the form
z2
d2f
dz2
+ 3z
df
dz
+ f = g
has a particular solution of the form:
f =
1
z
(∫
1
z
∫
f dz
)
dz.
Proof. Clear by Proposition 6.
Example 5. The corresponding ϕ(k) = k2 + 3k + 1 of the Sturm-Liouville equation:
z2
d2f
dz2
+ 4z
df
dz
+ f = lnx,
and its roots are r1 =
−3+√5
2 and r2 =
−3−√5
2 .
According to the preceding corollary the particular solution is
f =
1√
5
(
z
−3+√5
2
∫
fz
3+
√
5
2 dz − z −3−
√
5
2
∫
f
z
−1−√5
2
)
= lnx− 3.
5 Several Variables
5.1 The Divergence Equation
In the case
ai1,...in =


c0 > 0, if ir = 0, ∀ 1 ≤ r ≤ n,
cr > 0, if ir = 1, ∀ 1 ≤ r ≤ n, j 6= r,
0, otherwise.
Let D be the diagonal matrix 

c1
. . .
cn

 .
we obtain φ(γ) = C.γ + c0 where C = (c1, ...cn) and the equation (4) becomes
Div(fDX) + (c0 − TrD)f = DX.∇f + c0f = g, (7)
where X = (x1, ..., xn)
⊤.
Theorem 4. For all entire function g over Cn, the equation (7) has the particular solution
f(x1, ..., xn) =
∫ 1
0
tc0−1g(tc1x1, ..., tcnxn)dt.
Proof. The equation (7) is nothing but Lψ(f)(z) = g with ψ(γ) = C.γ + c0, that is f = Lψ−1(g).
Direct calculation yields ∫ 1
0
tc0−1g(tc1x1, ..., tcnxn)dt = Lψ−1(g).
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Example 6. If ϕ(k1, k2, k3) = 4 + 2K1 +K2 +K3, then
Lϕ(u)(x, y, z) = 2xux + yuy + zuz + 4u,
and
u(x, y, z) =
∫ 1
0
t3 sin(t4xyz)dt =
−1 + cos(xyz)
4xyz
is a particular solution of the equation:
2xux + yuy + zuz + 4u = sin(xyz).
Example 7. If ϕ(k1, k2, k3) = 6+2K1+K2+K3, then the equation Lϕ(u)(x, y, z) = 2xux+yuy+
zuz + 6u = sin(xyz) has a particular solution
u(x, y, z) =
∫ 1
0
t5 sin(t4xyz)dt =
1
8
[
−2 cos(xyz)
xyz
+
√
2πSC(
√
2xyz
π
)
(xyz)
3
2
].
In the particular case
ai1,...in =


n, if ir = 0, ∀ 1 ≤ r ≤ n,
1, if ir = 1, and ij = 0, ∀ 1 ≤ r ≤ n, j 6= r,
0, otherwise.
we obtain φ(γ) = |γ|+ n and the equation (7) becomes
Div(fX) = nf +X.∇f = g. (8)
Corollary 4. For all entire function g over Cn, the equation (8) has the particular solution
f(X) =
∫ 1
0
tn−1g(tX)dt.
Proof. A special case of Theorem (4).
Example 8. For g(x1, x2, ..., xn) = sin(x1x2x3....xn), a particular solution of the equation (8) is
given by
f(x1, x2, . . . , xn) =
1− cos(x1x2, . . . , xn)
n.x1x2, . . . , xn
.
Definition 3. The ponderation function ϕ(k1, k2, ...kn) is said to be decomposable into the diver-
gence form if it can be written as
ϕ(k1, k2, . . . , kn) =
p∏
j=1
[
n∑
i=1
ai,jki + rj ],
with ℜ(ai,j),ℜ(rj) > 0, ∀ i = 0, 1, 2...n, i, j = 0, 1, 2, . . . , p.
Theorem 5. If ϕ(k1, k2, ...kn) is decomposable into the divergence form, then
ϕ(k1, k2, ...kn) =
p∏
j=1
[
n∑
i=1
ai,jki + rj ],
with ℜ(ai,j),ℜ(rj) > 0, ∀i = 0, 1, 2...n, i, j = 0, 1, . . . , p, and the solution of the equation
Lϕ(f) = g,
is given by
f(x1, x2, . . . , xn) =
∫
[0,1]p
∏p
j=1t
rj−1
j g(
∏p
j=1(t
a1,j
j )x1, ...,
∏p
j=1(t
an,j
j )xn)⊗pj=1dtj .
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Proof. Routine.
We expand ϕ(k1, ..., kn) in the pochhammer basis. so we move form the canonical basis to pochham-
mer one by the transformation
P =
∑
0≤i1≤p1
. . .
0≤in≤pn
∆i11 ...∆
in
n (P )(0, ..., 0)i1!, ...in!(k1)i1 ...(kn)in
where
∆jP (x1, . . . , xj−1, xj , xj+1, . . . , x1) =P (x1, . . . , xj − 1, (xj + 1), xj+1, . . . , x1)
− P (x1, . . . , xj−1, xj , xj + 1, . . . , x1).
Example 9. Consider the equation
x2
∂2f
∂x2
+ y2
∂2f
∂y2
+ 2xy
∂2f
∂x∂y
+ 4x
∂f
∂x
+ 4y
∂f
∂y
+ 2f = g(x, y)
In the Pochhammer basis ϕ(k1, k2) = k1(k1 − 1) + k2(k2 − 1) + 2k1k2 + 4k1 + 4k2 + 2
so, ϕ(k1, k2) = k
2
1 + k
2
2 +2k1k2 +3k1 +3k2 +2 in the canonical basis. which is easily factorized as
ϕ(k1, k2) = (k1 + k2 + 1)(k1 + k2 + 2)
According to Theorem 5, we have the following cases for g(x, y)
1. If g(x, y) = sin(x+ y), then a particular solution is
f(x, y) =
∫ 1
0
∫ 1
0
s sin(stx+ sty)dsdt =
x+ y − sin(x+ y)
(x+ y)2
.
2. If g(x, y) = x ln(x+ y), then a particular solution is
f(x, y) =
∫ 1
0
∫ 1
0
s2tx ln(stx+ sty)dsdt =
x
36
(6 ln(x+ y)− 5).
3. If g(x, y) = 1
x+y+1 , then a particular solution is
f(x, y) =
∫ 1
0
∫ 1
0
s
stx+ sty + 1
dsdt =
(x+ y + 1) ln(x+ y + 1)− (x+ y)
(x+ y)2
.
4. If g(x, y) = exy, then a particular solution is
f(x, y) =
∫ 1
0
∫ 1
0
sestx+stydsdt =
ex+y − 1− (x+ y)
(x+ y)2
.
Example 10. :Let ϕ(k1, k2, k3) = (k1+k2+k3+1)(2k1+k2+k3+1)(k1+2k2+k3+1)(k1+k2+k3+2)
and
2x4
∂4f
∂x4
+2y4
∂4f
∂y4
+z4
∂4f
∂z4
+19xyz2
∂4f
∂x∂y∂z2
+23xy2z
∂4f
∂x∂y2∂z
+23x2yz
∂4f
∂x2∂y∂z
+9xxy
∂4f
∂x3∂y
+9xy3
∂4f
∂x∂y3
+7x3z
∂4f
∂x3∂y
+5xz3
∂4f
∂x∂z3
+7y3z
∂4f
∂y3∂z
+5yz3
∂4f
∂y∂z3
+14x2y2
∂4f
∂x2∂y2
+9x2z2
∂4f
∂x2∂z2
+92yz2
∂4f
∂y2∂z2
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+23x3
∂3f
∂x3
+22y3
∂3f
∂y3
+12z3
∂3f
∂z3
+76x2y
∂3f
∂x2∂y
+75xy2
∂3f
∂x∂y2
+58x2z
∂3f
∂x2∂z
+47xz2
∂3f
∂x∂z2
+56y2z
∂3f
∂y2∂z
+46yz2
∂3f
∂y∂z2
+122xyz
∂3f
∂x∂y∂z
+68x2
∂2f
∂x2
+62y2
∂2f
∂y2
+38z2
∂2f
∂z2
+142xy
∂2f
∂x∂y
+106xz
∂2f
∂x∂z
+100yz
∂2f
∂y∂z
+50x
∂f
∂x
+ 44y
∂f
∂y
+ 32z
∂f
∂z
+ 4f = ln(x+ y + z)
be the corresponding equation. Then
f(x, y, z) =
∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
tw ln(sr2twx+ srt2wy + srtwz)ds dr dt dw
=
1
(24xy2)
[
xy(2x− 25y + 4z)− 2z3 ln(z) + 2(x+ z)3 ln(x+ z)
− 2(2y − z)(y + z)2 ln(y + z)− 2(x− 2y + z)(x+ y + z)2) ln(x + y + z)
]
.
As an application let x = y = z = 1 we get
f(1, 1, 1) =
∫ 1
0
∫ 1
0
∫ 1
0
∫ 1
0
tw ln(sr2tw + srt2w + srtw)dsdrdtdw =
8 ln 2− 19
24
.
5.2 Sturm-Liouville equation in several variable
A Sturm-Liouville equation is a second order linear differential equation that can be written in the
form
− d
dx
{p(x)dy
dx
}+ q(x)y = λw(x)y,
We generalize the Sturm-Liouville equation in several variables, so we consider the following partial
differential equation
n∑
i=1
[
∂
∂xi
(pi(x1, x2, ..., xn)
∂f
∂xi
) + qi(x1, x2, ..., xn)f ] =
n∑
i=1
[λiqi(x1, x2, ..., xn)f ].
In this section, we study the particular solutions of Sturm-Liouville equation in the form
n∑
i=1
[z2i
∂2f
∂z2i
+ (c+ 1)zi
∂f
∂zi
+ f ] = g.
Let ψ(γ) = ||γ||2 + c|γ|+ n. Then Lψ(f) = g becomes a Sturm-Liouville equation
Lψ(f) =
n∑
i=1
[z2i
∂2f
∂z2i
+ (c+ 1)zi
∂f
∂zi
+ f ].
For the case n = 1, let ϕ(k) = k2 + ck + 1, and c 6= 2 such that ϕ has no nonnegative integer
roots. If r1, r2 be the roots of ϕ, then
L−1ψ (f) =
1√
c2 − 4 [z
r1
∫
z−r1−1f(z)dz − zr2
∫
z−r2−1f(z)dz].
Example 11. Let c = 52 , that is ϕ(k) = k
2 + 52k + 1. Then the roots of ϕ(k) are r1 = −2 and
r2 = − 12 , and the particular solution of the equation
z2
∂2f
∂z2
+
7
2
z
∂f
∂z
+ f = g,
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is
f =
2
3
[z−2
∫
zg(z)dz − z− 12
∫
z−
1
2 g(z)dz].
Hence the equation:
z2
∂2f
∂z2
+
7
2
z
∂f
∂z
+ f = lnx,
has the particular solution
f(x) =
5
2
− 5
3
lnx.
Example 12. If c = 2, that is ϕ(k) = (k + 1)2, then
Lψ(f) = z2∂
2f
∂z2
+ 3z
∂f
∂z
+ f,
and
L−1ψ (f) =
1
z
∫
1
z
∫
f(z)dz.
Let n = 1 and c = 2 and g(x) = ln(x), then the equation:
z2
∂2f
∂z2
+ 3z
∂f
∂z
+ f = ln x
has the particular solution:
f(x) = lnx− 2.
Note that it is not easy to give the close form of the inverse operator for the case n ≥ 2.
Now suppose that n ≥ 2, and ϕ has no roots in Nn and ϕ is of the form
ϕ(k1, k2, ...kn) =
n∑
i=1
(k2i + ciki + 1) +
∑
i6=j
di,jkikj ,
thus
Lϕ(f) =
n∑
i=1
[x2i
∂2f
x2i
+ (ci + 1)xi
∂f
xi
+ f ] +
∑
i6=j
dixixj
∂f
xixj
. (9)
Now, under some condition ϕ can be written in the form
ϕ(k1, k2, ...kn) = ϕ1(k1, k2, ...kn)ϕ2(k1, k2, ...kn),
where
ϕj(k1, k2, ...kn) =
n∑
i=1
(ai,jki + ri,j), j = 1, 2.
For the case n = 2, if
cd− 2e2 = c2 − 4d2 − 8,
then
ϕ(k1, k2) = k
2
1 + k
2
2 + ck1k2 + dk1 + ek2 + 2
may be factorized as
ϕ(k1, k2) = ϕ1(k1, k2)ϕ2(k1, k2),
with
ϕ1(k1, k2) = a1k1 + b1k2 + c1,
and
ϕ2(k1, k2) = a2k1 + b2k2 + c2.
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Corollary 5. If ϕ(k1, k2, ...kn) has the decomposition
ϕ(k1, k2, ...kn) = (
n∑
i=1
(ai,1ki + ri,1))(
n∑
i=1
(ai,2ki + ri,2)),
then the equation
Lϕ
n∑
i=1
[x2i
∂2f
x2i
+ (ci + 1)xi
∂f
xi
+ f ] +
∑
i6=j
dixixj
∂f
xixj
= g,
has a particular solution:
f(x1, .., xn) =
∫
[0,1]p
∏p
j=1t
rj−1
j g(
∏p
j=1(t
a1,j
j )x1, ...,
∏p
j=1(t
an,j
j )xn)⊗pj=1dtj .
5.3 Some kinds of differential equation of 2 variables
Auxx + 2Buxy + CAuyy +Dux + Euy + F = g(x, y),
and A,B,C,B,E, F are suitable functions of x and y
Consider the following equation with the conditions a, b, c, d, e, r > 0 with d > a and e > c
ax2uxx + 2bxyuxy + cy
2uyy + dxux + eyuy + ru = g(x, y),
B2 −AC = x2y2(b2 − ac).
The corresponding ϕ(k1, k2) is given by
ϕ(k1, k2) = ak
2
1 + 2bk1k2 + ck
2
2 + (d− a)k1 + (e− c)k2 + r,
and it can be decomposed into the divergence form if
(b(d− a)− a(e− c))2 = (b2 − ac)((d − a)2 − 4ar). (10)
The parabolic case: B2 −AC = 0 : the divergence condition becomes
b(e− c) = c(d− a).
Example 13. If a = b = c = 1, e = d = 4, then
ϕ(k1, k2) = (k1 + k2 + 1)(k1 + k2 + 2),
and according to Corollary 5, the equation
x2uxx + 2xyuxy + y
2uyy + 4xux + 4yuy + 2u = sin(xy),
has a particular solution
u =
∫ 1
0
∫ 1
0
t sin(s2t2xy)dsdt =
−1 + cosxy +√2πxyS(
√
2
π
xy)
2xy
,
where
FresnelSS(X) =
∫ x
0
sin(t2)dt, FresnelSC(X) =
∫ x
0
cos(t2)dt.
Also, if
x2uxx + 2xyuxy + y
2uyy + 4xux + 4yuy + 2u = sin(x+ y),
then
u =
∫ 1
0
∫ 1
0
t sin(stx+ sty)dsdt =
x+ y − sin(x+ y)
(x + y)2
.
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The hyperbolic case: B2 −AC > 0.
Example 14. If a = c = 2, b = 3, d = 6, e = 8, then
ϕ(k1, k2) = 2k
2
1 + 6k1k2 + 2k
2
2 + 4k1 + 6k2 + 2 = (2k1 + (3 −
√
5)k2 + 2)(k1 +
3 +
√
5
2
k2 + 1),
and according to Corollary 5, the equation
2x2uxx + 6xyuxy + 2y
2uyy + 6xux + 8yuy + 2u = sin(x+ y),
has a particular solution
u(x, y) =
∫ 1
0
∫ 1
0
t sin(s t2x+ s
3+
√
5
2 t3−
√
5y)ds dt.
Example 15. For all α 6= β, and
αk21 + (α+ β)k1k2 + βk
2
2 + (2α+ 1)k1 + (2β + 1)k2 + 2 = (k1 + k2 + 2)(αk1 + βk2 + 1),
satisfies (10).
If α = 1, β = 0, consider the equation:
x2uxx + xyuxy + 3xux + yuy + 2u = sin(x+ y),
Thus according to Corollary 5, we get a particular solution
u(x, y) =
∫ 1
0
∫ 1
0
t sin(stx+ ty)dsdt =
sin y
xy
− sin(x + y)
x(x+ y)
.
The Elliptic case B2−AC < 0 : the corresponding ϕ can never be decomposed into divergence
form. If ϕ(k1, k2) = k
2
1 + 2k
2
2 + 2k1k2 + 2, then corresponding equation is
x2uxx + 2y
2uyy + 2xyuxy − xux − 2yuy + 2u = g(x, y).
When g(x, y) = 2 sinxy, u(x, y) = sinxy and g(x, y) = 2xy implies that u(x, y) = xy.
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