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1. INTRODUCTION 
Let F(x) denote the integral transform of a function f with respect to a 
kernel k defined by 
F(x) = lx k(xr) f(t) dt, o<x<cu. (1.1) 
-0 
whenever the integral exists. It is well known that if I!,(X) denotes a slowly 
varying function in the sense of Karameta then, under certain conditions on f 
and k. 
f(f) - t-“L(t), as t + co (1.2) 
if and only if 
F(x)-x”-‘L(l/x)M[k, 1 -a], as x+0+ (1.3) 
where M[k, s] is the Mellin transform of k evaluated at s. Quite often, it is 
assumed that the Mellin transform of k converges absolutely in a strip 
containing Re s = 1 - a. The relationship between F and f can be expressed 
as 
where 
l=M[k, 1 -a]. (1.5) 
In fact, under certain conditions, if (1.4) holds for some I # 0, then J F, and 
1 must satisfy (1.2), (1.3), and (1.5), respectively ]2,4]. In this article. we 
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improve an earlier result of Soni and Soni [5] when 1 - a is a pole of 
M[k, s] and consequently F( l/t) is of higher order than ff(t) as f -+ co. 
In [5], Soni and Soni considered the class of kernels k which satisfy the 
following conditions: 
(C,) k(t) and k,(t) are uniformly bounded in 0 ,< t < co, where, 
k,(t) = if k(u) du. 
-0 
(1.6) 
(C,) k(t)-xj”=,cjfaj, t-+0+, O<a,<a,<~~~<a,<~~~, anToo. 
cj # 0, j = 1,2, 3 ,... . 
(C,) M[k, s] has no zeros in u < 1, s = u + ir. Furthermore, for some 
real 6, 
(M[k, 1 -s])-’ =fl(1~1~+‘), lrl+ 00. 
(C,) Either k(t) is a Fourier kernel and, in the case a, = 0, k](t) is 
bounded, where 
k,(r) = )-r k,(u)/u du, (1.7) 
-0 
or, there exists a nontrivial, nonnegative function M(X) E L(0, 1) such that 
k*(x) = 1” ~(1) k(xt) df 
.o 
(1.8) 
does not change sign in 0 <x < co. 
These conditions are satisfied by a number of well-known nonnegative as 
well as oscillatory kernels. Soni and Soni proved that iff(t) is bounded and 
decreases to zero and k satisties the above conditions, then for 0 < a < 
1 + a,, (1.2) holds if and only if (1.4) holds. With some modifications, 
similar results hold for ak < a < ak+ , , k = 1,2,... . However, the situation is 
quite different when a = 1 + ak. In particular, for a = 1 + a, we have the 
following (see Theorem 18(a) in [5]): 
implies 
f(t) - t- “+“l)L(t), t+ co, (1.9) 
F’(x) - c,x”’ ( 
.1/x 
t”‘f(t) dt, x+0+; 
-‘O 
conversely, if L*(t) is a slowly varying function, then 
F(x) - C,XQ%*(l/x), x-to+, (1.11) 
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implies 
/;uy(u)du-L*(t), t+ co. (1.12) 
We note that M[k,s] has a pole at s= --a, (see Lemma 2 in [5]). 
Furthermore, if f satisfies (1.9), then the integral in (1.10) is of a higher 
order than L(l/x) as x -+O+ [1, Theoreme 11. Thus, for a= 1 +a,. t@(t) 
and F( l/t) are not of the same order as t -+ co. Clearly, the behavior off(t) 
as t + 03 determines the behavior of F(x) as .Y --t O+. We may ask whether 
the behavior of F(x) as given in (1.11) determines the behavior of f(t) as 
f + co. In Section 3. we give an example to show that even when .f‘ is 
decreasing to zero, (1.12) does not determine the behavior off(t) as t + co. 
Thus. given (1.1 l), (1.12) is the best possible. This naturally raises the 
question whether (1.9) is necessary for (1.10). The answer to this is no. In 
fact we prove that (1.12) is sufftcient for (1.11). Thus, for a = 1 + ak, the 
precise relationship between f and F can be given as follows. It is assumed 
that f(r) is bounded and decreases to zero as t + co. 
THEOREM. (a) Ifk(t) safisfies (C,), (C-J, (C,). and (C,), then 
(u’u.‘f(u)du-L*(t). t-, 00. (1.13) 
F(x) - c,x”‘L *( l/x), s + o+. (1.14) 
(b) Zfk(f) satisfies (C,), (C?), and (C!), and n > 1, rhen 
(“u”f(u)du- L*(r). t-r co. (1.15) 
-0 
n-- I .x 
F(x) - r cjx”’ 1 t”‘f(t) dr - cnxanL*( l/x), .Y + 0-t. (1.16) 
j-l -0 
2. PROOF OF THE THEOREM 
To prove the theorem stated at the end of the last section, we need the 
following lemma. The conclusion then follows from Theorem 18 in 15 ]. We 
assume that f and k are measurable in (0. 00) and F is defined by ( 1. I ) 
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whenever the integral exists. Conditions (C,) and (Cz) are the conditions 
stated in Section 1. 
LEMMA. If f(t) is bounded and ultimately decreases to zero as t -+ co, 
and if k(t) satisfies (C,) and (Cl), then (1.13) implies (1.14) and (1.15) 
implies (1.16). 
ProoJ We will prove that (1.13) implies (1.14). The proof of the other 
implication is similar. By (1.13). 
.21 
) u”lf(u)du=o(L*(t)), t+ 03. 
-I 
(2.1) 
Sincef(t) is ultimately decreasing and a1 > 0, 
f(t) = o(tP-‘L*(t)), t+ 00. (2.2) 
The integral (1.1) converges for x > 0. By a change of variable, 
.1/x 
F(x) - c,xQ’ ) u”!/-(u) du 
-0 
= x-’ 1’ f(t/x)(k(t) - c,f’)dt+x- fmf(t/x)k(t)dt 
.o . 1 
=x -‘(I, + I,). 
It is enough to show that Zj = o(x~‘+ ‘L*( l/x)), x -+ O+; j= 1,2. BY the 
second mean value theorem, 
I, = f( l/x) 1-I k(t) dt, l<<<co. 
-I 
Therefore, by (2.2) and Condition (C,), 
I, = O(X=‘+lL*(l/x)), x-+0+. (2.3) 
By Condition (C,), we can choose a positive number p such that (a, + l)/ 
(a, + 1) <P < 1. By (2.2) 
f/t/x)(/c(t) - c, t”‘) dt = o (1.’ (x/t)“‘+ ’ L*(t/x) to2 dt) 
-x0 
= 0(x ““‘L.*(l/X)), x+0+. (2.4) 
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Furthermore, by the boundedness off. 
..Pi 
-(I, f(t/x)(k(t) - c, P’) dt = 0 (1.;’ taz dr) 
Therefore. the conclusion follows. 
3. A COUNTEREXAMPLE 
The following example shows that Relation (1.12) does not determine the 
asymptotic behavior off(t) even whenf(r) decreases to zero t + CO. 
Let 
f(t) = (t + 1)-l, O<r< aa. 
and 
g(t) = log 2, O<t< 1, 
=2-“log2, 2”<t<2”“. n=0.1.2 . . . . . 
Then 
(-1 f(t) dt - (.x g(r) dt - log x, .I-+ 00. 
-0 .O 
But f(t) is not asymptotic to g(t) as t + 00 because 
log 2 = lim inf fg(t) < lim sup fg(t) = 2 log 2. 
t-cc I - % 
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