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INTERREGIONAL WAGE  DIFFERENTIALS: AN 
EQUILIBRIUM PERSPECTIVE* 
Mark Dickie and Shelby Gerkingt 
ABSTRACT. This paper  empirically analyzes two competing explanations for observed 
interregional wage differentials among full-time US. workers: (1) differences in the average 
levels of  market valued labor characteristics, and (2) differences in rates of  return  to the 
characteristics. Hedonic wage equations are estimated for broad U.S. regions using detailed 
measures of  human capital, work environment, and personal attributes  collected by a national 
random sample mail survey. Statistical tests reveal little tendency for interregional structural 
shifts in the wage equations estimated, an outcome which rests on the inclusion of important, 
but seldom measured, wage determining variables. 
1.  INTRODUCTION 
Wage differentials  across geographic regions in the United States may be 
attributed to two factors: (1) differences in the average levels of  market valued 
labor characteristics, such as education and work experience, and (2) differences in 
the rates of  return to those characteristics. Most previous empirical studies of 
interregional wage differentials have concluded that the latter factor is dominant 
[Gallaway (1963);  Goldfarb and Yezer (1976); Hanushek (1973);  Sahling and Smith 
(1983);  and Krumm (1984)],  while other studies [Coelho  and Ghali (1971);  Bellante 
(1979); and Gerking and Weirick  (1983)] have found that the former factor is 
primarily  responsible. The validity of  each of  these perspectives is, therefore, 
unsettled; yet the outcome of this debate bears on important theoretical and policy 
questions. For example, in modeling labor migration, what are the relative merits 
of  equilibrium, amenity oriented approaches [Graves (1980, 1983)] as compared 
with more traditional disequilibrium, wage differential approaches [Schlottman 
and  Herzog  (1982)]?  Is  the  assumption  of  interregional  wage  differentials 
warranted  in  general  equilibrium  modeling  [Yu  (1979); and  Ingene  and  Yu 
(1982)]? Should government  policy makers be  more concerned with  removing 
impediments to geographic mobility or with augmenting the human  capital of 
low-wage workers? 
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This paper provides additional empirical evidence concerning factors contrib- 
uting to interregional wage differentials among full-time workers. This evidence is 
based on new and highly detailed data collected in 1984 by a national random 
sample mail survey. The main conclusion drawn is that interregional differences in 
rates of  return  to market valued  characteristics are unimportant  even among 
workers with  low amounts of  human  capital.  This outcome rests on including 
important, but seldom measured, wage  determining variables. Thus, using an 
independent data set, the analysis presented replicates the major finding in the 
Gerking and Weirick  paper  and supports the equilibrium  view that the labor 
market clears nationally. Replication of  this earlier study is important because 
related studies generally have found significant interregional differences in rates of 
return to labor market characteristics. 
The remainder  of  this  paper  is  organized  into  four  sections.  Section  2 
describes the mail survey data and Section 3 presents empirical results. Section 4 
relates results of Section 3 to those of other interregional wage studies. Conclusions 
are drawn in Section 5. 
2.  THE MAIL  SURVEY DATA 
Data used in this study were collected during the summer of  1984 by national 
mail survey. The  survey was conducted using the total design method proposed by 
Dillman (1978). Key aspects of this approach include: (1)  care taken in preparing 
cover letters, questionnaires, and other materials sent to respondents, (2) postcard 
reminders sent approximately one week after the initial mailing, and (3) mailing 
replacement questionnaires and cover letters three weeks after the initial mailing 
to everyone who had not yet responded. A more complete description of  all survey 
materials and methods, including questionnaire pretesting, may be found in Gegax 
et al. (1984). The group of prospective respondents consisted of a national random 
sample of  6,000 households. From the questionnaires mailed, 749 (12.5 percent) 
were  returned  as undeliverable  and  2,103 were  returned  in  completed  form, 
yielding a response rate of about 40 percent of the initial mailing. 
Four types of information, obtained from the head of each household, are used 
in this study. First, annual labor earnings, exclusive of  overtime pay, from the 
head's main job in 1983 together with data on hours worked during the same year 
were  combined  to yield  an hourly  wage  figure.  This nominal  wage  variable, 
NWAGE, then was divided by a regional price index to form its real counterpart, 
R WAGE.' Because high quality data on interarea cost of  living differences do not 
exist, both NWAGE and R WAGE are used in the empirical work, even though 
'In  order to construct a set of  1983 regional price indices, two separate consumer price index 
tables were used (US.  Department of Commerce). These tables showed: (1) four 1983 regional indices 
for the Northeast, North Central,  South, and West (base ~  100 = 1977);  and (2) eight 1977 regional price 
indices for urban  and rural areas within  each of  these four regions (base = 100 = 1977 US. urban 
average). Table (1)  revealed price changes since 1977 in each of the four regions but assumed equal price 
levels for each region in that year. Table (2) revealed  cross-regional price  differences in  1977. By 
multiplying each index in (2) with its appropriate regional index in (l),  eight regional price indices were 
constructed.  These indices  then were  adjusted  so that the lowest index  was  the base;  i.e.,  1977 
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R WAGE is more appropriate from a theoretical standpoint. Second, measures of 
respondents’ human capital (H)  were: (1)  years of schooling, (2) years of full-time 
work experience since age 18, and (3) years worked for present employer. Third, 
work environment variables ( W)  collected were: (1) whether work experience or 
special training is required  for  head’s 1983 primary job, (2) number  of  years 
required to become fully trained and qualified on that job, (3) whether head is a 
union member, (4)  number of weeks worked in 1983, (5)  whether head moved in the 
past three years, (6) whether primary job site is in a central city, suburban, or rural 
area,  (7) head’s  occupation,  and  (8) head’s industry  of  employment.  Fourth, 
personal characteristic variables (P)  measured were: (1)  race, (2) sex, (3) whether 
head is a veteran, and (4)  whether head lives in a central city, suburban, or rural 
area. Thus, these data provide a rich source of information regarding the determi- 
nants of  wages. More precise definitions  of  each  of  the variables used  in  the 
empirical work are presented in Table 1.’ 
Table  1 also shows sample means  by  region of  each variable used  in  the 
analy~is.~  The Northeast had the highest sample mean of  nominal wages ($13.54) 
followed by the West ($12.74), the South ($12.36) and the North Central ($11.60). 
Of  the six possible pairwise comparisons among these four nominal wage figures, 
two of  the differences between the means are significantly different from zero at 
the 10 percent level: average nominal wages in the northcentral are significantly 
lower than in the Northeast and the West. After adjusting nominal wages by the 
regional price index, the South had the highest sample mean of real wages ($12.14), 
followed by the West ($11.04), the Northeast  ($10.92), and the North Central 
($10.00). Again, two of  the differences in  the sample means  of  real wages are 
significant at the 5 percent level: average real wages in the North Central are 
significantly lower than in the South and West. 
Among the other three categories of  variables, there are both interregional 
differences and similarities between sample means. The North Central sample has 
a larger representation of  respondents whose schooling ended with completion of 
high  school. The West sample has the largest percentage  of  respondents who 
completed some college (SCHL5),  and the Northeast and West samples have larger 
percentages of  college graduates than the other two regions. The relatively higher 
educational attainment of individuals in the West and Northeast may be reflected 
in  the higher  percentage  of  managers  and professionals in  these two regions: 
*Note  that amenity variables and other local characteristics are missing in this specification. In a 
previous  study  [Gerking  and  Weirick  (1983)], these variables  did  not  contribute greatly  to the 
explanatory power of  a wage equation  in which a relatively full list of  components of  H and W is 
measured. As a consequence, no effort was made to merge such variables into the present data set. 
3South includes  the states of  Alabama,  Arkansas,  Delaware, District  of  Columbia,  Florida, 
Georgia, Kentucky,  Louisiana,  Maryland,  Mississippi, North Carolina,  Oklahoma,  South Carolina, 
Tennessee, Texas, Virginia, West Virginia. The West is composed of  Arizona, California, Colorado, 
Idaho, Montana, Nevada, New Mexico, Oregon, Utah, Washington, Wyoming, Alaska, Hawaii. The 
following constitute the Northeast Connecticut, Maine, Massachusetts, New Hampshire, New Jersey, 
New York, Pennsylvania, Rhode  Island, Vermont.  The remaining states define the North Central 
region: Illinois, Indiana, Iowa, Kansas, Michigan, Minnesota, Missouri, Nebraska, North Dakota, Ohio, 
South Dakota, Wisconsin. There are the same regiond definitions used in the Gerking and Weirick 
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TABLE  1:  Variable  Definitions and Sample Means by  Region 
SamDle Means 
Explanatory 
Variable  Definition 
North-  North 
east  Central  South  West 
A. Wage Variables 
NWAGE  Nominal wages 
R WAGE  Real wage 










YRSP2  YRSPE squared 
C. Work Environment Variables 
1  if schooling ended in grades 1-8 
1  if schooling ended in grades 9-11 
1  if schooling ended in grade 12 
1  if schooling ended with trade school 
1  if schooling ended with some college 
1  if shooling ended with BS or BA 
1  if schooling ended with graduate or pro- 
Years worked full-time since age 18 


























1  if work experience or special training re- 
1  if union member 
Years required to become fully trained 
Weeks worked in 1983 
1  if moved in the last three years 
1  if employed in agriculture, forestry, or 
1  if employed in mining or construction 
1  if employed in manufacturing 
1  if employed in transportation or public 
1  if employed in wholesale or retail trade 
1  if employed in finance, insurance, or 
1  is employed in services 
1  if primary job site is a central city 
1 if primary job site is in suburban area 
1  if primary job site is in rural area 
1  if service worker 
1  if laborer 
1  if transportation operator 
1  if equipment operator 
1 if craft worker 
1  if clerical worker 
1  if sales worker 
1  if manager of administrator 
1  if professional or technical worker 
quired for present job 
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TABLE  1:  Continued 
Samole Means 
Explanatory 
Variable  Definition 
~ 
North-  North 
east  Central  South  West 
D. Personal Characteristic  Variables 
RACE  1 if white 
SEX  1 if male 





1  if lives in a central city 
1 if lives in a suburban area 
1 if lives in a rural area 
0.95  0.96  0.88  0.94 
0.85  0.86  0.78  0.83 
0.42  0.37  0.34  0.40 
0.14  0.19  0.15  0.14 
0.60  0.56  0.57  0.48 
0.26  0.25  0.28  0.38 
188  215  176  189 
roughly 52 percent as compared to 46 percent in the South and 38 percent in the 
North Central. Also, the North Central sample has the largest percentage of union 
members and the West sample has the largest percentage of  both rural residents 
and respondents with jobs in rural areas. The sample means of  YRSFT, YRSPE, 
WKEXP,  RACE, and SEX show relatively smaller interregional variations. 
3.  EMPIRICAL RESULTS 
(1) 
(1) 
The  mail survey data are used to  estimate the hedonic wage equation shown in 
RWAGE = f (H,  W,  P) 
Under the assumptions of  perfect information, free geographic and intersectoral 
labor mobility, and homogeneous consumer tastes, this equation is a reduced form 
double envelope which shows how both employers and employees have implicitly 
agreed to value the components of  H,  P, and W.  If  these assumptions are at least 
approximately correct and if the market for labor clears nationally, then structural 
shifts in Equation (1) between regions of  the U.S. should not be observed and the 
real wage of an individual should be invariant with respect to  the  region in which he 
works. Additionally, interregional commodity trade which embodies labor inputs 
represents an independent influence which tends to drive the wages  of  similar 
workers to equality across regions. A test for structural shifts in Equation  (1) 
between regions of  the US. is presented following a brief explanation of  how the 
data set was constructed. 
Completed questionnaires were returned by 2,103 household head respon- 
dents. However, not all of  these responses could be used in the empirical analysis. 
Responses  from  872  unemployed  or  retired  individuals  were  excluded.  Also 
excluded  were  responses  from:  (1) 254  individuals  not  reporting  their  labor 
earnings, (2) 64 individuals who worked fewer than 1,250 hours on their main job in 
1983, (3) 117 self-employed individuals, (4) 13 individuals who received 30 percent 
or  more of  their  total  household income from  transfer  payments,  and  (5) 15 
individuals for miscellaneous reasons. Part-time or casual workers may not have a 576  JOURNAL OF REGIONAL SCIENCE, VOL. 28, NO. 4, 1987 
strong labor  force attachment and/or  may be  tied  to a  geographic region  for 
noneconomic reasons. Moreover, self-employed individuals may not be able to 
estimate accurately their total annual working hours. Without an accurate measure 
of  that variable, computed  hourly wage  rates are of  doubtful quality. Finally, 
persons receiving large fractions of income from transfer payments may be facing 
nonconvex budget contraints. These restrictions reduced the original number of 
respondents to a sample size of  768 observations. In this sample, the number of 
missing values per variable ranged from none to 20.  For continuous variables, 
missing values were replaced by sample means while for discrete variables, missing 
values were replaced by sample modes. 
Tests for interregional shifts in the hedonic wage equation were conducted on 
a semilogarithmic version of  (1). This function form was  suggested by  Mincer 
(1974) to treat skewness inherent in the wage variable and is commonly used in 
hedonic wage analyses. Table 2 presents ordinary-least-squares estimates (coeffi- 
cients  and  t-statistics)  for  the  full  sample  regression  and  for  four  regional 
regressions. In the full sample regression, the estimated coefficients generally have 
the expected signs, are significantly different from zero at  conventional levels, and 
are roughly consistent with prior  empirical work. The education variables are 
significant predictors of  real wages, as are the detailed work experience variables 
TABLE  2:  Hedonic Wage Equation  Estimates* 
~  _____  ~  ~  ~  _____  ~~~~ 
Independent  Fd 
















-  .504 
(-5.071) 
-  .403 
(-5.118) 
-  294 
(-5.290) 



















( -  2.820) 
-.lo3 
(-3.06) 

















-  .OOO158 








( -  1.388) 
-.116 




( -  3.500) 













-  .000298 







-  .00862 
( -  1.579) 
-  .851 
(-1.411) 
-  .472 





-  .0698 
G.440) 
-  .0868 


















-  .0987 
(- 1.512) 
-  ,550 
( -  2.394) 
-.371 
( -  2.028) 
-.418 





-  ,0642 





-  .000205 







-  .0073 
(-1.016) 
-.184 
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TABLE 2:  Continued 
Independent  Full 




























Error sum of 
squares 























( -  1.459) 
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(- 1.74) 
-.118 
( -  ,759) 
-  235 
(-  1.694) 
-- ,0256 
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(- 1.988) 
-.OOO952 
( -  ,00744) 
-  ,0648 































































































( -  .126) 
-.347 
( -  2.530) 




-  .0433 
.00643 
(.0403) 






















%statistics  in parentheses. 
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used  in this study. Industry variables perform less well,  but the occupational 
regressors tend to be  significant. Moreover, there  is consistency in the signs, 
magnitudes,  and  significance  levels  of  the  estimated  coefficients in  the  four 
regional regressions. 
Possible interregional structural shifts in Equation  (1) were examined by 
comparing the full sample regression to four separate regional regressions using a 
Chow (1960) test. This joint F-test is preferable to sequential independent t-tests 
from both conceptual and practical perspectives. Farber and Newman (1986) argue 
that the joint test is the best choice because interregional invariance of  wage 
equation structure implies equality of  the entire coefficient vector.  Moreover, 
Savin (1984) demonstrates that: (1) sequential t-tests and joint F-tests can produce 
conflicting results depending on the extent of  multicollinearity in the variables 
analyzed and (2) joint F-tests generally are more powerful than sequential t-tests. 
The resulting Chow test F-statistic, F(108,624) = 1.21, which can be derived from 
the information presented in Table 2, is not signficantly different from unity at  the 
5 percent level, but is significantly different from unity at the 10 percent level. In 
other words, there does not appear to be a strong tendency for shifts in the hedonic 
wage equation between the four broad regions considered. Observed differences in 
average real wages appear to be due mainly to differences in the average level of the 
H, W, and P input characteristics, rather than to their market determined rates of 
return. 
4.  FURTHER  DISCUSSION 
This section considers the robustness of results just presented to four changes 
in the empirical analysis. These are: (1) substituting NWAGE for RWAGE, (2) 
including  respondents  with  less  than  1,250 annual hours  of  work,  (3) using 
alternative sets of explanatory variables, and (4) removing workers with relatively 
large amounts of human capital from the sample. 
Cost of  Living Adjustments 
Because the cost of  living data used to create RWAGE are weak, the five 
regressions reported in Table 2 are reestimated  using the natural logarithm of 
NWAGE as the dependent variable  (results are available from the authors on 
request). The resulting Chow test statistic of  F(108,624) = 1.03 is not significantly 
different from unity at either the 5 or 10 percent level. Thus, the use of  NWAGE 
results in a stronger conclusion concerning interregional variation of  returns to 
market valued worker characteristics than does the use of R  WAGE. 
Inclusion of  Part-Time Workers 
A second alteration lies in the treatment of  part-time workers. Other investi- 
gators, such as Sahling and Smith (1983), use a smaller number of  annual hours 
worked (520) for including workers in the sample as compared to the 1,250 annual 
hours  used  here.  Krumm  (1984) apparently  makes no  exclusion  of  part-time 
workers. When the Table 2 regressions are reestimated (results available from the 
authors on request) with no exclusion restrictions on hours worked, the Chow test 
statistic F(108,669) = 1.30 is significantly different from unity at the 5 percent DICKIE & GERKING  INTERREGIONAL WAGE DIFFERENTIALS  579 
level, but not at the 1 percent level. The inclusion of  part-time workers in the 
sample, therefore,  weakens the conclusion of  interregional  invariance of  wage 
equation structure. 
Selecting Explanatory Variables 
A key difference between the present study and most previous analyses of 
interregional wage differentials is that the mail survey measured a more fully 
specified set of  human  capital and work  environment  variables. For example, 
Krumm  (1984) used  1976-78  data from the Panel Study in Income Dynamics 
(PSID) in order to examine wage differentials by region and race. In addition to 
dummy variables measuring the geographic location of the respondent’s residence, 
explanatory variables adjusted for: (1)  age, (2) years of work experience, (3) years of 
schooling, (4) educational degrees, (5) union membership, and (6) veteran and 
marital status. Separate equations were estimated for racial groups. This relatively 
sparse  specification probably resulted from using a panel of  PSID data, rather 
than data only from one year. Krumm’s results indicate significant interregional 
wage differences both for urban and rural residents. When the Table 2 equations 
were reestimated with the mail survey data using the natural logarithm of R WAGE 
as the dependent variable and a right-hand side specification similar to Krumm’s, 
the resulting Chow test statistic of  F(36,720) = 2.10 is significantly different from 
unity  at the  1  percent  level.‘  Estimated  equations  underlying  this  test  are 
presented in Table 3. 
As a second example, Sahling and Smith (1983) used 1973 and 1978 Current 
Population Survey (CPS) data to examine wage variation between five broad US. 
regions. In their analysis, the real wage was regressed on the following: (1)  years of 
schooling and its square, (2) the square of years of  work experience (measured as 
years of age minus years of schooling  minus six), (3) schooling times experience, (4) 
marital and veteran (for males) status, (5) race, (6) Spanish origin, (7) regular 
part-time worker, (8) dual job holder, (9) union membership, and (10) occupation 
and industry of  employment. Significant interregional differences in returns to 
market valued characteristics were found. The Table 2 regressions again were 
reestimated with the mail survey data (results presented in Table 4)  using the 
natural logarithm of R WAGE  as the dependent variable and a close approximation 
to Sahling and Smith’s explanatory variables.’ The resulting Chow test statistic of 
“9,676)  = 1.49 is significantly different from unity at the 5 percent level, but not 
at the 1 percent level. 
The results obtained from estimating equations similar to those  used  by 
Krumm and Sahling and Smith point to the importance of explaining wages with a 
detailed set of human capital and work environment characteristics. A strength of 
the mail survey data is that important variables not found in nearly all other data 
sets could be measured. These variables include: (1) years worked for present 
employer (YRSPE), (2) years needed  to become fully trained  or qualified on 
‘Krumm’s specification included a marital status dummy which the data set employed here did 
The  Sahling and Smith specification  included a dummy variable for dual job holders which the 
not include. 
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TABLE 3:  Hedonic Real  Wage  Equations  Using a  Specification Similar to 
Krumm's* 















Error sum of squares 







-  4.4649 
( -  2.381) 
.0087 
(.486) 
-  1.4374 
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-  .2365 
( -  3.336) 
-  .0053 































































't-statistics  in parentheses. 
present job  (YRSQL),  and  (3)  whether  work  experience or  special training is 
required on present job ( WKEXP).  Additionally, years of  full-time work experi- 
ence  (YRSFT) is  measured  directly,  rather  than  by  using  a  proxy  variable 
computed from years of  age and schooling. In the full sample Table 2 regression, 
the coefficients of  each of these four variables are significant at  the 1 percent level. 
These variables also perform well in selected region regressions. 
Sample Selection6 
A fourth factor that could have influenced the results is the mail survey itself, 
Better  educated  individuals  tend  to respond  with  greater  frequency  to mail 
surveys. Additionally, well educated individuals in high status occupations, such as 
MANAG and PROF, often have better information (through professional societies, 
for example) about jobs  in  other  areas than  do persons  with  lower  levels of 
6We are particularly  indebted to Anthony Yezer for his numerous constructive suggestions 
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TABLE  4:  Hedonic Real Wage  Equations Using  Sahling-Smith 
Specification* 
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Error sum of squares  113.19158 
Degrees of freedom  745 
-.148  -.lo1 
(-2.005)  (-1.997) 
.00630  .00451 
.00144  ,00125 
(2.582)  (2.653) 
(2.876)  (3.118) 
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(- .471) 
-  .121 













-  .230 
(- 1.458) 
-  .207 
(- 1.014) 
-  .328 
(- 2.083) 
-  .153 
(- 1.257) 
-  .243 















-  .0561 
(-.331) 
-  ,350 
(- 1.501) 








-  .183 
( -  2.164) 
.0394 
(.316) 
-  .315 
-  2.809) 
-  .lo1 
( -- .809) 
-.0615 
( -  .424) 
-  .145 
-  ,0475 
(-.492) 
-  .493 
-4.331) 
-.214 
-  1.680) 
-.117 
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(- 2.781) 




-  .0112 
(- .0607) 
-  ,304 
(- 1.052) 
-  .453 
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-  ,00692 
( -  .0427) 
-  .444 
(-3.105) 
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( -  2.092) 
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educational  attainment.  Because better job  information  may  lead  to greater 
mobility and thus a narrowing of  interregional wage  differences, use of  a mail 
survey could have biased the results in favor of those that were obtained. Moreover, 
several empirical investigations of  migration [Falaris (1982); Farber (1983); and 
Schlottman and Herzog (1982)] have found that less educated persons are less 
likely to migrate in response to interregional wage  differentials than  are more 
highly educated persons. 
As can be determined from Table 1,6.8  percent of the workers in the present 
sample did not complete high school, as compared with 16.5 percent of  employed 
civilians aged 25 or older in the U.S. Also, 14.5 percent of the workers in the present 
sample are employed in MANAG and 29.4  percent in PROF, as compared with 
corresponding employment  percentages  of  10.7 and  15.7 in  the general  U.S. 
population. Therefore, a cost of  collecting the detailed human capital and work 
environment data by mail survey is the undersampling of  low human capital and 
low-skill workers. The Table 2 regressions were reestimated using both R WAGE 
and N WAGE as dependent variables and excluding all respondents whose occupa- 
tion was MANAG or PROF or whose educational attainment went beyond trade 
school programs. Results for the R WAGE regression are shown in Table 5 and 
results for the NWAGE regression  are available from the authors on request. 
Remaining respondents were not truly unskilled; nevertheless it is of  interest that 
the resulting Chow-test F-statistics, where F(96,230) = 1.14 when using NWAGE 
TABLE 5:  Hedonic Real Wage Equations Excluding Highly Educated, 
Managers, and  Professionals* 
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( -  .299) 
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(- .312) 
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-  .0109 
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TABLE 5:  Continued 
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(- 1.016) 
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-  .308 

























-  .00840 
(- ,0329) 
-  .409 
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Error sum of squares  33.58493 
Degrees of freedom  326 
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*t-statistics in parentheses. 
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and F(96,230) = 1.19 when using RWAGE. These values imply that no differences 
in the regional wage  structure are detectable  at the 5  percent  level although 
differences are detectable using R WAGE at the 10 percent level. Notice that this 
finding is roughly consistent with those obtained by Gerking and Weirick. In their 
sample, average education of respondents was 12.1  years and fully 33.6 percent had 
not completed high school, reflecting the efforts made in the PSID to ouersampk 
from low-income,  low-education, and minority households. 
5.  CONCLUSION 
This paper has analyzed empirically two competing explanations for observed 
interregional wage differentials among full-time U.S. workers: (1)  differences in the 
average levels of market valued labor characteristics, such as education and work 
experience and (2) differences in rates of  return to those characteristics. Hedonic 
wage equations were estimated for four broad U.S. regions using detailed measures 
of  human  capital,  work  environment, and personal  attributes collected by  a 
national random sample mail survey conducted in 1984. Statistical tests do not 
reveal strong tendencies for interregional structural shifts in the wage equations 
estimated. This result holds even when the sample is partitioned to include only 
respondents whose occupation is other than manager and professional worker and 
who  have  no  college  education.  Thus, the relatively  detailed  market  valued 
characteristics in this data set, rather than the composition of the sample, appears 
to be crucial to the finding of  interregionally invariant wage equation structure. 
This finding implies that interregional factor and commodity movements tend to 
equalize rates of  pay of  similar full-time workers between broadly defined U.S. 
regions and that the labor market can usefully be viewed from an equilibrium 
perspective. 
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