INTRODUCTION
In this paper we focus on the autonomous differential equations y Y q f y, p s 0, Ž . where the nonlinearity varies with p due to the power y py 1 . Differential equations with varying nonlinearities occur in various branches of mathematical physics. An excellent source for these can be w x w x found in recent papers 2, 3 . See also 1, Chap. 7; 5, Chaps 4, 7; 11 . The Lane᎐Emden equation, y Y q x y2 y X q y p s 0, is an example of a differential equation with an unrestricted nonlinearity generated by the physical w x parameter p. It is of fundamental importance in astrophysics 5, Chap. 4 .
Ž . The quantity p q 1 rp occurs in the assumed relation between the pressure and density in a star configuration which is in equilibrium. y y s 0 occurs in the study of limiting behaviour of radially symmetric < < py 1 Ž w x. solutions of ⌬ u s u u see 6 . The last two ordinary differential equations will turn out to be special cases of the more general differential equations analyzed in this work. As a matter of fact our study with varying and growing nonlinearities contains as a special case the equations of motion in the setting of classical mechanics of the Hamiltonian H s P 2 q 2 p w x Q which is studied in 4 in the setting of quantum mechanics.
Varying nonlinearities arise in a natural manner in the ''delta method'' w x 2 . This technique is essentially a perturbation method which relies upon the introduction of a parameter ␦ which quantifies in a certain manner the nonlinearity in a given equation and expresses solutions as power series of ␦. The fact that in the ␦-method there is a need to utilize acceleration methods indicates that an asymptotic approach in which the parameter p of nonlinearity tends to infinity could yield useful results. Our analysis supplements the ␦-method by studying the asymptotic-singularly perturbed nature of solutions as p ª ϱ.
These papers lead us in a natural way to ask among other questions the Ž . to obtain qualitative information and robust approximations for large families of solutions of differential equations depending on a finite range of a parameter, like p, by taking the singular limit p ª ϱ. This is a well accepted approach in singularly perturbed problems which yield powerful w x results. Compare, e.g., with 13 . One of the many striking demonstrations w x of this is the excellent approximations obtained in 4 for moderate values of the parameter. Our own numerical calculations also support this approach. A rapid rate of convergence could make this conclusion valuable not only to equations where p ª ϱ but also to those equations with a finite variation of p. Although studies of nonlinear problems are abundant in the literature, we could not find works which deal with the variation of nonlinearities where a parameter measuring nonlinearity grows to infinity.
Ž . Let us consider first the case that the solutions of 1 are all periodic. It Ž . will turn out that under suitable assumptions, there are in 1 disjoint regions of the initial values in the phase plane which have dramatic effects Ž . Ž . Ž . on the evolution of the solution y t of 1 as p ª ϱ.
certain open neighborhood of 0, 0 , we obtain simple results, namely that Ž . the solution y t converges uniformly as p ª ϱ, as well as its derivatives. p Ž . For ␣ , ␤ on the boundary of this region non-uniform convergence of higher derivatives occurs as in boundary layer problems. Thus, it provides a source of intriguing behaviour. In the second region the solutions cease to converge uniformly. Finally, in the third region the solutions fail to converge at all. This is in analogy to the fact that lim y p is drastically p ªϱ < < different according to whether y is less than, bigger than, or equal to 1.
Ž . Since the solutions of Eq. 1 are periodic, we study the dependence of Ž . the periods on the initial values ␣ , ␤ and the parameter p. As p ª ϱ, we show that the periods converge to strictly different limits, depending on Ž . the location of the point ␣ , ␤ in the various regions.
On the other hand, for the equation
none of the solutions is periodic under our assumptions and ''period'' is naturally replaced by another concept. We call ) 0 the forward escape natural question to study is the dependence of the maximal interval of Ž . existence on the initial value ␣ , ␤ and on the parameter p, and its convergence as p ª ϱ.
In order to get the meaning of the rich phenomena awaiting to be analyzed, consider the simpler setting of the first order Bernoulli equa- Some of the features mentioned above reoccur in the analysis of the w x second order equations below. In 1, Chap. 7 we find a lengthy discussion of the nonautonomous ODEs
An additional glimpse into the nature of these singularly perturbed problems can be obtained by considering the special family of solutions in
. It is readily seen that on every fixed compact w x interval t g ␣ , ␤ , ␣ ) 0, we have lim y s 1. Indeed, analogous p ªϱ Ž . conclusions are shown to hold for certain solutions of 1 . This could lead to useful simplifications of solutions of important families of problems of mathematical physics. There are, however, additional difficulties associ-ated with our singularly perturbed family of ODEs with varying nonlineari-Ž ties which make it all the more challenging. These are also manifested in w x . 4 although the problems there are linear. First, there is not always an easily identifiable ''reduced equation'' for which an ''outer solution'' can be calculated. Second, an outer solution cannot be expanded in an asymptotic series of powers of 1rp. This raises a difficult question of what alternative expansion could there be that could replace series expansions w x in powers of s 1rp. For some thoughts in that direction see 10 . Third, ''boundary layers'' may not show up at all in the solutions or their higher derivatives on a finite interval. They need not show up in the solutions but may become apparent in their higher derivatives or, of course, boundary layers could develop in the solutions and their higher derivatives. It is easy to show that solutions to the examples given above, e.g., the Bernoulli and the second order equations, when considered as analytic functions of the parameter p, possess an essential singularity at p s ϱ. It is also possible to Ž . Ž . show that if f y, p in 4 is an analytic function of p, then the solutions of Ž . 4 possess an essential singularity at p s ϱ. It goes without saying that the rich phenomena that characterize singularly perturbed problems in numerous instances in mathematical physics are a direct consequence of the analytic dependence of solutions on a physical parameter varying in a neighbourhood of an essential singularity. The family of interesting problems, introduced by Bender et al. in recent years, provides a new source of singularly perturbed nonlinear problems of a special flavour. Some of this special flavour is presented here.
The study of specialized nonlinear problems with varying nonlinearities w x is advocated in 9 , where we find a study of ellipses with ''growing w x nonlinearity.'' It is noteworthy that even though the problems in 9 are formulated in a geometrical algebraic setting, there are two underlying similarities to the phenomena analyzed in this paper. Namely, non-uniform convergence and portions of limiting trajectories turn out to be straight line segments. It is now possible to put forward the following simplified Ž . principle for equations with varying nonlinearities. Let L y, t q
< Ž .< for certain constants m, M. Then, as p ª ϱ, we have y t ª 1 for each w x t g S and some S ; D. This simplified argument is supported by 9 and by this work.
PERIODIC SOLUTIONS IN THE PHASE PLANE

Ž .
We begin to study the autonomous differential equation 1 . We do not pretend to define which differential equation is ''more nonlinear'' than the other as p varies. Instead, the following conventions will hold, motivated Ž . Ž . by Eq. 2 , 3 :
Ž . a For every fixed p, f y, p is an odd, strictly increasing continu-Ž . ous function on yϱ, ϱ .
The growing of nonlinearity is expressed by the following assumption:
For every y g 0, a , f y, p decreases and on ya, 0 it in-. Ž . Ž . Ž . creases to a limit f y as p ª ϱ, where f y is continuous on ya, a . 0 0 Ž . At y s "a, f "a, p converges to finite limits which will be denoted, Ž . respectively, by f "a . 0 Ž . For y ) a and y -ya, f y, p diverges to "ϱ, respectively. Ž . Ž . < < < Ž .< It follows that f y, p ª f y uniformly for y -a y ⑀ and f y, p 0 < < ª ϱ uniformly for y G a q ⑀ for every ⑀ ) 0. Since we make no specific Ž . Ž . assumptions about f "a , f y may have a discontinuous jump at 0 0 Ž . In the study of Eq. 1 we keep in mind the equivalent Hamiltonian system
Ž . The geometry of the integral curves in the y, z plane is trivial. As usual, Ž .
X
we multiply 1 by y and integrate to get the first integral
Ž . Since F y, p is an even, nonnegative, convex function, these are convex, Ž X . closed, and symmetric curves in the y, y plane. Consequently, all the Ž . solutions of 1 are periodic.
Since the topology of the trajectories is not interesting, we shall rather study their quantitative behaviour, their periods, and their dependence on
where L s L p is the intersection point of the curve with the horizontal axis y X s 0. L is the unique positive solution of
i We begin our discussion in the region Ž . 1 converges to that of 8 , namely
Ž . This is the simplest behaviour which Eq. 1 demonstrates. See Fig. 1 .
Ž .
Ž . ii Let ␣ , ␤ be on the boundary of A but not one of the points Ž . "a, 0 . In order to determine the location of the corresponding trajectory, let us estimate its intersections with the axis y X s 0. The intersection 
Ž . Ž . F ␣ s F a , we rewrite 7 as 0 0 
which surrounds region A. By the Poincare᎐Bendixson theorem the trajectory cannot stay forever in R l B and must pass through the half planes < < y ) a.
Ž . Ž . In B, F y, p ª F y uniformly, thus the part of the trajectory which 0 Ž . < < Ž . lies in B is close to a trajectory of 8 . On y G a q ⑀ , F y, p ª ϱ, therefore it follows from the definition of R that the parts of the trajectory < < Ž . which lie outside B must be located in fact in a -y F a q o 1 . These are two symmetric ''steep'' curves which connect the two segments of the trajectory which lie in B. See Fig. 1 . Ž X . After the description of the geometric location of the curves y , y , we Ž .
Ž . Ž .
Ž . 
Ž . so the concave decreasing h y is bounded from below by 
Ž . iv The last region is
Ž .
X
For ␣ , ␤ g C, the intersection of the trajectory with y s 0 is again the
To estimate the period of the trajectory as p ª ϱ, we use again the
3. AN EXAMPLE Ž . Ž . In this section we discuss some specific features of Eq. 2 , 3 , 
The following information about G will be needed: It is easily seen that most of the mass of integration lies on the second Ž . interval and that as p ª ϱ, the limit is g 1 . Expanding now in negative powers of p,
NON-PERIODIC SOLUTIONS IN THE PHASE PLANE
Ž . Now we consider Eq. 4 ,
Ž . where f y, p satisfies the same conditions as above. Here the first integral is
Ž . Ž . The first integrals 5 and 15 are the analogues of the families of ellipses w x and hyperbolas, respectively, studied in 9 , hence the similarities in the non-uniform convergence and the straight segments in the limiting trajectories.
Ž . Ž . Ž .
Ž . While for Eq. 1 we are interested in the dependence of the periods on p for various initial values, here it is natural to study the maximal inter¨al of existence , of each solution, and its behaviour as p ª ϱ. In order that for every fixed, large p, all trajectories, except the stable one, will escape to infinity in both directions in finite times , , we shall add the Ž . Ž . iii Next, take a point ␣ , ␤ g ѨA l Ѩ B, i.e., the curves z s 2 Ž . F y , ya -y -a. These curves are the stable and unstable manifolds of 0
< <
A s y, z ¬ y F a, z ) F y , Ž . Ž . Ä 4 0 2 1 2 < < B s y, z ¬ y F a, z -F y , Ž . Ž . Ä 4 0 2 < < C s y, z ¬ y ) a . Ä 4 Ž .
