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THE RANK THEOREM AND L2-INVARIANTS IN FREE ENTROPY:
GLOBAL UPPER BOUNDS
KENLEY JUNG
ABSTRACT. Using an analogy with the rank theorem in differential geometry, it is shown that for a finite n-tuple
X in a tracial von Neumann algebra and any finitem-tuple F of ∗-polynomials in n noncommuting indeterminates,
δ0(X) ≤ Nullity(DsF (X)) + δ0(F (X) : X)
where δ0 is the (modified) microstates free entropy dimension and DsF (X) is a kind of derivative of F evaluated
at X . When F (X) = 0 and |DsF (X)| has nonzero Fuglede-Kadison-Lu¨ck determinant, then X is α-bounded in
the sense of [26] where α = Nullity(DsF (X)). Using Linnell’s L2 integral domain results in [29] as well as Elek
and Szabo´’s work on Lu¨ck’s determinant conjecture for sofic groups in [13] the following result is proven. Suppose
Γ is a sofic, left-orderable, discrete group with 2 generators and Γ 6= {0}. The following conditions are equivalent:
(1) Γ 6≃ F2.
(2) L(Γ) 6≃ L(F2).
(3) L(Γ) is strongly 1-bounded.
(4) δ0(X) = 1 for any finite set of generators X for L(Γ).
From Brodski˘i and Howie’s results on local indicability ([7], [19]), it follows that a sofic, torsion-free, one-relator
group von Neumann algebra on two generators with nontrivial relator is strongly 1-bounded. It also follows from
the residual solvability of the positive one relator groups ([2]) that a one-relator group von Neumann algebra on
two generators whose relator is a nontrivial, positive, non-proper word in the generators is strongly 1-bounded.
1. INTRODUCTION
Consider the space of solutions, M , to the equation F (x) = 0 where F : Rn → Rm is a smooth func-
tion. To understand the geometry of M one could start by computing the derivative DF (x). Under suit-
able regularity conditions (e.g., DF (x) is surjective for all solutions) M is a smooth manifold of dimension
α = Nullity(DF (x)). This result is one of several closely related observations in differential geometry that I’ll
collectively refer to as the rank theorem (the standard version states that F is equivalent to a projection of rank
equal to Rank(DF (x))). If one further assumes that M is compact, then the smoothness of F implies that the
α-Hausdorff measure of M is finite.
These observations have a direct bearing on von Neumann algebras and free probability. I’ll spell out this
analogy by translating each of the quantities above into an appropriate operator algebra counterpart. F will now
be an m-tuple of ∗-polynomials in n indeterminates and X will denote an n-tuple of generators for a tracial von
Neumann algebra (M,ϕ) such that F (X) = 0. Associated to X is a free probability quantity defined in [49]
called the (modified) microstates free entropy dimension δ0(X). δ0(X) is an analogue of Minkowski dimension
and is defined through an asymptotic process involving ǫ-entropy, i.e., the minimum number ǫ-balls required to
cover a metric space. It will replace topological dimension in this analogy. Differentiation in operator algebras
can be expressed through derivations and tensor products and these devices can used to construct a derivative
DsF (X) which will be a matrix with entries in M ⊗Mop - another tracial von Neumann algebra. One can
speak of the nullity and rank of DsF (X) by taking (unnormalized) traces of the projections onto the kernel or
cokernel of DsF (X). Thus, setting α = Nullity(DsF (X)) one might expect
δ0(X) ≤ α.
Notice here that this is an inequality instead of an equality, as X is not defined solely through the relation, but
only required to satisfy it. To complete the analogy, just as there is a suitable replacement for dimension, so too
is there a kind of Hausdorff entropy Hα for X and if one believes that X is ’compact’ in some suitable way,
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then
H
α(X) <∞.
This paper is concerned with proving the above von Neumann algebra counterparts. The analogy is simple.
The proofs are not. Before outlining some of the difficulties involved, I’ll discuss the free probability results,
their applications to group von Neumann algebras, and the connections to L2-invariants and combinatorial
group theory.
1.1. Group von Neumann Algebras Results, L2-invariants, and Combinatorial Group Theory. The di-
mension inequality in terms of the nullity has a slightly more general expression than discussed above. Suppose
F , X are as before, but that the condition F (X) = 0 is removed. It will be shown (Section 4) that for a suitable
notion of the derivative, denoted by Ds,
δ0(X) ≤ Nullity(DsF (X)) + δ0(F (X) : X)
where here δ0(:) is a kind of relative free entropy dimension ([49]). If F (X) = 0, then δ0(F (X) : X) = 0
and the above reduces to the free entropy dimension inequality stated above. The inequality is connected to
a number of von Neumann algebra applications of free entropy dimension involving normalizers/commutators
([49], [17]), eigenvalue results for maximal free entropy dimension tuples ([32], [42]), and L2-Betti number
computations ([10], [11]). The connections are discussed at length in the examples of Section 4.
The argument for the Hausdorff entropy bound requires additional assumptions on F and X including the
condition F (X) = 0 (see Remark 6.10 about dropping this condition). It will also require that DsF (X) ∈
M2n(M ⊗Mop) has geometric decay, a property equivalent to |DsF (X)| having nonzero Fuglede-Kadison-
Lu¨ck determinant. [24] introduced a notion of Hausdorff α-entropy Hα and covering α-entropy Kα. In general
H
α ≤ Kα, although it is not known whether the inequality is strict. Using the covering entropy I will prove a
slightly stronger form of the entropy inequality (Section 6), namely that
H
α(X) ≤ Kα(X) <∞,
for α = Nullity(DsF (X)). When X satisfies such an inequality X is said to be α-bounded.
When α = 1, Kα has particular significance. Motivated by free probability applications to von Neumann al-
gebras in [48], [16], and [17], and the fundamental work of Besicovitch ([5], [6], and reference [15]) on regular
fractal sets of finite Hausdorff 1-measure, I showed in [26] that if X is a finite tuple of self-adjoint elements
such that there exists an element x ∈ X with finite free entropy and such that K1(X) < ∞, then δ0 is an
invariant for the von Neumann algebra generated by X. To be clear, this means that any other finite tuple Y of
self-adjoint generators for the von Neumann algebra generated by X satisfies the condition that K1(Y ) < ∞
(and thus δ0(Y ) ≤ 1). A von Neumann algebra with such a generating set was called strongly 1-bounded.
Thus, by computations made in [48], the free group factors cannot be generated by a strongly 1-bounded von
Neumann algebra. Applications of this included showing that a union of two strongly 1-bounded von Neumann
algebras with a diffuse intersection generates a strongly 1-bounded von Neumann algebra; also any finite gen-
erating set for the von Neumann algebra generated by a strongly 1-bounded von Neumann algebra along with
any subset of its normalizers generates a strongly 1-bounded von Neumann algebra. This work also provided
a way to unify and generalize the already established results of [49] and [16], which demonstrated that the
free group factors have no Cartan subalgebra, and are prime, respectively. Note that the results on normalizers
and commutants can be obtained and significantly strengthened under much more general conditions through a
variety of solidity/rigidity techniques introduced in [36], [37], [38], [20], among others. [47] is one place where
the interested reader can read a more detailed account of this area.
The geometric decay condition and nullity computation are unwieldy to verify/compute in a general von Neu-
mann algebra context without further assumptions (aside from commutators, skew-commutators, normalizers,
and skew-normalizers). In the discrete group case, however, one can access L2-theory (Lu¨ck’s determinant
property, Linnell’s L2-property) as well as combinatorial group theory to guarantee these spectral derivative
conditions. Indeed, if X is an n-tuple consisting of the canonical unitaries associated to a generating set of
elements for a discrete group Γ, then DsF (X) will have geometric decay at 0 whenever Γ is sofic by a result of
[13]. Moreover, if Γ is also left orderable (i.e., has a left invariant linear ordering) and F has a nontrivial (non-
identity) ∗-monomial, then by a result of [29], DsF (X) will have nullity no greater than n − 1. In particular
when n = 2 one has:
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Proposition 1.1. Suppose Γ is a left orderable, sofic group with 2 generators and Γ 6= {0}. The following
conditions are equivalent:
(1) Γ 6≃ F2.
(2) L(Γ) 6≃ L(F2).
(3) L(Γ) is strongly 1-bounded.
(4) δ0(X) = 1 for any finite set of generators X for L(Γ).
One can actually show this if left orderability in the above is replaced with a weaker condition (Corollary 7.8).
In essence, for such sofic group von Neumann algebras on two generators, the existence of a nontrivial
relation collapses the microstate spaces of the generators into a kind of rectifiable curve of amenable von
Neumann algebras (i.e., it’s strongly 1-bounded). Putting this together with results of [19] ([7]) on the local
indicability (residual solvability) of torsion-free (positive) one-relator groups yields:
Corollary 1.2. Suppose Γ is a torsion free, discrete group with a one relator presentation on 2 generators. If Γ
is sofic and the relator is nontrivial, then L(Γ) is strongly 1-bounded. In particular, if the relator is nontrivial
and positive, then L(Γ) is strongly 1-bounded.
The torsion-free condition can be replaced with an equivalent condition on the form of the relator, as stated
in the abstract (see also Corollary 7.10). Note that the torsion-free condition is necessary as a free product of
two finite cyclic groups demonstrates. Further von Neumann algebra results are presented in Sections 6 and 7.
1.2. Technical Overview. Recalling the proof of the Rank Theorem will give an idea of some of the challenges
in establishing the analogy.
From the outset there is a slight problem with comparing a microstates dimension with nullities in a von
Neumann algebra context. Dimension and the derivative in the geometric context (and thus the microstates
dimension) take place in a real setting, but when one takes traces in von Neumann algebras, these occur in a
complex setting. Thus, a little care must be taken to extract the appropriate real dimension from the complex
traces. One can break the derivative up into its self-adjoint and skew-adjoint parts, keep track of its action on
these spaces, and define the corresponding derivation. A simple example will clarify the issues.
Consider the tracial von Neumann algebra of k × k complex matrices M = Mk(C), the map F : M → M
defined by F (x) = x∗x, and the level set L = {x ∈M : F (x) = I}. L is just the Lie group of unitaries and its
dimension is k2, which is the same dimension as the space of the self-adjoint complex matrices. Normalizing
by k2, the dimension of L ’is’ 1. This can easily be recovered in terms of the derivative and the von Neumann
algebra. The derivative of F at I is DF (I) = IM + J where IM is the identity operator on M and J is the
conjugation map on M . The kernel of DF (I) should have dimension agreeing with the dimension of L, i.e., 1.
Unfortunately the appearance of the conjugation operator J (which is real linear and not complex linear) makes
this situation slightly annoying if one wants to use it in a complex setting. However, if one breaks up the action
of IM and J onto the self-adjoint and skew-adjoint portions of M , M sa and M sk (regarded as real subspaces),
then in a matricially loose sense:
DF (I) = IM + J
=
[
I 0
0 I
]
+
[
I 0
0 −I
]
=
[
2I 0
0 0
]
.
The nullity of DF (I) in its form above as a 2 × 2 matrix with entries in Mk(C) should be the trace of the
projection onto the orthogonal complement of the range, namely[
0 0
0 I
]
.
The trace of the matrix above ’is’ 1 as expected (by the normalization 1 is equivalent to k2 which is exactly the
dimension of L) and its range consists of the set of skew-adjoints i.e., the tangent space of the unitaries.
The decomposition described above can be generalized to the derivative of any ∗-polynomial. Notice that one
could avoid these algebraic preliminaries by working exclusively in the self-adjoint context (as done initially in
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[48], [49]). However, I will need to work in the unitary case as well and creating one differential calculus which
encompasses both cases seemed preferable. The differential calculus rules for the self-adjoint and unitary cases
follow from the general setup. In particular, after a change of bases, the unitary calculus for ∗-monomials can
be explicitly derived and this will have computational consequences in the group von Neumann algebra setting.
These arguments take place in Section 3.
Assuming the linear algebra notions of rank and nullity for derivatives are in order, the manifolds argu-
ment proceeds to show that the solution space F (x) = 0 is locally diffeomorphic to kerDF (x). Here, one
claims (again under some regularity conditions), that after a change of bases, DF (x) is a projection. Although
microstates are finite dimensional matrices like DF (x), they are asymptotic approximants to operators with
singular values that can be more complex than a finite list of eigenvalues. For example the spectrum may the
entire unit interval. This spectral complexity makes the differential geometry argument difficult to carry over.
It lead to the idea of splitting the spectrum by a continuous parameter α.
Spectral splitting occurs in the setting of microstates and since the microstates are simply elements in Eu-
clidean space, for simplicity I will describe spectral splitting in that context. Suppose 0 ∈ E ⊂ B ⊂ Rd with
B a ball of small radius and f : B → Rm is a C1-function. For small β > 0 define Qβ = 1[0,β](|Df(0)|);
this is the analogue of the kernel of DF (x) in the differential geometry argument. Q⊥β is the analogue of the
nondegenerate projection which represents DF (x) after a change of bases. Very roughly, by projecting onto
Qβ and Q⊥β , for any ǫ > 0
Kǫ(E) ≤ Kǫ(Qβ(E)) ·Kǫ(f(E))
where Kǫ is the minimum number of elements in an ǫ-cover of E (the inequality is not true as stated; Lemma
4.2 is the exact statement). If one takes an appropriate limit as ǫ→ 0, then
dim(E) ≤ dim(Qβ(E)) + dim(f(E))
which is very close to the initial free entropy dimension inequality (dim is a heuristic term that isn’t rigorously
defined here). The one slight problem is that Qβ is a projection onto a subspace which might strictly contain
the kernel. But since the above holds for any β one can take a limit as β → 0. Then Qβ converges to Q0,
the projection onto the kernel of Df(0) and one arrives at the free entropy dimension inequality stated in the
previous section. Notice that these estimates will only work in a small enough neighborhood B because one
needs uniform control of the derivative. Using these inequalities, some general covering estimates, and putting
this into the microstates machinery yields the stated free entropy dimension inequality. The rigorous arguments
take place in Section 4.
While a single spectral split yields a free entropy dimension bound in terms of the nullity of the derivative,
it alone cannot establish the entropy estimate because of the lingering β dimension. To see why, it’s helpful
to think of Hausdorff/covering entropy as a kind of natural measure associated to the dimension of the set.
What happens when one takes the natural measure of a set and uses it to evaluate a set with a slightly larger
dimension? For example, the Hausdorff 2-measure of a 3-dimensional solid is infinite regardless of the size of
the 3-dimensional solid. This mismatch will occur for any n-dimensional manifold and (n − 1)-dimensional
Hausdorff measure. So too will it occur with the lingering β-dimension - trying to show that Kα(X) is finite
for α = Nullity(DsF (X)) on a space which has dimension α plus a subspace of dimension dependent on β
and X looks hopeless.
The solution I’ll present quantifies the relationship between the ǫ-entropy and the excess dimension (The-
orem 6.8). Basically, any ǫ-neighborhood of the microstate space looks like a subspace of dimension slightly
larger than the right dimension. The difference is quantified by β and DsF (X). The smaller one makes
the ǫ-neighborhood, the closer its entropy is to that of an ǫ-ball in a subspace of normalized dimension
α = Nullity(DsF (X)). Thus, as ǫ → 0 the exponential growth rate of the local entropy decreases to α,
the ’right’ rate. On the other hand as ǫ shrinks, the number of balls required to cover the microstate space
increases; thus, as ǫ → 0 the global entropy increases. Quantifying the rate of the local entropy decrease and
global entropy increase in terms of ǫ is crucial. It is here that the geometric decay in the assumption, or determi-
nant class (in the sense of Lu¨ck), becomes indispensable. Once this relationship is established, one can perform
iterative spectral splits on a geometric scale of ǫ where ǫ remains fixed. The approach is different from the
one-time split of the spectrum in that for each split, one accounts for the entropy of both the degenerate and
nondegenerate portions, pairing the gain with the loss. Iterating the spectral splitting procedure and keeping
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tally of the cumulative entropy resulting from each iteration yields a finite upper bound. This kind of argument
will require significantly more complicated covering estimates than those presented in the dimension argument.
It will include Chebyshev estimates, Rogers’s asymptotic bounds for covers of balls by balls [40], coverings
by sets of negligible dimension (bindings and fringes), and estimates using the quasi-norm spaces Lp(M) for
0 < p < 1. A more detailed description of the difficulties and intuition can be found in Section 5. There,
additional Euclidean estimates, von Neumann projection lemmas, and their relation to matricial calculus are
presented. Section 6 puts this all together to arrive at the entropy estimate.
There are three other sections aside from these core sections (3-6) and the introduction. Section 2 will set
up notation, review background material, and prove some technical lemmas, some of which are interesting in
their own right (e.g., Lemma 2.7 which proves continuity of the covering number as a function of ǫ). Section
7 will present the group von Neumann algebra corollaries. The appendix will review St. Raymond’s volume
estimates [44] and establish the necessary volume/metric entropy inequalities for the quasinorm balls in the
k × k complex matrices.
2. PRELIMINARIES
2.1. Notation. A tracial von Neumann algebra consists of a tuple (M,ϕ) where M is a von Neumann algebra
and ϕ is a tracial state on M . ϕ will always be normal and faithful. For any 0 < p < ∞ ‖ · ‖p denotes the p−
(quasi)norm on M given by ‖x‖p = ϕ(|x|p)1/p, x ∈ M . When p = ∞ I will sometimes write ‖x‖∞ for the
operator norm of x. Unless otherwise stated, (M,ϕ) will denote a tracial von Neumann algebra. L2(M) is the
completion of M under the ‖ · ‖2-norm.
Suppose x is a normal element in (M,ϕ). ϕ induces a Borel measure µ on the spectrum of x, sp(x), obtained
by restricting ϕ to C(sp(x)) via the spectral theorem and using the Riesz representation theorem to extend ϕ’s
restriction to a Borel measure supported on sp(x). This measure will be called the spectral distribution of x.
If f is a bounded, complex-valued Borel function on sp(x), then f(x) denotes the unique element obtained by
extending the continuous functional calculus to the bounded, Borel functional calculus. For a subset S ⊂ Ω I
will write 1S for the indicator function on S, i.e., 1S(ω) = 1 if ω ∈ S and 1S(ω) = 0 if ω ∈ Ω − S. With this
notation, if E ⊂ sp(x) is a Borel set, then 1E(x) is the spectral projection associated to E and x.
Notice that these notions make sense for a symmetric, real linear operator T from on a finite dimensional
vector space (since it’s diagonalizable). The spectral calculus notation in the complex case will also be used in
the real case. For example, |T | denotes (T ∗T )1/2 where T ∗ is the transpose of T . As in the complex case, in
this situation one has a polar decomposition T = U |T | where U is an orthogonal matrix and |T | is a symmetric,
positive semidefinite operator. These also make sense (as in the complex case) when the domain and range of
T are distinct real vector spaces (i.e., of different dimension).
For any k ∈ N, Mk(C) denotes the space of k × k complex matrices and trk denotes the unique tracial
state on Mk(C). M sak (C) denotes the space of k × k self-adjoint complex matrices. If R > 0 then (Mk(C))R
and (M sak (C))R denote the sets of elements x in Mk(C) or M sa(C), respectively, whose operator norm is
no greater than R. (Mk(C))n will denote the space of n-tuples of elements in Mk(C) and the ‖ · ‖2-norm
on this space is defined by ‖(ξ1, . . . , ξn)‖2 = (
∑n
i=1 trk(ξ
∗
i ξi))
1/2
. This notation agrees with the 2-norm for
a von Neumann algebra when n = 1. The ‖ · ‖∞-norm (sometimes written simply as ‖ · ‖) is defined by
‖(ξ1, . . . , ξn)‖∞ = max1≤i≤n ‖ξ‖∞. (M sak (C))n, (Mk(C))R)n, and (M sak (C)R)n have analogous meanings
- they are direct sums of n copies of the inner terms. If ξ, η ∈ (Mk(C))n, then ξ · η, ξ + η ∈ (Mk(C))n have
the obvious coordinatewise meaning. Given ξ ∈ (Mk(C))n and ǫ, p ∈ (0,∞), Bp(ξ, ǫ) ⊂ (Mk(C))n denotes
the ball of ‖ · ‖p-radius ǫ with center ξ.
Given a discrete group Γ, L(Γ) ⊂ B(ℓ2(Γ)) denotes the group von Neumann algebra generated by the left
regular representation of Γ. eΓ denotes the identity element of the group. Γop denotes the opposite group of Γ.
L(Γ) has a canonical, faithful, tracial state given by ϕ(x) = 〈x1eΓ , 1eΓ〉. Unless otherwise stated, L(Γ) will
be regarded as a tracial von Neumann algebra w.r.t. this canonical trace. Recall that there exists a unique tracial
state on L(Γ) ⇐⇒ L(Γ) is a factor ⇐⇒ Γ is i.c.c..
For n ∈ N, Fn denotes the free group on n elements. Suppose a1, . . . , an are the canonical generators for
Fn. Recall that there is a bijective correspondence between Fn and the reduced words w in a1, . . . , an. If
g1, . . . , gn are elements in a group Γ, then w(g1, . . . , gn) denotes the obvious element obtained by associating
to w the corresponding unique element g ∈ Fn and then setting w(g1, . . . , gn) = π(g) where π : Fn → Γ is
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the unique group homomorphism such that π(ai) = gi, 1 ≤ i ≤ n. I will blur the distinction between reduced
words w in a1, . . . , an, and the unique group element they represent in Fn.
Suppose X = {x1, . . . , xn} is a finite n-tuple of elements in a complex ∗-algebra and F is a p-tuple of
noncommutative ∗-polynomials in n indeterminates. Write F = {f1, . . . , fp}. F (X) denotes the p-tuple of
elements {f1(X), . . . , fp(X)}. Given another finite Y = {y1, . . . , yp} in the same complex ∗-algebra, X ∪ Y
denotes the concatenated finite tuple {x1, . . . , xn, y1, . . . , yp}. When the elements of a tuple X are identically
0 or the identity this will written as X = 0 or X = I , respectively.
Given a complex algebra A, Aop denotes the opposite algebra of A. Recall that Aop = A as a vector space
is A. Given an element a ∈ A, I will also write a ∈ Aop. Sometimes to reinforce that this element is regarded
in Aop I will write aop ∈ Aop, however at times (only when multiplication is not an issue and in order to reduce
notation) I’ll simply use the shorthand a ∈ Aop. I will denote the identity of a given complex algebra A.
2.2. Metric Notation, Packing/Covering, Sumsets. Suppose (M,d) is a metric space. Given ǫ > 0 and
x ∈ M , B(x, ǫ) denotes the open ball with radius ǫ and center x. Given X ⊂ M , an ǫ-cover for X is a subset
Λ ⊂M such that ∪i∈ΛB(xi, ǫ) ⊃ X. For any ǫ > 0Kǫ(X) denotes the minimum number of elements in an ǫ-
cover for X. A subset F of M is ǫ-separated if for any distinct elements x, y ∈ F , d(x, y) ≥ ǫ. Sǫ(X) denotes
the maximum numbers of elements in an ǫ-separated subset F ⊂ X. Denote by Nǫ(X) the ǫ-neighborhood
of X in M . These ǫ-parametrized metric concepts are closely related to one another. Below are a number of
their simple but very useful properties which are stated for convenience and without proof (they are all easy to
verify):
Proposition 2.1. Suppose X is a subset of the metric space (M,d). The following hold:
(i) If Y ⊂ X, then for any ǫ > 0, Sǫ(Y ) ≤ Sǫ(X), Kǫ(Y ) ≤ Kǫ(X), and Nǫ(Y ) ⊂ Nǫ(X).
(ii) Sǫ(X ∪ Y ) ≤ Sǫ(X) + Sǫ(Y ).
(iii) If r > ǫ > 0, then Sr(X) ≤ Sǫ(X), Kr(X) ≤ Kǫ(X), and Nǫ(X) ⊂ Nr(X).
(iv) If ǫ > 2δ > 0, then Sǫ(Nδ(X)) ≤ Sǫ−2δ(X) and if ǫ > δ > 0, then Kǫ(Nδ(X)) ≤ Kǫ−δ(X).
(v) Kǫ(X) ≤ Sǫ(X) ≤ K ǫ
2
(X).
(vi) If (M,d) is Euclidean space of dimension k, µ is Lebesgue measure, and ck is the volume of the unit ball,
then
µ(Nǫ(X))
ckǫk
≤ Kǫ(X)
≤ Sǫ(X)
≤ µ(Nǫ/2(X))
ck(ǫ/2)k
.
The (upper) covering dimension (also known as the box-counting, entropy, or Minkowski dimension) of X
is defined by
dim(X) = lim sup
ǫ→0
Kǫ(X)
| log ǫ| .
It is straightforward to check from the properties listed above that dim(X) = lim supǫ→0
Sǫ(X)
| log ǫ| and when X is
a subset of Euclidean space of dimension k and µ is Lebesgue measure, then
dim(X) = k + lim sup
ǫ→0
log(µ(Nǫ(X)))
| log ǫ| .
Suppose now that E is a normed linear space and A and B are subsets of E. The sumset of A and B is the
subset of E whose elements are of the form a+ b where a ∈ A and b ∈ B. This construction is often denoted
by A+B, but because of the prolific use of the addition sign as an algebraic operation throughout this paper, I
will write the sumset of A and B as A⊞B = {a+ b : a ∈ A, b ∈ B} to emphasize its set theoretic meaning. If
A1, . . . , An is a sequence of subsets then their sumset is ⊞ni=1Ai = {a1 + · · ·+ an : ai ∈ Ai, 1 ≤ i ≤ n}. The
sumset operations will be used primarily in the context of metric properties and covering estimates. Note that
the usage of ⊞ conflicts with its standard meaning in free probability for the free additive convolution. Since I
will not be using the free additive convolution in this paper there should be no confusion.
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By the triangle inequality if Λi are ǫ-covers for subsets Ai, then ⊞ni=1Λi is an nǫ-cover for ⊞ni=1Ai. Thus,
there is the following simple and very coarse estimate:
Lemma 2.2. If E is a Banach space and 〈Ai〉ni=1 is a sequence of subsets of E, then for any ǫ > 0,
S2nǫ(⊞
n
i=1Ai) ≤ Knǫ(⊞ni=1Ai)
≤ Πni=1Kǫ(Ai)
≤ Πni=1Sǫ(Ai).
Finally, when B = B(x, r) ⊂ E, then for s > 0, sB = B(x, rs), the balls obtained from dilating B by s
w.r.t. the center x.
2.3. Microstates. Suppose (M,ϕ) is tracial von Neumann algebra and X = {x1, . . . , xn} is an n-tuple of
elements in M . Given m,k ∈ C and γ > 0 the (m,k, γ) ∗-microstates Γ(X;m,k, γ) consists of all elements
ξ = (ξ1, . . . , ξn) ∈ (Mk(C))n such that for any 1 ≤ p ≤ m, 1 ≤ i1, . . . , ip ≤ n, and j1, . . . , jp ∈ {1, ∗},
|ϕ(xj1i1 · · · x
jp
ip
)− trk(ξj1i1 · · · ξ
jp
ip
)| < γ.
There are several useful variants of the above. For R > 0, ΓR(X;m,k, γ) is the set consisting of all elements
ξ ∈ Γ(X;m,k, γ) such that ‖ξ‖∞ ≤ R. When X consists of self-adjoint or unitary elements, one can impose
the condition that each microstate’s entries are self-adjoint or unitary complex matrices. These sets will be
denoted by Γsa· (·) and Γu· (·), respectively. The original definition of matricial microstates was made in [48].
While originally defined for finite tuples of self-adjoint elements, the unitary or general definition above is
straightforward.
One can also consider the microstates of X in the presence of Y (introduced in [49]). For this suppose Y =
{y1, . . . , yd} ⊂ M . Γ(X : Y ;m,k, γ) consists all ξ ∈ Γ(X;m,k, γ) for which there exists an η ∈ (Mk(C))d
such that (ξ, η) ∈ Γ(X ∪ Y : m,k, γ). Another way of putting it is that Γ(X : Y ;m,k, γ) is the projection of
Γ(X ∪ Y ;m,k, γ) onto the first n coordinates.
Denote by vol Lebesgue measure w.r.t. the real inner product metric which ‖ · ‖2 induces on (Mk(C))n
(‖ξ‖22 =
∑n
i=1 trk(ξ
∗
i ξ)
1/2). Observe that under this identification, (Mk(C))n is isomorphic as a real vector
space to R2nk2 . Define successively
χ(X;m,γ) = lim sup
k→∞
k−2 · log(vol(Γ(X;m,k, γ))) + 2n · log k,
χ(X) = inf{χ(X;m,γ) : m ∈ N, γ > 0}.
Note the scaling factor 2n · log k is different from that in [48] due to both the nonself-adjoint context as well
as the normalization of the traces used here. χ(X) is called the free entropy of X. Replacing the microstates
of X with the microstates in the presence of Y in the above yields a quantity χ(X : Y ) called the free entropy
of X in the presence of Y . One can impose operator norm cutoff conditions and obtain free entropy quantities
χR(X) as well as χR(X : Y ). When X consists of self-adjoint quantities one can consider the self-adjoint
microstates and using Lebesgue measure on (M sak (C))n inherited from ‖ · ‖2. Replacing the scaling factor
2n · log k in the definition above with n log k, one arrives at the free entropy of the self-adjoint tuple, denoted
by χsa(X).
Other functions can be applied to the microstate spaces with a more geometric measure theoretic bent. Using
covering numbers w.r.t. the metric ‖ · ‖2, define successively for any ǫ > 0
Kǫ(X;m,γ) = lim sup
k→∞
k−2 · log(Kǫ(Γ(X;m,k, γ))),
Kǫ(X) = inf{Kǫ(X;m,γ) : m ∈ N, γ > 0}.
One similarly defines Sǫ by replacing Kǫ above with Sǫ. Again, an operator norm cutoff can be introduced
giving rise to notation such as Kǫ,R(·) and Sǫ,R(·). One can also define corresponding covering and separated
ǫ-quantities for self-adjoint and unitary microstates spaces when X consists of self-adjoint or unitary elements.
They will be notated by Ksaǫ (X), Ssaǫ (X), Kuǫ (X), Suǫ (X).
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The (modified) free entropy dimension of X, δ0(X) is the common quantity
δ0(X) = lim sup
ǫ→0
Kǫ(X)
| log ǫ|
= lim sup
ǫ→0
Sǫ(X)
| log ǫ| .
The equation above was not the original formulation of δ0 introduced in [49] involving semicircular (or what
would in this context be circular) free perturbations, but it was show in [23] to be equivalent. Again one can
consider self-adjoint or unitary quantities, when X consists of self-adjoint or unitary elements and they will be
denoted by δsa0 and δu0 , respectively.
The following says that the use of operator norm cutoffs or self-adjoint/unitary restrictions have no effect
on the entropy quantities. The free entropy claim of (i) is essentially contained in [4]. The covering equalities
(ii)-(iv) follow from [25], Rogers’s asymptotic estimates [40], and Remark 2.6.
Proposition 2.3. If R > maxx∈X ‖x‖, and ǫ > 0 then the following are true:
(i) χR(X) = χ(X). If X consists of self-adjoint elements, then χsaR (X) = χsa(X).
(ii) Kǫ(X) = Kǫ,R(X).
(iii) If X consists of self-adjoint elements, then Kǫ(X) = Ksaǫ (X) = Ksaǫ,R(X).
(iv) If X consists of unitary elements, then Kǫ(X) = Kuǫ (X).
It was asked in [48] whether δ0 or some variant of it is a von Neumann algebra invariant. More precisely,
the question is this: if X and Y are finite tuples in a tracial von Neumann algebra which generate the same von
Neumann algebra, then is δ0(X) = δ(Y )? An affirmative answer to this question would show (again by [48])
the nonisomorphism of the free group factors and settle a longstanding problem in operator algebras.
It is known from [51] that if X and Y generate the same ∗-algebra, then δ0(X) = δ0(Y ) (Proposition 2.5
below will basically demonstrate this as well). Thus, one can make sense of the free entropy dimension of
a finitely generated complex ∗-algebra as the free entropy dimension of any of its finite generating sets. In
particular, for a finitely generated discrete group G one can rigorously define δ0(G) to be the free entropy
dimension of the tuple consisting of the unitaries associated to any finite tuple of group generators.
[49] applied the microstates theory to show that the free group factors have no Cartan subalgebras, and [16]
used it to show that they were prime, answering several old operator algebra questions. These results were
subsequently strengthened and generalized using different methods which were discussed in the introduction.
Motivated by geometric measure theoretic considerations, [26] effectively showed that δ0 is an invariant
when a tuple has finite covering 1-entropy. Recall there that for α > 0, a finite tuple of self-adjoints X in a
tracial von Neumann algebra is said to be α-bounded if there exist K, ǫ0 > 0 such that for all 0 < ǫ < ǫ0,
K
sa
ǫ (X) ≤ α · | log ǫ|+K.
If X is 1-bounded and contains an entry x such that χsa(x) > −∞, then X is said to be strongly 1-bounded.
It turns out that if X is strongly 1-bounded, then any other finite generating tuple Y for the von Neumann
algebra generated by X satisfies the same inequality above, possibly with a different ǫ0 and K . In particular,
δ0(Y ) ≤ 1. This allows one to distinguish strongly 1-bounded von Neumann algebras (which are closed
under diffuse intersections, normalizers, and pairwise commutation relations) from von Neumann algebras
with (microstates) free entropy dimension strictly greater than 1 (e.g. the free group factors as demonstrated in
[48]).
The key feature in the definition of strongly 1-bounded is that the defining inequality propagates to any
representative of the associated von Neumann algebra. It reduces a von Neumann algebra nonexistence result
to computing a numeric of one propitious generating set. As a result of this, a tracial von Neumann algebra is
said to be strongly 1-bounded if it has a finite set of self-adjoint elements which is strongly 1-bounded.
While α-boundedness was phrased for finite tuples of self-adjoints, it makes sense for a finite tuple of general
(possibly non-self-adjoint) elements. Formally,
Definition 2.4. A finite tuple X in (M,ϕ) is α-bounded if there exist K, ǫ0 > 0 such that for all 0 < ǫ < ǫ0,
Kǫ(X) ≤ α · | log ǫ|+K.
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This definition coincides with the original one made when the finite tuple consists of self-adjoint elements
(by Proposition 2.3). Notice that if X is α-bounded, then δ0(X) ≤ α.
Whether one works with self-adjoint, general, or unitary tuples is immaterial. Indeed, one can move from
one type of generating set to another with ∗-algebraic operations and invoke the following:
Proposition 2.5. IfX and Y are finite tuples of elements in (M,ϕ) which generate the same complex ∗-algebra,
then for any R > 0 there exist L,R1 > 0 such that for any ǫ > 0,
Kǫ,R(X) ≤ K ǫ
L
,R1(Y ).
It follows that there exists a C > 0 such that for any ǫ > 0, Kǫ(X) ≤ Kǫ/C(Y ). In particular, if X is a general
finite tuple and Xsa is the tuple obtained by taking the real and imaginary portions of X, then X is α-bounded
(as a finite tuple of general elements) iff Xsa is α-bounded (as a finite tuple of self-adjoint elements). Also,
δ0(X) = δ0(X
sa) = δsa0 (X
sa).
Proof. By hypothesis there exist finite tuples of ∗-polynomials, F andG, such that F (X) = Y andG(F (X)) =
Y . Given R > 0, there exists and L1, R1 dependent on R such that for any k ∈ N and ξ, η ∈ ((Mk(C))R)n
(i) L1 · ‖F (ξ)− F (η)‖2 ≥ ‖G(F (ξ)) −G(F (η))‖2.
(ii) ‖F (ξ)‖∞ < R1.
Because G(F (X)) = X there exist m0 ∈ N, γ0 > 0 such that for any ξ ∈ ΓR(X,m0, k, γ0), ‖G(F (ξ)) −
ξ‖2 < ǫ/4. Using condition (i) above, for any ξ, η ∈ ΓR(X,m0, k, γ0),
L1 · ‖F (ξ)− F (η)‖2 ≥ ‖G(F (ξ) −G(F (η))‖2
≥ ‖ξ − η‖2 − ǫ/2.
It follows that for any m1 > m0 and 0 < γ1 < γ0
Sǫ(ΓR(X;m1, k, γ1)) ≤ S ǫ
2L1
(F (ΓR(X;m1, k, γ1))).
Given m ∈ N and γ > 0, then there exist by condition (ii) corresponding m1 > m0 and 0 < γ1 < γ0 such
that F (ΓR(X;m1, k, γ1)) ⊂ ΓR1(Y ;m,k, γ). Combining this with the above and Proposition 2.1,
Kǫ(ΓR(X;m1, k, γ1)) ≤ Sǫ(ΓR(X;m1, k, γ1))
≤ S ǫ
2L1
(F (ΓR(X;m1, k, γ1)))
≤ S ǫ
2L1
(ΓR1(Y ;m,k, γ))
≤ K ǫ
4L1
(ΓR1(Y ;m,k, γ)).
This being true for any m ∈ N, γ > 0, it follows that with L = (4L1)−1,
Kǫ,R(X) ≤ K ǫ
L
,R1(Y ).
The first claim is established.
The second claim follows from the first claim and Proposition 2.3.
For the third part, notice that the second claim implies that if X and Y generate the same ∗-algebra, then X
is α-bounded iff Y is α-bounded. Thus, if X is a general finite tuple and Xsa denotes the tuple consisting of the
real and imaginary parts of X, then X is α-bounded iff Xsa is α-bounded (as a general tuple). Proposition 2.3
shows that the ǫ-covering numbers of a tuple of self-adjoints computed w.r.t. self-adjoint or general microstates
coincide. So Xsa is α-bounded as a general tuple iff Xsa is α-bounded as a tuple of selfadjoint elements. This
completes the third claim.
The fourth and final claim concerning δ0 is trivial from the first claim and Proposition 2.3. 
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2.4. Rogers’s asymptotic bound. [40] investigated ǫ-covering estimates for the unit ball Bd in Rd for large
d. One might expect that Kǫ(Bd) should be the ratio of 1 over ǫ raised to the ambient dimension d, i.e.,
Kǫ(Bd) ∼ (1ǫ )d. From simple volume comparison arguments one has a coarser estimate involving an additional
exponential constant of 2:
Kǫ(Bd) ≤
(
2
ǫ
)d
=
2d
ǫd
.
While this estimate (or a better one with a numerator of 1 + ǫ) often suffices to get appropriate dimension
bounds in the microstate setting, I’ll need a sharper estimate where the numerator 2d is replaced with a term
with polynomial growth. Rogers proved in [40] that there exists a universal constant Cr such that for d ≥
max{1/ǫ, 9},
Kǫ(Bd) ≤ Cr · d
5/2
ǫd
.
By dilating, it follows that if Bd(α) denotes the ball of radius α in Rn, then for d ≥ max{αǫ , 9},
Kǫ(Bd(α)) ≤ Cr · d5/2 ·
(α
ǫ
)d
.
Remark 2.6. Suppose Ω ⊂ Rd and s, t > 0. Observe that for d > max{s+ts , 9} the result above implies
Ks(Ω) ≤ Cr · d5/2 ·
(
s+ t
s
)d
·Ks+t(Ω).
To see this pick an (s + t)-cover 〈xi〉i∈I for Ω such that #I = Ks+t(Ω). From the discussion above, for each
i the ball B(xi, s+ t) has an s-cover 〈y(i,j)〉j∈J where J is an indexing set such that
#J ≤ Cr · d5/2 ·
(
s+ t
s
)d
.
Clearly 〈y(i,j)〉(i,j)∈I×J is an s-cover for Ω and it has cardinality no greater than
#I ·#J ≤ Cr · d5/2 ·
(
s+ t
s
)d
·Ks+t(Ω).
When Remark 2.6 is used for the ǫ-coverings in the microstate setting, the polynomial term vanishes under
the asymptotic logarithmic process and one recovers the kind of nested scaling property enjoyed by dyadic
cubes. More specifically one has the following which are interesting to compare with the corresponding prop-
erties proved in [52] for the free Fisher information of a semicircular perturbation:
Lemma 2.7. Suppose X is an n-tuple of operators in a tracial von Neumann algebra M . Define f : (0,∞)→
[0,∞) by f(t) = Kt(X). The following hold for f :
• f is monotonically decreasing.
• For any s, t ∈ (0,∞), f(s) ≤ f(s+ t) + 2n log ( s+ts ).• f is continuous.
The same results hold if X consists of self-adjoint elements and f(t) = Ksat (X).
Proof. For the first property for s, t ∈ (0,∞) such that s < t, and for any m,k ∈ N and γ > 0
Ks(Γ(X;m,k, γ)) ≥ Kt(Γ(X;m,k, γ)).
Passing this through the limiting process, one has f(s) = Ks(X) ≥ Kt(X) = f(t).
For the second property, suppose s, t ∈ (0,∞) and again, m,k ∈ N and γ > 0. By Remark 2.6,
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Ks(X;m,γ) = lim sup
k→∞
k−2 · log (Ks(Γ(X;m,k, γ)))
≤ lim sup
k→∞
k−2 · log
(
Cr(2nk
2)5/2(s+ t)2nk
2
s2nk2
·Ks+t(Γ(X;m,k, γ))
)
≤ Ks+t(X;m,γ) + 2n log
(
s+ t
s
)
.
As this holds for any m,γ, f(s) = Ks(X) ≤ Ks+t(X) + 2n log
(
s+t
s
)
= f(s+ t) + 2n log
(
s+t
s
)
.
The third property follows from the first and second ones.
The self-adjoint situation is completely analogous to the nonself-adjoint arguments presented above. 
Remark 2.8. Rogers’s result can be used to prove statements (ii)-(iv) of Proposition 2.3. I’ll show this for
the Proposition 2.3(iii) and leave the other two to the reader, as they are completely analogous. The third
statement says that for R > maxx∈X ‖x‖ with X a finite tuple consisting of self-adjoint elements, that for
any ǫ > 0, Kǫ(X) = Ksaǫ (X) = Ksaǫ,R(X). From Proposition 2.1(i) and the inclusions, Γ(X;m,k, γ) ⊃
Γsa(X;m,k, γ) ⊃ ΓsaR (X;m,k, γ) it follows that Kǫ(X) ≥ Ksaǫ (X) ≥ Ksaǫ,R(X). It remains then to prove the
reverse inequalities of this chain.
Fix t > 0. For sufficiently large m ∈ N and small γ > 0, if ξ ∈ Γ(X : m,k, γ), then ‖ξ− (ξ+ ξ∗)/2‖2 < t.
Thus, Γ(X;m,k, γ) ⊂ Nt(Γsa(X;m,k, γ)). By Proposition 2.1(iv),
Kǫ(Γ(X;m,k, γ)) ≤ Kǫ(Nt(Γsa(X;m,k, γ)))
≤ Kǫ−t(Γsa(X;m,k, γ)).
Passing this through the limiting process, Kǫ(X) ≤ Ksaǫ−t(X). The continuity property for the self-adjoint case
in Lemma 2.6 shows that Kǫ(X) ≤ Ksaǫ (X) which is the first of the two remaining inequalities.
Turning to the inequality Ksaǫ (X) ≤ Ksaǫ,R(X), when R > maxx∈X ‖x‖, Lemma 2.1 of [26] shows that for
a given t > 0 and any m0 ∈ N and γ0 > 0, there exist an m ∈ N and γ > 0 such that
Γsa(X;m,k, γ) ⊂ Nt(ΓsaR (X;m0, k, γ0)).
By Proposition 2.1, (i) and (iv), and Remark 2.6
Kǫ(Γ
sa(X;m,k, γ)) ≤ Kǫ(Nt(ΓsaR (X;m0, k, γ0)))
≤ Kǫ−t(ΓsaR (X;m0, k, γ0))
≤ Cr · (2nk2)5/2 ·
(
ǫ
ǫ− t
)2nk2
·Kǫ(ΓsaR (X;m0, k, γ0))
Applying lim supk→∞ k−2 log on both sides,
K
sa
ǫ (X) ≤ Ksaǫ (X;m,γ)
≤ Ksaǫ,R(X;m0, γ0) + 2n · [log(ǫ)− log(ǫ− t)].
This is true for any m0 ∈ N, γ0 > 0. Thus, Ksaǫ (X) ≤ Ksaǫ,R(X) + 2n · [log(ǫ) − log(ǫ − t)]. t > 0 was
arbitrary, so it follows that Ksaǫ (X) ≤ Ksaǫ,R(X) as promised.
2.5. Derivatives. I’ll set forth here some basic notation for derivatives and recall a few fundamental facts.
Details can be found in many places, e.g., [27]. It will be convenient to speak about derivatives in the general
context of real Banach spaces. Suppose A1, . . . , An, B1, . . . , Bp are real Banach spaces and A = ⊕ni=1Ai
and B = ⊕pj=1Bj are the direct sum Banach spaces. If U ⊂ A is open and F : U → B, one can write
F (a) = (F1(a), . . . , Fp(a)) where the Fj : A → Bj . Assume F is differentiable at a with derivative denoted
by DF (a). Just as in multivariable calculus, DF (a) can be canonically represented as a matrix:
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DF (a) =


∂1F1(a) · · · ∂nF1(a)
.
.
.
.
.
.
∂1Fp(a) · · · ∂nFp(a)


where the ∂iFj(a) : Ei → Fj are defined exactly as in the Euclidean case. To be clear the ith partial derivative
of Fj exists at a if there exists a bounded (real) linear map DiFj(a) : Ej → Fj such that
lim
h→0
‖Fj(a1, . . . , ai + h, . . . , an)− Fj(a)− (DiFj(a))(h)‖
‖h‖ = 0
As in the Euclidean case, F is smooth iff the partial derivatives are smooth.
There is an integral version of the mean value theorem here as well, namely that if a1, a2 ∈ U and the line
segment joining a1 and a2 lies in U , then
F (a2)− F (a1) =
[∫ 1
0
DF (a1 + t(a2 − a1)) dt
]
(a2 − a1).
Note that if the Ai and Bj are finite dimensional, then all norms are equivalent, and differentiability in one
norm is equivalent to differentiability in any other norm and the derivatives (as linear maps) are one and the
same. In particular, if Ai = Bj = Mk(C) for some fixed k, and F is differentiable at a w.r.t. the operator
norm, then F is differentiable at a w.r.t. any Schatten norm, and in particular the real Hilbert space direct sum
of L2-norms (normalized or unnormalized) induced on A and B. Thus, if F is a p-tuple of (noncommutative)
∗-polynomials, then F is differentiable w.r.t. the real Hilbert space direct sum norms induced on A and B, with
a derivative equal to the derivative computed w.r.t. the direct sum operator norms induced on A and B.
2.6. Moment Convergence and Spectral Projections. Given a positive operator in a tracial von Neumann
algebra and a microstate, I will need to know how the associated spectral projections are related. It will be
convenient to state the results in a context slightly more general than that of microstates and towards this end
I’ll introduce some convenient notation. If X = {x1, . . . , xn} and Y = {y1, . . . , yn} are n-tuples in tracial von
Neumann algebras (M,ϕ) and (N,ψ), respectively, and R, γ > 0 and m ∈ N, then I will write X ≈R,m,γ Y
provided that the xi and yi have operator norms no greater than R and that their ∗-moments are close by an
order of m and γ, i.e., for any 1 ≤ p ≤ m and 1 ≤ i1, . . . , ip ≤ n and j1, . . . , jp ∈ {1, ∗},
|ϕ(xj1i1 · · · x
jp
ip
)− ψ(yj1i1 · · · y
jp
ip
)| < γ.
If X = {x} and Y = {y}, I will simply write this as x ≈R,m,γ y. Note that this notion makes sense when
X = {x}, Y = {y}, and x happens to be a real linear operator on a finite dimensional (real) vector space. In this
case the ∗-moments are taken w.r.t. the real normalized trace on the operators acting on the finite dimensional
real vector space and the adjoint is replaced with the transpose.
In the following lemma (M,ϕ) and (N,ψ) denote tracial von Neumann algebras.
Lemma 2.9. Suppose a ∈ M is positive with ‖a‖ ≤ R. If c, s > 0, then there exist an m ∈ N, γ > 0,
dependent only on c, s,R such that for any positive operator b ∈ N satisfying b ≈R,m,γ a
ϕ(1[0,c)(a))− s < τ(1[0,c)(b))
≤ τ(1[0,c](b))
≤ ϕ(1[0,c](a)) + s.
The same conclusion holds if b is a positive semidefinite real linear operator on a finite dimensional, real vector
space.
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Proof. There exists a monotonic decreasing sequence of uniformly bounded continuous functions which con-
verges pointwise to 1[0,α] on [0, R] such that for any f in the sequence, inft∈[0,R](f(t)−1[0,α](t)) > 0. Similarly
there exists a monotonic increasing sequence of uniformly bounded continuous functions converging pointwise
to 1[0,α) on [0, R] such that each for any such function f in the sequence, inft∈[0,R] 1[0,α](t) − f(t) > 0. By
Stone-Weierstrass there exist uniformly bounded sequences of real polynomial functions fn and gn on [0, R]
such that fn → 1[0,c] and gn → 1[0,c) pointwise and fn(t) ≥ 1[0,c](t) and 1[0,c)(t) ≥ gn(t) for all t ∈ [0, R]. By
Lebesgue’s dominated convergence theorem and the Borel spectral theorem, limn→∞ ϕ(fn(a)) = ϕ(1[0,c](a))
and limn→∞ ϕ(gn(a)) = ϕ(1[0,c)(a)). Fix an N such that ϕ(fN (a)) ≤ ϕ(1[0,c](a)) + s/2 and ϕ(1[0,c)(a)) −
s/2 < ϕ(gN (a)). Pick m and γ (dependent only on fN , s, c) such that for any positive b ∈ N satisfying
b ≈R,m,γ a, |τ(fN (b))− ϕ(fN (a))| < s/2 and |τ(gN (b))− ϕ(gN (a))| < s/2.
ϕ(1[0,c)(a))− s ≤ ϕ(gN (a))− s/2
≤ τ(gN (b))
≤ τ(1[0,c)(b))
≤ τ(1[0,c](b))
≤ τ(fN (b))
≤ ϕ(fN (a)) + s/2)
≤ ϕ(1[0,c](a)) + s.
This completes the first claim. The second claim for b a positive semidefinite real linear operator follows by the
same argument or alternatively, by realizing b as a real matrix embedded in the space of complex matrices and
applying the result above. 
2.7. Fuglede-Kadison-Lu¨ck Determinant, Spectral Projections, Finiteness Properties, Rank, Nullity. Geo-
metric decay is a condition on the traces of the spectral projections of a positive operator. It turns out to be
equivalent to the condition that the Fuglede-Kadison-Lu¨ck determinant is nonzero (Section 6, Lemma 6.2), also
known as being of determinant class [31] (see the references therein, including [8], as well as [18]).
Suppose x is an element in the tracial von Neumann algebra (M,ϕ). Denote by µ the spectral distribution
of |x| induced by ϕ and by Et the spectral measure for |x|. To be clear, Et is the projection-valued measure
obtained from extending the continuous functional calculus on |x|. Recall the Fuglede-Kadison-Lu¨ck Deter-
minant of x, referred to as the ’generalized Fuglede-Kadison determinant’ in [31]. Borrowing the terminology
and implied name in the exposition [18] this is the common quality
detFKL(x) = exp
(
lim
ǫ→0+
∫ ∞
ǫ
log t dϕ(Et)
)
= exp
(∫
(0,∞)
log(λ) dµ(λ)
)
when the integral is finite, and 0 otherwise. Notice that detFKL(x) ∈ [0,∞). x is said to be of determinant
class ([31]) when detFKL(x) > 0.
I want to review here three properties of determinant class/geometric decay (expressed in terms of traces
of spectral projections): monotonicity under operator ordering, invariance under row reduction operations, and
upper-triangular formulas. Choosing to phrase it in terms of determinant class or spectral projections is a matter
of taste/convenience. Both formulations are useful.
The operator ordering result will be expressed in terms of traces of spectral projections. It relates the ordering
of positive elements to their spectral distributions.
Weyl’s Inequality for Positive Operators. Suppose 0 ≤ a ≤ b are elements in a tracial von Neumann algebra
(M,ϕ). For any t > 0,
ϕ(1[0,t](a)) ≥ ϕ(1[0,t](b)).
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In the matrix case (and thus by routine approximation for operators embeddable into an ultraproduct of the
hyperfinite II1-factor), the above inequality follows from Weyl’s inequality. It holds in the general context of a
tracial von Neumann algebra (e.g., Lemma 2.5 (iii) in [14]).
The second property will show that when performing finitely many elementary row operations on derivatives
one can retain control of spectral projections and rank. This is obvious in the finite dimensional case and in the
tracial case it’s just a matter of writing out the analogous notions and drawing the natural connections.
Denote by π : M → B(L2(M)) the left regular representation of M on L2(M). For any m,n ∈ N denote
by Mm×n(M) the set of bounded, complex linear operators T : ⊕nj=1L2(M) → ⊕mk=1L2(M) such that the
canonical matrix representation of T is of the form

T11 · · · T1n
.
.
.
.
.
.
Tm1 · · · Tmn


with Tij ∈ π(M). Mn(M) will be shorthand for Mn×n(M). T ∗T ∈ Mn(A). The Nullity and Rank of T
are Nullity(T ) = n · (trn ⊗ ϕ)(1{0}(T ∗T )) and Rank(T ) = n · (trn ⊗ ϕ)(1(0,∞)(T ∗T )) where trn is the
normalized trace on the n× n complex matrices.
Basic linear algebra facts carry over to the tracial von Neumann algebra context. For example, Rank(T ) +
Nullity(T ) = n (rank-nullity equation), Rank(T ) = m · (trm ⊗ ϕ)(1(0,∞)(TT ∗)) (rank of an operator equals
the rank of its adjoint), and if S ∈ Mn(M), then Rank(TS) ≤ Rank(T ). Also, as T ∗T is an element in the
tracial von Neumann algebra Mn(M), detFKL(T ) is well-defined. One can do all of this in a more algebraic,
bimodular setting as in [31]) but I’ll use the above approach to maintain the analogy with the rank theorem.
Given T ∈ Mm×n(M), one can perform elementary row column operations such as multiplying a row by
an invertible element of M , permuting rows, and adding an M -left-multiple of one row to another. As in linear
algebra, each of these operations can be uniquely expressed by multiplying T from the left by an invertible,
”elementary” matrix E ∈ Mm×m(M). Two matrices S, T ∈ Mm×n(M) are said to be M -row equivalent
if there exists a finite product M of elementary matrices E in Mm×m(M) such that S = ET . Note here
that E is invertible. The following slightly more general terminology will be convenient. If S ∈ Mp×n(M)
and T ∈ Mm×n(M) with p < m, then S and T are M -row equivalent iff S0, T ∈ Mm×n(M) are M -row
equivalent where S0 is the element of Mm×n(M) obtained by taking S and turning it into an Mm×n(M) by
stacking from below, m− p rows of zeros of length n. Notice that with this terminology, |S| = |S0|.
Here is the elementary lemma which I’ll need:
Lemma 2.10. If x, y, z ∈M , then for any t > 0, ϕ(1[0,t‖x‖‖z‖])(|xyz|) ≥ ϕ(1[0,t](|y|)).
Proof. Notice first that for any a ∈ M , if a = u|a| is the polar decomposition, then a∗ = |a|u∗ = u∗(u|a|u∗)
is the polar decomposition of a∗. Traciality of ϕ then implies that the moments of |a∗| equal the corresponding
moments of |a|. Thus, |a| and |a∗| have the same spectral distribution. In particular for any t > 0, 1[0,t](|a|) =
1[0,t](|a∗|). Secondly, observe that
|ab|2 = b∗a∗ab
≤ ‖a∗a‖ · b∗b
= ‖a∗a‖ · |b|2.
Taking square roots, |ab| ≤ ‖a‖ · |b| and applying Weyl’s Inequality for positive operators with the observation
above shows
ϕ(1[0,t](|ab|)) ≥ ϕ(1[0,t](‖a‖|b|)
= ϕ(1[0,t‖a‖−1 ](|b|).
Now, to prove the inequality, the second observation, followed by the first observation, and then recycled
once more, yields
THE RANK THEOREM AND L2-INVARIANTS IN FREE ENTROPY: GLOBAL UPPER BOUNDS 15
ϕ(1[0,t](|xyz|) ≥ ϕ(1[0,t‖x‖−1](|yz|)
= ϕ(1[0,t‖x‖−1](|(yz)∗|)
= ϕ(1[0,t‖x‖−1](|z∗y∗|)
≥ ϕ(1[0,t‖x‖−1‖z∗‖−1](|y∗|)
= ϕ(1[0,t‖x‖−1‖z‖−1](|y|))
Rescaling t finishes the proof. 
By Lemma 2.10, one has the following elementary observation:
Corollary 2.11. If S, T ∈ Mm×n(M) are M -row equivalent, then Rank(S) = Rank(T ) and Nullity(S) =
Nullity(T ). Moreover, there exists a r > 0 depending only on the matrix implementing the row equivalence of
S and T such that ϕ(1[0,rt](|S|)) ≥ ϕ(1[0,t](|T |).
Alternatively and equivalently, one can use basic properties of detFKL to show in the above that S is of
determinant class iff T is of determinant class.
The third and final property concerning upper triangularity is succinctly phrased in terms of determinants.
The following is a property that one would expect, given that detFKL is a natural extension/analogue of the
usual determinant. The proof can essentially be found in Theorem 3.14 (2) of [31]:
Proposition 2.12. Suppose S ∈ Mm×n(M) is upper triangular, i.e., xij = 0 for all 1 ≤ j < i ≤ n. If the xii
are injective for 1 ≤ i ≤ p and xij = 0 for p < i ≤ m, then Rank(S) = p and
detFKL(x) = Πpi=1detFKL(xi).
3. NONCOMMUTATIVE ∗-POLYNOMIALS, DERIVATIVES, RANK AND NULLITY
As discussed in the introduction, in order to understand the geometry of tracial von Neumann algebra level
sets I want to use the rank/nullity of the derivative as a bound on its microstates dimension. On the von
Neumann algebra level these quantities are expressed as traces of spectral projections of a certain derivation.
However, this operator algebraic context is predominantly a complex-valued environment, whereas microstates
dimension, at least expressed in a manifold fashion, coincides with a real valued notion of dimension. This
section deals with formalizing an algebraic framework which allows passage from the real to the complex
settings.
There are three parts to this section. The first deals with the embedding the real linear bounded operators
on L2(M) into the 2× 2 matrices of complex linear bounded operators on L2(M); an analogous result on the
real linear operators on the free complex ∗-algebra on n unitaries is also discussed. The second applies this
to a generalized derivation definition to arrive at an appropriate notion of rank and nullity, and proves some
technical results on microstate approximation with rank and nullity. The last subsection applies this to the case
where the domain spaces are the self-adjoint or unitary elements.
3.1. 2 × 2 Real Representations. Fix a tracial von Neumann algebra (M,ϕ). The trace implements a real
inner product on M given by 〈x, y〉r = Re ϕ(y∗x) as well as the usual complex inner product on M given by
〈x, y〉 = ϕ(y∗x). Denote by M1 and M2 the real subspaces of self-adjoint and skew-adjoint elements of M
and by Hj , j = 1, 2 the closures of Mj w.r.t. this real inner product norm (⊂ L2(M)). Note that if ξ, η ∈ Hj ,
then 〈ξ, η〉r = 〈ξ, η〉. There are natural real projections ej : L2(M) → Hj given by e1 = (I + J)/2 and
e2 = (I − J)/2 where J is the extension of the conjugation map to all of L2(M). Denote by BR(L2(M)) the
set of all real linear operators on L2(M) which are bounded w.r.t. the real norm generated by the real inner
product. Lastly, define ρ to be the bijection on {1, 2} given by ρ(1) = 2 and ρ(2) = 1.
Lemma 3.1. If x : Hj → Hk is a bounded, real linear map, then there exists a unique bounded, complex linear
map x˜ : L2(M) → L2(M) which extends x. Moreover, ekx˜ej = x˜ej , ej x˜∗ek = x˜∗ek, eρ(k)x˜eρ(j) = x˜eρ(j),
and eρ(j)x˜∗eρ(k) = x˜∗eρ(k).
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Proof. Uniqueness is obvious since the complex span of H1 or H2 is L2(M). It remains to establish existence
and verify that the complex linear extensions satisfies the relations. By multiplying the domain and range by i
when necessary, this reduces to establishing existence and the relations for such an extension when j = k = 1.
In this case x : H1 → H1 is real linear. Define x˜ : L2(M)→ L2(M) by x˜(ξ+iη) = x(ξ)+ix(η) for ξ, η ∈ H1.
It is easy to check that x˜ is complex linear. Clearly e1x˜e1 = x˜e1 and e2x˜e2 = x˜e2. It remains to check the
relations for x˜∗. Consider the complex linear map y : L2(M) → L2(M) defined by y(ξ + iη) = x∗ξ + ix∗η
where here, x∗ is the real adjoint of x. For any ξ, η ∈ H1,
〈x˜ξ, η〉 = 〈xξ, η〉
= Re〈xξ, η〉
= Re〈ξ, x∗η〉
= 〈ξ, yη〉
Using the complex linearity of x˜ and y, it follows that the above holds for any ξ, η ∈ L2(M), i.e., x˜∗ = y.
But now it is clear from the definition of y, that e1ye1 = ye1 and e2ye2 = ye2 and thus x˜∗ satisfies the same
relations. 
For x ∈ BR(L2(M)) the matrix decomposition of x w.r.t. L2(M) = H1 ⊕H2 is of the form
x =
[
x11 x12
x21 x22
]
where xjk : Hk → Hj are bounded, real linear operators. By Lemma 3.1, for each 1 ≤ j, k ≤ 2 there exists a
unique complex linear operator x˜jk : L2(M) → L2(M) extending xjk. Moreover, these extensions and their
adjoints automatically satisfy the relations with the ej described in Lemma 3.1. Define Φ : BR(L2(M)) →
M2(B(L
2(M))) by
Φ(x) =
[
x˜11 x˜12
x˜21 x˜22
]
.
Proposition 3.2. Φ : BR(L2(M))→M2(B(L2(M))) is a real linear, ∗-preserving, multiplicative map which
send the identity to the identity.
Proof. Suppose x, y ∈ BR(L2(M)) with matrix decompositions 〈xij〉1≤i,j≤2, 〈yij〉1≤i,j≤2 w.r.t. H1⊕H2. The
matrix decomposition of rx + y w.r.t. H1 ⊕ H2 is clearly 〈rxij + yij〉1≤i,j≤2 and rx˜ij + y˜ij is the unique
complex linear extension of rxij + yij . By definition then, Φ(rx + y) = rΦ(x) + Φ(y). To show that Φ
preserves the ∗-operation, using the identities which x˜ij and x˜∗ij must satisfy by Lemma 3.1, x∗ has a matrix
decomposition of the form [
x11 x12
x21 x22
]∗
=
[
e1x˜11e1 e1x˜12e2
e2x˜21e1 e2x˜22e2
]∗
=
[
e1x˜
∗
11e1 e1x˜
∗
21e2
e2x˜
∗
12e1 e2x˜
∗
22e2
]
=
[
x˜∗11e1 x˜
∗
21e2
x˜∗12e1 x˜
∗
22e2
]
.
By the uniqueness of the complex linear extension (Lemma 3.1),
Φ(x∗) =
[
x˜∗11 x˜
∗
21
x˜∗12 x˜
∗
22
]
= Φ(x)∗.
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For multiplicativity, the matrix decomposition of xy is the product of the two matrix representations of x and
y: [
x11 x12
x21 x22
] [
y11 y12
y21 y22
]
=
[
x˜11e1 x˜12e2
x˜21e1 x˜22e2
] [
e1y˜11e1 e1y˜12e2
e2y˜21e1 e2y˜22e2
]
=
[
x˜11e1y˜11e1 + x˜12e2y˜21e1 x˜11e1y˜12e2 + x˜12e2y22e2
x˜21e1y˜11e1 + x˜22e2y˜21e1 x˜21e1y˜12e2 + x˜22e2y22e2
]
=
[
(x˜11y˜11 + x˜12y˜21)e1 (x˜11y˜12 + x˜12y˜22)e2
(x˜21y˜11 + x˜22y˜21)e1 (x˜21y˜12 + x˜22y˜22)e2
]
.
The parenthetical terms of the last matrix are complex linear maps and thus by the uniqueness of the complex
linear extension,
Φ(xy) =
[
(x˜11y˜11 + x˜12y˜21) (x˜11y˜12 + x˜12y˜22)
(x˜21y˜11 + x˜22y˜21) (x˜21y˜12 + x˜22y˜22)
]
=
[
x˜11 x˜12
x˜21 x˜22
] [
y˜11 y˜12
y˜21 y˜22
]
= Φ(x)Φ(y).
The claim concerning the identity is trivial. 
Example 3.1. Suppose (M,ϕ) is a tracial von Neumann algebra and consider its left and right actions, πr and
πl on L
2(M). For x ∈ M , πr(x) ∈ B(L2(M)) ⊂ BR(L2(M)). What is Φ(πl(x))? Restricting πl(x) to the
real linear subspaces M sa and M sk, it is straightforward to show that
Φ(πl(x)) =
1
2
·
[
πl(x) + πr(x
∗) πl(x)− πr(x∗)
πl(x)− πr(x∗) πl(x) + πr(x∗)
]
∈ M2(B(L2(M))).
In particular, when M = C and x = λ = a+ ib ∈ C with a, b ∈ R, then the above equation becomes
Φ(πl(x)) =
[
a ib
ib a
]
∈ M2(C).
Compare this to the canonical real matrix representation of x = λ relative to the real basis {1, i} ⊂ C:[
a −b
b a
]
Proposition 3.2 can be applied toM = Mk(C) in which case one can also account for the action of the traces.
Denote by TrBR(Mk(C)) the unnormalized real trace on BR(Mk(C)) and by TrM2(B(Mk(C))) the unnormalized,
complex trace on M2(B(Mk(C))), i.e., the trace on the 2× 2 matrices with entries regarded as complex linear
operators on the complex vector space Mk(C). It is transparent from the definition of Φ that TrBR(Mk(C)) =
TrM2(B(Mk(C))) ◦ Φ. Hence the following holds:
Lemma 3.3. Φ : (BR(Mk(C)), T rBR(Mk(C))) → (M2(B(Mk(C))), T rM2(B(Mk(C)))) is a real linear, multi-
plicative, ∗-preserving, injection which preserves the unnormalized traces.
An analogous derivation can be performed for the universal complex, unital ∗-algebra Bn, on n unitary
generators. Denote by A1 and A2 the real ∗-subalgebras of Bn consisting of self-adjoint and skew-adjoint
elements of Bn. Notice that A2 = iA1. Define e1 : Bn → A1 by e1(x) = (x+ x∗)/2 and e2 = I − e1. e1 and
e2 are the real idempotent projection maps onto A1 and A2, respectively. Arguing as in Lemma 3.1 yields:
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Lemma 3.4. If x : Ai → Aj is real linear, then there exists a unique complex linear map x˜ : Bn → Bn which
extends x. Moreover, ej x˜ei = x˜ei, eρ(j)x˜eρ(i) = x˜eρ(i).
Denote by LR(Bn), LC(Bn) the space of real and complex linear operators on Bn. Exactly as before, for
x ∈ LR(Bn) the matrix decomposition of x w.r.t. Bn = A1 ⊕A2 (here ⊕ denotes the algebraic direct sum) is
of the form
x =
[
x11 x12
x21 x22
]
where xij : Aj → Ai are real linear operators. By Lemma 3.4, for each 1 ≤ i, j ≤ 2 there exists a unique
complex linear operator x˜ij : An → An extending xij . Moreover, these extensions automatically satisfy the
relations eix˜ijej = x˜ijej and er(i)x˜ijer(j) = x˜ijer(j). Define again Φ : LR(Bn)→M2(LC(Bn)) by
Φ(x) =
[
x˜11 x˜12
x˜21 x˜22
]
As before, Φ is a real linear, multiplicative map which sends the identity to the identity.
Finally, note that if⊙ denotes the algebraic tensor product, then there exists a complex linear, homomorphism
π : Bn ⊙ Bn → LC(Bn) uniquely determined by π(a ⊙ b) = La,b where La,b : Bn → Bn is defined
by La,b(x) = axb. Moreover, using the universality of Bn, π is injective for n > 1. This can be seen by
identifying Bn with the complex ∗-algebra generated by the n canonical unitaries in L(Fn). From here, it is
enough to show that for any finite list of 2-tuples of elements in Fn, (ai, bi) with ai 6= e, there exists a single
group element g ∈ Fn such that for all i, gaig−1 6= bi. Alternatively, using factoriality of L(Fn) one can
invoke invoke Corollary 4.20 of [46]. In any case, putting all this together with the fact that the algebraic tensor
product of injective maps is injective, one has the following result which will be useful for the unitary calculus:
Lemma 3.5. If n > 1, then π ⊙ I2 :M2(Bn ⊙Bn)→M2(LC(Bn)) is an injective ∗-homomorphism.
3.2. Derivatives, Derivations, Rank, and Nullity. Throughout this section ⊙ will designate the algebraic
tensor product and⊗will denote the von Neumann algebra tensor product. If (A,ϕ), (B,ψ) are tracial complex
∗-algebras, then there exists a trace on A ⊙ B given by (ϕ ⊙ ψ)(a ⊙ b) = ϕ(a) · ψ(b). Similarly if (A,ϕ)
and (B,ψ) are tracial von Neumann algebras, then there exists a canonical tracial state on A ⊗ B given by
(ϕ ⊗ ψ)(a ⊗ b) = ϕ(a) · ψ(b). In this case A ⊙ B canonically embeds into A ⊗ B by a trace-preserving,
injective, unital ∗-homomorphism ι (this is a bloated way of saying that the minimal norm is in fact a norm and
not just a seminorm).
The following discussion will motivate the definition of DsF (X). This notion is defined in terms of deriva-
tions and will be convenient for describing operator calculus. It will be important to connect this to the ordinary
derivative which will be used in the microstate setting. One can succinctly express their connection in terms of
a commutative diagram (Remark 3.8) which will be fleshed out in the discussion below.
Suppose An is the universal, unital complex ∗-algebra on n generators X = {X1, . . . ,Xn}. Aopn is the
opposite algebra associated to An. For each 1 ≤ j ≤ n denote by Aj the unital ∗-algebra generated by
X − {Xj}. If ξ = {ξ1, . . . , ξn} is an n-tuple in a tracial von Neumann algebra M , then there exist canonical
∗-homomorphisms πξ : An → M , πopξ : An → Mop, such that πξ(Xi) = ξi ∈ M and πopξ (Xi) = ξopi ∈Mop,
1 ≤ i ≤ n. Denote by σM : M ⊙Mop → B(L2(M)) the unique complex ∗-homomorphism such that for
any a, b, ξ ∈ M and ξ ∈ M ⊂ L2(M), σM (a ⊙ bop)(ξ) = aξb. Define πM (ξ) : An ⊙ Aopn → B(L2(M)) by
πM = σM ◦ (πξ ⊙ πopξ ).
Fix 1 ≤ r ≤ n, f ∈ An, and set A = Ar, x = Xr. f induces a well-defined function from ⊕ni=1M into M ,
which will be denoted again by f . Regarding ⊕ni=1M and M as real Banach spaces with the operator norm,
f is differentiable (the operator norm is necessary, since the L2-norm is not submultiplicative). In particular,
writing f =
∑
λi1,...,ip+1ai1x
qi1 · · · aipxqipaip+1 where qij ∈ {1, ∗} and aij ∈ A, the partial derivative of f
with respect to the jth variable at ξ = (ξ1, . . . , ξn) ∈ ⊕ni=1M is the bounded, real linear map ∂jf(ξ) on M
given by
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∑
λi1,...,ip+1
[
πM(ξ)(ai1 ⊙ ai2 · · · aipxqipaip+1)Jδqi1 ,∗ + · · ·+ πM (ξ)(ai1xqi1ai2 · · · aip ⊙ aip+1)Jδqip ,∗
]
where J is the (real linear) conjugation extension on L2(M). This is effectively the free partial derivative
except that the appearance of a conjugated element requires an added J term. As in the previous subsection
set M1 = M sa, M2 = iM sa, Hi = L2(Mi). The partial derivative operator ∂jf(ξ) above is clearly bounded
w.r.t. the L2-norm and one can regard ∂jf(ξ) as an element of BR(L2(M)). Applying Φ of the preceding
section to ∂jf(ξ) so regarded, one arrives at a 2 × 2 matrix representation of ∂jf(ξ) realized as an element of
M2(σM (M ⊙Mop)) ⊂M2(B(L2(M))). Recall that this is obtained by breaking the action of ∂jf(ξ) up into
actions on the Hi, and then extending these restricted real linear operators into complex linear operators.
Alternatively, the resultant matrix representation of ∂jf(ξ) can be expressed in terms of derivations. To see
this note that {x, x∗} generates the free complex ∗-algebra generated by a single indeterminate and A = Ar is
free from the unital complex algebra generated by {x, x∗}. Endowing A[x, x∗]⊙A[x, x∗]op with the canonical
A[x, x∗]-A[x, x∗]op bimodule structure, define the complex linear derivations ∂sa, ∂sk : A[x, x∗]→ A[x, x∗]⊙
A[x, x∗]op by the relations ∂sa(A) = ∂sk(A) = 0, ∂sa(x) = ∂sa(x∗) = ∂sk(x) = I⊙I and ∂sk(x∗) = −I⊙I .
The Φ-matrix of the operator ∂jf(ξ) with respect to the real inner product decomposition L2(M) = H1 ⊕H2
can be described with ∂sa and ∂sk. Consider
[
e1πM (ξ)(∂saf)e1 e1πM (ξ)(∂skf)e2
e2πM (ξ)(∂saf)e1 e2πM (ξ)(∂skf)e2
]
=
[
πM (ξ)(∂saf1)e1 πM (ξ)(∂skf1)e2
πM (ξ)(∂saf2)e1 πM (ξ)(∂skf2)e2
]
where f1 = (f+f∗)/2, f2 = (f−f∗)/2, e1 = (I+J)/2, and e2 = (I−J)/2. This is the matrix representation
of ∂jf(ξ) w.r.t. H1 ⊕H2 . Φ(∂jf(ξ)) is then
[
πM (ξ)(∂saf1) πM(ξ)(∂skf1)
πM (ξ)(∂saf2) πM(ξ)(∂skf2)
]
∈ M2(B(L2(M))).
From the standpoint of ∗-moments, however, these expressions are problematic. This is because they all
involve πM which is defined with σM which in turn isn’t always an embedding. However, omitting the appli-
cation of σM in the definition πM = σM ◦ (πξ ⊙ πopξ ) in the above yields[
(πξ ⊙ πopξ )(∂saf1) (πξ ⊙ πopξ )(∂skf1)
(πξ ⊙ πopξ )(∂saf2) (πξ ⊙ πopξ )(∂skf2)
]
∈ M2(M ⊙Mop).
This matrix has ∗-moments which can be described entirely in terms of the moments of ξ and (after applying
the dummy embedding ι which will replace the algebraic tensor product with the von Neumann algebra tensor
product) its entries will lie in the tracial von Neumann algebra M ⊗Mop.
Notice that in the special case of M = Mk(C) all these matricial expressions and their images under Φ
are elements in tracial von Neumann algebras and the expressions have the same ∗-moments. Indeed in this
case Φ is a trace-preserving, real ∗-embedding by Lemma 3.3, σM is a trace-preserving ∗-isomorphism, and
M ⊙Mop ≃M ⊗Mop ≃ B(L2(M)).
The discussion motivates the following definitions and remark.
Definition 3.6. Suppose that A is a unital, complex ∗-algebra and x ∈ A such that the unital ∗-algebra gen-
erated by x, C[x, x∗], is isomorphic to the universal complex ∗-algebra on a single element. Assume moreover
that A ⊂ A is a unital ∗-algebra and A and C[x, x∗] are algebraically free and denote the unital ∗-subalgebra
they generate by A[x, x∗]. The maps ∂sa, ∂sk : A[x, x∗]→ A[x, x∗]⊙A[x, x∗]op are the unique derivations de-
fined by the relations ∂sa(A) = ∂sk(A) = 0, ∂sa(x) = ∂sa(x∗) = ∂sk(x) = I ⊙ Iop and ∂sk(x∗) = −I ⊙ Iop,
where A[x, x∗] ⊙ A[x, x∗]op is given the natural A[x, x∗] − A[x, x∗]op bimodule structure. For f ∈ A[x, x∗]
write f = f1 + f2 where f1 = (f + f∗)/2 and f2 = (f − f∗)/2. Define
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D(x,x∗)f =
[
∂saf1 ∂skf1
∂saf2 ∂skf2
]
∈M2(A[x, x∗]⊙A[x, x∗]op).
Definition 3.7. Fix an n-tuple X = {x1, . . . , xn} in the tracial von Neumann algebra M and suppose f ∈ An
and 1 ≤ j ≤ n. Suppose X = {X1, . . . ,Xn} are the canonical generators for An and Aj is the unital ∗-
subalgebra generated by X − {Xj}. Set x = Xj , A = Aj , and consider D(x,x∗) in Definition 3.6. The jth
partial S-derivative of f at X is the element
(∂sj f)(X) = (πX ⊗ πopX ⊗ I2) ◦ (D(xj ,x∗j )f)
∈ M2(M ⊙Mop)
⊂ M2(M ⊗Mop).
Remark 3.8. Suppose f ∈ An and X = {x1, . . . , xn} is an n-tuple in the tracial von Neumann algebra M . As
before f can be regarded as a smooth function from the real Banach space ⊕ni=1M into M . Fix 1 ≤ j ≤ n and
set A = Aj ⊂ An, x = Xj ∈ An. Denote by (∂jf)(X) the jth partial derivative operator of f evaluated at X,
regarded as a bounded real linear map on the real Hilbert space L2(M). The discussion and definitions above
yield the following commutative diagram:
BR(L
2(M)) An
M2(σM (M ⊗Mop)) M2(M ⊙Mop)
M2(A[x, x
∗]⊙A[x, x∗]op)
M2(M ⊗Mop)
(∂j ·)(X)
Φ (∂
s
j ·)(X)
D(x,x∗)
(πX ⊙ πopX )⊗ I2
σM ⊗ I2 ι⊗ I2
Definition 3.9. Fix an n-tuple X = {x1, . . . , xn} in the tracial von Neumann algebra M and an m-tuple
F = {f1, . . . , fm} in An. For each 1 ≤ i ≤ m, 1 ≤ j ≤ n, consider the ∂sj fi(X), the jth partial S-derivative
of fi at X realized in the von Neumann algebra tensor product M2(M ⊗Mop). The S-derivative of F at X is
DsF (X) =


(∂s1f1)(X) · · · (∂snf1)(X)
.
.
.
.
.
.
(∂s1fm)(X) · · · (∂snfm)(X)

 ∈Mm×n(M2(M ⊗Mop)).
The S-derivative of F at X is an operator whose ∗-moments (when defined) can be characterized in terms
of the moments of X. It is naturally connected to the ordinary derivative of F at X when F is regarded as a
function on a Banach space direct sum of copies of M (Remark 3.8 and the commutative diagram). Moreover,
one can make sense of its rank and nullity as described in Section 2.6 whenDsF (X) is regarded as a matrix with
M ⊗Mop entries. I’ll show shortly that this rank and nullity reflect the rank and nullity of the corresponding
(ordinary) derivative of F at a microstate. These notions will be used to establish global dimension and entropy
bounds on the microstate spaces.
Definition 3.10. Consider DsF (X) regarded as an element M2m×2n(M ⊗Mop) = Mm×n(M2(M ⊗Mop)).
Nullity(DsF (X)) and Rank(DsF (X)) are the rank and nullity of DsF (X) so regarded and in the sense
of Section 2.6. More explicitly set P = 1{0}(DsF (X)∗DsF (X)) and Q = 1(0,∞)(DsF (X)∗DsF (X)).
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P,Q ∈ M2n(M ⊗Mop). Consider the tracial state ψ = tr2n ⊗ (ϕ ⊗ ϕop) on M2n(M ⊗Mop). The nullity
and rank of F at X are
Nullity(DsF (X)) = 2n · ψ(P ) ∈ [0, 2n]
and
Rank(DsF (X)) = 2n · ψ(Q) ∈ [0, 2n],
respectively.
Remark 3.11. When G = {g1, . . . , gp} is another p-tuple of elements in An, then one can consider the obvious
(n + p)-tuple F ∪ G and Ds(F ∪ G)(X) denotes the element of M(m+p)×n(M2(M ⊗Mop)) obtained by
’stacking’ DsF (X) on top of DsG(X). In this case if QF is the projection onto the kernel of DsF (X) and QG
is the projection onto the kernel of DsG(X), then the projection onto the kernel of Ds(F ∪G)(X) is QF ∧QG.
3.3. Microstate approximations. In this section I’ll see how properties of the S-derivative of a tuple F at X
are reflected by microstates of X. Suppose A and B are tracial ∗-algebras (real or complex). Given an indexing
set J for subsets X = 〈xj〉j∈J and Y = 〈yj〉j∈J in A and B, I will write X ≈ Y if X and Y have the same
∗-moments.
Suppose for each 1 ≤ i ≤ p, fi ∈ An and F = (f1, . . . , fp). Regard F as a map from (Mk(C))n into
(Mk(C))
p where F (ξ) = (f1(ξ), . . . , fp(ξ)), ξ ∈ (Mk(C))n. As such the derivative of F at ξ ∈ (Mk(C))n
has the matrix representation
DF (ξ) =


∂1f1(ξ) · · · ∂nf1(ξ)
.
.
.
.
.
.
∂1fp(ξ) · · · ∂nfp(ξ)

 ∈Mp×n(BR(Mk(C)))
where ∂ifj(ξ) are the partial derivatives of the fi regarded as functions from ⊕ni=1Mk(C) to Mk(C); this was
discussed in the preceding subsection in the context of a general von Neumann algebra. Proposition 3.3 asserts
that Φ is a real, trace-preserving ∗-embedding. σM ⊗ I2 is a bijective, trace-preserving ∗-isomorphism of
complex ∗-algebras for M = Mk(C) . Thus, by the commutative diagram of Remark 3.8,
〈(∂ifj)(ξ)〉1≤i≤p,1≤j≤n ≈ 〈Φ((∂ifj)(ξ))〉1≤i≤p,1≤j≤n
≈ 〈(σM ⊗ I2)(∂si fj)(ξ)〉1≤i≤p,1≤j≤n
≈ 〈(∂si fj)(ξ)〉1≤i≤p,1≤j≤n
Denote by Λ = 〈eij〉1≤i,j≤n the canonical system of matrix units for Mn(C). Set
Λ1 = 〈eij ⊗ IBR(Mk(C))〉1≤i,j≤n,
Λ2 = 〈eij ⊗ IM2(Mk(C)⊗Mk(C)op)〉1≤i,j≤n,
and
Λ3 = 〈eij ⊗ IM2(M⊗Mop)〉1≤i,j≤n.
It follows from the ∗-distributional equivalences above that
(DF (ξ)∗DF (ξ),Λ1) ⊂Mn(BR(Mk(C)) = Mn(C)⊗BR(Mk(C))
and
(DsF (ξ)∗DsF (ξ),Λ2) ∈Mn(M2(Mk(C)⊗Mk(C)op)) = Mn(C)⊗ (M2(Mk(C)⊗Mk(C)op))
have the same ∗-moments. Notice that the algebras on the right hand sides are given the canonical real and
complex traces, respectively.
Now the trace of any ∗-monomial of the entries of DsF (ξ)∗DsF (ξ) and the trace of the corresponding ∗-
monomial of the entries of DsF (X)∗DsF (X) can be made arbitrarily close provided that the ∗-moments of ξ
are sufficiently close to those of X. Thus, for any R > 0, there exists an R1 > 0 dependent only on F and X
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such that for any given m1 ∈ N and γ1 > 0, there exists a m ∈ N and γ > 0 such that if ξ ≈R,m,γ X, then
(DsF (ξ)∗DsF (ξ),Λ2) ≈R1,m1,γ1 (DsF (X)∗DsF (X),Λ3). From the above algebraic identifications
(DsF (ξ)∗DsF (ξ),Λ2) ≈ (DF (ξ)∗DF (ξ),Λ1).
Putting these two facts together yields:
Proposition 3.12. Suppose X is an n-tuple of elements in M and F is a p-tuple of elements in An. For any
R > 0 there exists an R1 > 0 dependent only on F,X,R such that if m1 ∈ N and γ1 > 0, then there exist
m ∈ N and γ > 0 such that if ξ ≈R,m,γ X, then DF (ξ)∗DF (ξ) ≈R1,m1,γ1 DsF (X)∗DsF (X).
Combining Lemma 2.9 with the proposition above, one has the following:
Proposition 3.13. Suppose X is an n-tuple of elements in M and F is a p-tuple of elements in An. If α, r,R >
0, then there exist m ∈ N and γ > 0 such that if ξ ∈ ΓR(X;m,k, γ), then the real dimension of the range of
the projection 1[0,α](DF (ξ)∗DF (ξ)) on (Mk(C))n is no greater than
2nk2 · ψ(1[0,α](DsF (X)∗DsF (X)) + r)
where ψ = (trn⊗ (tr2⊗ (ϕ⊗ϕop))) is the canonical trace on Mn(M2(M ⊗Mop)). In particular, if s,R > 0,
then there exist m ∈ N and ρ, γ > 0 such that if ξ ∈ ΓR(X;m,k, γ) and 0 < t < ρ, then the real dimension
of the range of the projection 1[0,t](|DF (ξ)|) on (Mk(C))n is no greater than
(Nullity(DsF (X)) + s)k2.
Proof. By Proposition 3.12 there exists an R1 dependent only on F,X,R such that for any m0 ∈ N and γ0 > 0
there exist m1 ∈ N, γ1 > 0 such that if ξ ≈R,m1,γ1 X, then DF (ξ)∗DF (ξ) ≈R1,m0,γ0 DsF (X)∗DsF (X).
Applying Lemma 2.9, there exists m2 ∈ N, and γ2 > 0 such that if Y is a positive semidefinite, symmetric,
real linear operator on a finite dimensional real vector space and Y ≈R1,m2,γ2 DsF (X)∗DsF (X), then the
trace of the spectral projection 1[0,α](Y ) is no greater than
ψ(1[0,α](D
sF (X)∗DsF (X))) + r.
Setting m0 = m2 and γ0 = γ2 into the first sentence, there exist m ∈ N and γ > 0 such that if ξ ≈R,m,γ X,
then DF (ξ)∗DF (ξ) ≈R1,m2,γ2 DsF (X)∗DsF (X). Thus, if ξ ∈ ΓR(X;m,k, γ), then
ψk(1[0,α](DF (ξ)
∗DF (ξ))) ≤ ψ(1[0,α](DsF (X)∗DsF (X))) + r
where ψk is the normalized real trace on the space of real linear operators on the real vector space (Mk(C))n.
Multiplying both sides by 2nk2, it follows that the real dimension of the projection 1[0,α](DF (ξ)∗DF (ξ)) on
(Mk(C))
n is no greater than
2nk2 · (ψ(1[0,α](DsF (X)∗DsF (X))) + r).
The second claim readily follows from this. 
3.4. Self-adjoint and Unitary Calculus. It’s natural to wonder how the notions of nullity and rank behave
when one deals with self-adjoint or unitary tuples and the mapping F preserves these classes. In these situations,
either class satisfies additional single variable relations, i.e., X − X∗ = 0 or X∗X = I , respectively. These
relations should ’transform’ the 2 × 2 matrix entries of DsF (X) into one operator entry through a change of
variables. Moreover, the nullity or rank of the full 2 × 2 case and the single operator entry case should be
connected in a natural way, and the resultant differential calculus on the self-adjoints or unitaries should be
simple to compute (or at least one that is no more difficult than that of Ds). This is indeed the case and the
results are stated and proven here.
While such observations could be made using the notion of a Hilbert manifold, I avoid them here and will
proceed in a more pedestrian way.
First for the self-adjoint situation. In this case the differential calculus is consistent with that of [52] and is
connected to the ∗-calculus in the obvious way.
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Definition 3.14. Fix an n-tuple X = {x1, . . . , xn} in the tracial von Neumann algebra M and suppose f ∈ An
and 1 ≤ j ≤ n. Set x = Xj , A = Aj as in Definition 3.7. ∂sa : A[x, x∗] → A[x, x∗] ⊙ A[x, x∗]op is the
derivation determined by the relations ∂sa(A) = 0 and ∂sa(x) = ∂sa(x∗) = I⊙Iop whereA[x, x∗]⊙A[x, x∗]op
is given the natural A[x, x∗]−A[x, x∗]op bimodule structure. The jth partial Ssa-derivative of f atX, ∂sai f(X),
is the element (πX ⊗ πopX ) ◦ ∂saf ∈M ⊗Mop where πX : An →M is the unique ∗-homomorphism such that
πX(Xj) = xj .
Definition 3.15. Suppose X ⊂ M and F = {f1, . . . , fm} ⊂ An are n and m-tuples and F consists of self-
adjoint elements. For each 1 ≤ i ≤ m, 1 ≤ j ≤ n, consider the ∂saj fi(X), the jth partial Ssa-derivative of fi
at X realized in the von Neumann algebra tensor product M ⊗Mop. The self-adjoint S-derivative of F at X is
DsaF (X) =


(∂sa1 f1)(X) · · · (∂san f1)(X)
.
.
.
.
.
.
(∂sa1 fm)(X) · · · (∂san fm)(X)

 ∈Mm×n(M ⊗Mop).
Remark 3.16. Suppose X,F are as in Definition 3.15. One can consider the nullity and rank of DsaF (X) ∈
Mm×n(M ⊗ Mop) as described in Section 2.6. Explicitly set P = 1{0}(DsaF (X)∗DsaF (X)) and Q =
1(0,∞)(DsaF (X)∗DsaF (X)). P,Q ∈ Mn(M ⊗Mop). Consider the tracial state ψ = trn ⊗ (ϕ ⊗ ϕop) on
Mn(M ⊗Mop). The selfadjoint nullity and rank of F at X are
Nullity(DsaF (X)) = n · ψ(P ) ∈ [0, n]
and
Rank(DsaF (X)) = n · ψ(Q) ∈ [0, n],
respectively.
Proposition 3.17. Suppose X ⊂ M and F ⊂ An are n and m-tuples of elements and L = {(X1 −
X∗1 )/2, . . . , (Xn − X∗n)/2} ⊂ An. If G = F ∪ L denotes the joined (m + n)-tuple of elements of An and
the elements of F are self-adjoint, then Nullity(DsG(X)) = Nullity(DsaF (X)). Moreover, if µ is the spectral
distribution of |DsG(X)| and ν is the spectral distribution of |DsaF (X)|, then there exists a c > 0 such that
for any t ∈ (0, 1), µ((0, t]) ≤ ν((0, ct]).
Proof. By Lemma 2.11 it will suffice to prove the dimension and spectral decay claims for a matrix with entries
in M ⊗Mop which is (M ⊗Mop)-row equivalent to DsG(X). DsG(X) = Ds(F ∪L) has the matricial form[
DsF (X)
DsL(X)
]
∈ M(m+n)×n(M2(M ⊗Mop))
Expanding the terms in both DsF (X) and DsL(X), and writing F = {f1, . . . , fm} where fi = f∗i by hypoth-
esis,
DsG(X) =


A11 · · · · · · A1n
.
.
. · · · · · · ...
Am1 · · · · · · Amn
E 0 · · · 0
0 E
.
.
. 0
.
.
.
.
.
.
.
.
. 0
0 · · · 0 E


where e =
[
0 0
0 1
]
, E = IM⊗Mop ⊗ e =
[
0 0
0 1
]
, and
Aij = ∂
s
j fi(X) =
[
∂sai fj(X) ∂
sk
i fj(X)
0 0
]
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are elements of M2(M ⊗Mop). As elsewhere, I make the obvious identication of operator-valued matrices
and their representation as elements in M ⊗Mop tensored by the matrix algebras. Inspecting E and Aij it
follows that the matricial form of DsG(X), regarded as a 2(n +m)× 2n matrix with entries in M ⊗Mop, is
(M ⊗Mop)-row equivalent to
T = DsaF (X) ⊗ e+ IMn(M⊗Mop) ⊗ e⊥
∈ Mn(M ⊗Mop)⊗M2(C)
= M2n(M ⊗Mop).
Note that this row equivalence is made in the sense of section 2.6 where the T is identified with the matrix T0 ∈
M2(m+n)×2n obtained by taking T and filling the last 2m rows with 0. It follows that |T |2 = |DsaF (X)|2 ⊗
e+ IMn(M⊗Mop) ⊗ e⊥. The two terms of this sum are positive elements with their respective ranges contained
in the ranges of the orthogonal projections, IMn(M⊗Mop) ⊗ e and IMn(M⊗Mop) ⊗ e⊥. It follows that |T | =
|DsaF (X)|⊗e+IMn(M⊗Mop)⊗e⊥. If µ and ν are the spectral trace measures associated to |T | and |DsaF (X)|,
then the orthogonality comment applied to the decomposition of |T | implies that µ = (ν + δ{1})/2. It follows
from this that Nullity(T ) = Nullity(DsaF (X)) and for all t ∈ (0, 1), µ((0, t]) = ν((0, t])/2 < ν((0, t]. Since
T is (M ⊗Mop)-row equivalent to DsG(X) this completes the proof. 
Turning towards the unitary situation, suppose now that X consists of unitary elements. I will argue as in
the self-adjoint case, except that this time instead of using the linear equation X = X + X∗, I will use the
unitary relation X∗X = I to conclude that the kernel is contained in the skew-adjoints (the tangent space of
the unitaries). I will then find a related linear operator whose kernel and determinant is equivalent to the kernel
and determinant of the differential restricted to this tangent space. As in the self-adjoint case, the end result will
express the rank as a matrix over M ⊗Mop as opposed to M2(M ⊗Mop). First, a preliminary computation to
motivate the definition.
Definition 3.18. For each f ∈ An, define
mf =
1
2
·
[
f ⊙ I + I ⊙ f∗ f ⊙ I − I ⊙ f∗
f ⊙ I − I ⊙ f∗ f ⊙ I + I ⊙ f∗
]
∈M2(An ⊙ Aopn )
Given an n-tuple X of elements in the tracial von Neumann algebra, mf(X) = (πX ⊙ πX ⊗ I2)(mf ) ∈
M2(M ⊙Mop) ⊂M2(M ⊗Mop).
Remark 3.19. If X = {a} and f ∈ A1 is the trivial element f = X1, then mf(X) = ma is the 2 × 2 tensor
matrix representation of the left multiplication operator on L2(M) by a, i.e., ma = Φ(π(a)) where π is the left
regular representation of M on L2(M). See Example 3.1.
Lemma 3.20. If f ∈ An is a noncommutative ∗-monomial and Y = {y1, . . . , yn} ⊂ M is an n-tuple of
unitaries in M , then the following hold:
• For any 1 ≤ j ≤ n, (mf(Y )∗((∂sj f)(Y ))myj ) ∈M2(M ⊗Mop) is a diagonal matrix.
• If f = Z1Xk1j Z2Xk2j · · ·ZpXkpj Zp+1 where Zi ∈ Aj are ∗-monomials in X − {Xj} and ki ∈ {1, ∗},
1 ≤ i ≤ p + 1, and πY : An → M is the canonical ∗-homomorphism such that πY (Xi) = yi, then
[mf(Y )∗((∂
s
j f)(Y ))myj ]22 is
p∑
i=1
(−1)δki,∗πY
(
Z∗p+1 · · · (Xki+1j )∗Z∗i+1X
δki,∗
j
)
⊗
(
πY
(
(X
δki,∗
j )
∗Zi+1X
ki+1
j · · ·Zp+1
))op ∈M ⊗Mop.
Proof. First note that it suffices to do this when n > 1 since An canonically embeds into An+1 and Y can be
augmented into the (n+ 1)-tuple {y1, . . . , yn, I}.
Denote byBn the algebra obtained by quotienting An by the ideal generated by the unitary relations XjX∗j =
X∗jXj = I and by q : An → Bn the quotient map. Equivalently, Bn is the universal unital complex ∗-algebra
generated by n unitaries. Recall that πY : An → M is the complex ∗-homomorphism uniquely defined by
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πY (Xj) = yj . Because the yj’s are unitary, there exists a canonical complex ∗-homomorphism σY : Bn →M
uniquely defined by σY (q(Xn)) = yj such that the following diagram commutes:
An Bn
M
q
πY
σY
Each of these maps yields an opposite morphism on the opposite domain and range; as a map of sets, these
opposite morphisms agree with the original morphism. Abusing notation I’ll use the same letter to denote the
map and its induced opposite map. Tensoring the maps with their opposite maps and amplifying by the 2 × 2
matrices yields the following commutative diagram:
M2(An ⊙ Aopn ) M2(Bn ⊙Bopn )
M2(M ⊗Mop)
q ⊙ q ⊙ I2
(πY ⊙ πY )⊙ I2
(σY ⊙ σY )⊙ I2
Thus,
mf∗(Y )(∂
sf)(Y ))myj = (πY ⊙ πY ⊙ I2)(mf · (D(x,x∗)f) ·mXj )
= (σY ⊙ σY ⊙ I2)(q ⊙ q ⊗ I2)(mf∗(D(x,x∗)f)mXj ).
From the above, the claim reduces to looking at (q⊙q⊙I2)(mf∗(D(x,x∗)f)mXj). Set a1 = (q⊙q⊙I2)(mf∗),
a2 = (q ⊙ q ⊙ I2)(D(x,x∗)f), a3 = (q ⊙ q ⊙ I2)(mXj ).
Recall that there is an injective complex linear homomorphism π : Bn ⊙ Bopn → LC(Bn) where π(a ⊙
b) : Bn → Bn is defined by π(a ⊙ b)(x) = axb. Recall also the real linear, multiplicative map ΦBn :
LR(Bn) → M2(LC(Bn)) given in Subsection 3.1 (just after Lemma 3.4). f = Z1Xk1j Z2Xk2j · · ·ZpXkpj Zp+1
where Zi ∈ Aj are ∗-monomials in X − {Xj} and ki ∈ {1, ∗}, 1 ≤ i ≤ p. Write X = q(X), xi = q(Xi), and
zj = q(Zj). By definition of Bn the xi and zi are unitary elements of Bn. One easily checks the identities
(π ⊙ I2)(a1) = ΦBn(π(f∗(X)⊙ I)),
(π ⊙ I2)(a2) = ΦBn(T ),
(π ⊙ I2)(a3) = ΦBn(π(xj ⊙ I)),
where T ∈ LR(Bn) is the real linear operator defined by
T =
p∑
i=1
π(z1x
k1
j · · · zi ⊙ zi+1xki+1j · · · zp+1)Jδki,∗ .
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Using the fact that all terms in Bn appearing in the elementary tensors below are unitary,
π(f(X)∗ ⊙ I)Tπ(xj ⊙ I)
= π(f(X)∗ ⊙ I)
p∑
i=1
π(z1x
k1
j · · · zi ⊙ zi+1xki+1j · · · zp+1)Jδki,∗π(xj ⊙ I)
= π(f(X)∗ ⊙ I)
p∑
i=1
π(z1x
k1
j · · · zi(xj)δki,1 ⊙ (x∗j )δki,∗zi+1xki+1j · · · zp+1)Jδki,∗
=
p∑
i=1
π(z∗p+1 · · · (xki+1j )∗z∗i+1(xkij )∗(xj)δki,1 ⊙ (x∗j )δki,∗zi+1 · · · zp+1)Jδki,∗
=
p∑
i=1
[
π
(
z∗p+1 · · · (xki+1j )∗z∗i+1x
δki,∗
j ⊙ (x
δki,∗
j )
∗zi+1x
ki+1
j · · · zp+1
)]
Jδki,∗ .
Both Bsan and Bskn (the real subspaces of self-adjoint and skew-adjoint elements) are invariant real subspaces of
Jδki,∗ and so they are invariant under the above operator as well. From the definition of ΦBn and the fact that
Bsan and Bskn are invariant under (π(f(X)∗ ⊗ I)Tπ(xj ⊗ I) it follows that ΦBn(π(f(X)∗ ⊙ I)Tπ(xj ⊙ I)) ∈
M2(Bn ⊙Bopn ) is diagonal. Moreover, note that if ξ ∈ Bskn , then from the above,
π(f(X)∗ ⊙ I)Tπ(xj ⊙ I)(ξ)
=
p∑
i=1
[
π
(
z∗p+1 · · · (xki+1j )∗z∗i+1x
δki,∗
j ⊙ (x
δki,∗
j )
∗zi+1x
ki+1
j · · · zp+1
)]
Jδki,∗(ξ)
=
p∑
i=1
(−1)δki,∗
(
z∗p+1 · · · (xki+1j )∗z∗i+1x
δki,∗
j
)
(ξ)
(
(x
δki,∗
j )
∗zi+1x
ki+1
j · · · zp+1
)
.
To finish the proof, set b1 = π(f∗(X)⊙ I), b2 = T , b3 = π(xj ⊙ I). ai ∈M2(Bn⊙Bopn ) and bi ∈ LR(Bn)
and ΦBn(bi) = (π ⊗ I2)(ai) by the three identities stated above.
(π ⊗ I2)(a1a2a3) = (ΦBn(b1b2b2))
= ΦBn (π(f(X)
∗ ⊙ I)Tπ(xj ⊙ I))
∈ M2(Bn ⊙Bopn )
is a diagonal matrix by the preceding paragraph. Since n > 1, Lemma 3.5 implies that π ⊗ I2 is injective,
whence a1a2a3 is diagonal. Similarly, from the representations of [ΦBn (π(f(X)∗ ⊙ I)Tπ(xj ⊙ I))]22 in the
preceding paragraph and the injectivity of π ⊗ I2, it follows that [a1a2a3]22 is
p∑
i=1
(−1)δki,∗
(
z∗p+1 · · · (xki+1j )∗z∗i+1x
δki,∗
j
)
⊙
(
(x
δki,∗
j )
∗zi+1x
ki+1
j · · · zp+1
)op ∈ Bn ⊙Bopn .
Finally, from the first paragraph, mf∗(Y )(∂sf(Y ))myj = (σY ⊙ σY ⊙ I2)(a1a2a3). The established diag-
onality of a1a2a3 and the form of its 22-entry with the commutative diagrams of the first paragraph complete
the proof. 
Remark 3.21. Lemma 3.20 is a computation of the product of three matrices mf(Y )∗ , (∂sj f)(Y ), myj , It is a
check that matrix multiplication and operator composition are the same thing. An alternative to the approach
would be to stay in the matrix setting and multiply the matrices. This is surprisingly messy.
Definition 3.22. Suppose X ⊂ M is an n-tuple of unitary elements and F = {f1, . . . , fm} is an m-tuple of
∗-monomials in An. Define DuF (X) to be the element in Mm×n(M ⊗Mop) whose ijth entry is
∂uj fi(X) =
[
mfi(X)∗((∂
s
j fi)(X))mxj
]
22
.
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Remark 3.23. Suppose X,F are as in Definition 3.22. As in the selfadjoint case, one can consider the nullity
and rank of DuF (X) ∈ Mm×n(M ⊗ Mop) as described in Section 2.6 . Note that in this case, as in the
selfadjoint case, Nullity(DuF (X)),Rank(DuF (X)) ∈ [0, n].
Remark 3.24. The entries of DuF (X) can be described/computed in the following way. As in Lemma 3.20
suppose fl = Z1Xk1j Z2X
k2
j · · ·ZpXkpj Zp+1 is a reduced word where Zi ∈ Aj and ki ∈ {1, ∗}, 1 ≤ i ≤ p. If
1 ≤ i ≤ n, then the ijth entry of DuF (X) is obtained by taking a sum over all occurrences of Xmjj in fi with
mj ∈ {1, ∗}, fi = w1Xmjj w2, where each occurrence contributes a summand terms of w∗2 ⊗ w2 when mj = 1
or −w∗2Xj ⊗ X∗jw2 when mj = ∗. Then this sum in An ⊙ Aopn is evaluated (by universality) at X ⊂ M to
produce an element in M ⊗Mop.
Remark 3.25. Suppose that X = {u1, . . . , un} is an n-tuple of unitaries in A = ⊕ni=1MN (C), and F is a
p-tuple of noncommutative ∗-monomials. Set B = ⊕pj=1MN (C). If UN denotes the N ×N unitary matrices,
then the unitary groups U(A) of A and U(B) of B are ⊕Ni=1UN and ⊕pj=1UN . Denote by M skN the N × N
skew-adjoint matrices and set Ask = ⊕ni=1M skN and Bsk = ⊕ni=1M skN . The tangent space of U(A) at X is
XAsk and the tangent space of U(B) at f(X) is f(X)Bsk. F restrict to a well-defined map from U(A) into
U(B) and thus, its differential at X, DF (X) : A → B sends the tangent space XAsk into f(X)Bsk. The
rank of this map is the (finite real) dimension of DF (X)XAsk ⊂ F (X)Bsk. However, since F (X) ∈ U(B),
this is the same as the (finite real) dimension of F (X)∗DF (X)XAsk ⊂ Bsk. This is what DuF (X) captures
algebraically:
dimR(F (X)
∗DF (X)XAsk) = N2 · Rank(DuF (X)).
Remark 3.26. A few simple computations on the polynomial X∗i Xi − I will be useful in what follows. To
ease the notation, for x ∈ M , I’ll simply write x ∈ Mop for the image of x in Mop, as opposed to xop. This
should cause no confusion here since the example consists of computations involving a single unitary. Fix
1 ≤ i ≤ n and consider g = X∗i Xi − I ∈ An. Again, X = {x1, . . . , xn} is an n-tuple of unitaries in a tracial
von Neumann algebra M . Clearly ∂sj g(X) = 0 for j 6= i and
∂si g(X) =
[
x∗i ⊗ I + I ⊗ xi x∗i ⊗ I − I ⊗ xi
0 0
]
∈M2(M ⊗Mop).
Define
pi =
1
2
·
[
I − 12(xi ⊗ xi + x∗i ⊗ x∗i ) 12(xi ⊗ xi − x∗i ⊗ x∗i )
1
2(x
∗
i ⊗ x∗i − xi ⊗ xi) I + 12 (x∗i ⊗ x∗i + xi ⊗ xi)
]
∈M2(M ⊗Mop)
and ei = p⊥i . Note that pi is the matricial, tensor product representation of the real operator [σM (I ⊗ I) −
σM (xi⊗ xi) ◦ J ]/2 and ei is the matricial, tensor product representation of [σM (I ⊗ I) + σM (xi⊗ xi) ◦ J ]/2.
It is easy to check that (∂si g(X))pi = 0, (∂si gi(X))ei = (∂si g(X)), the projection onto the range of ∂si g(X)
has (unnormalized) trace 1, and that pi is the projection onto ker(∂si g).
Notice also that pi = mxizi where
zi =
1
2
·
[
0 0
x∗i ⊗ I − I ⊗ xi x∗i ⊗ I + I ⊗ xi
]
∈M2(M ⊗Mop).
Here, zi is the tensor matricial representation of (σM (x∗i ⊗ I)− σM (I ⊗ xi)J)/2. One also has
∂si g(X)mxi =
1
2
[
x∗i ⊗ I + I ⊗ xi x∗i ⊗ I − I ⊗ xi
0 0
] [
xi ⊗ I + I ⊗ x∗i xi ⊗ I − I ⊗ x∗i
xi ⊗ I − I ⊗ x∗ xi ⊗ I + I ⊗ x∗i
]
= 2 ·
[
IM⊗Mop 0
0 0
]
.
Proposition 3.27. Suppose X = {x1, . . . , xn} ⊂ M and F = {f1, . . . , fm} ⊂ An are n and m-tuples and
G = {X∗1X1 − I, . . . ,X∗nXn − I} ⊂ An. If every element of F is a noncommutative ∗-monomial, every
element of X is a unitary, and H = 〈fi − I〉mi=1 ∪ G is the joined (m + n)-tuple of elements in An, then
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Nullity(DsH(X)) = Nullity(DuF (X)). Moreover, if µ and ν are the spectral distributions of |DsH(X)| and
|DuF (X)|, then for any t ∈ (0, 1), µ((0, t]) ≤ ν((0, t]).
Proof. Writing out the definition,
DsH(X) =
[
DsF (X)
DsG(X)
]
∈M(m+n)×n(M2(M ⊗Mop)).
Denote by A the n × n diagonal matrix whose iith entry is mxi and set E1 = IMn(M⊗Mop) ⊗ e11 ∈
Mn×n(M2(M⊗Mop)). Note that A is a unitary element since the xi are unitaries (Remark 3.19). Remark
3.26 shows that
DsG(X)A = 2E1 ∈Mn×n(M2(M ⊗Mop)).
Set E2 = E⊥1 = IMn(M⊗Mop)⊗ e22. Denote by W the m×m diagonal matrix whose iith element is mfi(X)∗ .
Note that W , like A, is unitary since the elements of F are ∗-monomials and the elements of X are unitaries.
By Lemma 3.20, for any 1 ≤ i ≤ m and 1 ≤ j ≤ n, (WDsF (X)A)ij ∈M2(M ⊗Mop) is a diagonal element
whose 22-entry is DuF (X)ij . Consequently, |WDsF (X)A|2 commutes with E2 = IMn(M⊗Mop) ⊗ e22, as
well as E1 = E⊥2 .
Compute:
A∗DsH(X)∗DsH(X)A = A∗DsF (X)∗DsF (X)A+A∗DsG(X)∗DsG(X)A
= (A∗DsF (X)∗W ∗)(WDsF (X)A)(E2 + E1) + 2E1
= |DuF (X)|2 ⊗ e22 +
E1A
∗DsF (X)∗W ∗WDsF (X)AE1 + 2E1
≥ |DuF (X)|2 ⊗ e22 +E1.
From the above ker(|DsH(X)A|) = ker(|DuF (X)| ⊗ e22). As A is a unitary, Nullity(|DsH(X)|) =
Nullity(|DsH(X)A|) = Nullity(|DuF (X)|), establishing the nullity claim.
For the spectral distribution claim, set T = DuF (X) ⊗ e22. Taking square roots of the above computation,
|DsH(X)A| ≥ |T | + E1. Note that |T | = |DuF (X)| ⊗ e22 and E1 are positive elements with orthogonal
supports, E1 + E2 = I , the (normalized) trace of E1 is 1/2, and ker(|T |) = ker(|DuF (X)|) ⊗ e. It follows
from this that if m is the spectral distribution of |T + E1| = |T |+ E1, then m = (ν + δ1)/2.
If µ1 is the spectral distribution of |DsH(X)A|, then µ1 = µ since A is unitary. By Weyl’s Inequality for
positive operators (Section 2.6), for any t ∈ [0, 1), µ([0, t]) = µ1([0, t]) ≤ m([0, t]) = ν([0, t])/2. Setting t =
0 on the RHS equation yields m({0}) = ν({0})/2. On the other hand, by the nullity equation just established,
the trace of the projection onto ker(|DuF (X)|) is twice the trace of the projection onto ker(|DsH(X)|), i.e.,
ν({0}) = 2µ({0}). Thus, m({0}) = µ({0}). Combined with the fact that for all t ∈ [0, 1), µ([0, t]) ≤
m([0, t]), it follows that for all t ∈ (0, 1), µ((0, t]) ≤ m((0, t]) = ν((0, t]). 
4. SINGLE SPECTRAL SPLITS: LOCAL PROJECTION AND DIMENSION BOUNDS
The main goal of this section is to find upper bound free entropy and Hausdorff dimension estimates for the
solution space F (X) = Y . Here F denotes a finite tuple of noncommutative ∗-polynomials and X is a finite
tuple in a tracial von Neumann algebra. The estimates will be corollaries of a more general estimate which is
derived form the standard ’local to global’ manifold argument and some specific Euclidean covering estimates.
This section will be broken up into three parts: the Euclidean covering estimates, the localization construction
and free entropy dimension implications, and examples.
4.1. Euclidean Estimates. For a linear operator T on a vector space define T⊥ = I − T . This notation
coincides with the usual inner product space one when T is an orthogonal projection.
Lemma 4.1. Suppose K ⊂ Rd is an open, convex subset containing the origin 0 and f : K → Rm is a
C1-function. If for all x ∈ K , ‖Df(0) − Df(x)‖ < r and T is a linear operator on Rd such that for any
x ∈ Rd, ‖Df(0)T (x)‖ ≥ β‖T (x)‖, then for any x, y ∈ K ,
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‖f(y)− f(x)‖ ≥ β · ‖T (y)− T (x)‖ − ‖Df(0)‖ · ‖T⊥(y)− T⊥(x)‖ − r‖y − x‖.
Proof. Suppose x, y ∈ K . Set B = ∫ 10 Df(x+ t(y−x)) dt; using the convexity assumption and the bound on
the derivative, ‖(B −Df(0))‖ < r. By the mean value theorem
‖f(y)− f(x)‖ = ‖B(y − x)‖
≥ ‖Df(0)(y − x)‖ − r‖y − x‖
≥ ‖Df(0)(T + T⊥)(y − x))‖ − r‖y − x‖
≥ ‖Df(0)T (y − x)‖ − ‖Df(0)T⊥(y − x)‖ − r‖y − x‖
≥ β · ‖T (y)− T (x)‖ − ‖Df(0)‖ · ‖T⊥(y)− T⊥(x)‖ − r · ‖y − x‖.

Lemma 4.2. Suppose K ⊂ Rd is an open, convex set, f : K → Rm is a C1-function, and x0 ∈ E ⊂ K .
Assume Q is an orthogonal projection such that for some β ∈ (0, 1) and any x ∈ Rd, ‖Df(x0)Q(x)‖ ≥
β‖Q(x)‖. Denote by A the affine map which sends x ∈ Rd to Q⊥(x − x0). If t ∈ (1 − β8(‖Df(x0)‖+1) , 1) and
for all x ∈ K , ‖Df(x0)−Df(x)‖ < β4 , then for any ǫ > 0,
Kǫ(E) ≤ K(1−t)ǫ(A(E)) · Sβǫ
4
(f(E)).
Proof. Without loss of generality assume x0 = 0 so that A = Q⊥. Fix an ǫ-separated subset ∆ of E of
maximal cardinality. Find a cover for Q⊥(E) by open (1 − t)ǫ balls with minimal cardinality and denote the
set of centers of these balls by Θ. For every x ∈ Θ define Fx = {y ∈ ∆ : ‖x−Q⊥(y)‖ < (1 − t)ǫ}. Clearly
∆ = ∪x∈ΘFx. Choosing z ∈ Θ so that #Fz = max{#Fx : x ∈ Θ},
Sǫ(E) = #∆
≤ #(∪x∈ΘFx)
≤ #Θ ·max{#Fx : x ∈ Θ}
≤ K(1−t)ǫ(Q⊥(E)) ·#Fz.
Suppose x and y are two distinct points in Fz . Since Fz ⊂ ∆, ‖x− y‖ ≥ ǫ. On the other hand, by definition
‖z −Q⊥(x)‖ < (1− t)ǫ and ‖z −Q⊥(y)‖ < (1− t)ǫ so ‖Q⊥(x)−Q⊥(y)‖ < 2(1 − t)ǫ.
‖Q(x)−Q(y)‖2 = ‖x− y‖2 − ‖Q⊥(x)−Q⊥(y)‖2
> ‖x− y‖2 − 4(1 − t)2ǫ2
≥ (1− 4(1− t)2)‖x− y‖2
≥ 7
8
· ‖x− y‖2.
Applying the preceding lemma with Q = T and r = β/4 yields
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‖f(y)− f(x)‖ = β · ‖Q(x)−Q(y)‖ − ‖Df(0)‖ · ‖Q⊥(x)−Q⊥(y)‖ − β
4
· ‖y − x‖
≥ 3β
4
· ‖x− y‖ − ‖Df(0)‖ · 2(1− t)ǫ− β
4
· ‖y − x‖
≥ β
2
· ‖x− y‖ − βǫ
4
≥ βǫ
4
.
This being true for any distinct x, y ∈ Fz ⊂ E, Sβǫ
4
(f(E)) ≥ #Fz . Using the inequality from the previous
paragraph,
Kǫ(E) ≤ Sǫ(E)
≤ K(1−t)ǫ(Q⊥(E)) ·#Fz
≤ K(1−t)ǫ(A(E)) · Sβǫ
4
(f(E)).

Remark 4.3. The spectral projections of |Df(x0)| (regarded as a symmetric, positive semidefinite opera-
tor on Rn) always satisfy the inequality for Q in the lemma, i.e., ‖Df(x0)Qv‖ ≥ β‖Qv‖ when Q =
1[β,∞)(|Df(x0)|).
Remark 4.4. One can carry out a manifold-themed argument of Lemma 4.2 by quantifying the usual rank
theorem in multivariable calculus, (e.g., Theorem 9 (1) in [43]). While this may seem more intuitive, there is a
notational cost, as one must perform more bookkeeping of Lipschitz constants of charts. In the course of doing
this the dependencies of the constants lose some transparency.
Notice that in the above lemma, the upper bound for the ǫ-covering number of E is scaled by quantities
which are not arbitrarily close to 1, e.g., 1− t < 1/8. One can improve the concluding estimate if one assumes
Q is a spectral projection of |Df(x0)|, but the improvement only allows t > 1/2 and doesn’t permit arbitrarily
close values to 0. This is largely irrelevant for the free entropy/Hausdorff arguments presented here, but they
will be unsuitable for the entropy estimates in Section 5.
4.2. Free Entropy Dimension Inequalities. Recall in Section 3.2 that An denotes the universal, unital, com-
plex ∗-algebra An on n-indeterminates. Fix a p-tuple F = (f1, . . . , fp) ⊂ An and any uniformly bounded
positive Borel function φ : [0,∞)→ R+. Define successively,
ΠF,φ,R(X, r, ǫ;m,k, γ) = sup
ξ∈ΓR(X;m,k,γ)
log(Kǫ(φ(|DF (ξ)|)[B∞(ξ, r) ∩ ΓR(X;m,k, γ) − ξ)])),
ΠF,φ,R(X, r, ǫ;m,γ) = lim sup
k→∞
k−2 ·ΠF,φ,R(X, r, ǫ;m,k, γ),
ΠF,φ,R(X, r, ǫ) = inf{ΠF,φ,R(X, r, ǫ;m,γ) : m ∈ N, γ > 0},
ΠF,φ,R(X, r) = lim sup
ǫ→0+
ΠF,φ,R(X, r, ǫ)
| log ǫ| .
Observe that in the above DF (ξ) is the derivative of F regarded as a smooth map from the real Hilbert space
(Mk(C))
n into (Mk(C))p and |DF (ξ)| is its absolute value. In the proof that follows below ‖DF (ξ)‖ will
designate the operator norm of DF (ξ) computed w.r.t. the canonical real inner product norms on (Mk(C))n
and (Mk(C))p.
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Theorem 4.5. Suppose R > maxx∈X ‖x‖. There exists C, κ > 1 dependent on F and R such that if β > 0,
φβ = 1[0,β), and 0 < r < min{12 , β8κ}, then for any ǫ > 0
Kǫ,R(X) ≤ 2n log(R) + 2n · | log r|+ΠF,φβ ,R(X, r, βǫ9C ) + S βǫ
4
(F (X) : X).
Hence,
δ0(X) ≤ ΠF,φβ ,R(X, r) + δ0(F (X) : X).
Proof. Fix κ,C > 1 dependent on F and R such that for any k ∈ N, ξ, η ∈ ((Mk(C))R+1)n, ‖DF (ξ) −
DF (η)‖ ≤ κ‖ξ − η‖∞ and ‖F (ξ)‖∞, ‖DF (ξ)‖ + 1 < C . Suppose 0 < r < min{12 , β8κ} and ǫ > 0.
Given m ∈ N and γ > 0, there exist m < m1 ∈ N and γ > γ1 > 0 with the property that for any k,
F (ΓR(X;m1, k, γ1)) ⊂ ΓC(F (X) : X;m,k, γ).
For each k find an r-cover 〈w(j,k)〉j∈Jk for ΓR(X;m1, k, γ1) ⊂ ((Mk(C))R)n with respect to the operator
norm such that
#Jk ≤
(
2R
r
)2nk2
.
Using the triangle inequality, I can assume that w(j,k) ∈ ΓR(X;m1, k, γ1) at the expense of replacing the r-
cover condition with a 2r-cover condition. Fix k ∈ N, j ∈ Jk, and set E = ΓR(X;m1, k, γ1)∩B∞(w(j,k), 2r).
Now w(j,k) ∈ E ⊂ B∞(w(j,k), 2r) with B∞(w(j,k), 2r) clearly convex and open with respect to the ‖ · ‖2-
metric (all norms on a finite dimensional space being equivalent). Moreover, for any ξ, η ∈ B∞(w(j,k), 2r),
‖DF (ξ) −DF (η)‖ ≤ κ‖ξ − η‖∞ < κ · 2r < β4 . Applying Lemma 4.2 with t = 1 − β9C and A equal to the
contractive mapping ξ 7→ 1[0,β)(|DF (w(j,k)|)(ξ − w(j,k)), for any ǫ > 0
Kǫ(E) ≤ K βǫ
9C
(A(E)) · Sβǫ
4
(F (E)).
Observe that
K βǫ
9C
(A(E)) = K βǫ
9C
[1[0,β)(|DF (w(j,k))|)(E − w(j,k))]
= K βǫ
9C
[1[0,β)(|DF (w(j,k))|)(ΓR(X;m1, k, γ1) ∩B∞(w(j,k), r)− w(j,k)]
≤ ΠF,φβ ,R(X, r, βǫ9C ;m1, k, γ1).
Hence, generously majorizing,
Kǫ(E) ≤ K βǫ
9C
(A(E)) · Sβǫ
4
(F (E))
≤ ΠF,φβ ,R(X, r, βǫ9C ;m1, k, γ1) · Sβǫ
4
(F (E))
≤ ΠF,φβ ,R(X, r, βǫ9C ;m1, k, γ1) · Sβǫ
4
(ΓC(F (X) : X;m,k, γ)).
Using the subadditivity of covering numbers and the estimate above:
Kǫ(ΓR(X;m1, k, γ1)) ≤
∑
j∈Jk
Kǫ
(
ΓR(X;m1, k, γ1) ∩B∞(w(j,k), 2r)
)
≤ #Jk · ΠF,φβ(X, r, βǫ9C ;m1, k, γ1) · Sβǫ
4
(ΓC(F (X) : X;m,k, γ))
≤
(
2R
r
)2nk2
·ΠF,φβ ,R(X, r, βǫ9C ;m1, k, γ1) · Sβǫ
4
(ΓC(F (X) : X;m,k, γ)).
Thus,
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Kǫ,R(X) ≤ Kǫ,R(X;m1, γ1)
= lim sup
k→∞
k−2 · [log(Kǫ(ΓR(X;m1, k, γ1))]
≤ 2n log(2R) + 2n · | log r|+ΠF,φβ ,R(X, r, βǫ9C ;m1, γ1) + S βǫ
4
(F (X) : X;m,γ).
This holds for any choice of m, ǫ and γ with m1 > m and γ1 < γ so,
Kǫ,R(X) ≤ 2n log(2R) + 2n · | log r|+ΠF,φβ ,R(X, r, βǫ9C ) + S βǫ
4
(F (X) : X).
as claimed.
For the second inequality, taking R > maxx∈X ‖x‖, dividing both sides by | log ǫ|, and taking a limit as
ǫ→ 0, it follows from the cutoff covering formulation of δ0 (Section 2.3) that
δ0(X) ≤ lim sup
ǫ→0+
2n log 2R+ 2n · | log r|
| log ǫ| + lim supǫ→0+
ΠF,φβ ,R(X, r,
βǫ
9C )
| log( βǫ9C )|
· | log(
βǫ
9C )|
| log ǫ| +
lim sup
ǫ→0+
S βǫ
4
(F (X) : X)
| log(βǫ4 )|
· | log(
βǫ
4 )|
| log ǫ|
≤ ΠF,φβ ,R(X, r) + δ0(F (X) : X).

Remark 4.6. In the proof of Theorem 4.5 one localizes the microstate space into balls of operator norm radius
of order r. This is necessary to obtain uniform control of the derivatives via the Lipschitz estimate ‖DF (ξ) −
DF (η)‖ ≤ κ ·‖ξ−η‖∞. Such uniform estimates really require the operator norm and are not available with the
‖ ·‖2-norm. However, notice that the ‖ ·‖2-norm is also used in a crucial way through the Euclidean/orthogonal
estimates of Lemma 4.2. The use of both the L∞ and L2 norms appears to be a minor detail here (in terms
of metric entropy the Lp-norms are all equivalent by [44] up to an exponential factor). However, it will have
rather severe consequences in subsequent entropy estimates involving iterative spectral splits.
Proposition 4.7. For any β > 0 define φβ = 1[0,β). If t, R > 0, then there exists a ρ such that for any
0 < β < ρ and r, ǫ > 0,
ΠF,φβ ,R(X, r, ǫ) ≤ (Nullity(DsF (X)) + t) · log
(
2r
ǫ
)
.
Consequently,
sup
r,R>0
ΠF,φβ ,R(X, r) ≤ Nullity(DsF (X)) + t.
Proof. Suppose t, R > 0. By Proposition 3.13 there exist m ∈ N and ρ, γ > 0 such that if ξ ∈ ΓR(X;m,k, γ)
and 0 < β < ρ, then the real dimension of the range of the real orthogonal projection 1[0,β)(|DF (ξ)|) on
(Mk(C))
n is no greater than (Nullity(DsF (X)) + t)k2. It follows from this and coarse covering estimates for
Euclidean balls (Section 2.4) that for any ǫ > 0,
ΠF,φβ ,R(X, r, ǫ;m,k, γ) ≤ (Nullity(DsF (X)) + t)k2 · log
(
2r
ǫ
)
.
Thus, ΠF,φβ ,R(X, r, ǫ) ≤ (Nullity(DsF (X)) + t) · log
(
2r
ǫ
)
.
It follows that ΠF,φβ ,R(X, r) ≤ Nullity(DsF (X)) + t. This is true for all 0 < r,R and completes the
proof. 
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Combining Proposition 4.7 with Theorem 4.5 yields
Corollary 4.8.
δ0(X) ≤ Nullity(DsF (X)) + δ0(F (X) : X)
= 2n − Rank(DsF (X)) + δ0(F (X) : X).
When X consists of self-adjoints or unitaries and F preserves either condition, then one can replace the Ds
calculus with the self-adjoint or unitary calculus discussed in Section 3 to arrive at the following:
Corollary 4.9. If X ⊂M and F ⊂ An are self-adjoint n and m-tuples, then
δ0(X) ≤ Nullity(DsaF (X)) + δ0(F (X) : X)
= n− Rank(DsaF (X)) + δ0(F (X) : X).
Proof. Define L = {(X1 − X∗1 )/2, . . . , (Xn − X∗n)/2} ⊂ An. If G = F ∪ L, then by Proposition 3.17,
Nullity(DsG(X)) = Nullity(DsaF (X)). Also, L(X) = {0, . . . , 0}. Thus, by Corollary 4.8,
δ0(X) ≤ Nullity(DsG(X)) + δ0(G(X) : X)
= Nullity(DsaF (X)) + δ0(F (X) ∪ L(X) : X)
= Nullity(DsaF (X)) + δ0(F (X) : X)
= n− Rank(DsaF (X)) + δ0(F (X) : X).

The unitary case follows from similar considerations:
Corollary 4.10. If X ⊂ M and F ⊂ An are n and m-tuples where the elements of X are unitaries and F
consists of ∗-monomials, then
δ0(X) ≤ Nullity(DuF (X)) + δ0(F (X) : X)
= n− Rank(DuF (X)) + δ0(F (X) : X).
Proof. Define G = {X∗1X1 − I, . . . ,X∗nXn − I} ⊂ An. If H = F ∪ G, then by Proposition 3.27,
Nullity(DsH(X)) = Nullity(DuF (X)). Also, G(X) = {0, . . . , 0}. Thus, by Corollary 4.8,
δ0(X) ≤ Nullity(DsH(X)) + δ0(H(X) : X)
= Nullity(DuF (X)) + δ0(F (X) ∪G(X) : X)
= Nullity(DuF (X)) + δ0(F (X) : X)
= n− Rank(DuF (X)) + δ0(F (X) : X).

4.3. Examples. The first example is reassuring but not particularly enlightening:
Example 4.1. Suppose X = {x1, x2} consists of commuting self-adjoint elements, x1 has no eigenvalues, and
F = {f} where f = X2X1 −X∗1X∗2 ∈ A2. Clearly F (X) = (f(X)) = 0. By definition,
DsaF (X) =
[
(∂sa1 f)(X) (∂
sa
2 f)(X)
]
=
[
x2 ⊗ I − I ⊗ x2 I ⊗ x1 − x1 ⊗ I
]
∈ M1×2(M ⊗Mop).
34 KENLEY JUNG
Since x1 is self-adjoint and has no eigenvalues, I ⊗ x1 − x1 ⊗ I is injective. To see this observe that the
moments of I ⊗ x1 − x1 ⊗ I are the moments of the convolution of the spectral distribution of x1 with that of
−x1; a convolution of non-atomic measures being nonatomic, the spectral distribution of I ⊗ x1 − x1 ⊗ I is
non-atomic, and in particular, the singleton set {0} has 0 measure. By faithfulness of the trace and the spectral
theorem I⊗x1−x1⊗ I ∈M ⊗Mop is injective and thus has dense range. In turn, this implies that DsaF (X)
has dense range, so that Rank(DsaF (X)) = 1. Thus Nullity(DsaF (X)) = 2−1 = 1 and as one would expect
from Corollary 4.9
δ0(X) ≤ Nullity(DsaF (X)) + δ0(F (X) : X)
≤ 1 + 0
= 1.
Here is a slightly more complex example:
Example 4.2. Suppose X = {x1, . . . , xn} consists of unitaries in M and F = {f} where f = AXs11 BXs21 ∈
An, A and B are ∗-monomials in X2, . . . ,Xn, and either s1 = s2 = 1 or s1 = 1 and s2 = ∗. Set a = A(X)
and b = B(X); a and b are ∗-monomials in x2, . . . , xn. Assume that bx1 has no eigenvalues when s1 = s2 = 1
or that b has no eigenvalues when s1 = 1, s2 = ∗, and that in either case, f(X) = I .
DuF (X) =
[
(∂u1 f)(X) · · · (∂unf)(X)
]
∈ M1×n(M ⊗Mop).
Using the fact that si ∈ {1, ∗}, the unitary calculus rule in Remark 3.24 yields
∂u1 f(X) =
{
x∗1b
∗ ⊗ bx1 + IM ⊗ IMop if s1 = s2 = 1
(x1 ⊗ x∗1)(b∗ ⊗ b− IM ⊗ IMop) if s1 = 1, s2 = ∗
The assumption on the absence of eigenvalues shows that in either case above, the tensor product operators are
injective. This is because as in the self-adjoint case of Example 4.1 one can identify the tensor product operators
as a product of multiplication operators on two, independent, nonatomic probability spaces with supports in the
unit circle and argue accordingly. ∂u1 f(X) ∈ M ⊗Mop is injective and thus has dense range. In turn, this
implies that Rank(DuF (X)) has dense range so that Rank(DuF (X)) = 1. Thus, Nullity(DuF (X)) = n− 1.
Since f(X) = I Corollary 4.10 implies that
δ0(X) ≤ Nullity(DuF (X)) + δ0(F (X) : X)
≤ 1 + 0
= n− 1.
The absence of eigenvalues condition (diffuseness) occurs naturally. Consider for instance, the canonical
unitaries associated to the generators a, b for the group Γ generated by the single relation ambs1anbs2 = e
where m,n ∈ Z and s1, s2 ∈ {1,−1}. By the above computation δ0(Γ) ≤ 1. When s1 = 1 and s2 = −1 these
groups are the Baumslag-Solitar groups, Γm,n. In this case b is in the normalizer of a and the inequality reduces
to a case first obtained by [49] (see also the strengthened generalizations in [17]). Both sets of authors actually
show that the group von Neumann algebras are strongly 1-bounded. I will find a different proof of this in terms
of the spectral distribution of the derivative. Note that the isomorphism classes of these group von Neumann
algebras has been studied and partially classified in [33].
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Example 4.3. Suppose X = {x1, . . . , xn} consists of self-adjoint elements and F = {f1, . . . , fp} are self-
adjoint. Assume further that δ0(X) = n, the maximum possible value. By Corollary 4.9,
n = δ0(X)
≤ n− Rank(DsaF (X)) + δ0(F (X) : X)
≤ n− Rank(DsaF (X)) + δ0(f(X)),
whence, Rank(DsaF (X)) ≤ δ0(f(X)). Thus, computing the rank of DsaF (X) gives a lower bound on
δ0(f(X)).
When p = 1 F consists of a single selfadjoint element f . By [48], δ0(f(X)) = 1 iff f(X) has no eigen-
values. So showing that Rank(DsaF (X)) = 1 guarantees that F (X) has no eigenvalues. This example is con-
nected to the rank/nullity computation of matrices with operator-valued entries arising from freely independent
self-adjoint/unitary tuples ([42]) as well as the free entropy dimension computations for a single self-adjoint
polynomial under maximal free entropy dimension assumptions on the tuple ([32]).
Example 4.4. Suppose X = {x1, . . . , xn} ⊂ M and F = {f1, . . . , fn−1} ⊂ An consist of self-adjoint
elements such that for each 1 ≤ i ≤ n − 1, ∂sai fi(X) ∈ M ⊗Mop has dense range. It is easily seen that
DsaF (X) is the upper triangular (n− 1)× n matrix


(∂sa1 f1)(X) ∗ · · · ∗ (∂san f1)(X)
0 (∂sa2 f2)(X) · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 (∂san fn−1)(X) (∂san fn−1)(X)

 ∈M(n−1)×n(M ⊗Mop).
By Proposition 2.12, Rank(DsaF (X)) = n− 1 so that from Corollary 4.9, δ0(X) ≤ 1 + δ0(F (X) : X).
[50] studied finite sequences of Haar unitaries u1, . . . , un satisfying the pairwise commutation relation
uiui+1 = ui+1ui for 1 ≤ i ≤ n − 1. It was shown that δ0(u1, . . . , un) ≤ 1. This was subsequently gen-
eralized and strengthened in [17]. The example here provides another way to see how pairwise commutativity
of generators affects free entropy dimension.
Indeed, suppose x1, . . . xn are self-adjoint, diffuse elements in a tracial von Neumann algebra and xixi+1 =
xi+1xi for 1 ≤ i ≤ n − 1. Set fi = XiXi+1 − X∗i+1X∗i for 1 ≤ i ≤ n − 1 and F = {f1, . . . , fn−1},
X = {x1, . . . , xn}. For each i, (∂sai fi)(X) = I ⊗ xi+1 − xi+1 ⊗ I ∈ M ⊗Mop. As observed in Example
4.1, each of these operators has dense range, regarded as operators on L2(M ⊗Mop). F (X) = 0 so that
δ0(F (X) : X) = 0. Applying the preceding paragraph yields δ0(X) ≤ 1. Under the additional assumption of
embeddability of X into an ultraproduct of the hyperfinite II1-factor, δ0(X) = 1 by [22]. As in Example 4.2,
I’ll show that all of these examples are strongly 1-bounded by studying the spectral distribution of the derivative
of F .
Example 4.5. Suppose Γ is a one-relator group on n generators such that its relator is not a proper power
(the relator cannot be written as a proper power of another element). The relator yields a ∗-monomial w on
n-indeterminates such that when applied to the canonical n-tuple of group unitaries X, satisfies the property
that Rank(Duw(X)) = 1. This follows from combining [7], [19], and [29]; see Proposition 7.5 for a full proof.
It follows from Corollary 4.10 that δ0(Γ) = δ0(X) ≤ n− 1. This is to be expected. Indeed, denoting by δ∗ the
nonmicrostates free entropy in [52], [10] combined with [11] yields
δ0(Γ) ≤ δ∗(Γ)
≤ β(2)1 (Γ) + 1
= (n− 2) + 1
= n− 1.
This result and in fact a stronger entropy inequality will be stated and proven in Section 7.
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5. ITERATING SPECTRAL SPLITS I: HEURISTICS AND TECHNICAL ESTIMATES
In this section I’ll discuss how to upgrade the results of the preceding section to obtain finiteness results
for free packing and Hausdorff entropy and establish the necessary technical machinery. These results will be
applied in later sections to provide new examples of strongly 1-bounded von Neumann algebras arising from
one relator discrete groups.
Establishing entropy upper bounds in this context is considerably more difficult than establishing the free
entropy dimension bounds of the previous section. Before getting into the details I’ll give an overview of how
they are related (the impatient, nuts-and-bolts reader can skip to 5.2 for the beginning of the proofs). After this
informal discussion, I’ll build tools for the next section. They come in three parts: 1) Euclidean estimates; 2)
elementary von Neumann algebra approximations; 3) estimates for polynomials of matrices.
5.1. Overview. I will review in broad terms the previous section’s main free entropy dimension argument and
explain how it fails to provide an entropy bound. Then I’ll discuss how to overcome this. In what follows
DF (X) denotes the derivative of F at X in a general informal sense, i.e., the distinction between Ds and the
normal derivative will be blurred.
Roughly, the proof of Theorem 4.7 goes like this. Suppose F (X) = 0. By definition, ΓR(X;m,k, γ)
is contained in the ball of operator norm radius R in (Mk(C))n so one can cover ΓR(X;m,k, γ) by no
more than (2R/r)2nk2 balls of operator norm radius r < 1 with centers in ΓR(X;m,k, γ). The intersec-
tion of ΓR(X;m,k, γ) with each of these balls of operator norm radius r has the property that DF varies (in
operator norm as a real Hilbert space operator from (Mk(C))n into (Mk(C))d) by no more than r times a fixed
constant determined by F , R, and the submultiplicativity of the operator norm. This uniform bound on the
derivative combined with orthogonality estimates and a spectral splitting parameter β allows one to dominate
the ‖ · ‖2-metric entropy on each r operator norm neighborhood by the entropy of an ‖ · ‖2 r-ball in the kernel
of the differential plus a t1k2-approximate subspace. Here t1 depends on how small r is, which in turn is driven
by the trace of the spectral projection 1(0,β)(|DF (X)|) . An ǫ-covering (w.r.t. ‖·‖2) bound for this approximate
”kernel” r-ball multiplied by the initial r-covering bound gives a bound for Kǫ(ΓR(X;m,k, γ)):
(
2R
r
)2nk2
·
(r
ǫ
)(Nullity(DF (X))+t1)k2
.
The microstates limiting process extracts the normalized exponent as a bound - Nullity(DF (X)) + t1 and this
will be an upper bound for the free entropy dimension. Letting t1 → 0 shows that the free entropy dimension is
dominated by Nullity(DF (X)). Unfortunately the bound, as is, fails to provide a free packing entropy estimate
with growth exponent Nullity(DF (X)) because of the residual error term t1. This process was called splitting
the spectrum in the introduction.
In the above argument one covers the microstate spaces by r operator norm balls, and then covers the
intersection of the microstate space with each of these r-balls by ǫ-balls taken from perturbed copies of
ker(DF (X)). Now repeat this process on each of these local subspace ǫ-balls, intersecting them with the
microstate space, and then covering them by appropriate balls of radius ǫ2 via some suitable Euclidean estimate
(e.g. something like Lemma 4.2) again. The advantage of zooming in at a further ǫ-scale is that the differential
of the polynomial tuple moves less (less curvature), and yields a smaller approximate subspace perturbation, say
with error t2 < t1 that is even closer to Nullity(DF (X)). One then repeats this process on the subspace balls
of radius ǫ3, picking up an even better approximating subspace perturbation. Iterating this spectral splitting
process p times and keeping ǫ fixed throughout, a back-of-the-envelope computation shows
Kǫp(ΓR(X;m,k, γ)) ≤
(
2R
r
)2nk2 (r
ǫ
)(Nullity(DF (X))+t1)k2 ( ǫ
ǫ2
)(Nullity(DF (X))+t2)k2 ·
(
ǫ2
ǫ3
)(Nullity(DF (X))+t3)k2
· · ·
(
ǫp−1
ǫp
)(Nullity(DF (X))+tp)k2
≤
(
2R
r
)2nk2 ( 1
ǫp
)[Nullity(DF (X))]k2 (1
ǫ
)(t1+···+tp)k2
.
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The last expression will yield a finite packing entropy bound provided that the exponent term in the last line,
t1 + · · · + tp, can be uniformly bounded for all p. With some work this can be guaranteed by imposing
decay conditions on the spectral distribution of |DF (X)| near 0. Somewhat surprisingly, this spectral decay
condition is equivalent to DF (X) having finite Fuglede-Kadison-Lu¨ck Determinant. This problem where one
tries to bound a space which has the same local structure at every scale (in this case on the scale of powers of a
fixed ǫ) is similar to the situation of bounding the Hausdorff measure of a self-similar fractal.
There are, however, some strong assumptions made in the iterative spectral splitting argument which must be
addressed. Call a covering inequality asymptotically coarse if its dominating term explicitly contains constants
of the form Cαk2 where C > 1 and α > 0. Asymptotically coarse inequalities involving constants C uniformly
bounded below from 1 can be made a fixed, finite number of times without destroying the qualitative nature
of an upper bound for entropy. They are lethal in the context above. For example, imagine that each of the
iterations of the computation above involved a covering bound involving an additional factor of 2k2 , a seemingly
benign bound that appears for example in the comparison of the ‖ · ‖∞ and ‖ · ‖2 norms in Section 2.4 or in
the single spectral split argument for the dimension above. After p-iterations one would end up with a constant
of the form 2pk2 and after taking appropriate limits one has an additive factor of p log 2 which converges to
∞ as p → ∞. This would leave a vacuous upper bound of ∞. In the estimate above there appear to be no
asymptotically coarse inequalities. However, one should expect these in two places:1) scaling estimates for
balls; 2) norm switching.
1) refers to finding sharp bounds for coverings of the unit ball by ǫ-balls in Euclidean space. In the above
I assumed that one could find such a cover with no more than (1/ǫ)n-balls as opposed to say (C/ǫ)n. This
appears in the ratios of powers of ǫ assumed in the first pass computation above. While false in this strict form,
it is asymptotically true ([40]).
2) is both more subtle and troublesome. By norm switching I’m referring to the process of relying on
different norms in order to make different estimates. Norm switching occurred in the dimension argument.
There I used properties specific to both the L∞ and the L2-norm. While one can account for entropy changes
when moving from one norm to the other with St. Raymond’s volume computations [44], the error terms are
asymptotically coarse.
I’ll deal with 2) by using the L2-norm metric exclusively for covering estimates. I’ll use Chebyshev to choose
’good’ projections upon which qualitative L∞ estimates do hold, estimate the traces of the ’bad’ projections
upon which they fail, then bound the covering numbers of the ’bad’ projections, and ’transfer’ their entropy
into the (assumed) geometrically decaying spectrum of the derivative, DF (X). Exploiting L2 estimates for the
explicit form of the derivative of the polynomial function F is crucial. The residual set of ’bad’ projections on
which the uniform L∞ bounds fail is so small from a dimensional perspective that one can control it without
introducing aymptotically coarse estimates. This division of the operators into a ’good’ part where L∞-bounds
are available and ’bad’ parts where they fail but for which an L2-estimate is available is somewhat reminiscent
of the proof of the Calderon-Zygmund decomposition.
5.2. Bindings and Fringes. The results of this subsection will be phrased in the context of finite dimensional,
real Hilbert spaces. Throughout denote by V andW two finite dimensional, real Hilbert spaces, L(V,W ) the set
of real linear operators from V into W , and P (V ) the subset of L(V, V ) consisting of orthogonal projections.
The key example to keep in mind is when V and W are of the form (Mk(C))n for some n, and the real
inner product is the one generated by the tracial state: 〈ξ, η〉 = ∑ni=1Re(trk(η∗i ξi)) where ξ = (ξ1, . . . , ξn)
and η = (η1, . . . , ηn). Notice that the real inner product norm here coincides with the standard complex inner
product norm. In this context, I want ǫ-entropy estimates for level sets of a ∗-polynomial function restricted to a
ball B of radius ρ computed w.r.t. the inner product. It is impossible to get a global, dimension-free (ones which
don’t refer to the dimension of the ambient inner product space) Lipschitz bound for f on B since multiplication
fails to be continuous w.r.t. the inner product (L2)-norm. However, such dimension-free estimates will work on
almost the entire space. Clarifying what ’almost’ means is the goal of this subsection and is expressed through
the concepts of a binding and its fringe.
This short subsection will define bindings and fringes. Their application to ∗-polynomials via Chebyshev’s
inequality will follow in the two subsequent sections.
Suppose Λ ⊂ L(V,W ) and fix a linear operator T ∈ L(V,W ).
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Definition 5.1. If ǫ > 0, an ǫ-binding of Λ focused on T is a map Θ : Λ→ P (V ) such that ‖(S−T )Θ(S)‖ < ǫ.
Definition 5.2. Suppose Θ is an ǫ-binding of Λ focused on T . The fringe of Θ on a set K ⊂ V is
F(Θ,K) = {(T − S)Θ(S)⊥ξ : ξ ∈ K,S ∈ Λ} ⊂W.
If r > 0, then F(Θ, r) = F(Θ, B) where B is the closed ball of radius r centered at the origin.
Remark 5.3. Observe that if K is symmetric, i.e., x ∈ K iff −x ∈ K , then, so is F(Θ,K) by linearity. Balls
being symmetric, F (Θ, r) = −F (Θ, r) for any r > 0. Observe also that if Θ is an ǫ-binding of Λ focused on
T and Λ0 ⊂ Λ, then Θ induces by restriction, an ǫ-binding Θ0 of Λ0 focused on T . It is easy to see that for any
set K ⊂ V , F(Θ0,K) ⊂ F(Θ,K).
Definition 5.4. If E ⊂ K ⊂ V with K an open, convex set, and f : K → W is a C1-function, then for any
x, y ∈ K define the distance operator from x to y by
Tx,y =
∫ 1
0
Df(x+ t(y − x)) dt ∈ L(V,W ).
The set of distance operators for E with respect to f is
D(f,E) = {Tx,y : x, y ∈ E} ⊂ L(V,W ).
Recall from the mean value theorem (Section 2.5) that Tx,y(x− y) = f(x)− f(y) which justifies the term,
’distance operator’.
Remark 5.5. Notice that if E1 ⊂ E2, then by definition, D(f,E1) ⊂ D(f,E2). In particular, if Θ is an
ǫ-binding of D(f,E2) on an operator T , then by Remark 5.3 Θ induces by restriction an ǫ-binding of D(f,E1)
on T .
The following lemma says that the expansiveness of f can be controlled locally by the fringe of an ǫ-binding
of the set of distance operators focused on a single derivative.
Lemma 5.6. Suppose K ⊂ V is an open, convex set, f : K →W is aC1-function, x0 ∈ K , and Λ = D(f,K).
If Θ is an ǫ-binding of Λ focused on Df(x0), then for each x, y ∈ K there exists a corresponding operator
A : V → W such that ‖A‖ < ǫ and
f(x)− f(y)−Df(x0)(x− y)−A(x− y) ∈ F(Θ, ‖x − y‖).
Proof. Suppose x, y ∈ K . Set S = ∫ 10 Df(x + t(y − x)) dt. S ∈ Λ so by definition of an ǫ-binding,‖(S −Df(x0))Θ(S)‖ < ǫ. By the mean value theorem,
f(x)− f(y) = S(x− y)
= Df(x0)(x− y) + (S −Df(x0))Θ(S)(x − y) + (S −Df(x0))Θ(S)⊥(x− y)
Regrouping terms gives
f(x)− f(y)−Df(x0)(x− y)− (S −Df(x0))Θ(S)(x− y) = (S −Df(x0))Θ(S)⊥(x− y)
∈ F(Θ, ‖x − y‖).
Set A = (S −Df(x0))Θ(S). By definition, ‖A‖ < ǫ and the above completes the proof. 
Lemma 5.7. Suppose x0 ∈ E ⊂ B ⊂ V with B an open ball of radius ρ > 0, f : B → W is a C1-function,
and Λ = D(f,B). If for all x ∈ E, ‖f(x)‖ < γ and Θ is an ρ1-binding of Λ focused on Df(x0), then there
exists an orthogonal operator U such that for any spectral projection Q of |Df(x0)|,
Df(x0)Q(E − x0) ⊂ UQU∗ [N2ρρ1+2γ(F(Θ, 2ρ))] .
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Proof. By Lemma 5.6, for any x ∈ E ⊂ B there exists a corresponding operator A : V → W such that
‖A‖ < ρ1 and f(x) − f(x0) − Df(x0)(x − x0) − A(x − x0) ∈ F(Θ, ‖x − x0‖). Since x, x0 ∈ E,
‖f(x)‖, ‖f(x0)‖ < γ so that
Df(x0)(x− x0) ∈ −A(x− x0)−N2γ(F(Θ, ‖x − x0‖))
∈ N2ρρ1+2γ(F(Θ, 2ρ)).
Applying the polar decomposition shows
Df(x0)Q(x− x0) = U |Df(x0)|Q(x− x0)
= UQ|Df(x0)|(x− x0)
= UQU∗Df(x0)(x− x0).
Putting these two observations together,
Df(x0)Q(x− x0) = UQU∗Df(x0)(x− x0)
∈ UQU∗ [N2ρρ1+2γ(F(Θ, 2ρ))] .
x ∈ E was arbitrary so I’m done. 
Lemma 5.8. Suppose x0, E,B, f,Λ, γ,Θ, ρ, and ρ1 are as in the hypotheses of Lemma 5.7. For α > 0 define
Q = 1[α,∞)(|Df(x0)|). If t ∈ (0, 1), ǫ > 0, and β = αtǫ− 4ρρ1 − 4γ > 0, then
Kǫ(E) ≤ K(1−t2)1/2ǫ(Q⊥(E)) · Sβ(F(Θ, 2ρ)).
Proof. By orthogonality and Proposition 2.1(v)
Kǫ(E) ≤ K(1−t2)1/2ǫ(Q⊥(E)) ·Ktǫ(Q(E))
≤ K(1−t2)1/2ǫ(Q⊥(E)) · Stǫ(Q(E)).
By the spectral theory, for any ξ, η in the range of Q, ‖Df(x0)(ξ)−Df(x0)(η)‖ ≥ α‖ξ − η‖. It follows from
this that Stǫ(Q(E)) ≤ Sαtǫ(Df(x0)Q(E)). To complete the proof it suffices to show that Sαtǫ(Df(x0)Q(E)) ≤
Sβ(F(Θ, 2ρ)).
By Lemma 5.7,
Df(x0)(Q(E)) −Df(x0)(Q(x0)) = Df(x0)(Q(E − x0))
= UQU∗ [N2ρρ1+2γ(F(Θ, 2ρ))] .
From this, the fact that UQU∗ is a contraction, and Proposition 2.1(iv)
Sαtǫ(Df(x0)Q(E)) ≤ Sαtǫ(UQU∗ [N2ρρ1+2γ(F(Θ, 2ρ))])
≤ Sαtǫ [N2ρρ1+2γ(F(Θ, 2ρ))]
≤ Sαtǫ−4ρρ1−4γ(F(Θ, 2ρ))
= Sβ(F(Θ, 2ρ)).

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5.3. Estimates in Tracial von Neumann Algebras. The estimates here will be used to construct bindings and
fringes for maps that arise as finite tuples of ∗-polynomials. Essentially they say that the ‖ · ‖2 norm is quasi-
submultiplicative, i.e., ‖xyp‖∞ ≤ C‖x‖2‖y‖2 on a projection p with trace almost equal to 1 and moreover,
this can be controlled with C . Again the context to keep in mind below is when M = Mk(C) (and in fact the
only case I’ll need), however I’ll phrase the results in the tracial von Neumann algebra setting.
Lemma 5.9. If z ∈ M and C > 0, then there exists a projection p ∈ M such that ‖zp‖∞ < C‖z‖2 and
ϕ(p) ≥ 1− C−2.
Proof. This is Chebyshev’s inequality. Set p = 1[0,C‖z‖2](|z|) and denote by u the partial isometry in the polar
decomposition of z. ‖zp‖∞ = ‖u|z|p‖∞ ≤ ‖|z|p‖∞ < C‖z‖2 which yields the first inequality. For the
second,
0 ≤ (C‖z‖2)2 · p⊥
≤ |z|2p⊥
≤ |z|2.
Taking traces yields (C‖z‖2)2 · ϕ(p⊥) ≤ ϕ(|z|2) < ‖z‖22. Grouping terms, 1− ϕ(p) = ϕ(p⊥) ≤ C−2 and the
second inequality follows. 
Lemma 5.10. If x, q ∈M with qH ⊂ cl(xH), then there exists a projection e ∈M such that eH ⊂ (ker x)⊥
satisfying xeH ⊂ qH and ϕ(e) = ϕ(q).
Proof. I’ll prove this first in the case where x ≥ 0 and then use the polar decomposition to arrive at the general
claim. So assume x ≥ 0 and qH ⊂ cl(xH). f = 1(0,∞)(x) is the projection onto cl(xH). Define for each n,
fn = 1(1/n,∞)(x), f0 = 1{0}(x), and note that f0 is the projection onto kerx. For each n, note that q∧fn ≤ fn,
fn commutes with x, and that xfn = fnxfn is invertible when regarded as an element of fnMfn. It follows
that there exists a projection en ≤ fn such that xenH = (q ∧ fn)H and ϕ(en) = ϕ(q ∧ fn). Indeed, this
is obtained by taking the projection onto the range of (fnxfn)−1(q ∧ fn) where the inverse is taken w.r.t. the
compression fnMfn. Notice also from this definition and the Borel spectral theorem that for any n, en ≤ en+1.
There exists a sequence of increasing projections 〈en〉∞n=1 such that for each n, ϕ(en) = ϕ(q ∧ fn), and
xenH ⊂ (q ∧ fn)H . Denote by e the strong operator topology limit of the en (or equivalently, the projection
onto the closure of ∪∞n=1enH). Because en ≤ fn ≤ f , e ≤ f where f is the projection onto cl(xH) = (ker x)⊥
(x ≥ 0). For any n,
xenH ⊂ (q ∧ fn)H
⊂ qH.
It follows that xeH ⊂ qH . Moreover, since limn→∞ fn = f (the projection onto cl(xH)) and q ≤ f by
hypothesis,
ϕ(e) = lim
n→∞ϕ(en)
= lim
n→∞ϕ(q ∧ fn)
= lim
n→∞ϕ(q ∧ f)
= ϕ(q).
This finishes the proof in the case where x is positive.
For the general case, suppose x, q ∈ M are given with qH ⊂ cl(xH). Consider the polar decomposition
x∗ = u|x∗|. Thus, u ∈ M is a partial isometry with initial range cl(|x∗|H) = cl(xH) and final range
cl(x∗H) = (kerx)⊥. Apply the preceding result to the positive element |x∗| and q, noting that qH ⊂ cl(xH) =
cl(|x∗|H). There exists a projection p ∈ M such that pH ⊂ (ker |x∗|)⊥ = (ker x∗)⊥, |x∗|pH ⊂ qH , and
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ϕ(p) = ϕ(q). Set e = upu∗ ∈M . eH ⊂ (ker x)⊥ and
xeH = |x∗|u∗(upu∗)H
= |x∗|pu∗H
= |x∗|pH
⊂ qH.
ϕ(e) = ϕ(upu∗) = ϕ(p) = ϕ(q), completing the proof. 
Lemma 5.11. Suppose x, q ∈M with q a projection. There exists a projection p ∈ M such that ϕ(p) ≥ ϕ(q)
and xpH ⊂ qH .
Proof. Denote by f the projection onto cl(xH). From the polar decomposition, if e is the projection onto ker x,
then ϕ(e) + ϕ(f) = 1. Thus, ϕ(e) = 1− ϕ(f) = ϕ(f⊥). Now
1 ≥ ϕ(q ∨ f)
= ϕ(q) + ϕ(f)− ϕ(q ∧ f).
Thus, ϕ(e) + ϕ(q ∧ f) = 1− ϕ(f) + ϕ(q ∧ f) ≥ ϕ(q).
Obviously q ∧ f ≤ f . Invoke Lemma 5.10 to produce a projection p1 ∈ M such that p1H ⊂ (ker x)⊥,
xp1H ⊂ (q ∧ f)H , and ϕ(p1) = ϕ(q ∧ f). Set p = e+ p1. Since e and p1 are orthogonal,
ϕ(p) = ϕ(e) + ϕ(p1)
= ϕ(e) + ϕ(q ∧ f)
≥ ϕ(q).
Lastly, xpH = xp1H ⊂ (q ∧ f)H ⊂ qH . 
Lemma 5.12. If z1, . . . , zn ∈ M and C > 0, then there exists a projection p ∈ M such that ‖z1 · · · znp‖∞ <
Cn‖z1‖2 · · · ‖zn‖2 and ϕ(p) ≥ 1− nC−2.
Proof. I will prove this by induction on n. The base case n = 1 is covered in Lemma 5.9. Assume it’s true
for n = k. Suppose z1, . . . zk+1 ∈ M . By the inductive hypothesis there exists a projection p0 ∈ M such that
‖z2 · · · zk+1p0‖∞ < Ck‖z2‖2 · · · ‖zk+1‖2 and ϕ(p0) > 1− kC−2. By Lemma 5.9 there exists a projection p1
such that ‖z1p1‖∞ < C‖z1‖2 and ϕ(p1) > 1 − C−2. By Lemma 5.11 there exists a projection q ∈ M such
that ϕ(q) ≥ ϕ(p1) and (z2 · · · zk+1)qH ⊂ p1H . Set p = q ∧ p0. Clearly p = qp = p0p.
‖z1 · · · zk+1p‖∞ = ‖z1(z2 · · · zk+1qp)‖∞
= ‖z1p1(z2 · · · zk+1qp)‖∞
≤ ‖z1p1‖∞ · ‖p1(z2 · · · zk+1qp)‖∞
≤ C‖z1‖2 · ‖z2 · · · zk+1p0p‖∞
≤ Ck+1 · ‖z1‖2 · · · ‖zk+1‖2.
Also, ϕ(p) = ϕ(q ∧ p0) = ϕ(p0) + ϕ(q) − ϕ(p0 ∨ q) > 1 − (k + 1)C−2. This verifies the condition for
n = k + 1 and completes the proof. 
By taking adjoints one immediately gets:
Corollary 5.13. If z1, . . . , zn ∈M and C > 0, then there exists a projection p ∈M such that ‖pz1 · · · zn‖∞ <
Cn‖z1‖2 · · · ‖zn‖2 and ϕ(p) ≥ 1− nC−2.
Combining Corollary 5.13 with Lemma 5.12 yields:
Corollary 5.14. If x1, . . . , xk, y1, . . . , yn ∈ M and C > 0, then there exists a projection p ∈ M such that
‖x1 . . . xkp‖∞ < Ck‖x1‖2 · · · ‖xk‖2, ‖py1 · · · yn‖∞ < Cn‖y1‖2 · · · ‖yn‖2, and ϕ(p) ≥ 1− (k + n)C−2.
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5.4. Polynomials, derivatives, and coverings for matrices. In this last subsection I’ll construct bindings for
the derivative of a tuple of ∗-polynomials and estimate its fringe entropy. The estimates will invoke the results
in subsection 5.2 while the bindings will be created from the projections in subsection 5.3 upon which quasi-
submultiplicative estimates are valid.
As in Section 3, An denotes the universal, unital, complex ∗-algebra on n-indeterminates, X1, . . . ,Xn.
Unless otherwise stated, F ∈ An, i.e., F is a noncommutative ∗-polynomial in n-indeterminates. F can
uniquely be written in the reduced form c1w1+· · ·+cnwn where the ci are nonzero complex numbers and thewi
are distinct ∗-monomials in the Xi. Define c(F ) to be the maximum over the set {|ci|, ℓ(wi) : 1 ≤ i ≤ n}∪{n}
where ℓ(·) is the length function defined on the ∗-monomials of An. As usual, deg(F ) = max1≤i≤n ℓ(wi).
When F = {f1, . . . , fp} is a finite p-tuple of elements in An, then c(F ) = max1≤i≤p c(fi) and deg(F ) =
max1≤i≤n deg(fi).
For k fixed F induces an obvious smooth map from (Mk(C))n into Mk(C). In this subsection for a fixed
ξ ∈ (Mk(C))n, DF (ξ) : (Mk(C))n → Mk(C) denotes the derivative of F at ξ and for each 1 ≤ i ≤ n
∂iF (ξ) : Mk(C)→ Mk(C) denotes the ith partial derivative of F w.r.t. the ith coordinate of ξ = (ξ1, . . . , ξn)
(Section 2.5). Denote by Bk,R the ball of ‖ · ‖2-radius R in Mk(C) and (Bk,R)n ⊂ (Mk(C))n the direct sum
of n copies of Bk,R. σk : Mk(C) ⊗Mk(C)op → L(Mk(C)) is the complex, trace preserving ∗-isomorphism
determined by σk(a ⊗ bop)(ξ) = aξb, a, b, ξ ∈ Mk(C). Throughout this subsection i and j denote integer
indices.
Lemma 5.15. Suppose 1 ≤ j ≤ n. There exist N ∈ N and for 1 ≤ i ≤ N , λi ∈ C, and ∗-monomials
wi, vi ∈ A2n all dependent only on F and j such that for each i either wi or vi has an occurence of the last n
of the 2n-indeterminate generators for A2n and for any X,H ∈ (Mk(C))n,
(∂jF )(X +H) = (∂jF )(X) +
N∑
i=1
λi · σk(wi(X,H)⊗ vi(X,H)op) ◦ Jdi .
Moreover, N and max1≤i≤N |λi| are no greater than c(F ) ·(2n)c(F ) and max1≤i≤N (ℓ(wi)+ℓ(vi)) < deg(F ).
Proof. By writing F in reduced form there exist an N ∈ N and for each 1 ≤ i ≤ N , ∗-monomials ai, bi ∈ An,
complex numbers λi, and di ∈ {0, 1} depending on F and j such that for any Y ∈ (Mk(C))n,
∂jF (Y ) =
N∑
i=1
λiσk(ai(Y )⊗ bi(Y )op) ◦ Jdi
where max1≤i≤N (ℓ(ai)+ ℓ(bi)) < deg(F ). Substituting Y = X+H and Y = X into the above equation and
subtracting yields:
∂jF (X +H)− ∂jF (X) =
N∑
i=1
λi · σk[ai(X +H)⊗ bi(X +H)op − ai(X) ⊗ bi(X)op] ◦ Jdi .
Each bracketed summand on the RHS can be expanded as a further sum of terms of the form wi(X,H) ⊗
vi(X,H) where wi, vi ∈ A2n and either wi or vi has an occurence of the last n of the 2n-indeterminates, i.e.,
that one of the H terms appears in wi(X,H)⊗ vi(X,H). Moreover, deg(wi) + deg(vi) ≤ deg(ai) + deg(bi).
This establishes the equation.
The last statement is a consequence of the fact that the ∂jF (Y ) is obtained from the reduced form of F
and the expansion of the perturbed elementary tensors ai(X + H) ⊗ bi(X + H)op can be written as a sum
of no more than (2n)c(F ) elementary tensors of the form wi(X,H) ⊗ vi(X,H) with deg(wi) + deg(vi) ≤
deg(ai) + deg(bi) < deg(F ). 
Lemma 5.16. For each 1 ≤ j ≤ n there exist an N0, N ∈ N and for 1 ≤ i ≤ N , ci ∈ C, si ∈ {1, ∗},
1 ≤ qi ≤ n, ∗-monomials ai, bi ∈ A2n, and ∗-monomials mi ∈ An such that for any n-tuples X and
H = (h1, . . . , hn) in (Mk(C))n, if T =
∫ 1
0 ∂jF (X + tH) dt, then for any ξ ∈Mk(C)
(T − ∂jF (X))ξ =
N0∑
i=1
ci · ai(X,H)hqimi(X)ξsibi(X,H) +
N∑
i=N0+1
ci · ai(X,H)ξsimi(X)hqibi(X,H).
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Moreover, N and max1≤i≤N |ci| are no greater than c(F )·(2n)c(F ) and max1≤i≤N (ℓ(ai)+ℓ(bi)+ℓ(mi)+1) <
deg(F ).
Proof. Invoke Lemma 5.15 to produce N,λ1, . . . , λN ∈ C, and the ∗-monomials w1, . . . , wN , v1, . . . , vN as in
its statement. Denote by ni the sum of the exponents arising from the last n variables and their adjoints which
appears in wi(X,H) and vi(X,H). Set ci = λi
∫ 1
0 t
ni dt. Compute:
T − ∂jF (X) =
∫ 1
0
∂jF (X + tH)− ∂jF (X) dt
=
∫ 1
0
N∑
i=1
λi · σk(wi(X, tH)⊗ vi(X, tH)op) ◦ Jdi dt
=
N∑
i=1
(
λi · σk(wi(X,H) ⊗ vi(X,H)op) ◦ Jdi ·
∫ 1
0
tni dt
)
=
N∑
i=1
(
ci · σk(wi(X,H)⊗ vi(X,H)op) ◦ Jdi
)
.
Define si = 1 if di = 0 and si = ∗ if di = 1. Substituting ξ ∈Mk(C) in the equation above produces
(T − ∂jF (X))ξ =
N∑
i=1
ci · wi(X,H)ξsivi(X,H).
Now for each i, either wi or vi has a nontrivial occurrence of one of the last n of the 2n-indeterminates. In the
first case there exists some n + 1 ≤ ij ≤ 2n such that wi = ajXijmj where aj ∈ A2n, and mj is a word in
X1, . . . ,Xn ∈ A2n (the first n indeterminates). In the latter case there exists some n+ 1 ≤ ij ≤ 2n such that
vi = mjXijbj where bj ∈ A2n and mj is a word in X1, . . . Xn ∈ A2n (the first n indeterminates). Evaluating
either of these expression at the 2n-tuple (X,H) and regrouping indices establishes the equation.
The last statement follows from the last statement of Lemma 5.15 and the fact that |ci| ≤ |λi|. 
Remark 5.17. Lemma 5.16 has a similar statement where one replaces the mean value integral operator by just
the point derivative, i.e., with the same notation as in Lemma 5.15 there exist constants c1, . . . , cN such that for
any ξ ∈Mk(C),
(∂jF (X +H)− ∂jF (X))ξ =
N0∑
i=1
ci · ai(X,H)hqimi(X)ξsibi(X,H) +
N∑
i=N0+1
ci · ai(X,H)ξsimi(X)hqibi(X,H).
This statement is just a slight reformulation of Lemma 5.15 (as one doesn’t need to integrate out any constants
as in Lemma 5.16).
Rephrasing Lemma 5.16 and Remark 5.17 with H = X − Y gives the following:
Corollary 5.18. For 1 ≤ j ≤ n there exists N ∈ N and for 1 ≤ i ≤ N , ci ∈ C, si ∈ {1, ∗} dependent only
on F such that if X,Y ∈ (Bk,R)n, then there exist ai, bi, and mi each products of ri, di, and ni elements from
Bk,R with ri + di + ni + 1 < deg(F ) such that if T =
∫ 1
0 ∂jF (X + t(Y −X)) dt or T = ∂F (Y ), then for
any ξ ∈Mk(C),
(T − ∂jF (X))ξ =
N0∑
i=1
ciai(xqi − yqi)miξsibi +
N∑
i=N0+1
ciaiξ
simi(xqi − yqi)bi.
Moreover, N and max1≤i≤N |ci| are no greater than c(F ) · (2n)c(F ).
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Lemma 5.19. Suppose 1 ≤ j ≤ n, R ≥ 1, B = c(F )2 · (2n)2c(F ) and X,Y ∈ (Bk,R)n. If ‖X−Y ‖2 < ǫ < 1,
and either T =
∫ 1
0 ∂jF (X + t(Y − X)) dt or T = ∂jF (Y ), then there exists a projection p ∈ Mk(C) such
that ϕ(p) > 1−Bǫ 1B and for any ξ ∈Mk(C),
‖(T − ∂jF (X))pξp‖2 ≤
(
B ·Rdeg(F ) · ǫ1/2
)
· ‖pξp‖2.
Proof. For 1 ≤ j ≤ n invoke Corollary 5.18 to produce the N ∈ N and ci ∈ C, si ∈ {1, ∗} dependent on
F such that if X,Y ∈ (Bk,R)n, then there exists the corresponding ci, ai, bi,mi, qi, ri, di, and ni as in the
conclusion of the corollary. Recall the summation expression of (T − ∂jF (X))ξ:
(T − ∂jF (X))ξ =
N0∑
i=1
ciai(xqi − yqi)miξsibi +
N∑
i=N0+1
ciaiξ
simi(xqi − yqi)bi.
When 1 ≤ i ≤ N0, applying Corollary 5.14 to M = Mk(C) and C = ǫ−
1
4 deg(F ) > 1 provides a (complex
linear) orthogonal projection pi such that
‖ai(xqi − yqi)mipi‖∞ ≤ (CR)ri+ni+1 · ǫ
≤ Rri+ni+1 · ǫ3/4,
‖pibi‖∞ < (CR)di ≤ Rdi · ǫ− 14 , and trk(pi) > 1− deg(F ) · ǫ
1
2 deg(F )
. Thus, for any ξ ∈Mk(C) and (complex
linear) orthogonal projection e ≤ pi
‖ai(xqi − yqi)mi(eξdie)bi‖2 ≤ ‖ai(xqi − yqi)mie‖∞ · ‖eξdie‖2 · ‖ebi‖∞
≤ ‖ai(xqi − yqi)mipi‖∞ · ‖eξdie‖2 · ‖pibi‖∞
≤ Rri+ni+1 · ǫ3/4 · Rdi · ǫ− 14 · ‖eξe‖2
≤ Rdeg(F ) · ǫ1/2 · ‖eξe‖2.
For N0 ≤ i ≤ N an analogous argument yields a projection pi such that trk(pi) > 1 − deg(F ) · ǫ
1
2 deg(F ) and
for any projection e ≤ pi, ‖ai(eξdie)mi(xqi − yqi)bi‖2 ≤ Rdeg(F ) · ǫ1/2 · ‖eξe‖2.
Define p = ∧Ni=1pi. Generously majorizing and using the fact that c(F )2 < B,
trk(p) > 1−
N∑
i=1
trk(p
⊥
i )
= 1−N deg(F )ǫ 12 deg(F )
> 1−Bǫ 1B .
Moreover, since p ≤ pi for each i, it follows from the above that for 1 ≤ i ≤ N0,
‖ai(xqi − yqi)bi(pξsip)mi‖2 ≤ Rdeg(F ) · ǫ1/2 · ‖pξp‖2
and for N0 < i ≤ N ,
‖ai(pξsip)bi(xqi − yqi)mi‖2 ≤ Rdeg(F ) · ǫ1/2 · ‖pξp‖2.
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Thus, using the bound on N and the |ci| provided in Corollary 5.18
‖(T − ∂jF (X))(pξp)‖2 ≤
N0∑
i=1
|ci| · ‖ai(xqi − yqi)mi(pξsip)bi‖2 +
N∑
i=N0+1
|ci| · ‖ai(pξsip)mi(xqi − yqi)bi‖2
≤ (c(F ) · (2n)c(F ))2 ·Rdeg(F ) · ǫ1/2 · ‖pξp‖2
= (B · Rdeg(F ) · ǫ1/2) · ‖pξp‖2.

Applying Lemma 5.19 to each partial derivative and taking the intersection of the associated projections
yields:
Corollary 5.20. Suppose R > 1, X,Y ∈ (Bk,R)n and B = n · c(F )2 · (2n)2c(F ). If ‖X − Y ‖2 < ǫ < 1, and
either T =
∫ 1
0 DF (X + t(Y −X)) dt or T = DF (Y ), then there exists a projection p ∈ Mk(C) such that
ϕ(p) > 1−Bǫ 1B and if P = ⊕ni=1p, then for any ξ ∈ (Mk(C))n,
‖(T −DF (X))PξP‖2 ≤
(
B · Rdeg(F ) · ǫ1/2
)
· ‖PξP‖2.
Recall in subsection 5.2 that for a convex set K ⊂ (Mk(C))n, the set of distance operators for K with
respect to f , D(F,K), is the set of all operators of the form
∫ 1
0
DF (x+ t(y − x)) dt
where x, y ∈ K . Couching Corollary 5.20 in the terminology of subsection 5.2 gives the following:
Lemma 5.21. Suppose B = 2n · c(F )2 · (2n)2c(F ) and R > 1 > ρ > 0. If ξ0 ∈ (Bk,R)n, and K =
B2(ξ0, ρ), then D(F,K) has a (BRdeg(F )ρ1/2)-binding Θ focused on DF (ξ0) with the property that for any
T ∈ D(F,K), Θ(T ) = (σk(e⊗eop), . . . , σk(e⊗eop)) where e ∈Mk(C) is an orthogonal projection satisfying
trk(e) > 1−Bρ 1B .
Proof. Suppose T ∈ D(F,K). For some ξ, η ∈ K = B2(ξ0, ρ), T = Tξ,η =
∫ 1
0 DF (ξ + t(η − ξ)) dt. By
Corollary 5.20 there exist projections p, q ∈ Mk(C) such that ϕ(p), ϕ(q) > 1 − (Bρ 1B )/2 and if P = ⊕ni=1p
and Q = ⊕ni=1q, then for any ξ ∈ (Mk(C))n,
‖(T −DF (ξ))PξP‖2 ≤
(
B/2 · Rdeg(F ) · ρ1/2
)
· ‖PξP‖2
and
‖(DF (ξ) −DF (ξ0))QξQ‖2 ≤
(
B/2 · Rdeg(F ) · ρ1/2
)
· ‖QξQ‖2.
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Set e = p∧ q. trk(e) > 1−Bρ 1B . Putting E = ⊕ni=1e and Θ(T ) = σk(E ⊗E) the triangle inequality and the
two inequalities above show that for any ξ ∈ (Mk(C))n,
‖(T −DF (ξ0))Θ(T )(ξ)‖2 = ‖(T −DF (ξ0))EξE‖2
≤ ‖(T −DF (ξ))EξE‖2 + ‖(DF (ξ)−DF (ξ0))EξE‖2
= ‖(T −DF (ξ))PEξEP‖2 + ‖(DF (ξ)−DF (ξ0))QEξEQ‖2
≤
(
B · Rdeg(F ) · ρ1/2
)
· ‖EξE‖2
≤
(
B · Rdeg(F ) · ρ1/2
)
· ‖ξ‖2.
The above holds for any T ∈ D(F,K) and yields a map Θ : D(F,K)→ P (⊕ni=1Mk(C)) such that
‖(T −DF (ξ0))Θ(T )‖ ≤ (B ·Rdeg(F ) · ρ1/2).
By definition, Θ is a (BRdeg(F )ρ1/2)-binding of D(F,K) focused on DF (ξ0). The statement about the pro-
jectional form of Θ is immediate. 
Extending this to a p-tuple of elements is easily done and involves straightforward manipulations of the
multivariable derivative formalism in Section 2.5:
Corollary 5.22. Suppose F = (f1, . . . , fp) ∈ (An)p, B = 2np · c(F )2 · (2n)2c(F ) and R > 1 > ρ > 0. If
ξ0 ∈ (Bk,R)n, and K = B2(ξ0, ρ), then D(F,K) has a (BRdeg(F )ρ1/2)-binding Θ focused on DF (ξ0) such
that for any T ∈ D(F,K), Θ(T ) = (σk(p⊗pop), . . . , σk(p⊗pop)) and p ∈Mk(C) is an orthogonal projection
with trk(p) > 1−Bρ 1B .
Lemma 5.21 and Corollary 5.22 construct bindings for the distance operators in a ball, focused on the
derivative evaluated at the center of the ball. It remains to look at the fringe of the binding and establish
the appropriate entropy estimates on it.
Definition 5.23. If R, r > 0 and d ∈ N, then E(R, r, k, d) ⊂ Mk(C) consists of all k × k matrices x of rank
no more than d such that ‖x‖r ≤ R.
Lemma 5.24. Suppose B = c(F ) · (2n)c(F ). There exists an N1 ∈ N, N1 ≤ B + 1 such that if R > 0, x, y ∈
(Bk,R)
n
, P = (σk(p⊗ pop), . . . , σk(p⊗ pop)) for a projection p ∈Mk(C), and T =
∫ 1
0 DF (x+ t(y− x)) dt,
then
(T −DF (x))(P⊥(Bk,R)n) ⊂ ⊞nN1i=1 E
(
N1 ·max(R,RN1), 2/N1, k, 2k(1 − trk(p))
)
.
Proof. It suffices to produce an N1 such that for each 1 ≤ j ≤ n,
(T − ∂jF (x))(σk(p⊗ pop)⊥(Bk,R)) ∈ ⊞N1i=1E(N1 ·max(R,RN1), 2/N1, k, 2k(1 − trk(p)))
where T =
∫ 1
0 ∂jF (x + t(y − x)) dt. By Corollary 5.18 there exist N ∈ N and c1, . . . , cN ∈ N dependent
only on F and aj, bj , and mj where for each j, aj , bj , and mj are each products of rj , dj , and nj elements
from Bk,R with rj + dj + nj no greater than the degree of F and such that for any ξ ∈Mk(C),
(T − ∂jF (x))ξ =
N0∑
i=1
ciai(xqi − yqj)miξsibi +
N∑
i=N0+1
ciaiξ
simi(xqi − yqi)bi.
Moreover, N and C = max1≤i≤N |ci| are no greater than B. Thus, I can find an N1 so that max{C,N} <
N1 ≤ B + 1. σk(p⊗ pop)⊥ = σk(p⊥ ⊗ Iop)− σk(p⊗ (p⊥)op) so that if ξ ∈ Bk,R, then η = σk(p⊗ pop)⊥(ξ)
has (complex) rank no greater than 2k(1 − trk(p)) and ‖η‖2 ≤ R. Substituting this into the above yields
(T − ∂jF (x))(σk(p⊗ pop)⊥ξ) =
N0∑
i=1
ciai(xqi − yqi)miηsibi +
N∑
i=k+1
ciaiη
simi(xqi − yqi)bi.
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For 1 ≤ i ≤ N0, by Ho¨lder’s inequality, the fact that ai, bi, and mj are products of elements in Bk,R
of length no greater than kj , sj , and nj and since x, y ∈ (Bk,R)n, it follows that ai(xqi − yqi)biηdimj ∈
E(max(R,RN ), 2/N, k, 2k(1 − trk(p))).
ciai(xqi − yqi)miηdibi ∈ E(C ·max(R,Rdeg(F )), 2/deg(F ), k, 2k(1 − trk(p))).
A completely analogous argument shows that for k + 1 ≤ i ≤ N
ciaiη
dimi(xqi − yqi)bi ∈ E(C ·max(R,Rdeg(F )), 2/deg(F ), k, 2k(1 − trk(p))).
Putting these two facts together and using sumset notation produces
(T − ∂jF (x))(σk(p⊗ pop)⊥(Bk,R)) ⊂ ⊞Ni=1E
(
C ·max(R,RN ), 2/N, k, 2k(1 − trk(p))
)
⊂ ⊞N1i=1E
(
N1 ·max(R,RN1), 2/N1, k, 2k(1 − trk(p))
)
.

The extension of Lemma 5.24 to a general p-tuple is immediate:
Corollary 5.25. Suppose F = (f1, . . . , fp) ∈ (An)p and B = c(F ) · (2n)c(F ). There exists an N1 ∈ N,
N1 ≤ B + 1 such that if R > 0 and x, y ∈ (Bk,R)n, P = (σk(p ⊗ pop), . . . , σk(p ⊗ pop)) for a projection
p ∈Mk(C), and T =
∫ 1
0 DF (x+ t(y − x)) dt, then
(T −DF (x))(P⊥(Bk,R)n) ⊂ ⊕pj=1
(
⊞
nN1
i=1 E
(
N1 ·max(R,RN1), 2/N1, k, 2k(1 − trk(p))
))
.
Notice that in Corollary 5.25 and Lemma 5.24 above the Schatten 2/N1-quasi-norm is used. Computing
the ǫ-neighborhood of the resultant E-set w.r.t. the L2-norm shows that it has suitable entropy estimates which
translate to bounds on the fringes. This follows from a routine repetition of the original estimates in [44] modulo
technical details (see Proposition A.5 in the appendix). Indeed, putting Corollary 5.22 together with Corollary
5.25 and Proposition A.5 yield the following main result of this subsection. In what follows the covering
number quantities Kǫ will be taken w.r.t. the usual normalized inner product norm ‖ · ‖2 on (Mk(C))p.
Proposition 5.26. Suppose F = (f1, . . . , fp) ∈ (An)p, R > 1 > ρ > 0, and B = 2np · c(F )2 · (2n)2c(F ).
There exists a constant DB > 0 dependent only on B such that if ξ0 ∈ (Bk,R)n and K = B2(ξ0, ρ), then
D(F,K), has a (BRdeg(F )ρ1/2)-binding Θ focused on DF (ξ0) such that for any 1 > ǫ > 0,
Kǫ (F(Θ, R)) ≤
(
DB · (BRB + 1)2√p
ǫ
)16B3ρ 12B k2
.
Proof. If B = 2np · c(F )2 · (2n)2c(F ), then Corollary 5.22 shows that that for any ξ0, ρ and K as in the
proposition’s statement, D(F,K) has a (BRdeg(F )ρ1/2)-binding Θ focused on DF (ξ0) such that for any T ∈
D(F,K), Θ(T ) = (σk(p⊗pop), . . . , σk(p⊗pop)) where p ∈Mk(C) is an orthogonal projection with trk(p) >
1−Bp 1B .
Now if T ∈ D(F,K), then T = Tx,y =
∫ 1
0 DF (x + t(y − x)) dt for some x, y ∈ K = B2(ξ0, ρ) ⊂
(Bk,R+1)
n
. By Corollary 5.25 there exists an N1 ∈ N, N1 < B such that
(T −DF (x))(Θ(T )⊥(Bk,R)n) ⊂ ⊕pj=1
(
⊞
nN1
i=1 E(N1R
N1 , 2N1 , k, 2kBρ
1/B)
)
.
By definition of the fringe of Θ,
F(Θ, R) ⊂ ⊕pj=1
(
⊞
nN1
i=1 E(N1R
N1 , 2N1 , k, 2kBρ
1/B)
)
.
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Using Proposition 2.1 (i) (monotonicity of Kǫ), Lemma 2.2, and Proposition A.5 there exists a universal con-
stant D2/N1 > 0 dependent only on 2/N1 such that for any 1 > ǫ > 0,
Kǫ(F(Θ, R)) ≤ Kǫ
[
⊕pj=1
(
⊞
nN1
i=1 E(N1R
N1 , 2N1 , k, 2kBρ
1/B)
)]
≤
(
D2/N1(N1R
N1 + 1)2
√
p
ǫ
)8pnN1√2Bρ1/Bk2
≤
(
DB(BR
B + 1)2
√
p
ǫ
)16B3ρ 12B k2
where DB = D2/N1 . 
6. ITERATING SPECTRAL SPLITS II: GEOMETRIC DECAY AND FINITE α-COVERING ENTROPY
The previous section discussed a heuristic argument for obtaining α-covering entropy bounds as well as some
technical devices for dealing with ’asymptotically coarse’ estimates. In this section I’ll put these parts together
to arrive at the main entropy result. I’ll then compute some simple examples (commutators, normalizers, skew-
normalizers, and staggered relations) which hold in a general tracial von Neumann algebra setting.
6.1. The Main Estimates. Here is the notion of geometric decay:
Definition 6.1. Suppose µ is a Borel measure on R with support contained on [0,∞). µ has geometric decay
if there exists an ǫ0 ∈ (0, 1) such that
∑∞
n=1 µ((0, ǫ
n
0 )) <∞.
Definition 6.2. Suppose T is an operator such that |T | lies in (M,ϕ) and denote by µ the spectral distribution
of |T |. T has geometric decay (w.r.t. M ) iff µ has geometric decay.
The lemma below shows that T has geometric decay iff T is of determinant class (in the sense of [31]) iff
detFKL(T ) > −∞. I will use the above terminology/definition instead of the phrase ’determinant class’ or
’finiteness of detFKL’ at times to reinforce this discrete formulation.
Lemma 6.3. Suppose µ is a probability measure with compact support contained in [0,∞). The following
conditions are equivalent:
(1) 1(0,∞)(t) · log t is integrable w.r.t. µ on (0,∞).
(2) For any ǫ ∈ (0, 1), ∑∞n=1 nµ([ǫn+1, ǫn)) <∞.
(3) For some ǫ0 ∈ (0, 1),
∑∞
n=1 nµ([ǫ
n+1
0 , ǫ
n
0 )) <∞.
(4) For any ǫ ∈ (0, 1), ∑∞n=1 µ((0, ǫn)) <∞.
(5) For some ǫ0 ∈ (0, 1),
∑∞
n=1 µ((0, ǫ
n
0 )) <∞.
Proof. For ǫ ∈ (0, 1) fixed,∫
(0,1)
| log t| dµ(t) =
∞∑
n=0
∫
[ǫn+1,ǫn)
| log t| dµ(t)
≤ | log ǫ|
∞∑
n=0
(n+ 1)µ([ǫn+1, ǫn))
≤ | log ǫ| ·
∞∑
n=0
nµ([ǫn+1, ǫn)) + | log ǫ|
≤
∫
(0,1)
| log t| dµ(t) + | log ǫ|.
The equivalence of (1)-(3) follows. For any ǫ ∈ (0, 1), by Fubini
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∞∑
n=1
nµ([ǫn+1, ǫn)) =
∞∑
n=1
n∑
j=1
µ([ǫn+1, ǫn))
=
∞∑
j=1
∞∑
n=j
µ([ǫn+1, ǫn))
=
∞∑
j=1
µ((0, ǫj)).
So (2) ⇔ (4) and (3) ⇔ (5) completing the proof. 
Formulations (4) and (5) were what I was originally interested in using as an upper bound for the metric
entropies. Recall from Section 2.7 that if x ∈ M is a positive operator and µ is the spectral distribution of x
induced by ϕ, then x is of determinant class iff∫
(0,∞)
| log(λ)| dµ(λ) <∞.
By Lemma 6.3 this condition is satisfied iff for some ǫ0 > 0,
∑∞
n=1 µ((0, ǫ
n
0 )) <∞ iff x has geometric decay
at 0. Thus,
Corollary 6.4. Suppose T is an operator such that |T | lies in (M,ϕ). T has geometric decay iff |T | is of
determinant class.
Remark 6.5. If the spectral distribution of |T | is absolutely continuous w.r.t. Lebesgue measure with a density
f such that |f(t)| ≤ Ctα for some constant C and α > −1, then T has geometric decay. In particular, if
f ∈ L∞(R), then T has geometric decay.
Remark 6.6. Suppose T ∈ M is a normal operator and denote by µ the spectral distribution of T induced by
ϕ. Assume that µ has the property that for any λ ∈ C there exists a corresponding ǫ > 0 such that
∞∑
k=0
µ(B(λ, ǫk)) <∞.
Suppose p is a nonzero polynomial. Then p(T ) has geometric decay. Indeed, there exist complex numbers
λ1, . . . , λd such that for any λ ∈ C, p(λ) = Πdj=1(λ− λj). For any ǫ > 0 the spectral theorem yields
ϕ(1(0,ǫ)(|p(T )|)) = ϕ((1(0,ǫ) ◦ |p|))(T )
= µ({λ ∈ C : Πdj=1|λ− λj| < ǫ})
≤
d∑
j=1
µ(B(λj, ǫ
1/d)).
Choose for each j an ǫj > 0 such that
∑∞
k=0 µ(B(λj, ǫ
k
j )) <∞ and set ǫ0 = min1≤j≤d ǫdj . It follows that
∞∑
k=1
ϕ(1(0,ǫk0 )
(|p(T )|)) ≤
∞∑
k=1
d∑
j=1
µ(B(λj , ǫ
k/d
0 ))
≤
d∑
j=1
∞∑
k=1
µ(B(λj , ǫ
k
j ))
< ∞.
Thus, p(T ) has geometric decay.
The spectral distribution µ of T will satisfy these local density condition when T is a normal operator with
an L∞ density w.r.t. Lebesgue measure on R2 ≃ C or when T is a unitary operator with an L∞ density w.r.t.
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Lebesgue measure on the unit circle. Related computations have been made previously, explicitly computing
the Fuglede-Kadison-Lu¨ck determinant and identifying it with Mahler measure ([31], [18]).
Definition 6.7. DsF (X) has geometric decay if |DsF (X)| = (DsF (X)∗DsF (X))1/2, regarded as an ele-
ment of the tracial von Neumann algebra M2n(M ⊗Mop), has geometric decay.
Given a finite tuple F of elements in An (the universal, unital complex ∗-algebra in n-indeterminates), c(F )
and deg(F ) will have the same meaning as in Section 5.4.
For the remainder of this section define ψn = trn ⊗ tr2 ⊗ (ϕ ⊗ ϕop). ψn is the canonical tracial state on
M2n(M ⊗Mop) = Mn(C) ⊗ (M2(M ⊗Mop)) induced by (M,ϕ). For an element T ∈ M2n(M ⊗Mop)
recall that if P = 1{0}(|T |), then 2nψn(P ) = Nullity(T ) (subsection 2.7).
Here is the fundamental microstates result which quantifies the local and global entropy loss and gains:
Theorem 6.8. Suppose F is a p-tuple of elements in An, L = 2np · c(F )2 · (2n)c(F ), and X is an n-tuple
of operators in M with operator norms strictly less than R such that F (X) = 0. There exists a constant D
dependent only on F such that for any 15 > ρ, δ, t > 0 satisfying tρ−1/4δ − 5LRdeg(F ) > 1
Kρδ(X) ≤ Kρ(X) +
[2n · ψ(1[0,ρ1/2](|DsF (X|)) + t] · | log((1− t2)1/2δ|+
24Dρ1/D · (log 2D + | log ρ|).
Proof. Using the assumption F (X) = 0 and Proposition 3.13, there exists an m1 ∈ N and 0 < γ1 such that if
ξ ∈ ΓR(X;m1, k, γ1), then the following two conditions are satisfied:
• ‖F (ξ)‖2 < ρ2/12.
• The real dimension of the range of the projection 1[0,ρ1/4](DF (ξ)∗DF (ξ)) as a real linear operator on
(Mk(C))
n is no greater than 2nk2 · [ψ(1[0,ρ1/4](|DsF (X)|2)) + t].
Suppose that m1 < m ∈ N and 0 < γ < γ1. For each k ∈ N find a minimal ρ-cover 〈ξi〉i∈Ik w.r.t. the
‖ · ‖2-norm for ΓR(X;m,k, γ) such that
#Ik = Kρ(ΓR(X;m,k, γ)).
Fix a k and an i ∈ Ik. Set E = B2(ξi, ρ) ∩ ΓR(X;m1, k, γ1). I will now find a minimal ρǫ-cover for E with
a suitable upper bound on its cardinality. Find and fix an ξ0 ∈ E. Set K = B2(ξ0, 2ρ). By Proposition 5.26
there exists a universal constant D dependent only on L such that if ξ0 ∈ (Mk(C)R)n and K = B2(ξ0, 2ρ),
then D(F,K) has an (LRdeg(F )ρ1/2)-binding Θ1 focused on DF (ξ0) such that for any 1 > ǫ > 0,
Kǫ (F(Θ1, 1)) ≤
(
D
ǫ
)(16Dρ1/D ·k2)
.
By the triangle inequality B(ξi, ρ) ⊂ K so by definition D(F,B(ξi, ρ)) ⊂ D(F,K). Θ1 induces by restriction
a (LRdeg(F )ρ1/2)-binding Θ of D(F,B(ξi, ρ)) focused on DF (ξ0) (Remark 5.5).
I want to invoke Lemma 5.8 with the following substititutions: f = F , V = (Mk(C))n, W = (Mk(C))p,
x0 = ξ0, B = B2(ξi, ρ), Λ = D(F,B), ρ1 = LRdeg(F )ρ1/2, α = ρ1/4, γ = ρ2/12, ǫ = ρδ, E and Θ as
defined above, and β = αtǫ− 4ρρ1 − 4γ. The ρ here will correspond with the ρ in Lemma 5.8. Denote by Q⊥
the (real linear) projections 1[0,α)(|Df(ξ0)|). In order to use Lemma 5.8 I need to check that β > 0:
β = αtǫ− 4ρρ1 − 4γ
= ρ1/4tρδ − 4ρ(LRdeg(F )ρ1/2)− 4γ
> tρ5/4δ − 5LRdeg(F )ρ3/2
= ρ3/2 · (tρ−1/4δ − 5LRdeg(F ))
> ρ3/2
> 0.
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Now Q⊥(E) is contained in a ball of radius ρ in a copy of Euclidean space of dimension no greater than the
real dimension of the range of the projection 1[0,ρ1/4](DF (ξ0)∗DF (ξ0)). By the second condition stated above,
this dimension is dominated by 2nk2[ψ(1[0,ρ1/4](|DsF (X)|2))+t]. Applying Lemma 5.8, Rogers’s asymptotic
sphere covering estimate ([40]), and the lower bound estimate on β above
Kρδ(E) ≤ K(1−t2)1/2ρδ(Q⊥(E)) · Sβ(F(Θ, 2ρ))
≤ (2nk2)3 ·
(
ρ
(1− t2)1/2ρδ
)[2nk2ψ(1
[0,ρ1/4]
(|DsF (X)|2))+t]
· Sρ3/2(F(Θ, 2ρ)).
The third term on the RHS can be further dominated. By Remark 5.3, the covering estimate on F(Θ0, 1), and
the properties of covering numbers and separating numbers (Proposition 2.1),
Sρ3/2(F(Θ, 2ρ)) ≤ Sρ3/2(F(Θ1, 2ρ))
≤ Sρ3/2(F(Θ1, 1))
≤ K ρ3/2
2
(F(Θ1, 1))
≤
(
2D
ρ3/2
)(16Dρ1/D ·k2)
.
Putting this together with the inequalities which preceded it gives
Kρδ(E) ≤ (2nk2)3 ·
(
ρ
(1− t2)1/2ρδ
)[2nk2ψ(1
[0,ρ1/4]
(|DsF (X)|2))+t]
·
(
2D
ρ3/2
)(16Dρ1/D ·k2)
.
Recall that m1 < m ∈ N, 0 < γ < γ1, and 〈ξi〉Ik is a minimal ρ-cover 〈ξi〉Ik for ΓR(X;m,k, γ). By the
preceding two paragraph there exists for each i ∈ Ik a ρδ-cover for Ei = B2(ξi, ρ) ∩ ΓR(X,m, k, γ) with
cardinality no greater than the last dominating expression of the preceding inequality. Using Proposition 2.3,
Kρδ(X) = Kρδ,R(X)
≤ Kρδ,R(X;m,γ)
≤ lim sup
k→∞
k−2 · log
(
#Ik · (2nk2)3
(
ρ
(1− t2)1/2ρδ
)[2nk2·ψ(1
[0,ρ1/4]
(|DsF (X|2))+t]k2)
+
lim sup
k→∞
k−2 · log
(
2D
ρ3/2
)(16Dρ1/D ·k2)
≤ Kρ(X;m,γ) +
[2nψ(1[0,ρ1/2](|DsF (X|)) + t] · | log((1 − t2)1/2δ|+
24Dρ1/D · (log 2D + | log ρ|).
As this is true for sufficiently large m and small γ the desired inequality follows. 
The preceding theorem extracts the basic covering estimate from the von Neumann algebra and microstate
setting. Having done this, proving the main result will now involve iterating the spectral splits on a geometric
scale and aggregating the entropy.
Theorem 6.9. Suppose X is an n-tuple of operators in (M,ϕ) and F is a p-tuple of ∗-polynomials in n
indeterminates such that F (X) = 0. If α = Nullity(DsF (X)) and DsF (X) has geometric decay, then X is
α-bounded.
Proof. Set L = 2np · c(F )2 · (2n)c(F ) and R > 0 strictly greater than the operator norm of any element of X
as in the statement of Theorem 6.8. Fix once and for all an ǫ0 ∈ (0, 1/5) such that for all k ∈ N with k > 4,
ǫ
−(k/4−1)
0 > (5LR
deg(F ) + 1)k2.
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Set tk = k−2. The condition on ǫ0 implies tk · ǫ−k/40 · ǫ0 − 5LRdeg(F ) > 1. By Theorem 6.8 there exists a D
dependent only on F such that for k > 4, setting ρ = ǫk0 , δ = ǫ0, and t = tk in the context of Theorem 6.8
yields
Kǫk+10
(X) = Kǫk0ǫ0
(X)
≤ Kǫk0(X) + [2n · ψ(1[0,ǫk/20 ](|D
sF (X|)) + k−2] · | log[(1 − k−4)1/2ǫ0]|+
24Dǫ
k/D
0 · (log 2D + | log ǫk0 |)
≤ Kǫk0(X) + [2n · ψ(1[0,ǫk/20 ](|D
sF (X|)) + k−2] · [k−4 + | log ǫ0|] +
24Dǫ
k/D
0 · (log 2D + | log ǫk0 |).
Iterating yields for any k > 4,
Kǫk+10
(X) ≤ Kǫ50(X) +
k∑
j=5
[2n · ψ(1
[0,ǫ
j/2
0 ]
(|DsF (X|)) + j−2] · [j−4 + | log ǫ0|] +
k∑
j=5
24Dǫ
j/D
0 · (log 2D + | log ǫj0|)
= Kǫ50(X) + C1 + C2
where C1 and C2 denote the second and third term of the second expression above.
To estimate the C1 term set
D1 =
∞∑
j=5
[
2n · ψ(1
[0,ǫ
j/2
0 ]
(|DsF (X|)) · j−4 + j−6 + j−2 · | log ǫ0|
]
and
D2 = 2n| log ǫ| ·
∞∑
j=5
ψ(1
(0,ǫ
j/2
0 ]
(|DsF (X)|)).
Clearly D1 <∞ and D2 <∞ by the geometric decay assumption on DsF (X).
C1 =
k∑
j=5
[2n · ψ(1
[0,ǫ
j/2
0 ]
(|DsF (X)|) + j−2] · [j−4 + | log ǫ0|]
≤
k∑
j=5
2n · ψ(1
[0,ǫ
j/2
0 ]
(|DsF (X|)) · | log ǫ0|+
∞∑
j=5
[
2n · ψ(1
[0,ǫ
j/2
0 ]
(|DsF (X|)) · j−4 + j−6 + j−2 · | log ǫ0|
]
=

 k∑
j=5
[α+ 2n · ψ(1
(0,ǫ
j/2
0 ]
(|DsF (X|))] · | log ǫ0|]

+D1
< (k − 4)α| log ǫ0|+ 2n · | log ǫ| ·
∞∑
j=5
ψ(1
(0,ǫ
j/2
0 ]
(|DsF (X|)) +D1
= α| log ǫk−40 |+D1 +D2
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Turning to the C2 term,
C2 =
k∑
j=5
24Dǫ
j/D
0 · (log 2D + | log ǫj0|)
≤ 24D
∞∑
j=1
(ǫ
1/D
0 )
j · (log 2D + j| log ǫ0|)
< ∞
as the series on the right hand sides have geometric terms paired with polynomial ones which force convergence.
Set D = Kǫ50(X)+D1+D2+C2. D is independent of k. Putting the above inequalities together yields for
any k ∈ N, k > 4,
Kǫk0
(X) ≤ Kǫ50(X) + C1 + C2
< Kǫ50(X) + α · | log ǫ
k−4
0 |+D1 +D2 + C2
< α · | log ǫk0 |+D.
This bound almost gives the estimate for any sufficiently small ǫ. To finish the argument suppose ǫ ∈ (0, ǫ0).
Find a k ∈ N such that ǫk+10 ≤ ǫ < ǫk0. Using the monotonicity of K·() (Lemma 2.5),
Kǫ(X) < Kǫk+10
(X)
≤ α · | log ǫk+10 |+D
≤ α · | log ǫ0|+ α · | log ǫk0 |+D
< α| log ǫ|+ (α · | log ǫ0|+D).
By definition, X is α-bounded. 
Remark 6.10. It may be possible to remove the condition F (X) = 0 in Theorems 6.8 and 6.9. Theorem 6.9
would then take the following, somewhat more general form. Suppose X is an n-tuple of operators (M,ϕ)
and F is a p-tuple of ∗-polynomials in n indeterminates such that F (X) is a β-bounded p-tuple of operators.
If α = Nullity(DsF (X)) and DsF (X) has geometric decay, then X is (α+ β)-bounded. Proving this would
perhaps involve making changes to Lemma 5.7 and Lemma 5.8, and then adjusting the bookkeeping in Theorem
6.8 and 6.9. I won’t pursue this more general line of reasoning here.
Corollary 6.11. Suppose X is an n-tuple of self-adjoint elements in a tracial von Neumann algebra, F is
a p-tuple of noncommutative self-adjoint ∗-polynomials in n indeterminates such that F (X) = 0, and α =
Nullity(DsaF (X)). If DsaF (X) has geometric decay, then X is α-bounded.
Proof. Define L = {(X1 −X∗1 )/2, . . . ,Xn −X∗n)/2}, G = F ∪ L. By Proposition 3.17
α = Nullity(DsaF (X))
= Nullity(DsG(X))
and there exists a c > 0 such that for any t ∈ (0, 1), µ((0, t])) ≤ ν((0, ct]) where µ and ν are the spectral
distributions of |DsG(X)| and |DsaF (X)|, respectively. Since DsaF (X) has geometric decay, Lemma 6.2 and
the inequality on the spectral distributions implies that DsG(X) has geometric decay. Obviously G(X) = 0.
By Theorem 6.9, X is α-bounded. 
Corollary 6.12. Suppose X is an n-tuple of unitaries in a tracial von Neumann algebra, F is a p-tuple of
noncommutative ∗-monomials in n indeterminates such that each entry of F (X) is the identity operator, and
α = Nullity(DuF (X)). If DuF (X) has geometric decay, then X is α-bounded.
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Proof. The argument proceeds exactly as in the self-adjoint case. Define G = {X∗1X1 − I, . . . ,X∗nXn − I}
and H = 〈fi − I〉pi=1 ∪G ⊂ (An)p+n. By Proposition 3.26
α = Nullity(DuF (X))
= Nullity(DsH(X))
and for any t ∈ (0, 1), µ((0, t])) ≤ ν((0, t]) where µ and ν are the spectral distributions of |DsH(X)| and
|DuF (X)|, respectively. Since DuF (X) has geometric decay, Lemma 6.2 and the inequality on the spectral
distributions implies that DsH(X) has geometric decay. Obviously H(X) = 0. By Theorem 6.9, X is α-
bounded. 
Theorem 6.9, Corollary 6.11, and Corollary 6.12 bound the α-covering entropy in terms of the nullity/rank
of the derivative provided that the derivative has geometric decay. To apply the theorem one must first verify
the geometric decay property of the derivative and secondly, make a computation of its nullity. Note here that
simply computing the nullity will give a free entropy dimension bound by Corollaries 4.9, 4.10, and 4.11.
In the context of group von Neumann algebras the geometric decay condition is related to Lu¨ck’s Deter-
minant conjecture while the computation of the nullity/rank is naturally linked to Atiyah’s conjecture as well
as Kaplanksy’s and Linnell’s conjectures. These will be discussed in the next section. For now some simple
computations can be made involving noncommutative quadratic varieties in the general tracial von Neumann
algebra setting. Despite this seemingly simple situation, they will yield new nonisomorphism results and gen-
eralizations of already established bounds.
6.2. Examples. A few simple observations will be useful in the examples to come:
Lemma 6.13. Suppose T = [T1 · · · Tn] ∈ M1×n(M) and 1 ≤ i ≤ n. If Ti ∈ M is an injective operator, then
Nullity(T ) = n− 1. If in addition Ti has geometric decay, then T has geometric decay.
Proof. First note that if
T =


T1 · · · Tn
0 · · · 0
.
.
.
.
.
.
0 · · · 0


∈Mn×n(M),
then T ∗T = T ∗T ∈ Mn×n(M). Thus it suffices to establish the nullity and geometric decay claims for T .
Because |T | and |T ∗| have the same spectral distribution (see the proof of Lemma 2.10) it suffices to show the
claims for T ∗.
Towards this end assume Ti is injective. |T ∗| is the n×n matrix whose 11-entry is (T1T ∗1 + · · ·+ TnT ∗n)1/2
and whose other entries are all 0. Define A ∈ Mn×n(M) to be the matrix whose 11-entry is (TiT ∗i )1/2 and
whose other entries are all 0. It follows that |T ∗| ≥ A. By the assumed injectivity of Ti it follows that
n− 1 ≤ Nullity(|T ∗|) ≤ Nullity(A) = n− 1.
Suppose that in addition Ti has geometric decay. If µ and ν are the spectral distributions associated to |T ∗|
and |A|, then by Weyl’s Inequality for positive operators (Section 2.7), for any t, µ([0, t]) ≤ ν([0, t]). The
nullities of |T ∗| and |A| being equal, µ({0}) = ν({0}), and it follows that for any t, µ((0, t]) ≤ ν((0, t]). If σ
is the spectral distribution of |T ∗i | ∈M , then it is straightforward to see that ν = n−1 · σ + (n− 1)/n · δ{0}. σ
is also the spectral distribution of |Ti| ∈ M (again since the absolute value of an operator and its adjoint have
the same spectral distribution). It is obvious from this equation, Lemma 6.3, and the assumed geometric decay
of |Ti| that ν has geometric decay. Thus, µ must have geometric decay. So |T ∗| has geometric decay. 
Lemma 6.14. If X is 1-bounded and there exists a self-adjoint element y in the ∗-algebra generated by X such
that χsa(y) > −∞, then vN(X) is strongly 1-bounded.
Proof. Denote by Y the (2n + 1)-tuple consisting of y and the real and imaginary parts of the operators in X
(so Y consists of self-adjoint elements). Both X and Y generate the same ∗-algebra. By Proposition 2.5 and
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the assumption that X is 1-bounded, it follows that Y is 1-bounded (as a general tuple or a tuple of self-adjoint
elements). χsa(y) > −∞ so Y is strongly 1-bounded, whence vN(X) = vN(Y ) is a strongly 1-bounded von
Neumann algebra. 
Taking the example of two commuting operators isn’t particularly interesting, but as with the computations
in Section 4, it serves as a good sanity check.
Example 6.1. Suppose X = {x1, x2} consists of commuting self-adjoint elements in M , F = {f} where
f(X1,X2) = X2X1 − X∗1X∗2 , and that the spectral distribution of x1 has an L∞ density g w.r.t. Lebesgue
measure on the real line. The setting is exactly that of Example 4.1 except here I assume a stronger condition on
the spectral distribution of x1 (it implies the absence of eigenvalues condition of Example 4.1). It was observed
in Example 4.1 that
DsaF (X) =
[
(∂sa1 f)(X) (∂
sa
2 f)(X)
]
=
[
x2 ⊗ I − I ⊗ x2 I ⊗ x1 − x1 ⊗ I
]
∈ M1×2(M ⊗Mop).
The density of the spectral distribution of x1⊗I−I⊗x1 is g∗ g˜ where g˜(t) = g(−t). g is compactly supported,
whence g, g˜ ∈ L1(R) ∩ L∞(R), and thus g ∗ g˜ ∈ L∞(R). By Remark 6.5 it follows that x1 ⊗ I − I ⊗ x1 ∈
M ⊗Mop has geometric decay. The L∞ density also guarantees that x1 ⊗ I − I ⊗ I is injective. By Lemma
6.13 DsaF (X) has nullity equal to 2 − 1 = 1 and geometric decay. By Corollary 6.11 X is 1-bounded.
χsa(x1) > −∞ (by [48]) so X is strongly 1-bounded. Of course, X generates an abelian von Neumann
algebra and the fact that it’s strongly 1-bounded was determined early on in [49].
Example 6.2. Suppose X = {x1, . . . , xn} consists of unitaries in M and F = {f} where f = AXs11 BXs21 ∈
An, A and B are ∗-monomials in X2, . . . ,Xn, and either s1 = s2 = 1 or s1 = 1 and s2 = ∗. Set a = A(X)
and b = B(X); a and b are ∗-monomials in x2, . . . , xn. Assume that bx1 has an L∞ density w.r.t. Lebesgue
measure on the unit circle when s1 = s2 = 1 or b has an L∞ density w.r.t. Lebesgue measure on the unit circle
when s1 = 1 and s2 = ∗ and that in either case f(X) = I . The setting is exactly that of Example 4.2 except that
here I assume a stronger condition on the spectral distributions (it implies the absence of eigenvalues condition
of Example 4.2). In Example 4.2 the partial derivative of f with respect to the first variable was computed:
∂u1 f(X) =
{
x∗b∗ ⊗ bx+ IM ⊗ IMop if s1 = s2 = 1
(x1 ⊗ x∗1)(b∗ ⊗ b− IM ⊗ IMop) if s1 = 1, s2 = ∗
The L∞-density assumption again implies in either case that the operators have geometric decay. To see this
note that by Remark 6.6 it suffices to show that x∗b∗⊗bx or b∗⊗b have L∞ densities w.r.t. Lebesgue measure on
the unit circle. But the product of two independent unitaries, each with a spectral distribution which has an L∞
densities (which must also be in L1) w.r.t. Lebesgue measure on the unit circle, again has a spectral distribution
with an L∞ density w.r.t. Lebesgue measure on the unit circle. Thus, ∂u1 f(X) has geometric decay. ∂u1 f(X)
is also injective by the L∞ density observation. By Lemma 6.13 this implies that NullityDuf(X) = n− 1 and
Duf(X) has geometric decay. Invoking Corollary 6.12, X is (n− 1)-bounded.
In particular, if n = 2, then X is 1-bounded. Using the L∞-density assumption on either bx1 or b, it follows
that there exists a selfadjoint element in the ∗-algebra generated by X with finite free entropy. Invoking Lemma
6.14, when n = 2 X is strongly 1-bounded. Thus, the von Neumann algebra generated by X is strongly 1-
bounded.
Remark 6.15. It follows that if Γ = 〈a, b|ambs1anbs2〉 with m,n ∈ Z − {0} and either s1 = s2 = 1 or
s1 = −s2 = 1, then L(Γ) is strongly 1-bounded. Indeed, since every nontrivial group element in Γ gives rise to
a Haar unitary in the left regular representation, this falls into the rubric of Example 6.2. As noted before, when
s1 = −s2 = 1, this is the Baumslag-Solitar group and it was shows in [49] and [17] that this von Neumann
algebra was strongly 1-bounded by using the normalizing relations in a direct way. This example can in part be
rederived from the general group von Neumann algebra results in the following section.
56 KENLEY JUNG
Lemma 6.16. Suppose m ≤ n and T ∈Mm×n(M) is upper triangular. If Tii ∈M is injective for 1 ≤ i ≤ m,
then Nullity(T ) = n−m. If in addition, each Tii has geometric decay, then T has geometric decay.
Proof. For the first claim Rank(T ) = m by the injectivity of each Tii and the upper triangular form of T .
The nullity statement follows. To establish the geometric decay property, by Lemma 6.3 this is equivalent to
showing that T is of determinant class. But from the properties of the Fuglege-Kadison-Lu¨ck determinant w.r.t.
upper triangularity (Section 2.6) and the assumed geometric decay of the Tii it follows that detFKL(Tjj) > 0
for all j so that
detFKL(T ) = Πmj=1detFKL(Tii)
> 0.

Example 6.3. Recall Example 4.4 with the n-tuple X of self-adjoint elements and the n−1 tuple of polynomial
relations F = {f1, . . . , fn−1}. Assume further that for each i, ∂sai fi has geometric decay and one of the
elements of X has finite free entropy (as a singleton tuple). This condition is satisfied when fi = XiXi+1 −
X∗i+1X
∗
i for 1 ≤ i ≤ n − 1 and each element in X has an L∞-density w.r.t. Lebesgue measure. From
Lemma 6.16 DsaF (X) ∈ Mn−1×n(M ⊗Mop) has nullity equal to n − 1 and has geometric decay. Thus,
by Corollary 6.11 it follows that X is 1-bounded. The condition of finite free entropy for one of the elements
of X shows that X is strongly 1-bounded. This gives another way to see how tensor products of tracial von
Neumann algebras are strongly 1-bounded von Neumann algebras, a result first obtained by [16]. One can use
other polynomials aside from commutators and do this in the unitary case, provided that the geometric decay
conditions are satisfied (e.g., the noncommutative words in Example 6.2). I’ll say more about these staggered
relations in the next section.
7. GROUP VON NEUMANN ALGEBRAS APPLICATIONS
In this section I want to apply the results in Section 6 to discrete group von Neumann algebras whose
underlying groups satisfy additional, seemingly natural (but not so easy to verify) properties. There are two
group properties which I want to use. The first, Lu¨ck’s determinant property, guarantees that a matrix of
elements in the integer ring of a discrete group is of determinant class. The second, Linnell’s L2-property,
concerns 0 as it occurs in the spectrum of such operators. It allows after nondegeneracy checks, a computation
of the rank of the associated derivative in the case of a single group relation.
Throughout this section Γ denotes a discrete, countable group.
7.1. Determinant Conjecture. Denote by ZΓ ⊂ L(Γ) the integral ring generated by the the group unitaries
in the left regular representation, {ug ∈ B(ℓ2(Γ)) : g ∈ Γ}. Lu¨ck’s determinant conjecture states that for any
x ∈Mk(ZΓ) ⊂Mk(L(Γ)),
detFKL(x) ≥ 1.
I’ll say that Γ has Lu¨ck’s property if the above inequality holds for any x ∈Mk(ZΓ).
In [30] Lu¨ck showed that the conjecture is true for all residually finite groups (where he used detFKL to
compute the L2-Betti numbers of residually finite groups in terms of the ordinary Betti numbers in [30]). This
was extended in [41] to residually amenable groups. More recently it was shown in [13] that all sofic groups
have Lu¨ck’s determinant property (see also the operator algebraic approach in [1]).
Remark 7.1. As far as I know, there are no known examples of non-sofic discrete groups. Amenable, residually
finite, and residually amenable discrete countable groups are all known to be sofic.
Remark 7.2. Sofic groups are closed under a number of natural group operations including inverse and direct
limits, subgroups, free products, amenable extensions, and direct products ([13]). It is also easy to see that if Γ
is sofic, then so is Γop, the opposite group of Γ. It follows that Γ is sofic iff Γ× Γop is sofic.
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By Corollary 6.4 if Γ has Lu¨ck’s property, then every element of ZΓ has geometric decay. Recall that An
denotes the universal unital, complex ∗-algebra on n indeterminates. Applying the unitary calculus developed
in Section 3 (Remark 3.23) yields the following:
Lemma 7.3. Suppose Γ is a countable, discrete sofic group, F is a p-tuple of ∗-monomials in An, and
g1, . . . , gn ∈ Γ. If X = {ug1 , . . . , ugn} ⊂ L(Γ), F (X) = I , and α = Nullity(DuF (X)), then X is α-
bounded.
Proof. By Corollary 6.12 it suffices to show that DuF (X) has geometric decay. By Definition 3.22 and Remark
3.24,
|DuF (X)|2 = DuF (X)∗DuF (X)
∈ Mn(Z(Γ× Γop))
⊂ Mn(L(Γ)⊗ L(Γ)op)
= Mn(L(Γ× Γop)).
By the remark above Γ ⊗ Γop is sofic since Γ is. Thus, 0 < 1 ≤ detFKL(|DuF (X)|2). |DuF (X)|2 has
geometric decay and this implies that |DuF (X)| does as well (Lemma 6.3), whence by definition, DuF (X)
does. 
7.2. Linnell’s L2-Property. Linnell posed the following in [29]:
Linnell’s L2 Conjecture. If Γ is a torsion-free discrete group, then any nonzero x ∈ CΓ is injective on ℓ2(Γ).
I will say that a countable, discrete group Γ has Linnell’s L2-property if it satisfies the conclusion of the
conjecture above.
Linnell’s conjecture is related to other open problems/conjectures. An older and closely related statement is
Kaplansky’s conjecture:
Kaplansky’s Conjecture. If Γ is a torsion-free discrete group, then for any nonzero x, y ∈ CΓ, xy 6= 0.
Both conjectures are naturally connected to Atiyah’s conjecture. The interested reader can read more about
this conjecture as well as progress on the two above conjectures in a variety of places, e.g., [31].
Linnell showed in [29] that a left orderable group always possess Linnell’s L2-property. A group Γ is said to
be orderable if there exists a strict linear ordering < on Γ which preserves left and right multiplication, i.e., for
any a, b, c ∈ Γ if a < b, then ac < bc and ca < cb. One can relax the conclusion in the definition so that one
only assumes ac < bc in which case Γ is right ordered, or ca < cb in which case Γ is said to be left-ordered.
A group is right-ordered iff it is left-ordered. Orderability assumes one ordering can fulfill both rolls. Clearly
any ordered group is both left and right ordered. Also note that any left or right ordered group is necessarily
torsion-free.
Here are some examples of left orderable groups, which will by the discussion above, satisfy Linnell’s L2-
property:
Example 7.1. Residually torsion-free nilpotent groups are left orderable. Notice that this subclass is contained
in the class of residually amenable groups and thus they are all sofic. Examples of residually torsion-free
nilpotent groups include elementary, torsion-free amenable groups [28], free groups, the braid groups, and
more recently, Hydra groups ([12]) and some of their generalizations ([3]).
Example 7.2. By a result independently obtained by Brodski˘i and Howie ([7],[19]), all torsion free, one-relator
groups are locally indicable. By [9] locally indicable groups are left orderable ([9]). Thus, all torsion free one-
relator groups are left orderable.
Example 7.3. Left orderable groups are closed under subgroups, the opposite operation, free products, direct
products, and extensions.
Remark 7.4. If Γ satisfies Linnell’s L2-property, then Γ must be torsion-free. In particular if g ∈ Γ is not
the group identity and ug ∈ L(Γ) is the canonical unitary associated to g, then ug is Haar (i.e., has the same
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spectral distribution as Haar measure on the unit circle of C). It is easy to see from this observation and the
entropy formula for a single selfadjoint in [48] that the real part of ug has finite free entropy. From this and
Lemma 6.14 it follows that if X is a finite tuple of unitaries associated to group elements and X is 1-bounded,
then X is strongly 1-bounded.
Proposition 7.5. Suppose Γ is a group which satisfies Linnell’s L2-property and X = {ug1 , . . . , ugn} with
g1, . . . , gn ∈ Γ. If there exists a nonempty, reduced word f on n letters such f(g1, . . . , gn) = eΓ and the ith
indeterminant appears in f , then there exists a ∗-monomial w ∈ An such that w(X) = I and ∂ui w(X) is
injective.
Proof. Denote by ℓ the length function on Fn, i.e., for g ∈ Fn ℓ(g) is the length of g represented as a reduced
word. Set
m = min{ℓ(w) : w(g1, . . . , gn) = eΓ, w 6= eFn , w ∈ Fn}.
m ∈ N is well-defined by the existence of f . Pick a v ∈ Fn such that ℓ(v) = m, v(g1, . . . , gn) = eΓ,
v 6= eFn . There exists a ∗-monomial w ∈ An such that ℓ0(w) = m, for some i, Xi or X∗i appears in w, and
w(X) = w(ug1 , . . . , ugn) = I where ℓ0 is the length function defined on ∗-monomials in An (equivalently ℓ0
is the degree of the ∗-monomial). This is obtained by taking v (which is a sequence in n indeterminates and
labelled inverses), replacing the ith indeterminate with Xi, the inverses with adjoints, and concatenating the
terms in the sequence to produce a product in An (recall that X1, . . . ,Xn are the canonical generators of An).
By permuting the indices I can assume without loss of generality that i = 1. To complete the proof I have to
show that ∂u1w(X) is injectivity.
Set B = {X2, . . . ,Xn} and write w = w1Xj11 · · ·wpXjp1 wp+1 where p ∈ N (since X1 appears in w),
w1, . . . , wp+1 are (possibly empty) words in the ∗-semigroup generated by B, j1, . . . , jp ∈ {∗, 1}, and for any
1 ≤ k ≤ p − 1, jk 6= jk+1 only if wk 6= I . This expression of w is possible since w is derived from v and v’s
length. Written in this way, it follows that 1 ≤ m = ℓ0(w) = p +
∑p+1
k=1 ℓ0(wk). From the unitary calculus
formula in Lemma 3.20 and Remark 3.24 (∂u1w)(X) equals
p∑
k=1
(−1)δjk,∗((uδ∗,jkg1 )∗wk+1(X) · · ·wp(X)ujpg1wp+1(X))∗ ⊗ ((u
δ∗,jk
g1 )
∗wk+1(X) · · ·wp(X)ujpg1wp+1(X))op.
Consider the operator T obtained from the right hand side of the elementary tensors above:
T =
p∑
k=1
(−1)δjk,∗ · ((uδjk,∗g1 )∗wk+1(X) · · ·wp(X)ujpg1wp+1(X))op
∈ Z(Γop)
⊂ C(Γop).
It is straightforward to check that T has the same noncommutative ∗-moments as (∂u1w)(X). Moreover, if two
operators a, b in respective tracial von Neumann algebras have the same noncommutative ∗-moments and a is
injective, then so is b. Applying this observation for a = T and b = ∂u1w(X), if I can show that T is injective,
then this will show the injectivity of ∂u1w(X) and complete the proof.
Towards this end, notice that the terms in the expansion of T above are pairwise orthogonal (as elements in
L(Γop) ⊂ ℓ2(Γop)). Indeed, if this is not the case then for some 1 ≤ r < s ≤ p, jr = js and
((u
δjr ,∗
g1 )
∗wr+1(X) · · ·wp(X)ujpg1wp+1(X)) = ((uδjs,∗g1 )∗ws+1(X) · · ·wp(X)ujpg1wp+1(X)).
Thus,
((u
δjr ,∗
g1 )
∗wr+1(X) · · ·ws(X)ujsg1 = (u
δjs,∗
g1 )
∗.
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Since jr = js, this implies
wr+1(X) · · ·ws(X)ujsg1 = I.
There is a nontrivial ∗-monomial g of length 1 ≤ s− r +∑sk=r+1 ℓ0(wk) < m such that g(X) = I; g yields
a reduced word w0 ∈ Fn for which π(w0) = eΓ and 1 ≤ ℓ(w0) = s − r +
∑s
k=r+1 ℓ0(wk) < m. This
is a contradiction. It follows that T is nonzero as it is a nonempty sum of orthogonal, nonzero vectors. Γ has
Linnell’s L2-property iff Γop has Linnell’s L2-property. Thus, Γop has Linnell’s L2-property. Since T ∈ C(Γop)
is nonzero, it is injective and this finishes the proof. 
Remark 7.6. The one place where I used the assumption that Γ has Linnell’s L2-property was in concluding
that nontriviality of ∂u1 f(X) implies that it’s injective. This seems excessive as it invokes a global group
property to just one single operator (obtained through partial differentiation) which is naturally and concretely
expressed in terms of the group relation.
Corollary 7.7. Suppose Γ is a sofic group which satisfies Linnell’s L2-property, has a finite generating tuple
{g1, . . . , gn}, and X = {ug1 , . . . , ugn} ⊂ L(Γ). Γ 6≃ Fn iff X is (n− 1)-bounded.
Proof. Suppose Γ 6≃ Fn. Denote by a1, . . . , an the canonical set of generators for Fn. By universality there
exists a ∗-homomorphism π : Fn → Γ such that π(ai) = gi. Since Γ 6≃ Fn there exists a b ∈ kerπ which is
not the identity. b yields a non-empty reduced word f in the gi such that f(g1, . . . gn) = eΓ. Fix some index
1 ≤ j ≤ n such that the jth indeterminate appears in f . By Proposition 7.5 there exists a nontrivial ∗-monomial
w ∈ An such that w(X) = I and ∂ui w(X) is injective. By Lemma 6.13 α = Nullity(Duw)(X) = n − 1. By
Lemma 7.3 X is n− 1 bounded.
Conversely, suppose X is (n − 1)-bounded. Recall that δ0() is a ∗-algebra invariant and δ0(G) is well-
defined for a finitely generated discrete group (Section 2.3). By the computation of the free entropy dimension
for freely independent self-adjoint variables in [49], δ0(Fn) = n for n ∈ N. So if Γ ≃ Fn, then n − 1 =
δ0(X) = δ0(Γ) = δ0(Fn) = n which is preposterous. Γ 6≃ Fn as desired. 
Corollary 7.8. Suppose Γ is a sofic group with two generators, satisfies Linnell’s L2-property, and Γ 6= {0}.
The following are equivalent:
(1) Γ 6≃ F2.
(2) L(Γ) 6≃ L(F2).
(3) δ0(X) = 1 for any finite set of generators X for L(Γ).
(4) L(Γ) is strongly 1-bounded.
Proof.
(1) ⇒ (4): If (1), then by Corollary 7.7, Γ is 1-bounded. By Remark 7.4 L(Γ) is strongly 1-bounded.
(4) ⇒ (3): Suppose X is any finite set of generators for L(Γ). By [26] and Proposition 2.5 X is 1-bounded.
It follows (Section 2) that δ0(X) ≤ 1. Since Γ is sofic, by [17] L(Γ) is embeddable into an ultraproduct of the
hyperfinite II1-factor. Moreover, Γ being torsion free and not equal to the trivial identity group, L(Γ) is diffuse.
So by [22] and Proposition 2.5, δ0(X) ≥ 1. Thus, δ0(X) = 1.
(3) ⇒ (2): By contradiction if L(Γ) ≃ L(F2), then the assumed isomorphism identifies the canonical traces
(since L(F2) has a unique tracial state). Hence, there exists a 2-tuple X of freely independent semicirculars
(w.r.t. the canonical trace on L(Γ)) which generates L(Γ). By [48] δ0(X) = δsa0 (X) = 2 6= 1 which violates
(3).
(2) ⇒ (1): If Γ ≃ F2, then L(Γ) ≃ L(F2). Take the contrapositive. 
Recall that any nontrivial element w (i.e., non-identity element) in a free group can be written as w = vm
for some maximal m ∈ N and that subject to this maximality condition, v is unique. If m > 1 then w is said to
be a proper power. Recall also that a positive element in a free group on n generators g1, . . . , gn, is an element
of the form gj1 · · · gjd where d ∈ N, 1 ≤ j1, . . . , jd ≤ n. A positive k-relator group is simply a group with a
presentation on finitely many generators and k positive relators.
Corollary 7.9. If Γ is a sofic, one-relator group on n generators whose relator is a nontrivial, non-proper
power, then Γ is (n− 1)-bounded. If Γ is a one-relator group on n generators whose relator word is nontrivial,
positive and not a proper power, then Γ is (n− 1)-bounded.
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Proof. For the first claim, by [21] the relator word is not a proper power iff Γ is torsion free. Γ is a torsion-free
one relator group so by Example 7.2 Γ is left orderable and thus by [29] satisfies Linnell’s L2-property. Γ
is a sofic group which satisfies Linnell’s L2-property. Since Fn is Hopfian, Γ 6≃ Fn. By Corollary 7.7, Γ is
(n− 1)-bounded.
To establish the second claim by the first claim it is enough to show that the group is sofic. By [2] a one-
relator group whose relator is a positive word is residually solvable, whence, residually amenable, and thus
sofic by [13]. 
Corollary 7.10. If Γ is a sofic, one-relator group on 2 generators whose relator is nontrivial and not a proper
power, then L(Γ) is strongly 1-bounded. In particular if Γ is a positive one-relator group on 2 generators
whose relator is nontrivial and not a proper power, then L(Γ) is strongly 1-bounded.
Proof. For the first claim, by Corollary 7.9 Γ is 1-bounded. It is easy to show that Γ 6= {0} and by Remark
7.4 this implies L(Γ) is strongly 1-bounded. The second claim follows from the first provided soficity can be
established. As in Corollary 7.9 this follows from the residual solvability of positive relator groups established
in [2] and [13]. 
Remark 7.11. By [35] it turns out that the center of a one relator group Γ on 2 generators has the following
dichotomy: it is either trivial (e.g., the Baumslag-Solitar Groups BS(n,m) when |n| 6= |m| were shown in [45]
to be i.c.c.), or a copy of Z. The result also shows that when the number of generators is greater than 2, then
the center is always trivial.
Lemma 7.12. Suppose Γ is a group with generators a1, . . . , an and f1, . . . , fn−1 are reduced, nonempty words
where the ith indeterminate appears in fi and the first i − 1 indeterminates do not appear in fi. If Γ is sofic
and has Linnell’s L2-property, then L(Γ) is strongly 1-bounded.
Proof. Denote by X the n-tuple of canonical group unitaries of L(Γ) associated to a1, . . . , an. By Proposition
7.5 and the fact that Γ satisfies Linnell’s L2-property for each i I can associate a ∗-monomial wi ∈ An such
that wi(X) = I and ∂ui w(X) is injective. Moreover, from the proof of Proposition 7.5, it’s easy to see that the
indeterminates X1, . . . ,Xi−1 do not appears in the expansion of wi. Thus,
DuF (X) =


∂u1w1(X) · · · · · · · · · ∂unw1(X)
0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 ∂un−1wn−1(X) ∂unwn−1(X)


∈ Mn−1,n(L(Γ)⊗ L(Γop)).
By Lemma 6.16 Nullity(DuF (X)) = n − (n − 1) = 1. Because Γ is sofic, by Lemma 7.3 X is 1-bounded.
By Remark 7.4 X is strongly 1-bounded, whence L(Γ) is strongly 1-bounded. 
APPENDIX A. ST. RAYMOND’S ESTIMATES FOR THE SCHATTEN NORM BALLS
In this technical section I want to review St. Raymond’s asymptotic estimates [44] for the unit balls of the
k × k matrices w.r.t. the Schatten p-norms and quasi-norms. I will then apply this to some computations on
products of L2 norm elements with proper rank.
In order to keep the notation somewhat consistent with St. Raymond’s work, I will make use of the unnor-
malized as well as the normalized trace. Thus, for any 0 < p < ∞ and x ∈ Mk(C) define the p (quasi) norm
on Mk(C) by
‖x‖Tr,p,k = (Tr(|x|p))1/p
where Tr is the unnormalized trace on Mk(C) so that Tr of the identity in Mk(C) is k. The normalized p
(quasi) norm on Mk(C) is denoted by
‖x‖tr,p,k = (tr(|x|p))1/p
THE RANK THEOREM AND L2-INVARIANTS IN FREE ENTROPY: GLOBAL UPPER BOUNDS 61
where tr is the normalized trace on Mk(C). Notice that in this section I’m no longer using the trk notation
set forth in section 2; this is to reduce eye strain on multi-indices in the following estimates. The dependence
on the size of the matrices will be made clear as another trailing subscript. For any 0 < p, r < ∞, k ∈ N,
denote by BTr,p,r,k the r-ball of Mk(C) w.r.t. ‖ · ‖Tr,p,k centered at the origin and by Btr,p,r,k the r-ball of
Mk(C) w.r.t. ‖ · ‖tr,p,k centered at the origin. For any x ∈Mk(C), ‖x‖Tr,p,k = k1/p · ‖x‖tr,p,k. It follows that
BTr,p,k,k1/pr = Btr,p,k,r.
Mk(C) becomes a real Hilbert space of dimension 2k2 w.r.t. the inner product 〈x, y〉 = Re Tr(y∗x).
Throughout this section denote by vol Lebesgue measure w.r.t. this identification of Mk(C) with R2k
2 (this
is the unnormalized scaling of Lebesgue measure, and not the normalized one used in the definition of free
entropy in Subsection 2.3). For any k denote by vk the volume of the unit ball in Rk, i.e.,
vk =
πk/2
Γ(k2 + 1)
.
Denote by D+k,≤ the set of diagonal matrices x where 0 ≤ x11 ≤ · · · ≤ xkk and by Uk the k × k unitaries.
For an element w ∈Mk(C), denote by s(w) ∈ Rk the unique sequence consisting of |w|’s eigenvalues, listed in
nondecreasing order, i.e., the singular values of w. Consider as in [44] the map Ψk : Uk×Uk×D+k,≤ →Mk(C)
defined by Ψk(u, v, d) = udv. For any S ⊂ D+k,≤ denote by θ(S) the set of all matrices of the form udv where
d ∈ S, i.e., θ(S) is the set of matrices whose absolute value or singular value decomposition agree with some
diagonal element of S. St. Raymond showed that for any subset E ⊂ D+k,≤,
vol(θ(E)) = vol({udv : u, v ∈ Uk, d ∈ E})
= ck ·
∫
s(E)
ϕk(λ1, . . . , λk) · λ1 · · ·λk dλ1 · · · dλk
where ck = (2π)−k · (Πkj=12jv2j)2 and ϕk(λ1, . . . , λk) =
(
Π1≤i<j≤k(λ2i − λ2j )2
)
. There are similar change
of variables formulae in random matrix theory that one can also invoke here (e.g., [34]).
He used this formula to then bound vol(BTr,k,p,1), 1 ≤ p ≤ ∞ in terms of a constant Cp > 0 dependent
only on p. Indeed in Corollary 8 of [44] he showed
vol (BTr,k,p,1)1/2k
2 ∼ Cp
k(1/2+1/p)
.
as k →∞. While his initial statement only dealt with values p ∈ [1,∞), the constant Cp is expressed in terms
of a function ∆(p) for which he proves several key properties for all 0 < p <∞. While I haven’t checked the
details, I believe the above asymptotic equivalence is true for all p ∈ (0,∞].
In what follows below however, I will only need the asymptotic upper bound, i.e., for any p ∈ (0,∞] the
existence of a constant Cp > 0 such that for all k,
vol (BTr,k,p,1)1/2k
2 ≤ Cp
k(1/2+1/p)
.
Here I will indicate the relevant parts of [44] that can be used to derive this. Define as in [44], for any q ∈
(0,∞),
∆k(q) = sup
0≤λ1≤···≤λk
k1/q · (Π1≤i<j≤k|λj − λi|)
2
k(k−1)(∑k
i=1 λ
q
i
)1/q
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By Lemma 5 of [44] 〈∆k(q)〉∞k=1 is a monotonically decreasing sequence with ∆(q) = limk→∞∆k(q) > 0. If
Ωp = {(λ1, . . . , λk) : 0 < λ1 < · · · < λk,
∑k
j=1 λ
p
j < 1}, then using the fact that Ωp ⊂ Ω∞ for all p ∈ (0,∞)∫
Ωp
ϕk(λ)λ1 · · · λk dλ ≤
∫
Ωp
ϕk(λ) dλ
≤ volRk(Ωp) · k−2k(k−1)/p(∆k(p/2))k(k−1)
≤ 1
k!
· k−2k(k−1)/p(∆k(p/2))k(k−1).
Combining this with the change of variables volume formula above and the asymptotic expression in Theorem
2 of [44], it follows that
vol(BTr,k,p,1)1/2k
2 ≤ c1/2k2k ·
(
1
k!
· k−2k(k−1)/p(∆k(p/2))k(k−1)
)1/2k2
∼
√
πe3/2
k
· k−1/p ·
√
∆(p/2)
≤
√
πe3/2
k1/2+1/p
·
√
∆(p/2)
≤
√
πe3/2
k1/2+1/p
· 41/p
as claimed.
Rephrasing this in terms of the normalized Lp-norms gives the following:
Corollary A.1. For any p ∈ (0,∞) there exists a constant Cp,2 > 1 such that
vol(Btr,k,p,1) ≤ (Cp,2)2k2 · vol(Btr,k,2,1).
Proof. From the above for k sufficiently large,
vol(Btr,k,p,1)1/2k
2
= vol(BTr,k,p,k1/p)
1/2k2
= k1/p · vol(BTr,k,p,1)1/2k2
≤ 2 · k1/p ·
√
πe3/2
k1/2+1/p
· 41/p
= 2 ·
√
πe3/2
k1/2
· 41/p.
On the other hand, it follows from a direct computation in R2k2 or Corollary 8 of [44], that vol(Btr,k,2,1)1/2k2 ∼√
πe
k1/2
as k →∞. The existence of Cp,2 follows. 
Recall from Subsection 5.4 that E(r, p, k, d) ⊂ Mk(C) consists of all k × k complex matrices x of rank no
larger than d such that ‖x‖tr,k,p ≤ r. ℓp(k) will denote the space of sequences of length k with values in C,
endowed with the usual ℓp-(quasi)norm. Denote by D(r, p, k, d, ǫ) the set of all diagonal matrices x ∈ Mk(C)
whose diagonals are nondecreasing sequences of nonnegative numbers such that ‖s(x) · 1{1,...,k−d}‖ℓ2(k) ≤ ǫ
and ‖s(x)‖ℓp(k) ≤ r.
In Lemma A.2 below Nǫ(·) is taken w.r.t. the normalized ‖ · ‖tr,2,k norm on Mk(C) (or in the notation of the
other parts of this paper, the ‖ · ‖2 norm on Mk(C)). Recall that for any S ⊂ D+k,≤, θ(S) denotes the set of all
complex k × k matrices whose singular value decomposition agree with some diagonal element of S
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Lemma A.2. If p ∈ (0, 1), then there exists a constant Qp > 1 dependent only on p such that for any ǫ > 0,
Nǫ(E(r, p, k, d)) ⊂ θ(D(Qp(r + ǫ)k1/p, p, k, d, ǫk1/2)).
Proof. Suppose z ∈ Nǫ(E(r, p, k, d)). There exist x ∈ E(r, p, k, d) and y ∈ Mk(C) such that ‖y‖tr,k,2 < ǫ
and z = x+ y. By the Weilandt-Hoffman Inequality,
‖s(z) − s(x)‖ℓ2(k) ≤ ‖s(z − x)‖ℓ2(k)
= ‖s(y)‖ℓ2(k)
< ǫk1/2.
Because x has rank no larger than d, s(x)i = 0 for all 1 ≤ i ≤ k − d. Define a ∈ ℓ2(k) by a(i) = s(z)i for
1 ≤ i ≤ k − d and a(i) = 0 for k − d < i ≤ k. Obviously for any p, ‖a‖ℓp(k) ≤ ‖s(z)‖ℓp(k). From the above,
‖a‖ℓ2(k) = ‖a · 1{1,...,k−d}‖ℓ2(k)
= ‖(s(z)− s(x)) · 1{1,...,k−d}‖ℓ2(k)
≤ ‖s(z)− s(x)‖ℓ2(k)
< ǫk1/2.
Thus, ‖s(z) · 1{1,...,k−d}‖ℓ2(k) = ‖a‖ℓ2(k) < ǫk1/2.
Using the fact that ‖ · ‖tr,p,k are Qp-quasi-norms (in fact Qp = 2(1/p−1)) with Qp dependent only on p,
‖z‖tr,p,k = ‖x+ y‖tr,p,k
≤ Qp(‖x‖tr,p,k + ‖y‖tr,p,k)
≤ Qp(r + ‖y‖tr,2,k)
≤ Qp(r + ǫ)
Thus, ‖s(z)‖ℓp(k) ≤ Qp(r + ǫ)k1/p. The first paragraph shows that the first k − d singular values of z have ℓ2
norm no greater than ǫk1/2. By definition z ∈ θ(D(Qp(r + ǫ)k1/p, p, k, d, ǫk1/2)). 
It remains to find a suitable upper bound on the volume of θ(D(rk1/p, p, k,m, ǫk1/2)) where p < 1. I’ll
need an asymptotic computation and an inequality on the density of ϕk over off-block elements.
Lemma A.3. limk→∞ k−2 · log
(
v2k2 ·kk
2
ck
)
= −12 .
Proof. By Theorem 4 of [44], if P˜k = (Πkj=12jv2j), then an application of Stirling’s formula shows as k →∞,
k−2 · log(P˜k) = 2 · log(P˜k1/2k
2
)
=
1
2
log(2πe3/2)− log(2k)
2
+O
(
log k
k
)
.
Thus,
lim
k→∞
k−2 log ck − (log(πe3/2)− log k) = lim
k→∞
k−2 log
(
(2π)−k · P˜k2
)
− log(πe3/2) + log(k)
= lim
k→∞
2 · k−2 log
(
P˜k
)
− log(πe3/2) + log(k)
= lim
k→∞
log(2πe3/2)− log(2k) − log(πe3/2) + log(k)
= 0.
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Using Stirling’s formula again
k−2 · log v2k2 = k−2 · log
(
πk
2
Γ(k2 + 1)
)
∼ log(π)− k−2 · log
[(
k2
e
)k2
·
√
2πk
]
= log(πe)− 2 log k − k−2 · log(
√
2πk),
whence limk→∞ k−2 · log v2k2 − (log (πe)− 2 log k) = 0. Putting this together,
lim
k→∞
k−2 · log
(
v2k2k
k2
ck
)
= lim
k→∞
(
k−2 · log v2k2 + log k − k−2 · log ck
)
= lim
k→∞
log(πe) − 2 log k + log k − (log(πe3/2)− log k)
= −1
2
.

Lemma A.4. For any 0 < λ1 < · · · < λk with
∑k
l=1 λ
p
l < r
pk and 1 < d < k
(
Π1≤i<j≤k(λ2i − λ2j )2
)
λ1 · · ·λk ≤
(
rp · k
d
)d(k−d)· 4
p
·(
Π1≤i<j≤k−d(λ2i − λ2j)2
)
λ1 · · · λd ·(
Πk−d+1≤i<j≤k(λ2i − λ2j )2
)
λd+1 · · ·λk.
Proof. It suffices to show that
Π1≤i≤k−d<j≤k(λ2i − λ2j )2 ≤
(
rp · k
d
)d(k−d)· 4
p
.
But as in [44], the am-gm inequality yields
Π1≤i≤k−d<j≤k(λ2i − λ2j)2 ≤ Πk−di=1 (Πk−d<j≤kλpj )
4
p
≤ Πk−di=1

1
d
k∑
j=k−d+1
λpj


d· 4
p
≤ Πk−di=1
(
rp · k
d
)d· 4
p
≤
(
rp · k
d
)d(k−d)· 4
p
.

Proposition A.5. If δ ∈ (0, 1/2), ǫ ∈ (0, 1), then there exists a Dp > 0 dependent on p such that for k
sufficiently large
Kǫ(E(r, p, k, δk)) ≤
(
Dp(r + 1)
2
ǫ
)8δ1/2k2
.
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Proof. Straightforward manipulations of the definitions shows that for any m ∈ N and r > 0, vol(Btr,m,2,r) =
v2m2 · (r2m)m2 . Combining Proposition A.4 with St. Raymond’s change of variables formula and this formula
gives,
vol(θ(D(rk1/p, p, k, d, ǫk1/2))
= ck
∫
s(D(rk1/p,p,k,d,ǫk1/2))
(
Π1≤i<j≤k(λ2i − λ2j )2
)
λ1 · · ·λk dλ1 · · · dλk
= ck
∫
0≤λ1<···<λk∑k−d
j=1 λ
2
j<ǫ
2k
∑k
j=1 λ
p
j≤rpk
(
Π1≤i<j≤k(λ2i − λ2j )2
)
λ1 · · ·λk dλ1 · · · dλk
≤ ck ·
(
rp · k
d
)d(k−d)· 4
p
·∫
0≤λ1<···<λk−d∑k−d
j=1 λ
2
j<ǫ
2k
(
Π1≤i<j≤k−d(λ2i − λ2j )2
)
λ1 · · ·λk−d dλ1 · · · dλk−d ·
∫
0≤λk−d+1<···<λk∑k
j=k−d+1 λ
p
j<r
pk
(
Πk−d<i<j≤k(λ2i − λ2j)2
)
λk−d+1 · · ·λk dλk−d+1 · · · dλk
= ck ·
(
rp · k
d
)d(k−d)· 4
p
· vol(Btr,k−d,2,ǫ(k/(k−d))1/2)
ck−d
· vol(Btr,d,p,r·(k/d)1/p)
cd
≤ ck ·
(
rp · k
d
)d(k−d)· 4
p
· v2(k−d)2
ck−d
· (ǫ2k)(k−d)2 · (C2,p)
d2vol(Btr,d,2,1)
cd
· r2d2 ·
(
k
d
) 2d2
p
≤ (C2,p)d2
(
rp · k
d
)d(k−d)· 4
p
(
ck
ck−dcd
)
(v2(k−d)2v2d2)ǫ
2(k−d)2r2d
2
k(k−d)
2
dd
2
(
k
d
) 2d2
p
.
It follows from Proposition 2.1, Proposition A.2, and the above computations that for fixed δ ∈ (0, 1/2) and
1 ≤ d ≤ δk,
Kǫ(E(r, p, k, d))
≤ vol(Nǫ/2(E(r, p, k, d))) · vol(Btr,k,2,ǫ/2)−1
≤ vol(θ(D(Qp(r + ǫ/2)k1/p, p, k, d, (ǫk1/2)/2)) · vol(Btr,k,2,ǫ/2)−1
≤ (C2,p)d2
(
Qpp(r + 1)p · k
d
)4d(k−d)/p (
ck
ck−dcd
)
(v2(k−d)2v2d2)
( ǫ
2
)2(k−d)2
(Qp(r + 1))
2d2 ·
k(k−d)
2 · dd2 ·
(
k
d
) 2d2
p
· ((ǫ/2)2k2v2k2kk
2
)−1
≤ (Qp(r + 1))8dk · (C2,p)d2 · 24dk · ǫ−4kd ·
(
ck
v2k2 · kk2
)
·
(
v2(k−d)2 · (k − d)(k−d)2
ck−d
)
·
(
v2d2 · dd2
cd
)
·
(
k
d
) 4dk
p
≤
(
2Q2p(r + 1)
2C2,p
ǫ
)4dk
·
(
ck
v2k2 · kk2
)
·
(
v2(k−d)2 · (k − d)(k−d)2
ck−d
)
·
(
v2d2 · dd2
cd
)
·
(
k
k − d
)(k−d)2
·
(
k
d
) 4dk
p
.
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Now substitute d = δk with δ ∈ (0, 1/2) in the above, apply k−2 log, a lim supk→∞, and Lemma A.3 to arrive
at:
lim sup
k→∞
k−2 · log (Kǫ(E(r, p, k, δk))) ≤ 4δ ·
(
log(2Q2p(r + 1)
2C2,p) + | log ǫ|
)
+
1
2
− (1− δ)
2
2
− δ
2
2
+ (1− δ)2| log(1− δ)|+ 4δ| log δ|
≤ 4δ · (log(2Q2p(r + 1)2C2,p) + | log ǫ|)+ 3δ + 4δ| log δ|
= 4δ · (log(2Q2p(r + 1)2C2,pe) + | log ǫ|)+ 4δ| log δ|
≤ 4δ1/2 · δ1/2 (log(2Q2p(r + 1)2C2,pe) + | log ǫ|)+ 4δ1/2 · δ1/2| log δ|
≤ 4δ1/2 · (log(2Q2p(r + 1)2C2,pe) + | log ǫ|)+ 4δ1/2
≤ 4δ1/2 · (log(2Q2pC2,pe2(r + 1)2) + | log ǫ|) .
Thus, for δ ∈ (0, 1/2), 1 > ǫ > 0, and k sufficiently large,
Kǫ(E(r, p, k, δk)) ≤
(
4Q2pC2,pe
2(r + 1)2
ǫ
)8δ1/2k2
.
Set Dp = 4Q2pC2,pe2. 
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