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With the enhancement of the diversification trend of the Web information, 
providing a general search engine entry for all users will no longer meet the needs of 
some specific user for their further queries. In this case, domain specific search 
engines come into being. Domain specific information retrieval provides a substantial 
support to the research of domain specific search engine. This paper analyzes three 
important aspects of domain specific information retrieval, which contains access, 
filtration and retrieval of domain specific information. Besides, a general framework 
of domain specific information retrieval system is constructed. 
In terms of the acquisition of domain specific information, it is the common 
practice of using focused crawlers to obtain the Web pages. However, using 
meta-search engines seems a better way to acquire more fresh information. But 
because the component search engines are always general purposed, it is difficult to 
obtain contents related to specific domain by meta-search engines. A method of query 
expansion based upon statistical translation model is designed to solve this problem. 
Text categorization is the foundation of domain text filtration. An improved 
feature selection is introduced for naive Bayesian text classifiers in this paper. 
Experiment shows that the improved method has higher recall rates and higher 
precision rates in text classification used in domain specific information retrieval. 
Information retrieval based on language model is the major point of this paper. 
Two expansion frameworks and some related methods are proposed to improve effect 
of information retrieval. First, hidden Markov model is combined with Bayesian 
smoothing method. Second, a new algorithm based on dynamic Bayesian network is 
proposed for obtaining the explanation probabilities between terms. Experiment 
shows that the improved model performs remarkably better for domain specific 
information retrieval than some traditional retrieval techniques, and the extended 
framework has good expansibility. 
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技术和通信技术发展的基础上建立起来的。它产生于 20 世纪 50 年代，经过长期











。1960 年，Marson 和 Kuhns
提出了信息检索的概率模型
[3]





型，Salton 教授及其学生开发的基于向量空间模型的 SMART 信息检索系统也沿
用至今，成为信息检索系统的样板，甚至一些信息检索商业或实验系统的重要组
成部分。1966 年，在 Cranfield 项目中，信息检索的评价方法被首次提出。1968
























Google、infoseek、Lycos 等。根据中国互联网信息中心 2006 年 1 月发布的《中
国互联网络发展状况统计报告》，浏览新闻、搜索引擎和收发邮件成为网民 常
使用的三大网络服务，三者的使用率分别为 67.9%、65.7%和 64.7%，这三大服务
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