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Resumo 
Nos estudos ecológicos é frequente a obtenção de dados correlacionados espacial ou 
temporalmente. As análises de variância clássicas com que são, tradicionalmente, 
abordados, conduzem à sua insuficiente exploração ou à violação da independência que 
estas técnicas pressupõem. Os modelos lineares de efeitos mistos multinível permitem 
explorar e modelar adequadamente a variabilidade de dados com erros aleatórios 
heterocedásticos e/ou correlacionados, agrupados de acordo com mais do que um factor 
– dados hierárquicos. As extensões ao modelo linear de efeitos mistos básico permitem 
combinar a introdução de funções variância para caracterizar a heterocedasticidade e de 
estruturas de correlação para representar a correlação serial e/ou espacial entre os erros, 
e assim modelar de forma flexível a estrutura de variâncias-covariâncias dentro do 
grupo. Contudo, esta técnica é relativamente pouco explorada em ecologia, apesar da 
predominância de dados hierárquicos e de medições repetidas. 
A ecologia da restauração e, em particular, a recuperação de pedreiras, são temas 
emergentes, que envolvem frequentemente monitorizações ao longo do tempo. No 
presente trabalho foram analisados dados decorrentes de um projecto de gestão de áreas 
revegetadas numa pedreira calcária. A experiência base teve por objectivo reduzir a 
competição exercida pelo pinheiro-de-Alepo (Pinus halepensis Miller) na comunidade 
vegetal, e assim promover o estabelecimento das espécies autóctones. As variáveis 
respostas analisadas foram a abundância de espécies de diferentes grupos funcionais ao 
longo do tempo. A análise estatística teve como objectivos avaliar o efeito do desbaste 
de pinheiros (i) na evolução da abundância dos diferentes grupos funcionais e (ii) em 
comunidades com diferentes idades após a revegetação, para determinar a altura mais 
adequada para este tipo de manipulações. Concluiu-se que o desbaste favoreceu o 
estabelecimento de espécies espontâneas e que esse efeito não foi influenciado pela 
idade da vegetação. 
Todas as análises estatísticas foram realizadas com recurso ao software R na versão 
2.10.1, tendo sido utilizadas as bibliotecas lattice e nlme. 
 
Palavras-chave: ecologia da restauração; recuperação de pedreiras; dados longitudinais 
hierárquicos; modelos lineares mistos multinível; heterocedasticidade; correlação 
espacial e temporal.   
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Abstract 
In long-term ecological studies spatially and temporally correlated data are often 
obtained. Analysis of such data with classical analysis of variance techniques leads 
either to underexploited data or to violation of independence assumptions on which 
many statistics are based. Multilevel linear mixed-effects models are suitable to 
conveniently explore and modulate data with heterocedastic and/or correlated within-
group errors with nested grouping factors (hierarquical data). Extensions to basic linear 
mixed-effects model allow the combined addition of variance functions to deal with 
heterogeneity and correlation structures to represent spatial and/or temporal correlation 
between errors, and therefore flexibly modulate the within-group variance-covariance 
structure. However, these techniques are still underused in ecology, despite the 
prevalence of spatially hierarchical and repeated-measures data in ecological studies. 
Restoration ecology and, in particular, open quarries rehabilitation are emerging realms 
where plant community long-term monitoring is often an important aim. The data 
analysed in the present work is from a project of revegetated areas management in an 
open limestone quarry. The basic experiment was conceived to reduce Aleppo-pine 
(Pinus halepensis Miller) competition on the plant community in revegetated areas, in 
order to promote autochthonous species establishment. The response variables analysed 
were species abundance from different functional groups along time. The statistical 
analyses goals were to evaluate the effect of a pine thinning (i) on the evolution of 
different functional groups abundance and (ii) in communities with different ages since 
revegetation, in order to determine the best period to perform this kind of manipulative 
actions. In conclusion, pine thinning had a positive effect in spontaneous species 
establishment and its effect was not influenced by revegetation age. 
All the statistical analysis were performed in R (version 2.10.1) using the libraries 
lattice e nlme. 
 
Key-words: restoration ecology; open-quarry rehabilitation; longitudinal nested data; 
multilevel linear mixed-effects models; heterocedasticity; spatial and temporal 
correlation.   
  
  1 
Índice 
1. Introdução ............................................................................................................... 3 
1.1 ENQUADRAMENTO GERAL..................................................................................................................3 
1.2 RECUPERAÇÃO DE PEDREIRAS ............................................................................................................4 
1.2.1 Restauração Ecológica ..................................................................................................4 
1.2.2 Gestão após-revegetação: dominância do pinheiro-de-Alepo.......................................6 
1.3 ANÁLISE DE DADOS LONGITUDINAIS..................................................................................................8 
1.3.1 Abordagens clássicas e limitações.................................................................................9 
1.3.2 Outras abordagens.......................................................................................................10 
1.4 OBJECTIVOS......................................................................................................................................11 
2. Modelo Linear de Efeitos Mistos .......................................................................... 13 
2.1 O MODELO .......................................................................................................................................14 
2.1.1 Fontes de variação no modelo .....................................................................................15 
2.1.2 Modelo Hierárquico versus Marginal..........................................................................15 
2.2 ESTIMAÇÃO DOS EFEITOS FIXOS E PREDIÇÃO DOS EFEITOS ALEATÓRIOS .........................................17 
2.2.1 Introdução....................................................................................................................17 
2.2.2 Método da Máxima Verosimilhança ............................................................................18 
2.2.3 Método da Máxima Verosimilhança Restrita...............................................................18 
2.2.4 Predição dos efeitos aleatórios – Estimação Bayesiana empírica...............................20 
2.3 INFERÊNCIA PARA O MODELO MARGINAL ........................................................................................21 
2.3.1 Distribuições aproximadas ..........................................................................................21 
2.3.2 Teste de razão de verosimilhanças ..............................................................................22 
2.3.3 Teste F condicional e teste t condicional .....................................................................23 
2.3.4 Intervalos de confiança ................................................................................................24 
2.3.5 Critérios de informação ...............................................................................................24 
2.4 INFERÊNCIA PARA AS COMPONENTES DA VARIÂNCIA........................................................................25 
2.4.1 Teste de razão de verosimilhanças ..............................................................................25 
2.4.2 Intervalos de confiança ................................................................................................26 
2.4.3 Modelação da matriz de covariância dos efeitos aleatórios........................................27 
2.5 INFERÊNCIA PARA OS EFEITOS ALEATÓRIOS .....................................................................................28 
2.6 VALIDAÇÃO DO MODELO ..................................................................................................................28 
2.6.1 Condições impostas aos efeitos aleatórios...................................................................29 
2.6.2 Condições impostas aos erros aleatórios.....................................................................29 
2.7 SELECÇÃO DO MODELO.....................................................................................................................30 
2.7.1 Análise exploratória.....................................................................................................31 
2.7.2 Selecção dos efeitos fixos .............................................................................................31 
2.7.3 Selecção dos efeitos aleatórios ....................................................................................32 
2.7.4 Verificação dos pressupostos .......................................................................................32 
3. Modelação da Heterocedasticidade e da Dependência ........................................ 33 
3.1 DECOMPOSIÇÃO DA MATRIZ DE VARIÂNCIAS-COVARIÂNCIAS...........................................................34 
3.2 MODELAÇÃO DA HETEROCEDASTICIDADE........................................................................................35 
3.2.1 Funções variância........................................................................................................35 
  2 
3.3 MODELAÇÃO DA DEPENDÊNCIA .......................................................................................................36 
3.3.1 Estruturas de correlação serial ...................................................................................37 
3.3.2 Estruturas de correlação espacial ...............................................................................40 
3.4 PROTOCOLO DE ANÁLISE ..................................................................................................................44 
4. Modelação do Efeito do Desbaste de Pinheiros.................................................... 47 
4.1 DESCRIÇÃO DO ESTUDO BASE ..........................................................................................................47 
4.2 CONSTRUÇÃO DO MODELO GERAL...................................................................................................50 
4.3 ANÁLISE DA ABUNDÂNCIA DE ESPÉCIES HERBÁCEAS ESPONTÂNEAS ..............................................51 
4.3.1 Análise exploratória.....................................................................................................52 
4.3.2 Escolha das componentes aleatórias ...........................................................................53 
4.3.3 Selecção dos efeitos fixos .............................................................................................54 
4.3.4 Selecção dos efeitos aleatórios ....................................................................................56 
4.3.5 Avaliação da qualidade do ajustamento ......................................................................58 
4.3.6 Modelação da Heterocedasticidade.............................................................................61 
4.3.7 Modelação da Correlação ...........................................................................................62 
4.3.8 Verificação da qualidade do ajustamento....................................................................63 
4.3.9 Modelo final .................................................................................................................66 
4.4 ANÁLISE DA ABUNDÂNCIA DE OUTROS GRUPOS FUNCIONAIS..........................................................71 
4.4.1 Espécies arbustivas espontâneas .................................................................................72 
4.4.2 Plântulas de espécies arbustivas espontâneas .............................................................78 
4.4.3 Plântulas de espécies arbustivas utilizadas na revegetação ........................................87 
4.5 CONSIDERAÇÕES FINAIS ...................................................................................................................94 
Referências Bibliográficas ........................................................................................ 99 
 
 
 
 
1. Introdução 
 3 
Capítulo 1 
 
1. Introdução 
 
1.1 Enquadramento Geral 
Em ecologia são frequentes os estudos que envolvem a monitorização de processos 
ecológicos ao longo do tempo, com a consequente obtenção de dados correlacionados 
espacial e temporalmente. Na maioria dos casos, este tipo de dados é analisado com 
recurso a técnicas de análise de variância clássicas (e.g. ANOVAr), não obstante as 
respectivas limitações que as tornam desadequadas, por exemplo, na análise de dados 
longitudinais incompletos ou com espaçamento irregular entre medições, além de 
exigirem pressupostos muito restritivos na estrutura de covariância. 
Os modelos lineares de efeitos mistos permitem ultrapassar estes constrangimentos já 
que admitem uma relativa flexibilidade na modelação da correlação intra-grupo (i.e. 
unidade experimental) através da introdução de efeitos aleatórios. Acresce que, dada a 
heterogeneidade espacial existente em condições naturais, os desenhos experimentais 
em ecologia são habitualmente complexos e estes modelos podem ser generalizados 
para dados agrupados de acordo com mais do que um factor – modelos mistos 
multinível. Além disso, adequam-se à análise de dados desequilibrados, existindo 
software acessível para a sua eficaz utilização (Pinheiro e Bates, 2000). Contudo, o 
recurso a modelos de efeitos mistos multinível na literatura científica em ecologia é 
relativamente escasso (Buckley et al., 2003).  
No presente trabalho pretende-se descrever e demonstrar a utilidade da aplicação dos 
modelos lineares de efeitos mistos multinível em dados ecológicos. No último capítulo é 
descrito em detalhe o processo de análise de dados provenientes de um estudo realizado 
no âmbito da restauração ecológica de pedreiras. A escolha dos dados em questão teve 
em conta a relevância e interesse ecológicos do tema, bem como as características dos 
dados obtidos, habituais em estudos de ecologia, alargando a aplicabilidade dos 
resultados do presente estudo a outras áreas afins.   
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1.2 Recuperação de Pedreiras 
Na última década, a recuperação de ecossistemas tem ganho uma forte proeminência 
académica pautada, em grande medida, pela tentativa de resolução de problemas com 
que se deparam os executores da recuperação de locais perturbados (Young et al., 
2005), tais como pedreiras. Na bacia do Mediterrânico, a exploração de pedreiras a céu 
aberto é responsável por vastas áreas de solo nu, implicando impactos dramáticos na 
paisagem. Além da remoção total do solo e da alteração da topografia, as condições 
climáticas extremas características do clima Mediterrânico constituem obstáculos 
acrescidos ao estabelecimento da vegetação, tornando extremamente lento o processo de 
recuperação natural (Correia et al., 2001). Os esforços para restaurar estas áreas têm 
vindo a intensificar-se devido quer à pressão da opinião pública, quer às recentes 
exigências legislativas. Não obstante, a revegetação de pedreiras calcárias só conheceu 
avanços técnicos e científicos significativos nas duas últimas décadas (Sort e Alcañiz, 
1996; Muzzi et al., 1997; Correia et al., 2001; Werner et al., 2001; Clemente et al., 
2004). As actividades de restauro de áreas degradadas são diversificadas e obedecem a 
diferentes objectivos, podendo ser classificadas de acordo com os mesmos. 
 
1.2.1 Restauração Ecológica  
A ecologia da restauração de ecossistemas engloba vários conceitos de restauro tais 
como recuperação, reclamação, reabilitação, mitigação ou bio-remediação (Walker e 
Moral, 2003). Estes definem estratégias com objectivos distintos que podem ir da 
reconversão de um local degradado numa zona produtiva diferente da original como, 
por exemplo, uma pastagem (reclamação), até à utilização de plantas para reduzir a 
toxicidade de locais poluídos (bio-remediação). Não obstante vários autores 
questionarem os limites e semelhanças entre os vários conceitos (e.g. Bradshaw, 1997; 
Walker e Moral, 2003) todos assentam na recuperação da estrutura e/ou da 
funcionalidade do ecossistema (Figura 1.1), embora a relação entre ambas não seja 
necessariamente directa ou linear (Cortina et al., 2006).  
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Figura 1.1. Esquema dos diferentes conceitos envolvidos no desenvolvimento de um 
ecossistema e a respectiva relação com estrutura e função – adaptado de Callow (1998). 
 
As actividades extractivas estão, muitas vezes, localizadas em áreas de elevada 
importância ecológica e paisagística, como é o caso de Parques ou Reservas Naturais 
(Gams et al., 1993; Williams, 1993). Nestes casos, o objectivo da recuperação é, 
frequentemente, desenvolver uma comunidade vegetal que mimetize, tanto quanto 
possível, a estrutura e a composição da vegetação envolvente, o que corresponde ao 
conceito de recuperação ou restauração (Figura 1.1). O processo de restauração 
ecológica visa assim promover a recuperação de um ecossistema degradado ou 
destruído tendo por modelo um ecossistema referência, i.e. o ecossistema original (SER, 
2004).  
A avaliação do sucesso da restauração pode ser feita com base em diferentes 
características da área recuperada: a semelhança da composição específica à do 
ecossistema referência, a auto-sustentabilidade estrutural e funcional, a resiliência face a 
fontes locais de perturbação habituais (e.g. fogo) e o nível de interacção com os 
ecossistemas contíguos, nomeadamente através de fluxos bióticos e abióticos (SER, 
2004). Relativamente ao primeiro aspecto, este pode ser avaliado através da comparação 
da diversidade e da estrutura das comunidades recuperadas com as do ecossistema 
referência, avaliando a presença de espécies autóctones e de grupos funcionais 
necessários à estabilidade a longo prazo (Ruiz-Jaen e Aide, 2005).  
 
1. Introdução 
 6 
O sucesso dos processos de recuperação ecológica de locais degradados é avaliado, 
na maior parte dos casos, recorrendo à comparação entre grupos (e.g. ANOVA, Mann-
Whitney, testes t), a técnicas de análise multivariada (e.g. CCA, Análise Classificatória) 
ou a comparações lineares (e.g. Regressão Linear, Correlações) (Ruiz-Jaen e Aide, 
2005). A avaliação da resposta da comunidade vegetal a determinado tratamento pode 
incluir análise de variância univariada (ANOVA) para analisar, por exemplo, a 
abundância por espécie (e.g. Alegre et al., 2004; Sardans et al., 2006), ou multivariada 
(MANOVA), e.g. na análise da relação entre uma variável explicativa e a abundância de 
diferentes espécies (e.g. Andrés e Ojeda, 2002). O recurso à análise multivariada é 
especialmente apropriado quando há evidência de que as variáveis resposta estão 
correlacionadas entre si (Scheiner, 2001), sendo também útil para avaliar a relação entre 
várias variáveis resposta e/ou explicativas, como por exemplo variáveis ambientais (e.g. 
Gallego Fernández et al., 2004; Navarro et al., 2006). A heterogeneidade espacial é 
outro aspecto que deve ser tido em conta neste tipo de experiências e uma forma de o 
ultrapassar é através da construção de blocos completos aleatorizados (réplicas) (Quinn 
e Keough, 2002). Para a análise de medições repetidas ao longo do tempo a 
metodologia clássica inclui a análise univariada de medições repetidas (ANOVAr) (e.g. 
Castro et al., 2002; Lloret et al., 2005) ou a análise multivariada com a estrutura da 
matriz de covariância geral. No entanto, nos dados com medições repetidas e, em 
particular, nos dados longitudinais (e.g. curvas de crescimento), pode não haver igual 
número de medições por indivíduo e/ou as medições podem não ser feitas nos mesmos 
instantes de tempo. Em qualquer um dos casos referidos as abordagens anteriores não 
podem ser aplicadas. Os modelos de efeitos mistos (lineares ou não-lineares) são a 
metodologia apropriada (e.g. Baer et al., 2004), pois permitem modelar e analisar a 
variação intra e inter indivíduos, além de que não são afectados pelo facto de os dados 
não serem equilibrados ou de as observações nos diferentes indivíduos não terem sido 
realizadas nos mesmos instantes de tempo (Verbeke e Molenberghs, 2000; Pinheiro e 
Bates, 2000; Molenberghs e Verbeke, 2005).  
 
1.2.2 Gestão após-revegetação: dominância do pinheiro-de-Alepo 
Os dados que servem de base ao presente estudo provêm de uma experiência 
realizada numa pedreira de calcário situada dentro do Parque Natural da Serra da 
Arrábida, cerca de 50 km a sul de Lisboa. O processo de exploração da matéria-prima 
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dá origem a patamares com diferentes idades que são sucessivamente revegetados, à 
medida que cessa a respectiva exploração. A revegetação é feita através da plantação de 
diferentes espécies que incluem espécies de crescimento rápido tais como o pinheiro-de-
Alepo (Pinus halepensis Miller), bem como espécies arbustivas nativas. A revegetação 
artificial dos patamares acelera a criação de um coberto vegetal, reduzindo o seu 
impacto visual na paisagem. No entanto, numa amostragem da vegetação realizada em 
1998, verificou-se que, cerca de nove anos após a revegetação, o pinheiro-de-Alepo se 
havia tornado dominante em altura, representando cerca de 40-60% da cobertura total 
(Correia et al., 2001), enquanto que a sua presença na vegetação natural é escassa 
(Catarino et al., 1982). O notável sucesso desta espécie poderá comprometer o 
desenvolvimento das restantes, afastando a comunidade vegetal da estrutura e 
composição da vegetação circundante, que se pretenderia mimetizar numa restauração 
ecológica (sensu Callow, 1998). Nestes casos, pode ser necessário adoptar medidas de 
gestão após a revegetação para redireccionar o rumo da restauração no sentido 
pretendido. 
O pinheiro-de-Alepo é uma das espécies mais utilizadas em programas de 
reflorestação na Península Ibérica (Maestre e Cortina, 2004), por ser uma espécie 
pioneira muito tolerante ao stress (Barbéro et al., 1998), além de, alegadamente, facilitar 
o estabelecimento de outras espécies (Bonet, 2004; Maestre et al., 2004). Contudo, 
muitos dos estudos conduzidos até ao presente mostraram um efeito negativo do 
pinheiro-de-Alepo na vegetação espontânea (para uma revisão ver Maestre e Cortina, 
2004), havendo evidências de competição com outras espécies mediterrânicas (e.g. 
Bellot et al., 2004). Acresce que a maioria dos estudos realizados sobre o efeito de 
plantações de pinheiro-de-Alepo provêm de estudos observacionais, pelo que 
experiências manipulativas em condições naturais poderão contribuir decisivamente 
para o esclarecimento do efeito desta espécie na estrutura e dinâmica de comunidades 
vegetais (Maestre e Cortina, 2004). A hipótese subjacente na experiência descrita é a de 
que, não obstante um alegado efeito facilitador do pinheiro-de-Alepo sobre as restantes 
espécies na fase inicial da restauração, este prejudica posteriormente o seu 
desenvolvimento através de competição pelos recursos limitados (e. g. baixa 
disponibilidade hídrica, solo depauperado).  
As experiências que envolvem a remoção da espécie competidora são comuns (e.g. 
Ne’eman et al., 1995) e apropriados para elucidar a interacção entre P. halepensis e as 
espécies autóctones. A maior parte dos estudos de competição em comunidades vegetais 
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em condições naturais envolve a remoção total da espécie competidora, considerando 
como «espécies-alvo» a restante comunidade de plantas presente (Goldberg e Barton, 
1992). Nestes estudos, as variáveis resposta são os parâmetros através dos quais se 
mede o desempenho das espécies alvo – neste caso, as espécies autóctones. A resposta 
pode ser avaliada ao nível individual (e.g. taxa de crescimento, sobrevivência, 
fisiologia), populacional (e.g. dimensão da população – densidade, cobertura, biomassa, 
etc. - ou taxa de crescimento da população) ou da comunidade (e.g. composição de 
grupos funcionais, diversidade) (Goldberg e Scheiner, 2001). Acresce que, na maioria 
dos estudos de recuperação de ecossistemas, o sucesso da recuperação é medido através 
da comparação da diversidade e da estrutura das comunidades criadas com locais de 
referência, bem como pela presença de espécies autóctones e de grupos funcionais 
necessários à estabilidade a longo-prazo (Ruiz-Jaen e Aide, 2005).  
 
1.3 Análise de Dados Longitudinais 
Em muitos conjuntos de dados agrupados de acordo com um ou mais factores o 
pressuposto da independência entre observações não é verificado. É este o caso de 
dados com medições repetidas na mesma unidade experimental (u. e.), dados 
longitudinais (medição de determinada característica da u. e. ao longo do tempo, sendo 
um caso particular das medições repetidas), dados provenientes de delineamentos com 
blocos e dados multinível (quando existe hierarquia entre os factores) (Cabral, 2007). 
Em todos estes casos, as medições realizadas na mesma u. e. (e.g. indivíduo, parcela, 
bloco) tendem a estar relacionadas, pelo que a modelação desta dependência intra-grupo 
se torna fundamental. 
A característica distintiva dos dados longitudinais é a repetição de medidas ao longo 
do tempo nas mesmas u. e.(s), sendo o próprio tempo, em muitos casos, um factor de 
interesse no estudo. A metodologia estatística aplicada aos dados longitudinais foi alvo 
de um notável desenvolvimento nos últimos 25 a 30 anos (Zuur et al., 2009). Os 
primeiros métodos estatísticos utilizados baseavam-se no paradigma da análise de 
variância (ANOVA), tal como foi desenvolvido originalmente por Fisher (Fisher, 1925).  
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1.3.1 Abordagens clássicas e limitações 
Um dos primeiros métodos propostos para estudar dados longitudinais foi a análise 
de variância univariada para medições repetidas (ANOVAr), que considera um único 
efeito aleatório: o do indivíduo (Fitzmaurice et al., 2008). O reconhecimento das 
semelhanças entre a estrutura dos dados longitudinais (com N  indivíduos e n  medições 
repetidas) e a de dados provenientes de planeamentos com blocos aleatorizados ou de 
delineamentos split-plot, tornou lógico o recurso aos métodos da ANOVA, encarando 
os indivíduos como blocos ou parcelas. No entanto, este método implica pressupostos 
muito restritivos na estrutura da matriz de variâncias-covariâncias das medições 
repetidas no mesmo indivíduo, já que restringe a correlação entre medidas, quando seria 
de esperar que as correlações diminuíssem com uma maior separação no tempo, além de 
que assume uma variância constante ao longo do tempo, o que é, muitas vezes, 
irrealista. Em muitos casos, a variabilidade na resposta no início do estudo é 
consideravelmente diferente da variabilidade à medida que o estudo avança, e.g. estudos 
com baseline (Fitzmaurice et al., 2008). Acresce que este modelo não foi concebido 
para dados longitudinais incompletos ou com espaçamento irregular entre medições ou 
para análises que incluem covariáveis qualitativas.  
A análise de variância multivariada de medições repetidas (MANOVAr) 
desenvolvida para mais do que uma variável resposta, pelo contrário, não implica 
restrições na covariância entre as respostas longitudinais do mesmo indivíduo, pelo que 
as correlações podem assumir qualquer padrão e a variabilidade pode ser diferente ao 
longo do tempo. No entanto, a sua formulação força as covariáveis intra-indivíduo a 
serem iguais para todos os indivíduos, pelo que não se adequa quando o desenho não é 
equilibrado ao longo do tempo (vectores das medidas repetidas de diferentes 
comprimentos e/ou obtidos em diferentes sequências de tempo), pois não permite 
perceber o padrão geral dos dados (Fitzmaurice et al., 2008).  
Outra abordagem utilizada na análise de dados longitudinais baseia-se em métodos 
que resumem a sequência de medidas repetidas para o mesmo indivíduo num único 
valor sumário, como é o caso da “área sob a curva” (ou AUC - area under the curve). 
Embora apelativos pela simplicidade, implicam necessariamente perda de informação, 
além de que indivíduos com perfis de resposta manifestamente distintos podem produzir 
igual valor sumário. Outras desvantagens prendem-se com o facto de o método não 
poder aplicar-se quando as covariáveis variam ao longo do tempo, nem quando existem 
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dados omissos ou espaçamento irregular entre medições, já que as medidas sumárias 
resultantes deixam de ter a mesma variância, violando o pressuposto da 
homocedasticidade, fundamental em modelos baseados na análise de variância.  
Não obstante, muitas das anteriores abordagens mais elementares e simplistas 
mantiveram-se em uso, tornando-se parte dos procedimentos de rotina (Fitzmaurice et 
al., 2008; Zuur et al., 2009). 
 
1.3.2 Outras abordagens  
Embora possam constituir uma base razoável para a análise de dados longitudinais 
em casos em que o desenho experimental é simples, os métodos baseados na análise de 
variância, concebidos para planeamentos equilibrados, exibem constrangimentos que 
limitam o seu espectro de aplicabilidade (Zuur et al., 2009). Este facto impulsionou o 
desenvolvimento de técnicas mais versáteis que permitissem lidar com os problemas de 
dados desequilibrados e incompletos, medições realizadas em diferentes alturas, 
covariáveis que variam ao longo do tempo e também respostas discretas em vez de 
contínuas (Fitzmaurice et al., 2008). 
 
Em meados dos anos 80 foi proposta uma classe muito geral de modelos lineares 
para dados longitudinais em que a variável resposta segue uma distribuição Gaussiana – 
os modelos de efeitos mistos –, cujos precursores foram Laird e Ware (1982). Estes 
fornecem um modelo flexível para a covariância e, no entanto, parcimonioso 
(Fitzmaurice et al., 2008). Podem ser considerados uma extensão da regressão 
univariada e da ANOVA para dados em que os erros estão correlacionados, 
acomodando a complexidade habitual dos dados longitudinais e permitindo modelar e 
analisar a variação inter e intra-indivíduo. 
 
Estes modelos, por combinarem efeitos fixos com vários efeitos aleatórios 
aninhados, permitem analisar dados ecológicos com estruturas complexas onde está 
presente a correlação e a heterocedasticidade. Apesar da complexidade dos mesmos, a 
interpretação dos resultados torna-se possível devido ao facto de os modelos serem 
lineares. Este aspecto é uma das principais razões – senão a principal – pelas quais em 
muitos casos de dados provenientes de contagens se procure transformar os mesmos de 
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modo a permitir a utilização destes modelos, em detrimento dos modelos lineares 
generalizados mistos (Molenberghs e Verbeke, 2005, Bolker et al., 2008). 
 
1.4 Objectivos 
 
O objectivo do presente trabalho é dar resposta às questões científicas levantadas 
pela experiência descrita no âmbito da gestão de áreas revegetadas, aplicando os 
métodos estatísticos mais adequados para a análise do tipo de dados obtido. Pretende-se 
assim: 
 
(a) Seleccionar e descrever o método estatístico mais apropriado para a análise dos 
dados obtidos na experiência;  
Nos Capítulos 2 e 3 é descrito o modelo linear de efeitos mistos, assim como o 
protocolo de análise seguido posteriormente na análise dos dados. O Capítulo 3, em 
particular, incide sobre os métodos para a modelação da heterocedasticidade e da 
correlação entre observações. 
 
(b) Aplicar o método estatístico descrito na análise do efeito do desbaste de pinheiros 
no estabelecimento da comunidade vegetal de patamares revegetados.  
Pretende-se avaliar o efeito do tratamento ao longo do tempo (i) na evolução da 
abundância de espécies agrupadas em diferentes grupos funcionais e (ii) em 
comunidades com diferentes idades após a revegetação, no sentido de determinar a 
altura mais adequada para este tipo de manipulações. A experiência base e a análise dos 
dados são descritas no Capítulo 4. Na secção 4.3 é descrita com maior detalhe a análise 
de uma das variáveis resposta, i.e. a abundância de espécies herbáceas espontâneas, 
seguindo-se o resumo das análises efectuadas para os restantes grupos funcionais 
(secção 4.4), i.e. adultos de espécies arbustivas espontâneas, plântulas de espécies 
arbustivas espontâneas e plântulas de espécies arbustivas utilizadas na revegetação.  
 
As análises estatísticas foram realizadas com recurso à versão 2.10.1 do software R (R 
Development Core team, 2010). 
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Capítulo 2 
 
2. Modelo Linear de Efeitos Mistos 
Os modelos de efeitos mistos são utilizados para descrever a relação entre uma 
variável resposta e uma ou mais covariáveis em dados agrupados de acordo com um ou 
mais factores, tais como dados longitudinais, medições repetidas, dados com estrutura 
hierárquica e planeamento com blocos (Pinheiro e Bates, 2000). Estes modelos podem 
ser encarados como uma extensão dos modelos lineares através da introdução de efeitos 
aleatórios que vão permitir a adição de mais um erro que tem em conta a correlação 
entre observações dentro do mesmo grupo (e.g. indivíduo, parcela ou bloco). Ao 
permitir associar efeitos aleatórios comuns a observações que partilham o mesmo nível 
de determinado factor, permitem flexibilizar a representação da estrutura de variâncias-
covariâncias induzida pelo agrupamento dos dados (Cabral, 2007).  
Os modelos de efeitos mistos devem o seu nome ao facto de incorporarem quer 
efeitos fixos, isto é, parâmetros associados a toda a população ou a certos níveis 
reprodutíveis de factores experimentais, quer efeitos aleatórios, associados às unidades 
experimentais individuais seleccionadas aleatoriamente da população. No caso em que 
os dados estão estruturados hierarquicamente em diversos níveis de efeitos aleatórios 
recebem a designação de modelos de efeitos mistos multinível1. Este tipo de dados é 
frequente em ecologia, onde as u.e.(s) (e.g. parcelas) dentro de um bloco ou estrato são 
consideradas uma amostra aleatória de uma população de unidades, sendo os blocos ou 
estratos, eles próprios, encarados como uma amostra aleatória proveniente de uma 
população de blocos ou estratos (Dempster et al., 1984). 
No presente capítulo, descreve-se o modelo linear de efeitos mistos com base em 
Harville (1977) e usando a forma paramétrica proposta por Laird e Ware (1982), bem 
como as metodologias utilizadas na inferência, quer para os efeitos fixos, quer para os 
efeitos aleatórios, e os aspectos relacionados com a validação do modelo.  
O modelo multinível apresentado limita-se a dois níveis de efeitos aleatórios, sendo a 
generalização para mais níveis feita de igual modo. São ainda referidos alguns dos 
                                                
1
 No presente trabalho é utilizada a abordagem adoptada por Pinheiro e Bates (2000), em que a contagem 
dos níveis do modelo multinível é feita de acordo com o número de níveis de efeitos aleatórios aninhados. 
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procedimentos relacionados com a função lme da biblioteca nlme do R, utilizados na 
análise dos dados apresentada no Capítulo 4. 
 
2.1 O Modelo 
Seja iY  o vector ( 1)in ×  da variável resposta para o i-ésimo grupo, o modelo linear 
de efeitos mistos para um único nível de agrupamento, de acordo com Laird e Ware 
(1982), é escrito na forma: 
i i i i i= + +Y Χ β Ζ b e , com 1,...,i M= ,
2
 
onde β  é o vector ( 1)p ×  dos efeitos fixos; iΧ  é a matriz ( )in p×  de covariáveis dos 
efeitos fixos; ib  é o vector ( 1)q×  dos efeitos aleatórios; iΖ  é a matriz ( )in q×  de 
covariáveis dos efeitos aleatórios e ie  é o vector ( 1)in ×  aleatório dos erros intra-grupo. 
As condições subjacentes ao modelo são: (0, )i N∩b D ; (0, )i iN∩e Σ ; ib  e ie  
independentes para diferentes grupos e entre si no mesmo grupo. 
 
No caso em que se tem dois níveis de efeitos aleatórios, o modelo linear de efeitos 
mistos é dado por: 
,ij ij i j i ij ij ijY = Χ β +Ζ b +Ζ b + e , com 1,...,i M=  e 1,..., ij M= , 
onde ijY  é o vector ( 1)ijn ×  das variáveis resposta para o j-ésimo grupo do segundo 
nível ( 1,..., ij M= ), aninhado no i-ésimo grupo do primeiro nível ( 1,...,i M= ); β  é o 
vector ( 1)p ×  dos efeitos fixos; ib   é o vector 1( 1)q ×  dos efeitos aleatórios do primeiro 
nível; ijb  é o vector 2( 1)q ×  dos efeitos aleatórios do segundo nível; ijΧ  é a matriz 
( )ijn p×  de covariáveis dos efeitos fixos; ,i jΖ  é a matriz 1( )ijn q×  de covariáveis dos 
efeitos aleatórios do primeiro nível; ijΖ  é a matriz 2( )ijn q×  de covariáveis dos efeitos 
aleatórios do segundo nível; ije  é o vector ( 1)ijn ×  dos erros aleatórios. As condições 
subjacentes ao modelo são: 1(0, )i ∩ Νb D ; 2(0, )ij ∩ Νb D ; (0, )ij ij∩ Νe Σ ; ib  são 
independentes; ijb  são independentes (para diferentes i’s ou j’s); ije  são independentes 
                                                
2
 Para alguns autores, e.g. Goldstein (1995), o modelo 2.1 diz-se com dois níveis, em virtude de ter dois 
níveis de variação aleatória: ib  e ie . 
(2.1) 
(2.2) 
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(para diferentes i’s ou j’s); ib , ijb  e ije  são independentes. O índice ,i j  significa que j  
está aninhado em i . 
 
2.1.1 Fontes de variação no modelo 
O modelo (2.1) engloba na sua estrutura duas fontes de variação: intra-grupo (i) e 
inter ou entre-grupos (ii). 
i) Condicional a ib , tem-se: 
( | )i i iVar =Y b Σ  com 1,..,i M= , 
onde iΣ  representa a variação intra-grupo.  
 
ii) Por outro lado, considerando a distribuição de ib  e tendo em conta que ib  e ie  
são independentes para diferentes grupo e entre si no mesmo grupo, tem-se: 
( ) Ti i i iVar = +Y Ζ DΖ Σ  com 1,..,i M= , 
onde a matriz Ti i i+Ζ DΖ Σ  de dimensão ( )i in n×  definida-positiva representa a 
variação entre-grupos. 
 
2.1.2 Modelo Hierárquico versus Marginal 
2.1.2.1 Modelo Hierárquico (ou condicional a ib ) 
O modelo linear de efeitos mistos dado pela expressão (2.1) pode então ser reescrito 
na forma: 
( | )i i i i iE = +Y b X β Ζ b , e 
( | )i i iVar =Y b Σ  com 1,..,i M=  e (0, )i N∩b D  
Este descreve o valor esperado e a distribuição do erro para iY  condicional a ib . Os 
erros ie  são “desvios” dos dados em relação ao valor esperado individual (por grupo), 
com um modelo para iY , dado ib , e um modelo para ib . A forma hierárquica assume 
um modelo específico para cada indivíduo (ou grupo) e adequa-se a estudos onde existe 
grande variabilidade entre as unidades experimentais (Cabral, 2007). 
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2.1.2.2 Modelo Marginal 
A distribuição marginal de iY  é dada por: 
( , )i i iN∩Y X β V , 
com Ti i i i+V = Ζ DΖ Σ . No modelo marginal, os erros são os “desvios” dos dados ao 
valor esperado da população iX β . Por este motivo, é indicado quando se pretende 
inferir sobre o valor médio da população (e.g. diferenças entre controlo e tratamento). 
 
Do mesmo modo, o modelo multinível (2.2) apresenta duas fontes de variação, onde 
( | , )ij i ij ijVar =Y b b Σ  e , 1 , 2( ) T Tij i j i j ij ij ijVar = + +Y Ζ D Ζ Ζ D Ζ Σ  representam, 
respectivamente, a variação intra-grupo e entre-grupos. O modelo pode igualmente ser 
reescrito na forma de modelo hierárquico ou de modelo marginal. Desta forma, ijY  
condicional a ib  e ijb  segue uma distribuição Gaussiana com valor esperado 
,ij i j i ij ij+ +X β Ζ b Ζ b  e variância ijΣ , isto é: 
,
| , ( , )ij ij i ij i j i ij ij ijN∩ + +Y b b X β Ζ b Ζ b Σ , 
e a distribuição marginal de ijY  é dada por: 
( , )ij ij ijN∩Y X β V ,   
com 
, 1 , 2
T T
ij i j i j ij ij ij+ +V = Ζ D Ζ Ζ D Ζ Σ . 
 
Embora o modelo marginal decorra do modelo hierárquico, os dois modelos não são 
equivalentes (Verbeke e Molenberghs, 2000). As inferências baseadas no modelo 
marginal não assumem explicitamente a presença dos efeitos aleatórios, que 
representam a heterogeneidade natural entre os grupos.  
De acordo com Diggle et al. (1994), quando existe pouca variabilidade entre as u. e.(s), 
deve-se optar por estimar os respectivos coeficientes com base na média da população, 
enquanto que se a variabilidade é grande, se devem usar os dados provenientes de cada 
u. e. para a estimação dos próprios coeficientes. 
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2.2 Estimação dos Efeitos Fixos e predição dos Efeitos 
Aleatórios 
A estimação dos parâmetros do modelo (2.1) ou (2.2) baseia-se no método da 
máxima verosimilhança (método ML) e no método da máxima verosimilhança restrita 
(método REML). Os preditores dos efeitos aleatórios podem ser obtidos a partir das 
equações do modelo de efeitos mistos (Henderson, 1975; Searle et al., 1992), ou com 
base na estimação Bayesiana empírica (Verbeke e Molenberghs, 2000). Nas expressões 
que se seguem, assume-se que 2i σ=Σ Ι  ( 2ij σ=Σ Ι ), remetendo-se o estudo de outras 
estruturas para a matrizes de variâncias-covariâncias dos erros aleatórios para o 
Capítulo 3. 
 
2.2.1 Introdução 
Seja β  o vector dos efeitos fixos e α  o vector com todas as componentes da 
variância em D  e iΣ , pode então definir-se um θ  tal que ( , )′ ′=θ β α 3, o vector de todos 
os parâmetros no modelo marginal. A abordagem clássica de inferência no modelo 
marginal baseia-se nos estimadores obtidos a partir da maximização da função 
verosimilhança marginal dada por: 
 
1
1/2
21
( ) ( )( )1( ) ( ) exp
2(2 ) i
TM
i i i i i
ML in
i
L
pi
−
−
=
 − − −
=  
 
∏ Y Χ β V α Y Χ βθ V α , 
 
sendo o respectivo logaritmo   
 
1
1 1
( ) ( )( )1log ( ) log(2 ) log ( )
2 2 2
TM M
i i i i i
ML i
i i
NL pi
−
= =
− −
= − − −∑ ∑
Y Χ β V α Y Χ β
θ V α  
 
No caso em que α  é conhecido, o estimador de máxima verosimilhança para β , ˆβ(α) , é 
dado por: 
( )-1-1 -1 -1 -1
1 1
ˆ
M M
T T T T
i i i i i i
i i= =
   
   
   
∑ ∑
-1
β(α) = Χ V Χ Χ V Y = Χ V Χ Χ V Y
 
                                                
3
 No caso em que 2i σ=Σ Ι , tem-se ( )2,, σαβθ ′′= , sendo α  o vector com todas as componentes da 
variância em D . 
(2.3) 
(2.4) 
(2.5) 
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onde X  e Y  se obtêm “empilhando” iX  e iY  respectivamente, e 
( ) TVar= = +V Y ΖDΖ Σ .  
Quando α  não é conhecido, o que acontece na maioria dos casos, mas é possível obter 
um seu estimador, αˆ , substitui-se V(α)  por ˆV(α)  e maximiza-se a expressão (2.4). O 
estimador de β  é dado pela expressão (2.5), com 1 1 ˆi i− −=V V (α) . Os dois métodos usados 
na estimação de α  são a ML e a REML. 
 
2.2.2 Método da Máxima Verosimilhança 
O estimador de ML de α  é obtido maximizando-se (2.4) com respeito a α , após β  
ter sido substituído por (2.5). O mesmo resultado é obtido maximizando-se (2.4) 
simultaneamente com respeito a α  e β . Os estimadores de ML de α  e β  são 
designados por ˆ MLα  e ˆ MLβ , respectivamente.  
No caso em que 2i σ=Σ Ι , o estimador de ML de 2σ , 2ˆ MLσ , é dado por:  
( )
( ) ( )1
2 1
ˆ ˆ( ) ( )
ˆ
TM
i i i i i
i
ML N
σ
−
=
− −
=
∑ Y X β α M Y X β α
α , 
e iV  é substituído por iM , de modo que 
-1 -1
1 1
ˆ
M M
T T
ML i i i i i i
i i= =
   
   
   
∑ ∑
-1
β (α) = Χ V Χ Χ V Y , 
onde ∑
=
=
M
i
inN
1
 e ( ) IDZZM 22 σσ += Tiii  ⇔ ( )2Ti i i σ= +M Ζ DΖ Ι 4. 
 
2.2.3 Método da Máxima Verosimilhança Restrita 
No método ML, a perda de graus de liberdade resultante da estimação dos efeitos 
fixos não é levada em consideração, originando estimadores enviesados. O método 
REML corrige este facto (Patterson e Thompson, 1971). 
No método REML todos os modelos ( , )i i iN∩Y Χ β V  são combinados num único 
modelo ( , )N∩Y Χβ V  e é feita uma transformação dos dados ortogonal a Χ , tal que: 
                                                
4
 Usar-se-á iM sempre que seja necessário explicitar 2σ . Caso contrário, usa-se iV  sem perigo de 
confusão. 
(2.6) 
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(0, )T TN= ∩U A Y A VA  
É então utilizado o método ML para obter estimadores não enviesados dos elementos de 
V . Ao estimador de ML de α  assim obtido dá-se o nome de estimador REML e 
designa-se por ˆ REMLα . O estimador ( )REMLαβ ˆˆ  para β  daí resultante designa-se por ˆ REMLβ . 
É importante notar que, qualquer que seja A , se obtêm os mesmos estimadores das 
componentes da variância, i.e. não dependem de A . O logaritmo da máxima 
verosimilhança restrita pode ser expresso na forma: 
 
1
1
1log ( ) log ( ( ), ) log ( )
2 i
M
T
REML ML i i
i
L L −
=
= − ∑α β α α Χ V α Χ  
Tendo em atenção o termo 1
1
1 log ( )
2 i
M
T
i i
i
−
=
∑Χ V α Χ , conclui-se que quaisquer alterações 
na matriz Χ  dos efeitos fixos alteram também log ( )REMLL θ (Pinheiro e Bates, 2000). Os 
estimadores ˆ REMLα  e ˆ REMLβ  podem igualmente ser obtidos maximizando-se (2.7) 
simultaneamente com respeito a α  e β . No caso em que 2i σ=Σ Ι , o estimador de 
REML de 2σ , é dado por: 
1
2 2 1
ˆ ˆ( ( )) ( ( ))
ˆ ( )
M
T
i i i i i
i
REML S N p
σ
−
=
− −
= =
−
∑ Y Χ β α M Y Χ β α
α  
Em suma, ambos os métodos de estimação se baseiam na máxima verosimilhança, 
pelo que os estimadores são consistentes, assintoticamente normais e eficientes. No 
entanto, o método ML fornece estimadores para os efeitos fixos, enquanto que o método 
REML, por si só, não. Além disso, enquanto que os estimadores de ML não variam face 
a reparametrizações dos efeitos fixos (e.g. alterações nos contrastes de uma variável 
explicativa), o mesmo não se passa com os REML (Pinheiro e Bates, 2000). Por este 
motivo, os modelos ajustados através do método REML com diferente estrutura de 
efeitos fixos não são comparáveis através de testes de razão de verosimilhanças, 
inválidos nestes casos. Dito de outro modo, enquanto que o método ML estima os 
desvios-padrão dos efeitos aleatórios assumindo que as estimativas dos efeitos fixos são 
exactas e precisas, a estimação pelo método REML tem em conta alguma da incerteza 
nos parâmetros dos feitos fixos (Bolker et al., 2008). Não obstante, os dois métodos 
(ML e REML) produzem habitualmente estimativas semelhantes, embora a diferença 
aumente com o aumento do número de termos fixos no modelo (Zuur et al., 2009). Em 
(2.7) 
(2.8) 
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particular, as estimativas de ML das componentes da variância (i.e. desvios-padrão dos 
efeitos aleatórios e dos erros dentro do grupo) são menores dos que as estimadas por 
REML (Pinheiro e Bates, 2000). Segundo Diggle et al. (1994), quando a diferença é 
grande, deve-se optar pelo método REML. 
 
2.2.4 Predição dos efeitos aleatórios – Estimação Bayesiana 
empírica  
Os efeitos aleatórios reflectem os “desvios” ao valor esperado da população iX β  na 
evolução do i-ésimo grupo ou indivíduo e, em muitas circunstâncias, torna-se necessário 
obter os seus melhores preditores (Pinheiro e Bates, 2000). Esta abordagem só tem 
sentido no contexto do modelo hierárquico ou condicional a ib , em que: 
 
| ( , )i i i i i iN∩ +Y b X β Ζ b Σ , com (0, )i N∩b D  
 
Os ib  são variáveis aleatórias e, embora os seus preditores possam ser obtidos 
através da resolução das equações do modelo misto desenvolvidas por Henderson 
(1975, in Verbeke e Molenberghs, 2000), os métodos Bayesianos são preferíveis. De 
acordo com a abordagem Bayesiana, o valor esperado da distribuição a posteriori é o 
valor predito de ib  dado por: 
[ ] 1
1
ˆ ( ) ( | ) ( ) ( )
( ( )) ( )
T T
i i i i i i i i i i ii
T
i i i i
E f d −
−
= = = + −
= −
∫ ib θ b | Y b b Y b DZ Z DZ Σ Y Χ β
DZ V α Y Χ β
 
A ˆ ib  dá-se o nome de estimador Bayes empírico (EB) ou melhor preditor linear não 
enviesado (BLUP - best linear unbiased predictor). A designação de empírico deve-se 
ao facto de os valores dos efeitos fixos e das componentes da variância serem 
substituídos pelas suas estimativas ML ou REML. Doravante será usada a designação 
EB. 
 
Os preditores ˆ ib  dos efeitos aleatórios são por vezes designados por shrinkage 
estimates (Pinheiro e Bates, 2000). Isto deve-se ao facto de as estimativas dos 
coeficientes individuais do ajustamento com o modelo linear de efeitos mistos serem 
“empurradas” para as estimativas dos efeitos fixos, já que representam um compromisso 
(2.9) 
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entre os coeficientes dos ajustamentos individuais e as estimativas dos efeitos fixos 
associadas à média da população. Devido a esta propriedade de “contracção”, os EB não 
reflectem a heterogeneidade dos dados na sua totalidade mas, por outro lado, ela confere 
uma certa robustez ao padrão de comportamento das u. e.(s) (Pinheiro e Bates, 2000). 
 
A obtenção das várias estimativas e valores preditos quer pelo método ML, quer pelo 
método REML, só é conseguida através de métodos numéricos de optimização. A 
função lme da biblioteca nlme utiliza uma mistura de dois métodos de optimização: o 
método EM (Expected-Maximization) e o método de Newton-Raphson. 
 
No modelo linear de efeitos mistos multinível os estimadores de ML e de REML, 
assim como os EB, obtêm-se recorrendo às mesmas técnicas utilizadas para o modelo 
com apenas um nível de efeitos aleatórios. As observações feitas para o último são 
igualmente válidas (para mais detalhes ver Pinheiro e Bates, 2000). 
 
2.3 Inferência para o Modelo Marginal 
A inferência sobre os parâmetros do modelo linear de efeitos mistos baseia-se nas 
distribuições assintóticas dos estimadores de ML e de REML. Os resultados 
apresentados nesta secção referem-se ao modelo com um nível de efeitos aleatórios, 
sendo igualmente válidos para o modelo multinível. 
 
2.3.1 Distribuições aproximadas 
Sob certas condições de regularidade, geralmente satisfeitas na prática, os 
estimadores de ML e de REML para o modelo linear de efeitos mistos são consistentes 
e assintoticamente normais (Pinheiro, 1994 in Pinheiro e Bates, 2000). A matriz de 
variâncias-covariâncias aproximada dos estimadores de ML e de REML é dada pela 
inversa da matriz de informação de Fisher (Cox e Hinkley, 1974 in Pinheiro e Bates, 
2000), correspondente ao logaritmo da função de verosimilhança e da função de 
verosimilhança restrita, respectivamente. 
Considerando o modelo marginal, o estimador de ML ou de REML de β ,βˆ , 
condicional a α , segue assintoticamente uma distribuição Gaussiana multivariada 
(Pinheiro e Bates, 2000): 
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( )2 1 1ˆ , ( ( ) )T iN σ − −∩β β Χ M α Χ , 
com α  substituído pelo seu estimador de ML ou de REML. Da mesma forma, os 
estimadores de ML e de REML de α  e de σ , seguem assintoticamente uma distribuição 
Gaussiana multivariada 
1ˆ
, ( , )
ˆlog log
N σ
σ σ
−
    
∩     
    
α α
Ι α , 
onde ( , )σΙ α  representa a matriz de informação de Fisher. A utilização de logσ  em vez 
de 2σ  visa uma parametrização não restritiva para a qual a aproximação à distribuição 
Gaussiana tende a ser mais precisa. Os estimadores (ML ou REML) de β , de α  e de 2σ  
são assintoticamente não correlacionados (Pinheiro e Bates, 2000). 
 
A formulação dos testes de hipóteses e a construção dos intervalos de confiança dos 
parâmetros do modelo linear de efeitos mistos é feita com base nas distribuições 
assintóticas. 
 
2.3.2 Teste de razão de verosimilhanças 
A comparação entre vários modelos aninhados diferindo somente na estrutura de 
efeitos fixos é realizada através de testes de razão de verosimilhanças ou TRV 
(Likelihood Ratio Test). A estatística de teste é dada por: 
 
1 0 1 02log( / ) 2(log log )L L L L= −  
 
onde 1L  é a verosimilhança do modelo mais geral, i.e. com mais parâmetros, 0L  a do 
modelo aninhado e 1 0k k−  é a diferença entre o número de parâmetros dos dois 
modelos. A estatística de teste é por isso positiva e a sua distribuição assintótica é, sob a 
hipótese nula de que o modelo mais restrito é adequado, uma distribuição qui-quadrado 
com 1 0k k−  graus de liberdade ( 1 0
2
( )k kχ − ). É de salientar, no entanto, que este teste só é 
valido se os estimadores dos parâmetros fixos dos dois modelos forem estimados pelo 
método ML. Este aspecto deve-se ao facto de o logaritmo da função REML ser alterado 
se as especificações dos efeitos fixos o forem (ver 2.2.2). 
Acresce que o teste de razão de verosimilhanças realizado nestas circunstâncias tende a 
ser anticonservativo, i.e. o valor-p resultante é geralmente inferior ao verdadeiro valor-p 
(2.10) 
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do teste e, à medida que o número de parâmetros removido dos efeitos fixos no modelo 
mais restrito aumenta em comparação com o número total de observações, aumenta 
também a imprecisão dos valores-p resultantes (Pinheiro e Bates, 2000). Por este 
motivo, alguns autores recomendam a utilização dos testes t e testes F condicionais, 
descritos na secção seguinte, para avaliar a significância dos efeitos fixos (Pinheiro e 
Bates, 2000; Bolker et al., 2008).  
 
2.3.3 Teste F condicional e teste t condicional 
Os testes condicionais para a significância de um termo dos efeitos fixos são dados 
por testes F ou testes-t, baseados no estimador REML da variância 2σ  dado por (2.8). O 
vector α  (o vector com todas as componentes da variância em D , ver nota 3) é 
substituído pelo seu estimador ML ou REML e, portanto, o teste condicional tem um 
comportamento aproximado (Pinheiro e Bates, 2000). 
 
Os testes t condicionais avaliam a significância marginal de cada coeficiente dos 
efeitos fixos quando todos os outros efeitos fixos estão presentes no modelo (Pinheiro e 
Bates, 2000). Para testar: 
0 : 0jβΗ =  vs. 1 : 0jβΗ ≠ , 
a estatística de teste do teste-t é dada por: 
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que, sob a hipótese nula, segue uma distribuição aproximada de um t de Student com τ  
graus de liberdade que dependem exclusivamente dos dados. Existem diversos métodos 
para o cálculo do número de graus de liberdade do teste-t (Verbeke e Molenberghs, 
2000). 
 
Os testes F condicionais testam a significância de termos nos efeitos fixos do 
modelo, podendo incluir vários coeficientes. Os termos são testados sequencialmente 
pela ordem com que entram no modelo. A hipótese nula do teste F é: 
0 : 0Η =Lβ  vs. 1 : 0Η ≠Lβ , 
(2.11) 
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em que L  é uma matriz conhecida de dimensão ( )q p×  com característica q  e 0  é o 
vector nulo de dimensão q . A estatística de teste do teste F é dada por: 
 
11
1
1
ˆ ˆ
ˆ( ) ( ) ( )
( )
M
T T T T
i i i
i
F
r
−
−
−
=
  
− −  
   
=
∑β β L L Χ V α Χ L L β β
L
, 
 
onde ( )r L designa a característica da matriz L . Sob a hipótese nula, a estatística segue 
uma distribuição aproximada de um F de Snedecor com ( , )q υ  graus de liberdade. O 
número de graus de liberdade do numerador do teste F é dado por ( )r L , i.e. por q . 
Existem diversos métodos para o cálculo do número de graus de liberdade do 
denominador υ  (Verbeke e Molenberghs, 2000). 
 
2.3.4 Intervalos de confiança 
Os intervalos de confiança aproximados para os efeitos fixos são construídos com 
base nos testes t condicionais descritos na secção anterior.   
Seja jτ  o número de graus de liberdade do denominador no teste t condicional 
correspondente ao j-ésimo efeito fixo baseado em ˆβ , o intervalo de confiança 
aproximado com um nível de confiança (1 )α−  para jβ  é  (Pinheiro e Bates, 2000): 
±jβˆ ( )
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em que ( ,1 )2j
t ατ −  representa o quantil (1 2)α−  da distribuição t de Student com jτ  graus 
de liberdade e REMLσˆ  o estimador REML de σ . 
 
2.3.5 Critérios de informação 
O objectivo da criação dos critérios de informação para modelos construídos com 
base na maximização do logaritmo da verosimilhança foi permitir a respectiva 
comparação. Estes critérios penalizam os modelos com muitos parâmetros pelo que, 
quanto menor for o valor do critério de informação, mais parcimonioso e, portanto, 
melhor é o modelo. Estes critérios são indicados para comparar modelos não aninhados.  
(2.12) 
(2.13) 
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O Critério de Informação Akaike (AIC), proposto por Akaike (1974), é dado por: 
2 log 2ML parAIC L n= − + , 
onde parn  é o número de parâmetros no modelo.  
O Critério de Informação Bayesiana (BIC), proposto por Schwarz (1978), é dado por: 
2 log 2 log( )ML parBIC L n N= − + , 
onde parn  é o número de parâmetros no modelo e N  é o número total de observações 
usadas no modelo ajustado. Se se estiver a trabalhar com a função de máxima 
verosimilhança restrita, log MLL  é substituído por log REMLL . 
Os dois critérios são muito semelhantes, sendo o critério BIC mais sensível ao número 
de parâmetros incluídos no modelo, penalizando o que tem mais parâmetros. 
 
2.4 Inferência para as componentes da variância 
Os efeitos aleatórios permitem modelar/explicar a variabilidade que não é explicada 
pelas covariáveis do modelo. Essa variabilidade é muitas vezes causada pela não 
inclusão de alguma covariável desconhecida ou ainda pela variabilidade existente entre 
os diferentes níveis de agrupamento como, por exemplo, no caso em que se tem blocos 
e parcelas aninhadas nos blocos. Embora o interesse do estudo não recaia sobre estes, 
mas sim sobre o comportamento médio da população, a variabilidade entre os níveis de 
agrupamento deve ser considerada através da introdução de efeitos aleatórios. Assim, é 
de todo o interesse testar a necessidade de incluir algum ou alguns efeito(s) aleatório(s) 
no modelo. A não ser que se opte pela inferência Bayesiana, esta “necessidade” só pode 
ser testada indirectamente através do modelo marginal (Verbeke e Molenberghs, 2000). 
 
2.4.1 Teste de razão de verosimilhanças 
Para um dado β , a comparação de modelos aninhados com diferentes estruturas de 
variâncias-covariâncias dos efeitos aleatórios corresponde a testar a hipótese nula de 
haver q  efeitos aleatórios versus a hipótese alternativa de haver q k+  efeitos aleatórios, 
ou a testar, por exemplo, a hipótese nula de os q  efeitos aleatórios serem independentes 
versus a hipótese alternativa de não serem. Seja qual for a situação, para que a 
(2.14) 
(2.15) 
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comparação de modelos com estrutura de efeitos aleatórios aninhada seja válida, os 
parâmetros do modelo devem ser estimados através do método REML, já que o método 
ML produz estimadores enviesados para as componentes da variância.  
 
O teste de razão de verosimilhanças (ver secção 2.3.2) é o utilizado e uma das 
condições exigidas para que a estatística de teste siga, aproximadamente, uma 
distribuição 2χ  com o número de graus de liberdade igual à diferença entre as 
dimensões dos espaços parâmetro especificados em 1Η  e 0Η , é a de que a hipótese nula 
não esteja na fronteira do espaço parâmetro. De acordo com Stram e Lee (1994), quando 
tal acontece, a distribuição assintótica do teste de razão de verosimilhanças é uma 
mistura de 2χ . No caso em que se testa a hipótese de existência de q  efeitos aleatórios 
versus a hipótese alternativa de existirem 1+q  efeitos aleatórios, tem-se uma mistura 
22
1 5.05.0 qq χχ ++  (para mais detalhes ver Verbeke e Molenberghs, 2000). No entanto, 
segundo Pinheiro e Bates (2000), este ajustamento nem sempre é bem sucedido, pelo 
que os autores aconselham a utilização naive da distribuição aproximada de um 2χ , 
com os graus de liberdade dados pela diferença entre os parâmetros estimados no 
modelo especificado nas hipóteses alternativa e nula, respectivamente. Esta solução é a 
que está implementada na biblioteca nlme. Não obstante, deve ter-se em conta que o 
valor-p calculado desta forma é conservativo, isto é, é maior do que o verdadeiro valor-
p (Pinheiro e Bates, 2000). 
 
2.4.2 Intervalos de confiança 
À semelhança do que acontece para os efeitos fixos (ver secção 2.3.4), os intervalos 
de confiança aproximados para as componentes da matriz de variâncias-covariâncias 
são construídos à custa da distribuição aproximada dos estimadores de ML e de REML 
e dos testes t condicionais descritos na secção 2.3.3 (Pinheiro e Bates, 2000). 
No entanto, os desvios-padrão e a correlação dos efeitos aleatórios são estimados com 
menor precisão do que os dos efeitos fixos e o desvio-padrão dentro dos grupos. O 
aumento da precisão na estimação dos primeiros só é possível com o aumento do 
número de grupos estudados, e.g. blocos, indivíduos ou parcelas (Pinheiro e Bates, 
2000). 
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2.4.3 Modelação da matriz de covariância dos efeitos aleatórios 
Tal como referido na secção 2.4.1, podem igualmente testar-se diferentes estruturas 
para a matriz de variâncias-covariâncias D  dos efeitos aleatórios. À partida, assume-se 
que esta matriz é definida positiva não estruturada pelo que, no caso em que se tem dois 
efeitos aleatórios, D  é dada por: 
11 12
21 22
d d
d d
 
=  
 
D  
No entanto, muitas vezes há interesse em restringir D  e considerar uma estrutura 
para a matriz de covariância dos efeitos aleatórios com menos parâmetros. Se a 
correlação entre os efeitos aleatórios for suficientemente pequena, ou se o 0  pertencer à 
estimativa do intervalo de confiança para a covariância entre eles, pode-se assumir que 
os efeitos aleatórios são independentes. Nesse caso, a estrutura da matriz mais indicada 
seria a diagonal:  
2
01
2
02
0
0
σ
σ
 
 
 
D =  
Se, além de independentes, se considerar que os efeitos aleatórios têm a igual variância, 
a matriz correspondente é a identidade ou escalar: 
0
0
a
a
 
=  
 
D , em que 0a >  
Várias outras estruturas podem ser consideradas (e.g. simetria composta) e a 
biblioteca nlme permite definir diferentes estruturas para a matriz D  através das classes 
pdMat (Tabela 2.1). Deste modo, é possível obter vários modelos com diferentes 
estruturas para a matriz de covariância dos efeitos aleatórios. 
 
Tabela 2.1 Classes pdMat de matrizes de variâncias-covariâncias dos efeitos aleatórios da 
biblioteca nlme. 
Construtor Descrição da classe 
pdBlocked diagonal-bloco 
pdComp-Symm estrutura de simetria composta 
pdDiag diagonal 
pdIdent identidade 
pdSymm definida positiva geral 
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O TRV (ver secção 2.4.1) pode então ser usado para comparar modelos com a mesma 
parte fixa mas cujas diferentes estruturas das matrizes de variâncias-covariâncias se 
encontram aninhadas. Nos casos em que essas estruturas não se encontrem aninhadas 
devem utilizar-se os critérios AIC ou BIC (secção 2.3.5).  
 
2.5 Inferência para os Efeitos aleatórios 
Embora geralmente o interesse principal da análise resida na inferência sobre os 
parâmetros do modelo marginal (β  e componentes da variância em D  e em iΣ ), em 
alguns casos tem interesse fazer inferência sobre os ˆ ( )ib θ  (ver 2.2.3). Essa inferência 
tem em conta a variabilidade de ib  e é geralmente baseada em:  
ˆ ˆvar( ( ) ) var( ( ))i i i− = −b θ b D b θ , 
com 
1
1 1 1 1
1
ˆvar( ( ))
M
T T T
i i i i i i i i i i i
i
−
− − − −
=
   
= −  
   
∑b θ DΖ V V Χ Χ V Χ Χ V Ζ D  
À semelhança dos efeitos fixos, essa inferência é baseada em testes-t e testes-F 
aproximados, com processos semelhantes de estimação do número de graus de liberdade 
(Verbeke e Molenberghs, 2000). 
 
2.6 Validação do modelo 
A avaliação da qualidade do ajustamento do modelo pode ser feita através da 
comparação dos dados observados com o modelo ajustado, no sentido de verificar se 
este é adequado. Essa avaliação pode ser feita através de métodos gráficos, sobrepondo 
a resposta média em função da covariável principal (e.g. o tempo) às respostas médias 
para cada combinação covariável/tratamento. 
 
No entanto, para que se possa fazer inferência sobre o modelo linear de efeitos 
mistos, é necessário verificar primeiro se os pressupostos relativos às distribuições 
assumidas são válidos. Esta verificação é habitualmente feita através da análise de 
gráficos de diagnóstico com base nos resíduos, nos valores ajustados pelo modelo e nos 
valores preditos para os efeitos aleatórios. Os testes de hipóteses são uma alternativa 
(2.16) 
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possível para a verificação dos pressupostos mas, uma vez que costumam corroborar os 
resultados da análise gráfica, esta última é frequentemente preferida.  
 
2.6.1 Condições impostas aos efeitos aleatórios 
Os pressupostos do modelo linear de efeitos mistos assumem que os efeitos 
aleatórios são independentes para os diferentes grupos e que seguem uma distribuição 
Gaussiana de valor médio nulo e matriz de variâncias-covariâncias D  não dependente 
do grupo.  
 
A verificação destas hipóteses é feita com base nos EB (ver 2.2.3). Não obstante, 
mesmo que o modelo linear de efeitos mistos esteja correctamente especificado, os EB, 
ˆ
ib , têm todos distribuições diferentes, a menos que as matrizes iΧ  e iΖ  sejam as 
mesmas. Este facto levanta a questão da interpretabilidade dos gráficos habitualmente 
utilizados, nomeadamente, o papel de probabilidades da Normal e os histogramas e 
gráficos dos efeitos aleatórios. Por este motivo, Gruttola et al. (1991) propõem a 
padronização das estimativas dos EB antes da verificação do pressuposto da 
normalidade. Por outro lado, devido à propriedade de “contracção” (ver 2.2.3) os EB 
não reflectem na totalidade a heterogeneidade dos dados, pelo que o histograma das 
estimativas dos EB pode não ser adequado para detectar desvios à distribuição 
assumida. 
Verbeke e Molenberghs (2000) fazem ainda notar que, se o interesse for somente a 
inferência para o modelo marginal, especialmente se o interesse recair sobre os efeitos 
fixos, se obtêm inferências válidas mesmo que tenha sido assumida incorrectamente a 
hipótese de uma distribuição Gaussiana para os efeitos aleatórios. 
 
2.6.2 Condições impostas aos erros aleatórios 
Outras das condições impostas dizem respeito aos erros aleatórios dentro dos grupos, 
e.g. blocos, parcelas ou indivíduos. Os erros devem ser independentes e identicamente 
distribuídos com distribuição Gaussiana de valor médio nulo e variância constante 2σ . 
Além disso, devem ser independentes dos efeitos aleatórios.  
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A verificação destes pressupostos baseia-se, de uma forma geral, na análise gráfica dos 
resíduos dentro do grupo. Os resíduos consistem, na prática, na diferença entre a 
resposta observada e o respectivo valor ajustado pelo modelo dentro de cada grupo. Os 
resíduos dentro do grupo, condicionais às componentes da matriz de variâncias-
covariâncias dos efeitos aleatórios, são na verdade as estimativas dos EB (os BLUPs ou 
melhores preditores lineares não enviesados) dos erros dentro do grupo ie , já que as 
componentes da matriz de variâncias-covariâncias têm de ser substituídas pelas 
respectivas estimativas. Não obstante, fornecem geralmente uma boa estimativa dos 
erros dentro do grupo, pelo que são usados para validar os pressupostos impostos aos 
erros aleatórios (Pinheiro e Bates, 2000). São ainda utilizados os valores ajustados 
dentro do grupo, os valores observados e quaisquer covariáveis de interesse.  
 
Os gráficos mais utilizados para validar as condições impostas aos erros aleatórios 
incluem as caixas de bigodes dos resíduos por grupo e os gráficos de dispersão dos 
resíduos padronizados versus os valores ajustados e versus as covariáveis de interesse. 
Também os gráficos dos valores observados versus os valores estimados, da função de 
autocorrelação e/ou variograma e o papel de probabilidades para os resíduos são 
habitualmente utilizados. Os tipos de resíduos utilizados incluem resíduos correntes 
(raw residuals), resíduos padronizados (ou de Pearson) e ainda resíduos normalizados, 
disponíveis na biblioteca nlme. 
 
A violação dos pressupostos da homocedasticidade e/ou independência dos erros 
aleatórios será abordada no Capítulo 3.  
 
2.7 Selecção do modelo 
O ajustamento do modelo linear de efeitos mistos a dados longitudinais em particular 
requer uma sequência de passos, cada um contendo metodologias específicas, que 
constitui o protocolo de ajustamento. Não obstante ligeiras diferenças na sequência da 
análise proposta por diferentes autores (e.g. West et al., 2007, Zuur et al., 2009), o 
protocolo seguido no presente trabalho é o proposto por Pinheiro e Bates (2000), que 
pode ser resumido em quatro fases principais, descritas em seguida.  
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2.7.1 Análise exploratória 
O primeiro passo da análise consiste na análise exploratória gráfica dos dados através 
de um ajustamento smooth como, por exemplo, o Lowess ou Robust Locally Weighted 
Regression, disponível na biblioteca lattice (Sarkar, 2010), com base no qual se 
identifica a estrutura para a parte fixa do modelo. Nesta fase devem ser incluídas todas 
as variáveis explicativas possíveis e respectivas interacções que mostrem ser pertinentes 
no contexto da experiência base (Zuur et al., 2009).  
  
É ainda nesta fase que se procede à inclusão dos efeitos aleatórios que se consideram 
adequados ao modelo. Devem incluir-se efeitos aleatórios nos parâmetros em relação 
aos quais haja grande variabilidade de grupo para grupo e para o averiguar são ajustados 
modelos lineares separados para cada grupo (indivíduo ou parcela). Em seguida, é 
analisada a variabilidade dos parâmetros do modelo dentro dos grupos para se decidir 
quais se devem considerar aleatórios. Na biblioteca nlme os ajustamentos individuais 
são obtidos com a função lmList. 
 
Obtém-se assim a estrutura base a partir da qual se passa à selecção do melhor modelo 
usando a teoria apresentada nas secções anteriores. 
 
2.7.2 Selecção dos efeitos fixos 
A modelação da estrutura de efeitos fixos é realizada ajustando sequencialmente uma 
série de modelos, começando pelo modelo com a estrutura fixa e aleatória obtida após a 
análise exploratória. Ao longo desta selecção a parte aleatória é mantida, procedendo-se 
exclusivamente a alterações na parte fixa. Duas abordagens são possíveis: (i) na 
primeira, utiliza-se o método ML para estimar os parâmetros e utiliza-se o TRV (secção 
2.3.2) para testar a significância dos diferentes modelos encaixados. Caso os modelos 
não sejam encaixados, devem usar-se os critérios de informação AIC ou BIC (secção 
2.3.5); (ii) na segunda abordagem, é usado o método REML e testa-se a significância 
conjunta de termos fixos no modelo (podendo incluir vários coeficientes) através de 
testes-F condicionais (secção 2.3.3). Em qualquer um dos casos, os termos candidatos a 
serem considerados nulos são os que apresentam valores-p não significativos obtidos 
com base nos testes-t condicionais (secção 2.3.3) (Pinheiro e Bates, 2000).  
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2.7.3 Selecção dos efeitos aleatórios 
Terminada a selecção da parte fixa do modelo, o modelo escolhido é novamente 
ajustado pelo método REML (caso não tenha sido este o usado em 2.7.2) e inicia-se a 
selecção dos efeitos aleatórios. Neste passo averigua-se a necessidade de manter no 
modelo os efeitos aleatórios considerados na análise exploratória. A selecção é feita 
com base no TRV (secção 2.4.1) caso os modelos estejam aninhados, ou através dos 
critérios de informação AIC ou BIC para os modelos não aninhados. A magnitude da 
variabilidade dos efeitos aleatórios é um bom indicador de quais os candidatos a “sair” 
do modelo. Uma vez escolhidos os efeitos aleatórios, segue-se a modelação da estrutura 
da matriz de variâncias-covariâncias, usando-se o mesmo processo de inferência. Esta 
fase consiste no ajustamento de modelos com diferentes estruturas de covariância que 
são depois comparados no sentido de seleccionar o melhor. 
 
2.7.4 Verificação dos pressupostos 
À semelhança do procedimento habitual para qualquer modelo, segue-se a 
verificação dos pressupostos assumidos recorrendo às técnicas descritas em 2.6. A não 
verificação da hipótese de homocedasticidade e a existência de uma correlação entre as 
observações efectuadas para o mesmo grupo são as duas violações mais frequentes. Se 
for esse o caso, procede-se então à modelação da heterocedasticidade e/ou da 
dependência entre observações, abordada no Capítulo 3. 
 
Embora a sequência de passos descrita seja a seguida no presente trabalho, é de 
referir a existência de outras abordagens, onde é feita primeiro a modelação dos efeitos 
aleatórios para o modelo base e só depois a dos efeitos fixos (West et al., 2007, Zuur et 
al., 2009). 
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Capítulo 3 
 
3. Modelação da Heterocedasticidade e da Dependência 
O modelo linear de efeitos mistos tal como foi descrito no Capítulo 2 impõe 
condições exigentes à estrutura de erros aleatórios para um nível de efeitos aleatórios, 
IΣ 2σ=i , e para dois níveis de efeitos aleatórios, IΣ 2σ=ij , que não se verificam em 
muitos conjuntos de dados. Nos dados longitudinais, em particular, as medições ou 
observações realizadas sobre o mesmo grupo (e.g. indivíduo) estão geralmente 
correlacionadas, pelo que a utilização do modelo descrito no Capítulo anterior fica, 
nestes casos, comprometida. Contudo, é possível relaxar estas condições adoptando o 
modelo linear de efeitos mistos mais geral que permite a modelação da estrutura de 
variâncias-covariâncias dos erros aleatórios.  
 
No caso do modelo com um nível de efeitos aleatórios, este continua a ser expresso na 
forma apresentada na secção 2.1, isto é 
 i i i i i= + +Y Χ β Ζ b e ,   
mas com a generalização 
 
2(0, )i iN σ∩e Λ , com 1,...,i M=  
onde iΛ  é uma matriz definida positiva parametrizada por um conjunto, geralmente 
reduzido, de parâmetros λ  fixos (Pinheiro e Bates, 2000). 
 
No caso do modelo com dois níveis de efeitos aleatórios tem-se, do mesmo modo: 
,ij ij i j i ij ij ij= + + +Y Χ β Ζ b Ζ b e , 
com a generalização 
                  
2(0, )ij ijN σ∩e Λ , com  1,...,i M= e 1,..., ij M=  
onde ijΛ  é uma matriz definida positiva parametrizada por um vector λ  fixo (Pinheiro e 
Bates, 2000). 
 
A possibilidade de relaxar as condições impostas aos erros aleatórios permitindo a 
heterocedasticidade e/ou correlação entre os mesmos, veio a alargar o já vasto campo de 
(3.1) 
(3.2) 
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aplicação dos modelos lineares de efeitos mistos. A grande utilidade e o sucesso destes 
modelos prendem-se pois com a possibilidade de estender a sua aplicação também a 
dados com estas características, em particular, a dados longitudinais.  
 
Nas secções seguintes considerar-se-á apenas o modelo com um nível de efeitos 
aleatórios, sendo a generalização para mais de um nível geralmente simples (Pinheiro e 
Bates, 2000), e a utilizada para a análise de dados descrita no Capítulo 4.  
 
3.1 Decomposição da matriz de variâncias-covariâncias 
A matriz iΛ  considerada na expressão (3.1) é definida positiva e admite raiz 
quadrada invertível, sendo possível reparametrizar o modelo de forma a obter um *iY  tal 
que: 
* * * *
i i i i i= + +Y Χ β Ζ b e ,   
com 
 (0, )i N∩b D  e * 2(0, )i N σ∩e Ι , com 1,...,i M= , 
e cuja função de verosimilhança segue a do modelo básico (Pinheiro e Bates, 2000).  
 
As matrizes iΛ  podem ser decompostas num produto de matrizes mais simples que 
representam a estrutura de variância e a estrutura de correlação:  
i i i i=Λ WC W , 
onde iW   é a matriz de variância e iC  é a matriz de correlação para os erros dentro do 
mesmo grupo. Em termos gerais, as matrizes iW  e iC  são dadas por: 
11
22
00
00
0 0 jj
i
i
i
i
W
W
W
 
 
 
=
 
 
  
W


 

 e 
12 1
21 2
1 2
1
1
1
k
k
j j
i i
i i
i
i i
C C
C C
C C
 
 
 
=  
 
  
C


   

 
 
A matriz iW  é diagonal com todos os elementos positivos e iC  é uma matriz de 
correlação definida positiva com todos os elementos da diagonal principal iguais a 1, 
sendo que: 
[ ]22( )ij i ijVar e σ= W  e [ ]( , )ij jk i jkCorr e e = C  
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Deste modo, as matrizes podem ser tratadas independentemente, possibilitando a 
modelação da heterocedasticidade através da utilização de diferentes funções variância 
para representar iW  (secção 3.2) e da dependência, assumindo diferentes estruturas de 
correlação para iC  (secção 3.3). 
 
3.2 Modelação da Heterocedasticidade 
O modelo linear de efeitos mistos permite a utilização de diferentes funções 
variância para modelar a estrutura de variância dos erros dentro do grupo (e.g. intra-
parcelas). Estas funções acomodam a heterocedasticidade dos erros aleatórios dando 
menor peso às observações com grande variância. A função variância pode ser definida 
como (Pinheiro e Bates, 2000): 
2 2( | ) g ( , , )ij i ij ijVar e σ µ=b υ δ , com 1,...,i M= ; 1,..., ij n=  
onde [ | ]ij ij iyµ = Ε b ; ijυ  é o vector de covariáveis da variância; δ  é o vector dos 
parâmetros da variância; g(.)  é a função variância, contínua em δ . 
Esta formulação da função de variância é muito flexível e intuitiva, porque permite 
que a variância dentro do grupo dependa dos efeitos fixos β  e dos efeitos aleatórios ib , 
através dos valores esperados ijµ , embora origine algumas dificuldades teóricas e 
computacionais (Pinheiro e Bates, 2000). O modelo aproximado para a variância onde 
os valores esperados ijµ  são substituídos pelos BLUPs, ˆijµ , é dado por (Pinheiro e 
Bates, 2000):  
2 2
ˆvar( ) ( , , )ij ij ije gσ µ≈ δ υ , 
onde δ  é o vector dos parâmetros e ijυ  os vectores de covariáveis da função variância.  
 
3.2.1 Funções variância 
As funções variância permitem modelar a heterocedasticidade dos erros aleatórios 
em casos em que, por exemplo, se verifica uma variância diferente para cada grupo ou 
em que a variância cresce ou decresce com determinada covariável (e.g. tempo). Além 
disso, estas funções podem resultar da combinação de várias funções variância 
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individuais através da respectiva multiplicação (Pinheiro e Bates, 2000). As várias 
funções variância disponíveis na biblioteca nlme do R são apresentadas na Tabela 3.1. 
 
Tabela 3.1. Classes de funções variância varFunc da biblioteca nlme do R. 
Construtor Descrição da classe Variância 
varFixed Variância fixa 2( )ij ijVar e σ= ×υ  
varIdent Variância constante (por grupo) 2 2( )
ijij SVar e σ= δ  
varPower Potência de uma covariável 2 2( ) | |ij ijVar e σ= δυ  
varExp Exponencial de uma covariável 2( ) exp(2 )ij ijVar e σ= δυ  
varConstPower Constante + Potência de uma covariável 22 21( ) ( | | )ij ijVar e σ= + δδ υ   * 
varComb Combinações de funções variância 2 21, 2( ) exp(2 )ijij S ijVar e σ= δ δ υ  
ijυ - covariável; s  – variável de estratificação; * - 1 0>δ . 
 
Na selecção do modelo que melhor se ajusta aos dados, o TRV (ver secção 2.4.1) é 
usado para comparar o modelo que assume a homocedasticidade com qualquer um dos 
modelos que incorporam a heterocedasticidade, já que estão aninhados. As hipóteses em 
teste são 0 : 0Η =δ  vs. 1 : 0Η ≠δ . O mesmo acontece se duas estruturas de 
heterocedasticidade aninhadas são comparadas, como por exemplo: 0 : var PowerΗ  
versus 1 : var ConstPowerΗ . Quando a comparação é feita entre duas estruturas não 
aninhadas são utilizados os critérios de informação AIC e BIC (secção 2.3.5).  
 
3.3 Modelação da Dependência 
Embora historicamente as estruturas de correlação tenham sido desenvolvidas para 
dados envolvendo séries temporais e dados espaciais, no contexto do modelo linear de 
efeitos mistos, são usadas para modelar a dependência entre os erros aleatórios ije  
dentro do grupo. Neste caso, assume-se que as estruturas de correlação são isotrópicas 
(Cressie, 1993 in Pinheiro e Bates, 2000), isto é, que a correlação entre dois erros ije  e 
ije ′  depende dos vectores ijp  e ij′p  apenas através da distância entre eles ( , )ij ijd ′p p , e 
não dos valores particulares que assumem (Pinheiro e Bates, 2000). A expressão geral 
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para a estrutura de correlação dentro do grupo pode ser escrita na forma (Pinheiro e 
Bates, 2000): 
( , ) h ( , ),ij ij ij ijcor e e d′ ′ =  p p ρ  com 1,...,i M=  e , 1,..., ij j n′ = , 
onde ρ  é um vector de parâmetros de correlação e h(.)  é uma função de correlação que 
assume valores entre -1 e 1, contínua em ρ e tal que h(0, ) 1=ρ  (Pinheiro e Bates, 2000). 
Desta forma, quanto mais próximos (no espaço ou no tempo) estiverem dois erros 
aleatórios, maior a sua dependência. 
 
3.3.1 Estruturas de correlação serial 
As estruturas de correlação serial são utilizadas para modelar a dependência em 
dados de séries temporais, isto é, com observações feitas sequencialmente ao longo do 
tempo. Simplificando o pressuposto de isotropia, o modelo geral de correlação serial é 
dado por: 
( )( , ) ,ij ij ij ijcor e e h p p′ ′= − ρ , 
onde a função de correlação (.)h  é designada por função de autocorrelação. A função de 
autocorrelação empírica, que consiste numa estimativa não paramétrica da função de 
autocorrelação (Box et al., 1994), é bastante útil para verificar a correlação serial em 
dados de séries temporais. A autocorrelação empírica no espaçamento (lag) l  é definida 
por: 
1
( )
1 1
2
1 1
( )
ˆ ( )
(0)
i
i
nM
ij i j l
i j
nM
ij
i j
r r N l
l
r N
ρ
−
+
= =
= =
=
∑∑
∑∑
, 
onde ( )N l  representa o número de pares de resíduos utilizados no somatório do 
numerador da função e ijr  representa os resíduos estandardizados do modelo ajustado.  
As estruturas de correlação serial mais frequentes são:  
 
(i) Geral  
Cada correlação entre as observações é dada por um parâmetro diferente, 
correspondendo à função de correlação:  
( , ) kh k ρ ρ= e 1,2,...k =  
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Como o número de parâmetros aumenta quadraticamente com o número máximo de 
observações dentro do grupo, esta estrutura conduz frequentemente a modelos 
sobreparametrizados, sendo útil apenas quando existem poucas observações por grupo. 
 
(ii) Simetria composta  
Nesta estrutura assume-se uma correlação igual entre todos os erros aleatórios 
pertencentes ao mesmo grupo. O modelo de correlação correspondente é dado por:  
( , )ij ijcor e e ρ′ = , j j′∀ ≠ com ( , )h k ρ ρ=  e 1,2,...k =  
onde o único parâmetro de correlação ρ  é designado por coeficiente de correlação 
intraclasse.  
 
(iii) Autoregressiva – médias móveis  
Esta família de estruturas de correlação inclui diferentes classes de modelos lineares 
estacionários. Neste modelos, assume-se que as observações são feitas em intervalos de 
tempo inteiros e que a distância (lag) entre duas observações te  e se é dada por t s− , 
pelo que o lag 1 se refere a observações feitas com uma unidade de distância, e assim 
sucessivamente.  
 
Os modelos autoregressivos expressam uma determinada observação como uma 
função linear das observações anteriores acrescentada de um ruído homocedástico ou 
ruído branco ta , que se assume ter valor médio nulo e ser independente entre 
observações. O número de observações anteriores incluído no modelo linear – p  –, é 
designado por ordem do modelo autoregressivo ( )AR p . Deste modo, existem p  
parâmetros de autocorrelação num modelo ( )AR p  dados por ( )1,..., pφ φ φ= . Dentro 
destes modelos, o modelo autoregressivo de ordem 1 (1)AR  é o mais simples e um 
dos mais utilizados (Pinheiro e Bates, 2000). Neste modelo, os resíduos no tempo t  são 
modelados como uma função dos resíduos no tempo 1t − , juntamente com ruído, ou 
seja: 
1t t te e aφ −= + , 1φ <  
A respectiva função de correlação decresce exponencialmente, em valor absoluto, com 
o espaçamento (lag) e é dada por: 
( , ) kh k φ φ= , 0,1,...k = , 
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O modelo (1)AR  é uma das poucas estruturas de correlação serial que pode ser 
generalizada para tempo contínuo, sendo então designado por modelo autoregressivo 
para tempo contínuo (1)CAR . A função de correlação é dada por: 
( , ) sh s φ φ= , 0s ≥ , 0φ ≥  
 
Os modelos de correlação de médias móveis assumem que determinada observação 
é uma função linear de termos de ruído branco, isto, é, 
1 1 ...t t q t q te a a aθ θ− −= + + +  
O número de termos de ruído incluídos no modelo linear – q  –, é a ordem do modelo 
( )MA q  de médias móveis, que tem q  parâmetros de correlação dados por 
( )1,..., qθ θ θ= . A função de correlação para um modelo ( )MA q  é dada por: 
1 1
2 2
1
...
,( , ) 1 ...
0
k k q k q
kh k
θ θ θ θ θ
θ θ θ
− −
+ + +

= + + +


1,...,
1, 2,...
k q
k q q
=
= + +
 
As observações separadas por mais do que q  unidades de tempo não são 
correlacionadas, uma vez que não partilham qualquer termo de ruído ta . 
 
Os modelos com mistura de autoregressivo e média móvel – os ( , )ARMA p q  –, são 
obtidos, como o nome indica, pela combinação dos anteriores, de forma que: 
1 1
p q
t i t i j t j t
i j
e e a aφ θ
− −
= =
= + +∑ ∑  
Estes modelos têm p q+  parâmetros de correlação, que correspondem à combinação 
dos p  parâmetros autoregressivos ( )1,..., pφ φ φ=  e dos q  parâmetros de médias móveis 
( )1,..., qθ θ θ= . É de salientar no entanto que, como os parâmetros de correlação são 
estimados a partir dos dados, assumir valores para p  ou q  superiores a 2 ou 3, origina 
frequentemente problemas de convergência dos algoritmos (Zuur et al., 2009).  
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Na Tabela 3.2 é apresentado o resumo de algumas das estruturas de correlação serial 
mais utilizadas. 
 
Tabela 3.2. Estruturas de correlação serial mais comuns. 
Estrutura Função de Correlação 
Geral ( , ) kh k ρ ρ=  e 1,2,...k =  
Simetria composta ( , )h k ρ ρ=  e 1,2,...k =  
Autoregressivo de ordem 1 
1t t te e aφ −= + , 1φ <  
sendo ( , ) kh k φ φ=  e 0,1,...k =  
Autoregressivo para tempo 
contínuo 
1t t te e aφ −= + , 1φ <  
sendo ( , ) sh s φ φ=  com 0s ≥ , 0φ ≥  
Médias móveis 1 1 ...t t q t q te a a aθ θ− −= + + + ,  
sendo 
1 1
2 2
1
...
,( , ) 1 ...
0
k k q k q
kh k
θ θ θ θ θ
θ θ θ
− −
+ + +

= + + +


1,...,
1, 2,...
k q
k q q
=
= + +
 
 
3.3.2 Estruturas de correlação espacial 
As estruturas de correlação espacial foram originalmente desenvolvidas para modelar 
a dependência em dados associados a vectores de posição bidimensionais, tais como 
dados geoestatísticos, dados reticulados ou padrões pontuais. No entanto, a propriedade 
de isotropia permite a sua generalização para outros casos, podendo ser utilizados em 
séries temporais (Diggle et al., 1994; Pinheiro e Bates, 2000). 
As estruturas de correlação espaciais isotrópicas podem apoiar-se em qualquer distância 
métrica. A mais comum é a distância euclidiana, embora a distância de Manhattan ou a 
distância máxima sejam também frequentemente utilizadas. A distância euclidiana é 
dada por: 
2
1
( , ) ( )
r
E x y i i
i
d e e x y
=
= −∑  
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As estruturas de correlação espacial aplicam-se a dados onde as observações têm 
espaçamento irregular entre si (no tempo ou no espaço), e o princípio geral assumido é o 
de que observações mais próximas devem estar mais correlacionadas entre si do que 
outras mais longínquas. A forma de representação habitual das estruturas de correlação 
espacial isotrópica é o semivariograma (ou variograma) (Cressie, 1993 in Pinheiro e 
Bates, 2000), definido por: 
21 1( , ), var( )
2 2x y x y x y
d e e e e E e eγ λ   = − = −     
Um valor reduzido para ( , )x ye eγ  revela dependência entre observações enquanto que 
valores superiores indicam independência. No semivariograma as distâncias entre 
observações são representadas no eixo das abcissas e, no eixo das ordenadas, figuram os 
valores estimados do variograma (Figura 3.1). O patamar é o valor do variograma 
correspondente ao seu alcance, i.e. à distância entre observações a partir da qual já não 
existe dependência espacial (Figura 3.1).  
 
Figura 3.1. Semivariograma correspondente ao modelo exponencial (Cabral, 2007). 
 
Nestes gráficos, se junto à origem houver pouca variabilidade, isso provoca alguma 
descontinuidade em (.)γ , ou seja, nos valores assumidos por y  quando a distância 
tende para zero. Para contornar esta questão é por vezes considerado o efeito de pepita 
0c  (Figura 3.1), impondo-se que 0( , )s cγ ρ →  quando 0s → , com 00 1c< < . Em 
termos de função de correlação, o efeito de pepita traduz-se em: 
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0( , ) 1h s cρ → −  quando 0s →  
O estimador clássico do semivariograma é (Matheron, 1962 in Pinheiro e Bates, 2000): 
( )2
1 ( , )
1
ˆ( )
2 ( )
ij ij
M
ij ij
i d p p s
s r r
N s
γ
′
′
= =
= −∑ ∑  
onde ( )N s  é o número de pares de resíduos com distância s  entre si. Como o estimador 
ˆ( )sγ  utiliza os quadrados das diferenças entre pares de resíduos, pode ser bastante 
sensível a outliers, pelo que Cressie e Hawkins (1980, in Pinheiro e Bates, 2000) 
desenvolveram um estimador robusto dado por: 
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 
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∑ ∑
, 
onde o termo do denominador é incluído para assegurar o não enviesamento (Cabral, 
2007). Existem diferentes estruturas de correlação espacial, que implicam formulações 
matemáticas distintas para a função (.)h . Na Tabela 3.3 apresentam-se alguns modelos 
de variogramas isotrópicos (Pinheiro e Bates, 2000). 
 
Tabela 3.3. Modelos de variograma isotrópicos para estruturas de correlação espaciais. 
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As funções de correlação para estruturas como as da Tabela 3.3 podem obter-se usando 
a relação ).,(1),( ργρ ssh −=  A s dá-se o nome de distância (range) e a ρ  amplitude. 
A estrutura de correlação exponencial dada por ( ) /, 1 expss ργ ρ = −  é, no caso 
univariado, equivalente a uma estrutura autoregressiva de ordem 1 para tempo contínuo, 
isto é, (1)CAR , bastando para tal definir (Pinheiro e Bates, 2000): 
exp( 1 )φ ρ= −  já que, em (1)CAR , ( , ) sh s φ φ= , 0s ≥ , 0φ ≥  
 
Na Figura 3.2 estão representados os gráficos dos semivariogramas versus a distância.  
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Figura 3.2. Gráficos de variogramas vs distância para correlações espaciais isotrópicas. Efeito 
de pepita = 0.1. 
 
Na biblioteca nlme está implementado um conjunto de classes de estruturas de 
correlação, as corStruct, que incluem as estruturas seriais e espaciais descritas. Estas 
permitem especificar modelos com diferentes estruturas dentro do grupo, quer para 
séries temporais, quer para dados espaciais (Tabela 3.4). 
 
Para comparar o modelo que assume independência dos erros aleatórios com 
qualquer um dos modelos que incorporam a dependência, ou modelos com estruturas de 
correlação aninhadas, é utilizado o TRV (ver secção 2.4.1). Quando a comparação é 
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feita entre duas estruturas não aninhadas são utilizados os critérios de informação AIC e 
BIC (secção 2.3.5).  
 
Tabela 3.4. Classes de estruturas de correlação corStruct da biblioteca nlme do R. Tipo: S –
seriais; E – espaciais. 
Construtor Descrição da classe Tipo 
corCompSymm Simetria composta S 
corSymm Geral S 
corAR1 Autoregressivo de ordem 1 S 
corCAR1 AR(1) tempo contínuo S 
corARMA Médias móveis S 
corExp Exponencial E 
corGaus Gaussiana E 
corLin Linear E 
corRatio Racional quadrático E 
corSpher Esférico E 
 
Uma vez modelada a matriz de variâncias-covariâncias dos erros aleatórios, procede-se 
novamente à verificação dos pressupostos para o novo modelo recorrendo às técnicas 
descritas em 2.6.  
 
3.4 Protocolo de análise 
Tendo em conta as metodologias descritas nos Capítulos 2 e 3, o protocolo de análise 
para dados longitudinais pode ser resumido nos seguintes passos: 
 
1. Análise exploratória.  
1.1 Representação gráfica dos dados; 
1.2 Identificação da estrutura fixa do modelo com recurso a técnicas de smooth.  
2. Escolha das componentes aleatórias através do ajustamento individual do modelo 
fixo sugerido em 1.2., usando a função lmList. 
3. Selecção dos efeitos fixos. De acordo com diferentes autores, há duas abordagens 
possíveis:   
3.1 Utilização do método ML para estimar os parâmetros e recurso ao TRV para 
testar a significância dos diferentes modelos encaixados. Caso os modelos não 
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sejam encaixados, devem usar-se os critérios AIC ou BIC (e.g. Fitzmaurice et 
al., 2008). Esta será a abordagem adoptada no presente trabalho. 
3.2 Utilização do método REML para estimar os parâmetros e recurso a testes-F 
condicionais para testar a significância conjunta dos termos fixos no modelo 
(e.g. Pinheiro e Bates, 2000). 
4. Selecção dos efeitos aleatórios utilizando o método REML. 
4.1 Teste à possibilidade de redução do número de efeitos aleatórios usando o TRV 
para modelos encaixados, ou os critérios AIC e BIC quando os modelos não se 
encontram encaixados;  
4.2  Modelação da estrutura da matriz de variâncias-covariâncias dos efeitos 
aleatórios, caso exista mais do que um efeito aleatório; 
5.  Avaliação da qualidade do ajustamento, no sentido de averiguar a necessidade de 
modelar a matriz de variâncias-covariâncias dos erros aleatórios;  
6.  Modelação da heterocedasticidade e da dependência:  
6.1 A heterocedasticidade é modelada através do ajustamento de diferentes 
estruturas da classe varFunc à matriz iW  dos erros aleatórios; 
6.2  A dependência é modelada através do ajustamento de diferentes estruturas da 
classe corStruct à matriz iC  dos erros aleatórios. 
7. Verificação da qualidade do ajustamento. 
 
A Figura 3.3 mostra uma representação esquemática dos vários passos do protocolo de 
análise.  
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1. Análise Exploratória
Representação gráfica e identificação
da estrutura fixa do modelo com 
técnicas de smooth
3. Selecção dos efeitos fixos
Método ML e TRV, AIC ou BIC
4. Selecção dos efeitos aleatórios
Teste à pertinência dos efeitos
aleatórios e modelação da matriz var-
covar dos efeitos aleatórios
5. Qualidade do 
Ajustamento
Verificação das
condições
Sim
6. Modelação da
Heterocedasticidade e/ou da
Dependência
 Modelação da estrutura de 
variância da matriz
 Modelação da estrutura de 
correlação da matriz
7. Qualidade do Ajustamento
Confirmação das correcções feitas
Modelo
Final
2. Escolha dos efeitos aleatórios
Ajustamento individual através de 
lmList
iC
Não
Modelo
Final
 
Figura 3.3. Esquema do protocolo de análise seguido no ajustamento do modelo linear de 
efeitos mistos.
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Capítulo 4  
 
4. Modelação do Efeito do Desbaste de Pinheiros 
 
4.1 Descrição do Estudo Base 
Os dados analisados no presente trabalho surgem no âmbito do desenvolvimento de 
estratégias de gestão da vegetação em pedreiras calcárias revegetadas. A experiência 
base foi realizada com o objectivo de reduzir a competição intra e interespecífica 
exercida pelo pinheiro-de-Alepo (Pinus halepensis Miller) na comunidade vegetal das 
áreas revegetadas, de modo a promover o desenvolvimento das espécies autóctones e 
acelerar os estádios sucessionais naturais. 
 
A experiência foi realizada numa pedreira de calcário situada no Outão, dentro da 
área do Parque Natural da Serra da Arrábida, cerca de 50 km a sul de Lisboa. A 
vegetação natural circundante é um maquis mediterrânico bem conservado (ver 
descrição pormenorizada em Catarino et al., 1982). A pedreira, propriedade da Secil – 
Companhia Geral de Cal e Cimento S.A., é uma das maiores da região, com uma área 
total de 482.7 ha (4% da área do Parque Natural). A exploração da matéria-prima é 
conduzida do topo para a base, resultando numa crono-sequência de patamares com 
diferentes idades que são sucessivamente recuperados à medida que cessa a respectiva 
exploração (Figura 4.1). A recuperação dos patamares da pedreira é feita através da 
plantação de espécies arbustivas produzidas nos viveiros da Secil. Algumas das espécies 
utilizadas são nativas da Serra da Arrábida como, por exemplo, o medronheiro, o 
zambujeiro, o carvalho-cerquinho ou a aroeira, enquanto outras são espécies não-nativas 
de crescimento rápido, tais como o pinheiro-de-Alepo. Com o avançar da sucessão 
vegetal outras espécies, arbustivas e herbáceas, vão colonizando espontaneamente estes 
locais a partir de propágulos provenientes da vegetação envolvente. 
 
O pinheiro-de-Alepo (Pinus halepensis) é uma espécie frequentemente utilizada em 
programas de reflorestação no Mediterrâneo (Maestre e Cortina, 2004) devido à sua 
notável resistência face a condições desfavoráveis, além de exibir taxas de crescimento 
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elevadas, quando comparadas com as da maioria das espécies mediterrânicas. Acresce 
que o desenvolvimento “precoce” da sua copa pode desempenhar um papel benéfico na 
fase inicial do estabelecimento de outras espécies, ao atenuar condições abióticas 
extremas como valores de radiação e de temperatura muito elevados. Não obstante, o 
seu notável sucesso pode posteriormente comprometer o desenvolvimento das espécies 
nativas, exercendo um efeito competidor através da intensa exploração dos escassos 
recursos disponíveis, sobretudo no que respeita à disponibilidade hídrica e aos 
nutrientes do solo. Em áreas degradadas situadas em zonas protegidas, o objectivo da 
recuperação é, frequentemente, obter uma comunidade vegetal com uma estrutura e 
composição semelhantes às da área envolvente. Neste contexto, a dominância de uma 
espécie cuja presença é escassa na vegetação característica do local pode comprometer o 
sucesso da recuperação do ecossistema original.  
O objectivo da experiência base que originou os dados analisados no presente 
trabalho foi testar o efeito de um desbaste de 40% da densidade de pinheiros existente, 
no estabelecimento e desenvolvimento das espécies autóctones presentes em dois 
patamares revegetados de uma pedreira de calcário, com diferentes idades. Apesar de a 
maior parte dos estudos de competição em comunidades vegetais em condições naturais 
envolver a remoção total da espécie competidora (Goldberg et al., 1999), o desbaste de 
pinheiros realizado limitou-se a 40 % da sua densidade, pela necessidade real de evitar 
um impacto visual dramático nos patamares da pedreira. Além de testar se tal desbaste 
induziu efectivamente as alterações esperadas, pretendeu-se determinar a idade da 
vegetação (tempo decorrido após a plantação) mais adequada para este tipo de 
manipulações. 
 
Figura 4.1. Estrutura geral dos patamares na pedreira de calcário revegetados após a 
exploração. Nota: os dados analisados no presente estudo provêm dos patamares P1 e P3. 
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P4 (1992)
P5 (1995)
4. Modelação do Efeito do Desbaste de Pinheiros 
 49 
A experiência foi realizada em 2 patamares da pedreira de calcário (Patamar 1 e 
Patamar 3) cujas principais características são apresentadas na Tabela 4.1. Ao longo de 
cada patamar foram definidos 4 blocos, de forma a incluir várias exposições (de NE a 
SW). Cada bloco foi dividido em 2 talhões com cerca de 50 m2: um foi submetido a 
uma redução de 40% da densidade de pinheiros em Fevereiro de 2002 (D40 - 40% de 
desbaste) e o outro não foi manipulado (Ctrl ou D0 – controlo sem desbaste). Em cada 
talhão foram definidas 6 parcelas permanentes de 4,5 m2, de acordo com o desenho 
experimental descrito no ANEXO I, totalizando 24 parcelas por tratamento em cada 
patamar. Dentro das parcelas foram medidos diversos parâmetros da vegetação na 
Primavera de 2002 (situação inicial ou baseline) e posteriormente na Primavera de 2003 
e de 2004. 
 
Tabela 4.1. Características dos patamares estudados, em 2002. Relativamente aos valores 
médios apresentam-se também os respectivos desvios-padrão. 
 Patamar 1 Patamar 3 
Cota do patamar (m) 335 300 
Idade aproximada da plantação (anos) 19 13 
Densidade de pinheiros (n.º/m2) 0,2 ± 0,1 0,9 ± 0,4 
Altura média dos pinheiros (m) 5,4 ± 1,1 3,6 ± 0,9 
Diâmetro basal dos pinheiros (m) 0,19 ± 0,04 0,10 ± 0,02 
Área da copa dos pinheiros (m2) 12,4 ± 3,5 4,3 ± 0,8 
 
As variáveis respostas analisadas no presente trabalho dizem respeito à abundância 
(número de indivíduos em cada parcela) de todas as espécies presentes ao longo do 
tempo. As espécies amostradas foram divididas em grupos funcionais incluindo 
espécies arbustivas plantadas e espontâneas, adultos e plântulas (isto é, indivíduos 
jovens que germinaram recentemente, de pequenas dimensões e longe da maturidade 
reprodutora) e espécies herbáceas. As variáveis consideradas para análise foram: 
i) Abundância de espécies herbáceas espontâneas; 
ii) Abundância de adultos de espécies arbustivas espontâneas; 
iii) Abundância de plântulas de espécies arbustivas espontâneas; 
iv) Abundância de plântulas de espécies arbustivas utilizadas na revegetação. 
A cada conjunto de dados foi ajustado o modelo linear de efeitos mistos multinível. 
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Ao longo do capítulo serão descritas as análises efectuadas. Para o primeiro caso 
(abundância de espécies herbáceas espontâneas) será descrito o processo de análise 
sequencial e detalhadamente, enquanto que para as restantes variáveis será apresentado 
apenas um resumo do processo de selecção dos modelos ajustados e descrito o modelo 
final escolhido.  
 
Todas as análises foram realizadas com recurso à versão 2.10.1 do software R (R 
Development Core team, 2010).  
 
4.2 Construção do Modelo Geral 
Antes de se iniciar a análise estatística dos dados, procedeu-se à análise do desenho 
experimental adoptado para a experiência base, no sentido de encontrar o melhor 
modelo para descrever a estrutura subjacente aos dados recolhidos, nomeadamente no 
que respeita à estrutura de agrupamento e à definição dos efeitos fixos e aleatórios. 
Embora este seja um passo crucial na análise de quaisquer dados, nem sempre é tido em 
conta na altura do planeamento experimental, o que pode posteriormente comprometer 
os objectivos da própria experiência.  
 
Tendo em conta a descrição da experiência, os dados analisados no presente estudo 
correspondem a medidas efectuadas ao longo do tempo (dados longitudinais)5. Cada 
observação foi classificada de acordo com o bloco e a parcela (localizada dentro do 
bloco) onde foi realizada. Os factores “bloco” e “parcela” são aninhados (parcela 
aninhada no bloco).  
 
Acresce que, quer as parcelas, quer os blocos constituem amostras aleatórias da 
população em estudo, isto é, de toda a comunidade vegetal existente nos patamares 
revegetados. Por este motivo, devem ser considerados aleatórios e, uma vez que as 
parcelas estão aninhadas nos blocos, está-se perante dois níveis de efeitos aleatórios 
pelo que o modelo a considerar é um modelo multinível de efeitos aleatórios, de acordo 
com Pinheiro e Bates (2000). 
 
                                                
5
 As variáveis em estudo referem-se a contagens, tendo-se procedido à transformação dos dados de modo 
a garantir as condições exigidas para a utilização do modelo linear de efeitos mistos e permitir uma 
interpretação ao nível da população (modelo marginal). 
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Com base nas conclusões anteriores, o modelo proposto para a análise das diferentes 
respostas é o modelo linear de efeitos mistos com dois níveis de efeitos aleatórios 
apresentado em (2.2): 
,ij ij i j i ij ij ijY = Χ β +Ζ b +Ζ b + e , com 1,...,i M=  e 1,..., ij M= , 
em que os blocos correspondem ao primeiro nível de efeitos aleatórios, ib , com 
8,...,1=i  e as parcelas aninhadas nos blocos correspondem ao segundo nível de efeitos 
aleatórios, ijb ,  com 12,...,1=j .   
 
Uma vez decidido o modelo subjacente aos dados, deu-se início à análise 
propriamente dita, com vista a comparar a evolução da abundância de espécies 
pertencentes a diferentes grupos funcionais entre o tratamento de desbaste de pinheiros 
e o controlo. Para tal, foi utilizada a biblioteca nlme (Linear and Nonlinear Mixed-
Effects Models) (Pinheiro et al., 2009) do software R. 
 
O primeiro passo da análise consistiu na criação do objecto groupedData, que 
permite organizar os dados de acordo com a estrutura descrita anteriormente. Em 
seguida, procedeu-se à análise de acordo com o protocolo descrito no Capítulo 3. O 
nível de significância considerado nas diferentes análises foi de 5%. A função lme da 
biblioteca nlme foi a utilizada para os sucessivos ajustamentos. Tal como foi referido, a 
análise da abundância de espécies herbáceas será apresentada de um modo mais 
detalhado, descrito em seguida.  
 
4.3 Análise da Abundância de Espécies Herbáceas 
Espontâneas 
A variável resposta analisada foi a abundância de espécies herbáceas espontâneas 
tendo-se usado a transformação raiz quadrada do número de indivíduos ( *Y Y= )6, de 
forma a garantir as condições exigidas para a aplicação do modelo linear de efeitos 
mistos.  
 
                                                
6
 A transformação raiz quadrada é uma das mais utilizadas em dados de contagens (Zar, 1996). 
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4.3.1 Análise exploratória 
Nas figuras que se seguem está representada a evolução da abundância de espécies 
herbáceas ( *Y Y= ) ao longo do tempo por bloco (Figura 4.2), e também por 
tratamento (D0 e D40) e patamar (1 e 3) (Figura 4.3). 
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Figura 4.2. Evolução da abundância de espécies herbáceas espontâneas. Os blocos 1 a 4 
correspondem ao patamar 1 e os blocos 5 a 8 ao patamar 3. 
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Figura 4.3. Evolução da abundância de espécies herbáceas espontâneas por tratamento (D0 e 
D40) e por patamar (1 e 3).  
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Para cada tratamento×patamar foi feito o ajustamento smooth disponível no R – o 
Lowess ou Robust Locally Weighted Regression, que apresenta a vantagem de ser 
robusto face a outliers (Cleveland, 1979). A análise desse ajustamento sugere uma 
relação quadrática entre a abundância de espécies herbáceas ( *Y Y= ) e o tempo, mais 
evidente para o patamar 1 (Figura 4.4). 
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Figura 4.4. Ajustamento smooth feito aos dados da abundância de espécies herbáceas por 
tratamento (D0 e D40) e por patamar (1 e 3).  
 
4.3.2 Escolha das componentes aleatórias 
A introdução dos efeitos aleatórios referentes aos blocos ( ib ) e às parcelas aninhadas 
nos blocos ( ijb ) foi realizada com base nos coeficientes associados ao modelo ao longo 
do tempo (passo 2 do protocolo). A função lmList permite fazer o ajustamento 
individual do modelo considerado para o bloco e para a parcela separadamente. A 
análise da variabilidade apresentada pelos coeficientes obtidos nos dois níveis de 
ajustamento permite decidir quais os efeitos aleatórios a considerar. Neste sentido, a 
representação gráfica das estimativas dos intervalos de confiança para os coeficientes do 
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ajustamento constitui um meio auxiliar de decisão (provisória), embora nem sempre 
seja possível obtê-la. A causa mais frequente para esse impedimento é a não existência 
de graus de liberdade para a estimativa dos erros-padrão dos parâmetros do modelo, 
sendo este o caso dos dados em análise para o nível parcela. Nestes casos, a escolha é 
feita com base na observação directa da variabilidade das estimativas dos parâmetros do 
modelo.  
De acordo com a análise da Figura 4.5, foram introduzidos efeitos aleatórios na 
ordenada na origem e no declive (Tempo) associados ao factor bloco. 
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Figura 4.5. Estimativas dos intervalos de confiança a 95% para a ordenada na origem 
(Intercept), Tempo (I(Ano-1) e Tempo2 (I(Ano-1)^2) por bloco.  
 
Para o nível parcela, tendo em conta a variabilidade das estimativas dos respectivos 
parâmetros, foi considerado um efeito aleatório na ordenada na origem. 
 
4.3.3 Selecção dos efeitos fixos 
Com base no modelo encontrado deu-se início à modelação dos efeitos fixos, o que 
corresponde ao passo 3 do protocolo. Na Tabela 4.2 são indicados os diferentes modelos 
considerados (parâmetros fixos), assumindo-se para todos a estrutura aleatória 
seleccionada no passo 2. O método ML foi o utilizado para o ajustamento dos diferentes 
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modelos. As variáveis indicadas são Trat, uma variável binária que assume o valor 1 se 
o tratamento é D40 e 0 caso contrário (controlo), e Pat, uma variável binária que 
assume o valor 1 se o patamar é o 3 e 0 caso contrário (patamar1) (Tabela 4.2). A 
variável Tempo foi centrada em 1 de modo a que a ordenada na origem corresponda à 
análise na baseline (t=0).  
 
Tabela 4.2. Modelos considerados na modelação dos efeitos fixos para a análise da abundância 
de espécies herbáceas. 
  
Modelos 
Termo/ Variável Parâmetro 1 2 3 
Ordenada na origem 0β  √ √ √ 
Tempo 1β  √ √ √ 
Tempo2 2β  √ √ √ 
Trat (D40 vs. Ctrl) 3β  √ √ √ 
Pat ( 3 vs. 1) 4β  √ √ √ 
Tempo×Trat 5β  √ √ √ 
Tempo×Pat 6β  √ √ √ 
Tempo2 ×  Pat 7β  √ √ √ 
Tempo2 ×  Trat 8β  √   
Trat ×Pat 9β  √ √  
Tempo ×  Trat ×Pat 10β  √ √  
Tempo2 ×Trat ×  Pat 11β  √   
 
Na Tabela 4.3 encontra-se o resumo dos critérios de selecção entre os 3 modelos 
referidos, apresentando-se apenas os resultados dos TRV. Os testes realizados levaram à 
selecção do modelo 3 (Tabela 4.3). Atendendo a que o TRV realizado nestas 
circunstâncias tende a ser anticonservativo (Diggle et al., 1994; Pinheiro e Bates, 2000), 
foram igualmente efectuados testes F (neste caso, utilizando o método REML) não 
tendo existido conflito de decisão.  
 
Tabela 4.3. Resumo dos critérios utilizados na modelação da estrutura de efeitos fixos do 
modelo para a abundância de espécies herbáceas ( *Y Y= ): AIC, BIC, razão de 
verosimilhanças e valores-p. 
Modelo g.l. AIC BIC Hipótese nula Teste TRV Valor-p 
1 17 1309.2 1371.4     
2 15 1308.1 1363.0 8 11 0β β= =  1 vs. 2 2.92 0.2326 
3 13 1307.5 1355.1 9 10 0β β= =  2 vs. 3 3.41 0.1819 
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Na Tabela 4.4, encontram-se as estimativas dos parâmetros, os erros-padrão, os valores 
da estatística de teste-t e os respectivos valores-p para o modelo 3. 
 
Tabela 4.4. Estimativas dos parâmetros para os efeitos fixos, erro-padrão, estatística do teste-t e 
valores-p do modelo seleccionado (modelo 3). 
Parâmetro Estimativa Erro-padrão g.l. Estatística -t valor-p 
0β  5.6442 0.6415 187 8.7988 0.0000 
1β  5.0532 0.8297 187 6.0902 0.0000 
2β  -1.807 0.2445 187 -7.3889 0.0000 
3β  0.6583 0.4993 87 1.3185 0.1908 
4β  2.3339 0.8502 6 2.7450 0.0335 
5β  1.3912 0.2378 187 5.8489 0.0000 
6β  -5.5710 1.1881 187 -4.6891 0.0000 
7β  1.9561 0.3351 187 5.8364 0.0000 
 
4.3.4 Selecção dos efeitos aleatórios 
Uma vez decidida a estrutura para os efeitos fixos, o modelo seleccionado voltou a 
ser ajustado através do método REML, de modo a obter estimadores não enviesados dos 
parâmetros da variância e proceder à selecção dos efeitos aleatórios. Nos casos em que 
foi seleccionado mais do que um efeito aleatório num dos níveis, modelou-se a estrutura 
da matriz de variâncias–covariâncias.  
 
O processo de selecção teve início com o ajustamento de vários modelos com diferente 
número de efeitos aleatórios (Tabela 4.5).  
 
Dos modelos considerados, o modelo 3 é o que possui mais efeitos aleatórios, com: 
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Tabela 4.5. Modelos considerados na selecção dos efeitos aleatórios para a análise da 
abundância de espécies herbáceas.  
    
Modelos 
 Nível Termo Parâm. 3 3.1 3.2 3.3 
Bloco Ordenada na origem 0ib  √ √ √ √ 
 Declive 1ib  √ √   
Efeitos 
aleatórios 
Parcela* Ordenada na origem 0ijb  √  √  
Var. ordenada na 
origem 
2
0σ  √ √ √ √ 
Var. declive 21σ  √ √   
Parâmetros da 
matriz 1D  
Bloco 
Covariância 
2 2
01 10σ σ=
 
√ √   
 Parcela* Var. ordenada na 
origem 
2
0(2)σ  √  √  
* aninhada no bloco. 
 
Os vários modelos foram comparados através de TRV, encontrando-se na Tabela 4.6 o 
resumo dessa análise. Com base nos valores-p (Tabela 4.6) foi rejeitada qualquer 
redução no número de efeitos aleatórios, pelo que se manteve o modelo 3. 
 
Tabela 4.6. Modelos considerados na modelação dos efeitos aleatórios para a análise da 
abundância de espécies herbáceas.  
Mod. 
Hipótese 
Nula ( 0Η ) 
Hipótese 
Alternativa ( 1Η ) Teste TRV Valor-p* 
3.1 sair 0ijb  
( 20(2) 0σ = ) 
manter 0ijb  
( 20(2) 0σ > ) 
3.1 vs. 3 108.8868 <0.0001 
3.2 sair 1ib  
( 21 0σ = ) 
manter 1ib  
( 21 0σ > ) 
3.2 vs. 3 71.1891 <0.0001 
3.3 sairem 1ib e 0ijb  
( 2 21 0(2) 0σ σ= = ) 
manter 1ib e 0ijb  
( 21 0σ >  e 
2
0(2) 0σ > ) 
3.3 vs. 3 136.1833 <0.0001 
* Valor-p naive (Pinheiro e Bates, 2000). 
 
O modelo 3 possui três efeitos aleatórios, 2 dos quais no nível 1 (bloco) aos quais 
corresponde a matriz de variâncias-covariâncias ( 1D ) definida positiva não estruturada. 
No entanto, a correlação entre os efeitos aleatórios associados ao bloco é de 0.49, sendo 
a estimativa do respectivo intervalo de confiança a 95% de -0.5154 a 0.9297. O facto de 
o intervalo conter o valor zero levou a testar-se a hipótese de os efeitos aleatórios serem 
independentes, através da modelação da matriz de variâncias-covariâncias 1D , o que 
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corresponde ao passo 4 do protocolo de análise. Os resultados encontram-se na Tabela 
4.7, da análise da qual se conclui que a estrutura identidade é a indicada para 1D  
(modelo 4.3). 
 
Tabela 4.7. Resumo dos critérios utilizados na modelação da estrutura da matriz de covariância 
dos efeitos aleatórios (AIC, BIC, razão de verosimilhanças e valores-p). 
Mod. Estrutura g.l. AIC BIC Teste TRV Valor-p 
3  13 1306.45 1353.71    
4.1 Diagonal 12 1305.44 1349.06 3 vs. 4.1 0.9886 0.3201 
4.2 Sim. Composta 12 1304.62 1348.24 3 vs. 4.2 0.1668 0.6829 
4.3 Identidade 11 1303.58 1343.56 3 vs. 4.3 1.1229 0.5704 
 
Uma vez decidida a estrutura de efeitos fixos e aleatórios, procedeu-se à averiguação da 
qualidade do ajustamento do modelo encontrado. 
 
4.3.5 Avaliação da qualidade do ajustamento 
A análise da qualidade do ajustamento do modelo seleccionado (passo 5) fez-se com 
base em métodos gráficos de diagnóstico, tal como descrito na secção 2.6. No entanto, é 
de referir que, no presente trabalho, não serão verificadas as condições impostas aos 
efeitos aleatórios, já que o interesse principal recai sobre o modelo marginal e tendo em 
conta as considerações feitas em 2.6 sobre o pressuposto da normalidade dos mesmos. 
 
Na Figura 4.6 estão representados os resíduos do modelo ajustado por grupo (bloco), 
onde se verifica que os erros aleatórios dentro de cada bloco têm valor médio nulo e 
variância praticamente constante para os diferentes blocos.   
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Figura 4.6. Caixas de bigodes dos resíduos para o modelo ajustado (modelo 4.3) à abundância 
de espécies herbáceas ( *Y Y= ), por grupo (bloco). Os blocos 1 a 4 correspondem ao patamar 
1 e os blocos 5 a 8 ao patamar 3. 
 
A análise das Figuras 4.7-A e 4.7-B revela a presença de alguns outliers para certos 
grupos, identificados nas figuras (bloco/parcela). Na Figura 4.7-A observa-se alguma 
tendência para o aumento da variabilidade (maior dispersão dos resíduos padronizados) 
com os valores ajustados pelo modelo.  
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Figura 4.7. Resíduos padronizados versus valores ajustados (A) e resíduos padronizados versus 
tempo (B) do modelo seleccionado para a abundância de espécies herbáceas ( *Y Y= ) 
(modelo 4.3).  
 
O pressuposto da normalidade dos erros dentro dos grupos pode ser avaliado através do 
papel de probabilidade dos resíduos (Figura 4.8-A), cuja análise permite admitir uma 
distribuição Gaussiana. A função de autocorrelação dos resíduos (Figura 4.8-B) 
A B 
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contraria a hipótese de independência, sugerindo a necessidade de modelar a respectiva 
estrutura de correlação.  
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Figura 4.8. Papel de probabilidade dos resíduos padronizados (A) e função de autocorrelação 
dos resíduos (B) para o modelo ajustado à abundância de espécies herbáceas ( *Y Y= ) 
(modelo 4.3).  
 
Na Figura 4.9 verifica-se que os valores observados se dispõem, grosso modo, ao longo 
de uma linha recta, sugerindo que o modelo linear de efeitos mistos é adequado para 
modelar a evolução da abundância de espécies herbáceas ( *Y Y= ). 
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Figura 4.9. Valores observados versus valores estimados pelo modelo ajustado à abundância de 
espécies herbáceas ( *Y Y= ) (modelo 4.3).  
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Com base na análise gráfica da qualidade do ajustamento do modelo 4.3 conclui-se 
que, embora não haja violação do pressuposto da normalidade dos resíduos, há alguma 
heterocedasticidade, já que se observa a tendência para um aumento da variabilidade 
(maior dispersão dos resíduos) com os valores ajustados. Além disso, a função de 
autocorrelação dos erros aleatórios contraria o pressuposto da independência, sugerindo 
a necessidade de modelar a estrutura de correlação para os resíduos. 
 
4.3.6 Modelação da Heterocedasticidade 
Para modelar a estrutura da matriz de variâncias-covariâncias dos erros dentro do 
grupo (intra-parcelas) foram utilizadas as funções variância disponíveis na biblioteca 
nlme, dando-se início ao passo 6 do protocolo de análise. Procedeu-se à comparação do 
modelo anteriormente ajustado (modelo 4.3) com outros modelos considerando 
diferentes funções variância para os erros aleatórios através de TRV. Na Tabela 4.8 
encontra-se o resumo dessa análise para as funções variância que mostraram ser 
adequadas para corrigir a estrutura da matriz ijΣ . 
 
Tabela 4.8. Resumo dos critérios utilizados na modelação da componente de variância da 
estrutura de variância-covariância dos erros aleatórios, assumindo diferentes funções variância 
(AIC, BIC, razão de verosimilhanças e valores-p). 
Mod. varFunc g.l. AIC BIC Teste TRV Valor-p 
4.3  11 1303.58 1343.56    
5.1 varPower 12  1297.20 1340.82 4.3 vs. 5.1 8.3773 0.0038 
5.2 varExp 12  1297.68 1341.30 4.3 vs. 5.2 7.8982   0.0049 
5.3 varConstPower 13  1299.20 1346.50 4.3 vs. 5.3 8.3773   0.0152 
 
Com base nos resultados apresentados, concluiu-se que qualquer dos modelos que 
incorporam a heterocedasticidade explica os dados significativamente melhor do que o 
modelo que assume a homocedasticidade (Tabela 4.8). A comparação dos modelos com 
a estrutura de variância modelada (modelos 5.1, 5.2 e 5.3) foi feita através dos valores 
de AIC e BIC, uma vez que estes modelos não estão aninhados. O modelo 5.1 foi o que 
apresentou um menor valor de AIC (Tabela 4.8), sendo por isso o escolhido.  
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4.3.7 Modelação da Correlação 
A modelação da correlação corresponde ao passo 7 do protocolo de análise. Tendo 
em conta que a abundância de espécies herbáceas foi medida anualmente sempre na 
mesma altura, os dados estão igualmente espaçados. Por este motivo, faz sentido ajustar 
modelos com estruturas de correlação seriais, muito embora as estruturas de correlação 
espaciais possam igualmente ser utilizadas (Diggle et al., 1994; Pinheiro e Bates, 2000; 
Zuur et al., 2009).  
 
As estruturas de correlação serial consideradas são indicadas na Tabela 4.9. Como os 
efeitos fixos e aleatórios usam uma escala de tempo contínua, faz sentido verificar se o 
autoregressivo de ordem 1 ou o CAR1 (em escala contínua) fornecem uma melhor 
representação da correlação dentro do grupo. A estrutura de correlação espacial 
exponencial (corExp) que, para tempo contínuo, é equivalente a uma estrutura 
autoregressiva de ordem 1, foi igualmente considerada. 
 
Procedeu-se então à comparação do modelo anteriormente ajustado (modelo 5.1) 
com os outros modelos considerando diferentes estruturas de correlação entre os erros 
aleatórios através de TRV. As estruturas consideradas são apresentadas na Tabela 4.9, 
assim como os resultados das respectivas análises. 
 
Tabela 4.9. Resumo dos critérios utilizados na modelação da componente de correlação da 
estrutura de variância-covariância dos erros aleatórios, assumindo diferentes estruturas de 
correlação (AIC, BIC, razão de verosimilhanças e valores-p). 
Mod. corStruct g.l. AIC BIC Teste TRV Valor-p 
5.1  12  1297.20 1340.82    
6.1 corAR1 13  1291.71 1338.97 vs.5.1 7.4849   0.0062 
6.2 corCAR1 13  1291.68 1338.93 vs.5.1 7.5200   0.0061 
6.3 corExp 13  1291.66 1338.91 vs.5.1 7.5422   0.0060 
6.4.1 corARMA (q=2) 14  1292.41 1343.30 vs.5.1 8.7852   0.0124 
6.4.2 corARMA (p=1 e q=1) 14 1292.48  1343.37 vs.5.1 8.7193   0.0128 
6.4.3 corARMA (p=2) 14 1292.42  1343.31 vs.5.1 8.7781   0.0124 
6.4.4 corARMA (p=2 e q=1) 15 1294.41  1348.94 vs.5.1 8.7851   0.0323 
 
Com base na Tabela 4.9, concluiu-se haver evidência de uma correlação significativa 
entre os erros aleatórios, de acordo com os valores-p dos TRV (valores-p <0.05), 
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indicando que os modelos com a estrutura de correlação modelada se ajustam melhor 
aos dados do que o modelo com erros independentes (modelo 5.1). Procedeu-se então à 
escolha da melhor estrutura entre as consideradas, tendo-se utilizado o TRV quando os 
modelos se encontravam aninhados e os critérios de informação AIC e BIC para os 
restantes casos. O modelo escolhido foi o 6.2, que assume uma estrutura de correlação 
serial autoregressiva de ordem 1 para tempo contínuo (Tabela 4.9). Note-se que esta 
estrutura é semelhante à estrutura de correlação exponencial no caso univariado, pelo 
que o valor de AIC do modelo 6.3 é muito semelhante ao do modelo escolhido (Tabela 
4.9). 
 
4.3.8 Verificação da qualidade do ajustamento 
Uma vez obtido o modelo final (modelo 6.2), verificou-se a qualidade do 
ajustamento no sentido de validar os pressupostos assumidos para o modelo linear de 
efeitos mistos através de métodos gráficos de diagnóstico, à semelhança do 
procedimento adoptado na secção 4.3.3. 
Na Figura 4.10 observa-se que os erros aleatórios dentro de cada bloco têm valor médio 
nulo e variância praticamente constante para os diferentes blocos.   
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Figura 4.10. Caixas de bigodes dos resíduos para o modelo final para a abundância de espécies 
herbáceas ( *Y Y= ) (modelo 6.2) por bloco. Os blocos 1 a 4 correspondem ao patamar 1 e os 
blocos 5 a 8 ao patamar 3. 
 
A análise das Figuras 4.11-A e 4.11-B revela os resíduos padronizados dispersos 
aleatoriamente em torno de um valor médio nulo, apesar da presença de alguns outliers. 
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Figura 4.11. Resíduos padronizados versus valores ajustados (A) e resíduos padronizados 
(Pearson) em função do tempo (B) para o modelo final para a abundância de espécies herbáceas 
( *Y Y= ) (modelo 6.2).  
 
De acordo com a Figura 4.12-A o pressuposto da normalidade dos erros dentro dos 
grupos não é rejeitado. Na Figura 4.12-B, que representa função de autocorrelação 
empírica dos resíduos, não se observam autocorrelações significativas, indicando que os 
resíduos padronizados se comportam como ruído branco, tal como é de esperar se o 
modelo de correlação for adequado.  
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Figura 4.12. Papel de probabilidade dos resíduos padronizados (A) e função de autocorrelação 
dos resíduos (B) para o modelo final para a abundância de espécies herbáceas ( *Y Y= ) 
(modelo 6.2). 
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A análise da Figura 4.13 sugere que o modelo é adequado para modelar a evolução da 
abundância de espécies herbáceas, já que os valores observados se dispõem, de uma 
forma geral, ao longo de uma linha recta. 
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Figura 4.13. Valores observados versus valores estimados para o modelo final para a 
abundância de espécies herbáceas ( *Y Y= ) (modelo 6.2).  
 
De acordo com a Figura 4.14 e após a análise dos vários gráficos de diagnóstico, 
concluiu-se que o modelo linear de efeitos mistos final é adequado para modelar a 
evolução da abundância de espécies herbáceas. A introdução de efeitos aleatórios no 
modelo linear (bloco e parcela) e a modelação da respectiva estrutura de variância-
covariância permitiram um melhor ajustamento (Figura 4.14). 
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Figura 4.14. Valores observados e gráfico do modelo final para a abundância de espécies 
herbáceas ( *Y Y= ) (modelo 6.2) em função do tempo, para cada parcela (1 a 96) aninhada em 
cada bloco (1 a 8). 
 
4.3.9 Modelo final 
4.3.9.1 Descrição do modelo final 
A evolução da abundância de espécie herbáceas ( *Y Y= ) ao longo do tempo é 
modelada por um modelo de efeitos mistos multinível, dado por: 
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onde: Trat é uma variável binária que assume o valor 1 se o tratamento é D40 e 0 caso 
contrário (D0-controlo); Pat é uma variável binária que assume o valor 1 se o patamar é 
o 3 e 0 caso contrário (patamar1); 210 , βββ  e  são, respectivamente, a ordenada na 
origem, o efeito linear e o efeito quadrático médios para o valor esperado da variável 
resposta para o controlo no patamar 1; 3β  é a diferença esperada na ordenada na origem 
entre o controlo e o tratamento D40 no patamar 1; 5β  é a diferença esperada no declive 
entre o controlo e o tratamento D40; 4β  é a diferença esperada na ordenada na origem 
entre o patamar 1 e o patamar 3; 6β  é a diferença esperada no declive entre o patamar 1 
e o patamar 3; 7β  é a diferença esperada no termo quadrático entre o patamar 1 e o 
patamar 3; ib  é o vector dos efeitos aleatórios do nível 1 (bloco) ,i jb é o vector dos 
efeitos aleatórios do nível 2 (parcela aninhada no bloco) 
 
Na Tabela 4.10 encontram-se as estimativas dos parâmetros do modelo final para os 
efeitos fixos. Apresentam-se igualmente as estatísticas de teste e os valores-p dos testes-
t (Tabela 4.10). 
 
Tabela 4.10. Estimativas dos parâmetros do modelo final para a abundância de espécies 
herbáceas ( *Y Y= ) para os efeitos fixos.  
Parâmetro Estimativa Erro-padrão Est.-t Valor-p 
0β  5.3914 0.7417 7.2693 0≈  
1β  5.0100 0.7986 6.2738 0≈  
2β  -1.8092 0.2447 -7.3933 0≈  
3β  0.6588 0.4987 1.3210 0.1900 
4β  2.3390 1.0007 2.3374 0.0580 
5β  1.3925 0.2379 5.8546 0≈  
6β  -5.5740 1.1119 -5.0131 0≈  
7β  1.9589 0.3356 5.8370 0≈  
 
A matriz de variâncias-covariâncias dos efeitos aleatórios para o nível 1 (bloco) é 
definida positiva com estrutura identidade e as estimativas dos parâmetros são: 
2
1 2
0
0
σ
σ
 
=  
 
D =
2
2
(1.2219) 0
0 (1.2219)
 
 
 
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A estimativa do efeito aleatório do nível 2 (parcela aninhada no bloco) ou 20(2)σ  é 
(1.7748)2. 
A estimativa de 2σ  é (0.5806)2 e a variância dentro do grupo é uma potência dos 
valores ajustados ijυ  (varPower), com ij ij=
δ
W υ , sendo a estimativa do parâmetro δ  
de 0.5713 e o respectivo intervalo de confiança a 95% de 0.2321 a 0.9106.  
 
A matriz de correlação para os erros dentro da mesma parcela iC  é explicada por um 
modelo de correlação serial autoregressivo de ordem 1 para tempo contínuo (corCAR1). 
A estimativa do parâmetro ρ  é 0.4318 e o respectivo intervalo de confiança a 95% de 
0.2001 a 0.6979.  
 
4.3.9.2 Conclusões biológicas 
A modelação dos dados da abundância de espécies herbáceas na comunidade vegetal 
dos patamares revegetados da pedreira ao longo do tempo teve como objectivos 
principais:  
(i) comparar a evolução da abundância face ao tratamento de desbaste de pinheiros 
(com e sem desbaste de pinheiros);  
(ii) avaliar o efeito do tratamento nos dois patamares estudados, isto é, em comunidades 
com diferentes idades após a revegetação. 
 
Na Tabela 4.11 são apresentados os efeitos fixos do modelo seleccionado para a 
abundância de espécies herbáceas no início da experiência ou na baseline (t=0) e ao 
longo do tempo (t>0), para o controlo e o tratamento com desbaste em cada patamar.  
 
No que respeita à evolução da abundância de espécies herbáceas ( *Y Y= ), com base 
na Tabela 4.11, conclui-se que:  
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Tabela 4.11. Modelo marginal para a abundância de espécies herbáceas ( *Y Y= ). D0 – 
controlo; D40 – com desbaste de 40% de pinheiros. 1t Tempo= −  . 
Trat Patamar 1 Patamar 3 
 t=0  
D0 0β  ( )0 4β β+  
D40 ( )0 3β β+  ( )0 3 4β β β+ +  
 t>0  
D0 20 1 2t tβ β β+ +  ( ) ( ) ( ) 20 4 1 6 2 7t tβ β β β β β+ + + + +  
D40 ( ) ( ) 20 3 1 5 2t tβ β β β β+ + + +  ( ) ( ) ( ) 272651430 tt ββββββββ +++++++  
 
(i) Comparação entre os tratamentos 
 Na baseline (t=0), o parâmetro 3β  permite testar a hipótese de igualdade entre o 
controlo (D0) e o tratamento com desbaste (D40), com: 
0 3: 0βΗ =  vs. 1 3: 0βΗ ≠ , 
sendo o valor-p=0.1899. Deste modo, conclui-se que não há diferença significativa 
entre tratamentos na baseline para nenhum dos patamares.  
 
O parâmetro 5β  permite testar a hipótese de igualdade da abundância de espécies 
herbáceas entre tratamentos ao longo do tempo (t>0), com:  
0 5: 0βΗ =  vs. 1 5: 0βΗ ≠  
A hipótese 0H  é rejeitada (valor-p <0.001), pelo que se conclui haver diferenças 
estatisticamente significativas entre tratamentos ao longo do tempo, em ambos os 
patamares. A estimativa da taxa de crescimento da abundância de espécies herbáceas é 
1.3923 ( 5β ) vezes superior no tratamento com desbaste relativamente ao controlo.  
Conclui-se então que o desbaste de 40% origina um maior aumento da abundância de 
espécies herbáceas ao longo do tempo, independentemente da idade da vegetação, tal 
como se observa na Figura 4.15, onde está representada a evolução da abundância de 
espécies herbáceas dada pelo modelo e a evolução média observada, para o controlo e 
para tratamento com 40% de desbaste.  
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Figura 4.15. Evolução da média da abundância de espécies herbáceas observada (cheio) e 
estimada pelo modelo ajustado (tracejado) para o patamar 1 (preto) e para o patamar 3 
(vermelho) no controlo e no tratamento com 40% de desbaste.  
 
 
(ii) Comparação entre os patamares 
Na baseline (t=0), o parâmetro 4β  permite testar a hipótese de igualdade entre os 
patamares 1 e 3, independentemente do tratamento considerado, com 
0 4: 0βΗ =  vs. 1 4: 0βΗ ≠ , 
sendo o valor-p=0.0580. Deste modo, a hipótese de igualdade da abundância de 
espécies herbáceas entre patamares no início da experiência não é rejeitada  para um 
nível de significância de 5%. 
 
Independentemente do tratamento considerado, os parâmetros 6β  e 7β  permitem testar 
a hipótese de igualdade da evolução (t>0) da abundância de espécies herbáceas entre 
patamares, com: 
0 6 7: 0β βΗ = =  vs. 1 6 7: 0 0β βΗ ≠ ∨ ≠  
O teste à significância conjunta (teste F) dos dois parâmetros resulta num valor-
p<0.001, concluindo-se que a evolução é significativamente diferente entre patamares. 
No patamar 3, a taxa de crescimento da abundância de espécies herbáceas é 5.5739 
( 6β− ) vezes inferior à do patamar 1, embora a aceleração, i.e. a variação na taxa de 
crescimento, seja 1.9588 ( 7β ) vezes superior. Na Figura 4.16 está representada a 
evolução da abundância de espécies herbáceas dada pelo modelo e a evolução média 
observada, para o patamar 1 e para o patamar 3.  
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Figura 4.16. Evolução da média da abundância de espécies herbáceas observada (cheio) e 
estimada pelo modelo ajustado (tracejado) para o controlo (preto) e para o tratamento D40 
(vermelho) no patamar 1 e no patamar 3. 
 
As estimativas da evolução da abundância de espécies herbáceas no controlo e no 
tratamento D40 em ambos os patamares são apresentadas na Tabela 4.12.  
 
Tabela 4.12. Estimativas da evolução da abundância de espécies herbáceas ( *Y Y= ). D0 – 
controlo; D40 – com desbaste de 40% de pinheiros. 1t Tempo= − . 
 Patamar 1 Patamar 3 
D0 25.39 5.01 1.81y t t= + −  27.73 0.56 0.15y t t= − +  
D40 26.05 6.40 1.81y t t= + −  28.39 0.83 0.15y t t= + +  
 
 
4.4 Análise da Abundância de Outros Grupos Funcionais 
Nesta secção são descritos os modelos finais obtidos para as outras variáveis resposta 
consideradas, ou seja, para as abundâncias (número de indivíduos por parcela) de 
adultos de espécies arbustivas espontâneas (4.4.1), de plântulas de espécies arbustivas 
espontâneas (4.4.2) e de plântulas de espécies arbustivas utilizadas na revegetação 
(4.4.3). Para cada caso é descrito o modelo final seleccionado, seguindo-se a verificação 
da qualidade do ajustamento do mesmo e o resumo das principais conclusão biológicas.  
 
Tal como para o estudo da abundância de espécies herbáceas utilizou-se uma 
transformação dos dados com vista à sua normalização. Tendo em conta que, para os 
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grupos funcionais em análise (4.4.1, 4.4.2 e 4.4.3) se verificou a existência de valores 
iguais ou próximos de zero na abundância, optou-se pela transformação através do 
logaritmo do número de indivíduos acrescentado de uma unidade (e.g. Buckley et al., 
2003). 
 
Nas análises que se seguem utilizou-se a notação apresentada na secção 4.3.9.1 para a 
descrição do modelo final, pelo que a mesma será omitida. 
 
4.4.1 Espécies arbustivas espontâneas 
4.4.1.1 Descrição do modelo 
O ajustamento smooth feito aos dados para cada tratamento sugere uma relação 
linear entre a abundância de espécies arbustivas espontâneas ( * log( 1)Y Y= + ) e o 
tempo, em ambos os patamares (Figura 4.17). 
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Figura 4.17. Ajustamento smooth feito aos dados da abundância de espécies arbustivas 
espontâneas por tratamento (D0 e D40) e por patamar (1 e 3).  
 
Tendo por base a estrutura da parte fixa do modelo sugerida pelo ajustamento smooth e 
a estrutura de efeitos aleatórios que mostrou ser adequada para este grupo funcional, 
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procedeu-se à selecção dos efeitos fixos e aleatórios de acordo com o protocolo descrito 
(secção 3.4).  
 
O modelo final obtido para a evolução da abundância de espécie arbustivas espontâneas 
( * log( 1)Y Y= + ) ao longo do tempo foi7: 
0 1 2 3 0 1
0 , 1 ,
( 1) ( 1) ( 1)
( 1)
ijk i i
i j i j ijk
y Tempo Trat Tempo Trat b b Tempo
b b Tempo e
β β β β= + − + + − × + + − +
+ + − +
 
com 12,...,1=j ; 8,...,1=i ; ijnk ,..,1=  e onde 0 1  eβ β  são, respectivamente, a ordenada na 
origem e o efeito linear médios para o valor esperado da variável resposta no controlo; 
2β  é a diferença esperada na ordenada na origem entre o controlo e o tratamento D40; 
3β  é a diferença esperada no declive entre o controlo e o tratamento D40.  
 
As estimativas dos parâmetros do modelo final para os efeitos fixos são apresentadas na 
Tabela 4.13, bem como as estatísticas de teste e os valores-p dos testes-t.  
 
Tabela 4.13. Estimativas dos parâmetros dos efeitos fixos do modelo final para a abundância de 
espécies arbustivas espontâneas ( * log( 1)Y Y= + ).  
Parâmetro Estimativa Erro-padrão Est.-t Valor-p 
0β  1.5457 0.1841 8.3974 0≈  
1β  0.1957 0.0858 2.2806 0.0237 
2β  0.3555 0.1428   2.4892   0.0147 
3β  0.1199 0.0605 1.9823   0.0489 
 
A matriz de variâncias-covariâncias dos efeitos aleatórios para o nível 1 (bloco) é 
diagonal e as estimativas dos parâmetros são: 
2
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=  
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A matriz de variâncias-covariâncias dos efeitos aleatórios para o nível 2 (parcela) é 
igualmente diagonal sendo as estimativas dos parâmetros: 
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7
 Consultar notação da secção 4.3.9.1. 
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Para a matriz de variâncias-covariâncias dos erros 2σ i i i i=Λ WC W , a estimativa de 2σ  
é (0.4039)2 e a variância dentro do grupo é modelada por meio de uma potência dos 
valores ajustados ijυ  (varPower), com ij ij=
δ
W υ , sendo a estimativa do parâmetro δ  
de -0.3102 e o intervalo de confiança a 95% de -0.5953 a -0.0251.  
 
De acordo com a análise realizada a correlação entre os erros aleatórios não necessitou 
de ser modelada, pelo que 2i σ=C I . 
 
4.4.1.2 Verificação da qualidade do ajustamento 
A avaliação da qualidade do ajustamento do modelo final para a abundância de 
espécies arbustivas espontâneas foi feita através de métodos gráficos de diagnóstico 
(secção 2.6). Na Figura 4.18 observa-se que os erros aleatórios dentro de cada bloco têm 
valor médio nulo e variância praticamente constante para os diferentes blocos.   
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Figura 4.18. Caixas de bigodes dos resíduos para o modelo final da abundância de espécies 
arbustivas espontâneas ( * log( 1)Y Y= + ), por bloco. Os blocos 1 a 4 correspondem ao patamar 1 
e os blocos 5 a 8 ao patamar 3. 
 
A análise das Figuras 4.19-A e 4.19-B revela os resíduos padronizados dispersos 
aleatoriamente em torno de um valor médio nulo, apesar da presença de alguns outliers. 
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Figura 4.19. Resíduos padronizados versus valores ajustados (A) e resíduos padronizados 
(Pearson) em função do tempo (B) para o modelo final da abundância de espécies arbustivas 
espontâneas ( * log( 1)Y Y= + ).  
 
O pressuposto da normalidade dos erros dentro dos grupos não é rejeitado (Figura 
4.20-A). Apesar do gráfico da função de autocorrelação empírica dos resíduos sugerir 
um modelo AR(1) (Figura 4.20-B), nem este, nem nenhum dos outros modelos 
ajustados para modelar a correlação se revelou estatisticamente significativo em relação 
ao modelo considerado, pelo que a estrutura 2i σ=C I  foi mantida. Note-se, no entanto, 
que o valor do ACF para o lag 1 é de -0.55 o que, de certo modo, pode explicar a 
ausência de necessidade de correcção demonstrada pelos sucessivos ajustamentos. 
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Figura 4.20. Papel de probabilidade dos resíduos padronizados (A) e função de autocorrelação 
dos resíduos (B) para o modelo final da abundância de espécies arbustivas espontâneas 
( * log( 1)Y Y= + ).  
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De acordo com a Figura 4.21 e após a análise dos vários gráficos de diagnóstico, 
conclui-se que o modelo linear de efeitos mistos final é adequado para modelar a 
evolução da abundância de espécies arbustivas espontâneas. A introdução de efeitos 
aleatórios no modelo linear (bloco e parcela) e a modelação da respectiva estrutura de 
variâncias-covariâncias permitiu um melhor ajustamento do modelo (Figura 4.21). 
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Figura 4.21. Valores observados e gráfico do modelo final da abundância de espécies 
arbustivas espontâneas em função do tempo, para cada parcela (1 a 96) aninhada em cada bloco 
(1 a 8). 
 
4.4.1.3 Conclusões biológicas 
Nesta secção far-se-á o resumo das principais conclusões biológicas relativas à 
evolução da abundância de espécies arbustivas espontâneas na comunidade vegetal dos 
patamares revegetados da pedreira, tendo em conta os objectivos enunciados na secção 
4.1.  
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Na Tabela 4.14 são apresentados os efeitos fixos do modelo seleccionado para a 
abundância de espécies arbustivas espontâneas no início da experiência ou na baseline 
(t=0) e ao longo do tempo (t>0), para o controlo e o tratamento com desbaste.  
 
Tabela 4.14. Modelo marginal para a abundância de espécies arbustivas espontâneas 
( * log( 1)Y Y= + ). D0 – controlo; D40 – com desbaste de 40% de pinheiros. 1t Tempo= − . 
Trat t=0 t>0 
D0 0β  0 1tβ β+  
D40 ( )0 2β β+  ( ) ( )0 2 1 3 tβ β β β+ + +  
 
No que respeita à evolução da abundância de espécies arbustivas espontâneas 
( * log( 1)Y Y= + ), com base na Tabela 4.14, conclui-se que:  
 
(i) Comparação entre os tratamentos 
No início da experiência (t=0), o parâmetro 2β  permite testar a hipótese de igualdade 
entre o controlo (D0) e o tratamento com desbaste (D40), com: 
0 2: 0βΗ =  vs. 1 2: 0βΗ ≠  
sendo a hipótese nula rejeitada (valor-p= 0.0147) para um nível de significância de 5%. 
Conclui-se assim existirem diferenças significativas entre tratamentos na baseline, 
sendo de 0.3555 a diferença esperada na ordenada na origem entre o controlo e o 
tratamento D40. 
 
Ao longo do tempo (t>0), a hipótese de igualdade da evolução da abundância de 
espécies arbustivas espontâneas entre tratamentos é dada por:   
0 3: 0βΗ =  vs. 1 3: 0βΗ ≠ , 
sendo rejeitada no limite para um nível de significância de 5% (valor-p=0.0489). 
Conclui-se existirem diferenças significativas entre tratamentos ao longo do tempo, 
sendo a taxa de crescimento da abundância de espécies arbustivas espontâneas 0.1199 
( 3β ) vezes superior no tratamento com desbaste relativamente ao controlo.  
Conclui-se então que o desbaste de 40% originou um maior aumento na abundância de 
espécies arbustivas espontâneas ao longo do tempo, independentemente da idade da 
vegetação, tal como se observa na Figura 4.22, onde está representada a evolução da 
abundância de espécies arbustivas espontâneas dada pelo modelo e a evolução média 
observada, para o controlo e para o tratamento com 40% de desbaste.  
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Figura 4.22. Evolução da média da abundância de espécies arbustivas espontâneas observada 
(cheio) e estimada pelo modelo ajustado (tracejado) para o controlo (preto) e para o tratamento 
D40 (vermelho). 
 
(ii) Comparação entre os patamares 
Ao contrário do modelo ajustado para a abundância de espécies herbáceas (secção 
3.3.5), este modelo não inclui o factor patamar por não se ter revelado significativo, o 
que indica que a evolução da abundância de espécies arbustivas espontâneas não difere 
significativamente entre os patamares 1 e 3. 
 
As estimativas da evolução da abundância de espécies arbustivas espontâneas no 
controlo e no tratamento D40 são apresentadas na Tabela 4.15.  
 
Tabela 4.15. Estimativas da evolução da abundância de espécies arbustivas espontâneas 
( * log( 1)Y Y= + ). D0 – controlo; D40 – com desbaste de 40% de pinheiros. 1t Tempo= − . 
Trat Patamares 1 e 3 
D0 1.55 0.20y t= +  
D40 1.90 0.32y t= +  
 
4.4.2 Plântulas de espécies arbustivas espontâneas 
4.4.2.1 Descrição do modelo 
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O ajustamento smooth feito aos dados para cada tratamento sugere uma relação 
quadrática entre a abundância de plântulas de espécies arbustivas espontâneas 
( * log( 1)Y Y= + ) e o tempo, em ambos os patamares (Figura 4.23). 
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Figura 4.23. Ajustamento smooth feito aos dados da abundância de plântulas espécies 
arbustivas espontâneas por tratamento (D0 e D40) e por patamar (1 e 3).  
 
Tendo por base a estrutura da parte fixa do modelo sugerida pelo ajustamento smooth 
e a estrutura de efeitos aleatórios que mostrou ser adequada para este grupo funcional, 
procedeu-se à selecção dos efeitos fixos e aleatórios de acordo com o protocolo descrito 
no Capítulo 3.  
 
O modelo final obtido para a abundância de plântulas de espécies arbustivas 
espontâneas ( * log( 1)Y Y= + ) foi8: 
2
0 1 2 3 4 5
2
6 7 0 1 0 ,
1 ,
( 1) ( 1) ( 1)
( 1) ( 1) ( 1)
( 1)
ijk
i i i j
i j ijk
y Tempo Tempo Trat Pat Tempo Trat
Tempo Pat Tempo Pat b b Tempo b
b Tempo e
β β β β β β
β β
= + − + − + + + − × +
+ − × + − × + + − + +
+ − +
 
com 12,...,1=j ; 8,...,1=i ; ijnk ,..,1=  e onde 210 , βββ  e  são, respectivamente, a ordenada 
na origem, o efeito linear e o efeito quadrático médios para o valor esperado da variável 
                                                
8
 Consultar notação da secção 4.3.9.1. 
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resposta para o controlo no patamar 1; 3β  é a diferença esperada na ordenada na origem 
entre o controlo e o tratamento D40; 5β  é a diferença esperada no declive entre o 
controlo e o tratamento D40; 4β  é a diferença esperada na ordenada na origem entre o 
patamar 1 e o patamar 3; 6β  é a diferença esperada no declive entre o patamar 1 e o 
patamar 3; 7β  é a diferença esperada no termo quadrático entre o patamar 1 e o patamar 
3.  
 
As estimativas dos parâmetros do modelo final para os efeitos fixos são apresentadas na 
Tabela 4.16, bem como as estatísticas de teste e os valores-p dos testes-t.  
 
Tabela 4.16. Estimativas dos parâmetros dos efeitos fixos do modelo final para a abundância de 
plântulas de espécies arbustivas espontâneas ( * log( 1)Y Y= + ). 
Parâmetro Estimativa Erro-padrão Est.-t Valor-p 
0β  0.9208 0.2343 3.9304  0.0001 
1β  0.7591 0.1985 3.8233  0.0002 
2β  -0.2229 0.0882 -2.5281  0.0123 
3β  -0.2007 0.1607   -1.2487   0.2151 
4β  -0.1619  0.3092   -0.5235  0.6194 
5β  0.2434 0.0777 3.1326  0.0020 
6β  -0.7451  0.2322 -3.2083  0.0016 
7β  0.2744  0.0994 2.7619 0.0063 
 
A matriz de variâncias-covariâncias dos efeitos aleatórios para o nível 1 (bloco) é 
diagonal e as estimativas dos parâmetros são: 
2
0(1)
1 2
1(1)
0
0
σ
σ
 
=  
  
D =
2
2
(0.3724) 0
0 (0.1620)
 
 
 
 
A matriz de variâncias-covariâncias dos efeitos aleatórios para o nível 2 (parcela) é 
também diagonal, sendo as estimativas dos parâmetros: 
2
0(2)
2 2
1(2)
0
0
σ
σ
 
=  
  
D =
2
2
(0.7050) 0
0 (0.2372)
 
 
 
 
Para a matriz de variâncias-covariâncias dos erros 2σ i i i i=Λ WC W , a estimativa de 2σ  
é (0.5039)2 e a variância dentro do grupo é uma potência dos valores ajustados ijυ  
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(varPower), com ij ij=
δ
W υ , sendo a estimativa do parâmetro δ  de 0.3348 e o intervalo 
de confiança a 95% de 0.1595 a 0.5101.   
 
De acordo com a análise realizada, a correlação entre os erros aleatórios não necessitou 
de ser modelada, pelo que 2i σ=C I . 
 
4.4.2.2 Verificação da qualidade do ajustamento 
A qualidade do ajustamento do modelo final para a abundância de plântulas de 
espécies arbustivas espontâneas foi avaliada de acordo com os métodos descritos na 
secção 2.6. Na Figura 4.24 observa-se que os erros aleatórios dentro de cada bloco têm 
valor médio nulo e variância praticamente constante para os diferentes blocos.   
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Figura 4.24. Caixas de bigodes dos resíduos para o modelo da abundância de plântulas de 
espécies arbustivas espontâneas ( * log( 1)Y Y= + ), por bloco. Os blocos 1 a 4 correspondem ao 
patamar 1 e os blocos 5 a 8 ao patamar 3. 
 
A análise das Figuras 4.25-A e 4.25-B revela os resíduos padronizados dispersos em 
torno de um valor médio nulo, apesar de observar um certo padrão e da presença de 
alguns outliers. 
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Figura 4.25. Resíduos padronizados versus valores ajustados (A) e resíduos padronizados em 
função do tempo (B) para o modelo da abundância de plântulas de espécies arbustivas 
espontâneas ( * log( 1)Y Y= + ).  
 
O pressuposto da normalidade dos erros dentro dos grupos não foi rejeitado (Figuras 
4.26-A). Tal como no caso anterior (4.4.1), apesar do gráfico da função de 
autocorrelação empírica dos resíduos sugerir um modelo AR(1) (Figura 4.26-B), 
nenhum dos modelos ajustados para modelar a correlação se revelou estatisticamente 
significativo em relação ao modelo considerado, pelo que se manteve a estrutura 
2
i σ=C I . Este facto é de algum modo corroborado pelo valor -0.55 do ACF para o lag 
1. 
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Figura 4.26. Papel de probabilidade dos resíduos padronizados (A) e função de autocorrelação 
dos resíduos (B) para o modelo final da abundância de plântulas de espécies arbustivas 
espontâneas ( * log( 1)Y Y= + ). 
 
A B 
A B 
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De acordo com a Figura 4.27 e após a análise dos vários gráficos de diagnóstico, 
conclui-se que o modelo linear de efeitos mistos final é adequado para modelar a 
evolução da abundância de plântulas de espécies arbustivas espontâneas. A introdução 
de efeitos aleatórios no modelo linear (bloco e parcela) e a modelação da respectiva 
estrutura de variâncias-covariâncias permitiram um melhor ajustamento do modelo 
(Figura 4.27). 
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Figura 4.27. Valores observados e gráfico do modelo final em função do tempo, para cada 
parcela (1 a 96) aninhada em cada bloco (1 a 8). 
 
4.4.2.3 Conclusões biológicas 
Tendo em conta os objectivos enunciados na secção 4.1., far-se-á em seguida o 
resumo das principais conclusões biológicas relativas à evolução da abundância de 
plântulas de espécies arbustivas espontâneas na comunidade vegetal dos patamares 
revegetados da pedreira.  
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Na Tabela 4.17 são apresentados os efeitos fixos do modelo seleccionado para a 
abundância de plântulas de espécies arbustivas espontâneas no início da experiência ou 
na baseline (t=0) e ao longo do tempo (t>0), para o controlo e o tratamento com 
desbaste em cada patamar.   
 
Tabela 4.17. Modelo marginal para a abundância de plântulas de espécies espontâneas 
( * log( 1)Y Y= + ). D0 – controlo; D40 – com desbaste de 40% de pinheiros. 1t Tempo= − . 
Trat Patamar 1 Patamar 3 
 t=0  
D0 0β  ( )0 4β β+  
D40 ( )0 3β β+  ( )0 3 4β β β+ +  
 t>0  
D0 20 1 2t tβ β β+ +  ( ) ( ) ( ) 20 4 1 6 2 7t tβ β β β β β+ + + + +  
D40 ( ) ( ) 20 3 1 5 2t tβ β β β β+ + + +  ( ) ( ) ( ) 272651430 tt ββββββββ +++++++  
 
No que respeita à evolução da abundância de plântulas de espécies arbustivas 
espontâneas ( * log( 1)Y Y= + ), com base na Tabela 4.17, conclui-se que:  
 
(i) Comparação entre os tratamentos 
No início da experiência (t=0), o parâmetro 3β  permite testar a hipótese de igualdade 
entre o controlo (D0) e o tratamento com desbaste (D40), com: 
0 3: 0βΗ =  vs. 1 3: 0βΗ ≠  
A hipótese nula não é rejeitada (valor-p= 0.2151), pelo que se conclui não haver 
diferença significativa entre tratamentos na baseline para nenhum dos patamares.  
 
Ao longo do tempo (t>0), a diferença na evolução da abundância de plântulas de 
espécies arbustivas espontâneas entre tratamentos pode ser testada através de:   
0 5: 0βΗ =  vs. 1 5: 0βΗ ≠  
A hipótese nula é rejeitada (valor-p=0.002), pelo que se conclui existirem diferenças 
significativas entre tratamentos ao longo do tempo em ambos os patamares, sendo a 
estimativa da taxa de crescimento da abundância de plântulas de espécies arbustivas 
espontâneas cerca de 0.2434 ( 5β ) vezes superior no tratamento com desbaste 
relativamente ao controlo.  
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Conclui-se então que o desbaste de 40% originou um maior aumento da abundância de 
plântulas de espécies arbustivas espontâneas ao longo do tempo, independentemente da 
idade da vegetação, tal como se observa na Figura 4.28, onde está representada a 
evolução da abundância de plântulas de espécies arbustivas espontâneas dada pelo 
modelo e a evolução média observada, para o controlo e para tratamento com 40% de 
desbaste.  
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Figura 4.28. Evolução da média da abundância de plântulas de espécies arbustivas espontâneas 
observada (cheio) e estimada pelo modelo ajustado (tracejado) para o patamar 1 (preto) e para o 
patamar 3 (vermelho) no controlo e no tratamento com 40% de desbaste. 
 
(ii) Comparação entre os patamares 
Na baseline (t=0), o parâmetro 4β  permite testar a hipótese de igualdade entre os 
patamares 1 e 3, independentemente do tratamento considerado, com: 
0 4: 0βΗ =  vs. 1 4: 0βΗ ≠ , 
sendo o valor-p= 0.6194. Deste modo, a hipótese de igualdade entre patamares  no 
início da experiência não é rejeitada. 
 
Independentemente do tratamento considerado, os parâmetros 6β  e 7β  permitem testar 
a hipótese de igualdade da evolução (t>0) da abundância de espécies herbáceas entre 
patamares, com 
0 6 7: 0β βΗ = =  vs. 1 6 7: 0 0β βΗ ≠ ∨ ≠  
O teste à significância conjunta dos dois parâmetros resulta num valor-p=0.006, 
concluindo-se que a evolução é significativamente diferente entre patamares. No 
patamar 3, a taxa de crescimento da abundância de plântulas de espécies arbustivas 
4. Modelação do Efeito do Desbaste de Pinheiros 
 86 
espontâneas é 0.7451 ( 6β− ) vezes inferior à do patamar 1, embora a variação na taxa de 
crescimento, i.e. a aceleração, seja 0.2744 ( 7β ) vezes superior. 
Na Figura 4.29 está representada a evolução da abundância de plântulas de espécies 
arbustivas espontâneas dada pelo modelo e a evolução média observada, para o patamar 
1 e para o patamar 3.  
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Figura 4.29. Evolução da média da abundância de plântulas de espécies arbustivas espontâneas 
observada (cheio) e estimada pelo modelo ajustado (tracejado) para o controlo (preto) e para o 
tratamento D40 (vermelho) no patamar 1 e no patamar 3. 
 
As estimativas da evolução da abundância de plântulas de espécies arbustivas 
espontâneas no controlo e no tratamento D40 em ambos os patamares são apresentadas 
na Tabela 4.18.  
 
Tabela 4.18. Estimativas da evolução da abundância de plântulas de espécies arbustivas 
espontâneas ( * log( 1)Y Y= + ). D0 – controlo; D40 – com desbaste de 40% de pinheiros. 
1t Tempo= − . 
 Patamar 1 Patamar 3 
D0 20.92 0.76 0.22y t t= + −  20.76 0.01 0.05y t t= − +  
D40 20.72 1.00 0.22y t t= + −  20.56 0.26 0.05y t t= + +  
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4.4.3 Plântulas de espécies arbustivas utilizadas na revegetação 
4.4.3.1 Descrição do modelo 
O ajustamento smooth feito aos dados para cada tratamento sugere uma relação 
quadrática entre a abundância de plântulas de espécies arbustivas utilizadas na 
revegetação ( * log( 1)Y Y= + ) e o tempo, sobretudo no patamar 1 (Figura 4.30). 
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Figura 4.30. Ajustamento smooth feito aos dados da abundância de plântulas espécies 
arbustivas espontâneas por tratamento (D0 e D40) e por patamar (1 e 3).  
 
Tendo por base a estrutura da parte fixa do modelo sugerida pelo ajustamento smooth 
e a estrutura de efeitos aleatórios que mostrou ser adequada para este grupo funcional, 
procedeu-se à selecção dos efeitos fixos e aleatórios de acordo com o protocolo descrito 
no Capítulo 3.  
 
O modelo final obtido para a abundância de plântulas de espécies arbustivas utilizadas 
na revegetação ou plantadas ( * log( 1)Y Y= + ) foi9: 
                                                
9
 Consultar notação da secção 4.3.9.1. 
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2
0 1 2 3 4
2
5 0 1 0 ,
( 1) ( 1) ( 1)
( 1) ( 1)
ijk
i i i j ijk
y Tempo Tempo Pat Tempo Pat
Tempo Pat b b Tempo b e
β β β β β
β
= + − + − + + − × +
+ − × + + − + +
 
com 12,...,1=j ; 8,...,1=i ; ijnk ,..,1=  e onde 0 1 2,   eβ β β  são, respectivamente, a ordenada 
na origem, o efeito linear e o efeito quadrático médios para o valor esperado da variável 
resposta no patamar 1; 3β  é a diferença esperada na ordenada na origem entre o patamar 
1 e o patamar 3; 4β  é a diferença esperada no declive entre o patamar 1 e o patamar 3; 
5β  é a diferença esperada no termo quadrático entre o patamar 1 e o patamar 3.  
 
As estimativas dos parâmetros do modelo final para os efeitos fixos são apresentadas na 
Tabela 4.19, bem como as estatísticas de teste e os valores-p dos testes-t. É de salientar 
que o factor tratamento não se revelou significativo para a evolução da abundância deste 
grupo funcional.  
 
Tabela 4.19. Estimativas dos parâmetros dos efeitos fixos do modelo final para a abundância de 
plântulas de espécies arbustivas utilizadas na revegetação ou plantadas ( * log( 1)Y Y= + ).  
Parâmetro Estimativa Erro-padrão Est.-t Valor-p 
0β  1.6540  0.3454 4.7882   0≈  
1β  0.7514   0.1373 5.4740 0≈  
2β  -0.2824  0.0563 -5.0190 0≈  
3β  0.2719   0.4871    0.5582   0.5969 
4β  -0.8155  0.1952 -4.1773   0≈  
5β  0.3241  0.0820 3.9539   0.0001 
 
A matriz de variâncias-covariâncias dos efeitos aleatórios para o nível 1 (bloco) é 
diagonal e as estimativas dos parâmetros são: 
2
0(1)
1 2
1(1)
0
0
σ
σ
 
=  
  
D =
2
2
(0.6521) 0
0 (0.1059)
 
 
 
 
A estimativa do efeito aleatório do nível 2 (a parcela aninhada no bloco) ou 20(2)σ  é 
2(0.5185) . 
Para a matriz de variância-covariância dos erros 2σ i i i i=Λ WC W , a estimativa de 2σ  é 
(1.1836)2 e a variância dentro do grupo é modelada por uma estrutura exponencial dos 
valores ajustados ijυ  (varExp), com exp( )ij ij=W δυ  sendo a estimativa do parâmetro δ  
de -0.4173 e o intervalo de confiança a 95% de -0.5803 a -0.2543.  
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A matriz de correlação para os erros iC  é explicada por uma estrutura autoregressiva de 
ordem 1 para tempo contínuo (corCAR1), sendo a estimativa do parâmetro ρ  de 0.4520 
e o intervalo de confiança a 95% de 0.2085 a 0.7209. 
 
Considerando que a avaliação preliminar da qualidade do ajustamento do modelo levou 
à opção pela modelação da heterocedasticidade e da correlação dos erros aleatórios, 
procedeu-se à verificação da qualidade do ajustamento do modelo final seleccionado 
(4.4.3.2).  
 
4.4.3.2 Verificação da qualidade do ajustamento 
A qualidade do ajustamento do modelo final encontrado para a abundância de 
plântulas de espécies arbustivas utilizadas na revegetação foi avaliada através dos 
métodos descritos na secção 2.6. Na Figura 4.31 observa-se que os erros aleatórios 
dentro de cada bloco têm valor médio nulo e variância praticamente constante para os 
diferentes blocos.   
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Figura 4.31. Caixas de bigodes dos resíduos para o modelo da abundância de plântulas de 
espécies arbustivas plantadas ( * log( 1)Y Y= + ), por bloco. Os blocos 1 a 4 correspondem ao 
patamar 1 e os blocos 5 a 8 ao patamar 3. 
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A análise das Figuras 4.32-A e 4.32-B revela os resíduos padronizados dispersos em 
torno de um valor médio nulo, apesar de observar um certo padrão e da presença de 
alguns outliers. 
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Figura 4.32. Resíduos padronizados versus valores ajustados (A) e resíduos padronizados em 
função do tempo (B) para o modelo da abundância de plântulas de espécies arbustivas plantadas 
( * log( 1)Y Y= + ).  
 
O pressuposto da normalidade dos erros dentro dos grupos não é rejeitado (Figura 4.33-
A). Na Figura 4.33-B não se observam autocorrelações significativas, indicando que os 
resíduos padronizados se comportam como ruído branco.  
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Figura 4.33. Papel de probabilidade dos resíduos padronizados (A) e função de autocorrelação 
dos resíduos (B) para o modelo da abundância de plântulas de espécies arbustivas plantadas 
( * log( 1)Y Y= + ). 
 
De acordo com a Figura 4.34 e após a análise dos vários gráficos de diagnóstico, 
conclui-se que o modelo linear de efeitos mistos final é adequado para modelar a 
A B 
A B 
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evolução da abundância de plântulas de espécies arbustivas plantadas. A introdução de 
efeitos aleatórios no modelo linear (bloco e parcela) e a modelação da respectiva 
estrutura de variâncias-covariâncias permitiu um melhor ajustamento do modelo (Figura 
4.34). 
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Figura 4.34. Valores observados e gráfico do modelo final em função do tempo, para cada 
parcela (1 a 96) aninhada em cada bloco (1 a 8). 
 
4.4.3.3 Conclusões biológicas 
De acordo com os objectivos enunciados na secção 4.1., far-se-á em seguida o 
resumo das principais conclusões biológicas relativas à evolução da abundância de 
plântulas de espécies arbustivas utilizadas na revegetação dos patamares revegetados. É 
de salientar que na selecção dos efeitos fixos no modelo o factor tratamento (controlo 
versus desbaste de 40%) não se mostrou significativo na modelação da abundância deste 
grupo funcional. 
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Na Tabela 4.20 são apresentados os efeitos fixos do modelo seleccionado para a 
abundância de plântulas de espécies arbustivas plantadas no início da experiência ou na 
baseline (t=0) e ao longo do tempo (t>0) em cada patamar.   
 
Tabela 4.20. Modelo marginal para a abundância de plântulas de espécies plantadas 
( * log( 1)Y Y= + ). 1t Tempo= − . 
Pat t=0 t>0 
P1 0β  20 1 2t tβ β β+ +  
P3 ( )0 3β β+  ( ) ( ) 20 3 1 4 2 5( )t tβ β β β β β+ + + + +  
 
No que respeita à evolução da abundância de plântulas de espécies arbustivas plantadas 
( * log( 1)Y Y= + ), com base na Tabela 4.20, conclui-se que:  
 
(i) Comparação entre os tratamentos  
A evolução da abundância de plântulas de espécies arbustivas plantadas ao longo do 
tempo (t>0) não é significativamente diferente entre os tratamentos D0 e D40, uma vez 
que a taxa de crescimento e a aceleração são comuns aos dois tratamentos, em cada um 
dos patamares (Tabela 4.20). Conclui-se então que o desbaste de 40% não exerceu 
qualquer efeito significativo na evolução da abundância de plântulas de espécies 
arbustivas plantadas. 
 
(ii) Comparação entre os patamares  
No início da experiência (t=0), o parâmetro 3β  permite testar a hipótese de igualdade 
entre os patamares 1 e 3. A hipótese:  
0 3: 0βΗ =  vs. 1 3: 0βΗ ≠  
não é rejeitada (valor-p=0.5969) para um nível de significância de 5%, indicando não 
haver diferença entre patamares. 
 
A hipótese de igualdade entre patamares na evolução da abundância ao longo do tempo 
(t>0) é dada por:   
0 4 5: 0β βΗ = =  vs. 1 4 5: 0 0β βΗ ≠ ∨ ≠  
O teste à significância conjunta dos dois parâmetros resulta num valor-p<0.001, 
rejeitando-se a hipótese de igualdade. A taxa de crescimento da abundância de plântulas 
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de espécies arbustivas plantadas é cerca de 0.8155 ( 4β− ) vezes inferior no patamar 3 
relativamente ao patamar 1, embora a aceleração seja 0.3241 ( 5β ) vezes superior.  
 
Na Figura 4.35 está representada a evolução da abundância de plântulas de espécies 
arbustivas plantadas dada pelo modelo e a evolução média observada, para o patamar 1 
e para o patamar 3.  
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Figura 4.35. Evolução da média da abundância de plântulas de espécies arbustivas plantadas 
observada (cheio) e estimada pelo modelo ajustado (tracejado) para o patamar 1 (preto) e para o 
patamar 3 (vermelho). 
 
As estimativas da evolução da abundância de plântulas de espécies arbustivas 
espontâneas em ambos os patamares são apresentadas na Tabela 4.21.  
 
Tabela 4.21. Estimativas da evolução da abundância de plântulas de espécies arbustivas 
espontâneas ( * log( 1)Y Y= + ). 1t Tempo= − . 
Patamar 1 Patamar 3 
21.65 0.75 0.28y t t= + −  21.93 0.06 0.04y t t= − +  
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4.5 Considerações finais 
A análise dos dados propostos no presente trabalho através do modelo linear de 
efeitos mistos multinível revelou-se adequada face à complexidade dos mesmos, no 
sentido em que são medidas repetidas ao longo do tempo em unidades experimentais 
aninhadas espacialmente e com grande variabilidade entre si, quer ao nível das parcelas, 
quer ao nível dos blocos. A combinação de efeitos fixos com vários efeitos aleatórios 
aninhados em modelos multinível permitiu a modelação do comportamento ao longo do 
tempo da variável resposta e, ao mesmo tempo, a respectiva comparação entre os 
diferentes tratamentos e patamares. 
 
Embora o principal interesse na análise fosse o modelo marginal e o estudo dos 
efeitos fixos, isto é, inferir sobre o valor médio da população face ao tratamento de 
desbaste de pinheiros, a modelação dos efeitos aleatórios foi, ainda assim fundamental. 
A introdução de efeitos aleatórios permitiu, por um lado, acomodar e modelar a 
variabilidade não explicada pelas covariáveis do modelo e, por outro, evitar a sobre ou 
subparametrização do modelo, aumentando a precisão na estimação dos efeitos fixos. 
 
As extensões ao modelo linear misto básico permitiram combinar a introdução de 
funções variância para caracterizar a heterocedasticidade e de estruturas de correlação 
para representar a correlação serial e/ou espacial entre os erros, e assim modelar de 
forma flexível a estrutura de variâncias-covariâncias dentro do grupo (Tabela 4.22). 
 
Os modelos obtidos para as diferentes variáveis resposta revelaram um bom 
ajustamento. A estrutura dos modelos encontrados permitiu investigar a importância 
relativa da variação em diferentes níveis hierárquicos, desde as unidades experimentais 
passando pelos blocos até à variação entre anos e patamares. Sabendo onde se aloja a 
estocasticidade do sistema, é possível obter melhores estimativas dos efeitos fixos e, em 
última análise, fazer predições mais informadas sobre o sucesso de certas estratégias de 
gestão, como é o caso do desbaste de pinheiros realizado.  
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Tabela 4.22. Resumo das características dos modelos finais para a abundância de espécies 
herbáceas (HE), de espécies arbustivas espontâneas (AE), de plântulas de espécies arbustivas 
espontâneas (PE) e de plântulas de espécies arbustivas plantadas (PN). 
 HE AE PE PN 
Transformação 
 
Y  log( 1)Y +  log( 1)Y +  log( 1)Y +  
Efeitos aleatórios 3 4 4 3 
Matriz var-covar 
dos efeitos 
aleatórios  
 
D  Identidade 1D  e 2D  
Diagonais 
1D  e 2D  
Diagonais 
D  Diagonal 
Variância dentro 
do grupo 
 
 
Potência 
ij ij=
δ
W υ  
Potência 
ij ij=
δ
W υ  
Potência 
ij ij=
δ
W υ  
VarExp 
exp( )ij ij=W δυ
 
Correlação dentro 
do grupo 
corCAR(1) 
( ), sh s φ φ=  
não precisa de 
ser modelada 
iC  geral 
não precisa de 
ser modelada 
iC  geral 
corCAR(1) 
( ), sh s φ φ=  
 
Do ponto de vista biológico, a análise dos dados através de modelos lineares de 
efeitos mistos multinível permitiu avaliar o efeito do tratamento ao longo do tempo na 
evolução da abundância de espécies de diferentes grupos funcionais. No início do 
estudo, apenas a abundância de espécies arbustivas espontâneas (AE) apresentava 
diferenças entre as parcelas controlo e as parcelas com desbaste de 40% da densidade de 
pinheiros (Tabela 4.23). No entanto, dois anos após a realização do desbaste, a taxa de 
aumento da abundância de adultos espontâneos recrutados da vegetação circundante, 
quer de espécies herbáceas (HE), quer de espécies arbustivas (AE), aumentou na 
sequência do desbaste (Tabela 4.23), evidenciando o efeito benéfico do mesmo na 
diminuição da competição interespecífica e na “renaturalização” da comunidade vegetal 
dos patamares revegetados. Este efeito foi particularmente evidente para a abundância 
de espécies herbáceas. 
 
No que respeita às plântulas, enquanto que o desbaste provocou um aumento na 
abundância de plântulas de espécies arbustivas espontâneas (PE), o mesmo não se 
verificou para as de espécies arbustivas utilizadas na revegetação (PN), para as quais o 
tratamento não teve qualquer efeito (Tabela 4.23). Este facto deveu-se provavelmente 
aos requisitos de dispersão, germinação e estabelecimento das espécies pertencentes a 
cada grupo. O primeiro grupo (PE) inclui espécies de carácter pioneiro (e.g. cistáceas, 
labiadas, leguminosas), características de locais mais expostos (e.g. Roy e Sonié, 1992; 
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Izhaki et al., 2000) exibindo uma produção abundante de sementes de reduzida 
dimensão, cuja dispersão é maioritariamente anemófila (Herrera 1987). Muitas destas 
espécies produzem sementes desde os primeiros anos (Roy e Sonié, 1992; Pausas e 
Verdu, 2005) e, quando as condições de germinação são favoráveis, o banco de 
sementes acumulado dá origem a uma elevada densidade de plântulas (Clemente et al., 
1996; Bastida e Talavera, 2002), reagindo rapidamente a alterações. Estas 
características correspondem a uma estratégia de espécies pioneiras ou ruderais, i.e., 
plantas com menor longevidade e grande investimento na reprodução (e.g. Grime, 
2007). O segundo grupo (PN) alberga espécies que atingem a maturidade reprodutora 
mais tardiamente (Verdú, 2002), produzindo sementes de maiores dimensões e em 
menor quantidade, cuja dispersão é sobretudo zoófila (Herrera, 1987; Herrera, 1995). 
Muitas destas espécies são intolerantes à exposição na fase de germinação (e.g. Pistacia 
lentiscus) (García-Fayos e Verdú, 1998; Sánchez-Gómez et al., 2006). Estas espécies, 
que se caracterizam também por exibirem taxas de crescimento baixas e ciclos de vida 
longos, consideram-se tolerantes ao stresse (e.g. Grime, 2007).  
 
A modelação visava ainda avaliar o efeito do desbaste em comunidades com 
diferentes idades após a revegetação (com cerca de 6 anos de diferença), no sentido de 
determinar a altura mais adequada para este tipo de manipulações. De acordo com os 
resultados obtidos, apesar de o efeito do desbaste se mostrar independente da idade da 
vegetação, a dinâmica das alterações na abundância dos vários grupos foi diferente nos 
dois patamares, excepto no caso das espécies arbustivas espontâneas (AE). Neste grupo, 
o factor patamar não se revelou significativo na modelação da abundância, cuja 
evolução exibiu um comportamento linear (Tabela 4.23). Nos restantes grupos, o 
aumento da abundância exibiu um comportamento quadrático com uma taxa de 
aumento da abundância superior no patamar mais antigo (patamar 1), embora a variação 
dessa taxa (a aceleração) tenha sido superior no patamar mais recente (patamar 3) 
(Tabela 4.23). Este comportamento evidencia, como seria de esperar, uma comunidade 
mais madura e estabelecida no patamar mais antigo com condições, sobretudo após o 
desbaste de pinheiros, para suportar uma maior abundância de indivíduos, havendo uma 
maior dinâmica nas alterações da vegetação no patamar mais jovem, traduzida numa 
maior variação na taxa de aumento. 
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Tabela 4.23. Resumo das conclusões relativas ao efeito do tratamento (controlo vs. D40) e da 
idade da vegetação (patamar 1 vs. patamar 3) na abundância de espécies herbáceas (HE), de 
espécies arbustivas espontâneas (AE), de plântulas de espécies arbustivas espontâneas (PE) e de 
plântulas de espécies arbustivas plantadas (PN). 
 HE AE PE PN 
Tratamento 
Baseline Sem dif. 0.3555 vezes 
superior no D40 
Sem dif. Sem dif. 
Taxa de 
aumento 
1.3923 vezes 
superior no D40 
0.1199 vezes 
superior no D40 
0.2434 vezes 
superior no D40 
Sem dif. 
Idade da vegetação 
Baseline Sem dif. ─ Sem dif. Sem dif. 
Taxa de 
aumento 
5.5739 vezes 
inferior no P3 
─ 0.7451 vezes 
inferior no P3 
0.8155 vezes 
inferior no P3 
Variação na 
taxa de 
aumento  
1.9588 vezes 
superior no P3 
─ 0.2744 vezes 
superior no P3 
0.3241 vezes 
superior no P3 
 
 
Embora os termos dos vários modelos sejam facilmente interpretados e até 
expectáveis com base no conhecimento prévio da ecologia da comunidade vegetal, eles 
fornecem, não obstante, estimativas quantitativas explícitas dos efeitos dos factores em 
estudo. Os resultados obtidos podem igualmente ser utilizados em modelos de 
simulação, permitindo fazer predições sobre a dinâmica da vegetação e sobre os efeitos 
de estratégias de gestão na comunidade vegetal (parcela, bloco ou patamar).  
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ANEXO I – Esquema do delineamento experimental utilizado para avaliar o efeito do 
desbaste dos pinheiros na vegetação dos Patamares 1 e 3.  
 
20 m
20 m
P1 (1983)
P2 (1986)
P3 (1989)
P4 (1992)
P5 (1995)
Foram estudados dois 
patamares revegetados em 
1983 (Patamar 1) e 1989 
(Patamar 3)
PATAMAR
Em cada Patamar foram 
definidos 4 blocos de modo 
a incluir diferentes 
exposições (de NE a SW)
BLOCO
Cada bloco foi dividido em 2 
talhões com cerca de 50 m2
onde foram aplicados dois 
tratamentos: Controlo (D0) e 
Desbaste de 40% da densidade 
de pinheiros (D40)
TRATAMENTO
Em cada talhão foram 
definidas 6 parcelas 
permanentes de 4.5 m2, 
totalizando 96 parcelas (48 
no P1 + 48 no P3).
PARCELA
D
C
B A S
N
ou
Controlo
D0
Desbaste
D40
6x
 
