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Abstrakt
Tato diplomova´ pra´ce popisuje mozˇnosti modelova´nı´ a analy´zy distribuovany´ch algo-
ritmu˚ pomocı´ Petriho sı´tı´. Algoritmy typicky prˇedstavene´ pomocı´ pseudoko´du, jsou po-
mocı´ popsany´chmetod prˇevedeny na Petriho sı´teˇ. Pra´ce je doplneˇna rˇadou skriptu˚ a ani-
macı´, vytvorˇeny´ch ve volneˇ dostupny´ch programovy´ch prostrˇedcı´ch, pro dalsˇı´ prˇiblı´zˇenı´
cˇtena´rˇi. Tato diplomova´ pra´ce obsahuje shrnutı´ a porovna´nı´ monografiı´ Elements of Dis-
tributed Algorithms odW. Reisiga s monografiı´ Coloured Petri nets od K. Jensena a L. M.
Kristensena.
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Abstract
This diploma thesis describes possibilities of modeling and analysis of distributed algo-
rithms using Petri nets. Algorithms, typically introduced by pseudocode are converted
to Petri nets using described methods. Thesis is extended by scripts and animations,
created in freely available software, for further approach to reader. This diploma thesis
contains summary and comparison between Elements of Distributed Algorithms by W.
Reisig and Coloured Petri nets by K. Jensen and L. M. Kristensen.
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61 ´Uvod
Jak se v soucˇasne´ dobeˇ rozsˇirˇuje pokrytı´ oboru˚ lidske´ cˇinnosti automaticky´mi syste´my,
tı´m take´ naru˚sta´ potrˇeba tyto syste´my korektneˇ rˇı´dit, zajistit jejich optima´lnı´ spolupra´ci
a soucˇinnost. Soucˇa´stı´ teˇchto rˇı´dı´cı´ch prvku˚ jsou take´ takzvane´ distribuovane´ algoritmy.
Termı´n distribuovany´ algoritmus se zpocˇa´tku vztahoval pouze na syste´my, ktere´ byly
vytvorˇeny pro pra´ci s mnoha procesory rozmı´steˇny´mi ve velke´ geograficke´ oblasti.
V pru˚beˇhu cˇasu se tento termı´n prˇenesl a nynı´ popisuje i algoritmy pracujı´cı´mi
v mı´stnı´ sı´ti nebo prˇı´padneˇ ve sdı´lene´ pameˇti multiprocesoru. Distribuovane´ algoritmy
jsou dnes soucˇa´stı´ cele´ rˇady aplikacı´, zahrnujı´cı´ telekomunikace, distribuovane´ informacˇnı´
procesy nebo sledova´nı´ procesu˚ v rea´lne´m cˇase. Veˇtsˇina soucˇasny´ch kontrolnı´ch syste´mu˚,
jako jsou syste´my rˇı´zenı´ letove´ho provozu nebo syste´my kontrolujı´cı´ jaderne´ elektra´rny,
jsou kriticky za´visle´ na distribuovany´ch syste´mech. Proto je nutne´, aby tyto syste´my byly
maxima´lneˇ spolehlive´ a efektivnı´, a to i v prˇı´padeˇ velmi slozˇity´ch procesu˚.
Tato diplomova´ pra´ce se zaby´va´ problematikou za´kladnı´ch distribuovany´ch syste´mu˚,
jejich reprezentacı´ pomocı´ Petriho sı´tı´ a analy´zou, kterou tato reprezentace umozˇnˇuje.
1.1 Cı´le diplomove´ pra´ce
Cı´lem te´to diplomove´ pra´ce je sezna´mit cˇtena´rˇe s neˇkolika vybrany´mi proble´my dis-
tribuovany´ch algoritmu˚ a jejich obvyklou reprezentacı´ pomocı´ programove´ho pseudoko´-
du. Algoritmy obsazˇene´ v te´to diplomove´ pra´ci jsem studoval z jejich pu˚vodnı´ch zdroju˚,
a jako jeden z prˇı´nosu˚ te´to diplomove´ pra´ce vidı´m sezna´menı´ cˇtena´rˇe s teˇmito dı´ly.
Programovy´ pseudoko´d vybrany´ch algoritmu˚ bude porovna´n s reprezentacı´ pomocı´
Petriho sı´tı´. Cˇtena´rˇ se tak mu˚zˇe sezna´mit se za´kladnı´mi prvky teorie Petriho sı´tı´ a bude
schopen porozumeˇt, navrhnout a analyzovat jednoduche´ algoritmy sa´m.
Reprezentace distribuovany´ch algoritmu˚ pomocı´ Petriho sı´tı´ je popsa´na v monografii
Reisig, W. : Elements of distributed algorithms (Springer 1998). Cˇtena´rˇ se bude moci
sezna´mit s obsahem tohoto dı´la. Dalsˇı´ prˇı´nos te´to diplomove´ pra´ce nabı´zı´ porovna´nı´
vy´sˇe uvedene´ monografie s monografiı´ Coloured Petri nets (Springer 2009), kterou jsem
prostudoval azˇ v pru˚beˇhu vytva´rˇenı´ animacı´, a ktera´ na problematiku vyuzˇitı´ Petriho sı´tı´
nahlı´zˇı´ z jine´ho u´hlu.
Du˚lezˇitou soucˇa´stı´ me´ diplomove´ pra´ce jsou elektronicke´ animace popisujı´cı´ distribuo-
vane´ algoritmy, vybrane´ po dohodeˇ s vedoucı´mdiplomove´ pra´ce. Algoritmy byly vybra´ny
tak, aby pokryly nejza´kladneˇjsˇı´ proble´my v oblasti distribuovane´ informatiky. Z du˚vodu
srovna´nı´ jsou uvedene´ algoritmy take´ obsazˇeny v monografii Elements of distributed al-
gorithms. Mozˇnosti modelova´nı´ a analy´zy budou prˇedvedeny na algoritmu vza´jemne´ho
vyloucˇenı´ v neˇkolika varianta´ch, ve ktery´ch se pokusı´m zhodnotit vyuzˇitı´ vy´pocˇetnı´
sı´ly Petriho sı´tı´ k tomuto u´cˇelu. Spolu s elektronicky´mi animacemi vytvorˇı´m ve volneˇ
dostupny´ch aplikacı´ch soubor prˇı´kladu˚ distribuovany´ch algoritmu˚, popisovany´ch v te´to
diplomove´ pra´ci, ktere´ detailneˇji prˇiblı´zˇı´ problematiku budoucı´m diplomantu˚m. Za´veˇrem
provedu i srovna´nı´ mezi pouzˇity´mi programovy´mi na´stroji.
71.2 Shrnutı´ obsahu jednotlivy´ch kapitol
Teoreticka´ cˇa´st te´to diplomove´ pra´ce se skla´da´ ze cˇtyrˇ hlavnı´ch cˇa´stı´.
Kapitola 2 se zaby´va´ za´klady distribuovany´ch algoritmu˚. Cˇtena´rˇ se sezna´mı´ s neˇkolika
vybrany´mi distribuovany´mi algoritmy a jejich reprezentacı´ pomocı´ fragmentu˚ pseudoko´-
du˚. Na teˇchto algoritmech bude prˇedstaveno i pouzˇitı´ Petriho sı´tı´ jako alternativy pro
modelova´nı´ chova´nı´ a vlastnı´ analy´zu distribuovany´ch syste´mu˚. Pro cˇtena´rˇe, kterˇı´ se
s Petriho sı´teˇmi dosud nesetkali, tato kapitola prˇina´sˇı´ i forma´lnı´ za´klady teorie Petriho
sı´tı´.
Kapitola 3 je zameˇrˇena na algoritmus vza´jemne´ho vyloucˇenı´. V te´to kapitole je zna´zor-
neˇno postupne´ modelova´nı´ tohoto algoritmu spolecˇneˇ s analy´zou jednotlivy´ch kroku˚.
Jednoduchy´ model je podroben analy´ze a na za´kladeˇ zjisˇteˇny´ch nedostatku˚ je k neˇmu
prˇipojova´na dalsˇı´ konstrukce, ktera´ zajistı´ vsˇechny pozˇadovane´ vlastnosti, a cely´ tento
proces je neˇkolikra´t zopakova´n. Na tomto konkre´tnı´m prˇı´padu bude moci cˇtena´rˇ porov-
nat rozdı´ly modelova´nı´ pomocı´ pseudoko´du a s pomocı´ Petriho sı´tı´.
Na´sledujı´cı´ kapitola 4 popisuje forma´lnı´ analy´zu algoritmu˚ z prˇedesˇle´ kapitoly s ohle-
dem na zˇa´doucı´ vlastnosti. V ra´mci te´to kapitoly se cˇtena´rˇ sezna´mı´ se dveˇma za´kladnı´mi
prˇı´stupy analy´zy Petriho sı´tı´ a to s algebraickou metodou pomocı´ incidencˇnı´ matice,
a da´le s metodou grafovou, ktera´ pro analy´zu vyuzˇı´va´ specia´lnı´ struktury obsazˇene´
v Petriho sı´ti.
Kapitola 5 prˇina´sˇı´ cˇtena´rˇi na´hled do monografie Reisig, W.: Elements of Distributed
Algorithms (Springer 1998). Cˇtena´rˇ se sezna´mı´ se zameˇrˇenı´m te´to knihy, s pouzˇity´mi
technikami jejı´ho autora a v neposlednı´ rˇadeˇ se srovna´nı´m neˇktery´ch jeho algoritmu˚
s algoritmy, ktere´ vzesˇly z te´to diplomove´ pra´ce. Touto kapitolou koncˇı´ teoreticka´ cˇa´st
diplomove´ pra´ce.
Kapitola 6 se veˇnuje vlastnı´mu postupu vytvorˇenı´ animacı´ pro tuto diplomovou pra´ci
a jejich kra´tke´mu popisu.
82 Distribuovane´ algoritmy
2.1 ´Uvod
Tato kapitola je zameˇrˇena na popis proble´mu distribuovany´ch algoritmu˚. Cˇtena´rˇ se
sezna´mı´ s neˇkolika distribuovany´mi algoritmy, ktere´ se pouzˇı´vajı´ pro rˇesˇenı´ za´kladnı´ch
vy´pocˇetnı´ch proble´mu˚. S ohledem na mozˇnosti srovna´nı´ jsem vybı´ral pouze takove´ al-
goritmy, ktere´ jsou obsazˇeny i v monografii Elements of Distributed Algorithms. Jed-
notlive´ distribuovane´ algoritmy jsou reprezentova´ny jak v programove´m pseudoko´du,
tak i Petriho sı´teˇmi, ktere´ jsou doplneˇny odpovı´dajı´cı´m teoreticky´m za´kladem. Infor-
mace k te´to kapitole jsem cˇerpal z monografiı´ [1], [2] a [3].
2.2 Distribuovane´ algoritmy
V soucˇasne´ dobeˇ jsme obklopeni mnozˇstvı´m prvku˚ a procesu˚ spojeny´ch navza´jem
v sı´tı´ch a komunikujı´cı´ch mezi sebou za u´cˇelem splneˇnı´ spolecˇne´ho u´kolu. Tyto pro-
cesy musı´ jednat sponta´nneˇ a neza´visle na sobeˇ, ale s ohledem na ostatnı´, a tak vytva´rˇejı´
spolecˇne´ - distribuovane´ vy´pocˇetnı´ prostrˇedı´. I kdyzˇ jednotlive´ procesy tohoto prostrˇedı´
jsou schopne´ neza´visle´ pra´ce, pouze jejich spojenı´ umozˇnˇuje splneˇnı´ zadane´ho u´kolu.
Abychom tyto spolecˇne´ u´kolymohli vyrˇesˇit, musı´me vytvorˇit sadu pravidel urcˇujı´cı´ch,
kdo ma´ co deˇlat, pokud mozˇno bez synchronizace a dohledu zvencˇı´. Musı´me tedy
vytvorˇit distribuovany´ algoritmus, ktery´ zarucˇuje jak korektnost (tedy spra´vne´ vyrˇesˇenı´
zadane´ho proble´mu) tak i efektivnost (vytvorˇeny´ algoritmus musı´ mı´t prˇimeˇrˇeneˇ male´
na´klady).
Distribuovane´ algoritmy jsou tedy celky, spojujı´cı´ algoritmy jednotlivy´ch procesu˚.
Tyto procesy jsou cˇasto prova´deˇny soubeˇzˇneˇ na neza´visly´ch procesorech a majı´ pouze
cˇa´stecˇnou informaci o tom, co deˇla´ zbytek algoritmu.
Proto za´kladnı´m cı´lem prˇi tvorbeˇ distribuovane´ho algoritmu je u´speˇsˇna´ spolupra´ce
jeho jednotlivy´ch cˇa´stı´ neza´visle na mozˇny´ch chyba´ch cˇi prˇerusˇenı´ komunikace. Jen
tyto algoritmy mohou by´t u´speˇsˇneˇ implementova´ny pro rˇı´zenı´ kriticky´ch procesu˚, jako
jsou syste´my rˇı´zenı´ letove´ho provozu nebo syste´my rˇı´zenı´ jaderny´ch elektra´ren. Vy´beˇr
odpovı´dajı´cı´ho algoritmu potom za´visı´ na charakteristice proble´mu a take´ na charakte-
ristice samotne´ho algoritmu.
2.3 Producent - konzument
Jednı´m z nejjednodusˇsˇı´ch distribuovany´ch algoritmu˚ je syste´m producent - konzument.
Mu˚zˇeme si ho prˇedstavit jako soustavu dvou procesu˚, producenta a konzumenta, ktere´
vykona´vajı´ neˇkolik akcı´ - vyrob, dodej na sklad, vyjmi ze skladu, spotrˇebuj. Da´le budeme
uvazˇovat o skladove´m mı´steˇ s kapacitou jedne´ polozˇky. Tento algoritmus beˇzˇneˇ nacha´zı´
uplatneˇnı´ v ru˚zny´ch oblastech, od databa´zı´, prˇes komunikacˇnı´ protokoly, azˇ po operacˇnı´
syste´my.
9Psa´no v programove´m pseudoko´du vypada´ tento algoritmus takto:
(sklad : integer; sklad := 0);
begin
parbegin
producent: begin P1: vyrob;
if sklad = 0 then sklad := 1; goto P1
end;





Vy´pis 1: Producent - konzument
Pseudoprˇı´kazy parbegin a parend vymezujı´ oblast, ve ktere´ oba procesy, producent
i konzument, probı´hajı´ paralelneˇ.
Dalsˇı´ mozˇnostı´, jak tento syste´m popsat, je pomocı´ reprezentace stavu˚ jednotlivy´ch
procesu˚. Pro tento popis si cely´ syste´m rozdeˇlı´me na trˇi podsyste´my - producent, sklad a
konzument. Kazˇdy´ z teˇchto podsyste´mu˚ mu˚zˇe naby´t pouze dvou loka´lnı´ch stavu˚. Pro-
ducent se mu˚zˇe nacha´zet budˇ ve stavu prˇipraven k vy´robeˇ (pv) nebo prˇipraven k doda´nı´ na
sklad (pd). Konzument ma´ stavy prˇipraven k odebra´nı´ ze skladu (po) a prˇipraven ke spotrˇebeˇ








Figure 1: Stavove´ zobrazenı´ syste´mu producent - konzument
Nicme´neˇ tento diagram nepopisuje syste´m jako celek, a je proto nutne´ dodat infor-
maci o tom, jak se chovajı´ jednotlive´ procesy. Proces pd→ pv a proces s0→ s1 probı´hajı´
soucˇasneˇ. To stejne´ platı´ pro procesy po→ ps a s1→ s0. Tato informace musı´ by´t poskyt-
nuta dodatecˇneˇ.
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Jiny´ pohled na tento algoritmus prˇedstavuje popis akcı´, ktere´ jednotlive´ podsyste´my
prova´deˇjı´. Producent strˇı´da´ akci vy´roba (v) a doda´nı´ na sklad (d) a nekonecˇna´ sekvence
vdvdvd... popisuje jeho chova´nı´. To stejne´ platı´ pro akce konzumenta - odbeˇr ze skladu
(o) a spotrˇeba (s). Akce skladu jsou spojeny s doda´nı´m a odbeˇrem, oznacˇı´me je proto d¯ a o¯.




Cely´ syste´m pak mu˚zˇeme zapsat pomocı´ paralelnı´ho opera´toru ‖, kde pro kazˇde´ x
a x¯ platı´, zˇe probeˇhnou soucˇasneˇ.
producent ‖ sklad ‖ konzument
Obeˇ vy´sˇe zmı´neˇne´ metody popisu syste´mu se dı´vajı´ na celek jen pod jednı´m u´hlem,
budˇ jako soustavu ru˚zny´ch stavu˚, nebo jako soustavu ru˚zny´ch akcı´, doplneˇnou o dalsˇı´
potrˇebne´ informace.
Na druhe´ straneˇ stojı´ metoda popisu pomocı´ Petriho sı´tı´, ktera´ sama o sobeˇ poskytuje
vy´sˇe zmı´neˇne´ informace, a navı´c umozˇnˇuje zı´skat informace dalsˇı´.
Na na´sledujı´cı´m obra´zku stejny´ syste´m reprezentovany´ Petriho sı´tı´.
• ••
Figure 2: Syste´m producent - konzument
Z tohoto obra´zku, i bez prˇedchozı´ znalosti Petriho sı´tı´, je mozˇne´ intuitivneˇ pochopit
tento algoritmus i jeho pru˚beˇh. Leva´ cˇa´st je syste´m producent, ve strˇedu se nale´za´ sklad
a vpravo je syste´m konzument.
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2.4 Definice Petriho sı´teˇ, jejı´ struktura, prˇechod
Na prˇı´kladu algoritmu producent konzument si definujeme za´kladnı´ prvky Petriho sı´tı´.
Petriho sı´teˇ se skla´dajı´ z mı´st (stavu˚), ktere´ vyjadrˇujı´ podmı´nku, a uda´lostı´, ktere´ jsou
reprezentovane´ prˇechody. Mı´sta jsou graficky zna´zorneˇna kruzˇnicı´, prˇechody oznacˇuje-
me obde´lnı´kem, nebo u´secˇkou. Mı´sta jsou spojena s prˇechody pomocı´ orientovany´ch
hran. Vzˇdy je spojeno mı´sto s prˇechodem nebo prˇechod s mı´stem. Nikdy nejsou spo-
jeny prˇechody s jiny´m prˇechodem a mı´sto s jiny´m mı´stem. Vy´sledkem je bipartitnı´ graf
s dveˇma typy uzlu˚, mı´sty a prˇechody, a s orientovany´mi hranami. Na na´sledujı´cı´m
obra´zku cˇı´slo 3 je jednoducha´ sı´tˇ, ktera´ mu˚zˇe reprezentovat podsyste´m producent.
•
Figure 3: Jednoducha´ sı´tˇ
Nynı´ si definujeme forma´lneˇ Petriho sı´tˇ.
Definice 2.1 Struktura Petriho sı´teˇ je peˇtice 〈P, T, I,O,H〉, kde
• P je konecˇna´ mnozˇina mı´st
• T je konecˇna´ mnozˇina prˇechodu˚
• I,O,H jsou zobrazenı´ typu T → PMS, po rˇadeˇ vstupnı´ funkce, vy´stupnı´ funkce a vstupnı´
inhibicˇnı´ funkce
PMS je mnozˇina vsˇech multimnozˇin nad mnozˇinou P
Pro nasˇe u´cˇely budeme uvazˇovat specia´lnı´ prˇı´pad, kdy inhibicˇnı´ funkce prˇirˇazuje
vsˇem prˇechodu˚m t∈T pra´zdnou multimnozˇinu z PMS . V tomto prˇı´padeˇ nenı´ potrˇeba
inhibicˇnı´ funkci H ve strukturˇe PN uva´deˇt.
Soucˇasny´ stav cele´ho syste´mu se zna´zornˇuje pomocı´ znacˇek zvany´ch tokeny, ktere´ se
umistˇujı´ do jednotlivy´chmı´st. Syste´m vzˇdy vycha´zı´ z pocˇa´tecˇnı´ho znacˇenı´, cozˇ je vy´chozı´
znacˇenı´ prˇed provedenı´m jake´hokoliv prˇechodu. Forma´lneˇ rˇecˇeno:
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Definice 2.2 Syste´m Petriho sı´teˇ (PN syste´m) je peˇtice 〈P, T, I,O,M0〉, kde
• 〈P, T, I,O, 〉 je struktura PN
• M0 je zobrazenı´ typu P→ N, tzv. pocˇa´tecˇnı´ znacˇenı´, kde N je mnozˇina prˇirozeny´ch cˇı´sel
Obecneˇ symbolem M oznacˇujeme jake´koliv zobrazenı´ P→ N.
Prˇechod do nove´ho mı´sta je umozˇneˇn splneˇnı´m podmı´nek prˇechodu, ktery´ urcˇujı´
pocˇty odebı´rany´ch a umı´stˇovany´ch tokenu˚. V grafu je to zna´zorneˇno ohodnocenı´m ori-
entovany´ch hran. Pokud nenı´ explicitneˇ uvedeno hodnocenı´ hrany,ma´ implicitneˇ hodno-
cenı´ 1. Prˇechod se mu˚zˇe uskutecˇnit tehdy, kdyzˇ vsˇechna vstupnı´ mı´sta obsahujı´ dostatecˇ-
ny´ pocˇet tokenu˚.
Definice 2.3 Prˇechod t je proveditelny´ prˇi znacˇenı´ M, jestlizˇe platı´
(∀p∈•t)[M(p)≥I(t,p)]
Kde
• •t je mnozˇina vstupnı´ch mı´st prˇechodu t
• M(p) je prˇirozene´ cˇı´slo urcˇujı´cı´ pocˇet tokenu˚ v mı´steˇ p
• I(t,p) je na´sobnost hrany z mı´sta p do prˇechodu t
Po provedenı´ prˇechodu se tokeny odeberou ze vstupnı´ch mı´st v za´vislosti na ohod-
nocenı´ orientovany´ch hran vystupujı´cı´ch ze vstupnı´ch mı´st a umı´stı´ do vy´stupnı´ch mı´st
opeˇt v za´vislosti na ohodnocenı´ orientovany´ch hran, ktere´ do nich vstupujı´.
•
Figure 4: Jednoducha´ sı´tˇ po provedenı´ prˇechodu
Mnozˇinu prˇechodu˚ proveditelny´ch prˇi znacˇenı´ M oznacˇı´me jako E(M). Znacˇenı´, prˇi
ktere´m nenı´ zˇa´dny´ prˇechod proveditelny´, oznacˇujeme uzamcˇenı´. Tomuto specia´lnı´mu
stavu syste´mu se budeme veˇnovat pozdeˇji.
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Definice 2.4 Provedenı´ prˇechodu t prˇi znacˇenı´ M, vede od znacˇenı´ M k znacˇenı´ M’ takove´mu, zˇe
platı´:
(∀p∈P)[M’(p)=M(p)+O(t,p)-I(t,p)]
Kde O(t,p) je na´sobnost hrany z prˇechodu t do mı´sta p











Figure 5: Provedenı´ prˇechodu v sı´ti s na´sobny´mi hranami
Jak je videˇt na tomto obra´zku, mohou se tokeny v syste´mu Petriho sı´tı´ ztra´cet. Mu˚zˇe
vsˇak nastat situace, kdy se tokenymohou i generovat. Tyto vlastnosti vyuzˇı´vajı´ specia´lnı´
struktury Petriho sı´tı´, ke ktery´m se vra´tı´me pozdeˇji.
Vybaveni touto teoriı´ se jizˇ mu˚zˇeme vra´tit k syste´muproducent a konzument a uka´zat
si stav syste´mu po provedenı´ neˇkolika prˇechodu˚. Pro lepsˇı´ na´zornost si vsˇechna mı´sta
a prˇechody syste´mu pojmenujeme. Syste´m jizˇ prosˇel neˇkolika cykly a nynı´ je podsyste´m
producent ve stavu prˇipraven k doda´nı´, je plny´ sklad a podsyste´m konzument je prˇipraven
ke spotrˇebeˇ. Popsanou situaci zna´zornˇuje na´sledujı´cı´ obra´zek cˇı´slo 6.
Jak je videˇt na obra´zku cˇı´slo 6, je v uvedene´m znacˇenı´ mozˇne´ prove´st pouze jediny´
prˇechod a to odbeˇr. Ostatnı´ prˇechody nenı´ mozˇne´ prove´st, protozˇe neˇktera´ jejich vstupnı´
mı´sta nemajı´ dostatecˇny´ pocˇet tokenu˚. Po provedenı´ prˇechodu odbeˇr se vypra´zdnı´ sklad
a syste´m bude moci prove´st budˇ doplneˇnı´ skladu, nebo akci spotrˇeby.
Reprezentace pomocı´ Petriho sı´tı´ umozˇnˇuje postihnout cely´ syste´m, prova´za´nı´ jed-
notlivy´ch soubeˇzˇny´ch akcı´, podmı´nky pro jejich provedenı´ a za´rovenˇ pomocı´ tokenu˚
mu˚zˇeme nasimulovat i dynamiku cele´ho syste´mu a vsˇechny jeho mozˇne´ stavy. V nepo-
slednı´ rˇadeˇ, dı´ky grafove´ strukturˇe, mu˚zˇeme pouzˇı´t cely´ apara´t teorie grafu˚ na analy´zu





prˇipraven k vy´robeˇ prˇipraven k odebra´nı´ ze skladupra´zdny´ sklad
prˇipraven k doda´nı´ prˇipraven ke spotrˇebeˇ
plny´ sklad
vy´roba doda´nı´ odbeˇr spotrˇeba
Figure 6: Producent - konzument po provedenı´ prˇechodu˚
vra´tit do pocˇa´tecˇnı´ho stavu), nebo zda je syste´m uzavrˇeny´ (jestlizˇe z pocˇa´tecˇnı´ho znacˇenı´
je dosazˇitelne´ znacˇenı´, ve ktere´m nenı´ zˇa´dny´ prˇechod proveditelny´.)
2.5 Vza´jemne´ vyloucˇenı´
Dalsˇı´m jednoduchy´m, ale cˇasto se vyskytujı´cı´m proble´mem v informatice je proble´m
vza´jemne´ho vyloucˇenı´. Algoritmus vza´jemne´ho vyloucˇenı´, ktery´ byl poprve´ popsa´n
E. W. Dijkstrou v [5], zarucˇuje prˇı´stup ke sdı´lene´mu zdroji pouze jedine´mu procesu
v dany´ okamzˇik. Tento proble´m se beˇzˇneˇ vyskytuje v operacˇnı´ch syste´mech, databa´zı´ch,
pocˇı´tacˇovy´ch sı´tı´ch, vsˇude tam kde je potrˇebne´ vyrˇesˇit konflikt, ke ktere´mu docha´zı´ v
prˇı´padeˇ pokusu o prˇı´stup k jedine´mu sdı´lene´mu zdroji vı´ce procesy.
Prˇı´klademmohou by´t dva procesy, proces 1 a proces 2, ktere´ pracujı´ neza´visle na sobeˇ
a kazˇdy´ z nich ma´ urcˇitou cˇa´st, zvanou kriticka´ sekce, do ktere´ musı´ mı´t volny´ prˇı´stup, ale








Figure 7: Vza´jemne´ vyloucˇenı´
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Takovou kritickou sekcı´ mu˚zˇe by´t naprˇı´klad prˇı´stup ke sdı´lene´ pameˇti, do ktere´ mu˚zˇe
prˇistupovat pouze jediny´ proces. Rˇesˇenı´ tohoto proble´mu zahrnuje nejen pouhe´ zajisˇteˇnı´
prˇı´stupu pouze jednoho procesu v dane´m okamzˇiku, ale je nutne´ vyrˇesˇit i dalsˇı´ proble´my
s tı´mto spojene´, ke ktery´m patrˇı´ uva´znutı´ v neˇjake´ fa´zi pru˚beˇhu algoritmu, nebo nemozˇ-
nost fakticke´ho vstupu jednoho z procesu˚ do sve´ kriticke´ sekce.
Nejjednodusˇsˇı´m rˇesˇenı´m je pouzˇitı´ klı´cˇe, kdy pouze proces majı´cı´ klı´cˇ mu˚zˇe vstoupit
do sve´ kriticke´ sekce. Pro forma´lnı´ za´pis programovy´m pseudoko´dembudeme uvazˇovat
dva procesy P1 a P2 a promeˇnnou klı´cˇ. Za´pis vypada´ takto:
( klı´cˇ : integer; klı´cˇ := 1);
begin
parbegin




zbytek procesu 1; goto P1
end;








Vy´pis 2: Vza´jemne´ vyloucˇenı´
Jizˇ z tohoto za´pisu je zrˇejme´, zˇe zde chybı´ jaky´koliv mechanismus, rˇı´dı´cı´ prˇideˇlova´nı´
klı´cˇe procesu˚m. Pokud se podı´va´me na grafickou reprezentaci tohoto distribuovane´ho
algoritmu pomocı´ Petriho sı´teˇ, dojdeme ke stejne´mu zjisˇteˇnı´. Pokud proces 1 vezme klı´cˇ
a vstoupı´ do sve´ kriticke´ sekce, nemu˚zˇe proces 2 udeˇlat to same´.
Avsˇak toto trivia´lnı´ rˇesˇenı´ s sebou nese neˇkolik proble´mu˚, zejme´na chybeˇjı´cı´ mecha-
nismus prˇideˇlova´nı´ klı´cˇe a take´ mozˇnost vy´skytu situace, zˇe jeden z procesu˚ se do sve´
sekce nemusı´ nikdy dostat.
Algoritmu vza´jemne´ho vyloucˇenı´ se budu veˇnovat podrobneˇji v kapitole cˇı´slo 3, ale
tato jednoducha´ sı´tˇ v sobeˇ skry´va´ zajı´mavou strukturu, kterou si blı´zˇe popı´sˇeme jizˇ nynı´.
V pocˇa´tecˇnı´m stavu jsou oba vstupy do kriticky´ch sekcı´ proveditelne´, protozˇe je ve
vstupnı´ch mı´stech dostatecˇny´ pocˇet tokenu˚ pro provedenı´ prˇechodu. Jak jizˇ bylo rˇecˇeno,
pokud ale jeden z procesu˚ prˇevezme klı´cˇ a vstoupı´ do kriticke´ sekce, odstranı´ tı´mto to-
ken z mı´sta klı´cˇ a zamezı´ tak druhe´mu procesu v provedenı´ vlastnı´ho prˇechodu do sve´
kriticke´ sekce. Forma´lneˇ se tato situace nazy´va´ konflikt.
Je to stav, kdy provedenı´ jednoho prˇechodu snizˇuje stupenˇ proveditelnosti druhe´ho
prˇechodu. Konflikty rozdeˇlujeme na symetricke´ (provedenı´ ktere´hokoliv prˇechodu snı´zˇı´
stupenˇ prˇechodu toho druhe´ho) a asymetricke´ (provedenı´ jednoho prˇechodu snı´zˇı´ stupenˇ
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Figure 8: Algoritmus vza´jemne´ho vyloucˇenı´
proveditelnosti druhe´ho prˇechodu, ale ne naopak). V nasˇem prˇı´padeˇ se tedy jedna´ o
konflikt symetricky´.
2.6 Sdı´lenı´ zdroju˚
Zobecneˇnı´m proble´mu vza´jemne´ho vyloucˇenı´ dosta´va´me proble´m vza´jemne´ho sdı´lenı´
vı´ce zdroju˚. Prˇı´kladem mu˚zˇe by´t proces vyzˇadujı´cı´ pro sve´ spusˇteˇnı´ vı´ce prostrˇedku˚,
jako je tiska´rna spolu s databa´zı´ a spolu se sı´tˇovy´m portem.
Vsˇeobecneˇ zna´mou a popula´rnı´ verzı´ tohoto proble´mu je konfigurace neˇkolika sub-
syste´mu˚, kde je kazˇdy´ zdroj sdı´len dveˇma subsyste´my a za´rovenˇ kazˇdy´ z teˇchto sub-
syste´mu˚ vyzˇaduje dva zdroje. Tento specia´lnı´ prˇı´pad byl popsa´n poprve´ E. W. Dijsktrou
[5] jako proble´m hladoveˇjı´cı´ch filozofu˚. V tomto proble´mu filozofove´ prˇedstavujı´ jed-
notlive´ procesy a jı´delnı´ hu˚lky prˇedstavujı´ jejich zdroje. Filozofove´ sedı´ u spolecˇne´ho
stolu a po obou jejich strana´ch lezˇı´ hu˚lky potrˇebne´ k jı´dlu. Z tohoto nastavenı´ vyply´va´,
zˇe zˇa´dny´ ze sousedı´cı´ch filozofu˚ nemu˚zˇe jı´st za´rovenˇ. U´kolem tohoto algoritmu je za-
jistit, aby kazˇdy´ z filozofu˚ meˇl spravedlivy´ prˇı´stup k jı´delnı´m hu˚lka´m, tedy aby kazˇdy´
proces meˇl mozˇnost se dostat ke sdı´leny´m zdroju˚m.
Jednoduchy´ algoritmus popisujı´cı´ zˇivot filozofa vypada´ takto:
cycle begin prˇemy´sˇlej;
uchop (pravou hu˚lku);uchop (levou hu˚lku);
jez;
polozˇ (pravou hu˚lku);polozˇ (levou hu˚lku);
end;
Vy´pis 3: Zˇivot filozofa
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Toto jednoduche´ rˇesˇenı´ vsˇak opeˇt obsahuje proble´m spravedlive´ho prˇı´stupuke zdroju˚m
a navı´c mu˚zˇe dojı´t k uva´znutı´ (uzamcˇenı´) syste´mu. Tento specia´lnı´ stav je mozˇne´ demon-
strovat na Petriho sı´ti tohoto algoritmu. Z du˚vodu zjednodusˇenı´ zna´zornˇuje na´sledujı´cı´








































Figure 9: Distribuovany´ algoritmus hladovy´ch filozofu˚
Pro lepsˇı´ pochopenı´ si tento syste´m popı´sˇeme. Filozofy si oznacˇı´me A, B, C, D a ti
mohou by´t v jednom ze cˇtyrˇ stavu˚. Naprˇı´klad filozof A procha´zı´ stavy At - prˇemy´sˇlı´
(pocˇa´tecˇnı´ stav kazˇde´ho filozofa. Je ohodnocen jednı´m tokenem), Ap - uchopil pravou
hu˚lku, Ae - jı´ (po uchopenı´ druhe´ hu˚lky), Al - odevzdal levou hu˚lku. Da´le zde ma´me
reprezentova´ny samotne´ jı´delnı´ hu˚lky - a1, a2, a3, a4. Token v teˇchto mı´stech znacˇı´
mozˇnost uchopenı´ filozofem.
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Uvedena´ Petriho sı´tˇ obsahuje symetricke´ konflikty pra´veˇ prˇi procesech uchopenı´ jed-
notlivy´ch hu˚lek. Proces, ktery´ ji uchopı´, znemozˇnı´ sve´mu sousedovi vstup do stavu jı´.
Protozˇe zde nenı´ zˇa´dny´ mechanismus rˇı´zenı´ prˇevzetı´ hu˚lek, mu˚zˇe nastat situace, kdy
pouze proces A a proces C budou nekonecˇneˇ dlouho probı´hat a na proces B a D nikdy
neprˇijde rˇada.
Druhe´ nebezpecˇı´, ktere´ tato konstrukce skry´va´, se nazy´va´ uva´znutı´ (deadlock). Obecneˇ
to je situace, kdy zˇa´dny´ z procesu˚ nemu˚zˇe pokracˇovat ve sve´ pra´ci. V neˇktery´ch prˇı´padech
je uzamcˇenı´ zˇa´doucı´, tedy vyzˇadujeme, aby naprˇı´klad program po urcˇite´m pocˇtu kroku˚
skoncˇil. Naopak u operacˇnı´ho syste´mu vyzˇadujeme, aby beˇzˇel neprˇetrzˇiteˇ, tedy neobsa-
hoval zˇa´dna´ uzamcˇenı´.
Vra´tı´me-li se k nasˇemu prˇı´kladu, jisteˇ vyzˇadujeme, aby meˇl kazˇdy´ proces mozˇnost
vyuzˇı´t sdı´lene´ prostrˇedky a navı´c s relativneˇ spravedlivou cˇetnostı´. V tomto algoritmu
dojde k uva´znutı´ v okamzˇiku, kdy kazˇdy´ z filozofu˚ uchopı´ svou pravou hu˚lku, tedy
kazˇdy´ z procesu˚ prˇejde do stavu p. V tuto chvı´li jsou procesy uva´zle´, protozˇe pro prˇechod
do dalsˇı´ fa´ze potrˇebujı´ prˇı´tomnost sve´ leve´ hu˚lky, ale ta jizˇ nenı´ volna´. Tuto situaci









Figure 10: Uva´znutı´ v algoritmu hladovy´ch filozofu˚
Filozof A i B uchopil svou pravou hu˚lku, tedy i filozof B uchopil hu˚lku a2. Nynı´
budou procesy pouze nekonecˇneˇ dlouho uva´znute´ v situaci, kdy druhou hu˚lku nemohou
dostat.
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2.7 Stavova´ analy´za Petriho sı´tı´
Abychom si forma´lneˇ popsali situaci uva´znute´ho syste´mu, popı´sˇeme si neˇkolik vlastnostı´
Petriho sı´tı´ potrˇebny´ch k jejich stavove´ analy´ze.
• Znacˇenı´ M’ je dosazˇitelne´ ze znacˇenı´ M, jestlizˇe existuje posloupnost prˇechodu˚, ktera´
je proveditelna´ ve znacˇenı´ M a ktera´ prˇeva´dı´ Petriho sı´tˇ ze znacˇenı´ M do znacˇenı´
M’.
• Znacˇenı´ M Petriho sı´teˇ se nazy´va´ vzˇdy dosazˇitelny´m, jestlizˇe je dosazˇitelne´ z kazˇde´ho
dosazˇitelne´ho znacˇenı´.
• PN syste´m se nazy´va´ reversibilnı´, je-li pocˇa´tecˇnı´ znacˇenı´ vzˇdy dosazˇitelne´, a tedy
i kazˇde´ libovolne´ dosazˇitelne´ znacˇenı´ je dosazˇitelne´ z libovolne´ho dosazˇitelne´ho
znacˇenı´.
• PN syste´m se nazy´va´ syste´mem bez uzamcˇenı´, jestlizˇe z pocˇa´tecˇnı´ho znacˇenı´ M0
nenı´ dosazˇitelne´ zˇa´dne´ znacˇenı´, ve ktere´m nenı´ zˇa´dny´ prˇechod proveditelny´.
• PN-syste´m je zˇivy´, jestlizˇe prˇi vy´voji syste´mu zˇa´dny´ prˇechod nikdy neztra´cı´ mozˇnost,
zˇe bude neˇkdy v budoucnu znovu proveden, tedy z kazˇde´ho dosazˇitelne´ho znacˇenı´
je mozˇne´ spustit vy´pocˇetnı´ posloupnost obsahujı´cı´ vsˇechny prˇechody.
• Mı´sto p PN-syste´mu se nazy´va´ k-omezene´ (k-bounded), jestlizˇe pro kazˇde´ dosazˇitelne´
znacˇenı´ je pocˇet tokenu˚ v tomto mı´steˇ nanejvy´sˇe rovny´ k.
• PN-syste´m se nazy´va´ k-omezeny´, jestlizˇe vsˇechna jeho mı´sta jsou k-omezena´.
• PN-syste´my se nazy´vajı´ bezpecˇny´mi (safe), jestlizˇe jsou 1-omezene´.
Metoda stavove´ analy´zy PN syste´mu 〈P, T, I,O,M0〉 se zakla´da´ na konstrukcimnozˇiny
dosazˇitelny´ch znacˇenı´ RS(M0)a grafu dosazˇitelnosti RG.






Kde M t−→M’znacˇı´ zˇe znacˇenı´ M’ je bezprostrˇedneˇ dosazˇitelne´ ze znacˇenı´ M.
Graf dosazˇitelnosti PN syste´mu s mnozˇinou dosazˇitelnosti RS(M0) je hranoveˇ ohodnoceny´ orien-
tovany´ graf RG(M0) s na´sledujı´cı´mi vlastnostmi:
• RG(M0) je mnozˇina uzlu˚ grafu
• Mnozˇina hran A grafu je definova´na takto:
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◦ A⊆RS x RS x T
◦ 〈Mi,Mj , t〉∈A⇐⇒Mi t−→Mj
• M0 je pocˇa´tecˇnı´ uzel grafu
Ma´me-li popsa´n PN syste´m grafem dosazˇitelnosti, redukuje se proble´m analy´zy PN-
syste´mu na proble´m analy´zy orientovane´ho grafu. Platı´ na´sledujı´cı´ vlastnosti:
• Znacˇenı´ M’ je dosazˇitelne´ ze znacˇenı´ M ⇐⇒ V grafu RG vede orientovana´ cesta
z uzlu M do uzlu M’
• Znacˇenı´ M je v PN syste´mu vzˇdy dosazˇitelny´m stavem⇐⇒ Z kazˇde´ho uzlu grafu
RG vede orientovana´ cesta do uzlu M
• PN syste´m je reversibilnı´ ⇐⇒ V grafu RG vede z kazˇde´ho uzlu orientovana´ cesta
do uzlu M0 ⇐⇒ V RG grafu vede orientovana´ cesta z kazˇde´ho uzlu do kazˇde´ho -
graf je silneˇ souvisly´
• PN syste´m neobsahuje uzamcˇenı´ ⇐⇒ V RG grafu neexistuje uzel, ze ktere´ho by
nevedla zˇa´dna´ hrana
• PN syste´m je zˇivy´ ⇐⇒ Pro vsˇechny koncove´ silneˇ souvisle´ komponenty RG grafu
platı´: kazˇdy´ prˇechod ohodnocuje asponˇ jednu hranu komponenty
• PN syste´m je omezeny´⇐⇒ Graf RG je konecˇny´
Podrobneˇjsˇı´ prohlı´dka grafu dosazˇitelnosti umozˇnˇuje take´ identifikovat vza´jemnou
vy´lucˇnost mı´st a prˇechodu˚, nebo na´m umozˇnı´ nale´zt takove´ znacˇenı´, prˇi ktere´m vznikajı´
konflikty.
2.8 Sdı´lenı´ zdroju˚ - pokracˇova´nı´
Podı´va´me-li se nynı´ na Petriho sı´tˇ algoritmu hladovy´ch filozofu˚ z obra´zku cˇı´slo 9, mu˚zˇeme
o neˇm rˇı´ct, jaky´ch naby´va´ vlastnostı´:
• Vsˇechnamı´sta syste´mumohou zı´skat pouze 1 token. =⇒ Syste´m je tedy 1-omezeny´
a bezpecˇny´
• Syste´m obsahuje znacˇenı´, ve ktere´m nenı´ proveditelny´ ani jeden prˇechod. =⇒
Syste´m tedy obsahuje uzamcˇenı´.
• Prˇi vy´voji syste´mumu˚zˇe dojı´t k okamzˇiku (uzamcˇenı´) kdy vsˇechny prˇechody ztra´cı´
mozˇnost v budoucnosti. =⇒ Syste´m nenı´ zˇivy´.
• Dı´ky uzamcˇenı´ syste´mu nenı´ mozˇnost na´vratu do pocˇa´tecˇnı´ho znacˇenı´. =⇒ Syste´m
tedy nenı´ reversibilnı´.
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Jak z te´to analy´zy vyply´va´, nenı´ takto navrzˇeny´ syste´m optima´lnı´. Pokusı´me se
tedy odstranit uva´znutı´, ktere´ je za´vazˇneˇjsˇı´m proble´mem nezˇ nespravedlive´ rozdeˇlova´nı´
sdı´leny´ch zdroju˚. Z uvedene´ho algoritmu vyply´va´, zˇe k uva´znutı´ dojde ve chvı´li, kdy
kazˇdy´ proces symetricky zabere jednu ze sdı´leny´ch hodnot. Rˇesˇenı´m proto musı´ by´t
syste´m, ktery´ sdı´lene´ zdroje zabı´ra´ v jedine´m okamzˇiku. Kmechanismu kontrolymozˇnosti
zabra´nı´ obou sdı´leny´ch zdroju˚ se vra´tı´me pozdeˇji. Petriho sı´tˇ upravene´ho distribuo-





















Figure 11: Algoritmus hladovy´ch filozofu˚ bez uva´znutı´
Z Petriho sı´teˇ je patrne´, zˇe algoritmus nema´ uva´znutı´, protozˇe pokud chce prˇejı´t do
stavu e, musı´ mı´t mozˇnost vzı´t oba sdı´lene´ zdroje. Nicme´neˇ sta´le nema´me zajisˇteˇny´
spravedlivy´ prˇı´stup vsˇech procesu˚ ke sdı´leny´m zdroju˚m.
Po provedenı´ stavove´ analy´zy docha´zı´me ke zjisˇteˇnı´, zˇe uvedeny´ syste´mma´ zmeˇneˇne´
neˇktere´ vlastnosti:
• Vsˇechna mı´sta syste´mu mohou sta´le zı´skat pouze 1 token. =⇒ Syste´m je tedy
1-omezeny´ a bezpecˇny´
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• Syste´m jizˇ neobsahuje znacˇenı´, ve ktere´m nenı´ proveditelny´ ani jeden prˇechod. =⇒
Syste´m tedy neobsahuje uzamcˇenı´.
• Prˇi vy´voji tohoto syste´mu nemu˚zˇe nastat situace, kdy neˇjaky´ prˇechod ztra´cı´ mozˇnost
budoucı´ho provedenı´. =⇒ Syste´m je tedy zˇivy´.
• V syste´mu vzˇdy existuje sekvence prˇechodu˚, ktera´ vracı´ syste´m do pocˇa´tecˇnı´ho
znacˇenı´ =⇒ Syste´m je tedy reversibilnı´.
Nynı´ se vra´tı´me k mechanismu, ktery´ na´m zarucˇı´, zˇe prˇi pokusu o zı´ska´nı´ obou
sdı´leny´ch promeˇnny´ch nedojde k uva´znutı´ procesu˚. Jednı´m zmozˇny´ch rˇesˇenı´ je Lehmann-
Rabinu˚v algoritmus pojmenovany´ po jeho tvu˚rcı´ch [7]. Kazˇdy´ proces zde pracuje pouze
se sousedı´cı´mi zdroji, na ktere´ se odvola´va´ pomocı´ relativnı´ch jmen - Res(i,zleva)
a Res(i,zprava) s hodnotami volna´, obsazena´. Da´le definujeme loka´lnı´ promeˇnou ui ∈ zl-
eva, zprava a opera´tor opp, ktery´ je doplnˇkemk hodnoteˇ sve´ho argumentu, t.j. opp(zprava)
= zleva a opp(zleva) = zprava
cycle begin prˇemy´sˇlej;
T: ui := random (na´hodneˇ vybra´no zleva cˇi zprava)
P1: if Res(i,ui ) = volna´ then Res(i,ui) := obsazena´;
else goto P1;
P2: if Res(i,opp(ui)) = volna´ then Res(i,opp(ui)) := obsazena´; goto E;
E: jez i
ui := random (na´hodneˇ vybra´no zleva cˇi zprava)
Res(i,ui ) = volna´; Res(i,opp(ui)) = volna´;
end;
Vy´pis 4: Lehmann-Rabinu˚v algoritmus
Cˇa´st tohoto fragmentu pseudoko´du si mu˚zˇeme pro lepsˇı´ porozumeˇnı´ zobrazit take´
jako Petriho sı´tˇ pro proces A.
Tento algoritmus jizˇ obsahuje mechanismus, ktery´ v prˇı´padeˇ uchopenı´ jedne´ hu˚lky
a zjisˇteˇnı´, zˇe druha´ je obsazena´, vra´tı´ svoji hu˚lku zpeˇt do volne´ a zacˇne s novou kontrolou
prˇı´stupu ke sdı´leny´m hu˚lka´m. V tomto prˇı´padeˇ nedojde k u´plne´mu uzamcˇenı´, protozˇe
procesy jsou prˇı´padneˇ restartova´ny. Obra´zek 12 zna´zornˇuje pouze proces uchopenı´ hu˚lek,
proces jejich vra´cenı´ je trivia´lnı´.
Pokud bychom chteˇli tyto detailnı´ struktury zacˇlenit do vy´sˇe zmı´neˇne´ struktury algo-
ritmu hladovy´ch filozofu˚ z obra´zku 11, zjistili bychom, zˇe vy´sledna´ struktura je znacˇneˇ
neprˇehledna´. Toto je take´ jeden z omezujı´cı´ch faktoru˚ vyuzˇitı´ Petriho sı´tı´ pro modelova´nı´
slozˇity´ch distribuovany´ch syste´mu˚.
Tento nedostatekmu˚zˇeme cˇa´stecˇneˇ kompenzovat pouzˇitı´mmetody transformace grafu.







uchop L uchop P
vratˇ L vratˇ P
uchop Luchop P
Figure 12: Fragment Lehmann-Rabinova algoritmu uchopenı´ hu˚lek
2.9 Grafova´ transformace Petriho sı´teˇ
Pro popsa´nı´ grafove´ transformace Petriho sı´teˇ vyuzˇijeme modely algoritmu˚ z prˇedesˇly´ch
kapitol. Vyuzˇijeme toho, zˇe je Petriho sı´tˇ orientovany´ bipartitnı´ graf a na jeho uzly
pouzˇijeme metodu redukce. Vyuzˇı´va´me redukcˇnı´ pravidla pro transformaci syste´mu na
jednodusˇsˇı´, tedy na syste´m, jehozˇ analy´za bude cˇasoveˇ me´neˇ na´rocˇna´, prˇı´padneˇ trivia´lnı´.
Pouzˇita´ redukcˇnı´ pravidla musı´ by´t vhodneˇ zvolena tak, aby zachova´vala vybrane´ vlast-
nosti PN syste´mu˚. Prˇı´kladem mu˚zˇe by´t zˇivost, reverzibilita nebo omezenost. Syste´m
vznikly´ pomocı´ takovy´chto redukcˇnı´ch pravidel pak budemı´t stejne´ vlastnosti jako syste´m
origina´lnı´. Na´sledujı´cı´ obra´zek prˇedstavuje pravidla spojenı´ sekvence mı´st a spojenı´
sekvence prˇechodu˚.
K pravidlu spojenı´ sekvence mı´st je nutne´ dodat, zˇe kazˇda´ prˇı´padna´ dalsˇı´ vstupnı´
hrana mı´sta p1 je take´ vstupnı´ hranou mı´sta p12 a podobneˇ kazˇda´ vy´stupnı´ hrana mı´sta
p2 je i vy´stupnı´ hranou mı´sta p12. Pocˇet tokenu˚ v mı´steˇ p12 musı´ by´t za´rovenˇ roven
soucˇtu tokenu˚ v mı´stech p1 a p2. V prˇı´padeˇ spojenı´ sekvence prˇechodu˚ platı´ stejna´
pozna´mka ohledneˇ vstupnı´ch a vy´stupnı´ch hran, a navı´c mı´sto mezi obeˇma prˇechody
nesmı´ obsahovat zˇa´dne´ tokeny.
Dalsˇı´ mozˇnou metodou transformace slozˇiteˇjsˇı´ho syste´mu na syste´m jednodusˇsˇı´ je
spojenı´ podobny´ch struktur. V tomto prˇı´padeˇ se podobne´ cˇa´sti struktury Petriho sı´teˇ
spojı´ v jednu, ktera´ je na vysˇsˇı´ u´rovni. Jejı´ cˇa´sti jsou pak reprezentova´ny popisem jed-
notlivy´ch uzlu˚ a hran. Tato metoda je popsa´na na na´sledujı´cı´ch obra´zcı´ch cˇı´slo 14 a 15,
ktere´ popisujı´ diagram syste´mu producent - konzument pro vı´ce objektu˚.
V prˇı´padeˇ, zˇe bychom chteˇli mı´t diagram pro 10 objektu˚, nebylo by jizˇ prˇı´lisˇ vhodne´









Figure 13: Spojenı´ sekvence mı´st a prˇechodu˚
• ••
prˇipraven k produkci pra´zdny´ sklad prˇipraven ke spotrˇebeˇ
prˇipraven k doda´nı´ a prˇipraven ke spotrˇebeˇ a
sklad plny´ a
prˇipraven k doda´nı´ b prˇipraven ke spotrˇebeˇ b
sklad plny´ b
vy´roba a doda´nı´ a
vy´roba b doda´nı´ b
prˇevzetı´ a spotrˇeba a




a a a a
a a
Figure 14: Syste´m producent - konzument pro dva objekty
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diagram syste´mu producent - konzument pro jaky´koliv objekt, ktery´ je zna´zorneˇn na
obra´zku cˇı´slo 15.
• ••
prˇipraven k produkci pra´zdny´ sklad prˇipraven ke spotrˇebeˇ
prˇipraven k doda´nı´ prˇipraven ke spotrˇebeˇ
sklad plny´ x
vy´roba x doda´nı´ x prˇevzetı´ x spotrˇeba x
x x x x
x x
Figure 15: Syste´m producent - konzument pro x objektu˚
Nynı´ se mu˚zˇeme vra´tit k algoritmu hladovy´ch filozofu˚. Pro snazsˇı´ pochopenı´ prin-
cipu transformace si tento diagram upravı´me pouze pro trˇi filozofy A,B,C a troje hu˚lky
f1,f2,f3, tak jak je zobrazen na obra´zku cˇı´slo 16.
V tomto diagramu mu˚zˇeme nynı´ identifikovat trˇi ”podobne´” skupiny mı´st a dveˇ
”podobne´” skupiny prˇechodu˚. Na za´kladeˇ vy´sˇe uvedene´ metody spojenı´ podobny´ch
mı´st mu˚zˇeme vytvorˇit novy´ syste´m, ktery´ ma´ jizˇ pouze trˇi mı´sta nazvana´ obeˇdvajı´cı´ filo-
zofove´, prˇemy´sˇlejı´cı´ filozofove´ a volne´ hu˚lky. Graficke´ zna´zorneˇnı´ tohoto syste´mu ukazuje
obra´zek cˇı´slo 17.
Poslednı´ veˇc, ktera´ na´m zby´va´ pro zobecneˇnı´ algoritmu, je spojit i podobna´ mı´sta.
Pro tento u´cˇel si take definujeme funkce, ktere´ jednotlivy´m filozofu˚m prˇideˇlujı´ levou
a pravou hu˚lku:
• l(a) = r(b) = f1
• l(b) = r(c) = f2
• l(c) = r(a) = f3
Tyto funkce mu˚zˇeme zobecnit na l(x) a r(x). Vy´sledny´ algoritmus je zna´zorneˇn na
obra´zku cˇı´slo 18.
Vidı´me, zˇe tento diagram je mnohem jednodusˇsˇı´, s veˇtsˇı´ mı´rou abstrakce a zobecneˇnı´.
































































Figure 18: Zobecneˇny´ algoritmus 3 hladovy´ch filozofu˚
2.10 Vy´beˇr vedoucı´ho
Tento zna´my´ a pouzˇı´vany´ algoritmus se poprve´ objevuje v loka´lnı´ch sı´tı´ch typu token
ring. Tyto kruhove´ sı´teˇ fungujı´ na principu prˇeda´va´nı´ specia´lnı´ho ra´mce (tzv. tokenu)
mezi uzly. Uzel, vlastnı´cı´ tento token, ma´ jako jediny´ pra´vo vysı´lat. Mu˚zˇe se ale sta´t,








Figure 19: Sı´tˇ typu token ring
Pokud se na tyto uzly podı´va´me jako na procesy pracujı´cı´ v jedne´ sı´ti, mu˚zˇeme tento
princip rozsˇı´rˇit i mimo pouhe´ vysı´la´nı´ zpra´v na proble´m rˇı´zenı´ pra´ce vsˇech teˇchto uzlu˚
v ra´mci distribuovane´ sı´teˇ.
Jednoduchy´m rˇesˇenı´m tohoto proble´mu je takzvany´ ”Bully” algoritmus popsany´
v [8]. Tento algoritmus je mozˇne´ pouzˇı´t pouze v prˇı´padeˇ ocˇı´slovany´ch procesu˚. Algorit-
mus zacˇı´na´ v okamzˇiku, kdy jaky´koliv proces P zjistı´, zˇe po pevneˇ urcˇene´ dobeˇ nedostal
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zpra´vu od aktua´lnı´ho vedoucı´ho, nebo s nı´m nemu˚zˇe nava´zat spojenı´. Od te´to chvı´le
zacˇı´na´ sekvence kroku˚ tohoto algoritmu.
• P rozesˇle zpra´vu o volbeˇ vsˇem procesu˚m, ktere´ majı´ veˇtsˇı´ ID.
• pokud P nedostane zpeˇt zpra´vu od zˇa´dne´ho procesu s veˇtsˇı´m ID, vyhra´va´ volbu
a rozesˇle zpra´vu o vı´teˇzstvı´.
• pokudP dostane zpeˇt zpra´vu od neˇjake´ho procesu s veˇtsˇı´m ID, vycˇka´ pevneˇ urcˇenou
dobu, zda se proces s vysˇsˇı´m ID prohla´sı´ za vı´teˇze. Pokud tuto zpra´vu nedostane,
spustı´ nove´ kolo volby.
V prˇı´padeˇ, zˇe proces dostane zpra´vu o volbeˇ od procesu s nizˇsˇı´m ID, ihned spustı´
nove´ kolo volby.
Dalsˇı´m zna´my´m rˇesˇenı´m tohoto proble´mu je Chang-Roberts algoritmus, poprve´ pop-
sany´ v [9]. Tento algoritmus prˇedpokla´da´, zˇe kazˇdy´ proces ma´ univerza´lnı´ ID (UID)
a jednotlive´ procesy mohou vytvorˇit kruhovou sı´tˇ. Algoritmus se skla´da´ ze dvou cˇa´stı´.
• Kazˇdy´ proces je oznacˇen jako nezu´cˇastneˇny´
• Uzel, ktery´ zjistı´ neprˇı´tomnost vedoucı´ho, zaha´jı´ volbu. Oznacˇı´ se za zu´cˇastneˇne´ho
a odesˇle zpra´vu o zaha´jenı´ volby po smeˇru hodinovy´ch rucˇicˇek se svy´m UID.
• Kdyzˇ proces obdrzˇı´ zpra´vu o zaha´jenı´ volby, porovna´ sve´ UID s UID ve zpra´veˇ volby.
Pokud ma´ sve´ aktua´lnı´ UID veˇtsˇı´ nezˇ to ve zpra´veˇ, prˇepı´sˇe UID ve zpra´veˇ o zaha´jenı´
volby svy´m a odesˇle ji po smeˇru hodinovy´ch rucˇicˇek. Oznacˇı´ se za zu´cˇastneˇne´ho.
• V prˇı´padeˇ zˇe tuto zpra´vu o zaha´jenı´ volby obdrzˇı´ jizˇ za stavu zu´cˇastneˇny´, je postup
odlisˇny´. Opeˇt porovna´ sve´ UID s UID ve zpra´veˇ, ale odesˇle tuto zpra´vu da´le pouze
v prˇı´padeˇ, zˇe je nutne´ UID zpra´vy prˇepsat.
Prvnı´ cˇa´st algoritmu skoncˇı´ ve chvı´li, kdy proces obdrzˇı´ zpra´vu o zaha´jenı´ volby se
svy´m UID. V tuto chvı´li se spousˇtı´ cˇa´st druha´.
• Tento vı´teˇzny´ proces se oznacˇı´ jako nezu´cˇastneˇny´ a odesˇle zpra´vu o vy´sledku volby,
oznamujı´cı´ jeho zvolenı´ a jeho UID sve´mu sousedovi.
• Kdyzˇ uzel obdrzˇı´ zpra´vu o vy´sledku volby, oznacˇı´ se jako nezu´cˇastneˇny´, zaznamena´
si UID zvolene´ho vedoucı´ho a zpra´vu o vy´sledku volby posˇle zase da´l.
• Kdyzˇ zpra´va o vy´sledku volby doputuje k noveˇ zvolene´mu vedoucı´mu, je tento
algoritmus vy´beˇru vedoucı´ho ukoncˇen.
Variantou teˇchto rˇesˇenı´ je algoritmus, ktery´ z celkove´ mnozˇiny mozˇny´ch kandida´tu˚
jejich postupny´m porovna´va´nı´m odstranˇuje nevhodne´ kandida´ty. V za´veˇru vy´pocˇtu tak
zu˚sta´va´ pouze jediny´, nejlepsˇı´ kandida´t. Princip tohoto algoritmu reprezentuje Petriho

















Figure 20: Vy´beˇr vedoucı´ho
Na zacˇa´tku jsou vsˇechny mı´sta ve stavu cˇeka´. Pozdeˇji se tu budou objevovat sta´le
lepsˇı´ kandida´ti na vedoucı´ho. Jake´koliv mı´sto x z cˇekajı´cı´ch mu˚zˇe pomocı´ akce a da´t
veˇdeˇt svy´m sousedu˚m o sobeˇ a sve´m aktua´lnı´m kandida´tu na vedoucı´ho y. Tı´m se
mı´sto stane aktualizujı´cı´. Aktualizujı´cı´ mı´sto (x,y) mu˚zˇe dostat zpra´vu o nove´m kan-
dida´tu (x,z). Pokud tento noveˇ navrzˇeny´ kandida´t neprˇesa´hne sta´vajı´cı´ho kandida´ta,
mı´sto (x,y) zu˚stane aktualizujı´cı´ pomocı´ akce b. V opacˇne´m prˇı´padeˇ se do cˇekajı´cı´ch mı´st
vra´tı´ s novy´m kandida´tem z pomocı´ akce c. Na konci pak zu˚stanou pouze dvojice slozˇene´
ze vsˇech mı´st a nejlepsˇı´ho kandida´ta.
2.11 Minima´lnı´ kostra grafu
Poslednı´m algoritmem, ktere´mu se budu veˇnovat v te´to kapitole, je algoritmus hleda´nı´
minima´lnı´ kostry grafu. Podgraf grafu, ktery´ spojuje vsˇechny uzly a je stromem, se
nazy´va´ kostra grafu. Graf mu˚zˇe mı´t neˇkolik rozdı´lny´ch koster. Pokud jsou hrany grafu
ohodnoceny, soucˇet teˇchto ohodnocenı´ se nazy´va´ va´ha grafu. V takove´mto grafu s ohod-
noceny´mi hranami je mozˇne´ najı´t minima´lnı´ kostru grafu, ktera´ ma´ va´hu mensˇı´ nebo
rovnu vaha´m vsˇech ostatnı´ch koster tohoto grafu.
Hleda´nı´ minima´lnı´ kostry grafu se pouzˇı´va´ vsˇude tam, kde je vhodne´ minimalizo-
vat zdroje potrˇebne´ na komunikaci mezi procesy v ra´mci sı´teˇ. Dalsˇı´ vyuzˇitı´ tohoto al-
goritmu prˇedstavujı´ aplikace s komplexnı´mi sı´teˇmi a mnozˇstvı´m potenciona´lnı´ch kon-
trolnı´ch proble´mu˚. Vyuzˇitı´m vysı´la´nı´ pouze po kostrˇe teˇchto sı´tı´ je vy´razneˇ snı´zˇena jejich
komplexnost a tı´m pa´dem i snı´zˇeny´ vy´skyt proble´mu˚.
Distribuovane´ rˇesˇenı´ tohoto proble´mu spocˇı´va´ v komunikaci mezi jednotlivy´mi uzly
[10]. Na pocˇa´tku jednotlive´ uzly znajı´ va´hu pouze prˇilehly´ch hran. Kazˇdy´ z uzlu˚ pak
prova´dı´ loka´lnı´ algoritmus, ktery´ se sesta´va´ z posı´la´nı´ zpra´v po teˇchto hrana´ch a jejich
zpracova´nı´. Pote´ je schopen urcˇit, ktere´ hrany tvorˇı´ minima´lnı´ kostru grafu.
Uva´dı´m zde tento algoritmus pro demonstraci vhodnosti pouzˇitı´ grafove´ reprezen-
tace, jak ji uva´dı´ W. Reisig ve sve´ monografii [1]. Vyuzˇı´va´ k tomuto u´cˇelu vy´sˇe popsany´
algoritmus Vy´beˇru vedoucı´ho. Tento algoritmus je ukoncˇen s tı´m, zˇe vsˇechny uzly znajı´












Figure 21: Minima´lnı´ kostra
vzhledem k vedoucı´mu, mu˚zˇe uzel komunikovat s vedoucı´m pra´veˇ prˇes tohoto souseda.
Linky spojujı´cı´ takto uzly s vedoucı´m prˇes blizˇsˇı´ sousedy tvorˇı´ minima´lnı´ kostru grafu.







j + 1 ≥ i








Figure 22: Minima´lnı´ kostra grafu
Na pocˇa´tku vedoucı´ r cˇeka´ s de´lkou 0 k vedoucı´mu. Ostatnı´ uzly jsou v mı´steˇ ak-
tualizace, zatı´m bez kandida´ta na vedoucı´ho a s nekonecˇnou vzda´lenostı´. V pozdeˇjsˇı´ch
fa´zı´ obsahuje mı´sto cˇeka´ token (x,y,i), kde je reprezentova´na trasa de´lky i z x prˇes y k ve-
doucı´mu. Cˇekajı´cı´ uzel x zasˇle svou aktua´lnı´ vzda´lenost i vsˇem svy´m sousedu˚m pomocı´
akce a a stane se aktualizujı´cı´m. Aktualizujı´cı´ uzel mu˚zˇe obdrzˇet zpra´vu (x,z,j). Pokud
vzda´lenost ve zpra´veˇ j od z k vedoucı´mu nevylepsˇı´ aktua´lnı´ vzda´lenost i, zu˚sta´va´ uzel x
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u vzda´lenosti i prˇes y pomocı´ akce b. V opacˇne´m prˇı´padeˇ zmeˇnı´ x vzda´lenost na j+1 prˇes
z pomocı´ akce c.
Tento algoritmus potvrzuje vhodnost pouzˇitı´ Petriho sı´tı´ pro reprezentaci distribuo-
vany´ch algoritmu˚, ktera´ prˇina´sˇı´ na prvnı´ pohled podobne´ struktury, ktere´ by nebyly tak
zrˇejme´ prˇi pouzˇitı´ jiny´ch formalismu˚.
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3 Vza´jemne´ vyloucˇenı´ - model
3.1 ´Uvod
V te´to kapitole si vytvorˇı´me du˚kladny´ model algoritmu vza´jemne´ho vyloucˇenı´ podrobneˇ
popsany´ v [6].V kazˇde´m kroku si popı´sˇeme situaci, uka´zˇeme si na´vrh rˇesˇenı´ pomocı´
za´pisu v pseudoko´dua pro srovna´nı´ i pomocı´ Petriho sı´tı´, ktere´ je promodelova´nı´ pouzˇito
i v monografii Reisig, W.: Elements of distributed algoritms (Springer 1998). Pro za´pis
v pseudoko´du pouzˇiji na´sledujı´cı´ prˇı´kazy:
• begin je zacˇa´tek procesu
• parbegin je zacˇa´tek paralelnı´ch procesu˚
• parend je konec paralelnı´ch procesu
• end je konec procesu
Prˇı´klad: begin S1, parbegin S2, S3, S4, parend, end
3.2 Proble´m
Synchronizace je v informatice fundamenta´lnı´ vy´zvou. Sta´va´ se hlavnı´ otazkou vy´konu
a na´vrhu soubeˇzˇne´ho programova´nı´ v modernı´ch architektura´ch.
Soubeˇzˇny´ prˇı´stup ke sdı´leny´m prostrˇedku˚m neˇkolika procesy musı´ by´t rˇı´zen, aby
nedosˇlo k nezˇa´doucı´mu rusˇenı´ mezi konfliktnı´mi operacemi. Algoritmy vza´jemne´ho vy-
loucˇenı´ jsou mechanismy slouzˇı´cı´ pra´veˇ pro rˇı´zenı´ teˇchto soubeˇzˇny´ch prˇı´stupu˚. Proces
mu˚zˇe prˇistoupit ke sdı´lene´mu zdroji pouze uvnitrˇ kriticke´ sekce, v nı´zˇ ma´ take´ garan-
tova´n exkluzivnı´ prˇı´stup. Tento prˇı´stup je znacˇneˇ popula´rnı´ zejme´na dı´ky jednoduchosti
sve´ho modelu a mozˇnostem implementace, ktere´ jsou efektivnı´ a prˇenositelne´. Vsˇechny
soucˇasne´ soubeˇzˇne´ programy vyuzˇı´vajı´ neˇjaky´ ze syste´mu˚ vza´jemne´ho vyloucˇenı´ pro
svou synchronizaci. Tento proble´m se beˇzˇneˇ vyskytuje v operacˇnı´ch syste´mech, databa´zı´ch,
pocˇı´tacˇovy´ch sı´tı´ch a vsˇude tam, kde je potrˇebne´ vyrˇesˇit konflikt, ke ktere´mu docha´zı´
v prˇı´padeˇ pokusu o prˇı´stup k jedine´mu sdı´lene´mu zdroji vı´ce procesy.
Forma´lneˇ je tento proces definova´n takto: kazˇdy´ z procesu˚ vykona´va´ sadu instrukcı´
v nekonecˇne´ smycˇce. Tyto instrukce jsou seskupeny do cˇtyrˇ skupin: zbytek, vstup, krit-
icke´ sekce, vy´stup.







Vy´pis 5: Popis proble´mu vza´jemne´ho vyloucˇenı´
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Proces vzˇdy zacˇı´na´ spusˇteˇnı´m zbytkove´ho ko´du. V urcˇity´ okamzˇik mu˚zˇe nastat situ-
ace, ve ktere´ potrˇebuje spustit ko´d v kriticke´ sekci. Pro vstup do kriticke´ sekce musı´ pro-
ces projı´t celou procedurou, ktera´ zajistı´, zˇe beˇhem zpracova´va´nı´ sve´ kriticke´ sekce zˇa´dny´
jı´ny´ proces nespustı´ svoji kritickou sekci. Po vy´stupu z kriticke´ sekce spustı´ vy´stupnı´ ko´d,
ktery´ ostatnı´m procesu˚m ozna´mı´, zˇe jizˇ de´le nenı´ ve sve´ kriticke´ sekci. Po te´ se proces
vra´tı´ ke zbytku ko´du.
Proble´m vza´jemne´ho vyloucˇenı´ je tedy napsat takovy´ vstupnı´ a vy´stupnı´ ko´d, zˇe cely´
algoritmus dodrzˇı´ dveˇ za´kladnı´ podmı´nky.
• Vza´jemne´ vyloucˇenı´: Zˇa´dne´ dva procesy nejsou ve sve´ kriticke´ sekci ve stejny´
okamzˇik.
• Bez uzamcˇenı´: Pokud se proces snazˇı´ dostat do sve´ kriticke´ sekce, pak neˇjaky´ pro-
ces, ne nutneˇ ten stejny´, se do kriticke´ sekce dostane.
Druha´ podmı´nka zajisˇtˇuje, zˇe cely´ syste´m jako celek mu˚zˇe vzˇdy pokracˇovat ve vy´voji.
To nicme´neˇ neznamena´, zˇe nemu˚zˇe dojı´t k hladoveˇnı´ (starvation) neˇktere´ho z procesu˚.
Proto se prˇida´va´ na´sledujı´cı´ podmı´nka:
• Bez hladoveˇnı´: Pokud se proces snazˇı´ dostat do kriticke´ sekce, musı´ do nı´ pozdeˇji
i vstoupit.
I kdyzˇ je tato podmı´nkamnohem silneˇjsˇı´ nezˇ podmı´nka bez uzamcˇenı´, sta´le umozˇnˇuje
neˇktery´m procesu˚ na´sobneˇ vı´ckra´t nezˇ procesu˚m, ktere´ se zatı´m pouze chystajı´ ke vstu-
pu. K odstraneˇnı´ tohoto chova´nı´ slouzˇı´ cˇtvrta´ podmı´nka vza´jemne´ho vyloucˇenı´:
• Fairness: Zˇa´dny´ ze vstupujı´cı´ch procesu˚ nesmı´ vstoupit do kriticke´ sekce prˇed tı´m,
nezˇ tam vstoupı´ procesy jizˇ cˇekajı´cı´ prˇed nimi.
V na´sledujı´cı´ kapitole se detailneˇji zameˇrˇı´me namodelova´nı´ distribuovane´ho vza´jem-
ne´ho vyloucˇenı´ od nejjednodusˇsˇı´ch syste´mu po slozˇiteˇjsˇı´. Zameˇrˇı´me se na jednotlive´
podmı´nky, ktere´ musı´ vza´jemne´ vyloucˇenı´ dodrzˇet a jaky´m zpu˚sobem je mu˚zˇeme za-
komponovat do samotne´ho algoritmu.
3.3 Model
Jak jizˇ bylo zmı´neˇno v u´vodu, prvnı´ podmı´nka algoritmu vza´jemne´ho vyloucˇenı´ znı´
takto:
Ve sve´ kriticke´ sekci mu˚zˇe by´t v dany´ okamzˇik pouze jeden proces.
Jednoduchy´m rˇesˇenı´m tohoto proble´mu je pouzˇitı´ specia´lnı´ promeˇnne´ tah, ktera´ urcˇı´,
ktery´ z procesu˚ je na rˇadeˇ se vstupemdo sve´ kriticke´ sekce. Vy´sledkem je potomna´sledu-
jı´cı´ algoritmus:
34
integer tah; tah := 1;
begin
parbegin
process 1: begin L1: if tah = 2 then goto L1;
critical section 1;
tah := 2;
remainder of cycle 1; goto L1
end;
process 2: begin L2: if tah = 1 then goto L2;
critical section 2;
tah := 1;




Vy´pis 6: Model vza´jemne´ho vyloucˇenı´ cˇ. 1
Z uvedene´ho algoritmu je patrne´, zˇe promeˇnna´ tah mu˚zˇe naby´vat pouze hodnot 1 a
2. Podmı´nka procesu 2 pro vstup do kriticke´ sekce je, zˇe tah=2. Jediny´m zpu˚sobem, jak
mu˚zˇe tato promeˇnna´ naby´t tuto hodnotu, je prˇirˇazenı´ v procesu 1 tah:= 2. To je ale mozˇne´
pouze po opusˇteˇnı´ kriticke´ sekce 1. Po tomto kroku je tedy tah=2, dı´ky cˇemuzˇ nemu˚zˇe
proces 1 znovu vstoupit do sve´ kriticke´ sekce a cˇeka´, azˇ ji opustı´ proces 2. Tedy zˇe prvnı´
podmı´nka algoritmu vza´jemne´ho vyloucˇenı´ je splneˇna.





tah = 1 tah = 2
Figure 23: Model vza´jemne´ho vyloucˇenı´ cˇ. 1
Je patrne´, zˇe toto rˇesˇenı´ dovoluje striktneˇ danou sekvenci prˇı´stupu˚ do kriticke´ sekce,
kdy se oba procesy pouze strˇı´dajı´ a pokud jeden z nich prˇestane pracovat, cely´ syste´m
prˇesta´va´ pracovat. Musı´me tedy nale´zt rˇesˇenı´, ve ktere´m vy´stup jednoho procesu z kri-
ticke´ sekce a jeho potencia´lnı´ ukoncˇenı´, nesmı´ nikdy ve´st k blokova´nı´ druhe´ho procesu.
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V prˇedchozı´m prˇı´padeˇ na´m specia´lnı´ promeˇnna´ tah ukazovala, ktery´ z procesu˚ mu˚zˇe
vstoupit do sve´ kriticke´ sekce. Jiny´m zpu˚sobem rˇı´zenı´ algoritmu vza´jemne´ho vyloucˇenı´
jsou promeˇnne´, ktere´ pouze indikujı´, zda je proces v kriticke´ sekci a zda ma´ tedy smysl,
aby se do nı´ pokousˇel dostat proces druhy´. Pro dalsˇı´ model distribuovane´ho algoritmu
vza´jemne´ho vyloucˇenı´ pouzˇijeme promeˇnne´ c1 a c2, ktere´ budou ukazovat, zda je pro-
ces v kriticke´ sekci, cˇi nikoliv. Procesy se teˇsneˇ prˇed vstupem do kriticke´ sekce oznacˇı´
jako prˇı´tomne´ v kriticke´ sekci a po vystoupenı´ je opeˇt oznacˇı´me jako mimo svou kri-
tickou sekci. Tı´m zajistı´me v prˇı´padeˇ ukoncˇenı´ jednoho z procesu˚, zˇe druhy´ bude moci
volneˇ vstupovat i vystupovat do sve´ kriticke´ sekce. Vy´sledny´ algoritmus zapsany´ pseu-
doko´dem:
integer c1, c2;c1:= 1; c2:= 1;
begin;
parbegin




remainder of cycle 1; goto L1
end;








Vy´pis 7: Model vza´jemne´ho vyloucˇenı´ cˇ. 2
Na pocˇa´tku majı´ obeˇ promeˇnne´ c hodnotu 1, ktera´ indikuje, zˇe jsou mimo svou kri-
tickou sekci. Beˇhem pru˚beˇhu kriticke´ sekce 1 ma´ c1 hodnotu 0 a proto proces 2 nemu˚zˇe
vejı´t do sve´ kriticke´ sekce. Proble´m vsˇak nasta´va´ v na´sledujı´cı´ situaci. Proces 1 najde
c2=1, ihned pote´ proces 2 zkontroluje c1, pro ktere´ sta´le platı´ c1=1. V tuto chvı´li se mohou
oba procesy rozhodnout, zˇe majı´ volny´ prˇı´stup do kriticke´ sekce, a tı´m porusˇujı´ prvnı´
podmı´nku. Reprezentaci tohoto algoritmu pomocı´ Petriho sı´teˇ zna´zornˇuje obra´zek cˇı´slo
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Stejneˇ jako za´pis pseudoko´dem i diagram Petriho sı´teˇ ukazuje proble´m v prˇı´padeˇ, zˇe
syste´m nejdrˇı´ve provede akci a1, ktera´ je mozˇna´ dı´ky tomu, zˇe oba procesy sta´le majı´
token v mı´stech c1 a c2, ale zatı´m neodebere token z mı´sta c1, protozˇe jesˇteˇ nevstupuje
do kriticke´ sekce. Pokud tedˇ syste´m provede akci a2, dostane se do stavu, ve ktere´mmo-
hou oba procesy vstoupit do kriticke´ sekce a tı´m i porusˇit prvnı´ podmı´nku vza´jemne´ho
vyloucˇenı´.
Z tohoto du˚vodu je nutne´ zvolit bezpecˇneˇjsˇı´ rˇesˇenı´. Indikace vstupu do kriticke´ sekce
je jisteˇ dobra´ mysˇlenka, ale musı´me ji trochu upravit. Mozˇny´m rˇesˇenı´m je rozsˇı´rˇenı´






Figure 24: Model vza´jemne´ho vyloucˇenı´ cˇ. 2
vstoupit do kriticke´ sekce jako vstupujı´cı´, a teprve teˇsneˇ prˇed vstupem otestujeme, zda
na´m druhy´ proces umozˇnı´ vstoupit. Tı´m se vy´sledna´ struktura algoritmu zmeˇnı´:
integer c1, c2;c1:= 1; c2:= 1;
begin;
parbegin
process 1:begin A1: c1: = 0;
L1: if c2 = 0 then goto L1;
critical section 1;
c1:= 1;
remainder of cycle 1; goto A1
end;
process 2:begin A2: c2: = 0;
L2: if c1 = 0 then goto L2;
critical section 2;
c2: = 1;




Vy´pis 8: Opraveny´ model vza´jemne´ho vyloucˇenı´ cˇ. 2
Pokud se zameˇrˇı´me na okamzˇik, kdy proces 1 zjistı´, zˇe c2=1 a rozhodne se vstoupit
do sve´ kriticke´ sekce. V tuto chvı´li platı´ c1=0 a bude platit po celou dobu zpracova´nı´
kriticke´ sekce procesu 1. Proces 2, ve ktere´m platı´ c2=1, tj. mimo svou kritickou sekci, do
nı´ nemu˚zˇe vstoupit po dobu, kdy platı´ c1=0, tj. po dobu zpracova´va´nı´ kriticke´ sekce
procesu 1. Diagram tohoto algoritmu vyja´drˇenı´ Petriho sı´tı´ se podoba´ prˇedchozı´mu
z obra´zku cˇı´slo 24 a odlisˇuje se pouze prˇehozenı´m akcı´ kontroly druhe´ho procesu za
oznacˇenı´ vstupu vlastnı´ho procesu, tak jak je to videˇt na obra´zku cˇı´slo 25.
Proble´m nasta´va´ v prˇı´padeˇ, zˇe proces 1 vejde do ”prˇı´pravne´” fa´ze pro kritickou sekci






Figure 25: Opraveny´ model vza´jemne´ho vyloucˇenı´ cˇ. 2
chvı´li oba procesy vstupujı´ do vza´jemne´ blokace a docha´zı´ k porusˇenı´ druhe´ podmı´nky
vza´jemne´ho vyloucˇenı´ - bez uzamcˇenı´.
Postup, prˇi ktere´m nejprve nastavı´me vlastnı´ c, je v porˇa´dku, chybou vsˇak je pouze
spole´hat na nastavenı´ a cˇekat. Proto je nutne´ zapracovat neˇjaky´ mechanismus, ktery´ na´m
bude v prˇı´padeˇ hrozı´cı´ho zablokova´nı´ zajisˇtˇovat na´vrat do pocˇa´tecˇnı´ho stavu. Takovy´
postup lze vyja´drˇit na´sledujı´cı´m algoritmem:
integer c1, c2;c1:= 1; c2:= 1;
begin;
parbegin
process 1:begin L1: c1: = 0;
if c2 = 0 then
begin c1:=1;goto L1 end;
critical section 1;
c1:= 1;
remainder of cycle 1; goto L1
end;
process 2:begin L2: c2: = 0;
if c1 = 0 then
begin c2:=1;goto L2 end;
critical section 2;
c2: = 1;




Vy´pis 9: Konecˇny´ model vza´jemne´ho vyloucˇenı´ cˇ. 2
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Konstrukce je stejneˇ bezpecˇna´ jako ta prˇed nı´, a pokud dojde k soucˇasne´mu nastavenı´
obou c na 0, nevede tato situace ke vza´jemne´ blokaci. Oba procesy majı´ nastavenu proce-
duru, ktera´ je v tomto prˇı´padeˇ vracı´ na zacˇa´tek. Na´zorneˇ zobrazeno pomocı´ Petriho sı´tı´








Figure 26: Konecˇny´ model vza´jemne´ho vyloucˇenı´ cˇ. 2
V uvedene´mdiagramu je patrne´ zajisˇteˇnı´ prvnı´ podmı´nky vza´jemne´ho vyloucˇenı´ tı´m,
zˇe provedenı´ akce vstupu do kriticke´ sekce e je prˇı´mo podmı´neˇno prˇı´tomnostı´ tokenu
v mı´steˇ c proteˇjsˇı´ho procesu.
Da´le je patrne´, zˇe v prˇı´padeˇ zastavenı´ jednoho z procesu˚ v mı´steˇ prˇed provedenı´m
prˇı´pravy ke vstupu do kriticke´ sekce akcı´ p, mu˚zˇe druhy´ proces volneˇ vcha´zet do sve´
kriticke´ sekce. Tı´m je zajisˇteˇna podmı´nka zˇivosti syste´mu i prˇi jednom zastavene´m pro-
cesu.
Odstraneˇnı´ proble´mu uva´znutı´ v pru˚beˇhu prˇı´pravy vstupu do kriticke´ sekce na´m
v tomto prˇı´padeˇ obstara´va´ konfliktnı´ situace po provedenı´ ”prˇı´pravne´ho” prˇechodu p.1.
Proces se v tuto chvı´li mu˚zˇe rozhodnout vstoupit do kriticke´ sekce pomocı´ akce e, pokud
proteˇjsˇı´ proces ma´ sta´le token v mı´steˇ c. Pokud ne, mu˚zˇe prove´st akci r, prˇi ktere´ se vracı´
na pocˇa´tek a za´rovenˇ vra´cenı´m tokenu do vlastnı´ho mı´sta c signalizuje, zˇe proteˇjsˇı´ proces
mu˚zˇe prove´st vlastnı´ pokus o vstup do kriticke´ sekce.
1Konflikt je vysveˇtlen v kapitole 2.5
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Toto rˇesˇenı´, i kdyzˇ je forma´lneˇ v porˇa´dku, nenı´ zcela vyhovujı´cı´. Aby cely´ syste´m
fungoval v rea´lne´m prostrˇedı´, je nutne´ prˇesneˇ nastavit rychlosti obou procesu˚ tak, aby
nedocha´zelo nekonecˇneˇ dlouho k jejich restartova´nı´. Procesy by sice nebyly blokova´ny
samy o sobeˇ, ale prˇı´stup do kriticke´ sekce ano.
Proto je nutne´ da´le pokracˇovat v hleda´nı´ idea´lnı´ho rˇesˇenı´. Takove´ rˇesˇenı´ jako prvnı´
prˇinesl holandsky´ matematik T. J. Dekker. Jde o kombinaci prvku˚ z prˇedchozı´ch rˇesˇenı´,
tedy promeˇnne´ tah a pouzˇitı´ promeˇnny´ch c1 a c2 k indikaci procesu˚, zda jsou v kriticke´
sekci, cˇi nikoliv.
integer integer c1, c2, tah;c1:= 1; c2:= 1; tah:= 1;
begin;
parbegin
process 1:begin A1: c1:= 0;
L1: if c2 = 0 then
begin if tah = 1 then goto L1;
c1:= 1;




tah:= 2; c1:= 1;
remainder of cycle 1; goto A1
end;
process 2:begin A2: c2:= 0;
L2: if c1 = 0 then
begin if tah = 2 then goto L2;
c2:= 1;




tah:= 1; c2:= 1;




Vy´pis 10: Dekkeru˚v algoritmus
Je na mı´steˇ si projı´t uvedeny´ algoritmus, zda splnˇuje podmı´nky, ktere´ si klademe na
vza´jemne´ vyloucˇenı´. Na prvnı´ pohled je zrˇejme´, zˇe rˇesˇenı´ je bezpecˇne´ a kazˇdy´ z pro-
cesu˚ mu˚zˇe vejı´t do sve´ kriticke´ sekce pouze v prˇı´padeˇ, zˇe promeˇnna´ c druhe´ho procesu
je rovna 1. Tedˇ je trˇeba uka´zat, zˇe procesy rozhodnutı´ o tom, ktery´ proces vstoupı´ do
kriticke´ sekce, nemu˚zˇe by´t oddalova´no do nekonecˇna. Proto se zameˇrˇı´me na promeˇnnou
tah.
Za´pis do te´to promeˇnne´ mu˚zˇe probı´hat pouze na konci kriticke´ fa´ze, a proto jejı´ hod-
notumu˚zˇeme beˇhem tohoto rozhodova´nı´ povazˇovat za konstantnı´. V prˇı´padeˇ, zˇe tah = 1,
mu˚zˇe proces 1 pouze procha´zet cyklem L1 s hodnotou c1 = 0 a pouze tak dlouho, dokud
c2 = 0. Ale za´rovenˇ prˇi stavu tah = 1 mu˚zˇe proces 2 procha´zet pouze cyklem B2, ktery´
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implikuje c2=1. Proces 1 je tak va´za´n ke vstupu do sve´ kriticke´ sekce. Obdobny´ pru˚beˇh






tah 1 tah 2
krit 1 krit 2
Figure 27: Dekkeru˚v algoritmus
Za´veˇrem prozkouma´me cˇa´st algoritmu po kriticke´ sekci. Podmı´nkou je, aby proces,
naprˇı´klad proces 1, ktery´ korektneˇ vystoupil ze sve´ kriticke´ sekce, nezpu˚sobil zablokova´nı´
procesu 2. Ihned po vy´stupu procesu 1 se vracı´ promeˇnna´ c = 1, tedy proces 2 ma´ volnou
cestu do sve´ kriticke´ sekce, a to neza´visle na aktua´lnı´ hodnoteˇ promeˇnne´ tah. Diagram
tohoto algoritmu je zna´zorneˇn na obra´zku cˇı´slo 27, ktery´ na druhou stranu jizˇ ukazuje
jednu z nevy´hod Petriho sı´tı´ prˇi popisu slozˇiteˇjsˇı´ch, deterministicky´ch algoritmu˚.2
I kdyzˇ je uvedeny´ diagram znacˇneˇ slozˇity´ a ne zcela prˇehledny´, sta´le jsou na neˇm
jasneˇ patrne´ struktury, pouzˇite´ v prˇedchozı´chmodelech, zejme´na na obra´zku cˇı´slo 26. Al-
2Neprˇehlednost algoritmu z obra´zku cˇı´slo 27 je do jiste´ mı´ry da´na i pouzˇitı´m na´stroje LATEX pro vytva´rˇenı´
diagramu˚ v te´to diplomove´ pra´ci. Tento na´stroj ma´ pouze omezenou mozˇnost zalamova´nı´ hran a protozˇe
jsou diagramy jsou vytva´rˇeny pomocı´ propojeny´ch uzlu˚, a tak prˇipraveny pro prˇı´padne´ automaticke´ zpra-
cova´nı´, nevyuzˇil jsem prˇi jejich tvorbeˇ ”pomocne´” uzly.
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goritmus obsahuje kontrolnı´ mı´sta c1 a c2, ktera´ signalizujı´, zda se procesy snazˇı´ vstoupit
do sve´ kriticke´ sekce. Ve spodnı´ cˇa´sti diagramu mu˚zˇeme pozorovat strukturu prˇepı´na´nı´
mezi tahem 1 a tahem 2, ktera´ cˇa´stecˇneˇ snizˇuje mozˇnost vstupu procesu do kriticke´ sekce
v prˇı´padeˇ opakovany´ch vstupu˚, pokud se za´rovenˇ druhy´ proces snazˇı´ vstoupit do sve´
kriticke´ sekce.
V kapitole cˇı´slo 5 na obra´zku cˇı´slo 34 jsem uvedl Dekkeru˚v algoritmus vytvorˇeny´
W. Reisigem a blı´zˇe popisuji rozdı´ly mezi teˇmito dveˇma prˇı´stupy.
3.4 Za´veˇr
Jak je z te´to kapitoly patrne´, je mozˇne´ modelovat distribuovany´ algoritmus ru˚zny´mi
zpu˚soby. V prˇı´me´m porovna´nı´ metody programove´ho za´pisu a reprezentace pomocı´
Petriho sı´tı´ je pro jednoduche´ syste´my vhodneˇjsˇı´ pouzˇı´t pra´veˇ grafickou reprezentaci.
Jejı´ hlavnı´ vy´hodou oproti programove´mu za´pisu je mozˇnost modelovat explicitneˇ jed-
notlive´ stavy syste´mu, ktere´ v programove´m za´pisu musı´me opsat zvla´sˇtˇ, a tedy prˇidat
dalsˇı´ informaci. Neme´neˇ du˚lezˇitou vlastnostı´ graficke´ reprezentace je jejı´ univerza´lnost
a neza´vislost jak na programove´m jazyce, tak na jazyce obecneˇ. Dalsˇı´ vy´hodou tohoto
graficke´ho za´pisu je snazsˇı´ mozˇnost analy´zy syste´mu, ktera´ je popsa´na v na´sledujı´cı´ kapi-
tole. Jednou z nevy´hod jsou slozˇite´ diagramy rozsa´hly´ch syste´mu˚, ale i tento proble´m lze
cˇa´stecˇneˇ rˇesˇit pomocı´ hierarchicky´ch Petriho sı´tı´.3
3Praktickou uka´zkou tohoto hierarchicke´ho rˇesˇenı´ je skript distribuovane´ho algoritmu Producent konzu-
ment, vytvorˇeny´ v aplikace CPN Tools a uvedeny´ v prˇı´loze te´to diplomove´ pra´ce.
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4 Vza´jemne´ vyloucˇenı´ - analy´za
4.1 ´Uvod
V te´to kapitole opustı´me modelova´nı´ distribuovane´ho algoritmu vza´jemne´ho vyloucˇenı´
a zameˇrˇı´me se na forma´lnı´ struktura´lnı´ analy´zu jednotlivy´ch modelu˚ z kapitoly prˇedesˇle´.
Nejdrˇı´ve si ale musı´me nadefinovat zpu˚soby analy´zy Petriho sı´tı´, ktere´ obeˇ vycha´zejı´
z grafove´ reprezentace. Forma´lnı´ teoreticke´ definice te´to kapitoly jsem cˇerpal z [4]. 4
Tato struktura´lnı´ analy´za se pouzˇı´va´ zejme´na v prˇı´padech, kdy je PN syste´m neome-
zeny´ (a mnozˇina dosazˇitelny´ch znacˇenı´a tedy i graf dosazˇitelnosti jsou nekonecˇne´), a
nebo v prˇı´padech, kdy je PN syste´m sice omezeny´, ale mnozˇina dosazˇitelny´ch znacˇenı´ je
tak pocˇetna´, zˇe analy´za grafu dosazˇitelnosti je neefektivnı´, cˇi prˇı´mo za hranicemimozˇnostı´
soucˇasny´ch vy´pocˇetnı´ch prostrˇedku˚. Vsˇechny vlastnosti Petriho sı´tı´ odvozene´ z jejı´ struk-
tury jsou platne´ i pro vsˇechny jejı´ syste´my vznikle´ prˇida´nı´m libovolne´ho pocˇa´tecˇnı´ho
znacˇenı´.
Popı´sˇeme si dveˇ metody:
• algebraicke´ metody pracujı´cı´ s maticovou reprezentacı´ Petriho sı´tı´
• metody grafove´ reprezentace, ktere´ vyuzˇı´vajı´ metod redukce, metody vyuzˇitı´ za´mku˚
a pastı´, studium vlastnostı´ specia´lnı´ch typu˚ PN struktur
4.2 Algebraicke´ metody analy´zy Petriho sı´tı´
Prvnı´ mozˇnostı´ je pouzˇitı´ maticove´ reprezentace Petriho sı´teˇ. Vyuzˇı´va´ se incidencˇnı´ ma-
tice, jejı´zˇ prvky uda´vajı´ zmeˇny pocˇtu tokenu˚ po provedenı´ vstupnı´ a vy´stupnı´ funkce.
Definice 4.1 Incidencˇnı´ matice PN struktury 〈P, T, I,O, 〉 je matice C = C(p, t) typu —P— x
—T—
C = 0T - IT ,
kde O = O(t, p) a I = I(t, p) jsou matice typu —T— x—P— reprezentujı´cı´ vstupnı´ a vy´stupnı´
funkci O,I.
Prvek C(p,t) matice C uda´va´ zmeˇnu pocˇtu tokenu˚ v mı´steˇ p po provedenı´ prˇechodu t.
Sloupec matice C uda´va´ zmeˇnu pocˇtu tokenu˚ v jednotlivy´ch mı´stech sı´teˇ prˇi provedenı´
prˇechodu t. Rˇa´dek matice C uda´va´ zmeˇnu znacˇenı´ mı´sta p prˇi provedenı´ jednotlivy´ch
prˇechodu˚ sı´teˇ.
Vektor, ktery´ tuto incidencˇnı´ matici anuluje zleva, nazy´va´me p-invariantem PN struk-
tury.
Definice 4.2 P-invariantem struktury 〈P, T, I,O, 〉 nazy´va´me vektor
Y=(y1,y2,...,y|P |)
T , yi∈N=0,1,2..., ktery´ anuluje zleva incidencˇnı´ matici C
4V kapitole 5.4 jsou popsa´ny i dalsˇı´ metody analy´zy Petriho sı´tı´, ktere´ prˇina´sˇı´ ve sve´ monografiiW. Reisig.
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YT ·C = 0.
Petriho sı´tˇ je pokryta p-invarianty, jestlizˇe kazˇde´ mı´sto patrˇı´ do nosicˇe neˇjake´ho p-
invariantu PN struktury. Je-li Petriho sı´tˇ pokryta p-invarianty, pak existuje p-invariant
pokry´vajı´cı´ celou sı´tˇ. Podsyste´m syste´mu 〈P, T, I,O,M0〉 indukovany´ nosicˇem p-inva-
riantu PY se nazy´va´ konzervativnı´ komponenta tohoto syste´mu.
Definice 4.3 T-invariantem struktury 〈P, T, I,O, 〉 nazy´va´me vektor
X=(x1,x2,...,x|T |)
T , xi∈N=0,1,2..., ktery´ anuluje zprava incidencˇnı´ matici C
C·X = 0.
Petriho sı´tˇ je pokryta t-invarianty, jestlizˇe kazˇde´ mı´sto patrˇı´ do nosicˇe neˇjake´ho t-
invariantu PN struktury. Je-li Petriho sı´tˇ pokryta t-invarianty, pak existuje t-invariant
pokry´vajı´cı´ celou sı´tˇ. Podsyste´m syste´mu 〈P, T, I,O,M0〉 indukovany´ nosicˇem t-inva-
riantu TX se nazy´va´ repeticˇnı´ komponenta tohoto syste´mu.
Definice 4.4 Prˇedpokla´dejme PN struktury bez inhibicˇnı´ch hran. Potom PN struktura 〈P ′, T ′, I ′, O′, 〉








Potom platı´ na´sledujı´cı´ veˇta:
Nechtˇ 〈P ′, T ′, I ′, O′, 〉, 〈P, T, I,O, 〉 jsou dua´lnı´ sı´teˇ s incidencˇnı´mi maticemi C’, C. Potom
platı´:
C’=CT ,
p-invariant struktury 〈P, T, I,O, 〉 je t-invariant struktury 〈P ′, T ′, I ′, O′, 〉,
t-invariant struktury 〈P, T, I,O, 〉 je p-invariant struktury 〈P ′, T ′, I ′, O′, 〉,
Dua´lnı´ struktura vznikne z pu˚vodnı´ vza´jemnou za´meˇnou mı´st a prˇechodu˚ a zmeˇnou
orientace vsˇech hran, beze zmeˇny jejich na´sobnosti. Dojde tedy i k za´meˇneˇ p-invariantu˚
na t-invarianty a naopak.
V ra´mci analy´zy distribuovany´ch syste´mu˚ reprezentovany´ch Petriho sı´teˇmi vyuzˇı´va´-
me invarianty k urcˇenı´ neˇktery´ch vlastnostı´ syste´mu.
• Existuje-li p-invariant pokry´vajı´cı´ celou sı´tˇ⇐⇒ PN syste´m je omezeny´.
• PN syste´m je zˇivy´ a omezeny´⇐⇒ Existuje t-invariant pokry´vajı´cı´ celou sı´tˇ.
• Pro zˇivy´ PN syste´m platı´: Y je kladny´ invariant⇐⇒ YT ·M0¿0.
• Existuje p-invariant Y s vlastnostı´ YT ·M 6= YT ·M’⇐⇒ Znacˇenı´ M’ nenı´ dosazˇitelne´
ze znacˇenı´ M.
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4.3 Grafove´ metody analy´zy Petriho sı´tı´
Grafove´ metody analy´zy Petriho sı´tı´ se zaby´vajı´ studiem specia´lnı´ch struktur Petriho sı´tı´,
kam patrˇı´ zejme´na pasti a za´mky. V te´to cˇa´sti budeme uvazˇovat pouze obycˇejne´ Petriho
sı´teˇ, tedy sı´teˇ s jednoduchy´mi hranami a bez hran inhibicˇnı´ch.
Za´mek je podmnozˇinamnozˇiny mı´st tvorˇena´ mı´sty, ktere´ kdyzˇ ztratı´ tokeny, je nemo-
hou jizˇ zı´skat.
Past je podmnozˇina mnozˇiny mı´st tvorˇena´ mı´sty, ktera´ kdyzˇ tokeny zı´skajı´, je jizˇ
nemohou ztratit.
Na na´sledujı´cı´m obra´zku je v leve´ cˇa´sti uveden prˇı´klad za´mku po provedenı´ prˇechodu








Figure 28: Prˇı´klad pasti a za´mku
Zby´va´ dodat, zˇe sjednocenı´m dvou za´mku˚ je za´mek a sjednocenı´m dvou pastı´ je
past. Mu˚zˇeme tedy definovat minima´lnı´ za´mky a pasti Petriho sı´teˇ. Pro analy´zu syste´mu
Petriho sı´tı´ je mozˇne´ vyuzˇı´t na´sledujı´cı´ch vlastnostı´:
• Obsahuje-li PN struktura za´mek, ktery´ prˇi pocˇa´tecˇnı´m znacˇenı´ neobsahuje zˇa´dny´
token⇐⇒ PN syste´m nenı´ zˇivy´.
• Obsahuje-li PN struktura past, ktera´ ma´ prˇi pocˇa´tecˇnı´m znacˇenı´ alesponˇ jeden to-
ken⇐⇒ PN syste´m je bez uzamcˇenı´.
4.4 Analy´za modelu˚ vza´jemne´ho vyloucˇenı´
Jaky´m zpu˚sobem je mozˇne´ vyuzˇı´t vy´sˇe uvedeny´ch metod forma´lnı´ analy´zy? Nejlepsˇı´m
zpu˚sobem demonstrace je jejich pouzˇitı´ na modelech z prˇedchozı´ kapitoly.
Jednou z du˚lezˇity´ch vlastnostı´ algoritmu vza´jemne´ho vyloucˇenı´ je nemozˇnost obou
procesu˚ vstoupit do kriticke´ sekce. Jiny´mi slovy hleda´me p-invariant, ktery´ pokry´va´ obeˇ
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kriticke´ sekce. Pak z jeho definice vyply´va´, zˇe zˇa´dny´ z procesu˚ do neˇj nemu˚zˇe vstoupit
za´rovenˇ.
t1 t2 t3 t4
P1 -1 1 0 0
crit1 1 -1 0 0
key -1 1 -1 1
crit2 0 0 1 -1
P2 0 0 -1 1
Table 1: Incidencˇnı´ matice sı´teˇ z obra´zku cˇı´slo 29
Po anulova´nı´m zleva dosta´va´me tyto invarianty
i1 i2 i3 ...
1 1 1 0 ...
1 0 0 1 ...
0 -1 -1 1 ...
1 0 -1 1 ...
1 1 0 0 ...
Table 2: P - invarianty matice sı´teˇ z obra´zku cˇı´slo 29







Figure 29: P-invariant algoritmu vza´jemne´ho vyloucˇenı´
Podobny´m zpu˚sobemzanalyzujeme dalsˇı´ Petriho sı´tˇ algoritmu vza´jemne´ho vyloucˇenı´
z obra´zku cˇı´slo 30, na ktere´m je opeˇt vyznacˇen p-invariant vlastnosti vza´jemne´ho vy-
loucˇenı´.
Na´sledujı´cı´ tabulka zna´zornˇuje incidencˇnı´ matici a neˇktere´ p-invarianty te´to sı´teˇ.
V te´to tabulce odpovı´da´ invariant i2 invariantu zna´zorneˇne´mu na obra´zku cˇı´slo 30.
Dalsˇı´ strukturou, kterou lze pouzˇı´t pro analy´zu vlastnostı´ Petriho sı´tı´, jsou specia´lnı´





tah = 1 tah = 2
t1 t3
t2 t4
Figure 30: P-invariant modelu vza´jemne´ho vyloucˇenı´ cˇ.1
t1 t2 t3 t4 i1 i2 i3
P1 -1 1 0 0 1 0 -1
crit1 1 -1 0 0 1 1 0
tah 1 -1 0 0 1 0 1 1
tah 2 0 1 -1 0 0 1 1
crit2 0 0 1 -1 1 1 1
P2 0 0 -1 1 1 0 0
Table 3: Incidencˇnı´ matice sı´teˇ z obra´zku cˇı´slo 30
pro doka´za´nı´ platnosti vza´jemne´ho vyloucˇenı´ postup, ktery´ popisuje W. Reisig ve sve´
monografii Elements of DistributedAlgorithms. Blizˇsˇı´ informace k te´to procedurˇe, vyuzˇı´-
vajı´cı´ stavovy´ch rovnic a nerovnic, naleznete v kapitole 5.4.
Musı´me doka´zat |= ¬(crit1
∧
crit1).
Tento vztah lze zapsat platnou sı´tˇovou nerovnicı´
C + H ≤ 1
Da´le vyuzˇijeme dva p-invarianty vyja´drˇene´ sı´tˇovy´mi rovnicemi
C + D = 1
E + H = 1
a pra´veˇ past, ktera´ je v sı´ti zvy´razneˇna na obra´zku cˇı´slo 31
D + E ≥ 1
Odecˇteme nerovnici od soucˇtu obou rovnic p-invariantu˚
C + D + E + H - D - E ≤ 1 + 1 - 1
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a tı´m jsme doka´zali
C + H ≤ 1









Figure 31: Past v upravene´m algoritmu vza´jemne´ho vyloucˇenı´
4.5 Za´veˇr
Se stoupajı´cı´ potrˇebou vytva´rˇenı´ spolupracujı´cı´ch procesu˚ pro rˇadu nejru˚zneˇjsˇı´ch, cˇasto
velmi kriticky´ch funkcı´, stoupajı´ i na´roky na jejich spra´vny´ vy´voj a vytva´rˇenı´. V prˇı´padeˇ
objevenı´ nedostatku˚ a chyb azˇ ve fa´zi prototypu by´va´ cˇasto na´kladne´ a cˇasoveˇ na´rocˇne´
tyto proble´my odstranit a nezrˇı´dka jsou neˇktere´ z teˇchto chyb objeveny imnohempozdeˇji.
Z tohoto du˚vodu zı´ska´va´ na du˚lezˇitosti vytva´rˇenı´ a analy´za jejich modelu˚ jesˇteˇ v ra´mci
vy´voje.
Vytva´rˇenı´ modelu a jeho simulace cˇasto pouka´zˇe na nove´ souvislosti a skutecˇnosti
v ra´mci vy´voje syste´mu. Vy´vojovy´ ty´m tak dosahuje veˇtsˇı´ho porozumeˇnı´ nezˇ pouhy´m
studiem vy´vojovy´ch dokumentu˚. Stejne´ho porozumeˇnı´ pak mohou dosa´hnout i lide´
mimo vy´vojovy´ ty´m, kterˇı´ prˇijdou do kontaktu s modelem. V modelu syste´mu mohou
by´t identifikova´ny jakmı´sta podobna´, ktera´mohou by´t vyuzˇita pro jine´, podobne´ situace,
tak i mı´sta potenciona´lneˇ problematicka´, ktera´ mohou by´t hloubeˇji analyzova´na.
Vytvorˇenı´ funkcˇnı´ho modelu a jeho analy´za doplnˇuje celkovou specifikaci vytva´rˇene´-
ho syste´mu. Simulacı´ modelu mu˚zˇe by´t specifikace doplneˇna o body, ktere´ tuto si-
mulaci znemozˇnˇujı´ a ktere´ by vyplynuly azˇ pozdeˇji u prototypu a jejichzˇ odstraneˇnı´ v
pozdeˇjsˇı´ch fa´zı´ch vy´voje by bylo mnohem vı´ce na´kladne´ cˇi problematicke´. Samotna´ si-
mulace syste´mu a jejı´ analy´za pak mu˚zˇe slouzˇit jako prezentace budoucı´m uzˇivatelu˚m,
kterˇı´ mohou blı´zˇe specifikovat svoje potrˇeby a pozˇadavky, pokud je syste´m v modelove´
fa´zi neobsahuje. Da´le se prˇi simulaci modelu˚ obvykle objevı´ rˇada chyb a slaby´ch mı´st
v na´vrhu. Pomocı´ rˇı´zene´ simulace, ktera´ nenı´ mozˇna´ u hotove´ho syste´mu, je mozˇne´
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projı´t rˇadou umeˇle vytvorˇeny´ch sce´na´rˇu˚, a tak zjistit chova´nı´ syste´mu i v nestandardnı´ch
podmı´nka´ch.
Dı´ky sve´ graficke´ reprezentaci jako bipartitnı´ graf s orientovany´mi hranami jsou Petri-
ho sı´teˇ intuitivneˇ pochopitelne´ i lidem bez hlubsˇı´ch teoreticky´ch znalostı´ a jsou dostatecˇneˇ
obecne´, aby sˇly pouzˇı´t na popis velke´ho mnozˇstvı´ ru˚znorody´ch syste´mu˚. Dı´ky za´pisu
sı´tı´ v grafu je mozˇne´ jednodusˇe vyjadrˇovat synchronizaci, vza´jemne´ vyloucˇenı´ nebo par-
alelnı´ vy´pocˇty. Petriho sı´teˇ umozˇnˇujı´ explicitnı´ za´pis stavu˚ i uda´lostı´, cozˇ veˇtsˇina dalsˇı´ch
formalismu˚ neumozˇnˇuje. Je mozˇne´ implementovat simula´tory chova´nı´ a formulovat
metody forma´lnı´ analy´zy. Pomocı´ hierarchicke´ho popisu mu˚zˇeme modelovat rozsa´hle´
sı´teˇ pomocı´ mensˇı´ch modelu˚ a prˇi jejich zmeˇneˇ nenı´ nutne´ prˇilisˇ zasahovat do celkove´ho
modelu. Pomocı´ interaktivnı´ simulace jsou vy´sledky zna´zorneˇny prˇı´mo v Petriho sı´ti.
V za´vislosti na ru˚zny´ch potrˇeba´ch vyjadrˇovacı´ sı´ly je mozˇne´ pouzˇı´vat ru˚zneˇ modifiko-
vane´ Petriho sı´teˇ s dodatecˇny´mi modelovacı´mi schopnostmi. Neme´neˇ vy´znamny´m prˇı´-
nosem je jejich prˇesny´ matematicky´ za´klad, umozˇnˇujı´cı´ aplikovat forma´lnı´ metody mod-
elova´nı´ syste´mu˚ s na´slednou verifikacı´ kroku˚ prˇi zjemnˇova´nı´ modelu.
Nevy´hodami Petriho sı´tı´ je fakt, zˇe jsou koncipova´ny jako plosˇny´ model, kde se
sice mu˚zˇe beˇhem modelova´nı´ vyskytnout hierarchicky´ aspekt, ale v konecˇne´m vy´sledku
zu˚sta´va´ plosˇny´m modelem. Dalsˇı´ jejich nevy´hodou je neschopnost popsat dynamiku
vy´voje syste´mu a jeho vy´jimek. Tak jak prˇiby´va´ ru˚zny´ch zmeˇn a detailu˚ procesu˚, sta´va´
se syste´m neu´meˇrneˇ komplikovany´ pro analy´zu, a je proto nutne´ ho budˇ zobecnit, nebo
pouzˇı´t jine´ prostrˇedky.
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5 Monografie Elements of Distributed Algorithms
5.1 ´Uvod
W.Reisig si vmonografii Elements of DistributedAlgorithms da´va´ za cı´l sezna´mit cˇtena´rˇe
s mozˇnostı´ vyuzˇitı´ Petriho sı´tı´ promodelova´nı´ distribuovany´ch algoritmu˚ a jejich detailnı´
analy´zu. Za tı´mto u´cˇelem prˇina´sˇı´ u´pravy pouzˇitı´ Petriho sı´tı´ pro modelova´nı´ jednodu-
chy´ch distribuovany´ch algoritmu˚ a za´rovenˇ upravuje tempora´lnı´ logiku za u´cˇelem jejich
verifikace.
Autor se neveˇnuje v te´to monografii cele´mu spektru distribuovany´ch algoritmu˚, jako
naprˇı´klad N.A. Lynch vDistributed algorithms, ale vypousˇtı´ real-timeove´ a pravdeˇpodob-
nostnı´ distribuovane´ algoritmy. Tyto slozˇiteˇjsˇı´ struktury neodpovı´dajı´ zameˇrˇenı´ autora
na za´kladnı´, jednoduche´ modely.
Vyjı´mecˇnost te´to publikace spocˇı´va´ v tom, zˇe s vy´jimkou monografie E. Best: Seman-
tics of Sequential and Parallel Programs (International Series in Computer Science 1996),
je jedina´, ktera´ pouzˇı´va´ formalismus Petriho sı´tı´ k modelova´nı´ soubeˇzˇnosti distribuo-
vany´ch syste´mu˚.
Autor Wolfgang Reisig rozdeˇlil knihu do cˇtyrˇ hlavnı´ch cˇa´stı´. V prvnı´ cˇa´sti je cˇtena´rˇ
sezna´men se za´kladnı´ teoriı´ Petriho sı´tı´ a je mu prˇedstaveno neˇkolik jednoduchy´ch algo-
ritmu˚.
V druhe´ cˇa´sti autor rozvı´jı´ za´kladnı´ syste´my o syste´my popsane´ Petriho sı´teˇmi vysˇsˇı´
u´rovneˇ a se slozˇiteˇjsˇı´mi modely jizˇ zmı´neˇny´ch algoritmu˚.
Trˇetı´ cˇa´st se veˇnuje forma´lnı´ analy´ze distribuovany´ch algoritmu˚. Autor zde prˇina´sˇı´
neˇkolik technik slouzˇı´cı´ch k analy´ze, zejme´na formule tempora´lnı´ logiky a vyuzˇitı´ inva-
riantu˚.
V za´veˇrecˇne´ cˇa´sti pak autor analyzuje algoritmy, ktere´ uvedl v prˇedchozı´ch kapi-
tola´ch a dokazuje, zˇe skutecˇneˇ naby´vajı´ pozˇadovany´ch vlastnostı´.
5.2 Za´kladnı´ syste´move´ modely
V prvnı´ cˇa´sti knihy se autor veˇnuje ru˚zny´m formalismu˚m, pomocı´ nichzˇ je mozˇne´ popsat
distribuovany´ algoritmus. Jako pru˚vodce mu slouzˇı´ jednoduchy´ algoritmus producent
- konzument. Autor vysveˇtluje v cˇem ma´ vyuzˇitı´ Petriho sı´tı´ prˇednosti prˇed ostatnı´mi
formalismy a take´ se veˇnuje obecne´ charakteristice vlastnostı´ Petriho sı´tı´, zejme´na s ohle-
dem na vyuzˇitı´ pro modelova´nı´ distribuovany´ch algoritmu˚. V te´to cˇa´sti je take´ srovna´nı´
s jiny´mi monografiemi, zejme´na na kolik majı´ stejne´ zameˇrˇenı´ a v cˇem se lisˇı´.
Po tomto u´vodu jizˇ na´sleduje vysveˇtlenı´ a forma´lnı´ teorie Petriho sı´tı´5 jako za´kladnı´ho
kamene pro modelova´nı´ distribuovany´ch algoritmu˚. Autor definuje strukturu sı´teˇ, jejı´
prvky a ru˚zne´ specia´lnı´ struktury, ktere´ se mohou objevit.
Da´le autor uva´dı´ dva ru˚zne´ pohledy na dynamiku Petriho sı´tı´. Nejprve forma´lneˇ
definuje prˇechodymezi stavy jako konecˇny´ cˇi nekonecˇny´ sekvencˇnı´ (interleaved) beˇh, tedy
jako pouhy´ sled stavu˚.
5Tato teorie je obsazˇena v kapitola´ch 2.3 a 2.6
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Jako druhy´ pohled definuje beˇh soubeˇzˇny´ (concurent), ktery´ pak jizˇ prˇina´sˇı´ expli-
citnı´ zna´zorneˇnı´ procesu˚, ktere´ mohou soubeˇzˇneˇ probı´hat. Autor tohoto pohledu cˇasto
vyuzˇı´va´ v pozdeˇjsˇı´ch kapitola´ch, a proto mu veˇnuje zvy´sˇenou pozornost. Na tomto
soubeˇzˇne´m beˇhu da´le demonstruje vyuzˇitı´ Petriho sı´tı´ nejen pro modelova´nı´ samotne´ho
syste´mu, ale jak je patrne´ z obra´zku cˇı´slo 32, je mozˇne´ Petriho sı´teˇ vyuzˇı´t i na zna´zorneˇnı´
a analy´zu mozˇne´ho pru˚beˇhu algoritmu. V tomto zna´zorneˇnı´ mu˚zˇeme naprˇı´klad analy-
zovat dostupnost stavu˚ nebo mozˇnost uva´znutı´.
Na na´sledujı´cı´m obra´zku je maxima´lnı´ soubeˇzˇna´ sekvence algoritmu producent -
konzument. Pro veˇtsˇı´ srozumitelnost jsou jednotlive´ stavy a akce pojmenova´ny.
A B A B A B
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A: prˇipraven k vy´robeˇ
B: prˇipraven k doda´nı´
C: pra´zdny´ sklad
D: plny´ sklad
E: prˇipraven k odebra´nı´





Figure 32: Maxima´lnı´ jedinecˇna´ soubeˇzˇna´ sekvence syste´mu producent - konzument z
obra´zku cˇı´slo 2
Na´sledujı´cı´ dveˇ kapitoly se zaby´vajı´ vlastnostmi, ktere´ standardnı´ teorie Petriho sı´tı´
u´plneˇ nepokry´va´, a ktere´ autor zava´dı´ pro rˇı´zenı´ chova´nı´ algoritmu˚. Prvnı´ z noveˇ zave-
deny´ch vlastnostı´ je progrese. Na prˇı´klad v syste´mu producent - konzument je zˇa´doucı´
umozˇnit pouze konecˇnou sekvenci akcı´ odbeˇr a spotrˇeba. Toho je dosazˇeno tı´m, zˇe v
urcˇite´m okamzˇiku se nespustı´ akcw vy´roba. Jak sekvencˇnı´, tak soubeˇzˇny´ syste´m tohoto
syste´mu pak nesmı´ podporovat progresi akce vy´roba, ale vsˇech ostatnı´ch ano. Autor tuto
vlastnost forma´lneˇ definuje pra´veˇ v za´vislosti na pru˚beˇhu algoritmu a zavadı´ specia´lnı´
znacˇku q pra´veˇ pro ty procesy, u ktery´ch nechce podporˇit progresi.
Dalsˇı´ z novy´ch vlastnostı´ Petriho sı´tı´, ktere´ autor prˇina´sˇı´, je fairness prˇechodu. Aby
prˇechod dodrzˇel tuto vlastnost, nesmı´ by´t v syste´mu nekonecˇneˇkra´t umozˇneˇn a pouze
konecˇneˇkra´t proveden. I tato vlastnost je forma´lneˇ definova´na a pomocı´ jednoduche´ho
prˇı´kladu demonstrova´na. Pro tuto vlastnost autor zava´dı´ znacˇku ϕ.
Za´veˇrem u´vodnı´ teoreticke´ cˇa´sti autor definuje specia´lnı´ strukturu Petriho sı´teˇ zvanou
za´kladnı´ syste´mova´ sı´tˇ. Aby Petriho sı´tˇ mohla by´t definova´na jako za´kladnı´ syste´mova´
sı´tˇ, musı´ splnˇovat na´sledujı´cı´ podmı´nky:
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• Sı´tˇ ma´ pocˇa´tecˇnı´ stav
• Prˇechody sı´teˇ budˇ podporujı´, nebo nepodporujı´ progresi
• Neˇktere´ prˇechody, podporujı´cı´ progresi, mohou dodrzˇovat fairness
Tuto strukturu za´kladnı´ch syste´movy´ch sı´tı´ (es-net) vyuzˇı´va´ autor v pru˚beˇhu cele´
knihy.
Druha´ cˇa´st u´vodnı´ kapitoly obsahuje modely za´kladnı´ch distribuovany´ch algoritmu˚.
Autor se v te´to cˇa´sti omezuje na pouzˇitı´ bezpecˇny´ch (tedy 1- omezeny´ch) Petriho sı´tı´ bez
inhibicˇnı´ch hran.
V u´vodu te´to kapitoly se autor vracı´ k syste´mu producent - konzument a rozsˇirˇuje
jehomodel nejprve o druhy´ sekvencˇnı´ sklad a na´sledneˇ i o druhy´ paralelnı´ sklad. Za´rovenˇ
prˇedkla´da´ vy´hody a nevy´hody obou rˇesˇenı´, aby nakonec prˇedstavil trˇetı´ model s deter-
ministicky rˇı´zeny´m prˇı´stupem do paralelnı´ho skladu jako na te´to u´rovni nejlepsˇı´ rˇesˇenı´
proble´mu. Jednotlive´ vlastnosti syste´mu˚ pak demonstruje i na jejich soubeˇzˇny´ch beˇzı´ch.
Dalsˇı´m algoritmem, ktery´ autor prˇedstavuje, je popula´rnı´ a zna´my´ algoritmus hlado-
vy´ch filozofu˚. Jak je zvykem i v dalsˇı´ch kapitola´ch je kazˇdy´ noveˇ prˇedstaveny´ algorit-
mus kra´tce uveden a jeho proble´m popsa´n. Jenom vyjı´mecˇneˇ je v te´to kapitole rˇesˇen
determinismus, a proto vesˇkere´ pru˚beˇhy algoritmu˚ slouzˇı´ pouze autorovi, aby cˇtena´rˇe
dostal do situace, kterou mu chce popsat a zdu˚raznit prˇı´padny´ proble´m. I v prˇı´padeˇ
hladovy´ch filozofu˚ autor postupuje stejny´m zpu˚sobem. Nejprve prˇedstavuje jednoduchy´
za´pis soubeˇzˇne´ho beˇhu. Na prˇı´kladu algoritmu z kapitoly 2.6 uva´dı´m takovy´to zkra´ceny´
za´pis na obra´zku cˇı´slo 33.
Autor se na za´kladeˇ takto zapsane´ho pru˚beˇhu tohoto algoritmu zaby´va´ ota´zkou, zda
je mozˇne´ najı´t neˇjakou ”spravedlivou” sekvenci strˇı´da´nı´ filozofu˚, a pokud ano, kolik
takovy´ch pru˚beˇhu˚ existuje.
Na´sleduje algoritmus asynchronnı´ho za´sobnı´ku. Autor prˇedva´dı´ Petriho sı´tˇ jedno-
duche´homodulu, ktery´ se skla´da´ do sekvence za sebou, a tvorˇı´ tak asynchronnı´ za´sobnı´k.
Kazˇdy´ z modulu˚ uchova´va´ jednu informaci. Pro tyto moduly jsou definova´ny funkce
push a pop. Funkce push posı´la´ novou hodnotu smeˇrem ke dnu za´sobnı´ku a funkce pop
pak vytahuje ulozˇenou hodnotu smeˇrem k vrcholu.
Na´sledujı´cı´ kapitola prˇedstavuje crosstalk algoritmus. Tento algoritmus ma´ za u´kol
rˇı´dit prˇeda´va´nı´ zpra´v mezi agenty, ktere´ dodrzˇujı´ ”kruhovy´” pracovnı´ cyklus. To zna-
mena´, zˇe pokud odesilatel odesˇle zpra´vu ve sve´m i-te´m kroku, je nutne´, aby ji i prˇı´jemce
obdrzˇel ve sve´m i-te´m kroku. Autor uva´dı´ hned neˇkolik variant tohoto algoritmu. Jako
prvnı´ prˇedstavuje velice jednoduchy´ algoritmus, skla´dajı´cı´ se ze dvou procesu˚, kdy jeden
z procesu˚ je odesı´latel a druhy´ prˇı´jemce. Na´sleduje rozsˇı´rˇenı´ syste´mu tak, aby oba pro-
cesy mohly zasta´vat roli jak prˇı´jemce, tak odesı´latele. Petriho sı´tˇ tohoto algoritmu vsˇak
obsahuje nebezpecˇı´ uva´znutı´ ve chvı´li, kdy se oba procesy rozhodnou odeslat zpra´vu.
Proto autor sta´vajı´cı´ konstrukci jesˇteˇ vı´ce rozsˇı´rˇı´ a tento proble´m odstranı´. Na za´kladeˇ
prozkouma´nı´ Petriho sı´teˇ soubeˇzˇne´ho beˇhu se vsˇak ukazuje, zˇe i v tomto syste´mu ex-
istujı´ procesy, ze ktery´ch nenı´ mozˇny´ dalsˇı´ posun. Proto je nutne´ syste´m da´le uprˇesnit,
a tak je vytvorˇen dostatecˇneˇ dokonaly´ syste´m bez uva´znutı´, cozˇ je take´ na´sledneˇ demon-


















Figure 33: Pru˚beˇh algoritmu hladovy´ch filozofu˚ zapsany´ zkra´cenou formou
V za´veˇru te´to cˇa´sti knihy otevı´ra´ autor kapitolu vza´jemne´ho vyloucˇenı´. Tomuto te´ma-
tu se veˇnuje i moje diplomova´ pra´ce v kapitole 2.5, ale prˇedevsˇı´m v kapitole 3. Autor
z pocˇa´tku vycha´zı´ stejneˇ jako ja´ ze stejne´ho zdroje [5], kde publikuje stejne´ (azˇ na prˇı´padny´
isomorfismus), nebo obdobne´ (lisˇı´cı´ se o substituci mı´sta a stavu) Petriho sı´teˇ, aby posle´ze
prˇedstavil nove´ algoritmy, ktere´ nejsou zahrnuty v me´ diplomove´ pra´ci. Sem patrˇı´ ze-
jme´na Petersonu˚v algoritmus, Owicki-Lamportu˚v algoritmus a asymetricka´ varianta vza´-
jemne´ho vyloucˇenı´.
Zvla´sˇtnı´ srovna´nı´ si zaslouzˇı´ Dekkeru˚v algoritmus. Petriho sı´tˇ, kterou jsem navrhl
ve sve´ diplomove´ pra´ci a je zobrazena na obra´zku cˇı´slo 27 ,se lisˇı´ od algoritmu, ktery´
uva´dı´ autor ve sve´ monografii. Pro ilustraci uva´dı´m Reisigovu reprezentaci Dekkerova
algoritmu na na´sledujı´cı´m obra´zku cˇı´slo 34.
Spolecˇny´mi prvky obou reprezentacı´ je zavedenı´ stavu˚, ktere´ hlı´dajı´, zda se druhy´
proces chysta´ vstoupit do kriticke´ fa´ze, a stavu˚, ktere´ rˇı´dı´ vstup pomocı´ sdı´lene´ho to-
kenu, v prˇı´padeˇ pokusu obou procesu˚ v prˇı´stupu do kriticke´ sekce. Narozdı´l od me´ho
modelu umozˇnˇuje Resigu˚v model vstup do kriticke´ sekce i v prˇı´padeˇ, zˇe mı´sta finished
neobsahujı´ token a to v za´vislosti na stavu mı´st at a pending. Dalsˇı´ odlisˇnost je v prˇı´stupu
k podmı´nce stanovene´ E. W. Dijsktrou na algoritmus vza´jemne´ho vyloucˇenı´, a ktera´ znı´:
”Pokud se neˇjaky´ proces ukoncˇı´ korektneˇ mimo svojı´ kritickou sekci, nesmı´ toto ve´st
k potencia´lnı´mu blokova´nı´ druhe´ho procesu”. V me´m rˇesˇenı´ je tato podmı´nka dosazˇena
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Figure 34: Dekkeru˚v algoritmus podle W. Reisiga
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trolnı´ho bodu. W. Reisig rˇesˇı´ tento pozˇadavek tak, zˇe oznacˇı´ prˇechody a a h jako ”kli-
dove´” (nepodporujı´cı´ progresi), a tak je algoritmus vzˇdy ukoncˇen ve stavu quiet, ktery´
nebra´nı´ druhe´mu procesu ve vstupu do kriticke´ sekce. V prˇı´padeˇ, zˇe by nebyly uve-
dene´ procesy oznacˇene´ jako klidove´, mohlo by dojı´t k ukoncˇenı´ pra´ce jednoho z procesu˚
ve stavu terminated, a dı´ky tomu k nemozˇnosti vstupu druhe´ho procesu do sve´ kriticke´
sekce.
5.3 Pokrocˇile´ syste´move´ modely
Ve druhe´ cˇa´sti sve´ monografie rozvı´jı´ W. Reisig mozˇnosti formalismu Petriho sı´tı´ o in-
tegraci datovy´ch struktur a zava´dı´ novou strukturu - syste´move´ sı´teˇ. Na tyto sı´teˇ lze
pohlı´zˇet ze dvou odlisˇny´ch u´hlu˚. V prvnı´ rˇadeˇ se jedna´ o zobecneˇnı´ za´kladnı´ch syste´mu˚.
Tokeny nejsou jizˇ pouhe´ cˇerne´ tecˇky, ale mohou zna´zornˇovat jaka´koliv data. Druha´ cesta,
jak tyto sı´teˇ cha´pat, je zkra´cena´ reprezentace za´kladnı´ch sı´tı´. Pomocı´ metod grafove´ sub-
stituce mu˚zˇeme spojit mı´sta i prˇechody, ktere´ majı´ stejny´ charakter a funkci a tı´m pa´dem
model zjednodusˇit a zprˇehlednit, anizˇ bychom ztratili vlastnosti, ktere´ od teˇchto syste´mu˚
ocˇeka´va´me.
V u´vodu te´to cˇa´sti se autor vracı´ ke dveˇma algoritmu˚m z prvnı´ cˇa´sti, konkre´tneˇ k
algoritmu producent/konzument a algoritmu hladovy´ch filozofu˚ a na nich demonstruje
novy´ prˇı´stup k modelova´nı´ pomocı´ konkre´tnı´ch datovy´ch struktur namı´sto obycˇejny´ch
tokenu˚. Postup takove´to substituce je na´zorneˇ vysveˇtlen rˇadou postupny´ch kroku˚, prˇi-
cˇemzˇ kazˇdy´ z nich je demonstrova´n prˇı´slusˇny´mdiagramem. U´vod druhe´ kapitoly uzavı´ra´
algoritmus Erathostenova sı´ta, ktery´ svy´m zameˇrˇenı´m prˇı´mo vybı´zı´ k distribuovane´mu
vy´pocˇtu, protozˇe odstranˇova´nı´ cˇı´sel, ktera´ nejsou prvocˇı´sly, mu˚zˇe by´t prova´deˇno v jake´m-
koliv porˇadı´ i paralelneˇ. Na´sledujı´cı´ obra´zek prˇedstavuje diagram tohoto algoritmu pro
n- cˇı´sel a je jizˇ reprezentova´n zjednodusˇeny´m za´pisem.
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Figure 35: Distribuovany´ algoritmus Eratosthenova sı´ta
Prˇechod smazˇ v tomto algoritmu mu˚zˇe nastat pouze tehdy, pokud neˇjake´ cˇı´slo k
a neˇjaky´ jeho na´sobek i • k je obsazˇen v aktua´lnı´ch cˇı´slech. Pak je k a i • k smaza´no
a samostatne´ k se vracı´ do aktua´lnı´ch cˇı´sel.
Na´sleduje forma´lnı´ rozsˇı´rˇenı´ definicı´ potrˇebny´ch pojmu˚ teˇchto syste´movy´ch sı´tı´ o prvky
substituce mı´st a prˇechodu˚ a definice jejich sekvencˇnı´ch a soubeˇzˇny´ch beˇhu˚. Pro dalsˇı´
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zjednodusˇenı´ teˇchto syste´movy´ch sı´tı´ definuje autor noveˇ reprezentaci syste´movy´ch sı´tı´
pomocı´ termu˚ a funkcı´. Jednotlive´ hrany, tedy podmı´nky provedenı´ prˇechodu, jsou po-
psa´ny pouze termy, ktery´m je na´sledneˇ doda´n vy´znam. Z tohoto du˚vodu je mozˇne´ jedne´
strukturˇe Petriho sı´teˇ nadefinovat ru˚zne´ podmı´nky prˇechodu˚, a tedy i ru˚zne´ chova´nı´
vy´sledne´ho algoritmu. Prˇı´klad za´pisu pomocı´ teˇchto termu˚ a funkcı´ prˇedstavuje prˇed-
chozı´ obra´zek 35.
Pro potrˇeby rozhodova´nı´ v za´vislosti na datech prˇedstavuje autor prˇechodovou stra´zˇ
(transition guard), strukturu mı´st a prˇechodu˚ schopnou rˇı´dit algoritmus v za´vislosti na
procha´zejı´cı´ch datech. Za´veˇrem teoreticke´ cˇa´sti druhe´ cˇa´sti monografie seznamuje autor
cˇtena´rˇe se syste´movy´m sche´matem. Tato sche´mata mohou popisovat ru˚zne´ sı´teˇ stejne´
struktury, lisˇı´cı´ se pouze v definovany´ch dome´na´ch, konstanta´ch a funkcı´ch, ktere´ se
mohou meˇnit. Syste´mova´ sche´mata tak vytva´rˇejı´ sady syste´movy´ch sı´tı´.
V na´sledujı´cı´ sekci prˇı´padovy´ch studiı´ se opeˇt vracı´ k algoritmu˚m z u´vodnı´ kapi-
toly a modeluje je s ohledem na noveˇ definovanou strukturu syste´movy´ch sı´tı´. Cˇtena´rˇ
ma´ mozˇnost se sezna´mit s drˇı´ve popsany´m algoritmem producent - konzument, ktery´
je nynı´ rozsˇı´rˇen o sekvencˇnı´ a paralelnı´ sklad, respektive n skladovy´ch buneˇk. Dalsˇı´ al-
goritmus, ke ktere´mu se autor vracı´, aby jej rozsˇı´rˇil, jsou hladovı´ filozofove´. Autor k
jejich syste´move´mu sche´matu prˇipojuje mı´sto, ve ktere´m jsou prˇednastaveny jednotlive´
dvojice filozofu˚ v porˇadı´, ve ktere´m majı´ zacˇı´t jı´st. Na tomto prˇı´kladu je demonstrova´no
zapojenı´ funkce priority do distribuovane´ho algoritmu jako dalsˇı´ rˇı´dı´cı´ funkce.
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Figure 36: Distribuovany´ algoritmus hleda´nı´ maxima´lnı´ hodnoty
Dalsˇı´m odveˇtvı´m,ve ktere´m je mozˇne´ uplatnit distribuovany´ prˇı´stup, je distribuovane´
programova´nı´ s omezujı´cı´mi podmı´nkami (Distributed constraint programming). Nalezenı´
rˇesˇenı´ proble´mu pomocı´ tohoto programova´nı´ spocˇı´va´ v postupne´m vyrˇazova´nı´ kan-
dida´tu˚ na rˇesˇenı´ z velke´ mnozˇiny mozˇny´ch kandida´tu˚. Protozˇe mohou by´t prvky mnozˇi-
ny omezova´ny neza´visle na sobeˇ, je soubeˇzˇne´ spousˇteˇnı´ pomocı´ distribuovany´ch algo-
ritmu˚ cˇasto vyuzˇı´vane´.
Jizˇ zminˇovany´ algoritmus Eratosthenova sı´ta z obra´zku 35 je takovy´m prˇı´kladem
programova´nı´ s omezujı´cı´mi podmı´nkami. Dalsˇı´m prˇı´kladem je distribuovane´ hleda´nı´
maxima´lnı´ hodnoty z obra´zku 36. Autor prˇedkla´da´ cˇtena´rˇi dalsˇı´ jednoduche´ distribuo-
vane´ algoritmy, mezi nimizˇ jsou distribuovane´ trˇı´deˇnı´, distribuovane´ hleda´nı´ nejkratsˇı´
cesty a dalsˇı´.
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Jako varianta algoritmu vza´jemne´ho vyloucˇenı´ jsou da´le prˇedstaveny algoritmy rˇesˇı´cı´
exkluzivnı´ za´pis a soubeˇzˇne´ cˇtenı´. Jak ma´ W. Reisig ve zvyku jsou cˇtena´rˇi postupneˇ
prˇedkla´da´ny ru˚zna´ rˇesˇenı´ od toho nejjednodusˇsˇı´ho, ale nespravedlive´ho, k slozˇiteˇjsˇı´m al-
goritmu˚m, ktere´ jizˇ majı´ lepsˇı´ vlastnosti. Stejny´m zpu˚sobem je postupova´no i v prˇı´padeˇ
algoritmu distribuovane´ho serˇazenı´. Za´veˇr teˇchto prˇı´padovy´ch studiı´ tvorˇı´ na´vrat k al-
goritmu vza´jemne´ho vyloucˇenı´, ktery´ je rozsˇı´rˇen na samostabilizujı´cı´ se vza´jemne´ vy-
loucˇenı´. Tento princip spocˇı´va´ v tom, zˇe pokud v pru˚beˇhu zpracova´nı´ jednotlivy´ch pro-
cesu˚ dojde ke stavu˚m, ve ktery´ch nenı´ zajisˇteˇno vza´jemne´ vyloucˇenı´, je algoritmus sa´m
schopen se opeˇt dostat do stavu, ktery´ vza´jemne´ vyloucˇenı´ opeˇt dodrzˇuje.
Na´sledujı´cı´ kapitola prˇedstavuje cˇtena´rˇi komunikacˇnı´ algoritmy. Ty jsou dalsˇı´ velkou
a cˇasto pouzˇı´vanou skupinu distribuovany´ch algoritmu˚. Autor se v te´to cˇa´sti zameˇrˇuje
zejme´na na dosazˇenı´ spolehlivosti prˇeda´vany´ch zpra´v, prˇı´padneˇ jejich porˇadı´.
Jako prvnı´ je prˇedstaven princip prˇeda´va´nı´ potvrzenı´ zpra´v. Jak jizˇ bylo neˇkolikra´t
rˇecˇeno, postup popisu rˇesˇenı´ spocˇı´va´ v prˇechodu od nejjednodusˇı´ho algoritmu, ktery´
se sesta´va´ pouze z kruhove´ sı´teˇ s odesı´latelem na jedne´ straneˇ a prˇı´jemcem na druhe´
straneˇ, a ktery´ se zablokuje ihned po te´, co dojde ke ztra´teˇ zpra´vy. Z tohoto du˚vodu je
do tohoto algoritmu prˇida´n prvek, ktery´ zajisˇtˇuje zasla´nı´ kopie v prˇı´padeˇ ztra´ty pu˚vodnı´
zpra´vy. V tomto algoritmu ale nasta´va´ proble´m s identifikacı´ zpra´v, protozˇe nenı´ zrˇejme´,
zda se jedna´ o origina´l cˇi kopii, a proto je nutne´ tento algoritmus rozsˇı´rˇit i o identifikaci
zpra´vy. Tı´mto zpu˚sobem autor modeluje cely´ syste´m, dokud nedosa´hne pozˇadovany´ch
vlastnostı´ v prˇimeˇrˇene´ mı´rˇe slozˇitosti algoritmu.
Takto navrzˇeny´ algoritmus ma´ striktneˇ uda´n sled zpra´v, tedy odesı´latel zasˇle novou
zpra´vu i+1 azˇ pote´, co obdrzˇı´ potvrzenı´ o dorucˇenı´ zpra´vy i. Proto autor prˇedstavuje dalsˇı´
mozˇnosti prˇeda´va´nı´ zpra´v a to pomocı´ pohyblive´ho okna. Odesı´latel pak mu˚zˇe poslat
vsˇechny zpra´vy, ktere´ majı´ svu˚j identifika´tor mezi dveˇma indexy. Stejny´m zpu˚sobem
je rˇesˇeno i prˇijı´ma´nı´ potvrzenı´. Autor cˇtena´rˇi prˇedkla´da´ jak syste´m s neohranicˇeny´mi
indexy, tak s indexy ohranicˇeny´mi. V za´veˇru te´to kapitoly se pak autor zaobı´ra´ opeˇt
obecneˇjsˇı´mi diagramy prˇeda´va´nı´ zpra´v mezi jednotlivy´mi sousedy v distribuovane´ sı´ti.
Te´matem teˇchto distribuovany´ch sı´tı´, zejme´na pak distribuovany´mi algoritmy, ktere´
v nich pracujı´, se autor zaby´va´ v poslednı´ kapitole Pokrocˇily´ch syste´movy´ch modelu˚.
Autor definuje sı´tˇove´ algoritmy, ktere´ nemajı´ pouze fungovat v ra´mci jedne´ fixnı´ sı´teˇ, ale
jedna´ se spı´sˇe sche´ma algoritmu˚, ktere´ mohou pracovat v cely´ch ru˚zny´ch trˇı´da´ch sı´tı´.
Za´kladnı´ mysˇlenkou je zobrazenı´ loka´lnı´ch algoritmu˚ v obecne´m za´pise s explicitnı´m
vyja´drˇenı´m prˇeda´vany´ch zpra´v. Z tohoto du˚vodu autor prˇina´sˇı´ dva nove´ principy do
modelova´nı´ takovy´chto syste´mu˚. Prvnı´m z nich je ohodnocenı´ vstupnı´ch hran kazˇde´ho
prˇechodu n-ticı´ promeˇnny´ch, cˇasto oznacˇovany´ch x. Ohodnocenı´ kazˇde´ prˇı´chozı´ hrany
prˇechodu ma´ na prvnı´m mı´steˇ n-tice vzˇdy stejnou promeˇnnou. Druhy´m novy´m prvkem
je prˇeda´va´nı´ zpra´v. Kazˇda´ zpra´va je zobrazena jako n-tice (x1,....,xn), cˇasto pro n = 2, kde
x1 je prˇı´jemcem zpra´vy, x2 je odesilatelem zpra´vy a x3...xn mohou obsahovat jaka´koliv
data.
Po tomto kra´tke´m teoreticke´m u´vodu prˇedstavuje autor cˇtena´rˇi algoritmy, ktere´ do-
sud nepopisoval v prˇedchozı´ch cˇa´stech knihy. Prvnı´m z teˇchto novy´ch sı´tˇovy´ch algo-
ritmu˚ je algoritmus vy´beˇru vedoucı´ho. Tento obecneˇ zna´my´ algoritmus je kra´tce popsa´n
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a na diagramu vysveˇtlen. Obsa´hlejsˇı´ popis tohoto algoritmu obsahuje kapitola Vy´beˇr
vedoucı´ho te´to diplomove´ pra´ce.
Tento algoritmus je ukoncˇen s tı´m, zˇe kazˇdy´ proces zna´ jme´no vedoucı´ho. V okamzˇiku,
kdy kazˇdy´ proces bude navı´c zna´t i vzda´lenost k vedoucı´mu a souseda, ktery´ je k neˇmu
blı´zˇ, bude moci komunikovat s vedoucı´m pra´veˇ prˇes tohoto souseda. Trasy mezi teˇmito
sousedy pak tvorˇı´ minima´lnı´ kostru grafu. Tohoto si vsˇı´ma´ autor a prˇedstavuje tento al-
goritmus jako variantu algoritmu hleda´nı´ vedoucı´ho. Na tomto prˇı´kladu je zrˇejmy´ rozdı´l
mezi dveˇma algoritmy, ktere´ majı´ sice stejnou strukturu, ale dı´ky jine´mu oznacˇenı´ po-
mocı´ termu˚ a funkcı´ jiny´ pru˚beˇh.
Na´vratem k prˇeda´va´nı´ zpra´v v distribuovane´ sı´ti je Echo algoritmus. Tento jednodu-
chy´ algoritmus vysı´la´ zpra´vy do cele´ sı´teˇ a neukoncˇı´ se do te´ doby, dokud neobdrzˇı´
potvrzenı´ od vsˇech ostatnı´ch uzlu˚.
Autor pokracˇuje rozsˇı´rˇenı´m algoritmu vza´jemne´ho vyloucˇenı´ do sı´tı´. V teˇch rozezna´-
va´ loka´lnı´ a globa´lnı´ vza´jemne´ vyloucˇenı´. Globa´lnı´ vza´jemne´ vyloucˇenı´ zahrnuje ex-
kluzivnı´ prˇı´stup do kriticke´ sekce pouze jedine´mu algoritmu v cele´ sı´ti, v prˇı´padeˇ loka´lnı´-
ho vza´jemne´ho vyloucˇenı´ stacˇı´ pouze exkluzivnı´ prˇı´stup mezi sousedı´cı´mi procesy. Prˇı´-
kladem tohoto loka´lnı´ho vza´jemne´ho vyloucˇenı´ je naprˇı´klad algoritmus hladovy´ch filo-
zofu˚, kdy stacˇı´ dodrzˇet vza´jemne´ vyloucˇenı´ mezi sousednı´mi filozofy. Pro oba tyto
prˇı´stupy autor navrhuje distribuovane´ algoritmy s kra´tky´m popisemdosazˇitelny´ch stavu˚
a funkcı´.
Takto bez neˇjake´ho dlouhe´ho popisu se autor doty´ka´ take´ proble´mu konsensu v sı´tı´ch,
kdy prˇina´sˇı´ neˇkolik variant mozˇny´ch rˇesˇenı´, opeˇt bez neˇjake´ho hlubsˇı´ho pozadı´. Jeden




























Figure 37: Distribuovany´ algoritmus konsensu
Na zacˇa´tku je kazˇde´ mı´sto cˇekajı´cı´ a kazˇda´ zpra´va (pozˇadavek) hotova´. Pomocı´ akce
zz mu˚zˇe jake´koliv mı´sto x zaslat sve´mu sousedu y zpra´vu (x,y). Po obdrzˇenı´ zpra´vy
si ji mı´sto x prˇecˇte a vra´tı´ ji odesilateli y pomocı´ neˇktere´ akce vz. Kazˇda´ z teˇchto akcı´
zmeˇnı´ stav mı´sta x na cˇekajı´cı´. Za´veˇrem mu˚zˇe mı´sto x pomocı´ akce sz zmeˇnit na souh-
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lası´cı´ a vsˇechny sve´ zpra´vy r(x) oznacˇit jako hotove´. Tento algoritmus nezajisˇtˇuje stav,
ve ktere´m vsˇechna mı´sta jsou souhlası´cı´, ale zajisˇtˇuje stability, protozˇe algoritmus skoncˇı´
pouze tehdy a jen tehdy, kdyzˇ vsˇechna mı´sta souhlası´.
Poslednı´ algoritmus, ktery´ je v te´to sekci prˇedstaven, je algoritmus distribuovane´ho
sebestabilizova´nı´. Tento algoritmus je nutny´ v prˇı´padeˇ neˇkolika procesu˚, ktere´ zpra-
cova´vajı´ stejne´ u´koly a komunikujı´ s prostrˇedı´m. Tyto u´koly jsou pru˚beˇzˇneˇ zpracova´va´ny
a za´rovenˇ z prostrˇedı´ prˇicha´zejı´ nove´. Cˇasto se sta´va´, zˇe pracovnı´ na´plnˇ jednotlivy´ch
procesu˚ je nerovnomeˇrna´. U´kolem algoritmu tedy je , aby v prˇı´padeˇ prˇetı´zˇenı´ jednoho
z procesu˚ prˇevedl cˇa´st pracovnı´ na´plneˇ na proces, ktery´ pra´veˇ tedˇ nema´ tolik u´kolu˚.
Touto kapitolou autor opousˇtı´ modelova´nı´ jednotlivy´ch algoritmu˚ spolu s definova´-
nı´m teoreticke´ho pozadı´ a prˇecha´zı´ do druhe´ cˇa´sti knihy, ktera´ se zaby´va´ mozˇnostmi
analy´zy teˇchto syste´mu˚.
5.4 Analy´za za´kladnı´ch syste´movy´ch modelu˚
V te´to cˇa´sti opousˇtı´ autor modelova´nı´ distribuovany´ch syste´mu˚ a prˇistupuje k metoda´m
jejich analy´zy, kterou pra´veˇ reprezentace pomocı´ Petriho sı´tı´ umozˇnˇuje. Analy´zou je
mysˇleno zobrazenı´ urcˇity´ch vlastnostı´ syste´mu. Tyto vlastnosti budˇ platı´, nebo neplatı´.
Prˇı´kladem takove´ vlastnosti v algoritmu vza´jemne´ho vyloucˇenı´ je umozˇneˇnı´ vstupu do
kriticke´ sekce pouze jednomu procesu.
U´vodem te´to kapitoly autor prˇedstavuje koncept vyuzˇitı´ tempora´lnı´ logiky pro vytvo-
rˇenı´ logicky´ch formulı´, pomocı´ nichzˇ lze jednotlive´ vlastnosti Petriho sı´tı´ popsat. Tato
tempora´lnı´ logika nenı´ prˇestavena a pouzˇita v jejı´ plne´ sı´le, slouzˇı´ spı´sˇe jako na´stroj pro
vytvorˇenı´ intuitivnı´ch vy´roku˚, ktere´ mohou ulehcˇit pochopenı´ popisovany´ch syste´mu˚. 6
Tyto jednoduche´ formule se odvozujı´ prˇı´mo ze struktury Petriho sı´teˇ a z nich jsou
na´sledneˇ odvozova´na slozˇiteˇjsˇı´ pravidla. Formule popisujı´ stavy, ktere´ v prˇı´slusˇne´ Petriho
sı´ti mohou nebo nemohou nastat. Prˇı´klad tohoto vyuzˇitı´ prˇevodu Petriho sı´teˇ na logicke´
formule demonstrujı´ pravidla sı´teˇ z obra´zku cˇı´slo 38.
V uvedene´ Petriho sı´ti platı´ naprˇı´klad pravidlo:
• |= (B→ C)
∧
(A→ ¬C)
To znamena´ zˇe ve vsˇech dosazˇitelny´ch stavech te´to sı´teˇ platı´, pokud je token v mı´steˇ
B, je i v mı´steˇ C a za´rovenˇ pokud je token v mı´steˇ A, nenı´ v mı´steˇ C. Pouzˇitı´m teˇchto
formulı´ v analy´ze Petriho sı´tı´ mu˚zˇeme prˇı´mo definovat jejich neˇktere´ vlastnosti, jako je
naprˇı´klad neexistujı´cı´ kontaktnı´ situace nebo syste´m bez uzamcˇenı´.
Stavove´ vlastnosti Petriho sı´tı´ mohou by´t potvrzeny take´ pomocı´ takzvany´ch sı´tˇovy´ch
rovnic a nerovnic. Tyto rovnice a nerovnice mu˚zˇeme vytva´rˇet prˇı´mo ze staticke´ struktury
jake´koliv Petriho sı´teˇ, kde je kazˇde´ mı´sto sı´teˇ bra´no jako promeˇnna´ naby´vajı´cı´ hodnot 0
a 1, a kazˇdy´ stav sı´teˇ je reprezentova´n charakteristickou funkcı´. Ta prˇirˇazuje kazˇde´mu
mı´stu stavu hodnotu 1 pokud ve stavu obsahuje token a 0 pokud token neobsahuje. Sı´tˇ
z obra´zku cˇı´slo 38 obsahuje na´sledujı´cı´ platnou rovnici a nerovnici:






Figure 38: Distribuovany´ algoritmus
• B - C + E = 0
• A + B + C + D + E ≥ 1
Tyto sı´tˇove´ rovnice a nerovnice mu˚zˇeme take´ vyuzˇı´t v analy´ze Petriho sı´tı´, protozˇe
samy o sobeˇ implikujı´ platne´ vlastnosti syste´mu. Naprˇı´klad rovnice z prˇedchozı´ho prˇı´-
kladu implikuje |= B→ C.
Dalsˇı´ prvek analy´zy, ktery´ autor prˇedstavuje a definuje, jsou p-invarianty. Vytvorˇenı´
p-invariantu˚ z incidencˇnı´ matice popisuje a definuje Reisig podobneˇ jako v kapitole 4 te´to
diplomove´ pra´ce, ktera´ cˇerpa´ z [4]. Zajı´maveˇjsˇı´ je jejich vyuzˇitı´ jako sı´tˇovy´ch rovnic.
Sı´tˇ z obra´zku cˇı´slo 38 obsahuje na´sledujı´cı´ p-invarianty:
• A + C + D = 1
• A + B + D + E = 1
• 2A + B + C + 2D + E = 2
• B - C + E = 0
Takto zapsane´ p-invarianty je mozˇne´ snadno zobrazit. Na obra´zku cˇı´slo 39 je tucˇnou
cˇa´rou zna´zorneˇn prvnı´ invariant z prˇedchozı´ho prˇı´kladu.
Stejneˇ jako v prˇedchozı´ch kapitola´ch, i zde po sezna´menı´ s novou teoriı´, prˇina´sˇı´ autor
neˇkolik prˇı´kladovy´ch studiı´ jizˇ drˇı´ve namodelovany´ch algoritmu˚. V algoritmu producent
- konzument se dveˇma sekvencˇnı´mi sklady zobrazı´ vsˇechny invarianty pro jednotlive´
procesy. Stejny´m zpu˚sobem zanalyzuje i deterministicky´ distribuovany´ algoritmus pro-






Figure 39: Invariant A + C + D = 1
Dalsˇı´ skupinou algoritmu˚, na ktery´ch mu˚zˇe autor uka´zat vy´hody pouzˇitı´ invariantu˚,
jsou algoritmy vza´jemne´ho vyloucˇenı´. Pomocı´ analy´zy teˇchto syste´mu˚ dokazuje platnost
pra´veˇ vza´jemne´ho vyloucˇenı´, tedy stavu, kdy do sve´ kriticke´ sekce mu˚zˇe vstoupit pouze
jeden z procesu˚. Tyto analy´zy jsou blı´zˇe popsa´ny v te´to diplomove´ pra´ci v kapitole 4.
Za´rovenˇ ale v te´to kapitole musı´ konstatovat ”slabinu” pouzˇitı´ p-invariantu˚. Tyto in-
varianty nenı´ mozˇne´ pouzˇı´t v Petriho sı´tı´ch, ktere´ obsahujı´ smycˇky. Smycˇku nenı´ mozˇne´
zaznamenat v incidencˇnı´ matici a proto take´ nenı´ mozˇne´ vyuzˇitı´ p-invariantu˚.Prˇı´klad
takove´to sı´teˇ je zna´zorneˇn na obra´zku cˇı´slo 26.
Z tohoto du˚vodu autor, jako dalsˇı´ prvek analy´zy, definuje vyuzˇitı´ pastı´, a to konkre´tneˇ
pastı´ inicializovany´ch. Pastmi Reisig rozumı´ takove´ skupiny mı´st, jejichzˇ vy´stupnı´ prˇe-
chody jsou podmnozˇinou prˇechodu˚ vstupnı´ch. Tak jako invariant implikuje sı´tˇovou
rovnost, past naopak implikuje sı´tˇovou nerovnost.
Na na´sledujı´cı´m obra´zku cˇı´slo 40 je zvy´razneˇna past A,D.
K analy´ze syste´mu mu˚zˇeme vyuzˇı´t i vza´jemnou kombinaci invariantu˚ a pastı´.
V prˇı´padeˇ sı´teˇ z obra´zku cˇı´slo 40 chceme doka´zat |= B→ D.
B ≤ D
Tato sı´tˇ obsahuje invariant
A + B = 1
a za´rovenˇ vy´sˇe jmenovanou past A,D








Figure 40: Past A, D
Odecˇtenı´m te´to pasti od invariantu dostaneme
B - D ≤ 0
cozˇ vede k B ≤ D.
Podobny´m zpu˚sobem autor analyzuje varianty distribuovany´ch algoritmu˚ vza´jemne´ho
vyloucˇenı´. Tento zpu˚sob analy´zy jsem pouzˇil v te´to diplomove´ pra´ci v kapitole cˇı´slo 4.
Prvnı´ dveˇ kapitoly Analy´zy za´kladnı´ch syste´movy´ch sı´tı´ pojedna´valy o analy´ze sta-
ticky´ch vlastnostı´. Tedy zˇe urcˇity´ stav splnˇuje neˇjakou podmı´nku. Petriho sı´teˇ ale doka´zˇı´
modelovat dynamicky´ vy´voj syste´mu a pra´veˇ analy´zou vy´voje se zaby´va´ autor nynı´.
Autor analyzuje vy´voj syste´mu do urcˇite´ho stavu a k tomu vyuzˇı´va´ analy´zy sekvencˇnı´ch
a soubeˇzˇny´ch beˇhu˚.
V prˇı´padeˇ sekvencˇnı´ho beˇhu zkouma´ zda se v syste´mu stav a vyvine do stavu b, cˇi
nikoliv. Tuto vlastnost nazy´va´ ”‘vedoucı´ formulı´”’, ktera´ platı´ pokud pro kazˇdy´ stav
s urcˇity´m indexem existuje v sekvencˇnı´ beˇhu stav s indexem veˇtsˇı´m.
V jednoduche´ sı´ti na obra´zku 41 platı´ vedoucı´ formule A,B→D a neplatı´ formule A,B
→ A,E
Autor da´le zobecnˇuje tyto vedoucı´ formule pro vlastnost, kterou nazy´va´ na´chylnost k
vy´voji. Na´chylnost k vy´voji je vlastnost stavu, ve ktere´m je umozˇneˇno provedenı´ alesponˇ
jednoho prˇechodu.
Dalsˇı´ vlastnostı´, kterou autor sleduje, je zabra´neˇnı´ prˇechodu. V prˇedchozı´m prˇı´kladu
na obra´zku 41 ve stavu BC provedenı´m akce c zabra´nı´ provedenı´ akce b. Vsˇechny stavy,
ktere´ nejsou zabra´neˇny neˇjaky´m stavem, se nazy´vajı´ sadou zmeˇn tohoto stavu. Tato sada
zmeˇn stavu, ktery´ je tedy na´chylny´ k vy´voji, implikuje takzvanou vedoucı´ formuli.
Dohromady tyto vy´vojove´ vlastnosti autor spojuje do jedine´ho formalismu, ktery´









Figure 41: Vedoucı´ formule A, B→ D
a orientovane´ hrany disjunktnı´ mnozˇinou vedoucı´ch formulı´, slouzˇı´ k potvrzenı´ vy´roku˚
stav a→ stav b.
Konstrukce takove´ho grafu spocˇı´va´ ve spra´vne´m urcˇenı´ na´sledny´ch stavu˚ z jedine´ho
vstupnı´ho stavu do jedine´ho koncove´ho stavu. Na´sledny´ stav je urcˇen na za´kladeˇ sady
zmeˇn jednotlivy´ch stavu˚ s vyuzˇitı´m jak invariantu˚, tak i pastı´. Prˇı´klad takove´to kon-
strukce autor uva´dı´ na straneˇ 173 a 174 v [1]. Pro snazsˇı´ pochopenı´ tohoto postupu
uva´dı´m tento prˇı´klad take´ ve sve´ diplomove´ pra´ci.
Jedna´ se o doka´za´nı´ vlastnosti vy´voje ze stavu prˇipraven ke psanı´ do samotne´ho stavu
psanı´. Tyto stavy jsou reprezentova´ny mı´sty B a C v asymetricke´m algoritmu na obra´zku
cˇı´slo 42. V tomto algoritmu majı´ oba procesy ru˚znou prioritu pro vstup do sve´ kriticke´















Figure 42: Asymetricky´ algoritmus vza´jemne´ho vyloucˇenı´
7Blı´zˇe je tento algoritmus popsa´n v kapitole 13.10 v [1]
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Protozˇe stav B nenı´ sa´m na´chylny´ k vy´voji je nutne´ vyuzˇı´t invariant D + E + K + G - A
- B = 0 ze ktere´ho vyply´va´
|= B→ (D ∨ E ∨ K ∨ G)
Z tohoto mu˚zˇeme vytvorˇit |=B→ (BD ∨ BE ∨ BK ∨ BG)
1 B 2 BD 3 BE 4 BK 5 BG
Prozkouma´me nove´ uzly. Uzel cˇı´slo 2 umozˇnˇuje akci b. Navı´c z invariantu C + D + E
+ G + K = 1 vyply´va´ |=D→¬G proto BD bra´nı´ prˇechodu d, platı´ tedy |=BD→ C ∨ BE
2 BD 3 BE 6 C
e?
b
Otaznı´k u prˇechodu e symbolizuje, zˇe tento prˇechod nemusı´ by´t nutneˇ umozˇneˇn. BE
stejneˇ jako prvnı´ uzel neumozˇnˇuje neˇjakou akci, proto opeˇt vyuzˇijeme invariant, J - E - F
= 0, ktery´ implikuje |=E→ J a tedy i |=BE→ BEJ
3 BE 7 BEJ
Tento vytvorˇeny´ uzel umozˇnˇuje provedenı´ akce f, a zabranˇuje akci b a d. Uzel BK
umozˇnˇuje na´podobneˇ pouze provedenı´ akce g, vedoucı´ k BGH. Podobny´m zpu˚sobem
prozkouma´me i uzel cˇı´slo 5 a vytvorˇı´me kompletnı´ du˚kazovy´ graf algoritmu, ktery´ je
uveden na obra´zku cˇı´slo 43.
Takto prˇedstavene´ du˚kazove´ grafy majı´ i sve´ limity. V nespojity´ch sı´tı´ch mu˚zˇe dojı´t
ke ztra´teˇ informacı´ a v prˇı´padeˇ neˇktery´ch formulı´ dokonce nejsou tyto grafy schopny
potvrdit jinak platne´ tvrzenı´. V teˇchto prˇı´kladech je nutne´ sı´tˇ rozsˇı´rˇit o ”pomocne´ uzly”
8, umozˇnˇujı´cı´ prove´st analy´zu du˚kazovy´m grafem.
Zavedenı´m principu fairness do konstrukce du˚kazovy´ch grafu˚ autor tuto kapitolu
uzavı´ra´ a jak je u neˇj zvykem konstruuje v prˇı´kladovy´ch studiı´ grafy drˇı´ve namode-
lovany´ch distribuovany´ch algoritmu˚. Autor se vracı´ ke vsˇem algoritmu˚m vza´jemne´ho
8naprˇı´klad uzel zna´zornˇujı´cı´ negaci jine´ho uzlu
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Figure 43: Du˚kazovy´ graf |= B→ C
vyloucˇenı´ popsany´ch v prvnı´ cˇa´sti monografie a budˇ jejich du˚kazovy´ graf prˇı´mo uvede,
nebo cˇtena´rˇe odka´zˇe na mı´sto, kde byl v ra´mci prˇedstavenı´ teorie jizˇ vytvorˇen.
Protozˇe pouhy´ souvisly´ beˇh nedoka´zˇe vyja´drˇit vsˇechny vy´vojove´ vlastnosti distribuo-
vany´ch algoritmu˚, ktere´ cˇasto fungujı´ na za´kladeˇ opakova´nı´ akcı´ v neˇkolika kolech, Reisig
cˇtena´rˇi prˇedstavuje soubeˇzˇny´ vy´voj distribuovane´ho algoritmu. Pro tento prˇı´pad prˇina´sˇı´
novy´ opera´tor →֒.
Podobneˇ jako v prˇedchozı´ kapitole byly definova´ny vedoucı´ formule, jsou v u´vodu
te´to cˇa´sti prˇedstaveny ”cause” formule v podobeˇ p →֒ q. Tato formule je platna´ v soubeˇzˇ-
ne´m beˇhu, pokud je kazˇdy´ dosazˇitelny´ p-stav na´sledova´n dosazˇitelny´m q-stavem. Tyto
causes formule jsou slabsˇı´ nezˇ vedoucı´ formule a platı´ na´sledujı´cı´ tvrzenı´:
Pokud |= p 7→ q, pak platı´ i |= p →֒ q. Pokud q je disjunktnı´ k progress prone mnozˇineˇ
stavu˚, pak pokud |= p →֒ q, tak platı´ i |= p 7→ q.
Te´to vlastnosti mu˚zˇeme v prˇı´padeˇ platne´ druhe´ podmı´nky vyuzˇı´t pro du˚kaz platnosti
vedoucı´ch formulı´ prˇi vyuzˇitı´ soubeˇzˇne´ho beˇhu.
Da´le autor odvozuje vybı´racı´ pravidlo, pouze s tı´m rozdı´lem, zˇe v prˇı´padeˇ soubeˇzˇny´ch
jevu˚ je lze prˇı´mo vkla´dat do kontextu. Naprˇı´klad cˇa´st soubeˇzˇne´ho beˇhu na obra´zku cˇı´slo
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Figure 44: Soubeˇzˇny´ beˇh A 7→ B
prˇedstavuje |= A 7→ B, ktere´ lze rozsˇı´rˇit o jaky´koliv dalsˇı´ stav C na |= CA 7→ CB.
Takto definovane´ causes formule se skla´dajı´ pomocı´ vy´beˇrovy´ch pravidel do du˚ka-
zove´ho grafu, ktery´ je konstruova´n obdobny´m zpu˚sobem jako du˚kazovy´ graf souvisle´ho
beˇhu.
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Dalsˇı´ prvek, ktery´ autor prˇedstavuje k analy´ze soubeˇzˇny´ch beˇhu˚, nazy´va´ ground for-
mulı´. Tou se nazy´va´ dosazˇitelny´ stav na´sledujı´cı´ kazˇdy´ jiny´ dosazˇitelny´ stav syste´mu
v kazˇde´m jeho soubeˇzˇne´m beˇhu.
Distribuovane´ algoritmy pak mohou by´t pomocı´ teˇchto ground formulı´ zkouma´ny,
porovna´va´ny a dokazova´ny. Zajı´mave´ ground formule jsou tvorˇenymnozˇinou dosazˇitel-
ny´ch stavu˚ a nazy´vajı´ se ground stavy. Konecˇna´ cˇa´st soubeˇzˇne´ho beˇhu, vycha´zejı´cı´ho z
ground stavu a take´ v neˇm koncˇı´cı´, se nazy´va´ ”kruh” - kolo. Algoritmus, jehozˇ vsˇechny
soubeˇzˇne´ beˇhy lze popsat pomocı´ kol, se nazy´va´ kruhovy´.
Pro prˇiblı´zˇenı´ cˇtena´rˇi autor tyto groud formule uka´zˇe na algoritmech producent -
konzument, ktere´ modeloval v prˇedchozı´ch kapitola´ch a uka´zˇe pra´veˇ rozdı´l mezi ground
formulı´ a ground stavem, tedy zˇe algoritmus s ground formulı´ nemusı´ nutneˇ obsaho-
vat ground stav. Autor zde prˇedna´sˇı´ cˇtena´rˇi prosty´ vy´cˇet kol, ktere´ jsou z jeho pohledu
zajı´mave´. Sem patrˇı´ naprˇı´klad popis algoritmu hladovy´ch filozofu˚, ktery´ tvorˇı´ v origina´le
peˇt kruhu˚, kazˇdy´ pro jednoho z filozofu˚, ktere´ se skla´dajı´ z uchopenı´ a polozˇenı´ hu˚lek.
Za´veˇrem te´to cˇa´sti knihy autor analyzuje algoritmy vza´jemne´ho vyloucˇenı´, v nichzˇ
naprˇı´klad prova´dı´ du˚kaz spra´vnosti algoritmu, kdy ze stavu kdy prvnı´ z procesu˚ cˇeka´
a druhy´ je v kriticke´ sekci, se syste´m vyvine do stavu, kdy je v kriticke´ sekci proces prvnı´
a proces druhy´ cˇeka´.
5.5 Analy´za pokrocˇily´ch syste´movy´ch modelu˚
Stavove´ vlastnosti v za´kladnı´ch syste´movy´ch modelech jsou definova´ny jako kombinace
jejich loka´lnı´ch stavu˚ a jsou odvozeny od jejich platny´ch rovnic a nerovnic. Ohodnocenı´
jednotlivy´ch mı´st rovnice prˇedstavuje va´hu jednotlivy´ch mı´st ve urcˇite´m stavu. Pokud
toto ohodnocenı´ rˇesˇı´ syste´movou rovnici nebo nerovnici, je tato rovnice cˇi nerovnice
platna´ v tomto stavu.
V prˇı´padeˇ rozsˇı´rˇeny´ch syste´movy´ch modelu˚ je tato va´ha tvorˇena neˇjakou dome´nou
prˇı´slusˇejı´cı´ urcˇite´mu mı´stu. To znamena´ nutnost aplikovatelnosti funkce pro cely´ ob-
sah mı´sta v urcˇite´m stavu. Tento obsah autor pojmenova´va´ multimnozˇina. Tyto mul-
timnozˇiny potom slouzˇı´ k vytva´rˇenı´ rovnic a nerovnic, p-invariantu˚ a iniciovany´ch pastı´
pokrocˇily´ch syste´movy´ch sı´tı´.
Po tomto prˇedstavenı´ na´sleduje forma´lnı´ definice stavovy´ch formulı´ analogicky
k za´kladnı´m syste´mu˚ma take´ definice jizˇ zmı´neˇny´chmultimnozˇin a definice jejich pouzˇitı´
prˇi vytva´rˇenı´ stavovy´ch rovnic a nerovnic. Pro snazsˇı´ prˇiblı´zˇenı´ te´matu cˇtena´rˇi je uve-
dena prˇı´kladova´ studie algoritmu hladovy´ch filozofu˚.
Da´le jsou definova´ny p-invarianty jako mnozˇina mı´st, ve ktere´ va´zˇena´ mnozˇina ode-
brany´ch tokenu˚ se rovna´ va´zˇene´ mnozˇineˇ tokenu˚ prˇidany´ch. Autor prˇedva´dı´ i strucˇneˇjsˇı´
reprezentaci pomocı´ mapova´nı´, ktere´ tvorˇı´ invariant tehdy, pokud je soucˇet vah jed-
notlivy´ch mı´st mapova´nı´ roven nulove´ funkci.
Dalsˇı´ strukturou, definovanou v te´to kapitole, jsou pasti. Autor i zde postupuje
analogicky se za´kladnı´mi syste´movy´mi sı´teˇmi a pasti definuje jako mnozˇinu vah jed-
notlivy´ch mı´st, kde pro jednotlive´ elementy dane´ mnozˇiny platı´: prˇechod, ktery´ ode-
bere alesponˇ jeden token s va´hou elementu z teˇchto mı´st, take´ vra´tı´ alesponˇ jeden to-
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ken s va´hou elementu do teˇchto mı´st. Tento vztah lze, podobneˇ jako v jednoduchy´ch
syste´mech, zapsat pomocı´ stavove´ nerovnice.
Za´veˇr te´to kapitoly je veˇnova´n analy´ze beˇhu˚ jak sekvencˇnı´ch, tak soubeˇzˇny´ch. Sekven-
cˇnı´ beˇh a jeho du˚kazove´ grafy se prˇı´lisˇ nelisˇı´ od teˇch z jednoduchy´ch syste´mu˚, mı´sto v
sı´ti nevyjadrˇuje pouze konkre´tnı´ mı´sto, ale celou mnozˇinu mı´st. Du˚kazove´ grafy vytva´rˇı´
take´ analogicky k teˇm jizˇ drˇı´ve prˇedstaveny´m. Na´sledujı´ forma´lnı´ definice z du˚vodu
u´plnosti definova´nı´ popisovane´ho proble´mu.
Analy´za soubeˇzˇne´ho beˇhu take´ vycha´zı´ z jednoduchy´ch syste´mu˚ a v za´sadeˇ se od
nich nelisˇı´. Autor tuto cˇa´st obohacuje o graficke´ zna´zorneˇnı´ mozˇny´ch sˇablon pro pouzˇitı´
du˚kazovy´ch grafu˚.Mezi teˇmito sˇablonami nalezneme naprˇı´klad synchronizacˇnı´ sˇablonu










Figure 45: Soubeˇzˇny´ beˇh A 7→ B
5.6 Forma´lnı´ analy´za prˇı´padovy´ch studiı´
Za´veˇr cele´ monografie patrˇı´ analy´ze prˇı´padovy´ch studiı´ pokrocˇily´ch syste´mu˚, ktere´ ne-
byly analyzova´ny jizˇ v pru˚beˇhu prˇedchozı´ho textu. Jednotlive´ algoritmy jsou znovu
reprezentova´ny v Petriho sı´ti a autor, pomocı´ technik prˇedstaveny´ch v kapitola´ch analy´zy,
dokazuje, zˇe uvedene´ struktury skutecˇneˇ majı´ ty vlastnosti, ktere´ se od nich vyzˇadujı´.
Prˇı´klademmu˚zˇe by´t Echo algoritmus, kde autor dokazuje ukoncˇenı´ pra´ce inicia´tora azˇ po
informova´nı´ vsˇech mı´st a take´, zˇe inicia´tor skutecˇneˇ svoji cˇinnost neˇkdy ukoncˇı´. Cˇtena´rˇi
se tak dostanou prakticke´ uka´zky pouzˇitı´ jednotlivy´ch postupu˚.
5.7 Zhodnocenı´
Elements of Distributed Algorithms prˇedstavujı´ mysˇlenku vyuzˇitı´ formalismu Petriho
sı´tı´ pro modelova´nı´ a analy´zu distribuovany´ch syste´mu˚. Tento, drˇı´ve nikde nepubliko-
vany´ prˇı´stup, prˇina´sˇı´ spojenı´ grafove´ reprezentace s mozˇnostı´ prˇı´me´ho modelova´nı´ pru˚-
beˇhu algoritmu.
Autor knihu nesmeˇrˇuje k odbornı´ku˚m na Petriho sı´teˇ nebo distribuovane´ syste´my,
ale k sˇirsˇı´mu okruhu cˇtena´rˇu˚, kterˇı´ tak mohou teˇzˇit jak z cele´ho teoreticke´ho za´kladu
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Petriho sı´tı´, ktery´ je podrobneˇ definova´n, tak i z vy´beˇru distribuovany´ch algoritmu˚, ktery´
pokry´va´ cele´ sˇiroke´ spektrum jejich pouzˇitı´.
Danı´ k tomuto prˇı´stupu je urcˇita´ povrchnost, kdy jsou jednotlive´ algoritmy prˇed-
kla´da´ny bez uzˇsˇı´ch souvislostı´ nebo bez du˚vodu jejich vy´beˇru. Autor sa´m prˇizna´va´,
zˇe nenı´ jeho cı´lem ponorˇenı´ do detailu˚ a zˇe kazˇdy´ sebeslozˇiteˇjsˇı´ model musel mı´t svu˚j
jednoduchy´ za´klad. Tento za´klad se snazˇı´ popsat za´rovenˇ se za´kladnı´mi pravidly pro
jeho rozsˇı´rˇenı´.
Dı´ky tomuto relativneˇ jednoduche´mu prˇı´stupu lze tuto knihu vyuzˇı´t jako za´klad pro
studium Petriho sı´tı´, ktery´ je prˇedstaven na aktua´lnı´ch vy´pocˇetnı´ch proble´mech spo-
jeny´ch s distribuovany´mi algoritmy. Monografie mu˚zˇe da´le slouzˇit jako prˇedstavenı´
problematiky distribuovany´ch algoritmu˚ spolu s prostrˇedky jejich modelova´nı´ a analy´zy.
Pouzˇitı´ te´to monografie pro vytva´rˇenı´ modelu konkre´tnı´ho komplexnı´ho proble´mu
je mozˇne´ pouze v pocˇa´tecˇnı´ch fa´zı´ch vy´voje. Petriho sı´teˇ prˇedstavene´ v te´to knize nejsou
schopne´ popsat slozˇiteˇjsˇı´ procesy, a proto je nutne´ je rozsˇı´rˇit nad ra´mec zde popsany´.
Pro tento druh pra´ce je vhodneˇjsˇı´ naprˇı´klad monografie Coloured Petri Nets (Springer
2009)[11] dı´ky sve´mu prakticke´mu zameˇrˇenı´. 9




Prakticky´m u´kolem te´to diplomove´ pra´ce je vytvorˇenı´ didakticky vedeny´ch animacı´ pro
zna´zorneˇnı´ vy´hody reprezentace Petriho sı´tı´ pro modelova´nı´ a analy´zu distribuovany´ch
algoritmu˚. V te´to kapitole se cˇtena´rˇ sezna´mı´ s vlastnı´m procesem tvorby teˇchto animacı´
a take´ s jejich strucˇny´m popisem.
6.2 Proces tvorby
Proces vytvorˇenı´ elektronicky´ch animacı´ pro tuto diplomovou pra´ci prosˇel neˇkolika vy´vo-
jovy´mi stupni. Jako prvnı´ rˇesˇenı´ jsem zvolil elektronickou prezentaci pomocı´ na´stroje
Beamer. Tento na´stroj je rozsˇirˇujı´cı´ trˇı´da sa´zecı´ho syste´mu LATEX a umozˇnˇuje vytva´rˇenı´
prezentacı´. Dı´ky vytvorˇeny´m modelu˚m distribuovany´ch algoritmu˚ v ra´mci diplomove´
pra´ce v syste´mu LATEX bylo jednoduche´ tyto struktury prˇene´st do syste´mu Beamer
a pouze pomocı´ dı´lcˇı´ch zmeˇn ve strukturˇe prˇive´st cely´ syste´m k zˇivotu.
Struktura vytvorˇene´ prezentace se skla´dala vzˇdy z prˇedstavenı´ algoritmu vza´jemne´ho
vyloucˇenı´, na´stinu pru˚beˇhu tohoto algoritmu a provedenı´ kroku˚, ktere´ vedou k urcˇite´mu,
didakticky zajı´mave´mu stavu nebo proble´mu, ktery´ je na´sledneˇ zanalyzova´n. Animace
byla vystrˇı´da´na forma´lnı´m definova´nı´m dalsˇı´ch struktur, ktere´ tento proble´m rˇesˇı´, a opeˇt
prˇedstavenı´m prˇı´slusˇne´ho modelu. Po dohodeˇ s vedoucı´m diplomove´ pra´ce jsem od to-
hoto konceptu upustil s tı´m, zˇe vesˇkere´ forma´lnı´ definice jsou jizˇ obsazˇeny v textu diplo-
move´ pra´ce a je zˇa´doucı´ se vı´ce veˇnovat prˇı´mo jednotlivy´m modelu˚m a jejich analy´ze.
Po vypusˇteˇnı´ pouze textovy´ch cˇa´stı´ se uka´zalomnohem slozˇiteˇjsˇı´ prˇipojenı´ doprovod-
ne´ho textu prˇı´mo k vytvorˇeny´m modelu˚m. Tento nedostatek cˇa´stecˇneˇ spocˇı´va´ v samot-
ne´m na´stroji Beamer, proto jsem se ho snazˇil nahradit aplikacı´ MS Office Powerpoint
2003. Ani tady jsem nebyl s vy´stupem spokojeny´. Vy´sledkem tohoto prˇı´stupu se stalo
neˇkolik prezentacı´, rozdeˇleny´ch na samostatne´ modelova´nı´ a samostatny´ popis. Uzˇivatel
by tak musel neusta´le prˇepı´nat mezi prezentacemi a nemohl by se tak soustrˇedit na
vlastnı´ obsah.
Za´klad, pouzˇity´ pro vytvorˇenı´ fina´lnı´ch animacı´, mi poskytnul na´stroj CPN Tools.
V jeho prostrˇedı´ jsem jizˇ drˇı´ve vytvorˇil rˇadu modelu˚, popisujı´cı´ch jak ru˚zne´ mozˇnosti
modelova´nı´ v tomto na´stroji, tak i dokumentujı´cı´ rozdı´l mezi ru˚zny´mi na´stroji pro vytva´-
rˇenı´ modelu˚. Tyto skripty take´ tvorˇı´ prˇı´lohu te´to diplomove´ pra´ce a mohou slouzˇit pro
snazsˇı´ proniknutı´ do problematiky Petriho sı´tı´ a distribuovany´ch algoritmu˚.
Jednotlive´modely jsou nasnı´ma´ny do avi souboru˚, ke ktery´m jsemvytvorˇil odpovı´da-
jı´cı´ otitulkova´nı´.
6.3 Popis jednotlivy´ch animacı´
Te´matem teˇchto animacı´ je algoritmus vza´jemne´ho vyloucˇenı´, tak jak jsem ho modeloval
a analyzoval v ra´mci kapitol 3 a 4.
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Vza´jemne´ vyloucˇenı´ 1 zobrazuje nejjednodusˇsˇı´ model algoritmu vza´jemne´ho vy-
loucˇenı´. V ra´mci animace je prˇedvedena struktura jeho Petriho sı´teˇ a zna´zorneˇn pru˚beˇh
vlastnı´ho algoritmu. V za´veˇru je prˇedstavena jeho analy´za pomocı´ stavove´ho prostoru.
V ra´mci analy´zy stavove´ho prostoru je provedena i kontrola vlastnosti vza´jemne´ho vy-
loucˇenı´ a potvrzena jeho spra´vnost.
Vza´jemne´ vyloucˇenı´ 2 zobrazuje algoritmus vyuzˇı´vajı´cı´ promeˇnnou tah. V ra´mci
animace je prˇedveden pru˚beˇh algoritmu s ohledem na sekvencˇnı´ strˇı´da´nı´ jednotlivy´ch
procesu˚. V tomto algoritmu je zdu˚razneˇn proble´m zastavenı´ jednoho z procesu˚, ktery´
zpu˚sobı´ zastavenı´ cele´ho syste´mu. Da´le je zobrazena jeho analy´za pomocı´ stavove´ho
prostoru. V neˇm je provedena i kontrola vlastnosti vza´jemne´ho vyloucˇenı´ a potvrzena
jeho spra´vnost.
Vza´jemne´ vyloucˇenı´ 3 zobrazuje algoritmus vyuzˇı´vajı´cı´ kontrolnı´ promeˇnne´ pro vstup
do kriticke´ sekce. Tyto promeˇnne´ majı´ signalizovat, zda se jednotlive´ procesy chystajı´
vstoupit do kriticke´ sekce, a prˇı´padneˇ zamezit ostatnı´m procesu˚ ve vstupu do svy´ch
kriticky´ch sekcı´. V ra´mci animace je prˇedveden pru˚beˇh algoritmu a jeho analy´za pomocı´
stavove´ho prostoru. V neˇm je provedena i kontrola vlastnosti vza´jemne´ho vyloucˇenı´,
ktera´ vede ke zjisˇteˇnı´ porusˇenı´ za´kladnı´ podmı´nky tohoto algoritmu. Tato situace je
na´sledneˇ prˇı´mo modelova´na i ve strukturˇe Petriho sı´teˇ.
Vza´jemne´ vyloucˇenı´ 4 zobrazuje algoritmus vyuzˇı´vajı´cı´ kontrolnı´ promeˇnne´ pro vstup
do kriticke´ sekce s ohledem na neplatny´ algoritmus z prˇedchozı´ho prˇı´kladu. V ra´mci
animace je prˇedveden pru˚beˇh algoritmu a jeho analy´za pomocı´ stavove´ho prostoru.
V neˇm je zna´zorneˇno uzamcˇenı´ v tomto syste´mu, ktere´ je ze stavove´ho prostoru jasneˇ
patrne´. Tato situace je na´sledneˇ modelova´na i ve strukturˇe Petriho sı´teˇ.
Vza´jemne´ vyloucˇenı´ 5 zobrazuje algoritmus vyuzˇı´vajı´cı´ kontrolnı´ promeˇnne´ pro vstup
do kriticke´ sekce s ohledem na neplatne´ algoritmy z prˇedchozı´ch prˇı´kladu˚. V ra´mci
animace je prˇedveden pru˚beˇh algoritmu a jeho analy´za pomocı´ stavove´ho prostoru.
V neˇm je provedena i kontrola vlastnosti vza´jemne´ho vyloucˇenı´ a potvrzena jeho spra´v-
nost.
Dekkeru˚v algoritmus zobrazuje algoritmus vyuzˇı´vajı´cı´ kontrolnı´ promeˇnne´ pro vstup
do kriticke´ sekce a da´le promeˇnnou tah. Je naznacˇena podobnost s prˇedchozı´mi modely.
V ra´mci animace je prˇedveden pru˚beˇh algoritmu a jeho analy´za pomocı´ stavove´ho pros-
toru. V te´ je demonstrova´na rozsa´hlost stavovy´ch prostoru˚ ve slozˇiteˇjsˇı´ch syste´mech.
6.4 Za´veˇr
Vyuzˇitı´ na´stroje CPN Tools a v neˇm vytvorˇeny´ch modelu˚ prˇina´sˇı´ sˇiroke´ mozˇnosti pouzˇitı´
v ra´mci vy´uky. Pedagog mu˚zˇe vyuzˇı´t mnou prˇipravene´ animace tak, jak jsou, prˇı´padneˇ
si mu˚zˇe upravit texty jednotlivy´ch titulku˚. V prˇı´padeˇ potrˇeby si vsˇak doka´zˇe vytvorˇit
pomocı´ prˇipraveny´ch skriptu˚ a na´stroj, obsazˇeny´ch v prˇı´loze animace u´plneˇ vlastnı´, ktere´
le´pe postihnou jeho potrˇeby.
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7 Za´veˇr
Hlavnı´ cı´lem me´ diplomove´ pra´ce bylo prozkoumat mozˇnosti modelova´nı´ a analy´zy di-
stribuovany´ch algoritmu˚ pomocı´ grafove´ reprezentace Petriho sı´teˇmi. S ohledemna tento
cı´l jsem spolu vedoucı´m diplomove´ pra´ce vybral neˇkolik algoritmu˚, rˇesˇı´cı´ch typicke´ di-
stribuovane´ proble´my. Prˇedstavenı´ teˇchto algoritmu˚ a jejich standardnı´ za´pis v pseudo-
programove´m ko´du doplnˇujı´ i graficke´ reprezentace pomocı´ Petriho sı´tı´ a cˇtena´rˇe navı´c
postupneˇ seznamujı´ s jejich teoriı´. Uvedene´ modely ukazujı´ vy´hody takove´to reprezen-
tace, ktera´ je snadno pochopitelna´ a umozˇnˇuje kontrolu pru˚beˇhu algoritmu prˇı´mo v si-
mulaci modelu. Vsˇechny Petriho sı´teˇ uvedene´ v me´ diplomove´ pra´ci jsem vytva´rˇel po-
mocı´ na´stroje gastex a dı´ky sve´ strukturˇe jsou prˇipraveny pro pozdeˇjsˇı´ prˇı´padne´ strojove´
zpracova´nı´.
Druhy´m dı´lcˇı´m u´kolem bylo jeden z algoritmu˚ podrobit podrobne´mu modelova´nı´
a analy´ze. Pro tento u´kol jsem zvolil algoritmus vza´jemne´ho vyloucˇenı´, zejme´na z du˚vodu
mozˇnosti porovna´nı´ vy´voje s monografiı´ Elemements of Distributed algorithms. Po-
stupne´ rozsˇirˇova´nı´ tohoto algoritmu jsem popsal rˇadou kroku˚, kdy kazˇdy´ pokrocˇilejsˇı´
stupenˇ odstranil neˇjaky´ nedostatek, vyskytujı´cı´ se ve stupni prˇedchozı´m. I zde je jasneˇ
patrna´ vy´hoda reprezentace pomocı´ Petriho sı´tı´, kdy v jednotlivy´chmodelech lze snadneˇji
identifikovat problematicka´ mı´sta bez potrˇeby dalsˇı´ch dodatecˇny´ch informacı´. Modely
vyvinute´ pro tuto diplomovou pra´ci jsem posle´ze porovnal s modely uvedeny´mi
W. Reisigem. V pocˇa´tecˇnı´ fa´zi vy´voje jsou modely identicke´, ale jak syste´m mohutnı´,
objevujı´ se rozdı´lnosti. Nejvı´ce je to patrne´ u Dekkerova algoritmu, ktery´ v me´ verzi vı´ce
odpovı´da´ popisu uvedene´m v [6]. Tyto rozdı´ly jsem popsal jak v kapitole vza´jemne´ho
vyloucˇenı´, tak i v kapitole veˇnujı´cı´ se obsahu Reisigovy monografie.
Pro potrˇeby analy´zy Petriho sı´tı´ jsem cˇtena´rˇu˚m prˇedstavil dveˇ mozˇne´ metody analy´zy
- algebraickou a grafovou. Obeˇ tyto metody jsem pouzˇil na analy´zu modelu˚ distribuo-
vany´ch algoritmu˚ vza´jemne´ho vyloucˇenı´. My´m cı´lem bylo zejme´na doka´zat jejich za´klad-
nı´ vlastnost, tedy v prˇı´padeˇ vstupu jednoho z procesu˚ do sve´ kriticke´ sekce, druhy´ z pro-
cesu˚ do sve´ kriticke´ sekce vstoupit nemu˚zˇe. Tato analy´za za´rovenˇ potvrdila spra´vnost
mnou navrzˇeny´ch modelu˚.
Poslednı´m teoreticky´m u´kolem bylo sezna´mit cˇtena´rˇe te´to diplomove´ pra´ce s mono-
grafiı´ W. Reisiga Elements of Distributed Algorithms. Na za´kladeˇ popisu vytva´rˇenı´
modelu˚ distribuovany´ch algoritmu˚ pomocı´ Petriho sı´tı´ jsem z te´to knihy vycha´zel take´
prˇi vytva´rˇenı´ modelu˚ pro svou diplomovou pra´ci. Mohu tedy prˇı´mo posoudit vy´hody a
nevy´hody te´to monografie prˇi plneˇnı´ tohoto u´kolu. V pocˇa´tecˇnı´ fa´zi vy´voje syste´mu lze
tuto knihu doporucˇit, protozˇe cˇtena´rˇe seznamuje jak se za´klady modelova´nı´ a analy´zy al-
goritmu˚, tak i s teoriı´ potrˇebnou pro pochopenı´ Petriho sı´tı´. Bohuzˇel jak se syste´m vyvine
do veˇtsˇı´ sˇı´rˇky nebo hloubky, je problematicke´ Petriho sı´teˇ, tak jak je navrhuje Reisig,
pouzˇı´t. Du˚vodem je jeho snaha o co nejveˇtsˇı´ jednoduchost modelu, cozˇ prˇi slozˇity´ch
algoritmech nenı´ mozˇne´ pouzˇı´t. Dalsˇı´ nevy´hodou te´to monografie je neprˇı´tomnost pro-
gramove´ aplikace, ve ktere´ by si mohl cˇtena´rˇ probı´ranou problematiku prakticky vy-
zkousˇet.
Prakticky´m u´kolem te´to diplomove´ pra´ce bylo vytvorˇenı´ didakticky´ch animacı´ pro
popis vytvorˇeny´ch modelu˚. Pro tyto u´cˇely jsem vytvorˇil sadu animacı´ algoritmu vza´jem-
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ne´ho vyloucˇenı´, ve ktery´ch jsou jednotlive´ algoritmu popsa´ny a analyzova´ny. Soucˇa´stı´
kazˇde´ animace je prˇedstavenı´ neˇktere´ho z proble´mu˚, ktere´ mohou v tomto algoritmu na-
stat. Jako za´klad teˇchto animacı´ slouzˇı´ sada skriptu˚ vytvorˇeny´ch v aplikaci CPN Tools,
ktere´ sami o sobeˇmohou take´ slouzˇit budoucı´m cˇtena´rˇu˚m pro prˇiblı´zˇenı´ algoritmu˚ vza´jem-
ne´ho vyloucˇenı´. Z du˚vodu porovna´nı´ ru˚zny´ch existujı´cı´ch na´stroju˚ pro vytva´rˇenı´ Petriho
sı´tı´ jsem vytvorˇil obdobnou sadu skriptu˚ i v na´stroji jPNS.
Pra´ce na tomto projektu mi prˇiblı´zˇila problematiku Petriho sı´tı´, jejich teorii i ru˚zne´
na´stroje pro jejich modelova´nı´ a analy´zu, a to nejen na´stroje pro vlastnı´ modelova´nı´,
jako je CPN Tools, ale take´ sadu maker gastex, ktera´ mi umozˇnila vytva´rˇet tyto modely
v prostrˇedı´ editoru LATEX. Da´le jsem se sezna´mil s neˇkolika distribuovany´mi algoritmy
a naucˇil jsem se vytva´rˇet jejich model jako Petriho sı´tˇ. Dı´ky te´to pra´ci jsem se take´
sezna´mil s monografiı´ Elements of Distributed algorithms a Coloured Petri nets, ktere´
pomocı´ strucˇny´ch popisu˚ prˇiblizˇuji i dalsˇı´m cˇtena´rˇu˚m.
Pra´ce s na´strojem CPN Tools mi prˇinesla rˇadu poznatku˚ a zkusˇenostı´, ktere´ hodla´m
uplatnit ve sve´ sta´vajı´cı´ praxi. Pomocı´ tohoto na´stroje se pokusı´m vytvorˇit hiearchicky´
model firmy, ve ktere´ jsem zameˇstna´n, jehozˇ uzly budou prˇedstavovat jednotliva´ oddeˇlenı´.
Tato oddeˇlenı´ pak budou opeˇt popsa´na pomocı´ barevny´ch Petriho sı´tı´, s mozˇnostı´ sim-
ulace jednotlivy´ch zameˇstnacu˚ nebo datovy´ch vstupu˚ a vy´stupu˚. Pomocı´ CPN Tools
pak bude mozˇne´ navı´c prˇedstavit dynamiku syste´mu nebo procesy zkontrolovat pomocı´
stavovy´ch diagramu˚. V tomto projektu budou vyuzˇity i poznatky z oblasti distribuo-
vany´ch algoritmu˚, zejme´na rˇesˇenı´ vza´jemne´ho vyloucˇenı´ nebo sdı´leny´ch zdroju˚.
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Tato kapitola se zaby´va´ volneˇ dostupny´m na´strojem jPNS, ktery´ slouzˇı´ pro modelova´nı´
Petriho sı´tı´. Jako prˇı´lohu k te´to diplomove´ pra´ci jsem vytvorˇil sadu skriptu˚, ktere´ simu-
lujı´ jednotlive´ distribuovane´ algoritmy zminˇovane´ v me´ diplomove´ pra´ci. Autorem to-
hoto simula´toru Petriho sı´tı´ je Thomas Bra¨unl. V tomto simula´toru je mozˇne´ vytvorˇit
i pomeˇrneˇ slozˇite´ Petriho sı´teˇ a simulovat jejich pru˚beˇh v sekvencˇnı´m nebo paralelnı´m
rezˇimu.
B.2 Instalace a spusˇteˇnı´
Aplikaci je mozˇno spustit prˇı´mo online z adresy (bez mozˇnosti ulozˇenı´ na mı´stnı´ disk)
http://www.informatik.uni-hamburg.de.
Druhou mozˇnostı´ je sta´hnutı´ cele´ aplikace a loka´lnı´ instalace. Aplikaci lze stahovat z
adresy http://robotics.ee.uwa.edu.au/pns/ftp/.
jPNS je mozˇne´ spousˇteˇt jak ze syste´mu˚ Linux, tak ze syste´mu˚ MS Windows.
Po rozbalenı´ a ulozˇenı´ archivu˚ aplikaci spustı´me prˇı´kazem ”java jpns” v adresa´rˇi,
kam jsme aplikaci instalovali.
Popis ovla´dacı´ch prvku˚ te´to aplikace je mozˇne´ nale´zt v na´poveˇdeˇ, ktera´ se skry´va´
pod volbou HELP.
B.3 Ovla´da´nı´
Pro zacˇa´tek pra´ce s jednoduchy´mi, bezpecˇny´mi Petriho sı´teˇmi je tento programdostatecˇneˇ
vybaveny´ vsˇemi potrˇebny´mi funkcemi. Vlastnı´ vytva´rˇenı´ jednotlivy´ch diagramu˚ je in-
tuitivnı´ a prˇehledne´. Za nevy´hody tohoto programu lze povazˇovat zejme´na absence
jake´koliv analy´zy pru˚beˇhu algoritmu, a proto nenı´ mozˇne´ automaticky oveˇrˇit pozˇadovane´
vlastnosti. S tı´m souvisı´ i nemozˇnost vytvorˇenı´ neˇjake´ho sce´na´rˇe pru˚beˇhu algoritmu, na
ktere´m by bylo mozˇne´ simulovat neˇjaky´ konkre´tnı´ specia´lnı´ stav. Verifikace jednotlivy´ch
algoritmu˚ pak v praxi znamena´ pokusit se manua´lneˇ projı´t krok za krokem jednotlive´
dosazˇitelne´ stavy, a tak potvrdit zda algoritmus funguje, jak ma´.
Z hlediska graficke´ho vy´stupu a funkcˇnı´ch mozˇnostı´ lze kladneˇ hodnotit mozˇnost
jednoduche´ho pojmenova´nı´ vsˇech uzlu˚, prˇirˇazenı´ priorit do prˇechodu˚ a mozˇnost nas-
tavenı´ zvy´razneˇnı´ toho prˇechodu, ktery´ je pra´veˇ procha´zen. Naopak chybı´ mozˇnost
popisu hran. Nejveˇtsˇı´m proble´memvsˇak zu˚sta´va´ nemozˇnost vytvorˇenı´ hrany jako krˇivky
a tı´m pa´dem i ke znacˇneˇ neprˇehledne´mu krˇı´zˇenı´ jednotlivy´ch hran v prˇı´padeˇ slozˇiteˇjsˇı´ch
algoritmu˚.
Soucˇa´stı´ te´to diplomove´ pra´ce jsou i v tomto programu vytvorˇene´ skripty vybrany´ch
za´kladnı´ch algoritmu˚, ktere´ tato pra´ce popisuje, ale nejsou obsazˇeny v elektronicke´ ani-
maci. Tyto skripty majı´ slouzˇit zejme´na teˇm cˇtena´rˇu˚m, pro ktere´ je problematika Petriho
sı´tı´ u´plneˇ nezna´ma´. Tuto cestu jsem zvolil zejme´na z toho du˚vodu, zˇe prosta´ simulace
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Figure 46: Pracovnı´ prostrˇedı´ aplikace jPNS
jednotlivy´ch algoritmu˚ nenı´ prˇedmeˇtemme´ pra´ce a v ra´mci elektronicke´ animace se chci




Tato kapitola se zaby´va´ jiny´m opeˇt volneˇ dostupny´m na´strojem CPN TOOLS, ktery´ take´
slouzˇı´ promodelova´nı´ Petriho sı´tı´. Stejneˇ jako s prˇedchozı´m na´strojem jsemvytvorˇil sadu
skriptu˚, ktere´ simulujı´ jednotlive´ distribuovane´ algoritmy zminˇovane´ v me´ diplomove´
pra´ci a prˇikla´da´m je jako prˇı´lohu. Tento na´stroj je jizˇ pomeˇrneˇ slozˇiteˇjsˇı´, nezˇ byl jPNS
a umozˇnˇuje vytva´rˇet barevne´, hierarchicke´ Petriho sı´teˇ a take´ prova´deˇt jejich za´kladnı´
analy´zu. Dalsˇı´m du˚vodem pro vy´beˇr tohoto na´stroje je srovna´nı´ prˇı´stupu monografie
Coloured Petri Nets (Springer 2009)[11], ze ktere´ CPN Tools vycha´zejı´, s monografiı´ Ele-
ments of distributed algoritms W. Reisiga [1].
C.2 Instalace a spusˇteˇnı´
CPN TOOLS lze sta´hnout z adresy http://cpntools.org, ktera´ obsahuje vsˇechny
informace o tomto projektu spolu s podrobny´mna´vodem instalace a spusˇteˇnı´. Na´poveˇdu
lze zobrazit ze stra´nky http://cpntools.org/gettingstarted/start
C.3 Monografie Coloured Petri nets
Tato monografie[11] je aktualizovany´m souhrnem informacı´ a poznatku˚ obsazˇeny´ch
v pu˚vodnı´ trˇı´dı´lne´ podobeˇ, vyda´vane´ K. Jensenem v letech 1992 - 1997, a zhodnocuje
v sobeˇ informace a zkusˇenosti z vı´ce jak desetilete´ho pouzˇı´va´nı´ barevny´ch Petriho sı´tı´
jejich autory prˇi praxi i vy´uce. Monografie prˇedstavuje vyuzˇitı´ barevny´ch Petriho sı´tı´ pro
modelova´nı´ a analy´zu soubeˇzˇny´ch syste´mu˚ jak po teoreticke´ stra´nce, tak i v prakticky´ch
prˇı´kladech.
Zameˇrˇenı´ te´to monografie je odlisˇne´ od pojetı´ W. Reisiga v Elements of Distibuted
algorithms. Za´veˇrem te´to kapitoly bych chteˇl oba tyto prˇı´stupy vza´jemneˇ porovnat.
Barevne´ Petriho sı´teˇ (CPN) jsou na´strojem graficke´ho modelova´nı´ soubeˇzˇny´ch syste´-
mu˚ a jejich analy´zy s vyuzˇitı´m graficke´ reprezentace spojene´ s programovacı´m jazykem.
CPN ML je modelovacı´ jazyk, umozˇnˇujı´cı´ definova´nı´ datovy´ch typu˚, popisova´nı´ ma-
nipulace dat a vytva´rˇenı´ meˇrˇitelny´ch modelu˚. Jeho zameˇrˇenı´ nenı´ u´zce specializovane´
a umozˇnˇuje proto zpracova´vat sˇiroke´ spektrum modelu˚ a situacı´. Tato monografie je
podporˇena softwarovy´m na´strojem - CPN Tools, ktery´ vyuzˇı´va´ tohoto prˇı´stupu spojenı´
grafove´ reprezentace s mozˇnostmi programove´ho jazyka.
Posloupnost kapitol poukazuje spı´sˇe na prakticke´ vyuzˇitı´ te´to knihy. Autorˇi prˇecha´zejı´
od konkre´tnı´ch prˇı´kladu˚ k jejich teoreticke´mu za´kladu v podstatneˇ veˇtsˇı´ mı´rˇe nezˇ W.
Reisig ve sve´ monografii.
V u´vodu jsou prˇedstaveny za´kladnı´ prvky konstrukce Barevny´ch Petriho sı´tı´ na mo-
delu komunikacˇnı´ho protokolu. Tentomodel cˇtena´rˇe doprova´zı´ po cele´ knize a je na neˇm
demonstrova´na veˇtsˇina modelovy´ch situacı´, vcˇetneˇ neforma´lnı´ch za´kladu˚ teorie Petriho
sı´tı´. Tato kapitola nevyzˇaduje zˇa´dnou zkusˇenost s touto te´matikou a meˇla by by´t srozu-
mitelna´ pro veˇtsˇinu cˇtena´rˇu˚.
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Vna´sledujı´cı´ kapitole je prˇedstavenCPNMLprogramovacı´ jazyk, ktery´ jizˇ byl zmı´neˇn
v u´vodu a v te´to kapitole je podrobneˇji popsa´n. Tento jazyk slouzˇı´ k definova´nı´ mnozˇin
barev, datovy´ch typu˚ a funkcı´ i k vy´pocˇetnı´m a dotazovacı´m funkcı´m.
Kapitolu forma´lnı´ch definicı´ Barevny´ch Petriho sı´tı´ lze prˇi prvnı´m cˇtenı´ vynechat
a vycha´zet z neforma´lnı´ch popisu˚ v prˇedchozı´ch kapitola´ch.
V na´sledujı´cı´ cˇa´sti jsou popsa´ny techniky vytvorˇenı´ hierarchicky´ch Barevny´ch Petriho
sı´tı´ z jednotlivy´ch modulu˚ spolu s jejich vy´hodami, reprezentovany´mi opakovany´m pou-
zˇitı´m neˇktery´ch cˇa´stı´ struktury nebo z du˚vodu zjednodusˇenı´ prˇı´lisˇ rozveˇtvene´ho syste´mu.
I tato cˇa´st je na´sledova´na forma´lnı´ definicı´ struktur v nı´ popsany´ch, ktere´ vsˇakmohou
by´t prˇi prvnı´ch cˇtenı´ch take´ prˇeskocˇeny.
Pro potrˇeby analy´zy na´sleduje kapitola popisujı´cı´ stavovy´ prostor jednotlivy´ch mo-
delu˚ a jeho oveˇrˇova´nı´. Jednou z funkcı´ aplikace CPN Tools je vytvorˇenı´ stavove´ho pros-
toru vytvorˇene´ho modelu a jeho na´sledna´ graficka´ reprezentace. Pomocı´ teˇchto na´stroju˚
je mozˇne´ automaticky oveˇrˇit neˇktere´ vlastnosti modelu, jako je dosazˇitelnost mı´st nebo
maxima´lnı´ a minima´lnı´ pocˇet tokenu˚ v urcˇite´m mı´steˇ. Samozrˇejmou soucˇa´stı´ je forma´lnı´
definova´nı´ stavove´ho prostoru jako takove´ho.
Pouzˇitı´ CPN ML modelovacı´ho jazyka umozˇnˇuje vkla´da´nı´ cˇasove´ho prvku do struk-
tury Petriho sı´tı´. Tato kapitola popisuje vyuzˇitı´ tohoto cˇasove´ho prvku pro analy´zy efek-
tivnosti pru˚beˇhu operacı´ syste´mu i pro analy´zu syste´mu˚ v rea´lne´m cˇase. Opeˇt je tato
kapitola na´sledova´na forma´lnı´m definova´nı´m cˇasovy´ch barevny´ch Petriho sı´tı´.
Za´veˇr monografie tvorˇı´ vyuzˇitı´ tohoto formalismu v konkre´tnı´ch projektech. Vy´beˇr
projektu˚ zohlednˇuje sˇiroke´ vyuzˇitı´ CPN Tools pro ru˚zne´ stupneˇ vy´voje projektu˚ jak
v soukromy´ch tak i ve sta´tnı´ch organizacı´ch. Neˇktere´ z teˇchto projektu˚ jsou v te´to kapi-
tole blı´zˇe prozkouma´ny, na jine´ jsou uvedeny reference.
Poslednı´ kapitola shrnuje pouzˇitı´ te´to monografie spolu s na´strojem CPN Tools prˇi
vy´uce kurzu Modelova´nı´ a verifikace soubeˇzˇny´ch syste´mu˚ na univerziteˇ v Aarhusu.
Kapitola zahrnuje jak studijnı´ pla´n tak i ocˇeka´vane´ vy´sledky studia a za´rovenˇ popisuje
prakticke´ prˇı´klady vhodne´ pro pouzˇitı´ lektorem.
C.4 Popis aplikace CPN Tools
CPN Tools je na´stroj pro editaci, simulaci, analy´zu stavove´ho prostoru a analy´zu efek-
tivnosti modelu˚ vytvorˇeny´ch pomocı´ Barevny´ch Petriho sı´tı´. Podporuje hierarchicke´
i nehierarchicke´, cˇasovane´ i necˇasovane´ Petriho sı´teˇ. V soucˇasne´ dobeˇ jej pouzˇı´va´ vı´ce
jak 8000 uzˇivatelu˚ v mnoha zemı´ch. Na´stroj je mozˇne´ pouzˇı´vat jak v Linuxu, tak i ve
Windows XP a vysˇsˇı´ch.
Vytva´rˇenı´ a analy´za modelu se prova´dı´ prˇı´mo prostrˇednictvı´m graficke´ho rozhranı´,
ktere´ obsahuje interaktivnı´ palety a vy´beˇry, jak je mozˇne´ videˇt na na´sledujı´cı´m obra´zku.
Obrazovka je rozdeˇlena na tzv. workplace a index. Workplace - pracovnı´ plocha je
mı´sto, ve ktere´m uzˇivatel vytva´rˇı´ graficky´ model syste´mu. Na te´to pracovnı´ plosˇe mu˚zˇe
mı´t otevrˇeno neˇkolik oken - binders. Ty obsahujı´ budˇ prˇı´mo prvky vytva´rˇene´ho modelu,
nebo na´stroje, slouzˇı´cı´ naprˇı´klad k simulaci syste´mu. Stiskem prave´ho tlacˇı´tka mysˇi na
jednotlivy´ch prvcı´ch pracovnı´ plochy jsou vyvola´va´ny kruhove´ kontextove´ nabı´dky.
77
Figure 47: CPN Tools
V leve´ cˇa´sti obrazovky se nacha´zı´ tzv. index, ktery´ obsahuje jak prˇednastavene´ palety
na´stroju˚, tak i sekce, slouzˇı´cı´ pro uzˇivatelske´ nastavenı´. Sem patrˇı´ zejme´na sekce deklaracı´,
ve ktere´ musı´ uzˇivatel deklarovat nove´ barevne´ mnozˇiny nebo promeˇnne´.
Postup vytvorˇenı´ modelu a jeho jednoduchou analy´zu jsem zpracoval v prezentaci,
ktera´ je soucˇa´stı´ te´to diplomove´ pra´ce. Pomocı´ te´to prezentace chci budoucı´m za´jemcu˚m
prˇiblı´zˇit krok za krokem postup vytvorˇenı´ jednoduche´ho modelu a jeho analy´zu. Tento
na´stroj sice obsahuje velkou a interaktivnı´ stra´nku podpory, ale ta kopı´ruje sekcemi ob-
sah monografie. To znamena´, zˇe prvnı´mi lekcemi nenı´ vytvorˇenı´ modelu, ale pouze
pozorova´nı´ jizˇ prˇipraveny´ch prˇı´kladu˚. Pokud tyto prˇı´klady uzˇivateli nevyhovujı´, musı´
postupneˇ procha´zet dalsˇı´ sekce podpory a snazˇit se najı´t postup pro jednotlive´ kroky
vytvorˇenı´ vlastnı´ho modelu.
Proto ma´ prezentace sleduje vy´voj modelova´nı´ v krocı´ch od vytvorˇenı´ uzlu˚, defi-
nova´nı´ jejich barev, propojenı´ uzlu˚ pomocı´ hran a deklaracı´ promeˇnny´ch jednotlivy´ch
hran. V postupu jsou zohledneˇny podmı´nky pro korektnı´ analy´zu, vyply´vajı´cı´ z me´
pra´ce s na´strojem. Prˇı´padnı´ za´jemci tak nemusı´ ztra´cet tolik cˇasu hleda´nı´m spra´vne´ho
postupu, ale mohou se veˇnovat prˇı´mo tvorbeˇ modelu a jeho na´sledne´ analy´ze.
C.5 Srovna´nı´ s Elements of distributed algoritms
Prostudova´nı´ monografie Coloured Petri nets mi prˇina´sˇı´ mozˇnost srovnat prˇı´stup jejich
autoru˚ s prˇı´stupemW. Reisiga v Elements of Distributed Algorithms. Obeˇ knihy popisujı´
vyuzˇitı´ Petriho sı´tı´ k modelova´nı´ a analy´ze distribuovany´ch syste´mu˚ s vyuzˇitı´m grafove´
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reprezentace. Prˇestozˇe teoreticka´ cˇa´st obou knih je vı´ceme´neˇ stejna´, celkove´ zameˇrˇenı´ se
odlisˇuje.
W. Reisig k tomuto te´matu prˇistupuje vı´ce po teoreticke´ stra´nce. Cˇleneˇnı´ jeho pra´ce
vzˇdy postupuje od teoreticke´ho za´kladu k prakticky´m prˇı´kladovy´m studiı´m. Autor se
nesnazˇı´ jı´t prˇı´lisˇ do hloubky a prˇedkla´da´ cˇtena´rˇi postupneˇ rˇadu modelu˚ distribuovany´ch
algoritmu˚. Prˇi jejich popisu a analy´ze vede cˇtena´rˇe ru˚zny´mi teoreticky´mi sce´na´rˇi vy´voje
syste´mu tak, aby pouka´zal na du˚lezˇite´ situace nebo proble´my. Coloured Petri nets naproti
tomu prova´zı´ cˇtena´rˇe od prakticky´ch pozorova´nı´ jedine´ho algoritmu, vmı´rny´ch u´prava´ch,
k jejich teoreticke´ definici. Cˇtena´rˇ ma´ tak mozˇnost neforma´lneˇ pochopit vsˇechny popiso-
vane´ proble´my a pokud se zajı´ma´ i o jejich forma´lnı´ definici, ma´ ji mozˇnost nastudovat
pozdeˇji. Navı´c popis pomocı´ jedine´ho algoritmu poma´ha´ dı´ky ucelenosti sna´ze pochopit
jednotlive´ cˇa´sti teorie.
Vzhledem k pouzˇity´m prostrˇedku˚m se take´ odlisˇujı´ metody analy´zy v jednotlivy´ch
monografiı´ch. Pouzˇitı´m jednoduchy´ch Petriho sı´tı´ umozˇnˇuje W. Reisigovi analy´zu po-
mocı´ algebraicky´ch metod, zejme´na pomocı´ pastı´ a invariantu˚. Tyto specia´lnı´ struktury
vsˇak nejsou popsa´ny v monografii Coloured Petri nets a jejich vyhleda´nı´ a analy´za nenı´
implementova´na ani v CPN Tools. Du˚vodem te´to situace je nemozˇnost, zejme´na pro
rozsa´hle´ syste´my, teˇmito invarianty pokry´t celou sı´tˇ, tedy nenı´ mozˇne´ je vsˇechny vy-
hledat. Pra´veˇ rozsa´hle´ Petriho sı´teˇ mohou dosahovat stavu˚ syste´mu v rˇa´du˚ tisı´cu˚ nebo
vı´ce.
Na druhou stranu se W. Reisig, v ra´mci zachova´nı´ relativneˇ jednoduchy´ch syste´mu˚,
neveˇnuje Petriho sı´tı´m s cˇasovy´m prvkem. Takto upravene´ Petriho sı´teˇ obsahujı´ do-
datecˇne´ informace o cˇase, ve ktere´m jsou naprˇı´klad umozˇneˇny prˇechody. Prˇida´nı´ tohoto
cˇasove´ho aspektu pak umozˇnˇuje analy´zu syste´mu nejen z hlediska spra´vne´ funkce, ale
umozˇnˇuje analyzovat i naprˇı´klad cˇasovou na´rocˇnost syste´mu nebo neˇktere´ jeho cˇa´sti.
Velkou vy´hodou Coloured Petri nets je jejich prova´za´nı´ s programovy´m na´strojem
CPN Tools. Toto spojenı´ prˇina´sˇı´ budoucı´m za´jemcu˚m jedinecˇnou mozˇnost si jednotlive´
proble´my vyzkousˇet v tomto na´stroji a vyuzˇı´t tak jeho modelovacı´ch a analyticky´ch
funkcı´. W. Reisig bohuzˇel neprˇina´sˇı´ ve sve´m dı´le takovou mozˇnost a ani na jiny´ na´stroj
nepoukazuje. Cˇtena´rˇ jeho monografie je tak odka´za´n na na´stroje, ktere´ plneˇ nekorespon-
dujı´ s jeho prˇedstavou a nemajı´ tak mozˇnost u´plne´ simulace jeho modelu˚.
Celkoveˇ je monografie Coloured Petri nets urcˇena pro prakticky zameˇrˇene´ cˇtena´rˇe,
kterˇı´ chteˇjı´ tuto knihu a z nı´ vycha´zejı´cı´ na´stroj pouzˇı´t pro rˇesˇenı´ konkre´tnı´ch prakticky´ch
u´kolu˚, bez potrˇeby hlubsˇı´ho ponorˇenı´ do teoreticky´ch definicı´.
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D Programove´ prostrˇedky pouzˇite´ pro vytvorˇenı´ animacı´
Pro vytvorˇenı´ animacı´, ktere´ jsou soucˇa´stı´ te´to diplomove´ pra´ce, byly pouzˇity na´sledujı´cı´
programove´ prostrˇedky:
• CPN Tools dostupne´ z http://cpntools.org/
• CamStudio dostupne´ z http://camstudio.org/
• VirtualDub dostupne´ z http://www.virtualdub.org/
• Subtitle Workshop dostupne´ z http://www.urusoft.net/
