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Abstract
The low velocity dynamic of a doubly periodic monopole, also
called a monopole wall or monowall for short, is described by geodesic
motion on its moduli space. This moduli space is hyperka¨hler and
non-compact. We establish a relation between the Ka¨hler potential of
this moduli space and the volume of a region in Euclidean three-space
cut out by a plane arrangement associated with each monowall.
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1
1 Introduction
A monopole wall or a monowall is a BPS monopole on R×S1×S1. The latter
space is endowed with coordinates (x, θ, ϕ) and the product Euclidean metric
dx2 + dθ2 + dϕ2 with respective circle radii rθ and rϕ, i.e. θ ∼ θ + 2pirθ and
ϕ ∼ ϕ+ 2pirϕ. In detail, a monowall is a Hermitian bundle E → R×S1×S1
of rank h with a pair (A,Φ) consisting of a connection A on E and a Higgs
field Φ, which is an endomorphism of E, satisfying the Bogomolny equation
∗DAΦ = −FA. (1)
Here FA is the curvature of the connection (so in a local trivialization the
curvature two-form is FA = dA+A∧A where A is the connection one-form),
∗ is the Hodge star operator, and DA the covariant differential.
We impose the same asymptotic condition as in [CW12], namely that the
eigenvalues of the Higgs field grow at most linearly, having the form
Φ =
i
2pirθrϕ
diag(Qι±x+M
ι
±) +O(|x|−1), (2)
as x→ ±∞, and the connection one-form has the form
A = −i
2pirθrϕ
diag
(
Qι±
θdϕ− ϕdθ
2
+ rϕχ
θ,ι
± dθ + rθχ
ϕ,ι
± dϕ
)
+O(|x|−1).
Here ι = 1, 2, . . . , h. See [CW12, Sec.4] for the detailed discussion of charges
Qι± ∈ Q, consistency conditions, and field asymptotics.
As argued in [CW12], it is natural to enlarge the scope of our problem
by allowing for Dirac-type monopole singularities at some points p+1 , . . . , p
+
v+
and p−1 , . . . , p
−
v− in R × S1 × S1. At these points the Higgs field has (up to
unitary gauge transformation) a prescribed singularity
Φ = i
( ±1
2|~x−~p±σ | 01×(n−1)
0(n−1)×1 0(n−1)×(n−1)
)
+O(|~x− ~p±σ |0). (3)
The first study of monopole walls, that we are aware of, was undertaken by
Ki-Myeong Lee in [Lee99], where the deformation theory of monopole walls
with arbitrary compact simple Lie gauge group was studied. The numeri-
cal study by Richard Ward of an SU(2) monowall appeared in [War07] and
[War11]. The spectral curve was used in [CW12] to study the deformation
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theory of U(h) monowalls. Hamanaka et al [HKM14] used monowall scat-
tering to compute the moduli space asymptotic metric for U(2) monowalls.
The interior of these moduli spaces was probed by Maldonado and Ward
in [MW14] via special geodesics. A systematic description of the asymp-
totic region of the monowall moduli space and classification of the monowall
moduli spaces of real dimension four appeared in [Che14]. For a general
U(N) monopole, the asymptotic moduli space metric in the regime of widely
separated constituents was found in [Cro15]. Monowalls relate to a number
of significant problems involving non-abelian Hodge theory [Moc19], mirror
symmetry [TWZ18], Calabi-Yau moduli spaces and quantum gauge theories
in five dimensions [Che14, CDZS19], and integrable systems [Sci17].
1.1 Spectral Data of a Monowall
The Bogomolny equation (1) implies the compatibility of the following linear
system {
(Dϕ + iΦ)V (x, θ, ϕ) = 0,
(Dx + iDθ)V (x, θ, ϕ) = 0.
(4)
Here Dx = D ∂
∂x
is the covariant derivative along the x-direction, etc. It
follows that the holonomy W (s) := V (x, θ, 2pirϕ)V (x, θ, 0)
−1 ∈ GL(h,C)
around the ϕ-direction has eigenvalues that are meromorphic in the complex
coordinate
s := exp
x+ iθ
rθ
∈ C∗.
This motivates introducing the holomorphic spectral curve
Sϕ = {(s, t) | det (t−W (s)) = 0} ⊂ C∗ × C∗.
Moreover, the asymptotic conditions (2) and prescribed Dirac singularity
conditions (3) ensure that this spectral curve is algebraic, given by P (s, t) =
0, with the spectral polynomial
P (s, t) = Q(s) det
(
t−W (s)) = ∑
(m,n)∈N
Cm,ns
mtn. (5)
Here Q(s) is the lowest degree common multiple of the denominators of
the rational functions qj(s) appearing as coefficients of the characteristic
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polynomial det(t−W (s)) = tn+q1(s)tn−1+q2(s)tn−2+. . .+qn(s). This defines
P (s, t) up to an overall constant nonzero factor. This ambiguity can be fixed,
if desired, by imposing the dictionary order on the vertices (m,n) ∈ N and
requiring the coefficient Cm0,n0 for the minimal vertex (m0, n0) to be one. The
Newton polygon N is the minimal convex hull of all the points (m,n) ∈ Z×Z
for which Cm,n 6= 0. The height of N is equal to the monopole bundle rank
h.
Note that our preferential treatment of the ϕ coordinate leading to the
definition of the spectral curve was somewhat arbitrary. One can instead
consider the modified holonomy around the θ direction and obtain a different
spectral curve Sθ, now covering the C∗ factor with coordinate s′ = exp x−iϕrϕ .
Let Per(N ) denote the set of integer perimeter points ofN and let Int(N )
denote the set of its integer interior points. As demonstrated in [CW12],
the Newton polygon is entirely determined by the charge values Qι± and the
numbers of singularities v+ and v−, while the perimeter coefficients Cm,n with
(m,n) ∈ Per(N ) are determined by the constants M ι± ∈ R and χϕ,ι± ∈ [0, 2pi)
appearing in the asymptotic conditions (and by the s-coordinates of the Dirac
singularities px,±σ +ip
θ,±
σ ). See [CW12] for details. The interior coefficients, on
the other hand, are some of the moduli (parameterizing the L2 deformations)
of the monopole solution, thus producing a family BN of curves (with fixed
perimeter coefficients). In fact, the total number of real moduli of a monowall
is equal to four times the number of internal points: 4 × |Int(N )| and the
moduli space is the universal Jacobian fibration of this family BN .
We shall focus on the region in the moduli space with large Cm,n and
large differences between them (as specified in Section 2 using the secondary
fan). The generic curve Sϕ for a family BN is a punctured Riemann surface
of genus |Int(N )| with |Per(N )| punctures. Since, for any given monowall,
Sϕ is a curve of eigenvalues it (generically) comes equipped with a Hermitian
eigen-line bundle L → Sϕ with a flat connection ∇. The triplet (Sϕ,L,∇)
is the spectral data encoding the monowall solution (A,Φ), up to a gauge
transformation, with its parameters and moduli correspondence as follows:
• The holonomy of∇ around each puncture is valued in U(1) and is deter-
mined by the asymptotic conditions. This is how the |Per(N )| triplets
of parameters (M ι±, χ
θ,ι
± , χ
ϕ,ι
± ) of the boundary conditions translate to
the spectral data [CW12, Sec. 4]: M ι± + iχ
θ,ι
± determine the position of
each puncture, while χϕ,ι± determines the ∇ holonomy around it.
• Viewing a (generic) curve Sϕ as a sphere with |Int(N )| handles, one
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can associate each handle to an internal point (m,n) of N and choose a
symplectic homology basis {Af , Bf ′ |Af∩Bf ′ = δff ′ , Af∩Af ′ = 0 = Bf∩
Bf ′} of the compactified Riemann surface Sϕ with each pair (Af , Bf ) =
(Am,n, Bm,n) associated to the f = (m,n)-th handle. Thus, each internal
point f = (m,n) ∈ N has four moduli associated to it: two real moduli
Rf and Θf in Cm,n = exp
Rf+iΘf
rθ
and two moduli Φf ∼ Φf + 2pirϕ and
Tf ∼ Tf + 2pi specifying the holonomies ei
Φf
rϕ and eiTf of ∇ around the
cycles Af and Bf , respectively.
Let us emphasize an important distinction between parameters and mod-
uli. Variations of moduli correspond to L2 deformations of the solution (A,Φ)
of the Bogomolny equation (1), while variations of parameters result in de-
formations of the solution that are not square integrable. Physically, moduli
correspond to all directions in the space of (gauge equivalence classes of) so-
lutions that have finite mass, while the parameters are the remaining trans-
verse coordinates. As a result, a monowall can slowly evolve in time with
moduli changing, while all parameters will have to remain fixed, since their
time evolution would require infinite energy. In other words the space of all
monowalls with the given Newton polygon N is fibered over the parameter
space. The base is parameterized by the 3|Per(N )| parameters and the fiber
is what we call the moduli space. The coordinates on the moduli space are
the 4|Int(N )| moduli. The L2 norm on the tangent space of pairs (A,Φ)
induces the metric on each moduli space.
1.2 The Crystal
Given a monowall and its spectral polynomial with coefficients Cm,n, set
Rm,n := rθ ln |Cm,n| and consider the set of planes
{(x, y, z) | z = mx+ ny +Rm,n} ⊂ R3. (6)
Let us call the convex domain above all of these planes the cut crystal:
Ccut = {(x, y, z) | z ≥ mx+ ny +Rm,n, ∀(m,n) ∈ N}. (7)
Its surface is the graph of the function
M(x, y) = max
(m,n)∈N
{mx+ ny +Rm,n}. (8)
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The shape of the cut crystal depends on the moduli (and parameters) and we
shall be interested in how its volume changes with the change in the moduli
Rm,n. Since the cut crystal has infinite volume, to keep track of these changes,
let us also consider the domain above all of the perimeter planes only:
C0 = {(x, y, z) | z ≥ mx+ ny +Rm,n, ∀(m,n) ∈ Per(N )}. (9)
Call it the the blocked crystal. Its surface is the graph of the function
m(x, y) = max
(m,n)∈Per(N )
{mx+ ny +Rm,n}.
It is completely determined by the asymptotic conditions and is independent
of the moduli, and it satisfies m(x, y) ≤ M(x, y). Thus, clearly, Ccut ⊆ C0
and the planes corresponding to the interior points of N cut Ccut out of the
blocked crystal C0.
We call the volume of the difference of the two crystals C0 and Ccut the
cut volume
V(Rf ) := Vol (C0 \ Ccut) = Vol{(x, y, z) |m(x, y) ≤ z ≤M(x, y)}. (10)
It is a function of |N | variables Rf , one for each integer point of N .
Intuitively, for large moduli a monowall would split into subwalls, as
demonstrated in [Cro19]. As argued in Section 2, the subwall positions are
well approximated by the x−positions of the vertices of this cut crystal. It
was conjectured in [Che14] that the Ka¨hler potential of a monowall moduli
space is related to this cut volume (10). This paper refines this conjecture and
proves it. This is based on the asymptotic metric found in [Cro15], obtained
by analyzing subwall dynamic interactions via the Gibbons-Manton approach
[GM95], reviewed in Sections 3. This metric approximates the metric on
the moduli space end with exponential accuracy. The Ka¨hler potential of
this asymptotic metric is presented in Section 4. This Ka¨hler potential, in
turn, is the Generalized Legendre Transform (GLT) of Lindstro¨m and Rocˇek
[LR88, HKLR87] of the function G. The main result of this paper is that the
GLT function G encoding the asymptotic monowall metric equals the cut
volume:
G = V . (11)
The exact meaning and the proof of this relation are spelled out in Section 5.
It can be summarized as follows:
in the regime of far separated subwalls the monowall Ka¨hler potential is
the Generalized Legendre Transform of the cut volume.
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2 Subwall Positions and Spectral Curve Branch
Points
As monowall moduli increase, the monowall splits into subwalls. Let us
explore the dependence of these subwall positions on the moduli.
2.1 The Secondary Fan and the Monowall Spine
There is significant information about the monowall contained in the cut
crystal. Its surface consists of
1. faces (each face contained in one of the planes (6) and thus each has an
associated integer point f = (m,n) ∈ N ),
2. edges at which these faces meet, and
3. vertices.
The projection of the cut crystal edges and vertices on the (x, y)−plane is a
graph, that we call the spine, as illustrated in Figure 1. From this description
the spine is dual to a regular subdivision [GKZ08, Chs. 6 and 7] of the Newton
polygon N , in which the two integer points of N are connected by an edge if
and only if the corresponding faces of the cut crystal meet at a crystal edge.
Each spine edge is normal to the correspoinding edge of the subdivision of
N .
A regular subdivision is defined in the following way. Consider a real
valued function l(m,n) on the integer points of N and the convex hull in
R3 of the set of downward rays {(m,n, z) | (m,n) ∈ N , z ≤ l(m,n)}. The
part of this hull’s surface that is not vertical is a graph of a concave function
over the interior of N in R2. Let us call it the tent function. It is piecewise
linear, with corners at (some of the points) (m,n, l(m,n)). The edges of this
surface project onto N giving a regular subdivision of N . (Note, in some of
the literature, e.g. in [GKZ08] itself, such subdivisions are called coherent
subdivisions instead of regular subdivisions.) In our case, choosing l(m,n) =
Rm,n = rθ ln |Cm,n| results in a subdivision dual to the monowall spine. Also,
note that the resulting tent function is the negative of the Legendre transform
of the cut crystal surface function M(x, y) of Eq.(8).
As a result, the space R|N | with coordinates Rf = Rm,n is subdivided
into cones labelled by regular subdivisions of N . These cones form the sec-
ondary fan F (N ) of N . Moving to infinity within a given cone results in
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(a) (b)
(c) (d)
Figure 1: Newton polygon N with colored integer points and two examples
of its regular triangulations (a) and (b). The corresponding spines in black
and their color-coded faces (c) and (d), with each face corresponding to an
integer point of N in (a) and (b), respectively.
the monowall splitting into subwalls of certain types, determined by the el-
ements of that corresponding subdivision. Each polygon appearing in the
subdivision corresponds to a subwall.
The secondary fan F (N ) is encoded in the secondary polytope Σ(N ). In
fact, the two are dual to each other: each ray of F (N ) is normal to a face
of Σ(N ) and two rays are connected by a wedge if the corresponding faces
of Σ(N ) share an edge. The i−th coordinate of the vertex of Σ(N) can be
read off from its corresponding regular triangulation as the total area of the
triangles for which the i−th integer point of N is a vertex. See [GKZ08] for
many fascinating details.
There is a partial order on all regular subdivisions given by refinement.
The maximally refined subdivisions are the regular triangulations with each
8
(a) (b)
(c) (d)
Figure 2: Two examples of the tent functions (a) and (b) and their cor-
responding plane arrangements (c) and (d) for the Newton polynomial
F (s, t) = 5s+Ast− 5s2t+ 20t2 +Bst2 + 20s2t2− 5t3 with (A,B) = (120, 27)
(left) and (A,B) = (20, 90) (right).
triangle of area1 1. This is the case we are most interested in here, as it
corresponds to the monowall maximally split into elementary subwalls.
Each regular triangulation labels a cone (of maximal dimension) in the
secondary fan (see [GKZ08, Ch.6]), with other regular subdivisions labelling
its lower-dimensional cones. According to [Che14, Sec.5], the secondary fan
is in the space R|N | with coordinates Rm,n, which include both moduli and
parameters. A generic direction lies in the interior of a single cone of the
secondary fan and corresponds to some regular triangulation. Fixing all pa-
rameters gives a slice R|Int(N )| of R|N | = R|Per(N )|×R|Int(N )|. The intersection
of this slice with the secondary fan divides this slice into regions, some com-
pact and some noncompact.
The ‘down-facing’ cones of the secondary fan correspond to triangulations
not involving any internal points of N as triangle vertices. (These form the
associahedral face of the secondary polytope, its largest face.) The maximally
1As in [GKZ08], we normalize the area of a basic triangle with vertices (0, 0), (1, 0),
and (0, 1) to be one, instead of a half.
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refined triangulations described above correspond to ‘upward-facing’ cones.
It is these latter that correspond to asymptotic directions in the monowall
moduli space (the noncompact regions of the secondary cone subdivision of
an R|Int(N )| slice). Such, regular triangulations describe generic asymptotics
of a monowall moduli space.
To summarize, for a regular triangulation there is the following corre-
spondence illustrated in Figure 1:
1. each face f of the spine2 corresponds to an integer point (m,n) in the
Newton polygon N ,
2. each edge of a spine is an interface between faces f1 and f2 and it is
orthogonal to the edge of the triangulation connecting the two corre-
sponding integer points (m1, n1) and (m2, n2) of N , and
3. each vertex a of the spine corresponds to a triangle ∆a of the triangu-
lation Triang(N ) of N .
Clearly, point 2. above can be stated as: the spine edge connecting vertices
a and b is orthogonal to an edge of the triangulation of the Newton polygon
that is shared by the triangles ∆a and ∆b.
2.2 Subwall Positions
Let us now explore the generic asymptotic region in the monowall moduli
space by fixing a regular maximal triangulation and moving along a ray in
the corresponding upward facing cone of the secondary fan. Each triangle of
this triangulation corresponds to a vertex of the spine. We claim that (up to
a constant, moduli independent, shift) the x−position of this vertex is the
position of the corresponding subwall into which the monowall splits. To be
exact, we understand the position of the subwall to be the point of (partial)
gauge symmetry restoration, i.e. the branch point of the spectral curve Sϕ.
2.2.1 Spine Vertex
Consider a triangle ∆a of the regular maximal triangulation. Say its ver-
tices are (m1, n1), (m2, n2), and (m3, n3) ordered counterclockwise. A crystal
vertex corresponding to that triangle is positioned at the point (xa, ya, za)
2A spine face is the projection of a face of the cut crystal.
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satisfying
m1xa + n1ya +Rm1,n1 = za,
m2xa + n2ya +Rm2,n2 = za, (12)
m3xa + n3ya +Rm3,n3 = za,
with solution(
xa
ya
za
)
=
−1∣∣m1−m3 m2−m3
n1−n3 n2−n3
∣∣ ( n3−n2 n1−n3 n2−n1m2−m3 m3−m1 m1−m2m2n3−m3n2 m3n1−m1n3 m1n2−m2n1 )
(
Rm1,n1
Rm2,n2
Rm3,n3
)
. (13)
Since the triangulation is maximal and the points (mi, ni) are numbered
counterclockwise, the triangle has minimal area, thus the denominator in
(13) is +1 and the x−position of the spine vertex is xa = (n2 − n3)Rm1,n1 +
(n3 − n1)Rm2,n2 + (n1 − n2)Rm3,n3 . To simplify the notation, let Rj = Rmj ,nj
and δnij = ni − nj and same for other quantities, then
xa = δn23R1 + δn31R2 + δn12R3 (14)
= −n1δR23 − n2δR31 − n3δR12 (15)
= δn23δR12 − δn12δR23. (16)
2.2.2 Spectral Curve Branch Points
The holonomy of Dϕ + iΦ breaks the U(n) gauge symmetry, and when the
gauge symmetry is maximally broken to U(1)h the Bogomolny equation for
the resulting U(1)h fields is Abelian, implying that the U(1)h Higgs field is
harmonic. Thus, at large distances the Higgs field is linear. Therefore, it is
exactly the regions where the gauge symmetry is at least partially restored
that can be viewed as the sources of electromagnetic fields. This argument
(at least in the limit of large separation of all subwalls) associates the mag-
netic charge to the regions where some eigenvalues of the holonomy coincide.
In other words, the monowall consists of subwalls positioned at the branch
points of the spectral curve. These subwalls carry magnetic U(1)h charges
and the magnetic field is constant between them.
Our immediate task is finding the locations of the branch points, in par-
ticular, their x−coordinates, with x = rθ ln |s|, and comparing them with
the x−locations of the spine vertices found above. As moduli become large,
so does the spectral curve. To keep the whole curve in view, we rescale the
coordinates accordingly. To begin, let s = exp(1~
a
rθ
+ i θ
rθ
), t = exp(1~
b
rθ
+ iα),
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and Cm,n = exp(
1
~
lmn
rθ
+ iΘmn
rθ
). We consider the relevant locations a of the
branch points as ~ is sent to zero, which corresponds to the large moduli
region.
From the basic Puiseux expansion, each branch point is governed by three
relevant monomials of the spectral polynomial P (s, t) =
∑
(m,n)∈N Cm,ns
mtn
(see [Cro19] for details), corresponding to the vertices of some triangle ∆ of
the given regular triangulation of N , therefore we can focus on
Cm1,n1s
m1tn1 + Cm2,n2s
m2tn2 + Cm3,n3s
m3tn3 = 0. (17)
The other terms are exponentially small (∼ e−K/~ with some K > 0) in the
moduli. If needed, relabel the vertices so that n3 ≤ n1, n2. Let Nj = nj − n3
and Mj = mj −m3, for j = 1, 2. If needed, exchange the indices 1 and 2 to
have the counterclockwise orientation, so that
∣∣∣∣N1 N2M1 M2
∣∣∣∣ = 1. Now, the above
equation reads Cm1,n1s
M1tN1 +Cm2,n2s
M2tN2 +Cm3,n3 = 0. In the new variables
S := sM1tN1 and T := sM2tN2 , Eq.(17) becomes Cm1,n1S+Cm2,n2T+Cm3,n3 =
0, thus T = −Cm1,n1
Cm2,n2
(
S +
Cm3,n3
Cm1,n1
)
= A(S − α), with A = −Cm1,n1
Cm2,n2
and
α = −Cm3,n3
Cm1,n1
.
In terms of S and T the original variables are
s = S−N2TN1 = AN1S−N2(S − α)N1 , (18)
t = SM2T−M1 = AN1SM2(S − α)−M1 . (19)
Branching of t as a function of s can only occur at the branch points of S(s),
the solution of (18). These occur at the roots of the discriminant of the
polynomial
Q(S) = AN1(S − α)N1 − sSN2 . (20)
The discriminant is proportional to the resultant R(Q,Q′), which we now
compute.
Let us list some basic properties of the resultant (see e.g. [Swa62]) of a
12
pair of polynomials:
R(f, g) = (−1)deg f ·deg gR(g, f),
R(gq + r, g) = bdeg(gq+r)−deg rR(r, g), where b is the leading coefficient of g,
R(f1f2, g) = R(f1, g)R(f2, g),
R(f, a) = adeg f = R(a, f),
R(f, x− α) = f(α),
R(xn − α, xm − β) = (−1)m(αm′ − βn′)d,
where d = GCD(n,m), n = n′d and m = m′d.
Clearly,
Q′(S) = N1AN1(S − α)N1−1 −N2sSN2−1, (21)
Q(S) = AN1(S − α)N1 − sSN2
=
S − α
N1
Q′(S) + s
N2 −N1
N1
(S − N2
N2 −N1α)S
N2−1. (22)
And the resultant is
R(Q,Q′) = (N1AN1)N1−N2−1R
(
s
N2 −N1
N1
SN2−1(S − N2
N2 −N1α), Q
′
)
= (N1A
N1)N1−N2−1
(
s
N2 −N1
N1
)N2
R(S,Q′)N2−1R
(
S − N2
N2 −N1α,Q
′
)
= (N1A
N1)N1−N2−1
(
s
N2 −N1
N1
)N2
(Q′(0))N2−1Q′
(
N2
N2 −N1α
)
= (N1A
N1)N1−N2−1
(
s
N2 −N1
N1
)N2 (
N1A
N1(−α)N1−1)N2−1(
N1A
N1
(
N1
N2 −N1α
)N1−1
−N2s
(
N2
N2 −N1α
)N2−1)
. (23)
It vanishes at
s = (−1)N2
(
N1
N2
)N1 1
(N2 −N1)N1−N2
CN2m1,n1
CN1m2,n2
CN1−N2m3,n3 . (24)
This is the position of a branch point corresponding to the triangle ∆. In
terms of the spatial position x = rθ ln |s| = a/~ of this branch point of the
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spectral curve, we have
~x∆ = a = ((n2 − n3)lm1,n1 + (n3 − n1)lm2,n2 + (n1 − n2)lm3,n3)
+ ~ ln
(
N1
N2
)N1 1
(N2 −N1)N1−N2 , (25)
which matches the position of the vertex of the spine (14) up to O(~0) terms.
The θ = rθArg(s) coordinate of the branch point is read off as the imaginary
part of (24):
θ∆ = ((n2 − n3)Θm1,n1 + (n3 − n1)Θm2,n2 + (n1 − n2)Θm3,n3) . (26)
Thus, for large values of Rm,n = rθ ln |Cm,n| = lm,n~ the subwalls are posi-
tioned at the x−locations of the vertices of the spine. Moreover, the x and θ
positions of the wall associated to the spine vertex a (corresponding to the
triangle ∆a of the triangulation) are expressed via the same relation
xa =
3∑
f=1
cfaRf , θa =
3∑
f=1
cfaΘf , (27)
where the sum is over the three spine faces containing to the vertex a. When
these three faces are numbered counterclockwise, the coefficients cfa are c
1
a =
(n2 − n3), c2a = (n3 − n1), and c3a = (n1 − n2).
2.3 Subwall Charges and Inter-wall Fields
If the vertices of the spine indicate the subwall positions, the spine edges
approximate the eigenvalues of the Higgs field between the walls (to expo-
nential accuracy in distance to the nearest wall). Away from all subwalls the
U(n) gauge symmetry is broken to U(1)h with each U(1) factor associated
to one Dϕ + iΦ holonomy eigenvalue t
ι. We order these eigenvalues in de-
creasing order of yι = rθ ln |tι| so that y1 ≥ y2 ≥ . . . ≥ yn. Thus, each yι is a
continuous, piecewise linear function φι of x with kinks at the spine vertices.
Away from the walls we have Higgs field
Φ =
i
2pirθrϕ
diag(yι) +O(e−
dwall
Λ ), (28)
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(a) (b)
Figure 3: Three Higgs eigenvalues of a U(3) monowall, shown as green, red
and blue lines over a range in x. Wall 3 has magnetic charges +1/2 and
−1/2 in the first two (green and red) U(1) factors and charge 0 in the third
(blue) factor. Each spine edge is orthogonal to the corresponding edge of the
triangulation.
where dwall is the distance to the closest wall and the constant Λ is the
characteristic wall width, computed in [Cro15, Sec.3].
Since each spine edge, orthogonal to the (mff ′ , nff ′) = (mf −mf ′ , nf −
nf ′) edge of the triangulation of N , corresponds to |nff ′ | of the ordered
eigenvalues, now all non-vertical edges of the spine are labelled by the factor
indices ι, as illustrated in Figure 3. If we associate each index value to some
distinct color, then the spine consists of continuous lines going left to right,
each piecewise linear with kinks at the spine vertices. Each colored line is a
graph of a function yι(x). It corresponds to an (approximate) Higgs diagonal
value and the slope Se = − neme = −
nh(e)−nt(e)
mh(e)−mt(e) of the line is the magnetic field
of the corresponding U(1) factor. The difference gι = Sιright − Sιleft in line
slopes Sιright and S
ι
left across the wall is the magnetic charge in that ι−th
U(1) factor of the wall corresponding to this spine vertex.
Next, we interpret the resulting fields as a superposition of individual
subwall contributions and explore the subwall dynamics.
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3 Subwall Interactions
The moduli space of a monowall is of real dimension 4|Int(N )| with half of
the moduli being the coefficients Cm,n = exp
Rm,n+iΘm,n
rθ
, (for (m,n) ∈ IntN )
of the spectral curve Sϕ and the other half (Φm,n, Tm,n) parameterizing the
Hermitian eigen-line bundle with a flat connection over Sϕ. We view this
moduli space as a three-torus fibration over the |Int(N )|−dimensional space
R|Int(N )| with base coordinates Rm,n = rθ ln |Cm,n|, (m,n) ∈ IntN and the
fiber coordinates (Θm,n,Φm,n, Tm,n). The space of ‘long’ moduli and parame-
ters Rm,n factors as a direct product R|N | = R|Int(N )| × R|Per(N )| of the space
of all ‘long’ moduli and of the space all ‘long’ parameters. As we discussed,
this space R|N | contains the secondary fan whose maximal cones are indexed
by the regular triangulations of the Newton polygon N . The space of long
moduli is obtained by fixing the values of the long parameters. This is the
base space of the moduli space fibered by tori. It traverses this fan, and the
fan subdivides it into polytopal regions, each region corresponding to a phase
of the monowall. The monowall in each phase, labelled by a triangulation
Triang(N ), is well approximated (for sufficiently large moduli) by an array of
subwalls. And a-th subwall corresponds to a triangle ∆a ∈ Triang(N ) and it
carries h Abelian charges (g1a, . . . , g
h
a) (defined by the slopes of the two sides
of the triangle ∆a to which the graph of yι(x) is associated). Away from any
subwall the Higgs field is essentially diagonal Φ = i
2pirθrϕ
diag(yι) +O(e−
dwall
Λ )
with
yι =
Qι+ +Q
ι
−
2
x+
M ι+ +M
ι
−
2
+
∑
∆∈Triang(N )
gι∆
2
|x− x∆|+O(e−
dwall
Λ ). (29)
Here Qι+ − Qι− =
∑
∆ g
ι
∆ and M
ι
− − M ι+ =
∑
∆ g
ι
∆x∆, and the subwalls’
positions are x∆ = (n2 − n3)Rm1,n1 + (n3 − n1)Rm2,n2 + (n1 − n2)Rm3,n3 .
Let us discuss the meaning of (29) in detail, neglecting the exponentially
small terms from now on. A single Abelian wall positioned at (xa, θa, ϕa)
produces fields Φ = diag(Φι) and A = diag(Aι) with
Φιa =
i
2pirθrϕ
1
2
gιa|x− xa|, (30)
Aιa =
i
2pirθrϕ
sign(x− xa)1
2
gιa
(ϕ− ϕa)dθ − (θ − θa)dϕ
2
. (31)
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The superposition of such fields has left-right symmetric asymptotics. To
accommodate general monowall charges, let
Q¯ι =
Qι+ +Q
ι
−
2
and M¯ ι =
M ι+ +M
ι
−
2
, (32)
so that the total fields are
Φι =
i
2pirθrϕ
(
Q¯ιx+ M¯ ι
)
+
∑
a
Φιa, (33)
Aι =
−i
2pirθrϕ
(
Q¯ι
θdϕ− ϕdθ
2
+ rϕχ¯
ι
θdθ + rθχ¯
ι
ϕdϕ
)
+
∑
a
Aιa. (34)
Now, any variation of the moduli produces some motion of the subwalls. A
moving charged wall produces Lie´nard-Wiechert potentials [Cro15, Eq.(16)],
instead of those of the static potentials of Eq.(30). In addition, each wall
has an associated electromagnetic phase. Time dependence of this phase
produces an electric charge qa. Thus, each subwall (with varying moduli)
becomes a dyonic moving wall with magnetic charges gιa, respective electric
charges qag
ι
a and velocity ~Va. We spell out the explicit expressions for these
potentials next.
3.1 Moving Dyonic Subwalls
To avoid superficial prefactors let Φι = i
2pirθrϕ
φι and Aι = −i
2pirθrϑ
aι, so that
for an Abelian monowall
∗daι = dφι. (35)
An elementary static wall positioned at x = 0, θ = 0 produces
φι(x) =
1
2
gι|x|, aι(x) = 1
2
gι η~x, (36)
where the one-form η~x satisfies ∗dη~x = d|x|, for example
η~x =
{
θdϕ−ϕdθ
2
, for x > 0
− θdϕ−ϕdθ
2
, for x < 0
. (37)
The superposition of such subwalls as in (33) produces the functions (29)
read off from the spine with yι = φι.
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A BPS dyon with electric charge q and magnetic charge e satisfies BPS
equations B = e√
e2+q2
∇Φ and E = q√
e2+q2
∇Φ [CPNS77], so an elementary
dyonic wall can be described by the pentuple (φ,a0,a, a˜0, a˜) consisting of
the scalar Higgs field φ, an electro-magnetic potential consisting of the time
component function a0 and a ‘vector’ component one-form a, and dual elec-
tromagnetic potentials a˜0 (a function) and a˜ (a one-form). These are related
by electromagnetic duality
+da = B[ = E˜[ = −da˜0 − ˙˜a, (38)
da0 + a˙ = −E[ = B˜[ = ∗da˜. (39)
Here E[, B[ are the one-forms metric dual to the electric and magnetic vector
fields, and E˜[, B˜[ are in the same relation as the electro-magnetic dual fields
E˜ := B and B˜ := −E.
In these terms the fields of the b−th static dyonic wall with magnetic
charges gιb and electric charges qbg
ι
b positioned at ~x = ~xb are
φι(x) =
1
2
gιb
√
1 + q2b |x− xb|, (40)
aι(x) =
1
2
gιbη~x−~xb , a
ι
0(x) = −qb
1
2
gιb|x− xb|, (41)
a˜ι(x) = −qb1
2
gιbη~x−~xb , a˜
ι
0(x) = −
1
2
gιb|x− xb|. (42)
The Lorentz boost (accompanied by the proper time delay) produced the
Lie´nard-Wiechert potential produced by the moving dyonic wall. Our focus
is on the dynamics of slowly moving walls, thus, we neglect terms higher
than quadratic in the resulting Lagrangian. In particular, the typical time
delay terms of the form
√
~x2 − (~x× ~V )2 can be safely replaced by |x|. The
resulting fields are
φιb(x) =
√
1 + q2b
1
2
gιb|x− xb|
√
1− ~V 2b
=
1
2
gιb|x− xb|
(
1 +
q2b
2
−
~V 2
2
)
+ o(V 2b , q
2
b ), (43)
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aιb(x) =
1
2
gιbη~x−~xb −
1
2
qbg
ι
b|x− xb|~V [b + o(V 2b , q2b ), (44)
aι0b(x) = −
1
2
qbg
ι
b|x− xb|+
1
2
gιbη~x−~xb(~Vb) +O(V
2
b , q
2
b ), (45)
a˜ιb(x) = −
1
2
qbg
ι
bη~x−~xb −
1
2
gιb|x− xb|~V [b +O(V 2b , q2b ), (46)
a˜ι0b(x) = −
1
2
gιb|x− xb| −
1
2
qbg
ι
bη~x−~xb(~Vb) + o(V
2
b , q
2
b ). (47)
Here ~x = (x, θ, ϕ), ~V [ = V xdx+V θdθ+V ϕdϕ, and η(~V ) = ηxV
x+ηθV
θ+ηϕV
ϕ
is the value of the one-form η on the vector ~V . From now on we drop the
higher order terms in V and q.
A dyonic wall a moves in the background of fields (φ,a,a0, a˜, a˜0) which
are the sum of contributions of all other walls. For example, (keeping up to
quadratic terms in V and q) the Higgs field that the a-th wall experiences is
φι(xa) = Q¯
ιxa + M¯
ι +
∑
b
φιb(xa)
= Q¯ιxa + M¯
ι +
∑
b
1
2
gιb|xa − xb|
(
1 +
q2b
2
−
~V 2b
2
)
. (48)
Similarly,
aι(xa) = Q¯
ι θadϕ− ϕadθ
2
+ rϕχ¯
ι
θdθ + rθχ¯
ι
ϕdϕ+
∑
b
aˆιb(~xa), (49)
aι0(xa) =
∑
b
aˆι0b(~xa), (50)
a˜ι(xa) =
∑
b
ˆ˜aιb(~xa), (51)
a˜ι0(xa) = −Q¯ιxa − M¯ ι +
∑
b
ˆ˜aι0b(~xa). (52)
Note, that since the fields produced by any given subwall itself vanish at its
location, there are no self-interaction terms, and the sums above are extended
over all walls. The resulting relativistic Lagrangian Lˆa governing the a-th
subwall dynamics is
Lˆa =
∑
ι
{− gιaφι(xa)√1 + q2a√1− ~V 2a + qagιa[aι(xa)(~Va)− aι0(xa)]
+ gιa[a˜
ι(xa)(~Va)− a˜ι0(xa)]
}
, (53)
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with the background fields given by (48–52). This Lagrangian Lˆa govern-
ing the motion of one of the subwalls should be understood as the part of
the effective Lagrangian Lˆ of the whole monowall governing the motion of
all subwalls. In particular it is the part of Lˆ that contains ~xa. Note, that
the two subwall interaction is symmetric, e.g. gιa
√
1 + q2a
√
1− ~V 2a φιb(xa) =
gιb
√
1 + q2b
√
1− ~V 2b φιa(xb). Thus, combining individual subwall Lagrangians
Lˆa into one
3 (and keeping terms up to quadratic in velocities and electric
charges):
Lˆ =
1
2
Uab(~Va · ~Vb − qaqb) + qaW ab(~Vb), (54)
with implicit summation over the repeated indices a and b and
Uaa =
n∑
ι=1
gιa
(
Q¯ιxa + M¯
ι +
1
2
∑
b
gιb|xa − xb|
)
, (55)
Uab = −1
2
n∑
ι=1
gιag
ι
b|xa − xb|, for a 6= b, (56)
and
W aa =
n∑
ι=1
gιa
(
Q¯ι
θadϕ− ϕadθ
2
+ rϕχ¯
ι
θdθ + rθχ¯
ι
ϕdϕ+
1
2
∑
b
gιbη~xa−~xb
)
,
(57)
W ab = −1
2
n∑
ι=1
gιag
ι
bη~xa−~xb , for a 6= b. (58)
3.2 Subwall Positions and Charges
3.2.1 Positions
As we discussed, the motion of the subwalls is highly choreographed, since
the subwalls’ positions are dictated by the plane arrangement. Via Eqs. (14):
xa =
∑
f
V (f)3a
cfaRf , (59)
3Each pairwise interaction contributes once.
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where the sum is over the three faces f that have a as a their vertex and the
coefficients are cfa = nf ′ − nf ′′ as in Sec. 2.2.1. In fact, the θ-position of the
wall is determined by the same relation
θa =
∑
f
V (f)3a
cfaΘf . (60)
As mentioned in Sec. 1.1, one can consider another spectral curve Sθ.
Analysis of its branch points leads to the same ϕ subwall position relation
ϕa =
∑
f
V (f)3a
cfaΦf . (61)
Next, we focus on understanding the relations between the electric charges
qa of the subwalls. Namely, we shall now demonstrate that they also satisfy
the same relation
qa =
∑
f
V (f)3a
cfaQf , (62)
for independent variables Qf , one for each internal spine face.
3.2.2 Electric Charges
Let V denote the set of spine vertices, E – the set of spine edges, and F – the
set of spine faces. We shall orient the edges rightwards (and up, if vertical).
For an edge e ∈ E let h(e) ∈ V denote its head and let t(e) ∈ V denote
its tail. Then the crystal vertex position (xa, ya, za) is determined from the
system of equations (12)
za = mfxa + nfya +Rf , (63)
satisfied for all faces f ∈ F for which a ∈ V is a vertex of f : a ∈ V (f).
Taking the difference of adjacent faces, one gets the spine vertex position
(xa, ya) from the equations
Me := mh(e) −mt(e),
Mexa +Neya + Le = 0, where Ne := nh(e) − nt(e), (64)
Le := Rh(e) −Rt(e),
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for any edge e ∈ E beginning or ending at the vertex a ∈ V.
Note that solutions ((xa, ya))a∈V of (64) are in one-to-one correspondence
with solutions ((xa, ya, za))a∈V of (63). Also, Eqs. (64) describes a system
(V3, E2) of
• V points [xa, ya, 1] in RP 2 and
• E lines {[x, y, 1]|Mex+Ney + Le = 0} in the same in RP 2, such that
• each point has three lines passing through it (corresponding to three
edges e for which a is a vertex) and
• each line has two points on it (corresponding to the two ends of e ∈ E).
The reciprocal view of the dual RP 2 with coordinates [M,N,L] gives the
(E2, V3) system of E points [Me, Ne, Le] and V lines {[M,N,L]|xaM +yaN +
L = 0} such that each point has two lines through it and each line has three
points on it.
Note, that the whole system is completely determined by the set of dis-
tinct points (xa, ya), since (using the first (V3, E2) configuration) each line is
determined by two points on it.
Consider triplets (xa, ya, wa) with wa the (coincident) eigenvalue of a0 at
the wall a where this eigenvalue has a kink. As earlier, we define We :=
wh(e) − wt(e) for each spine edge e. Then, comparing the electric flux change
across the subwall (LHS below) with the electric charge qag
ι
a (RHS below),
one has
Weout
Xeout
− Wein
Xein
= qa
(
Yeout
Xeout
− Yein
Xein
)
. (65)
This was our very definition of the electric charge qag
ι
a. This relation implies
that pa :=
We−qaYe
Xe
is the same for any edge e beginning or ending at a.
This implies that ua := xapa + yaqa −wa = xbpa + ybqa −wb for any edge
ab ∈ E. Which in turn is equivalent to
Pexa +Qeya − Ue = 0, (66)
for any a ∈ V and any e ∈ E beginning or ending at a.
Note, that (66) is also a (V3, E2) system. In fact, since it has the same
set of points (xa, ya)a∈V it must be the same system of projective lines and
points. Thus,
MeQe = NePe, QeLe = −UeNe. (67)
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We take the last equation as determining Ue = −LeNeQe. The first equation,
on the other hand, reads
Se := −Meqa +Nepa = −Meqb +Nepb, (68)
for any edge ab ∈ E. Since, Me = mfleft −mfright and Ne = nfleft − nfright ,
we have
∑
e,h(e)=a Se −
∑
e,t(e)=a Se = 0 and therefore the function {Se}e on
edges is potential on the dual graph, in other words, there is a function Qf
such that Se = Qfleft −Qfright . Here fleft denotes the spine face to the left of
the oriented spine edge e, and fright denotes the one to its right. Substituting
this into Eq. (68),
mfleftqa + nfleft(−pa) +Qfleft = mfrightqa + nfright(−pa) +Qfright =: ra.
(69)
We conclude that the set of triples (qa,−pa, ra) satisfies exactly the same
system of equations as the triples (xa, ya, wa) with the role of Rf played by
Qf . Thus, qa are expressed via (14):
qa = δn23Q1 + δn31Q2 + δn12Q3 = −n1δQ23 − n2δQ31 − n3δQ12
= δn23δQ12 − δn12δQ23, (70)
and qa =
∑
f,V (f)3a c
f
aQf .
3.3 The Asymptotic Metric on the Moduli Space
Now we are ready to read off the asymptotic metric on the moduli space
within each maximal cone of the secondary fan. So far we can conclude that
the effective Lagrangian (54), expressed in terms of the moduli ~Xf =
(
Rf
Θf
Φf
)
and independent charges Qf , is
Lˆ =
1
2
cfaU
abcf
′
b (
~˙Xf · ~˙Xf ′ −QfQf ′) +QfcfaW ab( ~˙Xf ′)cf
′
b . (71)
To lighten our notation from here on we denote by cUc = [(cUc)ff
′
] the
matrix with entries (cUc)ff
′
:= cfaU
abcf
′
b and similarly for cWc.
The conserved charges Qf should be viewed as momenta associated with
the electromagnetic phase moduli Tf . In order to express the Lagrangian in
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terms of the moduli we perform the Legendre transform in Qf :
T˙f =
∂Lˆ
∂Qf
= −(cUc)ff ′Qf ′ + (cWc)ff ′( ~˙Xf ′), (72)
L = Lˆ−Qf ′ ∂Lˆ
∂Qf ′
. (73)
This yields the effective Lagrangian:
L =
1
2
(cUc)ff
′ ~˙Xf · ~˙Xf ′
+
1
2
(
T˙f − (cWc)ffˇ ( ~˙Xfˇ )
)
(cUc)−1ff ′
(
T˙f ′ − (cWc)f ′fˆ ( ~˙Xfˆ )
)
, (74)
which describes free motion of a point on a manifold with the Pedersen-Poon
[PP88] type metric
g = (cUc)ff
′
d ~Xf · d ~Xf ′ +
(
dTf − (cWc)f
)
(cUc)−1ff ′
(
dTf ′ − (cWc)f ′
)
. (75)
This is the asymptotic metric on the moduli space of the monowall. Its terms
are written in terms of the U and W of Eqs. (55-58) and the coefficients cfa
appearing in Eq. (27). Let us emphasize that each generic ray in the moduli
space lies in a cone labelled by a regular triangulation of the Newton polygon.
Thus, the end of the moduli space is divided into sectors, each with the
corresponding asymptotic metric (75). The triangulation determines both
the coefficients cfa and the order of the subwalls’ positions xa.
4 The Ka¨hler Potential and the Generalized
Legendre Transform
Consider approaching the infinity of the moduli space within some maxi-
mal cone of the secondary fan. Such a cone is specified by a triangulation
Triang(N ) of the Newton polygon N . As we now demonstrate, the Ka¨hler
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potential K of the asymptotic metric is encoded in a single function:
G(M¯ ι;x1, ..., xn) =
h∑
ι=1
[ ∑
a∈Triang(N )
gιa
(
M¯ ι
x2a
2
+ Q¯ι
x3a
6
)
+
1
2
∑
a,b
a>b
gιag
ι
b
(xa − xb)3
6
]
. (76)
The relation is via the Generalized Legendre Transform of [LR88, HKLR87]
as follows.
Number the subwalls from left to right, so that x1 < x2 < . . . < xN , and
introduce a Laurent polynomial in the auxiliary variable ζ for each subwall
ηˆa(ζ) :=
θa + iϕa
2ζ
+ xa − θa − iϕa
2
ζ, (77)
and let
Vˆ ι(ζ) := (rθχ¯ιϕ − irϕχ¯ιθ)
1
ζ
+ M¯ ι − (rθχ¯ιϕ + irϕχ¯ιθ)ζ. (78)
Note, that thanks to (59 – 61) the polynomial coefficients xa, θa, ϕa associated
to the positions of each wall are functions of the respective moduli (and
parameters) Rf ,Θf ,Φf :
xa = c
f
aRf , θa = c
f
aΘf , ϕa = c
f
aΦf . (79)
Consider the Generalized Legendre Transform of the following auxiliary
function
F (Rf ,Θf ,Φf ) =
−1
2pii
∮
0
dζ
ζ
G
(
Vˆ ; ηˆ1, ..., ηˆN
)
,
of the parameters and of three quarters of the moduli. Half of the complex
moduli are Zf :=
Θf+iΦf
2
. The contour integration above is over a counter-
clockwise oriented small circle around zero. The remaining half of the moduli
Uf are related to the above coordinates by
Uf + U¯f :=
∂F
∂Rf
= FRf . (80)
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Importantly, F constructed this way is guaranteed to satisfy the Laplace type
system of equations (∂Zf∂Z¯f ′ + ∂Rf∂Rf ′ )F = 0.
The Ka¨hler potential K is the Legendre transform of F :
K(Zf , Uf ) = F −
∑
f∈Int(N )
Rf (Uf + U¯f ), (81)
with Rf on the right-hand side understood as functions of Zf and Uf de-
termined by (80). As usual for the Legendre transform KUf = −Rf and
KZf = FZf . This gives KUf U¯f ′ = −[FRR]−1ff ′ , which is the negative inverse
of the matrix FRR = (FRfRf ′ ). Also KUf Z¯f ′ = [FRR]
−1
ffˆ
FRfˆ Z¯f ′ , as well as
KZf Z¯f ′ = −(FRfRf ′ + FZfRfˆ [FRR]−1fˆ fˇ FRfˇ Z¯f ′ ). The resulting metric
gGLT = 4(KZf Z¯f ′dZfdZ¯f ′+KZf U¯f ′dZfdU¯f ′+KUf Z¯f ′dUfdZ¯f ′+KUf U¯f ′dUfdU¯f ′),
is directly expressed in terms of F :
gGLT = −4dZfFRfRf ′dZ¯f ′ − 4(dUf − dZfˆFZfˆRf )[FRR]−1ff ′(dU¯f ′ − FRf ′ Z¯fˇdZ¯fˇ ),
which in terms of the real moduli Rf ,Θf ,Φf and Tf := 2ImUf reads
gGLT = −FRf ,Rf ′ (dRfdRf ′ + dΘfdΘf ′ + dΦfdΦf ′)
− (dTf −W f )[FRR]−1ff ′(dTf ′ −W f
′
). (82)
with the one-form W f = −idZfˆFZfˆRf + idZ¯fˆFZ¯fˆRf . The exact metric coeffi-
cients can be easily evaluated observing that
Gηˆaηˆb =
∑
ι
[
δabg
ι
a(Vˆ ι + Q¯ιηˆa +
1
2
∑
c,a>c
gιc(ηˆa − ηˆc)−
1
2
∑
c,c>a
gιc(ηˆa − ηˆc))
− 1
2
gιag
ι
bsign(a− b)(ηˆa − ηˆb)
]
, (83)
and by direct calculation
FRfRf ′ =
∑
a,b
cfac
f ′
b
(−1)
2pii
∮
dζ
ζ
Gηˆaηˆb
= −
∑
a
cfac
f ′
a g
ι
a
(
M¯ ι + Q¯jxa +
∑
c
1
2
gιc|xa − xc|
)
+
∑
a,b
1
2
cfag
ι
ac
f ′
b g
ι
b|xa−xb|,
(84)
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FRfZf ′ =
∑
a,b
cfac
f ′
b
(−1)
2pii
∮
dζ
ζ
1
ζ
Gηˆaηˆb
=
∑
a
cfac
f ′
a g
ι
a
(
rθχ¯ϕ + irϕχ¯θ + Q¯
ι θa − iϕa
2
+
1
2
∑
c
gιc
θac − iϕac
2
sign(xa − xc)
)
−
∑
a,b
1
2
cfag
ι
ac
f ′
b g
ι
b
θab − iϕab
2
sign(xa − xb). (85)
Using FRf Z¯f ′ =
∑
a,b c
f
ac
f ′
b
1
2pii
∮
dζ
ζ
(−ζ)Gηˆaηˆb = FRfZf ′ , one has
W f = 2Im dZfˆFZfˆRf =
∑
a
cfag
ι
a
(
rθχ¯ϕdϕa + rϕχ¯θdθa + Q¯
ι θadϕa − ϕadθa
2
+
1
2
∑
c
gιc
θacdϕa − ϕacdθa
2
sign(xa − xc)
−
∑
b
1
2
gιb
θabdϕb − ϕabdθb
2
sign(xa − xb)
)
, (86)
which exactly matches Eqs. (55-58).
Thus, we directly verified that the resulting GLT metric (82) with (84)
and (86) exactly matches the asymptotic metric (75) obtained from the sub-
wall dynamics:
gGLT = g. (87)
5 From the GLT Function to the Cut Volume
5.1 Cut Volume
We make use of the Lawrence formula [Law91] for the volume of a simple
convex polytope P = {x ∈ Rn |~ai · ~x ≤ bi, i = 1, . . . ,m} :
Vol(P ) =
∑
~v∈Vert(P )
N~v, (88)
which is a sum of signed volumes of simplices with
N~v =
1
n!
(~c · ~v + d)n
γ1γ2 . . . γn| det(ai1 , ai2 , . . . , ain)|
, (89)
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the signed volume of the simplex with its apex at ~v and its base in the base
plane ~c · ~x+ d = 0. Here
• ~v is one of the vertices of P with exactly n of the planes ~ai1 · ~x =
bi1 , . . . ,~ain · ~x = bin passing through it,
• the corresponding simplex is cut out by these n planes and the base
plane ~c · ~v + d ≥ 0 with some fixed vector ~c not normal to any of the
polygon planes,
• the constants γ1, . . . , γn are the coefficients in the decomposition
~c = γ1~ai1 + . . .+ γn~ain .
Let us gain some appreciation of this formula (89) by proving it. In
dimension n = 3, let ~e1, ~e2, ~e3 be the simplex edges emanating from its main
vertex ~v and ending on its base plane ~c · ~x + d = 0. Let ~b be a point in this
base plane and let ~v0 = ~v−~b be its height, i.e. ~c ·~b+d = 0 and ~c ·~v+d = ~c ·~v0.
Clearly the symplex volume is
Vol~v =
1
3!
det(~e1, ~e2, ~e3). (90)
The corresponding vectors ~a1,~a2,~a3 are normal to respective simplex
faces, and thus each ai is proportional to the vector product ~ej × ~ek of the
two edges of that simplex face:
(~a1,~a2,~a3) = (~e2 × ~e3, ~e3 × ~e1, ~e1 × ~e2)
(
α1 0 0
0 α2 0
0 0 α3
)
. (91)
To lighten our notation letDet = det(~e1, ~e2, ~e3). By construction ~c = (~a1,~a2,~a3)γ,
thus γ1γ2
γ3
 = (~a1,~a2,~a3)−1~c = ( α−11 0 00 α−12 0
0 0 α−13
)
1
Det
~eT1~eT2
~eT3
~c, (92)
giving γj =
~ej ·~c
αjDet
. Noting that (~e2×~e3, ~e3×~e1, ~e1×~e2) = Det ·
~eT1~eT2
~eT3
−1 , we
have the Lawrence formula take the form
N~v =
1
3!
(~c · ~v + d)3
γ1γ2γ3| det(~a1,~a2,~a3)| =
1
3!
(~c · ~v0)3
~c·~e1
α1Det
~c·~e2
α2Det
~c·~e3
α3Det
|α1α2α3| |Det|3| det(~e1,~e2,~e3)|
= ± 1
3!
Det = ±Vol~v. (93)
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We used ~c · ~v0 = ~c · ~e1 = ~c · ~e2 = ~c · ~e3, since ~c is normal to the base plane
continaining ~ei − ~ej and ~v0 − ~ej.
The signs in the Lawrence formula are chosen already so that the individ-
ual simplex volumes contribute with different signs and the polygon volume
does not depend on the choice of the base plane ~c · ~x+ d = 0.
Let us choose a high horizontal plane z = M for a very large value M.
The cut volume is the difference of the volume of the (convex) regularized
blocked crystal
C¯0 = {(x, y, z) |mfx+ nfy +Rf ≤ z ≤M, f ∈ Int(N )}, (94)
and the (convex) regularized cut crystal
C¯cut = {(x, y, z) |mfx+ nfy +Rf ≤ z ≤M, f ∈ N}. (95)
The Lawrence formula applies to both C¯0 and C¯cut and thus the cut volume
is
V = Vol(C¯0)− Vol(C¯cut) =
∑
(ppp)
(ppt)
N~v −
∑
(ppi)
(pii)
(iii)
(ppt)
N~v =
∑
(ppp)
N~v −
∑
(ppi)
(pii)
(iii)
N~v, (96)
where the first sum is over the vertices (ppp) at which three perimeter planes
(i.e. planes corresponding to the points in Per(N )) meet or (ppt) at which
two perimeter and one top plane meet. The last sum is over the vertices
(∗ ∗ i) involving an internal plane as well as the vertices (ppt) involving the
top plane. The latter (ppt) contributions cancel (as, indeed, the cut volume
does not depend on the choice of the high top plane). The remaining (ppp)
contributions are moduli independent, thus, up to a constant, the volume we
are interested in is
V¯ = −
∑
a∈V
N~va , (97)
with ~va the apex of the cone cut out by mfx + nfy − z ≤ −Rf for three
internal points (mf , nf ) ∈ N forming the ∆a triangle of the triangulation.
In the Lawrence formula we choose ~c = (1, 0, 0)T and d = 0, and have
(af1 , af2 , af3) =
(
m1 m2 m3
n1 n2 n3−1 −1 −1
)
. Thus, det(af1 , af2 , af3) = m31n21 − m21n31 =
29
−δ123, where δ123 is the area of the triangle4 ((m1, n1), (m2, n2), (m3, n3)) .
And the relevant factors read off from (γ1, γ2, γ3)
T = (af1 , af2 , af3)
−1(1, 0, 0)T
are γ1 = n23/δ123, γ2 = n31/δ123, γ3 = n12/δ123. The resulting volume formula
is
V¯ = −
∑
a∈V
N~va = −
∑
a∈V
δ2a
n12n23n31
x3a
6
, (98)
with the triangle ((mi, ni))i=1,2,3 positively oriented.
5.2 GLT Function
The GLT function (76) is
G =
1
12
∑
ι
(∑
a
gιa(6M¯
ιx2a + 2Q¯
ιx3a) +
∑
a>b
gιag
ι
b(xa − xb)3
)
=
1
12
∑
ι
(∑
a
3gιax
2
a(2M¯
ι + 2Q¯ιxa)
+ 3
∑
a>b
gιag
ι
b(x
3
a − x2axb) + 3
∑
b>a
gιag
ι
b(xbx
2
a − x3a)
−2
∑
a
gιax
3
a(2Q¯
ι +
∑
b|b<a
gιb −
∑
b|b>a
gιb)
 . (99)
In terms of the Higgs field (33), this reads
G =
∑
a
∑
ι
gιaφ
ι(xa)
x2a
2
−
∑
ι
∑
a
gιa
x3a
6
2Q¯ι + ∑
b|b<a
gιb −
∑
b|b>a
gιb
 . (100)
For any given subwall a all U(1) factors ι which have a nonzero charge gιa
have the same value φι(xa), while the charges themselves satisfy
∑
ι g
ι
a = 0,
since5 n13 of the U(1) factors have g
ι
a =
m13
n13
− m23
n23
and n21 of the U(1) factors
4Here we use our conventions of the footnote on page 9, i.e. δ123 is twice the conventional
triangle area.
5We suppose for concreteness that n2 > n1 > n3.
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have gιa =
m21
n21
− m23
n23
:
±
∑
ι
gιa = n13
(
m13
n13
− m23
n23
)
+ n21
(
m21
n21
− m23
n23
)
(101)
= m13 +m21 −m23 = 0.
Thus, the first term in (100) vanishes. If we let Sιa denote the magnetic flux
in the ι-th U(1) factor to the right of the a-th subwall, then gιa = S
ι
a − Sιa−1
and Q¯ι = (Sι0 +S
ι
N)/2, as defined in (32). Thus, the second term in (100) is a
telescoping series:
∑
b|b<a g
ι
a = S
ι
a−1−Sι0 and
∑
b|b>a g
ι
a = S
ι
N −Sιa, therefore,
the last term becomes
∑
ι,a g
ι
a
x3a
6
(
Sιa + S
ι
a−1
)
=
∑
ι,a
x3a
6
((Sιa)
2−(Sιa−1)2). Sum-
ming over the U(1) factors,
∑
ι
(
(Sιa)
2 − (Sιa−1)2
)
= n21
(
m21
n21
)2
+n32
(
m32
n32
)2
−
n31
(
m31
n31
)2
= (m21n32−n21m32)
2
n21n32n31
. As a result
G = −
∑
a
x3a
6
δ2a
n12n23n31
. (102)
Here δa is twice the conventional area of the triangle (mi, ni), i = 1, 2, 3
associated with a-th subwall.
Comparing to (98) we conclude that the GLT function is equal to the cut
volume:
G = V . (103)
6 Outlook
The effective dynamics of a monopole wall are given by the electromagnetic
interaction of its constituents. In the low speed approximation it produces
the effective Lagrangian from which we read off the resulting asymptotic
moduli space metric. We proved that the Ka¨hler potential of this metric is
the Generalized Legendre Transform of the regularized crystal volume cut
out by the plane arrangement. The latter volume can be easily read off from
the monopole charges, parameters, and moduli.
The remaining challenge is to find the Ka¨hler potential for the whole
moduli space. With this goal in mind we now pose some questions and take
the liberty of making some speculations.
31
There is a more refined volume function at hand that could capture some
of the Ka¨hler potential subleading asymptotic behavior. Consider the Ronkin
function
RϕCm,n(x, y) =
1
(2pii)2
∮
|s|=exp x
rθ
|t|=exp y
rθ
ln |P (s, t)|ds
s
dt
t
. (104)
It is linear outside of the amoeba A := {(ln |s|, ln |t|) : P (s, t) = 0} with
RϕCm,n(x, y) = mx+ny+R˜m,n. Note that as moduli approach infinity R˜m,n →
Rm,n. These planes lead to a function m˜(x, y) := max(m,n)∈N{mx + ny +
R˜m,n}. The region above the graph of RϕCm,n is the melted crystal. One can
consider the volume of the region {(x, y, z) : m˜(x, y) < z < RϕCm,n(x, y)} and
use this melted volume Vmelt instead of the cut volume V used in this paper.
For large moduli these two volumes Vmelt and V are exponentially close to
each other and thus produce the same asymptotic.
One might seek to combine the two Ronkin functions Rϕ and Rθ, for
example, incorporating both θ and ϕ spectral curves Sθ and Sϕ to encode the
complete Ka¨hler potential.
The relation between the two Legendre transforms that we used can be
summarized in the following diagram:
Tent function over N Legendre Transform←−−−−−−−−−−→ Cut Crystal
Surface z = M(x, y)xy? xy
Ka¨hler Potential
K(Zf , Uf )
Generalized Legendre←−−−−−−−−−−−→
Transform
Cut Volume V(Rf )
This leads to a question: Is there a more direct relation between the tent
function and the Ka¨hler potential? Is there a natural physical meaning of
the Legendre transform of the Ronkin function in this context?
Let us conclude with a conjecture for the auxiliary function G for the
exact Ka¨hler potential. To begin, we define the Twistor Spectral curve Stw
[Che07] via the Hitchin scattering problem [Hit82]. The space of oriented
lines in the covering space R3 of the base space R×S1×S1 is the minitwistor
space TP1. Each line ` is determined by the unit vector of its direction nˆ,
(which determines the point with the complex coordinate ζ on the Riemann
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sphere P1) and the line’s displacement from the origin (which is a point in
the tangent plane at nˆ with coordinate η ∈ TζP1 = C∪ {∞}). For each line,
consider the scattering problem (Dnˆ + Φ)ψ = 0. For some lines this problem
has an L2 solutions. These lines are called the spectral lines. Each line in
R3 is a point in TP1 and the set of all spectral lines forms a curve Stw0 in
TP1. Since our initial problem is invariant under discrete shifts in the θ and
ϕ directions, the curve Stw0 descends to a curve S
tw in the quotient space
Z := TP1/2pi(rθnˆθZ⊕rϕnˆϕZ), which is the space of geodesics in R×S1×S1.
Let {η1(ζ), . . . , ηn(ζ)} be the local branches of this twistor spectral curve.
We conjecture that
G = Vmelt
(
η1
ζ
, . . . ,
ηn
ζ
)
(105)
produces the exact Ka¨hler potential.
The challenge in using such a relation is that even for the conventional
monopoles in R3 the twistor curve is notoriously difficult to find, as it should
satisfy a complicated ‘triviality condition’. In addition, for monowalls, the
curve Stw is contained in the minitwistor space Z that is non-Hausdorff,
while its cover Stw0 ⊂ TP1 is of infinite genus. Some recent approaches, such
as in [Moc19], provide promising perspectives on this problem.
Acknowledgments
SCh is grateful to the organizers of the 2019 workshop “Microlocal Methods in
Analysis and Geometry” at CIRM–Luminy and to the Institute des Hautes
E´tudes Scientifiques, Bures-sur-Yvette where the final stages of this work
were completed. SCh received funding from the European Research Council
under the European Union Horizon 2020 Framework Programme (h2020)
through the ERC Starting Grant QUASIFT (QUantum Algebraic Structures
In Field Theories) nr. 677368. RC thanks the Marshall Foundation for her
Dissertation Fellowship funding.
References
[CDZS19] Cyril Closset, Michele Del Zotto, and Vivek Saxena, Five-
dimensional SCFTs and Gauge Theory Phases: an M-theory/type
33
IIA Perspective, SciPost Phys. 6 (2019), 052, arXiv:1812.10451,
doi:10.21468/SciPostPhys.6.5.052.
[Che07] Sergey A. Cherkis, A Journey Between Two Curves, SIGMA
3 (2007), 043, arXiv:hep-th/0703108, doi:10.3842/SIGMA.
2007.043.
[Che14] , Phases of Five-dimensional Theories, Monopole Walls,
and Melting Crystals, JHEP 06 (2014), 027, arXiv:1402.7117,
doi:10.1007/JHEP06(2014)027.
[CPNS77] Sidney R. Coleman, Stephen J. Parke, Andre Neveu, and
Charles M. Sommerfield, Can One Dent a Dyon?, Phys. Rev.
D15 (1977), 544, doi:10.1103/PhysRevD.15.544.
[Cro15] Rebekah Cross, Asymptotic Dynamics of Monopole Walls, Phys.
Rev. D92 (2015), no. 4, 045029, arXiv:1506.07606, doi:10.
1103/PhysRevD.92.045029.
[Cro19] , Doubly Periodic Monopole Dynamics and Crystal Vol-
umes, Ph.D. thesis, University of Arizona, 2019.
[CW12] Sergey A. Cherkis and Richard S. Ward, Moduli of Monopole
Walls and Amoebas, JHEP 05 (2012), 090, arXiv:1202.1294,
doi:10.1007/JHEP05(2012)090.
[GKZ08] Israel M. Gelfand, Mihkail M. Kapranov, and Andrey V. Zelevin-
sky, Discriminants, Resultants and Multidimensional Determi-
nants, Modern Birkha¨user Classics, Birkha¨user Boston, Inc.,
Boston, MA, 2008, Reprint of the 1994 edition. MR 2394437
[GM95] Gary W. Gibbons and Nicholas S. Manton, The Moduli
Space Metric for Well Separated BPS Monopoles, Phys. Lett.
B356 (1995), 32–38, arXiv:hep-th/9506052, doi:10.1016/
0370-2693(95)00813-Z.
[Hit82] Nigel J. Hitchin, Monopoles and Geodesics, Commun. Math.
Phys. 83 (1982), 579–602, doi:10.1007/BF01208717.
[HKLR87] Nigel J. Hitchin, Anders Karlhede, Ulf Lindstro¨m, and Mar-
tin Rocˇek, Hyperka¨hler Metrics and Supersymmetry, Commun.
Math. Phys. 108 (1987), 535, doi:10.1007/BF01214418.
[HKM14] Masashi Hamanaka, Hiroaki Kanno, and Daichi Muranaka,
Hyper-Ka¨hler Metrics from Monopole Walls, Phys. Rev. D89
34
(2014), no. 6, 065033, arXiv:1311.7143, doi:10.1103/
PhysRevD.89.065033.
[Law91] Jim Lawrence, Polytope Volume Computation, Math. Comp. 57
(1991), no. 195, 259–271, doi:10.2307/2938672, https://doi.
org/10.2307/2938672. MR 1079024
[Lee99] Ki-Myeong Lee, Sheets of BPS Monopoles and Instantons with
Arbitrary Simple Gauge Group, Phys. Lett. B445 (1999), 387–
393, arXiv:hep-th/9810110, doi:10.1016/S0370-2693(98)
01463-4.
[LR88] Ulf Lindstro¨m and Martin Rocˇek, New Hyperka¨hler Metrics and
New Supermultiplets, Commun. Math. Phys. 115 (1988), 21, doi:
10.1007/BF01238851.
[Moc19] Takuro Mochizuki, Doubly Periodic Monopoles and q-difference
Modules, arXiv e-prints (2019), arXiv:1902.03551, arXiv:1902.
03551.
[MW14] Rafael Maldonado and Richard S. Ward, Dynamics of Monopole
Walls, Phys. Lett. B734 (2014), 328–332, arXiv:1405.4646,
doi:10.1016/j.physletb.2014.05.072.
[PP88] Henrik Pedersen and Yat Sun Poon, Hyper-Ka¨hler Metrics and
a Generalization of the Bogomolny Equations, Comm. Math.
Phys. 117 (1988), no. 4, 569–580, http://projecteuclid.org/
euclid.cmp/1104161817. MR 953820
[Sci17] Antonio Sciarappa, Exact Relativistic Toda Chain Eigenfunctions
from Separation of Variables and Gauge Theory, JHEP 10 (2017),
116, arXiv:1706.05142, doi:10.1007/JHEP10(2017)116.
[Swa62] Richard G. Swan, Factorization of Polynomials over Finite
Fields, Pacific J. Math. 12 (1962), no. 3, 1099–1106, https:
//projecteuclid.org:443/euclid.pjm/1103036322.
[TWZ18] David Treumann, Harold Williams, and Eric Zaslow, Kaste-
leyn Operators from Mirror Symmetry, arXiv e-prints (2018),
arXiv:1810.05985, arXiv:1810.05985.
[War07] Richard S. Ward, A Monopole Wall, Phys. Rev. D75 (2007),
021701, arXiv:hep-th/0612047, doi:10.1103/PhysRevD.75.
021701.
35
[War11] , Skyrmions and Monopoles: Isolated and Arrayed, J.
Phys. Conf. Ser. 284 (2011), 012005, doi:10.1088/1742-6596/
284/1/012005.
36
