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Abstract
We study homogenization of a locally periodic two-scale dual-continuum system where each
continuum interacts with the other. Equations for each continuum are written separately with
interaction terms (exchange terms) added. The homogenization limit depends strongly on the
scale of this continuum interaction term with respect to the microscopic scale. In J. S. R.
Park and V. H. Hoang, Hierarchical multiscale finite element method for multicontinuum media,
arXiv:1906.04635, we study in details the case where the interaction terms are scaled as O(1/ǫ2)
where ǫ is the microscale of the problem. We establish rigorously homogenization limit for this
case where we show that in the homogenization limit, the dual-continuum structure disappears.
In this paper, we consider the case where this term is scaled as O(1/ǫ). This case is far more
interesting and difficult as the homogenized problem is a dual-continuum system which contains
features that are not in the original two scale problem. In particular, the homogenized dual-
continuum system contains extra convection terms and negative interaction coefficients while
the interaction coefficient between the continua in the original two scale system obtains both
positive and negative values. We prove rigorously the homogenization convergence. We also
derive rigorously a homogenization convergence rate. Homogenization of dual-continuum system
of this type has not been considered before.
Key words. multiscale, homogenization, upscaling, multi-continuum.
1 Introduction
In real life applications, media with multiple continua often involve multiple scales due to hetero-
geneous media property and complicated configuration of the continua. Simulations in those media
are often very expensive and require some type of model reduction. One of the model reduction
methods is multi-continuum approach [2, 18, 11, 20, 15] where equations for each continuum are
written separately with some interaction terms (exchange terms) that represent interrelations be-
tween the continua. Those interaction terms are coupled, hence, one has to deal with a system
with several coupled equations. In this paper, we study homogenization of a dual-continuum system
with two-scale coefficients that are periodic with respect to micro-scale variable.
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There has been much effort to develop numerical methods for solving multiscale system with re-
duced complexity. We mention exemplarily the multiscale finite element methods (MsFEM) [8, 9],
the generalized multiscale finite element method (GMsFEM)[4], the heterogeneous multiscale meth-
ods (HMM) [7], and the local orthogonal decomposition (LOD) [12]. For multi-continuum systems,
numerical methods such as the GMsFEM ([5]), constraint energy minimizing (CEM) ([3]) and
non-local multi-continuum method (NLMC)([16, 6, 17]) have been developed and employed. These
methods are known to have several advantages and good convergence results. However, they do not
use the periodicity or local periodicity of the coefficients and sometimes become expensive when the
fine mesh size is necessarily much smaller than the coarse mesh size. When the coefficients of the
multiscale problem are periodic or locally periodic, the multiscale equations can be approximated
by the equivalent homogenized equations whose coefficients do not vary rapidly. The theory of
homogenization has a long and successful history. We mention only those now classical references
Bensoussan et al. [13], Bakhvalov and Panasenko [1] and Jikov et al. [10]. However, for multiscale
multi continuum systems where the multiple continua interact with each other, there has been very
little literature. As we show in this paper, homogenization of these systems can result in very inter-
esting effective phenomena that are not often seen in homogenization literature. In [14], we study
homogenization of the two-scale dual-continuum system (2.3) with the interaction terms (exchange
terms) being scaled as O( 1
ǫ2
) instead, where ǫ represents the microscopic scale. We prove that in
the homogenization limit, the two-continuum feature disappears, i.e. uǫ1 and u
ǫ
2 converge to the
same limit. In this paper, we consider the case where the interaction terms are scaled as O(1
ǫ
). We
prove that the homogenization system for this case is far more interesting and complicated. The
homogenized two-continuum system consists of convection continuum interacting terms which do
not appear in the original two-scale system (2.3). Furthermore, the homogenized two-continuum
system has negative interaction coefficients while the interaction coefficients of the original two
scale system obtain both positive and negative values.
We provide a rigorous proof of homogenization convergence. The proof is significantly more
difficult than that for the system in [14] because of the 1
ǫ
-scale of the interaction terms in our
system and the complicated homogenization limit. We also derive a homogenization error under
regularity conditions for the solutions to the cell problems and the homogenized equation. Such a
homogenization error has never been derived for multiscale multi-continuum systems before. The
main results are Theorems 2.1 and 2.2.
The paper is organized as follows. In Section 2, we set up the two scale multi-continuum systems.
We perform the two scale asymptotic expansion to derive the homogenized multicontinuum systems.
It is clear from the two scale asymptotic expansion that the homogenized system contains extra
convection terms that do not appear in the original two scale system. We then state the main
results of the paper on the convergence of the solution of the multiscale multi-continuum system to
the solution of the homogenized multi-continuum system. In Section 3, we present the proof of the
convergence of the solutions of the multiscale system to the solution of the homogenized system.
In Section 4, we derive a corrector and prove a homogenization error estimate where the solutions
to the cell problems and the solutions to the homogenized multi-continuum system are sufficiently
regular. Finally, the appendix in the end of the paper contains the proofs of the existence and
uniqueness of solutions to both the original two scale system and the homogenized equations.
In this paper, we denote the gradient with respect to x of a function that only depends on the
variable x, or the variables x and t by ∇. By ∇x, we denote the partial gradient with respect to x
of a function that depends on x, y and t. Repeated indices indicate summation. The notation #
denotes spaces of periodic functions.
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2 Problem formulation
2.1 Two scale multicontinuum problem
Let Ω be a bounded domain in Rd. Let Y be a unit cube in Rd. Let Q(x, y), Cii(x, y) and κi(x, y)
(i = 1, 2) be continuous functions on Ω × Y which are Y -periodic with respect to y. We assume
that ∫
Y
Q(x, y)dy = 0. (2.1)
Let T > 0. Let q be a function in L2((0, T )×Ω). Let ǫ > 0 be a small quantity that represents the
microscopic scale the coefficients depend on. We define the two scale coefficients as
Cǫii(x) = Cii(x,
x
ǫ
), κǫi(x) = κi(x,
x
ǫ
), i = 1, 2, and Qǫ(x) = Q(x,
x
ǫ
). (2.2)
Let H denote the space L2(Ω) and V denote the space H10 (Ω). We consider the following dual-
continuum system.
Cǫ11(x)
∂uǫ1(t, x)
∂t
= div(κǫ1(x)∇u
ǫ
1(t, x)) +
1
ǫ
Qǫ(x)(uǫ2(t, x)− u
ǫ
1(t, x)) + q, x ∈ Ω,
Cǫ22(x)
∂uǫ2(t, x)
∂t
= div(κǫ2(x)∇u
ǫ
2(t, x)) +
1
ǫ
Qǫ(x)(uǫ1(t, x)− u
ǫ
2(t, x)) + q, x ∈ Ω,
(2.3)
with the Dirichlet boundary condition uǫ1(t, x) = u
ǫ
2(t, x) = 0 for x ∈ ∂Ω, and with the initial
condition uǫ1(0, x) = g1(x), u
ǫ
2(0, x) = g2(x) where g1 and g2 are in H. We assume there exist
positive constants C, κ such that
Cii(x, y) ≥ C, κi(x, y) ≥ κ. (2.4)
In the weak form, equations (2.3) are of the form∫
Ω
Cǫ11
∂uǫ1
∂t
φ1dx+
∫
Ω
κǫ1∇u
ǫ
1 · ∇φ1dx−
1
ǫ
∫
Ω
Qǫ(uǫ2 − u
ǫ
1)φ1dx =
∫
Ω
qφ1dx,∫
Ω
Cǫ22
∂uǫ2
∂t
φ2dx+
∫
Ω
κǫ2∇u
ǫ
2 · ∇φ2dx−
1
ǫ
∫
Ω
Qǫ(uǫ1 − u
ǫ
2)φ2dx =
∫
Ω
qφ2dx.
(2.5)
for all φ1 and φ2 in C
∞
0 (Ω). We will prove in the appendix that system (2.3) has a unique solution
(uǫ1, u
ǫ
2) ∈ L
2(0, T ;V ) ∩H1(0, T ;V ′)× L2(0, T ;V ) ∩H1(0, T ;V ′) which satisfies
||uǫ1||L2(0,T ;V )∩H1(0,T ;V ′) + ||u
ǫ
2||L2(0,T ;V )∩H1(0,T ;V ′) ≤ C (2.6)
for a constant C > 0 independent of ǫ.
2.2 Homogenization of multi-continuum system
We study homogenization of this multi-continuum system by using the standard two scale asymp-
totic expansion. We consider the two scale asymptotic expansion of uǫ1 and u
ǫ
2
uǫ1(t, x) = u10(t, x,
x
ǫ
) + ǫu11(t, x,
x
ǫ
) + · · ·
uǫ2(t, x) = u20(t, x,
x
ǫ
) + ǫu21(t, x,
x
ǫ
) + · · · ,
(2.7)
3
where the functions u1j(t, x, y) and u2j(t, x, y) are Y -periodic with respect to y. From (2.3), we
have
C11
∂(u10 + ǫu11 + · · · )
∂t
= (divx+
1
ǫ
divy)(κ1(∇x +
1
ǫ
∇y)(u10 + ǫu11 + · · · )) +
1
ǫ
Q(u20 + ǫu21 − u10 − ǫu11 + · · · ) + q,
C22
∂(u20 + ǫu21 + · · · )
∂t
= (divx+
1
ǫ
divy)(κ2(∇x +
1
ǫ
∇y)(u20 + ǫu21 + · · · )) +
1
ǫ
Q(u10 + ǫu11 − u20 − ǫu21 + · · · ) + q.
(2.8)
Collecting the ǫ−2 terms, we obtain
divy(κ1(x, y)∇yu10(t, x, y)) = 0
divy(κ2(x, y)∇yu20(t, x, y)) = 0.
(2.9)
From this, we deduce u10 and u20 are independent of y. Collecting the ǫ
−1 terms we obtain
divy(κ1∇u10) + divy(κ1∇yu11) +Q(u20 − u10) = 0
divy(κ2∇u20) + divy(κ2∇yu21) +Q(u10 − u20) = 0.
(2.10)
Therefore,
u11(t, x, y) =
d∑
i=1
N i1(x, y)
∂u10(t, x)
∂xi
+M1(x, y)(u20(t, x)− u10(t, x))
u21(t, x, y) =
d∑
i=1
N i2(x, y)
∂u20(t, x)
∂xi
+M2(x, y)(u10(t, x)− u20(t, x)),
(2.11)
where N i1(x, y), N
i
2(x, y) (i = 1, . . . , d), M1(x, y) and M2(x, y), as functions of y are the solutions
of the following cell problems respectively.
divy(κ1(x, y)(e
i +∇yN
i
1(x, y))) = 0
divy(κ1(x, y)∇yM1(x, y)) +Q(x, y) = 0
divy(κ2(x, y)(e
i +∇yN
i
2(x, y))) = 0
divy(κ2(x, y)∇yM2(x, y)) +Q(x, y) = 0
(2.12)
with the periodic boundary condition, where ei is the ith standard basis vector of Rd. Problems
(2.12 (a),(c)) have a unique solution in H1#(Y )/R; problems (2.12 (b),(d)) have a unique solution
since
∫
Y
Q(x, y)dy = 0. Collecting the ǫ0 terms, we have,
C11
∂u10
∂t
=divx(κ1∇u10) + divy(κ1∇xu11) + divx(κ1∇yu11) + divy(κ1∇yu12) +Q(u21 − u11) + q
C22
∂u20
∂t
=divx(κ2∇u20) + divy(κ2∇xu21) + divx(κ2∇yu21) + divy(κ2∇yu22) +Q(u11 − u21) + q.
(2.13)
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Integrating with respect to y over Y and using (2.11), we have(∫
Y
C11dy
)
∂u10
∂t
= div(κ∗1∇u10) + div
((∫
Y
κ1∇yM1dy
)
(u20 − u10)
)
+
((∫
Y
QN i2dy
)∂u20
∂xi
−
( ∫
Y
QN i1dy
)∂u10
∂xi
)
−
(∫
Y
Q(M1 +M2)dy
)
(u20 − u10) + q(∫
Y
C22dy
)
∂u20
∂t
= div(κ∗2∇u20) + div
((∫
Y
κ2∇yM2dy
)
(u10 − u20)
)
+
((∫
Y
QN i1dy
)∂u10
∂xi
−
( ∫
Y
QN i2dy
)∂u20
∂xi
)
−
(∫
Y
Q(M1 +M2)dy
)
(u10 − u20) + q,
(2.14)
where
κ∗1ij(x) =
∫
Y
κ1(x, y)(δij +
∂N j1 (x, y)
∂yi
)dy
κ∗2ij(x) =
∫
Y
κ2(x, y)(δij +
∂N j2 (x, y)
∂yi
)dy.
(2.15)
We note that κ∗1ij(x) and κ
∗
2ij(x) are standard homogenized coefficients for elliptic problems [13].
They are symmetric and positive definite ([13]). We will show in Section 3 that the initial conditions
for u10, u20 are
u10(0, x) = g1(x), u20(0, x) = g2(x). (2.16)
In the appendix, we show that the homogenized problem (2.14) with these initial conditions has a
unique solution.
Remark. The case where the continuum interacting term is scaled as 1/ǫ considered in this
paper has the most interesting homogenization limit, in comparison to other scalings, e.g. the
1/ǫ2 scale case considered in [14]. It can be shown that the continuum interacting coefficient
−
∫
Y
Q(M1+M2)dy in (2.14) is always negative while the interaction coefficient
1
ǫ
Q in the two-scale
problem can be both positive and negative due to Assumption (2.1). The homogenized equation
(2.14) has convection terms, which is different from the original equation (2.3).
We have the following homogenization results.
Theorem 2.1. Assume that the solution N i1 and N
i
2 (i = 1, . . . , d) of cell problem (2.12 (a),(c))
belong to C2(Ω¯, C2(Y¯ )) and the coefficients κ1 and κ2 belong to C
1(Ω¯, C1(Y¯ )). The sequence (uǫ1, u
ǫ
2)
of the solutions to (2.3) converges weakly to (u10, u20) in L
2(0, T ;V )×L2(0, T ;V ), where (u10, u20)
is the solution of the homogenized equations (2.14) with initial conditions (2.16).
Since
∫
Y
Q(x, y)dy = 0, there is a vector function Q(x, y) which is periodic with respect to
y such that Q(x, y) = divyQ(x, y) (see [10]). We have the following result on homogenization
convergence rate.
Theorem 2.2. Assume κ1, κ2 ∈ C
1(Ω¯;C(Y¯ )), u10, u20 ∈ C([0, T ];C
2(Ω¯)) ∩ C1([0, T ];C1(Ω¯)),
N ik,Mk ∈ C
1(Ω¯, C1(Y¯ )), (i = 1, . . . , d, k = 1, 2), Q ∈ C2(Ω¯;C1(Y¯ ))2. Then we have
||∇uǫ11 −∇u10 −∇yu11(·, ·,
·
ǫ
)||L2(0,T ;H) + ||∇u
ǫ
21 −∇u20 −∇yu21(·, ·,
·
ǫ
)||L2(0,T ;H) ≤ cǫ
1
2 (2.17)
where the constant c is independent of ǫ.
We prove Theorems 2.1 and 2.2 in Sections 3 and 4 respectively.
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3 Proof of homogenization convergence
In this section, we prove Theorem 2.1 on homogenization convergence for the solution of the two
scale multi-continuum system (2.3). From (2.6), there exists a subsequence of (uǫ1, u
ǫ
2), which we
still denote by (uǫ1, u
ǫ
2) , u10 and u20 such that
uǫ1 ⇀ u10, u
ǫ
2 ⇀ u20 in L
2(0, T ;V ). (3.1)
We show that (u10, u20) satisfies the homogenized problem (2.14). Recall N
i
1, N
i
2, M1 and M2
in H1#(Y ) as functions of y are the solutions of the cell problems (2.12). Fixing i = 1, . . . , d, we
consider
ωǫ1(x) = xi + ǫN
i
1(x,
x
ǫ
) and ωǫ2(x) = xi + ǫN
i
2(x,
x
ǫ
). (3.2)
Under regularity conditions for κ1, κ2, N
i
1 and N
i
2, we have
− div(κǫ1(x)∇ω
ǫ
1(x))
= −
1
ǫ
divy(κ1(x,
x
ǫ
)(ei +∇yN
i
1(x,
x
ǫ
)))− ǫ divx(κ1(x,
x
ǫ
)∇xN
i
1(x,
x
ǫ
))
− divx(κ1(x,
x
ǫ
)(ei +∇yN
i
1(x,
x
ǫ
)))− divy(κ1(x,
x
ǫ
)∇xN
i
1(x,
x
ǫ
))
(3.3)
and
− div(κǫ2(x)∇ω
ǫ
2(x))
= −
1
ǫ
divy(κ2(x,
x
ǫ
)(ei +∇yN
i
2(x,
x
ǫ
)))− ǫ divx(κ2(x,
x
ǫ
)∇xN
i
2(x,
x
ǫ
))
− divx(κ2(x,
x
ǫ
)(ei +∇yN
i
2(x,
x
ǫ
)))− divy(κ2(x,
x
ǫ
)∇xN
i
2(x,
x
ǫ
)).
(3.4)
Let φ ∈ C∞0 (Ω). From (2.5), we have∫
Ω
Cǫ11
∂uǫ1
∂t
φωǫ1dx+
∫
Ω
κǫ1∇u
ǫ
1 · ∇(φω
ǫ
1)dx−
∫
Ω
1
ǫ
Qǫ(uǫ2 − u
ǫ
1)φω
ǫ
1dx =
∫
Ω
qφωǫ1dx, (3.5)
and ∫
Ω
Cǫ22
∂uǫ2
∂t
φωǫ2dx+
∫
Ω
κǫ2∇u
ǫ
2 · ∇(φω
ǫ
2)dx−
∫
Ω
1
ǫ
Qǫ(uǫ1 − u
ǫ
2)φω
ǫ
2dx =
∫
Ω
qφωǫ2dx. (3.6)
Multiplying (3.3) and (3.4) by φuǫ1 and φu
ǫ
2 respectively and integrate over Ω we have∫
Ω
κǫ1∇ω
ǫ
1 · ∇(φu
ǫ
1)dx = −ǫ
∫
Ω
divx(κ1(x,
x
ǫ
)∇xN
i
1(x,
x
ǫ
))φuǫ1dx
−
∫
Ω
divx(κ1(x,
x
ǫ
)(ei +∇yN
i
1(x,
x
ǫ
)))φuǫ1dx−
∫
Ω
divy(κ1(x,
x
ǫ
)∇xN
i
1(x,
x
ǫ
))φuǫ1dx,
(3.7)
and ∫
Ω
κǫ2∇ω
ǫ
2 · ∇(φu
ǫ
2)dx = −ǫ
∫
Ω
divx(κ2(x,
x
ǫ
)∇xN
i
2(x,
x
ǫ
))φuǫ2dx
−
∫
Ω
divx(κ2(x,
x
ǫ
)(ei +∇yN
i
2(x,
x
ǫ
)))φuǫ2dx−
∫
Ω
divy(κ2(x,
x
ǫ
)∇xN
i
2(x,
x
ǫ
))φuǫ2dx.
(3.8)
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Let ψ ∈ C∞0 (0, T ). Subtracting (3.7), (3.8) from (3.5) and (3.6) respectively, we obtain∫ T
0
∫
Ω
Cǫ11
∂uǫ1
∂t
φψωǫ1dxdt+
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇φω
ǫ
1ψdxdt−
∫ T
0
∫
Ω
1
ǫ
Qǫ(uǫ2 − u
ǫ
1)φω
ǫ
1ψdxdt
−
∫ T
0
∫
Ω
κǫ1∇ω
ǫ
1 · (∇φu
ǫ
1)ψdxdt
=
∫ T
0
∫
Ω
qφωǫ1ψdxdt+ ǫ
∫ T
0
∫
Ω
divx
(
κ1(x,
x
ǫ
)∇xN
i
1(x,
x
ǫ
)
)
φuǫ1ψdxdt
+
∫ T
0
∫
Ω
divx
(
κ1(x,
x
ǫ
)(ei +∇yN
i
1(x,
x
ǫ
))
)
φuǫ1ψdxdt+
∫ T
0
∫
Ω
divy
(
κ1(x,
x
ǫ
)∇xN
i
1(x,
x
ǫ
)
)
φuǫ1ψdxdt
(3.9)
and∫ T
0
∫
Ω
Cǫ22
∂uǫ2
∂t
φψωǫ2dxdt+
∫ T
0
∫
Ω
κǫ2∇u
ǫ
2 · ∇φω
ǫ
2ψdxdt−
∫ T
0
∫
Ω
1
ǫ
Qǫ(uǫ1 − u
ǫ
2)φω
ǫ
2ψdxdt
−
∫ T
0
∫
Ω
κǫ2∇ω
ǫ
2 · (∇φu
ǫ
2)ψdxdt
=
∫ T
0
∫
Ω
qφωǫ2ψdxdt+ ǫ
∫ T
0
∫
Ω
divx
(
κ2(x,
x
ǫ
)∇xN
i
2(x,
x
ǫ
)
)
φuǫ2ψdxdt
+
∫ T
0
∫
Ω
divx
(
κ2(x,
x
ǫ
)(ei +∇yN
i
2(x,
x
ǫ
))
)
φuǫ2ψdxdt+
∫ T
0
∫
Ω
divy
(
κ2(x,
x
ǫ
)∇xN
i
2(x,
x
ǫ
)
)
φuǫ2ψdxdt.
(3.10)
We have the following lemma.
Lemma 3.1. The functions
∫ T
0 ψ(t)u
ǫ
1(t, x)dt and
∫ T
0 ψ(t)u
ǫ
2(t, x)dt converge strongly in H to∫ T
0 ψ(t)u10(t, x)dt and
∫ T
0 ψ(t)u20(t, x)dt respectively, for ψ ∈ C
∞
0 (0, T ).
Proof This is the standard result in Jikov et al. [10]. As uǫ1 is uniformly bounded in L
2(0, T ;V ),
we have that
∫ T
0 ψ(t)u
ǫ
1(t, x)dt is uniformly bounded in V . Thus we can extract a subsequence which
converges weakly in V and strongly in H. As for all φ ∈ C∞0 (Ω),∫
Ω
∫ T
0
ψ(t)uǫ1(t, x)φ(x)dtdx→
∫
Ω
∫ T
0
ψ(t)u10(t, x)φ(x)dtdx,
the limit is
∫
Ω ψ(t)u10(t, x)dt. 
We have ∫ T
0
∫
Ω
Cǫ11
∂uǫ1
∂t
φψωǫ1dxdt = −
∫
Ω
Cǫ11
(∫ T
0
uǫ1
∂ψ
∂t
dt
)
φωǫ1dx.
Note that Cǫ11 converges weakly to
∫
Y
C11(x, y)dy in H, and
∫ T
0 u
ǫ
1
∂ψ
∂t
dt converges strongly to∫ T
0 u10
∂ψ
∂t
dt in H. Thus
lim
ǫ→0
∫ T
0
∫
Ω
Cǫ11
∂uǫ1
∂t
φψωǫ1dxdt = −
∫ T
0
∫
Ω
(∫
Y
C11(x, y)dy
)
u10
∂ψ
∂t
φxidxdt
=
∫ T
0
∫
Ω
(∫
Y
C11(x, y)dy
)
∂u10
∂t
ψφxidxdt.
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Note that we have
κǫ1(x)∇ω
ǫ
1(x) = κ1(x,
x
ǫ
)
(
(ei +∇yN
i
1(x,
x
ǫ
)) + ǫ∇xN
i
1(x,
x
ǫ
)
)
,
κǫ2(x)∇ω
ǫ
2(x) = κ2(x,
x
ǫ
)
(
(ei +∇yN
i
2(x,
x
ǫ
)) + ǫ∇xN
i
2(x,
x
ǫ
)
)
.
(3.11)
Also, note that due to Y -periodicity of κ and N i, we have
κ1(x,
x
ǫ
)(ei +∇yN
i
1(x,
x
ǫ
))⇀
∫
Y
κ1(x, y)(e
i +∇yN
i
1(x, y))dy,
κ2(x,
x
ǫ
)(ei +∇yN
i
2(x,
x
ǫ
))⇀
∫
Y
κ2(x, y)(e
i +∇yN
i
2(x, y))dy in H.
(3.12)
Passing to the limit in (3.9), (3.10), we obtain from Lemma 3.1,∫ T
0
∫
Ω
(∫
Y
C11dy
)
∂u10
∂t
φψxidxdt−
∫ T
0
∫
Ω
(∫
Y
κ1(e
i +∇yN
i
1)dy
)
· ∇φψu10dxdt
+ lim
ǫ→0
(∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇φψω
ǫ
1dxdt−
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ2 − u
ǫ
1)φω
ǫ
1ψdxdt
)
=
∫ T
0
∫
Ω
qφxiψdxdt +
∫ T
0
∫
Ω
div
(∫
Y
κ1(e
i +∇yN
i
1)dy
)
φu10ψdxdt
(3.13)
and ∫ T
0
∫
Ω
(∫
Y
C22dy
)
∂u20
∂t
φψxidxdt−
∫ T
0
∫
Ω
(∫
Y
κ2(e
i +∇yN
i
2)dy
)
· ∇φψu20dxdt
+ lim
ǫ→0
(∫ T
0
∫
Ω
κǫ2∇u
ǫ
2 · ∇φψω
ǫ
2dxdt−
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ1 − u
ǫ
2)φω
ǫ
2ψdxdt
)
=
∫ T
0
∫
Ω
qφxiψdxdt+
∫ T
0
∫
Ω
div
(∫
Y
κ2(e
i +∇yN
i
2)dy
)
φu20ψdxdt.
(3.14)
Letting φ1 and φ2 in (2.5) be φxi for φ ∈ C
∞
0 (Ω), we get∫ T
0
∫
Ω
Cǫ11
∂uǫ1
∂t
φψxidxdt+
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇(φxi)ψdxdt−
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ2 − u
ǫ
1)φψxidxdt
=
∫ T
0
∫
Ω
qφψxidxdt.
(3.15)
Passing to the limit when ǫ→ 0, we obtain∫ T
0
∫
Ω
(∫
Y
C11dy
)
∂u10
∂t
φψxidxdt+ lim
ǫ→0
(∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇(φxi)ψdxdt−
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ2 − u
ǫ
1)φψxidxdt
)
=
∫ T
0
∫
Ω
qφxiψdxdt.
(3.16)
Subtracting (3.16) from (3.13), one obtains
−
∫ T
0
∫
Ω
(∫
Y
κ1(e
i +∇yN
i
1)dy
)
· ∇φψu10dxdt
− lim
ǫ→0
(∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · e
iφψdxdt+
∫ T
0
∫
Ω
Qǫ(uǫ2 − u
ǫ
1)N
i
1(x,
x
ǫ
)φψdxdt
)
= −
∫ T
0
∫
Ω
(∫
Y
κ1(e
i +∇yN
i
1)dy
)
· ∇(u10φ)ψdxdt.
(3.17)
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Using Lemma 3.1, we get
−
∫ T
0
∫
Ω
(∫
Y
κ1(e
i +∇yN
i
1)dy
)
· ∇φψu10dxdt
− lim
ǫ→0
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · e
iφψdxdt−
∫ T
0
∫
Ω
(∫
Y
QN i1dy
)
(u20 − u10)φψdxdt
= −
∫ T
0
∫
Ω
∫
Y
κ1(e
i +∇yN
i
1)dy · ∇(u10φ)ψdxdt.
(3.18)
From this, we have
lim
ǫ→0
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · e
iφψdxdt = −
∫ T
0
∫
Ω
(∫
Y
κ1(e
i +∇yN
i
1)dy
)
· ∇φψu10dxdt
+
∫ T
0
∫
Ω
(∫
Y
κ1(e
i +∇yN
i
1)dy
)
· ∇(u10φ)ψdxdt −
∫ T
0
∫
Ω
(∫
Y
QN i1dy
)
(u20 − u10)φψdxdt
=
∫ T
0
∫
Ω
(∫
Y
κ1(e
i +∇yN
i
1)dy
)
· ∇u10φψdxdt+
∫ T
0
∫
Ω
(∫
Y
κ1∇yM1 · e
idy
)
(u20 − u10)φψdxdt,
(3.19)
where we use (2.12 (a),(b)) for the last term of (3.19). Similarly,
lim
ǫ→0
∫ T
0
∫
Ω
κǫ2∇u
ǫ
2 · e
iφψdxdt
=
∫ T
0
∫
Ω
(∫
Y
κ2(e
i +∇yN
i
2)dy
)
· ∇u20φdxψdt+
∫ T
0
∫
Ω
(∫
Y
κ2∇yM2 · e
idy
)
(u10 − u20)φψdxdt.
(3.20)
From (3.19), one obtains
lim
ǫ→0
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇φψdxdt
=
∫ T
0
∫
Ω
(∫
Y
κ1(e
i +∇yN
i
1)dy
)
· ∇u10
∂φ
∂xi
ψdxdt+
∫ T
0
∫
Ω
(∫
Y
κ1∇yM1 · e
idy
)
(u20 − u10)
∂φ
∂xi
ψdxdt
=
∫ T
0
∫
Ω
κ∗1∇u10 · ∇φψdxdt+
∫ T
0
∫
Ω
(∫
Y
κ1∇yM1dy
)
· ∇φψ(u20 − u10)dxdt,
(3.21)
where we have used the standard result on the symmetry of the homogenized coefficient κ∗1 defined
in (2.15) (see, e.g., [13]). Similarly, we deduce
lim
ǫ→0
∫ T
0
∫
Ω
κǫ2∇u
ǫ
2 · ∇φψdxdt
=
∫ T
0
∫
Ω
κ∗2∇u20 · ∇φψdxdt+
∫ T
0
∫
Ω
(∫
Y
κ2∇yM2dy
)
· ∇φψ(u10 − u20)dxdt,
(3.22)
where κ∗2 is defined in (2.15). We define γ
ǫ
1 and γ
ǫ
2 as
γǫ1(x) = ǫM1(x,
x
ǫ
), γǫ2(x) = ǫM2(x,
x
ǫ
). (3.23)
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Under the smoothness conditions for κ1, M1, we have
−div(κǫ1(x)∇γ
ǫ
1(x)) = −
1
ǫ
divy(κ1(x,
x
ǫ
)∇yM1(x,
x
ǫ
))− ǫ divx(κ1(x,
x
ǫ
)∇xM1(x,
x
ǫ
))
− divx(κ1(x,
x
ǫ
)∇yM1(x,
x
ǫ
))− divy(κ1(x,
x
ǫ
)∇xM1(x,
x
ǫ
)).
(3.24)
Letting φ1(x) = φ(x)γ
ǫ
1(x) where φ ∈ C
∞
0 (Ω) in (2.5), we obtain∫
Ω
Cǫ11
∂uǫ1
∂t
φγǫ1dx+
∫
Ω
κǫ1∇u
ǫ
1 · ∇(φγ
ǫ
1)dx−
∫
Ω
1
ǫ
Qǫ(uǫ2 − u
ǫ
1)φγ
ǫ
1dx =
∫
Ω
qφγǫ1dx. (3.25)
Let ψ ∈ C∞0 ((0, T )). From (3.24) we have∫ T
0
∫
Ω
div(κǫ1∇γ
ǫ
1)φ(x)u
ǫ
1ψ(t)dxdt = −
1
ǫ
∫ T
0
∫
Ω
Q(x,
x
ǫ
)φ(x)uǫ1ψ(t)dxdt
+ǫ
∫ T
0
∫
Ω
divx
(
κ1(x,
x
ǫ
)∇xM1(x,
x
ǫ
)
)
φ(x)uǫ1ψ(t)dxdt +
∫ T
0
∫
Ω
divx
(
κ1(x,
x
ǫ
)∇yM1(x,
x
ǫ
)
)
φ(x)uǫ1ψ(t)dxdt
+
∫ T
0
∫
Ω
divy
(
κ1(x,
x
ǫ
)∇xM1(x,
x
ǫ
)
)
φ(x)uǫ1ψ(t)dxdt.
(3.26)
Adding (3.25) and (3.26), we have∫ T
0
∫
Ω
Cǫ11
∂uǫ1
∂t
φγǫ1ψdxdt+
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇(φγ
ǫ
1)ψdxdt−
∫ T
0
∫
Ω
1
ǫ
Qǫ(uǫ2 − u
ǫ
1)φγ
ǫ
1ψdxdt
+
∫ T
0
∫
Ω
div(κǫ1∇γ
ǫ
1)φu
ǫ
1ψdxdt =
∫ T
0
∫
Ω
qφγǫ1ψdxdt−
1
ǫ
∫ T
0
∫
Ω
Q(x,
x
ǫ
)φuǫ1ψdxdt
+ǫ
∫ T
0
∫
Ω
divx
(
κ1(x,
x
ǫ
)∇xM1(x,
x
ǫ
)
)
φuǫ1ψdxdt+
∫ T
0
∫
Ω
divx
(
κ1(x,
x
ǫ
)∇yM1(x,
x
ǫ
)
)
φuǫ1ψdxdt
+
∫ T
0
∫
Ω
divy
(
κ1(x,
x
ǫ
)∇xM1(x,
x
ǫ
)
)
φuǫ1ψdxdt.
(3.27)
We note that on the left hand side of (3.27),∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇(φγ
ǫ
1)ψdxdt+
∫ T
0
∫
Ω
div(κǫ1∇γ
ǫ
1)φu
ǫ
1ψdxdt =∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇φγ
ǫ
1ψdxdt−
∫ T
0
∫
Ω
κǫ1∇γ
ǫ
1 · ∇φu
ǫ
1dxdt.
Passing (3.27) to the limit, using Lemma 3.1, one obtains
−
∫ T
0
∫
Ω
(∫
Y
κ1(x, y)∇yM1(x.y)dy
)
· ∇φ(x)u10ψ(t)dxdt
−
∫ T
0
∫
Ω
(∫
Y
Q(x, y)M1(x, y)dy
)
(u20 − u10)φ(x)ψ(t)dxdt
=− lim
ǫ→0
1
ǫ
∫ T
0
∫
Ω
Q(x,
x
ǫ
)φ(x)uǫ1ψ(t)dxdt +
∫ T
0
∫
Ω
div
(∫
Y
κ1(x, y)∇yM1(x, y)dy
)
φ(x)u10ψ(t)dxdt
+
∫ T
0
∫
Ω
(∫
Y
divy(κ1(x, y)∇xM1(x, y))dy
)
φ(x)u10ψ(t)dxdt.
(3.28)
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Due to periodicity, the last term on the right hand side equals 0. We thus have
lim
ǫ→0
1
ǫ
∫ T
0
∫
Ω
Q(x,
x
ǫ
)uǫ1φ(x)ψ(t)dxdt
=
∫ T
0
∫
Ω
(∫
Y
QM1dy
)
(u20 − u10)φψdxdt −
∫ T
0
∫
Ω
(∫
Y
κ1∇yM1dy
)
· ∇(φu10)ψdxdt
+
∫ T
0
∫
Ω
(∫
Y
κ1∇yM1dy
)
· ∇φu10ψdxdt
=
∫ T
0
∫
Ω
(∫
Y
QM1dy
)
(u20 − u10)φψdxdt −
∫ T
0
∫
Ω
(∫
Y
κ1∇yM1dy
)
· ∇u10φψdxdt.
(3.29)
Similarly, we obtain
lim
ǫ→0
1
ǫ
∫ T
0
∫
Ω
Q(x,
x
ǫ
)uǫ2φ(x)ψ(t)dxdt
=
∫ T
0
∫
Ω
(∫
Y
QM2dy
)
(u10 − u20)φψdxdt −
∫ T
0
∫
Ω
(∫
Y
κ2∇yM2dy
)
· ∇u20φψdxdt.
(3.30)
Thus
lim
ǫ→0
1
ǫ
∫ T
0
∫
Ω
Q(x,
x
ǫ
)(uǫ2 − u
ǫ
1)φ(x)ψ(t)dxdt
=−
∫ T
0
∫
Ω
(∫
Y
Q(M1 +M2)dy
)
(u20 − u10)φψdxdt
−
∫ T
0
∫
Ω
(∫
Y
κ2∇yM2dy
)
· ∇u20φψdxdt+
∫ T
0
∫
Ω
(∫
Y
κ1∇yM1dy
)
· ∇u10φψdxdt.
=−
∫ T
0
∫
Ω
(∫
Y
Q(M1 +M2)dy
)
(u20 − u10)φ(x)ψ(t)dxdt
−
∫ T
0
∫
Ω
(∫
Y
κ2e
i · ∇yM2dy
)
∂u20
∂xi
φdxψdt+
∫ T
0
∫
Ω
(∫
Y
κ1e
i · ∇yM1dy
)
∂u10
∂xi
φdxψdt
=−
∫ T
0
∫
Ω
(∫
Y
Q(M1 +M2)dy
)
(u20 − u10)φψdxdt
+
∫ T
0
∫
Ω
(∫
Y
κ2∇yN
i
2 · ∇yM2dy
)
∂u20
∂xi
φψdxψdt −
∫ T
0
∫
Ω
(∫
Y
κ1∇yN
i
1 · ∇yM1dy
)
∂u10
∂xi
φψdxdt
(3.31)
where we have used cell problems (2.12 (a),(c)). Using cell problems (2.12 (b),(d)), we have
lim
ǫ→0
1
ǫ
∫ T
0
∫
Ω
Q(x,
x
ǫ
)(uǫ2 − u
ǫ
1)φψdxdt
= −
∫ T
0
∫
Ω
(∫
Y
Q(M1 +M2)dy
)
(u20 − u10)φψdxdt
+
∫ T
0
∫
Ω
(∫
Y
QN i2dy
)
∂u20
∂xi
φψdxdt−
∫ T
0
∫
Ω
(∫
Y
QN i1dy
)
∂u10
∂xi
φψdxdt.
(3.32)
We are now ready to prove Theorem 2.1.
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Proof of Theorem 2.1
From (2.5)
∫ T
0
∫
Ω
Cǫ11
∂uǫ1
∂t
φψdxdt+
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇φψdxdt−
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ2 − u
ǫ
1)φψdxdt =
∫ T
0
∫
Ω
qφψdxdt.
(3.33)
for all φ ∈ C∞0 (Ω) and ψ ∈ C
∞
0 ((0, T )). Passing to the limit, from (3.21), (3.32), Lemma 3.1, we
have∫ T
0
∫
Ω
∫
Y
C11dy
∂u10
∂t
φψdxdt
+
∫ T
0
∫
Ω
κ∗1∇u10 · ∇φψdxdt+
∫ T
0
∫
Ω
(∫
Y
κ1∇yM1dy
)
· ∇φ(u20 − u10)ψdxdt
−
∫ T
0
∫
Ω
((∫
Y
QN i2dy
)
∂u20
∂xi
−
(∫
Y
QN i1dy
)
∂u10
∂xi
)
φψdxdt
+
∫ T
0
∫
Ω
(∫
Y
Q(M1 +M2)dy
)
(u20 − u10)φψdxdt =
∫ T
0
∫
Ω
qφψdxdt.
(3.34)
Similarly, we derive∫ T
0
∫
Ω
∫
Y
C22dy
∂u20
∂t
φdxψdt
+
∫ T
0
∫
Ω
κ∗2∇u20 · ∇φψdxdt+
∫ T
0
∫
Ω
(∫
Y
κ2∇yM2dy
)
· ∇φ(u10 − u20)ψdxdt
−
∫ T
0
∫
Ω
((∫
Y
QN i1dy
)
∂u10
∂xi
−
(∫
Y
QN i2dy
)
∂u20
∂xi
)
φψdxdt
+
∫ T
0
∫
Ω
(∫
Y
Q(M1 +M2)dy
)
(u10 − u20)φψdxdt. =
∫ T
0
∫
Ω
qφψdxdt,
(3.35)
where
κ∗1ij(x) =
∫
Y
κ1(x, y)(δij +
∂N j1 (x, y)
∂yi
)dy, κ∗2ij(x) =
∫
Y
κ2(x, y)(δij +
∂N j2 (x, y)
∂yi
)dy. (3.36)
We now prove the initial condition of u10, u20. From (A.5) and (A.6) and (2.6), we deduce
that Cǫ11
∂uˆǫ
1
∂t
is also bounded in L2(0, T ;V ′), where uˆǫ1 = u
ǫ
1e
−λt and thus, Cǫ11
∂uǫ
1
∂t
is bounded in
L2(0, T ;V ′). Similarly, Cǫ22
∂uǫ
2
∂t
is bounded in L2(0, T ;V ′). Let ψ(t, x) ∈ C∞0 (0, T ;V ), i.e. ψ(0, x) =
ψ(T, x) = 0. As ǫ→ 0, we have
∫ T
0
∫
Ω
Cǫ11
∂uǫ1
∂t
ψdxdt = −
∫ T
0
∫
Ω
Cǫ11u
ǫ
1
∂ψ
∂t
dxdt→ −
∫ T
0
∫
Ω
〈C11〉u10
∂ψ
∂t
dxdt =
∫ T
0
∫
Ω
〈C11〉
∂u10
∂t
ψdxdt
(3.37)
where 〈·〉 denotes the integral average over Y . Note that we used Lemma 3.1. This shows that
the weak limit of Cǫ11
∂uǫ
1
∂t
in L2(0, T ;V ′) is 〈C11〉
∂u10
∂t
. Now we choose ψ ∈ C∞(0, T ;V ) so that
ψ(T, x) = 0. Then
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∫ T
0
∫
Ω
Cǫ11
∂uǫ1
∂t
ψdxdt = −
∫ T
0
∫
Ω
Cǫ11u
ǫ
1
∂ψ
∂t
dxdt+
∫
Ω
Cǫ11u
ǫ
1(0, x)ψ(0, x)dx
→ −
∫ T
0
∫
Ω
〈C11〉u10
∂ψ
∂t
dxdt+
∫
Ω
〈C11〉g1ψ(0, x)dx.
(3.38)
On the other hand ∫ T
0
∫
Ω
Cǫ11
∂uǫ1
∂t
ψdxdt→
∫ T
0
∫
Ω
〈C11〉
∂u10
∂t
ψdxdt
= −
∫ T
0
∫
Ω
〈C11〉u10
∂ψ
∂t
dxdt+
∫
Ω
〈C11〉u10(0, x)ψ(0, x)dx.
(3.39)
This shows that 〈C11〉u10(0, x) = 〈C11〉g1(x). i.e. the initial condition of u10 is u10(0, x) = g1(x).
Similarly, we have initial condition u20(0, x) = g2(x).
4 Homogenization error
We prove Theorem 2.2 in this section. Let
uǫ11(t, x) = u10(t, x) + ǫu11(t, x,
x
ǫ
), uǫ21(t, x) = u20(t, x) + ǫu21(t, x,
x
ǫ
). (4.1)
Using (2.11) we have
div(κǫ1(x)∇u
ǫ
11(t, x)) +
1
ǫ
Qǫ(x)(uǫ21(t, x)− u
ǫ
11(t, x))
= div(κǫ1∇u10) + ǫ div(κ
ǫ
1∇xu11) + div(κ
ǫ
1∇yN
i
1(x,
x
ǫ
)
∂u10
∂xi
) + div(κǫ1∇yM1(x,
x
ǫ
)(u20 − u10))
+
1
ǫ
Qǫ(u20 − u10) +Q
ǫ(N i2(x,
x
ǫ
)
∂u20
∂xi
−N i1(x,
x
ǫ
)
∂u10
∂xi
) +Qǫ(M2(x,
x
ǫ
) +M1(x,
x
ǫ
))(u10 − u20)
= div(κǫ1∇u10) + ǫ div(κ
ǫ
1∇xu11) + div(κ
ǫ
1∇yN
i
1(x,
x
ǫ
)
∂u10
∂xi
) + div(κǫ1∇yM1(x,
x
ǫ
)(u20 − u10))
+ div(Q(x,
x
ǫ
)(u20 − u10))− divx(Q(x,
x
ǫ
)(u20 − u10)) +Q(x,
x
ǫ
)(N i2(x,
x
ǫ
)
∂u20
∂xi
−N i1(x,
x
ǫ
)
∂u10
∂xi
)
+Q(x,
x
ǫ
)(M2(x,
x
ǫ
) +M1(x,
x
ǫ
))(u10 − u20)
= div(κǫ1∇u10) + ǫ div(κ
ǫ
1∇xu11) + div(κ
ǫ
1∇yN
i
1(x,
x
ǫ
)
∂u10
∂xi
) + div(κǫ1∇yM1(x,
x
ǫ
)(u20 − u10))
+ div(Q(x,
x
ǫ
)(u20 − u10))− divx(Q(x,
x
ǫ
)(u20 − u10))− div(
∫
Y
Q(x, y)dy(u20 − u10))
+ div(
∫
Y
Q(x, y)dy(u20 − u10)) +Q(x,
x
ǫ
)(N i2(x,
x
ǫ
)
∂u20
∂xi
−N i1(x,
x
ǫ
)
∂u10
∂xi
)
+Q(x,
x
ǫ
)(M2(x,
x
ǫ
) +M1(x,
x
ǫ
))(u10 − u20).
(4.2)
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We let F (t, x, y) be defined as
F (t, x, y) = κ1(x, y)∇u10(t, x) + κ1(x, y)∇yN
i
1(x, y)
∂u10(t, x)
∂xi
+ κ1(x, y)∇yM1(x, y)(u20(t, x) − u10(t, x))
+Q(x, y)(u20(t, x)− u10(t, x)) −
∫
Y
Q(x, y)dy(u20(t, x) − u10(t, x))
−
(∫
Y
κ1(x, y)dy∇u10(t, x) +
∫
Y
κ1(x, y)∇yN
i
1(x, y)dy
∂u10(t, x)
∂xi
+
∫
Y
κ1(x, y)∇yM1(x, y)dy(u20(t, x)− u10(t, x))
)
.
(4.3)
We let
G(t, x, y) = − divx(Q(x, y)(u20 − u10)) + div
( ∫
Y
Q(x, y)dy(u20 − u10)
)
+Q(x, y)
(
N i2(x, y)
∂u20
∂xi
−N i1(x, y)
∂u10
∂xi
)
+Q(x, y)(M2(x, y) +M1(x, u))(u10 − u20)−
(∫
Y
Q(x, y)N i2(x, y)dy
∂u20
∂xi
−
∫
Y
Q(x, y)N i1(x, y)dy
∂u10
∂xi
)
−
∫
Y
Q(x, y)(M2(x, y) +M1(x, y))(u10 − u20)dy.
(4.4)
Note that from (2.12), we deduce divy F (t, x, y) = 0. Further, we have
∫
Y
Fi(t, x, y)dy = 0, i =
1, . . . , d. From the hypothesis of the theorem, Fi(t, x, y) ∈ C(0, T ;C
1(Ω¯;C(Y¯ ))). Thus, from [10],
there are functions αij(t, x, y) ∈ C(0, T ;C
1(Ω¯;C1(Y¯ ))) such that
αij = −αji and Fi(t, x, y) =
∂
∂yj
αij(t, x, y), (4.5)
for i, j = 1, . . . , d. From this, we have
Fi(t, x,
x
ǫ
) = ǫ
d
dxj
αij(t, x,
x
ǫ
)− ǫ
∂
∂xj
αij(t, x,
x
ǫ
), (4.6)
where d
dxj
is the total partial derivative with respect to xj of a function of t and x. Then for any
φ(x) ∈ V , we have ∫
Ω
Fi(t, x,
x
ǫ
)
∂
∂xi
φ(x)dx =
∫
Ω
(
ǫ
d
dxj
αij(t, x,
x
ǫ
)− ǫ
∂
∂xj
αij(t, x,
x
ǫ
)
) ∂
∂xi
φ(x)dx
= −ǫ
∫
Ω
αij(t, x,
x
ǫ
)
∂2φ(x)
∂xj∂xi
dx− ǫ
∫
Ω
∂
∂xj
αij(t, x,
x
ǫ
)
∂
∂xi
φ(x)dx = −ǫ
∫
Ω
∂
∂xj
αij(t, x,
x
ǫ
)
∂
∂xi
φ(x)dx.
(4.7)
As
∫
Y
G(t, x, y)dy = 0, there exists a vector function G ∈ C(0, T ;C1(Ω¯;C1(Y¯ ))) which is Y -periodic
with respect to y such that divy G = G. Thus for any φ(x) ∈ V , we have∫
Ω
G(t, x,
x
ǫ
)φdx =
∫
Ω
divy G(t, x,
x
ǫ
)φdx = ǫ
∫
Ω
divG(t, x,
x
ǫ
)φdx− ǫ
∫
Ω
divx G(t, x,
x
ǫ
)φdx
= −ǫ
∫
Ω
G(t, x,
x
ǫ
) · ∇φdx− ǫ
∫
Ω
divx G(t, x,
x
ǫ
)φdx.
(4.8)
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From (4.1), we have ∥∥∥∥Cǫ11∂uǫ11∂t (t)−
∫
Y
C11dy
∂u10
∂t
(t)
∥∥∥∥
V ′
≤ cǫ (4.9)
where c is independent of t. From (4.2), (4.7), (4.8) and (4.9), we have∥∥∥∥
(
Cǫ11
∂uǫ11
∂t
(t)− div(κǫ1(x)∇u
ǫ
11(t))−
1
ǫ
Qǫ(uǫ21(t)− u
ǫ
11(t))
)
−
(∫
Y
C11dy
∂u10
∂t
(t)− div(κ∗1∇u10(t))− div
( ∫
Y
κ1∇yM1dy(u20(t)− u10(t))
)
−
( ∫
Y
QN i2dy
∂u20
∂xi
(t)−
∫
Y
QN i1dy
∂u10
∂xi
(t)
)
+
∫
Y
Q(M1 +M2)dy(u20(t)− u10(t))
)∥∥∥∥
V ′
≤ cǫ.
(4.10)
Let τ ǫ ∈ D(Ω) be such that
τ ǫ(x) = 0 if d(x, ∂Ω) ≤ ǫ, τ ǫ(x) = 1 if d(x, ∂Ω) ≥ 2ǫ, ǫ|∇τ ǫ(x)| ≤ C,
where C is independent of ǫ. We define the functions
ωǫ11(t, x) = u10(t, x) + ǫτ
ǫ(x)u11(t, x,
x
ǫ
), ωǫ21(t, x) = u20(t, x) + ǫτ
ǫ(x)u21(t, x,
x
ǫ
). (4.11)
Using the smoothness asumptions of the theorem, we have
∇(uǫ11(t, x)− ω
ǫ
11(t, x)) = −ǫ∇τ
ǫ(x)u11(t, x,
x
ǫ
) + ǫ(1− τ ǫ(x))∇xu11(t, x,
x
ǫ
) + (1− τ ǫ(x))∇yu11(t, x,
x
ǫ
),
∇(uǫ21(t, x)− ω
ǫ
21(t, x)) = −ǫ∇τ
ǫ(x)u21(t, x,
x
ǫ
) + ǫ(1− τ ǫ(x))∇xu21(t, x,
x
ǫ
) + (1− τ ǫ(x))∇yu21(t, x,
x
ǫ
).
(4.12)
It follows from (4.12) that
‖uǫ11(t)− ω
ǫ
11(t)‖H1(Ω) ≤ cǫ
1
2 , ‖uǫ21(t)− ω
ǫ
21(t)‖H1(Ω) ≤ cǫ
1
2 (4.13)
where the constant c is independent of t. From (4.13), we have∫
Ω
Cǫ11(x)
∂(uǫ11(t, x)− ω
ǫ
11(t, x))
∂t
φ(x)dx+
∫
Ω
κǫ1(x)∇(u
ǫ
11(t, x) − ω
ǫ
11(t, x)) · ∇φ(x)dx
−
∫
Ω
Q(x,
x
ǫ
)((uǫ11(t, x)− ω
ǫ
11(t, x))− (u
ǫ
21(t, x)− ω
ǫ
21(t, x)))∇φ(x)dx
−
∫
Ω
Q(x,
x
ǫ
)((∇uǫ11(t, x)−∇ω
ǫ
11(t, x)) − (∇u
ǫ
21(t, x)−∇ω
ǫ
21(t, x)))φ(x)dx
−
∫
Ω
divxQ(x,
x
ǫ
)((uǫ11(t, x)− ω
ǫ
11(t, x))− (u
ǫ
21(t, x)− ω
ǫ
21(t, x)))φ(x)dx
≤ c
(∥∥∥∥∂(uǫ11(t)− ωǫ11(t))∂t
∥∥∥∥
H1(Ω)
+ ‖(uǫ11(t)− ω
ǫ
11(t))‖H1(Ω) + ‖(u
ǫ
21(t)− ω
ǫ
21(t))‖H1(Ω)
)
‖φ‖V ≤ cǫ
1
2 ‖φ‖V
(4.14)
for all φ ∈ V , where c > 0 is independent of t. Then we obtain∥∥∥∥∥
(
Cǫ11(x)
∂uǫ11(t, x)
∂t
− div(κǫ1(x)∇u
ǫ
11(t, x)) −
1
ǫ
Qǫ(x)(uǫ21(t, x)− u
ǫ
11(t, x))
)
−
(
Cǫ11(x)
∂ωǫ11(t, x)
∂t
− div(κǫ1(x)∇ω
ǫ
11(t, x))−
1
ǫ
Qǫ(x)(ωǫ21(t, x) − ω
ǫ
11(t, x))
)∥∥∥∥∥
V ′
≤ cǫ
1
2 .
(4.15)
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From (2.3), (2.14), (4.10) and (4.15), we obtain∥∥∥∥∥
(
Cǫ11(x)
∂uǫ1(t, x)
∂t
− div(κǫ1(x)∇u
ǫ
1(t, x))−
1
ǫ
Qǫ(x)(uǫ2(t, x)− u
ǫ
1(t, x))
)
−
(
Cǫ11(x)
∂ωǫ11(t, x)
∂t
− div(κǫ1(x)∇ω
ǫ
11(t, x)) −
1
ǫ
Qǫ(x)(ωǫ21(t, x)− ω
ǫ
11(t, x))
)∥∥∥∥∥
V ′
≤ cǫ
1
2
(4.16)
where c is independent of t. Similarly,∥∥∥∥∥
(
Cǫ22(x)
∂uǫ2(t, x)
∂t
− div(κǫ2(x)∇u
ǫ
2(t, x))−
1
ǫ
Qǫ(x)(uǫ1(t, x)− u
ǫ
2(t, x))
)
−
(
Cǫ22(x)
∂ωǫ21(t, x)
∂t
− div(κǫ2(x)∇ω
ǫ
21(t, x))−
1
ǫ
Qǫ(x)(ωǫ11(t, x) − ω
ǫ
21(t, x))
)∥∥∥∥∥
V ′
≤ cǫ
1
2 .
(4.17)
Let λ > 0. Let uˆǫi(t, x) = u
ǫ
i(t, x)e
−λt, ωˆǫi1(t, x) = ω
ǫ
i1(t, x)e
−λt for i = 1, 2. From (4.16) and (4.17),
we deduce ∫
Ω
Cǫ11
∂
∂t
(uǫ1 − ω
ǫ
11)(uˆ
ǫ
1 − ωˆ
ǫ
11)dx+
∫
Ω
κǫ1
(
∇uǫ1 −∇ω
ǫ
11
)
· (∇uˆǫ1 −∇ωˆ
ǫ
11)dx
+
∫
Ω
Cǫ22
∂
∂t
(uǫ2 − ω
ǫ
21)(uˆ
ǫ
2 − ωˆ
ǫ
21)dx+
∫
Ω
κǫ2
(
∇uǫ2 −∇ω
ǫ
21
)
· (∇uˆǫ2 −∇ωˆ
ǫ
21)dx
−
∫
Ω
Q(x,
x
ǫ
) ·
(
(∇uǫ1 −∇ω
ǫ
11)− (∇u
ǫ
2 −∇ω
ǫ
21)
)(
(uˆǫ1 − ωˆ
ǫ
11)− (uˆ
ǫ
2 − ωˆ
ǫ
21)
)
dx
−
∫
Ω
Q(x,
x
ǫ
) ·
(
(∇uˆǫ1 −∇ωˆ
ǫ
11)− (∇uˆ
ǫ
2 −∇ωˆ
ǫ
21)
)(
(uǫ1 − ω
ǫ
11)− (u
ǫ
2 − ω
ǫ
21)
)
dx
−
∫
Ω
divxQ(x,
x
ǫ
)
(
(uǫ1 − ω
ǫ
11)− (u
ǫ
2 − ω
ǫ
21)
)(
(uˆǫ1 − ωˆ
ǫ
11)− (uˆ
ǫ
2 − ωˆ
ǫ
21)
)
dx
≤ cǫ
1
2
(
||uˆǫ1(t)− ωˆ
ǫ
11(t)||V + ||uˆ
ǫ
2(t)− ωˆ
ǫ
21(t)||V
)
.
(4.18)
As uǫi(t, x) = uˆ
ǫ
i(t, x)e
λt, ωǫi1(t, x) = ωˆ
ǫ
i1(t, x)e
λt
∫
Ω
Cǫ11
∂
∂t
(uˆǫ1 − ωˆ
ǫ
11)(uˆ
ǫ
1 − ωˆ
ǫ
11)dx+ λ
∫
Ω
Cǫ11(uˆ
ǫ
1 − ωˆ
ǫ
11)
2dx+
∫
Ω
κǫ1|∇uˆ
ǫ
1 −∇ωˆ
ǫ
11|
2dx
+
∫
Ω
Cǫ22
∂
∂t
(uˆǫ2 − ωˆ
ǫ
21)(uˆ
ǫ
2 − ωˆ
ǫ
21)dx+ λ
∫
Ω
Cǫ22(uˆ
ǫ
2 − ωˆ
ǫ
21)
2dx+
∫
Ω
κǫ2|∇uˆ
ǫ
2 −∇ωˆ
ǫ
21|
2dx
−2
∫
Ω
Q(x,
x
ǫ
) ·
(
(∇uˆǫ1 −∇ωˆ
ǫ
11)− (∇uˆ
ǫ
2 −∇ωˆ
ǫ
21)
)(
(uˆǫ1 − ωˆ
ǫ
11)− (uˆ
ǫ
2 − ωˆ
ǫ
21))
)
dx
−
∫
Ω
divxQ(x,
x
ǫ
)
(
(uˆǫ1 − ωˆ
ǫ
11)− (uˆ
ǫ
2 − ωˆ
ǫ
21)
)2
dx
≤ ce−λtǫ
1
2
(
||uˆǫ1(t)− ωˆ
ǫ
11(t)||V + ||uˆ
ǫ
2(t)− ωˆ
ǫ
21(t)||V
)
.
(4.19)
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Integrating over [0, T ] we get
1
2
∫
Ω
Cǫ11(uˆ
ǫ
1(T )− ωˆ
ǫ
11(T ))
2dxdt+ λ
∫ T
0
∫
Ω
Cǫ11(uˆ
ǫ
1 − ωˆ
ǫ
11)
2dxdt+
∫ T
0
∫
Ω
κǫ1|∇uˆ
ǫ
1 −∇ωˆ
ǫ
11|
2dxdt
+
1
2
∫
Ω
Cǫ22(uˆ
ǫ
2(T )− ωˆ
ǫ
21(T ))
2dxdt+ λ
∫ T
0
∫
Ω
Cǫ22(uˆ
ǫ
2 − ωˆ
ǫ
21)
2dxdt+
∫ T
0
∫
Ω
κǫ2|∇uˆ
ǫ
2 −∇ωˆ
ǫ
21|
2dxdt
−2
∫ T
0
∫
Ω
Q(x,
x
ǫ
) ·
(
(∇uˆǫ1 −∇ωˆ
ǫ
11)− (∇uˆ
ǫ
2 −∇ωˆ
ǫ
21)
)(
(uˆǫ1 − ωˆ
ǫ
11)− (uˆ
ǫ
2 − ωˆ
ǫ
21))
)
dxdt
−
∫ T
0
∫
Ω
divxQ(x,
x
ǫ
)
(
(uˆǫ1 − ωˆ
ǫ
11)− (uˆ
ǫ
2 − ωˆ
ǫ
21)
)2
dxdt
≤ cǫ
1
2
(∫ T
0
||uˆǫ1(t)− ωˆ
ǫ
11(t)||V + ||uˆ
ǫ
2(t)− ωˆ
ǫ
21(t)||V dt
)
+
1
2
∫ T
0
∫
Ω
Cǫ11(uˆ
ǫ
1(0)− ωˆ
ǫ
11(0))
2dxdt
+
1
2
∫ T
0
∫
Ω
Cǫ22(uˆ
ǫ
2(0)− ωˆ
ǫ
21(0))
2dxdt
(4.20)
By Cauchy Schwartz and Young’s inequalities, using the boundedness of Q(x, y), one obtains
1
2
∫
Ω
Cǫ11(uˆ
ǫ
1(T )− ωˆ
ǫ
11(T ))
2dxdt+ λ
∫ T
0
∫
Ω
Cǫ11(uˆ
ǫ
1 − ωˆ
ǫ
11)
2dxdt+
∫ T
0
∫
Ω
κǫ1|∇uˆ
ǫ
1 −∇ωˆ
ǫ
11|
2dxdt
1
2
∫
Ω
Cǫ22(uˆ
ǫ
2(T )− ωˆ
ǫ
21(T ))
2dxdt+ λ
∫ T
0
∫
Ω
Cǫ22(uˆ
ǫ
2 − ωˆ
ǫ
21)
2dxdt+
∫ T
0
∫
Ω
κǫ2|∇uˆ
ǫ
2 −∇ωˆ
ǫ
21|
2dxdt
−c0(||∇uˆ
ǫ
1(t)−∇ωˆ
ǫ
11(t)||
2
L2(0,T ;H) + ||∇uˆ
ǫ
2(t)−∇ωˆ
ǫ
21(t)||
2
L2(0,T ;H))
−c1(||uˆ
ǫ
1(t)− ωˆ
ǫ
11(t)||
2
L2(0,T ;H) + ||uˆ
ǫ
2(t)− ωˆ
ǫ
21(t)||
2
L2(0,T ;H))
−c2(||uˆ
ǫ
1(t)− ωˆ
ǫ
11(t)||
2
L2(0,T ;H) + ||uˆ
ǫ
2(t)− ωˆ
ǫ
21(t)||
2
L2(0,T ;H))
≤ cǫ
1
2
((∫ T
0
||uˆǫ1 − ωˆ
ǫ
11||
2
V dt
) 1
2 +
( ∫ T
0
||uˆǫ2(t)− ωˆ
ǫ
21(t)||
2
V dt
) 1
2
)
+
1
2
∫ T
0
∫
Ω
Cǫ11(uˆ
ǫ
1(0)− ωˆ
ǫ
11(0))
2dxdt
+
1
2
∫ T
0
∫
Ω
Cǫ22(uˆ
ǫ
2(0)− ωˆ
ǫ
21(0))
2dxdt
(4.21)
where the constant c0 > 0 can be chosen to be smaller than κ in (2.4). Choosing λ large enough,
we obtain from (2.4),
c||uˆǫ1(T )− ωˆ
ǫ
11(T )||
2
H + c||uˆ
ǫ
2(T )− ωˆ
ǫ
21(T )||
2
H + c||∇uˆ
ǫ
1 −∇ωˆ
ǫ
11||
2
L2(0,T ;H) + c||∇uˆ
ǫ
2 −∇ωˆ
ǫ
21||
2
L2(0,T ;H)
≤ cǫ
1
2 ||∇uˆǫ1 −∇ωˆ
ǫ
11||L2(0,T ;H) + cǫ
1
2 ||∇uˆǫ2 −∇ωˆ
ǫ
21||L2(0,T ;H) + c||uˆ
ǫ
1(0)− ωˆ
ǫ
11(0)||
2
H + c||uˆ
ǫ
2(0)− ωˆ
ǫ
21(0)||
2
H .
(4.22)
Thus
||uǫ1(T )− ω
ǫ
11(T )||
2
H + ||u
ǫ
2(T )− ω
ǫ
21(T )||
2
H + ||∇u
ǫ
1 −∇ω
ǫ
11||
2
L2(0,T ;H) + ||∇u
ǫ
2 −∇ω
ǫ
21||
2
L2(0,T ;H)
≤ cǫ
1
2 ||∇uǫ1 −∇ω
ǫ
11||L2(0,T ;H) + cǫ
1
2 ||∇uǫ2 −∇ω
ǫ
21||L2(0,T ;H) + c||u
ǫ
1(0) − ω
ǫ
11(0)||
2
H + c||u
ǫ
2(0) − ω
ǫ
21(0)||
2
H .
(4.23)
Since uǫi(0) = ui0(0) = gi(x), we deduce that
uǫi(0)− ω
ǫ
i1(0) = u
ǫ
i(0) − ui0(0)− ǫτui1(0, x,
x
ǫ
) = −ǫτui1(0, x,
x
ǫ
). (4.24)
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As ui1(t, x, y) ∈ C([0, T ]× Ω¯× Y¯ ), we have ||u
ǫ
i(0) − ω
ǫ
i1(0)||H ≤ cǫ. From this we obtain
||∇uǫ1 −∇ω
ǫ
11||L2(0,T ;H) + ||∇u
ǫ
2 −∇ω
ǫ
21||L2(0,T ;H) ≤ cǫ
1
2 . (4.25)
From (4.13), we have
||∇uǫ1 −∇u
ǫ
11||L2(0,T ;H) + ||∇u
ǫ
2 −∇u
ǫ
21||L2(0,T ;H) ≤ cǫ
1
2 . (4.26)
The conclusion follows. 
5 Conclusions
In this paper, we analyzed the homogenization of a two-scale dual-continuum system. The coupled
exchange terms are scaled as O(1
ǫ
). This scale gives an interesting homogenization limit which
contains convection, coupled reaction terms with negative interaction coefficients while the origi-
nal two scale system does not contain these features. We proved rigorously the homogenization
convergence. We proved rigorously also the homogenization convergence rate. These proofs of
homogenization convergence and error are significantly more complicated than those for the scaling
O( 1
ǫ2
) considered in [14] due to the complicated form of the homogenized equation.
18
A Existence and uniqueness of weak solutions
In this appendix, we present the proof of the existence and uniqueness of a weak solution of (2.3)
and (2.14). In variational form, problem (2.3) becomes : Find uǫ1, u
ǫ
2 ∈ L
2(0, T ;V ) such that
∂uǫ
1
∂t
,
∂uǫ
2
∂t
∈ L2(0, T ;V ′) and
∫ T
0
∫
Ω
Cǫ11(x)
∂uǫ1(t, x)
∂t
φ1(t, x)dxdt+
∫ T
0
∫
Ω
κǫ1(x)∇u
ǫ
1(t, x) · ∇φ1(t, x)dxdt
+
1
ǫ
∫ T
0
∫
Ω
Qǫ(x)(uǫ1(t, x)− u
ǫ
2(t, x))φ1(t, x)dxdt =
∫ T
0
∫
Ω
qφ1(t, x)dxdt∫ T
0
∫
Ω
Cǫ22(x)
∂uǫ2(t, x)
∂t
φ2(t, x)dxdt+
∫ T
0
∫
Ω
κǫ2(x)∇u
ǫ
2(t, x) · ∇φ2(t, x)dxdt
+
1
ǫ
∫ T
0
∫
Ω
Qǫ(x)(uǫ2(t, x)− u
ǫ
1(t, x))φ2(t, x)dxdt =
∫ T
0
∫
Ω
qφ2(t, x)dxdt
(A.1)
for all φ1, φ2 ∈ L
2(0, T ;V ). The initial conditions are uǫ1(0, x) = g1(x) ∈ H, and u
ǫ
2(0, x) = g2(x) ∈
H. Let W be the space V × V . We define a bilinear form a : W ×W → R as
a((u1(t), u2(t)), (v1(t), v2(t)))
=
∫
Ω
κǫ1∇u1(t) · ∇v1(t)dx+
∫
Ω
κǫ2∇u2(t) · ∇v2(t)dx+
1
ǫ
∫
Ω
Qǫ(u1(t)− u2(t))v1(t)dx
+
1
ǫ
∫
Ω
Qǫ(u2(t)− u1(t))v2(t)dx.
(A.2)
We have the following theorem.
Theorem A.1. Assume that the vector function Q(x, y) is in C1(Ω¯;C1(Y¯ ))2. Then the sequences
uǫ1 and u
ǫ
2 satisfying (2.3) are uniformly bounded in L
∞(0, T ;H) and L2(0, T ;V ).
Proof. As divQ(x, x
ǫ
) = divxQ(x,
x
ǫ
)+ 1
ǫ
divyQ(x,
x
ǫ
), Q(x, x
ǫ
) = ǫ divQ(x, x
ǫ
)−ǫ divxQ(x,
x
ǫ
). Note
that∫
Ω
Qǫ(x)(uǫ2 − u
ǫ
1)φ1dx = −ǫ
∫
Ω
Q(x,
x
ǫ
) · ∇(uǫ2 − u
ǫ
1)φ1dx− ǫ
∫
Ω
Q(x,
x
ǫ
) · ∇φ1(u
ǫ
2 − u
ǫ
1)dx
−ǫ
∫
Ω
divxQ(x,
x
ǫ
)(uǫ2 − u
ǫ
1)φ1dx,
(A.3)
for all φ1, φ2 ∈ C
∞
0 (Ω). Thus, from (2.5), we have∫ T
0
∫
Ω
Cǫ11
∂uǫ1
∂t
φ1dxdt+
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇φ1dxdt = −
∫ T
0
∫
Ω
Q(x,
x
ǫ
) · ∇(uǫ2 − u
ǫ
1)φ1dxdt−∫ T
0
∫
Ω
Q(x,
x
ǫ
) · ∇φ1(u
ǫ
2 − u
ǫ
1)dxdt−
∫ T
0
∫
Ω
divxQ(x,
x
ǫ
)(uǫ2 − u
ǫ
1)φ1dxdt+
∫ T
0
∫
Ω
qφ1dxdt.
(A.4)
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We let uˆǫ1 = u
ǫ
1e
−λt, uˆǫ2 = u
ǫ
2e
−λt and φˇ1 = φ1e
λt. Then,∫ T
0
∫
Ω
Cǫ11
∂uˆǫ1
∂t
φˇ1dxdt+ λ
∫ T
0
∫
Ω
Cǫ11uˆ
ǫ
1φˇ1dxdt+
∫ T
0
∫
Ω
κǫ1∇uˆ
ǫ
1 · ∇φˇ1dxdt
= −
∫ T
0
∫
Ω
Q(x,
x
ǫ
) · ∇(uˆǫ2 − uˆ
ǫ
1)φˇ1dxdt−
∫ T
0
∫
Ω
Q(x,
x
ǫ
) · ∇φˇ1(uˆ
ǫ
2 − uˆ
ǫ
1)dxdt
−
∫ T
0
∫
Ω
divxQ(x,
x
ǫ
)(uˆǫ2 − uˆ
ǫ
1)φˇ1dxdt+
∫ T
0
∫
Ω
qφˇ1e
−λtdxdt.
(A.5)
Similarly, we have∫ T
0
∫
Ω
Cǫ22
∂uˆǫ2
∂t
φˇ2dxdt+ λ
∫ T
0
∫
Ω
Cǫ22uˆ
ǫ
2φˇ2dxdt+
∫ T
0
∫
Ω
κǫ2∇uˆ
ǫ
2 · ∇φˇ2dxdt
= −
∫ T
0
∫
Ω
Q(x,
x
ǫ
) · ∇(uˆǫ1 − uˆ
ǫ
2)φˇ2dxdt−
∫ T
0
∫
Ω
Q(x,
x
ǫ
) · ∇φˇ2(uˆ
ǫ
1 − uˆ
ǫ
2)dxdt
−
∫ T
0
∫
Ω
divxQ(x,
x
ǫ
)(uˆǫ1 − uˆ
ǫ
2)φˇ2dxdt+
∫ T
0
∫
Ω
qφˇ2e
−λtdxdt.
(A.6)
Let φˇ1 = uˆ
ǫ
1, φˇ2 = uˆ
ǫ
2. Taking the sum of the above two equations we get∫ T
0
∫
Ω
Cǫ11
∂uˆǫ1
∂t
uˆǫ1dxdt+
∫ T
0
∫
Ω
Cǫ22
∂uˆǫ2
∂t
uˆǫ2dxdt+
∫ T
0
∫
Ω
κǫ1∇uˆ
ǫ
1 · ∇uˆ
ǫ
1dxdt+
∫ T
0
∫
Ω
κǫ2∇uˆ
ǫ
2 · ∇uˆ
ǫ
2dxdt
+λ
∫ T
0
∫
Ω
Cǫ11(uˆ
ǫ
1)
2dxdt+ λ
∫ T
0
∫
Ω
Cǫ22(uˆ
ǫ
2)
2dxdt
= 2
∫ T
0
∫
Ω
Q(x,
x
ǫ
) · ∇(uˆǫ1 − uˆ
ǫ
2)(uˆ
ǫ
1 − uˆ
ǫ
2)dxdt+
∫ T
0
∫
Ω
divxQ(x,
x
ǫ
)(uˆǫ1 − uˆ
ǫ
2)
2dxdt
+
∫ T
0
∫
Ω
qe−λt(uˆǫ1 + uˆ
ǫ
2)dxdt.
(A.7)
Thus,
1
2
∫
Ω
Cǫ11|uˆ
ǫ
1(T, x)|
2dx+
1
2
∫
Ω
Cǫ22|uˆ
ǫ
2(T, x)|
2dx+
∫ T
0
∫
Ω
κǫ1∇uˆ
ǫ
1 · ∇uˆ
ǫ
1dxdt+
∫ T
0
∫
Ω
κǫ2∇uˆ
ǫ
2 · ∇uˆ
ǫ
2dxdt
+λ
∫ T
0
∫
Ω
Cǫ11(uˆ
ǫ
1)
2dxdt+ λ
∫ T
0
∫
Ω
Cǫ22(uˆ
ǫ
2)
2dxdt
= 2
∫ T
0
∫
Ω
Q(x,
x
ǫ
) · ∇(uˆǫ1 − uˆ
ǫ
2)(uˆ
ǫ
1 − uˆ
ǫ
2)dxdt+
∫ T
0
∫
Ω
divxQ(x,
x
ǫ
)(uˆǫ1 − uˆ
ǫ
2)
2dxdt
+
∫ T
0
∫
Ω
qe−λt(uˆǫ1 + uˆ
ǫ
2)dxdt+
1
2
∫
Ω
Cǫ11|uˆ
ǫ
1(0, x)|
2dx+
1
2
∫
Ω
Cǫ22|uˆ
ǫ
2(0, x)|
2dx.
(A.8)
Since Q(x, y) ∈ C1(Ω¯;C1(Y¯ )), using Cauchy Schwartz and Young’s inequalities, we have
2
∫ T
0
∫
Ω
Q(x,
x
ǫ
) · ∇(uˆǫ1 − uˆ
ǫ
2)(uˆ
ǫ
1 − uˆ
ǫ
2)dxdt
≤ c0(||uˆ
ǫ
1||
2
L2(0,T ;V ) + ||uˆ
ǫ
2||
2
L2(0,T ;V )) + c1(||uˆ
ǫ
1||
2
L2(0,T ;H) + ||uˆ
ǫ
2||
2
L2(0,T ;H)).
(A.9)
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Similarly, ∫ T
0
∫
Ω
divxQ(x,
x
ǫ
)(uˆǫ1 − uˆ
ǫ
2)
2dxdt ≤ c2(||uˆ
ǫ
1||
2
L2(0,T ;H) + ||uˆ
ǫ
2||
2
L2(0,T ;H)) (A.10)
and ∫ T
0
∫
Ω
qe−λt(uˆǫ1 + uˆ
ǫ
2)dxdt ≤ c3 + c4(||uˆ
ǫ
1||
2
L2(0,T ;H) + ||uˆ
ǫ
2||
2
L2(0,T ;H)). (A.11)
Choosing c0 sufficiently small and λ sufficiently large, we deduce uˆ
ǫ
1 and uˆ
ǫ
2, thus, u
ǫ
1 and u
ǫ
2 are
uniformly bounded in L∞(0, T ;H) and L2(0, T ;V ).
Lemma A.2. Assume Q(x, y) ∈ L∞(Ω × Y ) and κi(x, y) ∈ L
∞(Ω × Y ). There exists C > 0 such
that
a((u1, u2), (v1, v2)) ≤ C
(
||∇u1||
2
H + ||∇u2||
2
H
) 1
2 ·
(
||∇v1||
2
H + ||∇v2||
2
H
) 1
2 (A.12)
for (u1, u2), (v1, v2) ∈W . And there exists k ≥ 0 such that
a((φ1, φ2), (φ1, φ2)) + k||φ1||
2
H + k||φ2||
2
H ≥ α(||∇φ1||
2
H + ||∇φ2||
2
H), (A.13)
for all φ1, φ2 ∈ V . Here, C and k depend on ǫ.
Proof. It is not difficult to show (A.12). Since Q ∈ C(Ω¯× Y¯ ), we have
a((u1, u2), (u1, u2))
=
∫
Ω
κǫ1∇u1 · ∇u1dx+
∫
Ω
κǫ2∇u2 · ∇u2dx+
1
ǫ
∫
Ω
Qǫ(u1 − u2)
2dx
≥ κ(‖∇u1‖
2
H + ‖∇u2‖
2
H)− k(‖u1‖
2
H + ‖u2‖
2
H)
(A.14)
for some k > 0 depending on ǫ. The last inequality follows from Cauchy-Schwarz and Young’s
inequalities.
Theorem A.3. There exists a unique solution for problem (A.1).
Proof. We follow the standard proof for parabolic equations in [19]. We note that uǫ1, u
ǫ
2 are weak
solutions of (A.1) if for almost all t ∈ [0, T ]∫
Ω
Cǫ11
∂uǫ1(t)
∂t
φ1dx+
∫
Ω
κǫ1∇u
ǫ
1(t) · ∇φ1dx+
1
ǫ
∫
Ω
Qǫ(uǫ1(t)− u
ǫ
2(t))φ1dx =
∫
Ω
qφ1dx∫
Ω
Cǫ22
∂uǫ2(t)
∂t
φ2dx+
∫
Ω
κǫ2∇u
ǫ
2(t) · ∇φ2dx+
1
ǫ
∫
Ω
Qǫ(uǫ2(t)− u
ǫ
1(t))φ2dx =
∫
Ω
qφ2dx
(A.15)
for all φ1, φ2 ∈ V . Let {ωk} be an orthogonal basis of V and an orthonormal basis of H. For fixed
integer m > 0, we consider functions
uǫ1m(t) =
m∑
k=1
dk1m(t)ωk, u
ǫ
2m(t) =
m∑
k=1
dk2m(t)ωk, (A.16)
where the coefficients dk1m, d
k
2m satisfy
dk1m(0) =
∫
Ω
g1ωkdx, d
k
2m(0) =
∫
Ω
g2ωkdx (A.17)
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and ∫
Ω
Cǫ11
∂uǫ1m(t)
∂t
ωk1dx+
∫
Ω
κǫ1∇u
ǫ
1m(t) · ∇ωk1dx+
1
ǫ
∫
Ω
Qǫ(uǫ1m(t)− u
ǫ
2m(t))ωk1dx
=
∫
Ω
qωk1dx∫
Ω
Cǫ22
∂uǫ2m(t)
∂t
ωk2dx+
∫
Ω
κǫ2∇u
ǫ
2m(t) · ∇ωk2dx+
1
ǫ
∫
Ω
Qǫ(uǫ2m(t)− u
ǫ
1m(t))ωk2dx
=
∫
Ω
qωk2dx
(A.18)
a.e. on [0,T], where k1, k2 = 1, 2, . . . ,m. This problem can be written as a system of ODEs
m∑
l=1
[M1]kl
d
dt
dk1m(t) +
m∑
l=1
[A1 +MQ]kld
l
1m(t)−
m∑
l=1
[MQ]kld
l
2m(t) =
∫
qωkdx
m∑
l=1
[M2]kl
d
dt
dk2m(t) +
m∑
l=1
[A2 +MQ]kld
l
2m(t)−
m∑
l=1
[MQ]kld
l
1m(t) =
∫
aωkdx
(A.19)
for k = 1, 2, . . . ,m, where
[Mi]kl =
∫
Ω
Cǫiiωkωldx, [MQ]kl =
1
ǫ
∫
Ω
Qǫωkωldx, [Ai]kl =
∫
Ω
κǫi∇ωk · ∇ωldx. (A.20)
Since M1 and M2 are positive definite and symmetric Gram matrices, they are invertible. Hence,
(A.19) has unique solutions.
It can be shown that uǫ1m, u
ǫ
2m are uniformly bounded in both L
2(0, T ;V ), L∞(0, T ;H) and
Cǫ11
∂uǫ
1m
∂t
, Cǫ22
∂uǫ
2m
∂t
are uniformly bounded in L2(0, T ;V ′) for all m. The proof is similar to that of
A.1 and 2.1.
From these results, we deduce that there exist functions uǫ1, u
ǫ
2, η
ǫ
1, η
ǫ
2 such that
uǫim ⇀ u
ǫ
i in L
2(0, T ;V ), Cǫii
∂uǫim
∂t
⇀ ηǫi in L
2(0, T ;V ′), i = 1, 2. (A.21)
Let ψ1(t), ψ2(t) ∈ C
1[0, T ] with ψ1(T ) = ψ2(T ) = 0. Let φ1k = ψ1ωk, φ2k = ψ2ωk. From (A.18) we
get∫ T
0
∫
Ω
Cǫ11
∂uǫ1m
∂t
φ1kdxdt+
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1m · ∇φ1kdxdt+
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ1m − u
ǫ
2m)φ1kdxdt
=
∫ T
0
∫
Ω
qφ1kdxdt∫ T
0
∫
Ω
Cǫ22
∂uǫ2m
∂t
φ2kdxdt+
∫ T
0
∫
Ω
κǫ2∇u
ǫ
2m · ∇φ2kdxdt+
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ2m − u
ǫ
1m)φ2kdxdt
=
∫ T
0
∫
Ω
qφ2kdxdt.
(A.22)
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Since φ(T ) = 0, integrating by parts we obtain
−
∫ T
0
∫
Ω
Cǫ11u
ǫ
1m
∂φ1k
∂t
dxdt+
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1m · ∇φ1kdxdt+
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ1m − u
ǫ
2m)φ1kdxdt
=
∫ T
0
∫
Ω
qφ1kdxdt+
∫
Ω
Cǫ11u
ǫ
1m(0)φ1k(0)dx
−
∫ T
0
∫
Ω
Cǫ22u
ǫ
2m
∂φ2k
∂t
dxdt+
∫ T
0
∫
Ω
κǫ2∇u
ǫ
2m · ∇φ2kdxdt+
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ2m − u
ǫ
1m)φ2kdxdt
=
∫ T
0
∫
Ω
qφ2kdxdt+
∫
Ω
Cǫ22u
ǫ
2m(0)φ2k(0)dx.
(A.23)
Note that uǫ1m(0)→ g1, u
ǫ
2m(0)→ g2 in H as m→∞. Passing to the limit, m→∞, we obtain
−
∫ T
0
∫
Ω
Cǫ11u
ǫ
1
∂φ1k
∂t
dxdt+
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇φ1kdxdt+
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ1 − u
ǫ
2)φ1kdxdt
=
∫ T
0
∫
Ω
qφ1kdxdt+
∫
Ω
Cǫ11g1φ1k(0)dx,
−
∫ T
0
∫
Ω
Cǫ22u
ǫ
2
∂φ2k
∂t
dxdt+
∫ T
0
∫
Ω
κǫ2∇u
ǫ
2 · ∇φ2kdxdt+
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ2 − u
ǫ
1)φ2kdxdt
=
∫ T
0
∫
Ω
qφ2kdxdt+
∫
Ω
Cǫ22g2φ2k(0)dx.
(A.24)
We partially integrate the first terms of the equations in (A.24) and obtain∫ T
0
∫
Ω
Cǫ11
∂uǫ1
∂t
φ1kdxdt+
∫
Ω
Cǫ11u
ǫ
1(0)φ1k(0)dx+
∫ T
0
∫
Ω
κǫ1∇u
ǫ
1 · ∇φ1kdxdt
+
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ1 − u
ǫ
2)φ1kdxdt =
∫ T
0
∫
Ω
qφ1kdxdt+
∫
Ω
Cǫ11g1φ1k(0)dx,∫ T
0
∫
Ω
Cǫ22
∂uǫ2
∂t
φ2kdxdt+
∫
Ω
Cǫ22u
ǫ
2(0)φ2k(0)dx+
∫ T
0
∫
Ω
κǫ2∇u
ǫ
2 · ∇φ2kdxdt
+
1
ǫ
∫ T
0
∫
Ω
Qǫ(uǫ2 − u
ǫ
1)φ2kdxdt =
∫ T
0
∫
Ω
qφ2kdxdt+
∫
Ω
Cǫ22g2φ2k(0)dx.
(A.25)
As this holds for all ψ1, ψ2 ∈ D((0, T )), it follows that∫
Ω
Cǫ11
∂uǫ1(t)
∂t
ωkdx+
∫
Ω
κǫ1∇u
ǫ
1(t) · ∇ωkdx+
1
ǫ
∫
Ω
Qǫ(uǫ1(t)− u
ǫ
2(t))ωkdx =
∫
Ω
qωkdx,∫
Ω
Cǫ22
∂uǫ2(t)
∂t
ωkdx+
∫
Ω
κǫ2∇u
ǫ
2(t) · ∇ωkdx+
1
ǫ
∫
Ω
Qǫ(uǫ2(t)− u
ǫ
1(t))ωkdx =
∫
Ω
qωkdx
(A.26)
a.e. on [0,T], and∫
Ω
Cǫ11u
ǫ
1(0)ωk(0)dx =
∫
Ω
Cǫ11g1ωk(0)dx,
∫
Ω
Cǫ22u
ǫ
2(0)ωk(0)dx =
∫
Ω
Cǫ22g2ωk(0)dx (A.27)
for all k. Thus, from (A.26) and (A.27), we deduce∫
Ω
Cǫ11
∂uǫ1(t)
∂t
φ1dx+
∫
Ω
κǫ1∇u
ǫ
1(t) · ∇φ1dx+
1
ǫ
∫
Ω
Qǫ(uǫ1(t)− u
ǫ
2(t))φ1dx =
∫
Ω
qφ1dx,∫
Ω
Cǫ22
∂uǫ2(t)
∂t
φ2dx+
∫
Ω
κǫ2∇u
ǫ
2(t) · ∇φ2dx+
1
ǫ
∫
Ω
Qǫ(uǫ2(t)− u
ǫ
1(t))φ2dx =
∫
Ω
qφ2dx
(A.28)
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a.e. on [0,T], for all φ1, φ2 ∈ V and C
ǫ
iiu
ǫ
i(0) = C
ǫ
iigi, hence, u
ǫ
i(0) = gi. Thus, u
ǫ
1, u
ǫ
2 are solutions
of (A.1). We now show the uniqueness of the solutions. Assume uǫ1, u
ǫ
2, v
ǫ
1, v
ǫ
2 are two solution sets
of (A.1). We let uǫ1 − v
ǫ
1 = δ1, u
ǫ
2 − v
ǫ
2 = δ2. Then from (A.1), we get
∫ T
0
∫
Ω
Cǫ11(x)
∂δ1(t, x)
∂t
φ1(t, x)dxdt +
∫ T
0
∫
Ω
κǫ1(x)∇δ1(t, x) · ∇φ1(t, x)dxdt
+
1
ǫ
∫ T
0
∫
Ω
Qǫ(x)(δ1(t, x) − δ2(t, x))φ1(t, x)dxdt = 0,∫ T
0
∫
Ω
Cǫ22(x)
∂δ2(t, x)
∂t
φ2(t, x)dxdt +
∫ T
0
∫
Ω
κǫ2(x)∇δ2(t, x) · ∇φ2(t, x)dxdt
+
1
ǫ
∫ T
0
∫
Ω
Qǫ(x)(δ2(t, x) − δ1(t, x))φ2(t, x)dxdt = 0
(A.29)
for all φ1, φ2 ∈ L
2(0, T ;V ). Letting δˆ1(t) = δ1(t)e
−λt, δˆ2(t) = δ2(t)e
−λt, φˇ1 = φ1e
λt and φˇ2 = φ2e
λt,
we have∫ T
0
∫
Ω
Cǫ11
∂δˆ1
∂t
φˇ1dxdt+
∫ T
0
∫
Ω
Cǫ22
∂δˆ2
∂t
φˇ2dxdt+ λ
∫ T
0
∫
Ω
Cǫ11δˆ1φˇ1dxdt+ λ
∫ T
0
∫
Ω
Cǫ22δˆ2φˇ2dxdt
+
∫ T
0
a((δˆ1(t), δˆ2(t)), (φˇ1(t), φˇ2(t)))dt = 0.
(A.30)
Letting φˇi = δˆi, we have
1
2
∫
Ω
Cǫ11|δˆ1(T )|
2dx+
1
2
∫
Ω
Cǫ22|δˆ2(T )|
2dx+ λ
∫ T
0
∫
Ω
Cǫ11|δˆ1|
2dxdt+ λ
∫ T
0
∫
Ω
Cǫ22|δˆ2|
2dxdt
+
∫ T
0
a((δˆ1(t), δˆ2(t)), (δˆ1(t), δˆ2(t)))dt = 0.
(A.31)
Note that δˆi(0) = 0. By Lemma A.2, choosing sufficiently large λ, we have
1
2
∫
Ω
Cǫ11|δˆ1(T )|
2dx+
1
2
∫
Ω
Cǫ22|δˆ2(T )|
2dx+ α
∫ T
0
(||∇δˆ1(t)||
2
H + ||∇δˆ2(t)||
2
H)dt
≤
1
2
∫
Ω
Cǫ11|δˆ1(T )|
2dx+
1
2
∫
Ω
Cǫ22|δˆ2(T )|
2dx+ λ
∫ T
0
∫
Ω
Cǫ11|δˆ1|
2dxdt+ λ
∫ T
0
∫
Ω
Cǫ22|δˆ2|
2dxdt
+
∫ T
0
a((δˆ1(t), δˆ2(t)), (δˆ1(t), δˆ2(t)))dt = 0.
(A.32)
This implies δˆ1 = δˆ2 = 0, thus, δ1 = δ2 = 0 a.e. on [0, T ] × Ω. We deduce u
ǫ
1 = v
ǫ
1, u
ǫ
2 = v
ǫ
2.
Now we show the uniqueness of a solution of the homogenized system (2.14). The homoge-
nized problem (2.14) can be written in variational form. We find u10, u20 ∈ L
2(0, T ;V ) such that
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∂u10
∂t
, ∂u20
∂t
∈ L2(0, T ;V ′) satisfying∫ T
0
∫
Ω
(∫
Y
C11dy
)
∂u10
∂t
φ1dxdt+
∫ T
0
∫
Ω
κ∗1∇u10 · ∇φ1dxdt+
∫ T
0
∫
Ω
(
∫
Y
κ1∇yM1dy) · ∇φ1(u20 − u10)dxdt
+
∫ T
0
∫
Ω
[(
∫
Y
QN i1dy)
∂u10
∂xi
− (
∫
Y
QN i2dy)
∂u20
∂xi
]φ1dxdt−
∫ T
0
∫
Ω
(
∫
Y
Q(M1 +M2)dy)(u10 − u20)φ1dxdt
=
∫ T
0
∫
Ω
qφ1dxdt,∫ T
0
∫
Ω
(∫
Y
C22dy
)
∂u20
∂t
φ2dxdt+
∫ T
0
∫
Ω
κ∗2∇u20 · ∇φ2dxdt+
∫ T
0
∫
Ω
(
∫
Y
κ2∇yM2dy) · ∇φ2(u10 − u20)dxdt
+
∫ T
0
∫
Ω
[(
∫
Y
QN i2dy)
∂u20
∂xi
− (
∫
Y
QN i1dy)
∂u10
∂xi
]φ2dxdt−
∫ T
0
∫
Ω
(
∫
Y
Q(M1 +M2)dy)(u20 − u10)φ2dxdt
=
∫ T
0
∫
Ω
qφ2dxdt,
(A.33)
for all φ1, φ2 ∈ L
2(0, T ;V ). We define the bilinear form b : W ×W → R by
b((u10(t), u20(t)), (φ1(t), φ2(t))) =∫
Ω
κ∗1∇u10 · ∇φ1dx+
∫
Ω
(
∫
Y
κ1∇yM1dy) · ∇φ1(u20 − u10)dx
+
∫
Ω
[(
∫
Y
QN i1dy)
∂u10
∂xi
− (
∫
Y
QN i2dy)
∂u20
∂xi
]φ1dx−
∫
Ω
(
∫
Y
Q(M1 +M2)dy)(u10 − u20)φ1dx
+
∫
Ω
κ∗2∇u20 · ∇φ2dx+
∫
Ω
(
∫
Y
κ2∇yM2dy) · ∇φ2(u10 − u20)dx
+
∫
Ω
[(
∫
Y
QN i2dy)
∂u20
∂xi
− (
∫
Y
QN i1dy)
∂u10
∂xi
]φ2dx−
∫
Ω
(
∫
Y
Q(M1 +M2)dy)(u20 − u10)φ2dx.
(A.34)
Lemma A.4. Assume Q,κj ∈ C(Ω¯;C(Y¯ )), N
i
j , Mj ∈ C(Ω¯;C
1(Y¯ )) for j = 1, 2. There exists
C > 0 such that
b((u1, u2), (v1, v2)) ≤ C
(
||∇u1||
2
H + ||∇u2||
2
H
) 1
2 ·
(
||∇v1||
2
H + ||∇v2||
2
H
) 1
2 (A.35)
for (u1, u2), (v1, v2) ∈W . There exists k ≥ 0 such that
b((u1, u2), (u1, u2)) + k||u1||
2
H + k||u2||
2
H ≥ α(||∇u1||
2
H + ||∇u2||
2
H) (A.36)
for all u1, u2 ∈ V , for a constant α > 0.
Proof. We first show (A.35). We have
b((u1, u2), (v1, v2))
≤ c(||∇u1||H · ||∇v1||H + ||∇v1||H · ||u1||H + ||∇v1||H · ||u2||H + ||∇u1||H · ||v1||H
+||∇u2||H · ||v1||H + ||u1||H · ||v1||H + ||u2||H · ||v1||H + ||∇u2||H · ||∇v2||H + ||∇v2||H · ||u2||H
+||∇v2||H · ||u1||H + ||∇u2||H · ||v2||H + ||∇u1||H · ||v2||H + ||u2||H · ||v2||H + ||u2||H · ||v2||H)
≤ c
(
||∇u1||
2
H + ||∇u2||
2
H + ||u1||
2
H + ||u2||
2
H
) 1
2 ·
(
||∇v1||
2
H + ||∇v2||
2
H + ||v1||
2
H + ||v2||
2
H
) 1
2
≤ C
(
||∇u1||
2
H + ||∇u2||
2
H
) 1
2 ·
(
||∇v1||
2
H + ||∇v2||
2
H
) 1
2 .
(A.37)
25
The last inequality follows from Poincare inequality. We now prove (A.36). As κ∗1 and κ
∗
2 are
positive definite, we have
b((u1, u2), (u1, u2))
≥ c1(||∇u1||
2
H + ||∇u2||
2
H)− c2(||∇u1||H · ||u1||H + ||∇u1||H · ||u2||H + ||∇u1||H · ||u1||H
+||∇u2||H · ||u1||H + ||u1||H · ||u1||H + ||u2||H · ||u1||H + ||∇u2||H · ||u2||H + ||∇u2||H · ||u1||H
+||∇u2||H · ||u2||H + ||∇u1||H · ||u2||H + ||u2||H · ||u2||H + ||u2||H · ||u2||H)
≥ c1(||∇u1||
2
H + ||∇u2||
2
H)− (ε1||∇u1||
2
H + δ1||u1||
2
H + ε2||∇u2||
2
H + δ2||u2||
2
H).
(A.38)
Choosing ε1, ε2 small enough, we get the conclusion.
Theorem A.5. There exists a unique solution for problem (A.33).
Proof. The existence follows from Theorem 2.1. We only prove the uniqueness. Assume (u10, u20),
(v10, v20) are two solutions of (A.33). We let u10− v10 = δ1, u20− v20 = δ2. From (A.33), we obtain∫ T
0
∫
Ω
∫
Y
C11dy
∂δ1
∂t
φ1dxdt+
∫ T
0
∫
Ω
κ∗1∇δ1 · ∇φ1dxdt+
∫ T
0
∫
Ω
(
∫
Y
κ1∇yM1dy) · ∇φ1(δ2 − δ1)dxdt
+
∫ T
0
∫
Ω
[(
∫
Y
QN i1dy)
∂δ1
∂xi
− (
∫
Y
QN i2dy)
∂δ2
∂xi
]φ1dxdt−
∫ T
0
∫
Ω
(
∫
Y
Q(M1 +M2)dy)(δ1 − δ2)φ1dxdt
= 0,∫ T
0
∫
Ω
∫
Y
C22dy
∂δ2
∂t
φ2dxdt+
∫ T
0
∫
Ω
κ∗2∇δ2 · ∇φ2dxdt+
∫ T
0
∫
Ω
(
∫
Y
κ2∇yM2dy) · ∇φ2(δ1 − δ2)dxdt
+
∫ T
0
∫
Ω
[(
∫
Y
QN i2dy)
∂δ2
∂xi
− (
∫
Y
QN i1dy)
∂δ1
∂xi
]φ2dxdt−
∫ T
0
∫
Ω
(
∫
Y
Q(M1 +M2)dy)(δ2 − δ1)φ2dxdt
= 0
(A.39)
for all φ1, φ2 ∈ L
2(0, T ;V ). Let δˆ1(t) = δ1(t)e
−λt, δˆ2(t) = δ2(t)e
−λt, φˇ1 = φ1e
λt and φˇ2 = φ2e
λt.
We have ∫ T
0
∫
Ω
∫
Y
C11dy
∂δˆ1
∂t
φˇ1dxdt+ λ
∫ T
0
∫
Ω
∫
Y
C11dyδˆ1φˇ1dxdt+
∫ T
0
∫
Ω
κ∗1∇δˆ1 · ∇φˇ1dxdt
+
∫ T
0
∫
Ω
(
∫
Y
κ1∇yM1dy) · ∇φˇ1(δˆ2 − δˆ1)dxdt
+
∫ T
0
∫
Ω
[(
∫
Y
QN i1dy)
∂δˆ1
∂xi
− (
∫
Y
QN i2dy)
∂δˆ2
∂xi
]φˇ1dxdt−
∫ T
0
∫
Ω
(
∫
Y
Q(M1 +M2)dy)(δˆ1 − δˆ2)φˇ1dxdt
= 0,∫ T
0
∫
Ω
∫
Y
C22dy
∂δˆ2
∂t
φˇ2dxdt+ λ
∫ T
0
∫
Ω
∫
Y
C22dyδˆ2φˇ2dxdt+
∫ T
0
∫
Ω
κ∗2∇δˆ2 · ∇φˇ2dxdt
+
∫ T
0
∫
Ω
(
∫
Y
κ2∇yM2dy) · ∇φˇ2(δˆ1 − δˆ2)dxdt
+
∫ T
0
∫
Ω
[(
∫
Y
QN i2dy)
∂δˆ2
∂xi
− (
∫
Y
QN i1dy)
∂δˆ1
∂xi
]φˇ2dxdt−
∫ T
0
∫
Ω
(
∫
Y
Q(M1 +M2)dy)(δˆ2 − δˆ1)φˇ2dxdt
= 0.
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We let φˇi = δˆi. Since δˆi(0) = 0, adding above 2 equations, we have
1
2
∫
Ω
∫
Y
C11dy|δˆ1(T )|
2dx+
1
2
∫
Ω
∫
Y
C22dy|δˆ2(T )|
2dx
+λ
∫ T
0
∫
Ω
∫
Y
C11dy|δˆ1|
2dxdt+ λ
∫ T
0
∫
Ω
∫
Y
C22dy|δˆ2|
2dxdt+
∫ T
0
b((δˆ1(t), δˆ2(t)), (δˆ1(t), δˆ2(t)))dt = 0.
(A.41)
Choosing λ large enough, we have
1
2
∫
Ω
∫
Y
C11dy|δˆ1(T )|
2dx+
1
2
∫
Ω
∫
Y
C22dy|δˆ2(T )|
2dx+ α
∫ T
0
(||∇δˆ1(t)||
2
H + ||∇δˆ2(t)||
2
H )dt = 0,
(A.42)
by Lemma A.4. We deduce δˆ1 = δˆ2 = 0 thus δ1 = δ2 = 0. Thus, we conclude u10 = v10,
u20 = v20.
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