Abstract-We present a new method for the construction of parametric macromodels for admittance and impedance inputoutput representations starting from multivariate data samples that depend on frequency and additional design variables such as geometric and material parameters. Poles and residues are parameterized indirectly, while stability and passivity of the parametric macromodel are guaranteed over a user defined range of design parameter values. Pertinent numerical examples validate the proposed parametric macromodeling approach.
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I. INTRODUCTION

D
URING the circuit synthesis of large scale digital or analog applications, it is important to predict the response of the circuit under study as a function of environmental effects, thermal effects, manufacturing variations, and fluctuations in the critical dimensions of transmission lines such as width and height. A typical design process includes optimization and design space exploration, and therefore requires multiple simulations for different design parameter values. It is often not feasible to perform multiple simulations of large circuits due to variations of these parameters. Such design activities call for the development of robust parametric macromodeling techniques. Parametric macromodels approximate the complex electromagnetic (EM) behavior of EM systems at the input and output ports in the frequency (or time) domain. This behavior is typically characterized by frequency (or time) and several design parameters that describe physical properties of the structure, such as metallizations or substrate parameters. A parametric macromodel is obtained through an identification process starting from a set of multivariate data samples.
The development of parametric macromodels of EM systems has become a topic of intense research over the last years. Some parametric macromodeling techniques parameterize both poles and residues [1] - [3] and are able to accurately model highly dynamic multivariate data samples without requiring a high sample density. Unfortunately, such techniques are not able to guarantee overall stability and passivity of the parametric macromodel. In other formulations, poles are kept fixed and only residues are parameterized [4] - [6] ; the modeling power is reduced with respect to the previous techniques, but the preservation of stability and passivity of the parametric macromodel is feasible. In [4] the stability problem is addressed by computing a parametric macromodel with barycentric interpolation of univariate stable macromodels. Overall stability of the macromodel is guaranteed by construction and a passivity enforcement scheme is proposed by perturbation of the barycentric weights. However the passivity violations must be reasonably small and the convergence of the passivity enforcement procedure is not guaranteed. The techniques presented in [5] , [6] are able to build parametric macromodels that are stable and passive over the entire design space, for admittance , impedance and scattering representations. They combine rational identification and interpolation schemes based on a class of positive interpolation operators [7] , [8] , to guarantee overall stability and passivity of the parametric macromodel. This paper presents a novel parametric macromodeling technique that parameterizes poles and residues to own a high modeling power and is able to guarantee stability and passivity over the entire design space, for admittance and impedance representations. It turns out that the choice of a direct parameterization of poles and residues is not appropriate, due to the possible highly non-smooth behavior of the poles with respect to the design parameters. It is well-known that model poles are very sensitive to even small variations of the parameters. Bifurcation effects may occur, resulting in quite irregular variations of each pole in the design space [3] . The direct parameterization of poles and residues is avoided in our new technique, where descriptor state-space matrices are parameterized and hence also poles and residues indirectly, while stability and passivity are guaranteed over the design space of interest. The proposed technique starts by computing multiple univariate frequency domain macromodels using the Vector Fitting (VF) technique [9] for different combinations of the design variables, as in [5] . In this paper we refer to these initial univariate macromodels as root macromodels. A simple pole-flipping scheme is used to enforce stability [9] for each root macromodel, while passivity is checked and enforced by means of standard techniques (see 0018 -9480/$26.00 © 2010 IEEE e.g., [10] - [12] ). The model formulation presented in [3] is then used to project the set of root macromodels on a set of common frequency-dependent basis functions. Afterwards, a state-space realization is obtained for each stable and passive root macromodel and the solution of associated Lur'e equations [13] is used to convert each root macromodel from the standard state-space form to a descriptor form with specific matrix properties. The final step of the algorithm is focused on gluing together the computed descriptor form of the root macromodels by a multivariate interpolation scheme to obtain a parametric macromodel. The multivariate interpolation scheme preserves stability and passivity over the entire design space. The proposed technique is validated by some pertinent numerical examples.
II. PARAMETRIC MACROMODELING
This section treats the generation of a multivariate representation which accurately models a large set of multivariate data samples , while preserving stability and passivity over the entire design space. These data samples depend on the complex frequency , and several design variables , such as the layout features of a circuit (e.g., ) or the substrate parameters (e.g.,
). The rational dependence on frequency of the parametric macromodel is required to synthesize it as an equivalent lumped circuit and use it in system-level simulations and optimizations using standard circuit solvers (e.g., SPICE). Since a rational formulation (poles/residues, zeros/poles, or numerator/denominator polynomials) suffers from severe ill-conditioning when the dependence of external parameters is included [2] , a parametric macromodel in the form (1) is adopted. The basis function with the predefined maximal order are used to describe the frequency dependence of the system under study, while parameters variations are induced by their expansion coefficients , . The frequency-dependent basis functions are chosen in the partial fraction form [9] (2a) (2b) since these basis functions are numerically reliable. Two data grids are used in the modeling process: an estimation grid and a validation grid. The first grid is utilized to build the root macromodels that are used to provide the parametric macromodel. The second grid, more dense than the previous one, is utilized to assess the modeling capability of the parametric macromodel, its capability of describing the system under study in points of the design space previously not used for the construction of the root macromodels.
A. Root Macromodels
Starting from a set of data samples a frequency-dependent rational model is built for all estimation grid points in the design space by means of VF. A pole-flipping scheme is used to enforce stability [9] and passivity enforcement can be accomplished using one of the robust standard techniques [10] - [12] . The result of this initial procedure is a set of rational univariate macromodels, stable and passive, that we call root macromodels. These are the starting points to build a parametric macromodel. Each root macromodel related to a generic point in the design space is converted from the rational pole-residue form (3) obtained by means of VF, into the barycentric form [3] , [14] (4)
The basis poles affect the numerical conditioning of the basis functions and of the conversion from the VF form (3) to the barycentric form (4). The proposed set of rational bases (2a)-(2b) is well conditioned if the basis poles are linearly distributed over the available bandwidth [9] . Consequently, we adopt this rule to define the basis poles . A state-space realization is performed for each root macromodel (5) after the conversion from the VF form (3) to the barycentric form (4).
B. Descriptor Form by Lur'e Equations
When performing transient analysis, stability and passivity must be guaranteed. It is known that, while a passive system is also stable, the reverse is not necessarily true [15] , which is crucial when the macromodel is to be utilized in a general-purpose analysis-oriented nonlinear simulator. Passivity refers to the property of systems that cannot generate more energy than they absorb through their electrical ports. When the system is terminated on any arbitrary passive loads, none of them will cause the system to become unstable [16] , [17] . A linear network described by admittance matrix is (strictly) passive (or (strictly) positive real) if [13] :
1) for all , where " " is the complex conjugate.
is a (strictly) positive real matrix, i.e.,: ; : and any arbitrary vector . Similar results are valid for a linear network described by impedance matrix
. Once a state-space realization for each stable and passive root macromodel is performed, a conversion from the standard state-space form in (5) to a descriptor form is performed using the solution of Lur'e equations [13] for positive real systems. Let be a minimal realization of a positive real system. Then, the system is positive real if and only if there exist matrices , and symmetric positive definite which satisfy the Lur'e equations [13] (6a) (6b) (6c) Several proofs of this theorem, or related results, appeared in the literature. In particular, the sufficiency part is obtained by elementary algebraic manipulations, while the necessity is more involved. See [13] for several different proofs. However, the minimality assumption is not really crucial in the previous theorem. Minimality is crucial if we want the matrix to be positive definite; if minimality is not assumed, in general will be positive semidefinite [18] . Assuming that each root macromodel is strictly positive real and the corresponding term (strict asymptotic passivity), the associated Lur'e equations are (7a) (7b) (7c) Equation (7a) is a Lyapunov equation for the matrix . If the matrix is positive (semi)definite, then so is the matrix ; therefore, the matrix is positive definite for strictly positive real systems, and hence invertible. Once a matrix is obtained by solving (7a)-(7c) for each root macromodel, it is possible to convert it from the form (5) to the descriptor state-space form (8) with the properties , with . Assuming that each root macromodel is strictly positive real and the corresponding term , the associated Lur'e equations are (9a) (9b) Once a matrix is obtained by solving (9a)-(9b) for each root macromodel, it is possible to convert it from the form (5) to the descriptor state-space form (10) with the properties , , with that guarantee strict passivity [19] . The assumption is not restrictive, it is of particular interest in IC applications and is usually satisfied in full-wave methods as the Method of Moments [20] and the Partial Element Equivalent Circuit method [21] , [22] .
C. Solution of Lur'e Equations
In this section, we discuss some algorithms to solve Lur'e equations and find the matrix . Solution of Lur'e equations and solution of algebraic Riccati equations (ARE's) are closely related. An overview of basic numerically robust computational procedures is given in [23] . The Lur'e (7a)-(7c) can be equivalently formulated as the linear matrix equality (LMI) (11) which is a convex formulation. Hence, the direct enforcement of these constraints admits an unique optimal solution, which can be achieved in a finite number of iterations within any prescribed tolerance [24] . The LMI (11) can be solved via convex optimization using one of the several available solvers. In this work, we employ SDPT3 [25] as the optimization engine, in combination with the CVX interface [26] for the MATLAB environment. In the case that , the LMI (11) is feasible if and only if there exists a real matrix satisfying the ARE (12) It is clear that Lur'e equations and the LMI approach are more general than Riccati equations. If , the method presented in [27] can be used to solve Lur'e equations based on a modified ARE solution, otherwise the Lur'e equations can still be solved as an LMI problem. The key point in [27] is converting the state-space realization with into another equivalent form where the new is different from zero. Another approach to find when is based on solving the following ARE (13) This is obtained by the following manipulations on (9a)-(9b): postmultiplying (9a) by , we obtain (14) and defining , we obtain the modified Lur'e equations
from which the ARE (13) is obtained. This result is of course only valid when , which is the case [27] when the system is strictly positive real and .
D. Passivity Preserving Interpolation
The next step of the parametric macromodeling algorithm is focused on gluing together the computed descriptor form of the root macromodels by a multivariate interpolation scheme that acts on the descriptor matrices and preserves stability and passivity over the entire design space. We treat the cases and differently. Assuming that , any interpolation scheme based on a class of positive interpolation operators [7] , [8] can be used to interpolate the state-space matrices , , , in (8) . In the bivariate case each interpolated state-space matrix can be written as (16) where each interpolation kernel is a scalar function satisfying the following constraints ( 
17) (18)
A suitable choice is to select each set as in piecewise linear interpolation
The bivariate formulation can easily be generalized to the multivariate case by using multivariate interpolation methods that belong to the general class of positive interpolation operators: e.g., the piecewise multilinear method [28] , the multivariate simplicial method [29] , the well-known Shepard's method [30] . We note that the interpolation kernel functions of these methods only depend on the data grid points and their computation does not require the solution of a linear system to impose an interpolation constraint. In the case of piecewise multilinear interpolation, each interpolated state-space matrix can be written as (20) where each , respects both constraints (17) and (18) . A suitable choice is to select each set as in piecewise linear interpolation. It is straightforward to prove that, if each state-space matrix in (8) is interpolated by a positive interpolation scheme with interpolation kernel functions that only depend on the data grid points, it is equivalent to interpolate with the same interpolation scheme the LMI (11) Since any nonnegative linear combination of positive (negative) definite real matrices is a positive (negative) definite real matrix, stability and passivity are preserved over the entire design space. These interpolation schemes based on a class of positive interpolation operators have been already used in [5] , [6] to build a parametric macromodel starting from a set of root macromodels, while preserving overall stability and passivity. The interpolation process is applied to a set of root macromodels in [5] , [6] , while it is applied to the internal state-space matrices of the root macromodels in the proposed new parametric macromodeling technique. Concerning the matrix , the interpolation method that is able to preserve the positive definiteness and described in what follows can be used.
Assuming that , the multivariate interpolation scheme has to preserve the positive definiteness of and , and hence the stability and passivity of the parametric macromodel over the entire design space. The matrix can be freely interpolated. Let us denote (21) the space of all real symmetric matrices with the space of real matrices and (22) the space of all real symmetric positive-definite matrices. The matrix exponential is a one-to-one map from to . In other words, the matrix exponential of any real symmetric matrix is a real symmetric positive-definite matrix, and the inverse of the matrix exponential (i.e., principal matrix logarithm) of any real symmetric positive-definite matrix is a real symmetric matrix [31] , [32] . Exploiting this property of the exponential map, the set of matrices is mapped from to using the principal logarithm operator, and only the lower or upper triangular part is interpolated. Any multivariate interpolation scheme can be used, e.g., the piecewise multilinear method [28] , the multivariate simplicial method [29] , Shepard's method [30] , the multivariate cubic splines method [33] . Finally, the interpolated matrix is mapped back by the matrix exponential operator resulting in a symmetric positive definite matrix . Concerning the matrix , it has to satisfy the condition over the entire design space. As is well-known, any square matrix can be written as the sum of a symmetric and a skew-symmetric matrix, , where and . The symmetric part of has to be positive definite, therefore the same interpolation process performed to obtain is applied to the set of matrices . Regarding the skew-symmetric parts , only the strictly lower (or strictly upper) triangular parts are interpolated.
Any interpolation scheme can be used in the interpolation process of the state-space matrices in (10) when , therefore this particular case shows a bigger flexibility in the construction of a parametric macromodel than the other case where and for this reason it is investigated in the numerical examples.
III. NUMERICAL EXAMPLES
This section presents three pertinent numerical examples that validate the proposed parametric macromodeling approach. Let us define the weighted RMS-error as (23) (24) where is the number of system ports and is equal to the number of frequency samples. The worst case RMS-error over the validation grid is chosen to assess the accuracy and the quality of the parametric macromodels (25) (26) and it is used in the numerical examples.
A. One Microstrip With Variable Length
In this example a microstrip has been modeled. The cross section is shown in Fig. 1 . The conductor has width m, the substrate has height m and relative permittivity . A bivariate macromodel is built as a function of the length of the line in addition to frequency. Their corresponding ranges are shown in Table I .
The admittance matrix has been computed over a validation grid of 150 30 samples . We have built root macromodels for 12 values of the length by means of VF, each with a order equal to 8. The passivity of each model has been verified by checking the eigenvalues of the Hamiltonian matrix [34] and enforced if needed. Then, the numerical manipulations described in Section II are used to obtain a descriptor state-space form for each root macromodel. Finally, a bivariate macromodel is obtained by spline interpolation of the descriptor matrices. Fig. 2 shows the magnitude of the parametric macromodel of . The worst case RMS-error defined in (26) is equal to and it occurs for cm.
Figs. 3-4 compare
and its macromodel for the length value corresponding to . As clearly seen, a very good agreement is obtained between the original data and the proposed passivity preserving macromodeling technique. Similar results are obtained for . The parametric macromodel captures the behavior of the system very accurately, preserving stability and passivity over the entire design space.
B. Two Coupled Microstrips With Variable Spacing
A three-conductor transmission line (length cm) with frequency-dependent per-unit-length parameters has been modeled. It consists of two coplanar microstrips over a ground plane. The cross section is shown in Fig. 5 . The conductors have width m, the dielectric is m thick and characterized by a dispersive and lossy permittivity which has been modeled by the wideband Debye model [35] . The parameters of the used wideband Debye model are: 1) relative permittivity at the frequency , 2) loss tangent at the frequency . A bivariate macromodel is built as a function of the spacing between the microstrips in addition to frequency. Their corresponding ranges are shown in Table II .
The frequency-dependent per-unit-length parameters have been evaluated using a commercial tool [36] over a validation grid of 150 20 samples, for frequency and spacing respectively. Then, the admittance matrix has been computed using transmission line theory [37] . We have built root macromodels for 7 values of the spacing by means of VF, each with an order equal to 22. The passivity of each model has been verified by checking the eigenvalues of the Hamiltonian matrix [34] and enforced if needed. Then, the numerical manipulations described in Section II are used to obtain a descriptor state-space form for each root macromodel. Finally, a bivariate macromodel is obtained by linear interpolation of the descriptor matrices. Fig. 6 shows the magnitude of the parametric macromodel of . The worst case RMS-error defined in (26) is equal to and it occurs for m. Figs. 7-10 compare , and their macromodels for the spacing value corresponding to . As in the previous example, the parametric macromodel describes very accurately the behavior of the system, guaranteeing stability and passivity over the entire design space.
C. One Microstrip With Variable Width and Height
In this example a microstrip (length cm) has been modeled. The cross section is shown in Fig. 1 . The substrate has relative permittivity . A trivariate macromodel is built as a function of the width of the strip and the height of the substrate in addition to frequency. Their corresponding ranges are shown in Table III .
The admittance matrix has been computed over a validation grid of 200 20 20 samples . We have built root macromodels for 7 values of the width and 6 values of the height by means of VF, each with a order equal to 14. The passivity of each model has been verified by checking the eigenvalues of the Hamiltonian matrix [34] and enforced if needed. Then, the numerical manipulations described in Section II are used to obtain a descriptor state-space form for each root macromodel. Finally, a trivariate macromodel is obtained by spline interpolation of the descriptor matrices. Figs. 11 and 12 show the magnitude of the parametric macromodel of for m and m, respectively. The worst case RMS-error defined in (26) is equal to and it occurs for m m . Figs. 13 and 14 compare and its macromodel for the width and height substrate value corresponding to . As clearly seen, a very good agreement is obtained between the original data and the proposed passivity preserving macromodeling technique. Similar results are obtained for . The parametric macromodel captures very accurately the behavior of the system, pre- serving stability and passivity properties over the entire design space.
IV. CONCLUSION
We have presented a new parametric macromodeling technique for the generation of parametric macromodels of admit-tance and impedance representations. The indirect parameterization of poles and residues provides a high power modeling, while overall stability and passivity are guaranteed by applying a special kind of interpolation on some descriptor state-space matrices related to Lur'e equations. Pertinent numerical examples have validated the proposed approach on practical application cases, showing that it is able to build very accurate parametric macromodels, while guaranteeing stability and passivity over the complete design space.
