Recent proposals for using the polygraph and similar devices in routine screening have been aimed at detecting deception in situations sometimes characterized by low base rates. Equations are developed that show that extraordinarily high levels of accuracy would be needed to detect infrequent deception. In this context, the debate over the accuracy of these methods is irrelevant; the accuracy needed to detect infrequent deception far exceeds the levels claimed by the most enthusiastic proponents of these detection techniques. The limits on the use of any particular test of deception can be determined by considering the base rate for deception and the proportion of the nondeceptive population that fails the test. When the base rate is less than. 10, these limits are extremely restrictive.
Formulation
The problem of detecting deception can be analyzed in terms of the base rate and the conditional probability of deception, given the results of a test of deception (Brett, Phillips, & Beary, 1986; Meehl & Rosen, 1955) . Here, the base rate defines the prior probability of guilt, or deception. Thus, when 5% of all subjects are involved in illegal activities that they wish to conceal, the probability that a subject selected at random is so involved is .05. A polygraph, an honest test, a voice analysis, or some other method of detecting deception provides data that may lead to a revised estimate of the likelihood of deception. Finally, there must be some threshold for determining when the probability of deception is sufficiently high to conclude that the subject is, in fact, attempting to deceive the questioner.
One of the most useful equations for analyzing the problem at hand is
P(D\F) = P(F\D) P(D) P(T\F) P(F\T) P(T)'
(1)
where D is the hypothesis that the subject is deceptive, T indicates that the subject is telling the truth, F indicates that the subject fails the test and is labeled deceptive, />(£>) is the unconditional probability or base rate for deception, P(D\F) is the conditional probability that the subject is deceptive, given the fact that the subject has failed the test, and P(f]T) is the false positive rate (i.e., the proportion of nondeceptive subjects who failed the test). Equation 1, which can be derived from the basic definition of conditional probability (c.f. Dawes, 1962) , defines the odds form of Bayes Theorem. Equation 1 is equivalent to the statement Posterior Odds = Likelihood Ratio X Prior Odds. Here, the prior odds refer to the base rate, the likelihood ratio refers to the sensitivity of the test in discriminating deceptive from truthful subjects, and the posterior odds refer to the assessment, after the test, of the likelihood of deception. Prior and posterior odds are defined as the ratio of the probability that a person is deceptive to the probability that a person is not deceptive. When the odds are less than 1.0 (one to one), the evidence favors the hypothesis that the subject is not deceptive; odds greater than 
Minimum Threshold
The minimum threshold for labeling a subject deceptive occurs when the data in favor of the hypothesis deceptive are at least as strong as the evidence against this hypothesis, which occurs when the posterior odds of deception are equal to 1.0.
When the posterior odds are less than 1.0, the data favor the hypothesis not deceptive; it would be irrational to go against the weight of the available evidence and label a subject deceptive unless the potential damage associated with deception were very great (Ben-Shakhar, Lieblich, & Bar-Hillel, 1982; Lieblich, etal., 1978) . As can be seen from Equation 1, posterior odds of 1.0 are attained when the likelihood ratio for a test is the reciprocal of the prior odds. For example, if the base rate for nontrivial employee theft were assumed to be .05, the prior odds that an employee chosen at random is a thief would be .052 (i.e., .05/.95), or 1 in 19. A test of deception would therefore have to have a likelihood ratio of 19 to provide any chance of concluding that this subject was deceptive. In concrete terms, this means that the true positive rate-P(F]D)-would have to be 19 times as large as the false positive rate-P(F\ T). If the likelihood ratio were less than 19, the test could not possibly lead to a situation in which the preponderance of evidence favored guilt. Thus, even if a test were perfectly accurate in detecting actual deception, a test with a false positive rate greater than .052
would not be sufficiently sensitive to detect deception that occurred in 5 cases out of 100.
Note that the conditional probabilities referred to above-P(F\D) and P(F\T)-describe the true positive and false positive rates, or the proportions of deceptive and nondeceptive subjects who fail the test. These rates are always greater than or equal to the unconditional probabilities of a true positive and a true negative outcome. In particular, the unconditional proba-
bility of a false positive is given by P(FP) = P(T) X P(F\T).
Thus, if the false positive rate for a test is .052, and 90% of those who take the test are telling the truth, the probability of a false positive outcome is .047. If posterior odds of 1.0 are accepted as a lower bound for labeling a subject deceptive, the false positive rate of a test must be very low to allow any possibility of detecting infrequent deception. Assume, for example, that the test catches every person who attempts deception-P(F\D) = 1.0. In this case, the probability that a nondeceptive subject fails the test-P(F\ T)-must be less than or equal to the prior odds of deception; otherwise, the test will never provide evidence that favors the verdict guilty. Table 1 lists the maximum false positive rates-P(F\ T)-that could be tolerated given this minimum threshold for guilt. The table suggests that when base rates are low (e.g.,. 10 or less)
this maximum is approximately equal to the base rate. That is, when deception is infrequent, the tendency of the test to label innocent subjects as deceptive must be equally infrequent.
Reasonable Doubt
Assume that the posterior odds were 100 to 99 (i.e., odds of 1.01) that the subject was attempting to deceive. Although the weight of the available evidence favors a guilty verdict, the evidence is not very strong and would not be persuasive in most settings. The concept of reasonable doubt implies that the evidence in favor of guilt (deceptive) must, in most cases, strongly outweigh the evidence in favor of innocence (not deceptive) before a verdict of guilty will be pronounced. That is, the hypothesis that a subject is deceptive will not ordinarily be accepted unless the posterior odds of deception are considerably larger that one to one. Table 2 illustrates the maximum false positive rates-
P(F\T)-that could be tolerated given this threshold for guilt.
The values in Table 2 are obtained by dividing the corresponding values in Table 1 by 9, reflecting the fact that this 90% threshold for guilt requires posterior odds 9 times as large as the break-even threshold of one to one. Note. PDSC = Proportion of deceptive subjects caught by test. Ratios represent posterior odds needed to conclude subject is deceptive.
The 90% threshold is conservative in that it implies a strong bias toward the verdict of not guilty. This bias may be appropriate if the test of deception leads directly to potentially adverse actions, as is frequently the case in preemployment screening. If a test of deception does not lead directly to any action, a less conservative threshold might be in order. Maximum false positive rates can be determined for any other guilt threshold by putting that threshold in odds form (e.g., an 80% confidence threshold equals odds of 4 to 1 that the person who fails the test is in fact deceptive) and dividing the values in Table 1 by those odds. Tables 1 and 2 are based on the assumption that tests of deception are always successful in detecting attempted deception-an assumption that is not supported by empirical research (Lykken, 1979; Sackett& Harris, 1984) . When the probability of successful deception is taken into account, the limits placed by false positive rates on the detection of infrequent deception become even more extreme than those portrayed in Tables 1 and 2. Maximum permissible false positive rates, listed as a function of the base rate, the threshold for labeling a subject deceptive, and the probability that a deceptive individual will be caught, are shown in Table 3 . The values that appear there are obtained by multiplying the corresponding values in Tables 1  and 2 by the probability of successfully detecting attempted deception-P(F\D).
Deceiving Tests of Deception
Several features of Table 3 are noteworthy. First, when the base rate for deception is low, the false positive rate must also be low, regardless of the threshold employed. Second, and more important, at very low base rates (e.g.,. 10 or lower), variations in the ability of the test to detect true deception have little impact on the overall worth of the test. For example, if the base rate for deception were .01, raising the test's probability of detecting actual deception from .85 to .98 (this would be an impressive improvement!) would have no discernible impact on the proportion of false positives that could be tolerated. If the base rate were .01, and more than 9 out of every 1,000 nondeceptive subjects failed the test, the test could not provide a preponderance of evidence to support the hypothesis that any individual examinee was deceptive. If reasonable doubt is factored in, this figure will be even lower.
Conclusion
The use of the polygraph and other similar devices for detecting and deterring deception has been the subject of intense debate in recent years. The use of these devices for screening purposes (e.g., preemployment screening) is of special concern, because in these settings the base rate for deception may be quite low. When the base rate for nontrivial deception is low (e.g., less than .10), tests must be extraordinarily sensitive to provide convincing evidence of deception. For example, if a polygraph were accurate in 98% of the cases examined (this figure is higher than the level of accuracy claimed by proponents of the polygraph, and considerably higher than the accuracy levels shown in empirical research), and errors were equally divided between false positives and false negatives, the false positive rate would be at least .0101, effectively ruling out the polygraph for base rates of .01 or lower. If a 90% reasonable doubt criterion were applied, a test with a 98% accuracy level would be too inaccurate to detect deception when the base rate is as high as .09.
It is important to note that the analyses presented here apply to any technique that might be used to detect a condition for which the base rate is low (Meehl & Rosen, 1955) . For example, the Department of Defense has tested over 600,000 individuals for acquired immune deficiency syndrome (AIDS), and approximately 1.5 cases per 1,000 have tested positive ("AIDS testing screens 287," 1986). If the base rate for AIDS exposure is approximately .0015, a false positive rate as low as 2 per 1,000 would be sufficiently high to call into question the AIDS screening program.
It is not the purpose of this article to argue that tests of deception are useful when the base rate for deception is high; their validity is doubtful regardless of the base rate. In addition, serious ethical questions have arisen, particularly the possibility that the polygraph represents a "psychological fourth degree" that is used to extract confessions from suspects (Furedy, 1985; Furedy & Liss, 1985) . Thus, even if the polygraph were valid, its use would be problematic. However, when the base rate is low, this analysis suggests that the debate over the value of the polygraph is meaningless because the accurate detection of deception may be beyond the capability of any known test or procedure.
