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Even though compressible plasma turbulence is encountered in many astrophysical phenomena, its effect is
often not well understood. Furthermore, direct numerical simulations are typically not able to reach the
extreme parameters of these processes. For this reason, large-eddy simulations (LES), which only simulate
large and intermediate scales directly, are employed. The smallest, unresolved scales and the interactions
between small and large scales are introduced by means of a subgrid-scale (SGS) model. We propose and
verify a new set of nonlinear SGS closures for future application as an SGS model in LES of compressible
magnetohydrodynamics (MHD). We use 15 simulations (without explicit SGS model) of forced, isotropic,
homogeneous turbulence with varying sonic Mach number Ms = 0.2 to 20 as reference data for the most
extensive a priori tests performed so far in literature. In these tests we explicitly filter the reference data
and compare the performance of the new closures against the most widely tested closures. These include
eddy-viscosity and scale-similarity type closures with different normalizations. Performance indicators are
correlations with the turbulent energy and cross-helicty flux, the average SGS dissipation, the topological
structure and the ability to reproduce the correct magnitude and direction of the SGS vectors. We find that
only the new nonlinear closures exhibit consistently high correlations (median value >0.8) with the data over
the entire parameter space and outperform the other closures in all tests. Moreover, we show that these
results are independent of resolution and chosen filter scale. Additionally, the new closures are effectively
coefficient-free with a deviation of less than 20%.
PACS numbers: 52.35.Ra, 52.65.Kj, 52.30.Cv, 47.27.em
I. INTRODUCTION
Turbulence and in particular plasma turbulence is
still one of the least understood phenomena in classical
physics today. Even though there are advances in theory
many processes cannot be fully explained yet due to their
strong nonlinearity. These cover many different scales
and include experiments on Earth1 as well as a wide va-
riety of processes (e.g. magnetic reconnection2 and tur-
bulent dynamos3) and astrophysical phenomena such as
stellar winds4 and magnetized accretion disks5. Com-
pressibility also plays an important role in astrophysical
plasmas and increases the complexity even further.
In addition to theory, experiments and observations,
numerical simulations are a useful tool to understand tur-
bulence. However, the level of detail is restricted by the
available computing power and realistic (physical) dy-
namical ranges are usually not covered. Fortunately, this
problem can be improved with the help of large eddy
a)Electronic mail: grete@mps.mpg.de
simulations (LES)6,7. This approach simulates only the
largest and intermediate scales directly. The smallest
scales, which are below the resolution limit, i.e. below
the grid scale, are introduced by means of a subgrid-
scale (SGS) model. Formally, the procedure involves the
convolution of the primary equations with a filter ker-
nel G. For a static, homogeneous and isotropic filter the
compressible magnetohydrodynamics (MHD) equations
under boundary conditions read8,9
∂ρ
∂t
+∇ · (ρu˜) = 0, (1)
∂ρu˜
∂t
+∇ · (ρu˜⊗ u˜−B ⊗B)+∇(P + B2
2
)
= ∇ ·
(
2νρS˜∗
)
−∇ · τ,
(2)
∂B
∂t
−∇× (u˜×B)+ η∇2B = ∇× E . (3)
Filtering is denoted by 2 and mass-weighted filtering10
is denoted by 2˜ = ρ2/2. Thus, ρ, u˜, B (incorpo-
rating 1/
√
4pi) and P are the filtered density, velocity,
magnetic field and thermal pressure, respectively. In
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the context of LES filtered quantities are considered re-
solved and therefore accessible in the simulation. Non-
ideal effects are included via resistivity η and kinematic
viscosity ν with traceless kinetic rate-of-strain tensor
S˜∗ij = 1/2 (u˜i,j + u˜j,i)−1/3δiju˜k,k. Here, 2i,j designates
the j-th partial derivative of component i, a star 2∗ij in-
dicates the traceless, deviatoric part of a tensor, and Ein-
stein summation convention applies with the Kronecker
delta δij . Two new terms enter the equations (2) and (3).
The first term, modified from its hydrodynamical form,
is the turbulent stress tensor
τij = τ
u
ij − τbij +
(
B2 −B2
) δij
2
with (4)
τuij ≡ ρ (u˜iuj − u˜iu˜j) and τbij ≡
(
BiBj −Bi Bj
)
(5)
which consists of the turbulent (or SGS) magnetic pres-
sure (last term in (4)), the SGS Reynolds stress τuij and
the SGS Maxwell Stress τbij . The second term is the tur-
bulent electromotive force (EMF)
E = u×B − u˜×B (6)
in the induction equation. Both terms are a priori un-
known as only filtered primary quantities are accessible
in LES (e.g. u˜) but no mixed terms (e.g. u˜i uj). More-
over, the total filtered energy density
E =
1
2
ρu˜2 +
1
2
B
2︸ ︷︷ ︸
(resolved)
+
1
2
ρ
(
u˜2 − u˜2
)
+
1
2
(
B2 −B2
)
︸ ︷︷ ︸
=Eusgs+E
b
sgs≡Esgs(unresolved)
(7)
contains unclosed terms as well, namely the kinetic SGS
energy Eusgs and magnetic SGS energy E
b
sgs. These terms
are given by the isotropic parts of the turbulent stress
tensors
1
2
τ2kk = E
2
sgs . (8)
Similarly, the filtering procedure applies to other quan-
tities such as the cross-helicity W – a measure of the
alignment between velocity and magnetic field. The re-
sulting SGS cross-helicity Wsgs is given by
Wsgs = u ·B − u˜ ·B (9)
It encodes not only the alignment between unresolved
fields, but also between resolved and unresolved ones.
On the one hand, there has been a lot of re-
search in the realm of (incompressible) hydrodynamics11
with successful applications to atmospheric boundary
layers12 and turbulent mixing13,14, as well as astrophys-
ical application6 in different subjects such as isolated
disc galaxies15 or the formation of supermassive black
holes16. On the other hand, results for MHD are still
scarce and limited to a posteriori application of (decay-
ing) turbulent boxes17 in either 2D18, or in the incom-
pressible case19,20, or by neglecting terms such as tur-
bulent magnetic pressure8. However, the a priori vali-
dation of these closures is still outstanding, apart from
a single incompressible dataset for the EMF21. For this
reason, we here expand our first investigation of nonlin-
ear closures22 with additional closures from the litera-
ture, and over a more extended set of parameters and
test cases. We have identified several closure strategies
developed in the literature and evaluate the three major
ones: eddy-viscosity, which is typically purely dissipative,
scale-similarity, which is based on the self-similar proper-
ties of turbulence, and deconvolution closures, which are
fundamentally nonlinear based on approximate inverses
of the filtering operator. All closures, including the new
nonlinear closures, are briefly presented in the next sec-
tion. A detailed derivation and formal analysis of the
new closures is described in our accompanying paper23.
In section III we describe our test setup and the process
of a priori testing for several reference quantities. The
results are then illustrated in section IV and include a
wide variety of functional and structural tests. Finally,
in section V we conclude with an overall comparison of
the presented closures.
II. CLOSURES
The following independent terms require closures: the
SGS Reynolds stress τu, the SGS Maxwell stress τb and
the electromotive force E . In the following, we briefly
present three general closure strategies (eddy-viscosity,
scale-similarity and nonlinear) and possible variations
with respect to normalization. Each closure strategy is
based on a certain idea that naturally transfers to clo-
sures of all unknown terms. We identify closures by two
uppercase roman letters (with normalizations in super-
script), and closure expressions in formulas are denoted
by a hat 2̂.
a. The eddy-dissipation family is the most well-
established type of closure originating from the
Smagorinsky eddy-viscosity24 going back several decades.
In general, the modeled effects are purely dissipative in
nature and resemble existing terms, e.g. the Reynolds
stress (10) has the same functional form as the micro-
scopic dissipation in the momentum equation, c.f. the
right hand side of (2). The same is true for the EMF (12)
and Ohmic dissipation in the induction equation. An
eddy-diffusivity based closure for the Maxwell stress has
been proposed17 analogous to eddy-viscosity. The result-
ing closures are
EV : τ̂u∗ij = −2ρνuS˜∗ij , (10)
ED : τ̂b∗ij = −2νbMij , (11)
ER : Ê = −ηtJ , (12)
with eddy-viscosity (EV)νu, diffusivity (ED) νb, resistiv-
ity (ER) ηt, and resolved current J = ∇×B. The kinetic
rate-of-strain tensor S˜∗ij and magnetic rate-of-strain ten-
sor Mij = 1/2
(
Bi,j +Bj,i
)
are by construction devia-
toric and so are the closures (10) and (11). The remain-
ing isotropic parts are closed by means of SGS energy
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closures
Êb,Msgs = C1∆
2|M|2 and Êu,S∗sgs = C2∆2ρ|S˜∗|2,(13)
which can be derived from (10) and (11) building upon
the realizability of τ̂uij and τ̂
b
ij for a positive filter
kernel22,25. The free coefficients C2 appear indepen-
dently in every closure (including all following ones) and
are typically dimensionless. One goal of a priori testing
is the determination of the coefficient values as described
in subsection III B.
In addition to the realizability ansatz, the isotropic
parts can be closed under the assumption of local equi-
librium between production and dissipation in the SGS
energy evolution equations9 resulting in
Êb,Jsgs = C3∆
2|J |2 and Êu,Ssgs = C4∆2ρ|S˜|2 . (14)
Furthermore, several normalizations (or scalings) have
been developed to control the strength of the deviatoric
closures based on different arguments. In this paper, we
test the most often used ones, i.e. constant scaling, scal-
ing by SGS energy, and scaling by the interaction between
the velocity and the magnetic field. Constant scaling is
given by
EVconst : νu = C5∆
4/3 , (15)
EDconst : νb = C6∆
4/3 , (16)
ERconst : ηt = C7∆
4/3 , (17)
motivated by dimensional analysis under Kolmogorov
scaling26. These closures neglect any local variability of
the eddy-viscosity, diffusivity and resistivity. In contrast
to this, SGS energies, as a local measure of unresolved
turbulence, can be used as a proxy to obtain spatially
varying closures
EVE : νu = C13∆
√
Eusgs/ρ , (18)
EDE : νb = C14∆
√
Ebsgs , (19)
ERE : ηt = C15∆
√(
Eusgs + E
b
sgs
)
/ρ . (20)
However, the exact values for the energies Eusgs and E
b
sgs
(7) are unknown. Thus, the energy closure expressions
(13) can be used to formulate complete closures18 based
only on known fields
EVS
∗
: νu = C16∆
√
Êu,S
∗
sgs /ρ , (21)
EDM : νb = C17∆
√
Êb,Msgs , (22)
ERS+M : ηt = C18∆
√(
Êu,S
∗
sgs + Ê
b,M
sgs
)
/ρ .(23)
Another possibility to include local variability is via the
interactions between velocity and magnetic field. Here,
the SGS cross-helicity (9) serves as a proxy in the closures
EVW : νu = C10∆ρ
−1/4
√
|Wsgs| , (24)
EDW : νb = C11ttWsgs , (25)
ERW : ηt = C12tt
√
ρWsgs . (26)
with a turbulent time scale tt = ∆
√
ρ/Esgs. Again, an
alternative formulation has been proposed19
EVSM : νu = C8∆
2ρ−1/4
√
|2S˜ijMij | (27)
ERSM : ηt = C9∆
2 sgn
(
J · Ω˜
)√
|J · Ω˜|/ρ1/2,(28)
since (9) is unclosed. Ω˜ = ∇× u˜ is the resolved vorticity.
The closures are motivated by assuming that the modeled
cross-helicity dissipation rate is a robust proxy of transfer
between kinetic and magnetic energy.
In addition, we include the α-β-γ-closure20 for the elec-
tromotive force
α-β-γ : ηt = αB − βJ+ γΩ˜ (29)
in our comparison which was recently applied in LES of
current sheets27. Here, β is closed identically to ERE ,
γ = C19ttWsgs is linked to the SGS cross-helicity and
α = C20ttH is connected to the residual helicity H =
u ·Ω− u˜ · Ω˜− (B · J −B · J) /ρ.
b. Scale-similarity (SS) closures are characterized
by the assumption that the tensorial structure at the
smallest resolved scales is similar to the one at the largest
unresolved scales28. This motivates the introduction of
a second filter (a test filter) with a filter width equal to
or larger than the original filter width. The result of the
second filter operation is analogous to the result of the
first filter operation and this allows the recovery of the
subgrid-scales. We use a filter with twice the original fil-
ter width, as proposed based on experimental data29, and
denote this operation by
︸︸
2 . It is understood that mass-
weighted filtering is applied to all quantities involving u˜.
The resulting closures are
SSu : τ̂uij = C21
︸︸
ρ
(︸ ︸
u˜iu˜j −
︸︸˜
ui
︸ ︸˜
uj
)
, (30)
SSb : τ̂bij = C22
(︸ ︸
BiBj −
︸ ︸
Bi
︸ ︸
Bj
)
, (31)
SSE : Ê = C23
(︸ ︸
u˜×B−
︸︸˜
u ×
︸︸
B
)
. (32)
It should be noted that these coefficients are introduced
in order to allow for deviation from model assumptions.
Nevertheless, they are expected to be approximately 1
due to the self-similarity assumption. In addition to this,
closures for the SGS energies can be extracted from these
terms directly by means of definition (8), i.e.
Êu,SSsgs =
1
1
C21
︸︸
ρ
(︸ ︸
u˜ku˜k−
︸ ︸˜
uk
︸ ︸˜
uk
)
, (33)
Êb,SSsgs =
1
2
C22
(︸ ︸
BiBj −
︸ ︸
Bi
︸ ︸
Bj
)
. (34)
c. Nonlinear (NL) closures are structural in nature.
While they are related to other gradient (also tensor-
diffusivity) closures30, they are not based on the ex-
pansion of the primary quantities, but can be derived
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through gradient expansion of the filter kernel31. In con-
trast to the other two families, the assumptions here
are rooted in the properties of the filtering operator and
not of turbulence as such. Truncating the expansion at
first order and neglecting the commutator between mass-
weighted filtering and differentiation lead to the following
expressions23:
NLu : τ̂uij =
1
12
C24∆
2ρu˜i,ku˜j,k , (35)
NLb : τ̂bij =
1
12
C25∆
2Bi,kBj,k , (36)
NLE,ρ : Ê =
1
12
C26∆
2εijk
(
u˜j,lBk,l
− (ln ρ),l u˜j,lBk
)
. (37)
The electromotive force closure is proposed in our ac-
companying paper for the first time. It goes beyond the
previously proposed expression21,22
NLE : Ê =
1
12
C27∆
2εijku˜j,lBk,l (38)
by explicitly capturing compressible effects in the second
term. As for the scale-similarity closures, the coefficients
are external to the closures and meant to capture errors
not in-line with the closure assumptions. Thus, values
around 1 are expected. Again, closures for the SGS en-
ergies can readily be written down by definition (8) as
Êu,NLsgs =
1
12
C24∆
2ρu˜k,lu˜k,l , (39)
Êb,NLsgs =
1
12
C25∆
2Bk,lBk,l . (40)
A normalized version of the nonlinear SGS stress tensors
has been proposed in the HD32,33 case and in our previous
work22 for MHD:
NLu,E : τ̂u∗ij = 2C28E
u
sgs
(
u˜i,ku˜j,k
u˜l,su˜l,s
− 1
3
δij
)
, (41)
NLb,E : τ̂b∗ij = 2C29E
b
sgs
(
Bi,kBj,k
Bl,sBl,s
− 1
3
δij
)
. (42)
Effectively, the strength is locally determined by the
SGS energy and the structural information is extracted
from the unnormalized closures NLu and NLb. Like the
energy-scaled closures within the eddy-dissipation fam-
ily, (41) and (42) are not closed. For this reason, the
Eusgs and E
b
sgs can be replaced by the energy closure (13)
resulting in
NLu,S
∗
: τ̂u∗ij = 2C30Ê
u,S∗
sgs
(
u˜i,ku˜j,k
u˜l,su˜l,s
− 1
3
δij
)
, (43)
NLb,M : τ̂b∗ij = 2C31Ê
b,M
sgs
(
Bi,kBj,k
Bl,sBl,s
− 1
3
δij
)
.(44)
III. VERIFICATION METHOD
In a first investigation22 we analyzed the supersonic
regime in simulations at a resolution of 5123 grid points.
Here, we extend the parameter space to include the sub-
sonic and hypersonic regime, as well as two additional
reference runs at a resolution of 10243 grid points. Fur-
thermore, the functional analysis now goes beyond the
turbulent energy cascade – we also include the cross-
helicity cascade and total SGS flux of both resolved en-
ergy and cross-helicity. Finally, the structural analysis
now covers alignment and magnitude of the SGS vectors,
and topological properties of the SGS stresses.
A. Simulations
In total, 15 homogeneous, isotropic turbulence simula-
tions in a periodic box with varying sonic Mach number
Ms, Alfvenic Mach number Ma and numerical method
were conducted. All simulations start with uniform ini-
tial conditions, i.e. ρ0 = 1, u0 = 0 (these and all fol-
lowing variables are in dimensionless code units) within
a box of length L = 1 at resolution of 5123 or 10243 grid
points. The initial background magnetic field is uniform
in the z-direction and its magnitude specified by the ra-
tio of thermal to magnetic pressure βp = 2p/B
2. The
MHD equations for a compressible fluid are then evolved
in time using either Enzo34 or FLASHv435. Statisti-
cally stationary turbulence is driven by a stochastic forc-
ing field generated by an Ornstein-Uhlenbeck process36.
The strength is defined by a characteristic Mach num-
ber V . We choose a parabolic forcing profile peaking
at wavenumber k = 2 and a ratio of compressive to
solenoidal components ζ = |∇ · u| /‖∇u‖ for which we
explore values of 0.5 and 0.9. Details on the forcing
can be found in37,38 and details about individual sim-
ulation parameters are listed in table I. In Enzo, an
open-source fluid code, the ideal (ν = η = 0) MHD
equations are solved with a MUSCL-Hancock39 frame-
work, employing second order Runge-Kutta integration
in time, PLM reconstruction and HLL or HLLD Riemann
solvers40. The thermal pressure p is specified by an ideal
equation of state with adiabatic exponent κ = 1.001 to
resemble an isothermal fluid. In the simulations con-
ducted with the publicly available FLASHv4 code the
MHD equations are evolved with explicit41,42 viscosity ν
and resistivity η specified via the kinetic Reynolds num-
ber Re = L0V0ν = 3780 and the magnetic Reynolds num-
ber Rm = L0V0η = 3780. In all simulations, the charac-
teristic length L0 = 0.5L is half the box size due to the
forcing profile and the characteristic velocity V0 = V cs,0
corresponds to the forcing Mach number V relative to the
initial speed-of-sound cs,0 = 1. In contrast to Enzo the
gas is kept exactly isothermal by a polytropic equation of
state. The chosen numerical scheme consists of second-
order integration in time and space with the HLL3R Rie-
mann solver43. For both Enzo and FLASHv4 the di-
vergence constraint ∇·B = 0 is handled by a divergence
cleaning scheme44.
All simulations initially undergo a transient phase in
which the uniform initial conditions evolve into station-
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Name Resolution Forcing Mach V Init. βp 〈〈M2s 〉1/2〉 〈〈M2a〉1/2〉 Code Riemann solver ζ
1 5123 0.2 450 0.22 1.95 Enzo HLLD 0.5
2a 5123 0.5 72 0.56 1.85 Enzo HLLD 0.5
2b 10243 0.5 72 0.57 1.81 Enzo HLLD 0.5
3 5123 0.5 8 0.61 1.26 Enzo HLLD 0.5
4 5123 1.0 18 1.17 1.90 Enzo HLLD 0.5
5 5123 1.0 2 1.25 1.27 Enzo HLLD 0.5
6 5123 2.0 5 1.97 2.64 FLASHv4 HLL3R 0.5
7a 5123 2.0 5 2.46 2.14 Enzo HLL 0.5
7b 10243 2.0 5 2.55 2.13 Enzo HLL 0.5
8 5123 2.9 0.25 2.54 0.78 Enzo HLL 0.9
9 5123 2.9 2.5 2.64 3.11 Enzo HLL 0.9
10 5123 2.9 25 2.68 8.24 Enzo HLL 0.9
11 5123 4.0 1 4.14 2.88 FLASHv4 HLL3R 0.5
12 5123 10.0 0.2 10.04 2.25 FLASHv4 HLL3R 0.5
13 5123 20.0 0.05 20.12 2.08 FLASHv4 HLL3R 0.5
TABLE I. Overview of analyzed simulations. The sonic Ms and Alfvenic Ma Mach numbers are the temporal means of the
spatial RMS numbers over the stationary phase between 2T < t < 5T dynamical times. In all Enzo simulations the ideal MHD
equations were solved with an ideal equation of state. For FLASHv4 a polytropic equation of state and explicit viscosity and
resistivity (so that Re = Rm = 3780, see subsection III A) was used.
ary turbulence. This phase lasts for t < 2T dynamical
times with T = 0.5L/V . Afterwards, the gas is evolved
for three additional dynamical times and ten snapshots
per dynamical time are captured for the analysis. The
resulting parameter space of the simulations in terms of
the temporal mean (〈2〉t) sonic 〈〈M2s 〉1/2〉t and Alfvenic
〈〈M2a〉1/2〉t spatial root mean square (〈2〉) Mach num-
bers within 2T < t < 5T is illustrated in figure 1.
Simulations 1, 2a, 4, 6, 7a, 11, 12, 13 within the gray
FIG. 1. Parameter space covered by the 15 simulations. Each
marker (circles for a resolution of 5123 grid-points and crosses
for 10243 , respectively) corresponds to the respective mean
value over the stationary phase 2T < t < 5T of the spatial
root mean square Mach numbers. Only simulations within
the gray area are used in the detailed sonic Mach number
dependency study. Simulation details are given in table I.
area have 〈〈M2a〉1/2〉t ≈ 3 and are therefore used for a
Ms-dependency analysis of the different closures.
B. Reference quantities
In order to assess the quality and performance of the
different closures we conduct functional and structural a
priori tests. In a priori testing a test filter is applied
to high resolution data to mimic the effect of limited
resolution. The scales below the test filter are treated
as unresolved scales. Owing to the explicit filtering we
not only obtain filtered quantities intended to resemble
the resolved scales, but also retain the sub-filter quan-
tities intended to resemble the unresolved scales. This
allows the exact calculation of SGS quantities. In the
context of LES three different filter kernels are typically
used11: the box, the Gaussian, and the sharp spectral
filter. For the majority of our analysis we use a Gaussian
filter with a characteristic filter scale at a wavenumber
k = 16 for several reasons. Firstly, k = 16 is within a
power-law regime of the energy spectra (cf. figure 2),
which satisfies the assumption of the eddy-viscosity and
scale-similarity type closures. Secondly, it is sufficiently
far away from the forcing scale k = 2 where the dynamics
of the forcing are expected to be dominant. Thirdly, it
also does not fall above the high-k drop-off in the spec-
trum, caused by viscous and numeric dissipation, which
contaminates turbulent dynamics45. The mean spectra
within the stationary regime (2T < t < 5T ) of the simu-
lations are illustrated in figure 2, where we also highlight
the filter positions. In addition to filtering at k = 16 we
also probe the closures with filter scales at k = 4, 8, 32, 64
to investigate the dependence of the result on the chosen
scale. Moreover, we verify the results based on Gaussian
filtering against a box filter. Given that we analyze com-
pressible data, we do not employ a sharp spectral filter,
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FIG. 2. Mean (2T < t < 5T ) power spectra of the sim-
ulations. Kinetic energy is based on the Fourier transform
of
√
ρu. The dashed vertical lines indicate the filter widths
(k = 4, 8, 16, 32, 64) we are using during the analysis. The
insets highlight the extended power-law regime of the 10243
runs (2b and 7b, dashed lines) over the corresponding 5123
runs (2a and 7a, solid lines). Simulation details are listed in
table I.
which can produce negative resolved densities, and SGS
stresses that violate realizability25.
The first category of tests, functional tests, probe the
ability of closures to reproduce a particular (physical)
property. In addition to this, functional tests can elimi-
nate co-ordiate frame dependence by reduction to scalar
diagnostics, e.g. of six SGS stress tensor or three EMF
vector components. Historically, the most frequently
used reference quantity is the turbulent energy flux, i.e.
the cascade term
ΣE = τij S˜ij + E · J . (45)
It encodes the local exchange between resolved and un-
resolved energy and is connected to the turbulent energy
cascade. However, as it was recently shown9, the total
energy flux term
FE = −u˜ · (∇ · τ) +B · ∇ × E (46)
is more strongly influenced by the transport terms
∇ · (u˜ · τ +B × E) rather than the cascade term ΣE
in our simulations. Furthermore, in MHD there are
additional conserved quantities such as cross-helicity,
W = u ·B, which are, in the context of LES, also gov-
erned by resolved and subgrid-scale evolution equations9.
The exchange of cross-helicity across the filter scale is
analogous to the energy one, with cross-helicity flux
ΣW = τij
(
Bi/ρ
)
,j
+ E · Ω˜ . (47)
Again, the total cross-helicity term
FW = −B/ρ · (∇ · τ) + u˜ · ∇ × E , (48)
is dominated by the transport and not the cascade
contribution9. In the following we are going to ana-
lyze all four (pseudo-)scalars as each of them may play a
crucial role in different dynamical regimes, and system-
atic differences between results from total and cascade
fluxes may indicate the importance of the differentiation
commutator23. Specifically, we conduct nonlinear least-
square minimization46 between data and closure. This
automatically produces the best coefficient C2 for each
snapshot and closure individually. Eventually, we calcu-
late the Pearson correlation coefficient as an overall mea-
sure of accuracy. While these correlations probe the spa-
tially local performance of the closures, we also analyze
a global indicator. In particular, we look at the average
SGS dissipation, i.e. the total ΣE for each snapshot, and
examine the contributions of the individual components.
The performed structural tests start with a topological
analysis. We use the geometric invariants of second-rank
tensors to compare the topology of the deviatoric SGS
Reynolds τu∗ and Maxwell τb∗ stress tensors for data and
closure. The characteristic polynomial of a second-rank
tensor T is47 λ3i + Pλ2i +Qλi + R = 0 with eigenvalues
λi and invariants
P = − tr (T ) = − (λ1 + λ2 + λ3) , (49)
Q =
1
2
(
P 2 − tr (T 2)) = λ1λ2 + λ2λ3 + λ3λ1 , (50)
R = − det (T ) = −λ1λ2λ3 . (51)
Both tensors, τu∗ and τb∗, are traceless, so P = 0. Fur-
thermore, they are symmetric. Thus, Q is negative def-
inite and the three eigenvalues λ1 ≥ λ2 ≥ λ3 are real.
Therefore, only two eigenvalue combinations are possible.
On the one hand, sheet-like structures with R > 0 are
produced by expansion in two dimensions (λ1, λ2 > 0),
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and contraction in the third dimension (λ3 < 0). On the
other hand, tube-like structures with R < 0 are produced
by expansion in one dimension (λ1 > 0), and contraction
in two dimensions (λ2, λ3 < 0).
Given that all closures enter the primary equations ul-
timately in vectorial form, we also asses their geometrical
performance. For this reason, we compare the alignment
of the data vector, e.g. ∇ · τu∗, with the corresponding
closure vector, i.e. ∇ · τ̂u∗ij . Moreover, we compare their
respective magnitudes. Ideally, the modeled SGS vector
will point in the identical direction as the data vector
(cos
(∇ · τ̂u∗ij ,∇ · τu∗) = 1), and will be with identical
magnitude (|∇ · τ̂u∗ij |/|∇ · τu∗| = 1).
IV. RESULTS
A. Functional analysis: overview and Ms dependency
FIG. 3. Illustration of using correlations from individual sim-
ulation snapshots (left) to create a bar plot (right). Each
marker on the left side corresponds to the correlation coeffi-
cient from one snapshot of the color-coded simulations from
the subsonic (dark) to the hypersonic (bright) regime. The
correlation coefficient is always calculated for only one ref-
erence quantity (here, the cross-helicity cascade flux ΣW )
with one closure (here, the kinetic SGS energy of the scale-
similarity family Êu,SSsgs ). Each colored bar on the right side
spans the range of variation from the minimum to the maxi-
mum correlation value over all snapshots of one simulation.
We start our functional analysis by evaluating the per-
formance of the different closures for the isotropic parts of
the SGS stresses, i.e. by definition (8), the SGS energies
τ2ij = 2/3δijE
2
sgs. Figure 3 illustrates the creation of the
Mach number dependent bar plots we use in this section
for one sample quantity. We use the kinetic SGS energy
closure of the scale-similarity family Êu,SSsgs (33), and com-
pute the correlation Corr
[
ΣW , Σ̂W
]
of the contribution
to cross-helicity cascade term ΣW based on closure and
exact SGS energy expression Eusgs (7), i.e.
Corr
[
2
3
δijE
u
sgs
(
Bi
ρ
)
,j
,
2
3
δijÊ
u,SS
sgs
(
Bi
ρ
)
,j
]
. (52)
This is done for each snapshot of all simulations. Then,
we take the minimum and maximum value of each simu-
lation separately to determine the vertical extent of the
color-coded bars in the right panel of the figure. In this
example it is clear that the cross-helicity cascade is well
modeled in the subsonic regime (with correlations above
0.8) and tends to perform worse in the hypersonic regime
(going down to almost 0.4).
The results for all energy closures and all reference
quantities are shown in figure 4(a). In general, all clo-
sures perform very well with respect to the cascade fluxes.
A notable exception is the already mentioned cross-
helicity cascade correlation of the kinetic scale-similarity
model Êu,SSsgs , which has a strong Ms dependency. In ad-
dition to this, it can be seen that the total flux terms are
generally less well represented than the cascade terms.
Furthermore, there is practically no difference between
modeling the eddy-viscosity/diffusivity energies based on
realizability conditions (Êu,S
∗
sgs and Ê
b,M
sgs ) and the equi-
librium approach (Êu,Ssgs and Ê
b,J
sgs ). Overall, with a slight
advantage over the eddy-viscosity closures, the nonlin-
ear closures perform best with generally high correlations
(>0.7 across the entire parameter space) and very limited
Ms dependency. The median across all simulations of the
free coefficient value of each closure is listed in table II
including bounds given by the interquartile range (IQR).
For reference we also provide more detailed data tables
as supplemental material48. All SGS energy closures ex-
hibit only a very limited spread over the tested parameter
space with IQRs within a factor of 2 around the median.
These results also hold (not shown) for direct fits, i.e.
Corr
[
E2sgs, Ê
2
sgs
]
, of the kinetic Eusgs, magnetic E
b
sgs, and
total Esgs energies.
The correlations of all four functional reference quanti-
ties for the traceless SGS Reynolds stress τ̂u∗ij are depicted
in figure 4(b). All eddy-viscosity type closures EV2 are
very similar and insensitive of the scaling chosen. Even
though the correlations for all snapshots within a single
simulation do not vary much, there is a substantial differ-
ence between the simulations. Correlations are typically
below 0.2 in the subsonic regime whereas they can reach
>0.8 in the highly supersonic regime. This ordering is
present in all reference quantities for the EV closures.
The scale-similarity SSu closure also exhibits this behav-
ior for the turbulent energy cascade ΣE even though the
lower bound in the subsonic regime is much better, ≈ 0.5.
However, the correlations of the other fluxes, ΣW , FE
and FW , have the opposite ordering. The most extreme
case of FW spreads from ≈ 0.5 in the subsonic regime
to correlations as low as 0.1 for the Ms ≈ 20 simula-
tion. The nonlinear family NL is closest to the data in
general. Again, we observe an ordering with Ms but the
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(a)Correlations of different SGS energy closures, i.e. the isotropic component of the SGS stress tensors.
(b)Correlations of different traceless SGS Reynolds stress τu∗ closures.
(c)Correlations of different traceless SGS Maxwell stress τb∗ closures.
(d)Correlations of different electromotive force E closures.
FIG. 4. Correlations between closure and data for all reference fluxes. For each closure the four colored bars (from left to
right: energy ΣE and cross-helicity ΣW cascade, and total energy FE and cross-helicity FW flux) illustrate the maximum range
of correlation split by simulation. A detailed explanation of the colored bars is given in figure 3. Subsonic runs are towards
the dark end and supersonic at the bright end of the palette (cf. figure 2). All simulations have been filtered at k = 16. The
x-axis labels denote the different closure identifiers as introduced in section II.
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TABLE II. Median correlation and coefficient values over
all 5123 simulations filtered at k = 16 with lower and up-
per bound given by interquartile range of all data. Detailed
data tables including results split by reference quantity and
min-/maximum values can be found in the supplementary
material48 .
ID Corr
[
2, 2̂
]
Coefficient
Êu,Ssgs 0.83
+0.082
−0.094 C4 = 0.036
+0.014
−0.0074
Êu,S
∗
sgs 0.84
+0.068
−0.098 C2 = 0.038
+0.022
−0.005
Êu,SSsgs 0.59
+0.3
−0.11 C21 = 1
+0.19
−0.35
Êu,NLsgs 0.85
+0.077
−0.058 C24 = 1.2
+0.53
−0.19
Êb,Jsgs 0.83
+0.057
−0.084 C3 = 0.043
+0.021
−0.0065
Êb,Msgs 0.87
+0.054
−0.13 C1 = 0.045
+0.028
−0.0058
Êb,SSsgs 0.79
+0.093
−0.23 C22 = 1.1
+0.26
−0.36
Êb,NLsgs 0.93
+0.018
−0.073 C25 = 1.3
+0.43
−0.1
EVconst 0.4+0.079
−0.12 C5 = 0.096
+0.13
−0.074
EVSM 0.35+0.081
−0.1 C8 = 0.011
+0.0061
−0.0057
EVW 0.39+0.092
−0.12 C10 = 0.024
+0.008
−0.008
EVS
∗
0.43+0.091
−0.13 C16 = 0.0085
+0.0031
−0.0031
EVE 0.44+0.089
−0.15 C13 = 0.041
+0.017
−0.021
EDconst 0.02+0.016
−0.012 C6 = 0.00071
+−0.006
−0.006
EDW 0.089+0.1
−0.042 C11 = −0.0066+0.0025−0.0067
EDM 0.026+0.021
−0.012 C17 = 0.00014
+0.00014
−0.00038
EDE 0.027+0.02
−0.014 C14 = 0.00055
+0.00093
−0.002
ERconst 0.35+0.092
−0.053 C7 = 0.14
+0.054
−0.11
ERSM 0.032+0.024
−0.017 C9 = −0.00055+0.0011−0.0015
ERW 0.042+0.035
−0.024 C12 = −0.0014+0.0021−0.0039
ERS+M 0.36+0.11
−0.057 C18 = 0.0096
+0.0068
−0.0035
ERE 0.36+0.1
−0.056 C15 = 0.035
+0.025
−0.013
α-β-γ 0.37+0.11
−0.049


C20 = −0.0026+0.0018−0.0043
C15 = 0.033
+0.028
−0.0087
C19 = −0.00017+0.0058−0.0079
SSu 0.49+0.11
−0.072 C21 = 0.67
+0.16
−0.23
SSb 0.58+0.081
−0.084 C22 = 0.9
+0.25
−0.43
SSE 0.55+0.13
−0.084 C23 = 0.89
+0.098
−0.18
NLu 0.82+0.038
−0.029 C24 = 0.98
+0.081
−0.19
NLu,S
∗
0.77+0.069
−0.038 C30 = 0.032
+0.0026
−0.0052
NLu,E 0.81+0.078
−0.13 C28 = 0.52
+0.09
−0.12
NLb 0.85+0.029
−0.038 C25 = 1.1
+0.19
−0.063
NLb,M 0.77+0.065
−0.074 C31 = 0.039
+0.0093
−0.0052
NLb,E 0.76+0.11
−0.14 C29 = 0.52
+0.21
−0.21
NLE 0.7+0.13
−0.13 C27 = 1.2
+0.14
−0.11
NLE,ρ 0.84+0.04
−0.072 C26 = 1
+0.11
−0.3
spread is much more constrained and for NLu the corre-
lations are consistently above 0.7. Here, the scaling only
further separates individual simulations with supersonic
simulations slightly improving and subsonic simulations
becoming worse on average.
Generally, the results for the traceless SGS Maxwell
stress τ̂b∗ij , as shown in figure 4(c), are very similar to
those for τ̂u∗ij . Again, the nonlinear family has the best
performance and different normalizations for NL cause a
wider spread. The scale-similarity closure SSb is slightly
worse with best correlations up to 0.8 for ΣE and worst –
0.4 for FW . Most striking is the poor performance of all
eddy-diffusivity (ED) closures. Independent of normal-
ization and simulation the correlations barely reach 0.4
with the majority of snapshots (93%) being below 0.2 for
all reference quantities.
Finally, the findings for the electromotive force E are
much more diverse. Firstly, within the eddy-resistivity
(ER) family, scaling by cross-helicity leads to poor cor-
relations (99% snapshots below 0.2). However, ERconst
and energy scalings (ERSM and ERE) provide reason-
able correlations (from 0.5 for low Ms to 0.7 for high Ms)
for the turbulent energy cascade ΣE , but are less effec-
tive (<0.5) for ΣW , FE and FW . In addition, there is
practically no difference between these scalings and the
addition of the two extra terms in the α-β-γ closure. Sec-
ondly, the scale-similarity closure SSE performs similar
to the reasonable ER closures with respect to the total
terms FE and FW . However, it performs much better
for the cascade terms with correlations for ΣW of ≈ 0.65
and for ΣE of ≈ 0.75 without significant Ms dependence.
Thirdly, the effect of the compressible extension of the
nonlinear closure NLE,ρ becomes apparent when compar-
ing the results for different simulations. While there is
practically no difference between NLE and NLE,ρ in the
subsonic regime (correlations >0.9 for all quantities), the
shortcomings of NLE in the highly supersonic regime are
apparent. Correlations of ≈ 0.4 for ΣW , FE and FW in
the Ms ≈ 20 simulation can be improved by the addi-
tional term in NLE,ρ to ≈ 0.6 for FE and FW , and even
up to ≈ 0.8 for ΣW . The improvements for NLE,ρ are
more pronounced in the cascade terms (with a spread of
0.8-0.9) than in the total flux terms (with a spread of 0.6-
0.9). Here, the additional differentiation commutator23
might further increase the correlations in the high-Ms
regime. The overall trend that the nonlinear closures are
better correlated with the data than the scale-similarity
or eddy-resistivity closures continues for the electromo-
tive force as well.
Furthermore, as listed in table II closures that exhibit
a generally high correlation show the least spread in their
free coefficient values C2 and vice versa. For example,
NLu, with a median correlation of 0.82, has a spread in
the coefficient value of <20%. In contrast to this, EDE ,
with a median correlation of 0.027, has median coefficient
of effectively 0 because it takes both negative and pos-
itive values. It should be noted that all scale-similarity
closures and the unnormalized nonlinear closures have
coefficients of C2 ≈ 1, as expected analytically. Finally,
the common coefficient C15, which the α-β-γ and ER
E
closures share, is essentially identical, while the two addi-
tional terms in the α-β-γ closure are effectively canceled
by their free coefficients C19, C20 ≈ 0. This also explains
their identical behavior in correlations.
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B. Functional analysis: filter widths and kernel shapes
In the last section we saw that the differences in corre-
lations for functional tests are most pronounced between
closure families and that normalization within a family
itself is subdominant. For this reason, we continue our
analysis with the best performing closure of each family.
In this section we verify that the results shown in the last
section from simulations at a resolution of 5123 filtered
at k = 16 do not substantially change with resolution
and we investigate how the different closures react to the
chosen filter scale.
Figure 5 illustrates the comparison of correlation and
coefficient values among four simulations (2a,b and 7a,b)
that differ in driving (subsonic and supersonic) and reso-
lution (5123 and 10243). Furthermore, we apply the filter
at different scales k = 4, 8, 16, 32, 64. The extreme cases,
k = 4 and k = 64, are very close to the forcing regime
or already in the dissipation regime45, respectively. Gen-
erally, we confirm the observed ordering in correlations
among closure families described in the last section. Inde-
pendent of resolution and filter width, the nonlinear clo-
sures outperform the scale-similarity and eddy-viscosity
type closures. On average the difference in both correla-
tions and coefficient values between the 5123 and 10243
simulations are below 7% at k = 16. Furthermore, all clo-
sures typically achieve higher correlations (≈ 25% while
filtering at k = 64 compared to k = 16) towards the
high-k end and the correlations from 5123 simulations at
k > 16 tend to be higher than from simulations at 10243.
This is not surprising. On the one hand, the amount of
subgrid-scale dynamics that needs to be modeled is re-
duced with increasing filter wavenumber. One the other
hand, there is less physical information at high k for lower
resolutions. Nevertheless, for some cases there are more
subtle differences with respect to filter scale, which we
describe in the following.
In figure 5(a) the best closures within each family for
the SGS Reynolds stress are shown, i.e. EVE , SSu and
NLu. The overall correlation, depending on filter scale k,
for each model and reference quantity has a very shallow
U-shape. Compared to k = 16, the correlations are ≈ 6%
higher at k = 4 and ≈ 30% higher at k = 64, respectively.
The slight increase at k = 4 might be attributed to the
proximity to the forcing scale k ≈ 2, which is completely
resolved. Thus, the largest unresolved scales of τu might
see an imprint of the (resolved) forcing and lack SGS
turbulent dynamics, which, in turn, renders specific SGS
modeling unnecessary and increases the correlation. The
observed systematic differences in correlations with vary-
ing k are generally not present in the coefficient values.
However, the values vary to different extents within each
family and reference quantity. While the mean deviation
from the median coefficient over all reference quantities,
filter widths and snapshots is only 10% for the nonlinear
closure NLu, it varies by 47% for the eddy-viscosity ref-
erence closure EVE . Compared to the results of τb∗ in
the next paragraph, this is still acceptable, even though
we find systematically lower coefficient at Ms ≈ 0.6 com-
pared to Ms ≈ 2.5.
The SGS Maxwell stress results depicted in figure 5(b)
show a strong filter scale dependency of the closure co-
efficient for the scale-similarity SSb and eddy-diffusivity
EDW closure. The coefficients are larger for small k and
decrease with increasing k spanning almost two orders-
of-magnitude. Only the nonlinear closure NLb keeps a
rather constant value with deviations of 17% on average.
The correlations, on the other hand, show a systematic
increase with k for NLb in all reference quantities. This
might be ascribed to the absence of a direct forcing term
acting on the magnetic field. Similar behavior is also
present in SSb with the slight difference of a plateau for
k ≤ 16 in the total flux quantities FE and FW . Finally,
the eddy-diffusivity closure never reaches a correlation
higher than 0.36 over the entire parameter space.
The different closures for the electromotive force E are
closer to each other as illustrated in figure 5(c). Here,
both NLE,ρ and SSE exhibit strictly increasing correla-
tion values with k for the cascade terms ΣE and ΣW
and a plateau for k ≤ 16 in the total flux terms FE
and FW . The coefficient values for all E closure are less
widely spread. The α-β-γ closure has a variation of 37%
around the median over all data whereby we only take
the dominant β term into account. The SSE closure has
a variation of 47% and the nonlinear closure is effectively
constant with a spread of only 16%.
Finally, the differences between using a Gaussian and
a box kernel for the analysis are illustrated in figure 6.
Two trends can be observed for the kinetic energy cas-
cade and total flux. The correlations of ΣE for the box
filter are (within the error bars) slightly lower (. 10%)
for all models and filter widths. In addition, the correla-
tions exhibit a more pronounced deviation for the total
energy flux FE especially at smaller filter wavenumbers
k and thus larger filter widths. We attribute this to the
non-smooth nature of the box kernel versus the Gaussian
kernel resulting in numerical biases in the computation
of gradient-based quantities. This could explain why the
deviations are more pronounced in the total flux that
has an additional divergence operator acting on the SGS
terms in comparison to the cascade flux. Likewise, the
effect would be more pronounced in the nonlinear clo-
sures as they are built from nonlinear combinations of
gradients. The observed convergence between box and
Gaussian filtering with increasing k is also expected, be-
cause the differences between the kernels become less dis-
tinct for small widths. Overall, the observed behavior
based on Gaussian filtering, i.e. better performance of
the nonlinear closures over the scale-similarity and the
eddy-dissipation family ones, also holds for filtering with
a box kernel. These trends similarly apply to the cross-
helicity fluxes and other SGS terms, too.
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(a) SGS Reynolds stress closures τ̂u∗ij
(b) SGS Maxwell stress closures τ̂b∗ij
(c) Electromotive force closures Ê
FIG. 5. Comparison of the median correlation (top row in each plot) and coefficient (bottom row) value at different filter
wavenumbers k = 4, 8, 16, 32, 64 and simulation resolutions 5123 (transparent) and 10243 (opaque) for subsonic simulation
2a,b and supersonic simulation 7a,b. The error bars illustrate the respective minimum and maximum values. Each column
corresponds to results of fitting one reference quantity ΣE , ΣW , FE or FW , and each marker represents the median value over
snapshots at t = {2, 2.5, 3, 3.5, 4, 4.5, 5}T of the particular simulation. The coefficient values are normalized to the respective
median value over the snapshots of both simulations and at all filter widths at a given resolution.
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FIG. 6. Correlations of the energy cascade, ΣE , and total
energy, FE , flux of different deviatoric kinetic SGS stress
closures for different filter widths and kernels (box - - and
Gaussian —) in subsonic simulation 2b. Markers indicate the
median and the error bars show the minimum and maximum
value over time.
C. Functional analysis: average SGS dissipation
We close the functional analysis with a comparison
of the contributions by individual components to the
average SGS dissipation ΣE . Figure 7 illustrates the
share of deviatoric kinetic SGS stress, τu∗ij S˜ij , and devia-
toric magnetic SGS stress, τb∗ij S˜ij , kinetic SGS pressure,
1/3τukkS˜kk, and magnetic SGS pressure, 1/6τbkkS˜kk, and
EMF, E · J to ΣE for different filter widths. In general,
both SGS pressures (and thus energies) are almost neg-
ligible (< 10%) in the reference data even though the
data covers the slightly supersonic regime (simulation
7b). Similarly, the deviatoric kinetic SGS stress is sub-
dominant (10%-20%) while the deviatoric magnetic SGS
stress and the EMF, which jointly contribute ≈ 80% to
the total SGS dissipation independent of the chosen fil-
ter scale. While the magnetic stress dominates at the
largest scales (up to 50% at k = 4), its contribution con-
stantly decreases, and at the smallest scale the EMF is
strongest reaching a contribution of ≈ 50%. This can be
understood by analyzing the ratio of forward to inverse
energy transfer (not shown). While the forward trans-
fer mediated by τb∗ij S˜ij is ≈ 30 times stronger than the
inverse transfer at k = 4, it is only ≈ 6 times stronger
at k = 64. At the same time the ratio by the EMF re-
mains constantly at a factor ≈ 8. Two scenarios (or more
likely an unbalanced combination thereof) could poten-
tialy explain this situation: either the existance of an
inverse cascade coupled to direct forward transfer, or di-
rect inverse transfer coupled with a forward cascade. On
the one hand, a cascade typically transfers energy from
one scale to the next smaller (or larger) scale resulting in
a constant flux with varying filter width. On the other
hand, direct transfer allows exchange of energy between
scales with arbitrary separation and thus the flux may
vary with varying filter width. Although a more detailed
study, e.g. by a shell-to-shell energy transfer analysis,
would allow a better interpretation, it is not required for
the following closure discussion and we leave it as subject
to future work.
Before analyzing the predicted contributions by the
different closure families, it should be noted that the
coefficient from the fit has been used to calculate the
resulting dissipation values. Allowing all coefficients to
vary freely and optimizing for average SGS dissipation
would allow each closure to excatly match the reference
data and, in turn, render this analysis meaningless. In
general, all closure families behave similar with respect
to the total dissipation. At large scales they underesti-
mate the reference data by ≈ 50% (eddy-dissipation and
scale-similarity) and ≈ 40% (nonlinear), while improving
towards the smallest scales reaching ≈ 75% (ED), ≈ 90%
(SS) and ≈ 95% (NL) agreement. This is seen to be due
to the successful capture of the EMF related contribution
and failing to represent the deviatoric magnetic stress
dynamics at varying filter scale. In other words, all clo-
sures predict too much net inverse energy transfer to the
largest scales. Another important observation concerns
the overall inverse energy transfer by the magnetic SGS
pressure of the eddy-diffusivity closure. Given that the
eddy-viscosity and eddy-resistivity closures can not pro-
vide inverse energy transfer by construction, and that the
eddy-diffusivity closure itself exhibits the overall poorest
correlation as shown in the previous subsections, the SGS
pressures are the only channels left for inverse transfer in
this closure set. Thus, in the process of matching the
inverse transfer that is present in the reference data, an
over-compensation in the SGS energies takes place.
D. Structural analysis: topology
We begin our structural analysis with the comparison
of the deviatoric stress tensor topology. Figure 8 illus-
trates the amount of tube-like structures in our simula-
tions. The only other possibility for τu∗, τb∗ and τ∗ are
sheet-like structures. Analyzing the kinetic τu∗ and mag-
netic τb∗ tensors individually we have ≈ 88% tube-like
structures and ≈ 12% sheet-like structures in the data
independent of tensor and sonic Mach number Ms. Fur-
thermore, there are almost no temporal variations within
each simulation – the error bars indicating the mini-
mum and maximum are within the markers. The scale-
similarity closures SSu and SSb match these topologies
very closely with differences of only ≈ 1%. The nonlin-
ear closures NLu and NLb are closely following the data
topology as well, even though they slightly overestimate
the amount of tube-like structure by ≈ 3% in general.
Eddy-viscosity EVE and eddy-diffusivity EDW closures
on the other hand are not able to match the flow topology.
While EVE is able to reproduce at least the correct ten-
dency with dominating tube structures (65%), EDW pro-
duces an equal share of tube and sheet structures. Inter-
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FIG. 7. Contributions of individual components (deviatoric kinetic SGS stress, τu∗ij S˜ij , and deviatoric magnetic SGS stress,
τb∗ij S˜ij , kinetic SGS pressure, 1/3τukkS˜kk, and magnetic SGS pressure, 1/6τbkkS˜kk, and EMF, E · J) normalized to the average
SGS dissipation, ΣE , of supersonic simulation 7b for different filter widths. The markers illustrate the median and the error
bars show the minimum and maximum values over time. Each closure family is represented by the locally best performing
closures, i.e. eddy-dissipation of EVE-Êu,Ssgs -ED
W -Êb,Jsgs -α-β-γ, scale-similarity of SS
u-SSb-SSE , and the nonlinear family of
NLu-NLb-NLE,ρ.
FIG. 8. Topology of deviatoric stress tensors by mean percentage of tube-like structures over all snapshots of each simulation
(1, 2a, 4, 6, 7a, 11, 12 and 13, see table I). The remaining structures are sheet-like. The error bars indicate the minimum and
maximum value over time for each simulation.
estingly, the topological configuration changes dramati-
cally when analyzing the deviatoric tensor τ∗ = τu∗−τb∗
as a whole. The dominant, Ms-independent tube-like
topology vanishes and sheet configurations become dom-
inant in the subsonic regime. In the supersonic regime
tube- and sheet-like configurations are equally present
with some (<10%) temporal variation. Again, scale-
similarity and nonlinear closures are able to follow the
trend more closely than eddy-dissipation type closures.
EVE-EDW exhibits the same behavior as EVE alone and
provides mainly tube-like topology. The scale-similarity
closure correctly captures the topology in the subsonic
regime with negligible temporal variations. However, in
the supersonic regime the amount of sheet-like structures
is overestimated by 15% on average and there are tem-
poral variations of up to 14%. In contrast to this, the
nonlinear closure shows less variations (<4%). However,
it also overestimates sheet-like structure in the super-
sonic regime, but by only 10%. Overall these results are
in line with the original closure approaches – functional
versus structural. The functional eddy-dissipation clo-
sures do not perform well in this structural test, whereas
both structural closure families are capable of capturing
the data topology.
E. Structural analysis: alignment and magnitude
In order to asses how the different closures perform as
vectors in the equations, i.e. ∇· τ̂ and ∇× Ê, we compare
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their magnitude and alignment with the reference data.
Figure 9 is an explanatory sketch of the 2D-histograms we
FIG. 9. Illustration of magnitude-alignment 2D-histograms
(see figure 10). The x-axis shows the alignment between clo-
sure vector and reference vector. Relative closure magnitudes
are given on the y-axis with the dashed (- -) lines indicating
identical closure and reference magnitude. The upper half
(green “/” hatching) indicates equal direction in energy cas-
cade, i.e. same sign of FE and F̂E , whereas the lower half
(red “\” hatching) corresponds to opposed directions. The
white box illustrates the area of optimal performance: align-
ment is within 30◦, relative magnitude within a factor of 4,
and identical flux sign.
use for the analysis. The relative vector magnitude, e.g.
|∇·τ̂u∗ij |/|∇·τu∗|, is plotted against the angle between clo-
sure and exact solution, e.g. cos
(∇ · τ̂u∗ij ,∇ · τu∗). Fur-
thermore, we use the sign of the product of closure flux
F̂E and reference flux FE to split the histogram in two
halves. A positive sign corresponds to the right direction
of the cascade, while a negative one indicates opposite
direction. We choose this kind of presentation as it illus-
trates several independent measures for single-coefficient
closures. Firstly, the magnitude is a direct result of the
free coefficient value that is determined by the fitting
process. Secondly, the sign of the fluxes is determined
in conjunction with a resolved flow quantity, e.g. u˜ for
FE = u˜ · (∇ · τ), see (46), and is independent of the
coefficient magnitude. Thirdly, the angle is given by the
SGS terms alone and is also independent of the coefficient
magnitude. We define a region of optimal performance
in order to make quantitative statements. Within this
region the relative magnitude does not deviate by more
than a factor of 4, the angle between closure and data
is <30◦, and both fluxes (F̂E and FE) have identical
sign. We use the results of the energy flux fits FE in
this subsection. Nevertheless, we also verified that the
conclusions similarly apply to the other flux fits ΣE , ΣW
and FW .
Figure 10 illustrates the resulting 2D-histograms for
the best performing closures in a snapshot of the su-
personic simulation 7a at t = 4T , which has randomly
been chosen for illustration purposes. The deviatoric
SGS Reynolds stress τ̂u∗ij closures EV
E , SSu and NLu
are shown in figure 10(a). In general, the magnitude
predicted by EVE and SSu is too small. Furthermore,
the angle between closure and data is almost randomly
distributed with a slight tendency of alignment, which
is more pronounced for SSu. In contrast to this, NLu
exhibits a clear peak at exact alignment and equal mag-
nitude.
Over all simulations 49+10
−4 % (median and bounds giv-
ing the maximum and minimum) of the cells within the
simulation cube are within the region of optimal perfor-
mance for NLu and 81+3
−2% have the correct sign of FE .
SSu has still 66+2
−2% cells with the correct sign and 14
+4
−3%
in the optimal region, whereas EVE performs worst with
5+4
−4% in the optimal region and only 58
+2
−2% with equal
sign.
Figure 10(b) illustrates the deviatoric SGS Maxwell
closures NLb, SSb and EDW for the same snapshot.
Overall, the nonlinear and scale-similarity closure behave
very similar to their kinetic counterparts with 61+13
−12% op-
timal region and 84+5
−5% correct sign for NL
b, and 27+5
−8%
optimal region and 71+3
−2% correct sign for SS
b, respec-
tively. The weak performance of eddy-diffusivity closures
described in the previous section is also apparent here.
The magnitude of EDW is typically too small by more
than a factor of 10. This comes as no surprise as it is de-
termined by the free coefficient. Given that FE and F̂E
have matching signs only in 52+1
−1% of the cells, which cor-
responds to random behavior, the fitting process favors
a closure close to 0. In addition to this, the distribution
of the angle between closure and data, which is indepen-
dent of the fitting procedure, is completely random and
<1h are in the optimal region.
Finally, the EMF closures α-β-γ, SSE and NLE,ρ are
depicted in figure 10(c) for the same snapshot. Here, the
performance of the eddy-dissipation family closure α-β-γ
is best compared to the other terms. Overall, 13+4
−4%
cells are within the optimal region and 61+5
−4% have the
correct sign. SSE performs slightly better with 19+4
−7%
and 66+2
−5%, respectively. In both cases the closure vec-
tor is more likely to be aligned with the data vector even
though it is not as pronounced as for the NLE,ρ closure.
For the nonlinear closure 53+6
−29% are within the optimal
region whereby the lower limit stems from the highly
supersonic simulations 12 and 13. Nevertheless, NLE,ρ
produces the correct flux sign in the majority of cells
(80+3
−8%) and the variation is less extensive.
The general trend that nonlinear closures are perform-
ing best, followed by scale-similarity closures and even-
tually eddy-dissipation closures is again visible for all
terms, τu∗, τb∗ and E.
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(a) Deviatoric SGS Reynolds stress closures τ̂u∗ij
(b) Deviatoric SGS Maxwell stress closures τ̂b∗ij
(c) Electromotive force closures Ê
FIG. 10. Two dimensional histograms showing the distribution of relative closure vector magnitude, i.e. sgn
(
FEF̂E
)
|∇ ·
τ̂u∗|/|∇ · τu∗|, versus alignment, i.e. cos (∇ · τ̂u∗,∇ · τu∗), between closure and data vector. The additional signum, sgn,
function on the y-axis is used to indicate flux alignment, i.e. whether data flux FE and the flux predicted by the closure F̂E
have identical sign. Dashed lines in each plot illustrate identical closure and data vector magnitudes. The data is taken from
a single snapshot at t = 4T of supersonic simulation 7a filtered at k = 16.
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V. CONCLUSIONS AND OUTLOOK
In this paper we systematically conducted a priori
tests of different subgrid-scale closures in the realm of
compressible magnetohydrodynamics. Over a large pa-
rameter space of 15 simulations of forced, homogeneous,
isotropic turbulence with sonic Mach numbers ranging
from Ms = 0.2 to 20 we were able to show that closures
of the proposed nonlinear type outperform traditional
closures of eddy-dissipation and scale-similarity type in
every single test. The main feature of the nonlinear clo-
sures is that they require no assumptions about the na-
ture of the flow or turbulence, and, therefore, are able
to capture anisotropic effects and support up- and down-
scale energy transfer. In contrast, the scale-similarity and
eddy-dissipation type closures assume some universal be-
havior of turbulence. The a priori tests included the cor-
relation between closure and explicitly filtered reference
data for quantities such as the turbulent energy ΣE and
cross-helicity ΣW cascades, and total turbulent energy
FE and cross-helicity FW fluxes. The turbulent energy
cascade flux has also been used to analyze the average
SGS dissipation. Additionally, we also evaluated the dis-
tribution of topological structures for the SGS Reynolds
and Maxwell stress tensors and their alignment with re-
spect to the reference data in physical space. Moreover,
we verified that our conclusions are not sensitive to res-
olution, filter width or filter kernel by comparing results
between 5123 and 10243 resolution simulations at filter
widths of k = 4, 8, 16, 32, 64 with box kernel and a Gaus-
sian kernel. Finally, we were able to verify that the free
coefficients of the basic nonlinear closures are very close
to unity as expected from the analytic derivation.
Overall, we conclude that the eddy-dissipation fam-
ily including the popular Smagorinsky closure has only a
limited range of applicability, e.g. in situations with dom-
inantly supersonic turbulence and in situations where lo-
cal flow features are less important. Closures of the scale-
similarity family or the nonlinear family can be applied in
much more diverse situations, e.g. where anisotropic fea-
tures or up-scale energy transfer are required. However,
there is still room for improvement as the net up-scale
transfer via the SGS Maxwell stress is overestimated.
Furthermore, the scale-similarity closures should be han-
dled with care as their performance varies strongly with
reference quantity and sonic Mach number. The basic
nonlinear closures, NLu, NLb and NLE,ρ, on the other
hand perform well across the entire parameter space and
are able to reproduce local flow features.
This encourages the application of the basic nonlin-
ear closures as a zero-coefficient SGS model in large-
eddy simulations of compressible MHD. These simula-
tions would benefit from the additional physics pro-
vided by the SGS model. Promising processes for such
LES are turbulent magnetic reconnection2 or the turbu-
lent dynamo3, for example, in star-forming magnetized
clouds49 or even in galaxies50 and clusters.
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