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Abstract
We present an optimization procedure for tailoring the nonlinear structural
resonant response with time-harmonic loads. A nonlinear nite element
method is used for modeling beam structures with a geometric nonlinearity
and the incremental harmonic balance method is applied for accurate nonlin-
ear vibration analysis. An optimization procedure based on a gradient-based
algorithm is developed and we use the adjoint method for ecient compu-
tation of design sensitivities. We consider several examples in which we nd
optimized beam width distributions that minimize or maximize fundamental
or super-harmonic resonant responses.
Keywords: optimization, nonlinear vibration, nite element, harmonic
balance, adjoint method
1. Introduction
Nonlinear structural vibrations have drawn increasing attention in elds
of energy harvesting devices and vibration-based microelectromechanical sys-
tems (MEMS). Rhoads et al. gave a comprehensive review of the application
Preprint submitted to Journal of Sound and Vibration October 8, 2014
of nonlinear dynamics in Micro- and Nanoresonators concerning theoretical
and experimental investigation of modeling, analysis and optimization [1]. A
well known phenomenon in nonlinear vibration is the hardening and soften-
ing nonlinear eects [2, 3]. Midplane stretching of a clamped-clamped beam,
for example, results in a hardening nonlinearity that shifts the resonance fre-
quency towards higher values for vibrations with higher amplitude. On one
hand, this can undermine the performance of MEMS resonators serving as
frequency references and demanding low acceleration sensitivity [4, 5]. On
the other hand, it can be utilized to develop ultra-wide bandwith piezoelec-
tric energy harvesting devices [6]. In both cases, incorporating nonlinear
eects is an essential part in the design optimization of such structures.
For the computation of the steady-state response of nonlinear structural
vibration, the principle of harmonic balance is widely used to develop e-
cient methods. Lau and Cheung proposed the incremental harmonic balance
(IHB) method [7]. Chen et al. combined the IHB and nite element methods
to analyze nonlinear vibrations of plane structures [8] whereas Lewandowski
presented a general formulation for computing steady-state vibrations of ge-
ometrically nonlinear structures by using a harmonic balance and nite ele-
ment method [9, 10, 11]. The classical IHB method is suitable for structural
vibration with polynomial nonlinearity, whereas for structural vibration with
a more complex nonlinearity, the alternating frequency/time (AFT) domain
method proposed by Cameron [12] is widely used. The AFT method takes ad-
vantage of the convenience of evaluating nonlinear terms in the time domain.
Maple et al. proposed an adaptive harmonic balance method for nonlinear
time-periodic ows which results in a signicant reduction in computational
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costs [13].
It is well known that harmonic balance methods can be combined with
arc-length methods for path following [14, 15, 16]. Didier et al. summa-
rized three predictors and three correctors for path following [17]. Beside
the arc-length method, Leung and Fung proposed a phase increment method
for path following of complicated frequency-amplitude curves [18, 19], and
Cochelin and Vergez proposed an asymptotic numerical method (ANM) for
continuation [20]. Hall et al. presented a high dimensional harmonic balance
(HDHB) method [21, 22] where, instead of working in the frequency domain,
the problem is cast into the time domain. Recently LaBryer and Attar pre-
sented a ltered HDHB method for large-scale problems in nonlinear struc-
tural dynamics [23] and Didier et al. proposed a stochastic multi-dimensional
harmonic balance method (Stochastic-MHBM) for mechanical systems with
non-regular nonlinearities and uncertainties [17]. The IHB method is adopted
here because it is easy to implement for systems with quadratic and cubic
nonlinearities and does not suer from the aliasing problems that may occur
using the AFT and HDHB methods.
In recent years, the principle of harmonic balance has been used on sev-
eral occasions together with optimization procedures. Thothadri and Moon
presented a nonlinear system identication method, which combined the prin-
ciple of harmonic balance and bifurcation theory techniques to form a con-
strained optimization problem [24] and Ahmadian and Jalali used the incre-
mental harmonic balance method and unconstrained optimization to identify
nonlinear parameters for modeling bolted lap joints [25]. Coudeyras et al.
proposed the constrained harmonic balance method together with nite ele-
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ment model to analyze the squeal of a brake system [26] whereas Liao and
Sun used the principle of harmonic balance and the Hill method to form
a constrained maximization problem for predicting the maximum vibration
amplitude [27]. Here we apply the incremental harmonic balance method
in conjunction with a shape optimization procedure to design geometrically
nonlinear beam structures.
Shape optimization of beam structures has been considered by many re-
searchers. Olho studied shape optimization of a thin, elastic beam with
geometrically similar cross sections for maximizing higher order natural fre-
quencies [28]. Olho and Parbery investigated shape optimization of vibrat-
ing beams and rotating shafts for maximizing the gap between two adjacent
natural frequencies [29] and Bendse and Olho considered shape optimiza-
tion of beams and rotating shafts for maximizing the distance from a given ex-
ternal excitation frequency or service speed to the nearest natural frequency
in order to avoid resonance or whirling instability [30]. Meske et al. presented
a new shape optimization method for natural frequency problems based on
an optimality criterion, which is implemented in the optimization system
TOSCA [31]. Olho et al. studied shape optimization of Bernoulli-Euler
beams for maximizing the frequency gaps by using nite element method
and gradient based optimization, and highlighted the associated periodicity
and bandgaps of the optimized beam designs [32]. In the past years, shape
optimization has also been a growing topic in the eld of energy harvest-
ing. Dietl and Garcia used optimization techniques to nd the optimized
shape of a beam with non-uniform width to improve the power output [33].
Wickenheiser demonstrated that beams with variable thickness lead to in-
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creased harvesting performance [34]. However, shape optimization of beam
structures based on nonlinear vibrations with the focus on the nonlinear res-
onant response has to the authors' knowledge not been considered previously.
In related work, Stanford et al. investigated shape optimization of a planar
elastic rotating beam with geometric nonlinearities and time-periodic load
by use of time marching method, spectral element method and nite dif-
ference method with/without model reduction based on proper orthogonal
decomposition (POD) modes [35]. In further work, Stanford et al. optimized
the stability and the peak power of nonlinear time-periodic ight and struc-
tural dynamics of apping wing structures, where the wing is modeled as a
geometrically nonlinear beam structure [36].
In the present paper we focus on developing an accurate and ecient
method for optimization of nonlinear structural resonance with time-harmonic
loads based on nite element analysis and the incremental harmonic balance
method. We apply the proposed methodology to optimize several featured
problems in nonlinear structural vibrations. Firstly, we formulate an opti-
mization problem for the minimum amplitude of nonlinear resonant vibra-
tions valid in the case of synchronous forcing. Secondly, we demonstrate the
eectiveness of the methodology in minimizing/maximizing the amplitude of
super-harmonic resonances. For all problems, the sensitivities are eciently
computed by the adjoint method and the iterative updates of design variables
are found with a gradient-based strategy using a mathematical programming
tool [37].
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Figure 1: Schematic diagram of a doubly clamped beam with constant thickness and
non-uniform width.
2. Incremental harmonic balance method
We consider the nonlinear structural vibrations of beam structures. The
beam is assumed to have a constant thickness t but a variable width b(x)
which distribution we aim to optimize in order to tailor the nonlinear struc-
tural response. A schematic of the optimization problem is shown in Figure
1.
2.1. Nonlinear nite element method
We begin with a geometrically non-linear beam element with quadratic
and cubic nonlinearity arising from midplane stretching [8]. Since our pri-
mary interest is to demonstrate the methodology for optimization, large de-
formations and rotation are not taken into account here. The displacement
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vector is dened as
u(x; t) =
h
u(x; t) w(x; t)
iT
(1)
where u(x; t) and w(x; t) is the axial and transverse displacement, respec-
tively, and the axial strain 0 and curvature  are dened as
0 =
@u
@x
+
1
2

@w
@x
2
;  =
@2w
@x2
(2)
where the quadratic term in the axial strain represents the eect of the mid-
plane stretching. The nonlinear strain-displacement relation can be expressed
as
 = 0 + z (3)
where z is the distance of the material particle in the cross section from the
midplane. Assume the stress-strain relation is still linear as
 = E (4)
where E is Young's modulus.
Using equations (1)-(4) and ignoring rotational inertia, we obtain the
kinetic energy T , the potential energy U and the work W done by external
force and damping force as
T =
NeX
e=1
1
2
Z
le
A( _u2 + _w2) dx
U =
NeX
e=1
1
2
Z
le
EA20 + EI
2 dx
W =
NeX
e=1
Z
le
uTp  AuT _u dx
(5)
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where the external force vector is expressed as
p =
h
fu(x; t) fw(x; t)
iT
(6)
and A is the cross-sectional area, I the area moment of inertia,  the mass
density and  is a viscous damping coecient.
We now discretize the beam with a Galerkin nite element procedure by
introducing the nodal displacement vectors ue, we and qe associated with
the nite element discretization as
u = Npue; w = N
bwe; u = Nqe (7)
where
ue =
h
ui uj
iT
;we =
h
wi i wj j
iT
;qe =
h
uTe w
T
e
iT
Np =
h
N1 N2
i
;Nb =
h
N3 N4 N5 N6
i
;N =
24 Np 0
0 Nb
35 (8)
The shape functions are selected as
N1 = 1  ;N2 = ;  = x=le
N3 = 1  32 + 23; N4 = le(   22 + 3)
N5 = 3
2   23; N6 = le(3   2)
(9)
By substituting equation (7) into equation (5) and applying the Hamilton's
principle Z t
0
T   U + W dt = 0; (10)
we obtain the global equation of motion for the beam structure as
Mq+C _q+ g(q) = f (11)
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where global matrices, M and C, and vectors, g and f, are assembled in the
usual nite element way from the local element quantities, Me, Ce, ge and
fe. The element mass matrixMe and the damping matrix Ce are the same as
for the linear problem; the element vector ge represents the nonlinear elastic
force and the vector fe denotes the external force. Their specic forms are
given as
Me = A
Z le
0
NTN dx; Ce = A
Z le
0
NTN dx; fe =
Z le
0
NTp dx
ge(qe) = K0qe + fnl; K0 =
24 Ku 0
0 Kw
35 ; fnl =
24 fu(we)
fw(ue;we)
35
Ku = EA
Z le
0
(Bp0)
TBp0 dx; Kw = EI
Z le
0
(Bb0)
TBb0 dx
fu = EA
Z le
0
1
2
(Bp0)
T (Gwe)
2 dx
fw = EA
Z le
0
GT (Gwe)(B
p
0ue) +
1
2
GT (Gwe)
3 dx
Bp0 =
@Np
@x
; Bb0 =
@2Nb
@x2
; G =
@Nb
@x
(12)
2.2. Incremental harmonic balance method
The derivations in the following can be found in similar form in refer-
ence [8]. Here, we have reorganized the derivations and included details for
completeness in combination with the forthcoming sensitivity analysis.
First we introduce a non-dimensional time scale  = !t and rewrite the
equation of motion (11) as
!2Mq00 + !Cq0 + g = f (13)
where the prime (0) represents the dierentiation with respect to  .
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The IHB method eectively combines a Newton-Raphson procedure with
the harmonic balance approach. Most commonly the incremental procedure
is applied before the Newton-Raphson procedure. However, in order to high-
light the governing equation of the equilibrium state in the frequency domain,
we apply the harmonic balance method rst. The harmonic balance method
starts with the assumption that the external loads and the dynamic response
are periodic as
fi = fi0 +
NHX
n=1
(f cin cos(n) + f
s
in sin(n)) = CS F(fi)
qi = ai0 +
NHX
n=1
(ain cos(n) + bin sin(n)) = CS F(qi)
(14)
where
CS =
h
1 cos  : : : cos(NH) sin  : : : sin(NH)
i
(15)
and F( ) denotes the coecient vector of the Fourier series projected on the
basis CS. For convenience and conciseness, the global displacement vector q
is expressed as
q = Sq (16)
where q collects all the coecients ain and bin in the Fourier expansion, and
S = diag
h
CS : : : CS
i
(17)
The essence of the harmonic balance method is to eliminate the time di-
mension and reform the dierential equation into a set of algebraic equations.
Substituting equation (14) into equation (13), and applying the principle of
harmonic balance, one can obtain a set of non-linear equations with ain and
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bin as unknowns. A procedure in matrix format is obtained by substituting
equations (16) into equation (13) and applying the Galerkin method using
the left multiplication with ST and integration from 0 to 2. In this case,
one can readily obtain a set of equations in matrix form as
!2 Mq+ ! Cq+ g = f (18)
This governing equation can be viewed as a frequency domain representation
of the equation of motion in (11). The barred terms M, C, g and f are given
as
M =
1
2
Z 2
0
STMS00 d; g =
1
2
Z 2
0
STg d;
C =
1
2
Z 2
0
STCS0 d; f =
1
2
Z 2
0
ST f d
(19)
The second step of the incremental harmonic balance method is to obtain the
incremental equation. Let q0 and !0 denote a known solution in amplitude
and frequency space. The state in the neighborhood of the known state can
be expressed as
q = q0 +q; ! = !0 +! (20)
Inserting equation (20) into equation (18) and collecting the rst-order in-
cremental terms, we obtain
Kqq+ K!! = r (21)
in which
Kq = !
2
0
M+ !0 C+ KT
K! = 2!0 Mq0 + Cq0
r = f  !20 Mq0   !0 Cq0   g
(22)
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The barred terms KT are obtained by integration from 0 to 2 and recalling
equation (16) as
KT =
1
2
Z 2
0
ST
@g
@q
@q
@q
d =
1
2
Z 2
0
STKTS d (23)
It is noted that the matrix KT represents the tangent stiness matrix, and
KT denotes its counterpart in the frequency domain.
2.3. Numerical implementation
In the nite element formulation, the shape functions for the stretching
and bending contributions are not consistent for 0 in equation (2), and
this causes a locking problem and an unphysical hardening nonlinearity. To
overcome this problem, an average approximation of the axial strain is used
[8]. Introduce a constant matrix as
Kg =
Z le
0
GTG dx: (24)
where G is dened in equation (12). Then the average value of the axial
strain in one beam element is constant as
0 = B
p
0ue +
1
2le
wTeKgwe (25)
The nonlinear internal forces in equation (12) are re-expressed as
fu =
1
2
EA(Bp0)
TwTeKgwe
fw = EA(B
p
0ue +
1
2le
wTeKgwe)Kgwe = T0Kgwe
(26)
where T0 is the average value of axial force. The specic form of the tangent
stiness matrix KT is written in three parts as
KT = K0 +KL +K (27)
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where
KL =
24 0 Kuw
Kwu Kww
35 ; K =
24 0 0
0 Kb
35
Kuw = EA(B
p
0)
TwTeKg; Kwu = K
T
uw
Kww =
EA
le
Kgwew
T
eKg
Kb = EA(B
p
0ue +
1
2le
wTeKgwe)Kg = T0Kg
(28)
Note thatKT is symmetric. Symbolic calculations are done for equations (26)
and (28), and the coecients of quadratic and cubic terms are automatically
extracted.
To perform the integration in equations (19) and (23) it can be exploited
that following matrices can be analytically precomputed:
H(0) =
1
2
Z 2
0
CTSC
00
S d =
1
2
diag([0   1     N2H   1     N2H ])
H(1) =
1
2
Z 2
0
CTSC
0
S d =
26664
0 0 0
0 0 c
0  c 0
37775 ; c = 12diag([ 1    NH ])
H(2) =
1
2
Z 2
0
CTSCS d =
1
2
diag([ 2 1    1 1    1 ])
H(3)(m;n; k) =
1
2
Z 2
0
CS(m)CS(n)CS(k) d;
m; n; k = 1; 2; : : : ; 2NH + 1
(29)
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with the components of H(3) expressed as
H(3)(1;m; n) = H(3)(m; 1; n) = H(3)(m;n; 1) = H(2)(m;n);
ccc =
1
4
[(i j+k) + (i j k) + (i+j+k) + (i+j k)];
ssc =
1
4
[(i j+k) + (i j k)  (i+j+k)  (i+j k)];
H(3)(is; js; kc) = H
(3)(is; kc; js) = H
(3)(kc; is; js) = ssc;
H(3)(ic; jc; kc) = ccc; i; j; k = 1; : : : ; NH ; m; n = 1; : : : ; 2NH + 1;
ic = i+ 1; jc = j + 1; kc = k + 1; is = ic +NH ; js = jc +NH ;
(n) = 1; if n = 0; (n) = 0; if n 6= 0:
(30)
which saves considerable computational time when performing the iterative
analysis. The barred terms in the equations (19) and (23) are calculated by
using the precomputed matrices as
M(i; j)  !M(i; j)H(0);C(i; j)  ! C(i; j)H(1)
g(i)  ! H(2)F(g(i)); f(i)  ! H(2)F(f(i))
KT (q)(i; j)  ! H(3) F(KT (q)(i; j))
(31)
where the arrow " !" represents a map from one entry in the matrix to one
block in the augmented matrix, and "" represents the dot multiplication of
the third dimension of the H(3) with the vector F(KT (q)(i; j)), and yields a
two-dimensional matrix.
As for the problem size, the total number of unknown variables equals
the product of NDOF, the degrees of freedom of the nite element model, and
(2NH + 1), the number of harmonic terms used for each degree of freedom.
If the nite element matrices have a band structure, the augmented matrices
are sparse matrices with band structure and the bandwidth is (2NH+1) times
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that of the nite element matrices. Since only a few iterations are required
to nd the dynamic equilibrium, it is faster than the time marching method.
2.4. Numerical solution techniques
We adapt the incremental equation (21) in several ways to solve equation
(18). Of primary interest is the frequency-response curve which is reected in
the choice of specifying the increments in the frequency-amplitude space in
equation (20). For very weakly nonlinear problems and non-resonant states
we can apply a simple frequency-increment scheme where ! is specied
and equation (21) is solved for amplitude increments q. However for gen-
eral path following of the frequency-amplitude curve this technique is not
sucient.
2.4.1. The arc-length method
Here, the arc-length of the frequency-amplitude curve is increased incre-
mentally and terminated when the solution is outside a prescribed region. In
equation (21), both the frequency increment and amplitude increments are
treated as unknowns X = [qT !]T , and a constraint is imposed so as
to determine the solution. The arc-length constraint employed is


!   !0
!0
2
+
kq  q0k
kq0k
2
= (s)2 (32)
where  is 1 in the current algorithm. This can be viewed a corrector step.
In the predictor step, the cubic extrapolation is used [14]. It should be noted
that the predictor can also use the normalization procedure in equation (32).
Step control is very important for developing a robust and ecient method.
The step size is decided according to the ratio between the desirable number
15
N and the previous number Nk 1 of iterations [38] so as sk+1 = N=Nksk:
In practice, the ratio r = N=Nk is bounded to achieve smooth change of
step size [39]. For small-scale equations, N = 3 is a desirable value. For
large-scale equations, N should be larger. A maximum number of iterations
Nmax is used to make the code robust and ecient. However, the iteration
may fail to converge, if the matrix becomes singular and the residual then
increases drastically. Besides, the solution may jump to another branch,
which can be identied through the length of real step size and the angle
between consecutive predictor steps. In cases of no convergence and jumping,
the step size is halved until convergence is achieved. The convergence criteria
for the arc-length method are kXk < X kX0k and krk < r
f.
2.4.2. Resonance peak analysis
In order to optimize the peak of primary resonance, a simple criterion is
required to identify the peak. In previous work, Petrov dened the resonance
peak as the local maximum point with @a
@!
= 0, where a = 1
2
p
a2in + b
2
in, i
and n denotes the ith degree of freedom and nth harmonic, respectively [40].
Likewise, the folding point with @!
@a
= 0 may also be tracked and optimized. In
both schemes, second-order sensitivity analysis is required in optimization.
Here in the case of synchronous forcing, we track the resonance peak by
using the point whose displacement response has 90 phase lag relative to
the harmonic loads, which only requires the rst-order sensitivity analysis
in optimization. So in addition to the arc-length method we also apply a
specialized scheme for resonance peak analysis. For this scheme we increase
the external load f in incremental steps with one Fourier coecient q(i) and
its corresponding increment q(i) constantly xed to zero in equation (21).
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The load starts from a small value and the initial guess is obtained using least
square method or Moore-Penrose pseudo-inverse method with ! = !i and
! = 0. For each load increment, the corresponding frequency increment
! and the other Fourier coecient increments q(j) with j 6= i are then
solved iteratively. This provides an ecient way to evaluate the peak of the
primary resonance. This scheme provides an ecient way to evaluate the
peak of the primary resonance and will be further outlined in the following
section.
2.5. Nonlinear vibrations of a uniform beam
In the following a beam with uniform width will be analyzed. This will
also be the reference beam used in the optimization procedure. The param-
eters of this beam are: b = 30 mm; h = 10 mm; E = 2:05  105 MPa;  =
7:8  10 9 tonne/mm3; A = bh; I = (bh3)=12; r = pI=A; L = 150r. The
damping model is introduced in equation (5) and leads to a damping matrix
proportional to the mass matrix, i.e. C = M; with  = 

. Assuming
 = 2!1, then the damping coecient  is given by  = 2!1, where !1
is the rst eigenvalue of the initial design of a doubly clamped beam and
the damping ratio  is chosen as 0:004. Note that r is the radius of gyra-
tion of the cross section area and the amplitudes in the following results are
scaled with 1=r. Two load cases are considered including weak excitation
with f = 15EIr=L3 and a higher excitation level with f = 200EIr=L3. The
location and direction of the excitation force are shown in Figure (1).
Here the beam is discretized with 100 elements and up to sixth-order
harmonics are used in the Fourier expansion. The primary resonance of this
beam with doubly clamped boundary condition is shown in Figure 2. Weak
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excitation with f = 15EIr=L3 is used and the frequency-amplitude curve
is computed using frequency increments as initial steps and the arc-length
method as the path-following steps. As seen in the gure, the nonlinear
response includes a shift of the resonance frequency, folding of the response
curve, jumping phenomena and multiple solutions. The peak of the resonance
shifts towards higher frequencies, which represents hardening nonlinearity. In
certain frequency ranges there are three solutions for one specic frequency.
The top and bottom branches are stable, and the middle branch is unstable.
So when the frequency sweeps upwards, the solution jumps to the bottom
branch at the peak of the resonance. When the frequency sweeps downwards,
the solution jumps to the top branch at the folding point. These are all
well known phenomena but emphasize the need for an ecient and robust
method to predict and subsequently optimize the resonance peak in nonlinear
vibration.
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Figure 2: Forced vibration of a doubly clamped beam around the rst natural frequency
!1. Solid lines denote the frequency-amplitude curves for forced vibration. Dashed lines
denote the backbone computed with the phase lag quadrature criterion.
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In the following we outline a simple and ecient method to predict the
peak of the resonance based on the backbone of the primary resonance shown
in Figure 2. The backbone is obtained by path following of the resonant
state with a phase lag of 90 degrees in the fundamental harmonic relative
to the external excitation. This idea originates in the phase-lag quadrature
criterion: for a structure with well separated modes, when it vibrates close
to the peak of primary resonance, the periodic response of displacement
crosses a phase lag of 90 degrees with respect to the excitation. Peeters and
Kerschen et al. have theoretically and experimentally demonstrated that the
phase-lag quadrature criterion used in linear vibration can be generalized to
nonlinear vibrations [41, 42]. A physical interpretation is that the external
load compensates for the damping force. For nonlinear vibrations, the phase-
lag criterion can be dened for each harmonic and when the periodic load is
written as a sine series
fi =
NHX
n=1
f sin sin(n) (33)
the nonlinear response fullling the phase lag quadrature criterion is
qi =
NHX
n=1
ain cos(n) (34)
In this case, all the coecients bin of sine terms become zero. In our analysis,
only bi1 of the fundamental harmonic is zero, i.e.
bi1 = 0 (35)
and the increments of the other Fourier coecients and the frequency are
found by the incremental scheme. Note, that the assumption that the phase
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lag between displacements and excitation is 90 at the resonance is valid only
in the case when all forces are synchronous.
The superharmonic resonance of this beam with doubly clamped bound-
ary conditions is shown in Figure 3 with higher excitation level (f = 200EIr=L3)
used to induce the superharmonic resonance. For linear vibrations, there is
only one fundamental harmonic whereas in the non-linear case there are mul-
tiple harmonics. It is seen clearly that the amplitude of the third harmonic
is resonantly excited and we refer to this as a superharmonic resonance. In
the following part, we also propose an optimization scheme to optimize the
amplitude of the superharmonic resonance.
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Figure 3: Superharmonic resonance of a doubly clamped beam near !1=3. a denotes
the amplitude of the fundamental harmonic in linear vibration. a1 and a3 denote the
amplitudes of the rst-order and third-order harmonics in nonlinear vibration.
3. Optimization problem
Our optimization problem is to minimize (or alternatively maximize) the
response amplitude for primary and superharmonic resonances by optimizing
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the width distribution of the beam. The optimization problems for primary
and superharmonic resonances are formulated in slightly dierent ways as
follows.
3.1. Optimization of primary resonance
Based on the phase-lag quadrature criterion and by assuming that the ex-
ternal excitation is a pure sine function, a specic formulation for minimizing
the amplitude of the peak of primary resonance is written as
min
e
c = qTLq
s.t. : bi1 = 0;
!2 Mq+ ! Cq+ g = f;
NeX
e=1
be  Nebmax;
be = bmin + e(bmax   bmin);
0  e  1:
(36)
where L is a diagonal matrix with unit entries that dene which components
of q that are considered, e (e = 1; : : : ; Ne) are the design variables that are
used to control the width of each beam element be, and  denes a volume
constraint by specifying a maximum allowable design volume fraction of the
total admissible design domain Nebmax (where the constant beam thickness
t has been omitted in the formulas). As we will explain in the subsequent
examples it makes sense to specify a minimum volume for some optimization
problems.
With ! determined from the phase-lag quadrature criterion we need to
modify the general equations slightly. We write governing equation of the
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peak of the primary resonance as
!2 Mq+ ! Cq+ g = f  (!2 Mjqj + ! Cjqj) (37)
where M is the same as M except the jth column Mj is taken out,
C is the
same as C except the jth column Cj is taken out, q is the same as q except
the jth component qj is taken out, and qj = bi1 = 0. The incremental form
used in the computation is
(!2 M+ ! C+ KT )q+ (2! Mq+ Cq)!
= f  (!2 Mq+ ! Cq+ g)
(38)
where KT is the same as KT except the j
th column is taken out. The sensi-
tivity of q with respect to e can be found through
h
!2 M+ ! C+ KT 2! Mq+ Cq
i24 dqde
d!
de
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=  

!2
@ M
@e
q+ !
@ C
@e
q+
@g
@e
 (39)
and the sensitivity of c with respect to e can then be expressed as
dc
de
= 2T

!2
@ M
@e
q+ !
@ C
@e
q+
@g
@e

(40)
with the following adjoint equationh
!2 M+ ! C+ KT 2! Mq+ Cq
iT
 =  L1

qT !
T
(41)
where L1 is dened so as q
TLq =

qT !

L1

qT !
T
.
3.2. Optimization of superharmonic resonance
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In optimization of superharmonic resonances, we nd it is eective to
optimize the resonance peak by controlling the responses at ! = !i, where
!i is the i
th eigenvalue,  is a selected constant value that corresponds to
superharmonic resonances. The optimization problem is now formulated as
min
e
c = qTLq
s.t. : ! = !i
(42)
subjected also to the additional constraints from equation (36) (except bi1 =
0).
The sensitivity of the objective function w.r.t. our design variables can be
derived through direct dierentiation or an adjoint approach using Lagrange
multipliers. For an ecient implementation with a large number of design
variables we adhere to the latter approach and rewrite the objective function
with a Lagrange multiplier as
c = qTLq+ 2T
 
!2 Mq+ ! Cq+ g

(43)
Note that the Lagrange multiplier can take an arbitrary value. The sensitivity
of c with respect to e can now be written as
dc
de
= 2qTL
dq
de
+ 2T
26664
!2 @
M
@e
q+ ! @
C
@e
q+ @g
@e
+
(!2 M+ ! C+ KT )
dq
de
+ 
2! Mq+ Cq

d!
de
37775 (44)
where it should be noted that we include the excitation frequency ! generally
is design dependent since !i changes with the design. Since it is computa-
tionally expensive to compute the term dq
de
, the value of  is chosen in a
way so as to eliminate dq
de
from equation (44). This leads to the following
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condition for :
2T (!2 M+ ! C+ KT ) + 2q
TL = 0 (45)
As a result, the sensitivity of c with respect to design variables e is
dc
de
= 2T

!2
@ M
@e
q+ !
@ C
@e
q+
@g
@e
+
 
2! Mq+ Cq
 d!
de

(46)
and the adjoint equation is found as
 
!2 M+ ! C+ KT

 =  Lq (47)
In equation (46), the sensitivity of frequency ! w.r.t. the design variable e
has not yet been derived. Recalling that ! = !i we obtain
d!
de
=

2!i
d!2i
de
(48)
where the eigenvalue !i is found from a standard eigenvalue problem as
(K  !2iM)i = 0 (49)
and the sensitivity
d!2i
de
of a single modal eigenvalue is well known as
d!2i
de
= Ti

@K
@e
  !2i
@M
@e

i (50)
where the eigenvector is assumed to be normalized with respect to the mass
matrix, i.e. Ti Mi = 1. Otherwise, the right hand side of equation (50)
should be divided by Ti Mi. Only the case of simple eigenvalue is consid-
ered here whereas for the case of multiple eigenvalues we refer to [43, 44, 45].
The sensitivities computed by the adjoint method have been veried by com-
parison with results from nite dierence calculations.
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Based on the results of the nonlinear vibration analysis we compute the
sensitivities and we then obtain an update of the design variables by the use
of the mathematical programming software MMA [46]. This constitutes an
optimization iteration and the iterative procedure is repeated until design
variables and objective function converge to a prescribed tolerance.
We should point out that during the optimization procedure we keep
the damping coecient  constant. This implies that smaller eigenvalues !i
leads to a larger modal damping ratio i = =(2!i) which might bias the
optimization procedure is the damping is not suciently small.
4. Optimization examples
4.1. Optimization of the peak of primary resonance
As the rst optimization problem we aim to minimize the peak of the
primary resonance by using equation (36). The general objective function
is expressed as:
c(e; !(e)) = q
TLq = a2i1 + b
2
i1 (51)
where the index i denotes the degree of freedom corresponding to the lateral
deection at mid-span of the beam, ai1 and bi1 denote the corresponding
coecients of the fundamental harmonic for the lateral displacement, and ! is
the frequency of the peak, which is identied using the aforementioned phase
lag quadrature criterion and computed along the backbone of the primary
resonance.
We bound the width by setting bmin = 0:1 and bmax = 100 and specify the
volume constraint as  = 0:3 which is also set as the volume of the reference
beam used as initial design for the optimization. We bound the allowable
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volume from below and since we are minimizing the amplitude for a xed
force this ensures that the volume of the nal optimized design will match
that of the initial reference design. Other parameters of the beam are listed
in section 2.5.
Often design optimization is performed using a linear model and for com-
parison we will here compare the optimized designs obtained using the non-
linear nite element model with a corresponding linear model. For the lin-
ear model we optimize for the response at the linear fundamental frequency
!1(e) using the general formulation in equation (42) (with  = 1) and the
sensitivities found from equations (46){(47). The optimized results are shown
in Figure 4. The design obtained by using the linear nite element model
is independent of the load amplitude and it is seen to have two weak links
in the structure where the design variables take their minimum value. In
contrast, the optimized design obtained with the nonlinear nite element
model shows a dependence on the amplitude of load. For a small amplitude
of the load, f = 10EIr=L3, the obtained design is very close to the linear
design. However, when we increase the load to a larger amplitude level,
f = 15EIr=L3, the two weak links near x = 1
4
L and 3
4
L becomes wider. This
eect is discussed in more detail in Section 5.
The linear and nonlinear frequency-amplitude curves for the two designs
are shown in Figure 5. Both in linear and nonlinear analysis, the two op-
timized designs have a resonant peak with an amplitude signicantly lower
than that of the uniform design. When applying linear vibration analysis,
the frequency-amplitude curves for the two optimized designs are seen to
overlap. However, based on nonlinear vibration analysis we see a notable dif-
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ference in the response and the nonlinear optimized design shows a slightly
smaller peak amplitude as well as a larger ratio !=!1 for the peak of the
primary resonance. A comparison of linear mode shapes of the two opti-
mized structures normalized with respect to mass matrix is shown in Figure
5(c). While the mode shapes of two optimized structures only have slightly
observable dierence, they are quite dierent from the mode shape of the
uniform design.
Thus, even with a limited design freedom that is here dictated by having
only a single beam with a xed thickness, we can see that including the
nonlinearities in the optimization procedure has an inuence on the nonlinear
performance of the optimized designs. In the next examples we will optimize
the inherent nonlinear phenomenon of superharmonic resonance.
4.2. Optimization of superharmonic resonance
In this case, we consider two optimization problems by using equation
(42). The rst one is to minimize the superharmonic resonance with a xed
load amplitude without increasing the amount of material in the beam. The
second will be to maximize the superharmonic resonance also for a xed load
amplitude but without reducing the amount of material.
Considering the superharmonic resonance, the objective function is se-
lected as
c(e; !1(e)=3) = q
TLq = a2i3 + b
2
i3 (52)
where ai3 and bi3 are the coecients of the third harmonic terms cos 3
and sin 3 , respectively and the subscript i denotes the degree of freedom
corresponding to the deection w at the mid-span of the beam.
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Figure 4: A doubly clamped beam with optimized width for minimizing the peak of
primary resonance: (a) uniform width and initial guess; (b) optimized width using linear
nite element model; (c) optimized width using nonlinear nite element model and f =
60.74 N; (d) optimized width using nonlinear nite element model and f = 91.11 N.
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Figure 5: A doubly clamped beam with optimized width for minimizing the peak of
primary resonance: '.' uniform width; 'o' optimized width using linear nite element
model; '' optimized width using nonlinear nite element model and f = 91.11 N: (a)
linear analysis; (b) nonlinear analysis; (c) linear modal analysis.
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The optimization problem is then changed to
min/max
e
c = a2i3 + b
2
i3
s.t. : ! = 1
3
!1
(53)
subjected also to the additional constraints from equation (36) (except bi1 =
0) using either a minimum or a maximum volume fraction. Here, !1 is the
1st eigenvalue so that ! = 1
3
!1 corresponds to a frequency close to the rst
superharmonic resonance. The allowable volume is  = 0:3. The initial
structure is a beam with uniform width and a bottom limit of the width set
to bmin = 10.
In the case of an external load given by 607:4 N we obtain the opti-
mized structure shown in Figure 6. The frequency-amplitude curves for the
uniform-width design and the optimized design are compared in Figure 9. It
can be seen that the superharmonic resonance is reduced signicantly with
the optimized width distribution even though the total volume is unchanged.
The eect of modifying the design can clearly be seen by viewing the struc-
tural response in the time domain. Figure 10 shows the periodic response
in the time domain for the peak of the frequency-amplitude curve in Fig-
ure 9. The design with uniform width distribution produces a distorted sig-
nal with higher harmonics whereas the design with optimized width reduces
the higher-order harmonics eectively.
Next we aim to maximize the superharmonic resonant response. We pose
this as a minimization problem with 1=c as the objective. The volume con-
straint is set as  = 0:3 but we now bound the volume from above. The
initial design, bottom limit of the width and the external load are the same
as for the minimization problem solved above. The optimized structure is
30
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Figure 6: A doubly clamped beam with optimized width for minimizing superharmonic
resonance around !1=3
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Figure 7: A doubly clamped beam with optimized width for maximizing superharmonic
resonance around !1=3
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Figure 8: Iteration history of the objective during optimization.
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Figure 9: Frequency-amplitude curves of superharmonic resonance around !1=3: solid line:
uniform; dashed line: minimized superharmonic resonance; dot dashed line: maximized
superharmonic resonance; dotted line: !!1 =
1
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Figure 10: The responses for the peak of superharmonic resonance around !1=3: solid line:
uniform; dashed line: minimized superharmonic resonance; dot dashed line: maximized
superharmonic resonance.
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shown in Figure 7 and the evolution of the objective during the optimiza-
tion iterations for both optimization problems is shown in Figure 8. The
frequency-amplitude curves for uniform and optimized designs are shown in
Figure 9. The time-domain response that corresponds to the peak of the
frequency-amplitude curve is shown in Figure 10 and we see here that the re-
sponse at the mid-span of the beam is dominated by the third-order harmonic
for this optimized design.
5. Discussion
Numerical experience shows that it is important to select necessary and
sucient harmonics in the Fourier expansion. A general guideline about
completeness and balance ability was given by Leung and Fung [19]. For the
sake of completeness, the second and third order harmonics are essential for
the case of quadratic and cubic nonlinearities. Particularly, the second order
harmonic is necessary for describing the longitudinal motion of stretching.
For the sake of balance ability, all harmonics up to and including the sixth
order are included in the Fourier expansion here. Additionally it should be
mentioned that the number of elements should be sucient to predict the
modes around the highest frequency in the Fourier expansion.
It is noted that when we minimize the resonant peak, the optimized de-
sign based on the nonlinear nite element model has a larger width around
x = 1
4
L and x = 3
4
L, whereas the cross section area vanishes in the optimized
design based on the linear nite element model. There is a simple physical
interpretation for this phenomenon. Based on the theory of linear vibration,
the cross section area would be allowed to vanish at inner points where the
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material does not contribute to the bending strain energy. In contrast, the
bending and stretching deformations are coupled in the nonlinear case. In
our example, the bending deformation causes stretching strain energy due to
midplane stretching. As shown in Figure 11, where 1 denotes the deforma-
tion w for the rst linear mode of a doubly clamped beam, the bending strain
energy is proportional to (@
21
@x2
)2 and the strain energy associated with mid-
plane stretching is proportional to (@1
@x
)4. The strongest midplane stretching
eect occurs where (@1
@x
)4 reaches the local maximum and (@
21
@x2
)2 reaches the
local minimum. So as the load increases, the coupling eect will lead to an
increased width around x = 1
4
L and x = 3
4
L.
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Figure 11: Strain energy distribution for the rst linear mode.
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6. Conclusion
A methodology here is proposed for optimizing the nonlinear forced re-
sponse of geometrically nonlinear beam structures with quadratic and cubic
nonlinearities. The nonlinear vibration analysis is performed via the combi-
nation of the nite element method and the incremental harmonic balance
method. Design sensitivities are derived from the nonlinear response using
an adjoint approach and we solve the optimization problem using a gradient-
based approach with the mathematical programming tool MMA. We include
examples that demonstrate the eectiveness of the proposed methodology.
By minimizing the amplitude of the primary resonance we demonstrate the
eect of including the nonlinearity in the optimization procedure, although
the dierence in the nal response is not very large. However, it is noted that
the optimization based on nonlinear nite element model leads to a more ro-
bust design without the weak links that are found in the linear design. In the
case of optimizing the superharmonic resonance, it is necessary to employ the
nonlinear nite element model. In this case we see a signicant eect on the
structural response when we either minimize or maximize the contribution
from the third-order harmonic.
This methodology has shown a promising ability in optimizing the design
of the nonlinear dynamic response of beam structures and may nd applica-
tions for vibration-based energy harvesting and MEMS structures by taking
into account their nonlinear performance. The work can be extended to gen-
eral nite element models by using the alternating frequency/time domain
method. Future work includes optimization of frame structures and 2D con-
tinuum structure based on geometrically nonlinear nite element analysis.
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