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Existence d’un e´quilibre de Nash dans un jeu discontinu
J.M. BONNISSEAU ∗, P. GOURDEL † H. HAMMAMI ‡
19 de´cembre 2005
Re´sume´
Nous pre´sentons une preuve plus simple et inde´pendante du the´ore`me 3.1 de Reny [1] qui montre
l’existence d’un e´quilibre de Nash dans un jeu discontinu et dans un espace vectoriel topologique
se´pare´. On utilise une hypothe`se de meilleure re´ponse se´curise´e plus forte que celle de Reny, mais
qui coincide si la fonction de paiement est semi-continue supe´rieurement comme dans le deuxie`me
exemple de Reny [1]. Notre preuve est base´e sur une version du the´ore`me de Fan-Browder d’existence
d’e´le´ment maximal du a` Deguire et Lassonde [2], tandis que Reny a utilise´ une approximation de
la fonction de paiement discontinue par une suite de fonctions continues (voir lemme 3.5 [1]). Reny
montre l’existence d’un e´quilibre de Nash a` l’aide d’une suite d’e´quilibres en strate´gie mixte obtenus
dans le cas continu par les re´sultats classiques.
Mots-cle´s : Jeu discontinu, meilleur re´ponse se´curise´e, e´quilibre de Nash, paiement se´curise´,
the´ore`me Fan Browder.
1 E´nonce´s
Soit E un espace vectoriel topologique se´pare´ et I = {1, . . . , N}. On conside`re un jeu G a` N
joueurs, chaque joueur i ∈ I posse`de un ensemble de strate´gie Xi, sous ensemble non vide compact
de E, et une fonction de paiement borne´e ui de X dans R ou` X =
∏N
i=1Xi. Sous ces conditions G
est appele´ un jeu compact. On note u : X → RN le vecteur des fonctions de paiement de´fini par
u(x) = (u1(x), . . . , uN (x)), X−i =
N∏
j 6=i,j=1
Xj et x−i = (x1, . . . , xi−1, xi+1, . . . , xN ) ∈ X−i.
Si les Xi sont convexes pour tout i et ui(., x−i) est quasiconcave sur Xi pour tout x−i ∈ X−i, on dit
que le jeu G = (Xi, ui)Ni=1 est quasiconcave.
De´finition 1.1 Un joueur i peut se´curiser le paiement α en x−i ∈ X−i (ou par abus de langage en
x ∈ X) s’il existe x¯i ∈ Xi et un voisinage U de x−i telle que ui(x¯i, x′−i) ≥ α, ∀x′−i ∈ U .
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De´finition 1.2 Un jeu G = (X,u) est “a` meilleure re´ponse se´curise´e” si pour tout x∗ de X tel que x∗
n’est pas un e´quilibre, il existe un joueur i qui peut se´curiser en x∗−i un paiement strictement supe´rieur
a` u∗∗i (x
∗) = lim sup
z→x∗
ui(z).
Remarque 1.1 La de´finition pre´ce´dente d’un jeu “a` meilleure re´ponse se´curise´e” est enonce´ avec
lim supu(x) qui n’est pas force´ment dans la fermeture du graphe de u (sauf si la fonction de paiement
est continue ou semi-continue supe´rieurement). Cette de´finition nous permet d’avoir une preuve claire
et plus facile en utilisant des re´sultats de point fixe mais elle est plus forte que la de´finition de Reny
[1] : le jeu G est “a` meilleure re´ponse se´curise´e” si pour tout (x∗, u∗) de Γ tel que x∗ n’est pas un
e´quilibre, il existe un joueur i qui peut se´curiser en x∗ un paiement strictement supe´rieur a` u∗i .
Supposons que le jeu G ve´rifie la de´finition d’un jeu “a` meilleure re´ponse se´curise´e” de´crite ici. Soit
(x∗, u∗) appartenant a` Γ tel que x∗ n’est pas un e´quilibre. Pour tout i, u∗i ≤ lim sup
z→x∗
ui(z) donc d’apre`s
la de´finition 1.2, le jeu G est a` meilleure re´ponse se´curise´e au sens de Reny.
Dans le deuxie`me exemple de Reny[1] consacre´ a` l’existence d’e´quilibre de walras dans une e´conomie
d’e´change, la fonction de paiement est semi-continue supe´rieurement, donc cet exemple rentre dans le
champ d’application de notre the´ore`me.
The´ore`me 1.1 Pour tout jeu G = (X,u) compact, quasiconcave et a` meilleure re´ponse se´curise´e, il
existe un e´quilibre de Nash.
Ce the´ore`me a` e´te´ prouve´ dans un espace vectoriel topologique non se´pare´ par RENY [1] en 1998. En
discre´tisant l’ensemble des strate´gies X et avec un lemme d’approximation de la fonction de paiement
par une suite de fonctions continues, il montre l’existence d’une suite d’e´quilibre qui tend vers un
e´quilibre de Nash. En fait, il montre l’existence d’un e´quibre de Reny (selon la terminologie introduite
dans la de´finition 1.3) (x∗, u∗). Ce qui implique que x∗ est un e´quilibre de Nash sous l’hypothe`se de
better-reply secure [1].





−i) ≤ u∗i .
Avec cette de´finition, on peut remarquer que la preuve de Reny permet trivialement de montrer
le re´sultat suivant :
The´ore`me 1.2 Pour tout jeu G = (X,u) compact, quasiconcave avec une fonction de paiement semi-
continue infe´rieurement par rapport a` la deuxie`me variable, il existe un e´quilibre de Reny.
2 Preuve
Avant de de´montrer le the´ore`me, on va introduire des re´gularisations des fonctions ui et e´tablir
certaines de leurs proprie´te´s.
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2.1 Outils pour la preuve du The´ore`me 1.1
Soit x ∈ X, on note V(x−i) l’ensemble des voisinages de x−i et on pose




ui(xi, x′−i) = lim inf
x′−i→x−i
ui(xi, x′−i)
Remarquons que la fonction ui n’est que la re´gularisation de notre fonction de paiement par rapport
aux autres joueurs et pour une strate´gie x ∈ X fixe´e.
Lemme 2.1 a) Pour tout xi ∈ Xi, la fonction ui(xi, .) : X−i → R est semi-continue infe´rieurement.
b) Pour tout x−i ∈ X−i, la fonction ui(., x−i) : Xi → R est quasiconcave.
c) la fonction u∗∗ est s.c.s sur X.
Preuve. a) ∀xi ∈ Xi, ui(xi, x−i) = lim infz→x−i ui(xi, z) donc la fonction ui(xi, .) : X−i → R est la
re´gularise´e s.c.i de la fonction ui(xi, .). C’est la plus grande fonction s.c.i qui minore ui(xi, .). (voir
par exemple [3] paragraphe 4.2 page 18)
b) Pour tout x−i ∈ X−i et pour tout c ∈ R, montrons que {yi ∈ Xi | ui(yi, x−i) ≥ c} est un ensemble
convexe.
Soient ξi ∈ {yi ∈ Xi | ui(yi, x−i) ≥ c}, βi ∈ {yi ∈ Xi | ui(yi, x−i) ≥ c} et montrons que ∀λ ∈ [0, 1] on
a : λξi + (1− λ)βi ∈ {yi ∈ Xi | ui(yi, x−i) ≥ c}.
ξi ∈ {yi ∈ Xi | ui(yi, x−i) ≥ c} ⇔ ∃U ∈ V(x∗−i) | inf
x′−i∈U
ui(ξi, x′−i) ≥ c}
βi ∈ {yi ∈ Xi | ui(yi, x−i) ≥ c} ⇔ ∃V ∈ V(x∗−i) | inf
x′−i∈V
ui(βi, x′−i) ≥ c}
On pose W = U
⋂
V (W est un voisinage de x∗−i). Montrons que ∀λ ∈ [0, 1] on a
inf
x′−i∈W
ui(λξi + (1− λ)βi, x′−i) ≥ c
Soit x′−i ∈W et λ ∈ [0, 1]. La fonction ui(., x′−i) est quasiconcave alors :
Ω = {zi ∈ Xi | ui(zi, x′−i) ≥ c} est un ensemble convexe contenant ξi et βi. D’ou` ui(λξi + (1 −
λ)βi, x′−i) ≥ c. Donc inf
x′−i∈W
ui(λξi + (1− λ)βi, x′−i) ≥ c.
c) Pour tout i ∈ I, la fonction u∗∗i est la re´gularise´e s.c.s de la fonction ui. C’est la plus petite fonction
s.c.s qui majore ui.
Lemme 2.2 Un joueur i peut se´curiser un paiement strictement supe´rieur a` α ∈ R en x∗−i ∈ X−i ssi
sup
xi∈Xi
ui(xi, x∗−i) > α.
Preuve. D’apre`s la de´finition 1.1, un joueur i peut se´curiser un paiement strictement supe´rieur a`
α ∈ R en x∗−i ∈ X si :
∃ β > α, x¯i ∈ Xi et U ∈ V(x∗−i) tel que ui(x¯i, x′−i) ≥ β ∀x′−i ∈ U




ui(x¯i, x′−i) ≥ β
⇔ ∃ β > α tel que sup
xi∈Xi
ui(xi, x∗−i) ≥ β > α.
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Lemme 2.3 Soit G un jeu a` meilleure re´ponse se´curise´e :
S’il existe x∗ ∈ X tel que pour tout i ∈ I, on a sup
xi∈Xi
ui(xi, x∗−i) ≤ ui∗∗(x∗) alors x∗ est un e´quilibre de
Nash.
Preuve. Supposons par l’absurde que x∗ n’est pas un e´quilibre de Nash. D’apre`s la de´finition 1.2,
il existe un joueur i qui peut se´curiser un paiement strictement supe´rieur a` ui∗∗(x∗) en x∗−i. D’apre`s
le lemme 2.2 sup
xi∈Xi
ui(xi, x∗−i) > ui
∗∗(x∗), d’ou` la contradiction.
The´ore`me 2.1 (Fan-Browder compe´titif) Soit E un espace vectoriel topologique se´pare´, soit J un
ensemble quelconque d’indices, on suppose que pour tout i ∈ J :
(1) Xi un sous ensemble convexe compact non vide de E.
(2) Fi : X =
∏
i∈J
Xi → Xi est une correspondance a` valeur convexe et a` image inverse ouverte.
Alors l’une des alternatives suivantes est ve´rifie´e :
(A) Il existe i ∈ J et x∗ ∈ X tel que x∗i ∈ Fi(x∗).
(B) Il existe x∗ ∈ X tel que pour tout i ∈ J, Fi(x∗) = ∅.
Preuve. Cette formulation est une application directe de [2] the´ore`me 3a page 4. On remarque que
ce the´ore`me peut eˆtre e´tendu au cas d’un espace non se´pare´1. Les auteurs ont formule´ leur re´sultat
dans ce cadre parce qu’il constitue le champ classique d’application.
Soit F i(x) = {ξi ∈ Xi | ui(ξi, x−i) > ui∗∗(x)}. On remarque que pour tout i ∈ I et quelque soit
x ∈ X on a ui∗∗(x) ≥ ui(x). Par conse´quent chacune des correspondances Fi est irre´flexive : pour tout
x ∈ X, xi /∈ Fi(x), ce qui exclut l’alternative (A).
Lemme 2.4 Pour tout i ∈ I, la correspondance Fi est a` valeur convexe et a` image inverse ouverte.
Preuve. a) Montrons que la correspondance Fi est a` valeur convexe.
Pour tout i ∈ I, F i(x∗) =
⋂
εi>0
{ξi ∈ Xi | ui(ξi, x∗−i) ≥ ui∗∗(x∗) + εi}. D’apre`s le lemme 2.1 (b) c’est un
ensemble convexe.
b) Montrons que la correspondance Fi est a` image inverse ouverte, c’est a` dire que ∀ξi ∈ Xi,
{x∗ ∈ X | ξi ∈ F i(x∗)} est un ouvert.
{x∗ ∈ X | ξi ∈ F i(x∗)} = {x∗ ∈ X | ui∗∗(x∗) < ui(ξi, x∗−i)}
= {x∗ ∈ X | 0 < ui(ξi, x∗−i)− ui∗∗(x∗)}
1Si E est un e.v.t. non se´pare´, on conside`re H =
\
V voisinage de 0
V . On de´montre que H est un e.v. et que E˜ = E/H




Xi, on pose F˜i(x¯) =
[
x′∈x¯
classe d’e´quivalence de Fi(x
′). On a alors, F˜ ve´rifie (1) et (2) dans E˜, ce qui
permet d’obtenir la conclusion dans E. On trouve une autre preuve de Fan Browder qui inclut le cas non se´pare´ dans
un manuscrit de Lassonde [8].
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Pour tout i ∈ I et pour un ξi fixe´, on pose hi(x∗) = ui(ξi, x∗−i). D’apre`s le lemme 2.1, la fonction hi
(respectivement ui∗∗) est s.c.i (respectivement s.c.s) donc la fonction gi(x) = hi(x) − ui∗∗(x) est s.c.i
(voir par exemple [3] la proposition I.45 page 18). Par suite {x∗ ∈ X | ξi ∈ F i(x∗)} = {x∗ ∈ X | 0 <
gi(x∗)} est un ensemble ouvert.
2.2 Preuve du The´ore`me 1.1
En appliquant le the´ore`me de Fan-Browder compe´titif a` la famille de correspondance Fi (irre´flexive,
a` valeurs convexe et a` image inverse ouverte), il existe x¯ ∈ X tel que pour tout i ∈ I, Fi(x¯) = ∅, c’est
a` dire ui(ξi, x¯−i) ≤ ui∗∗(x¯),∀i ∈ I et ∀ξi ∈ Xi, donc on a sup
ξi∈Xi
ui(ξi, x¯−i) ≤ ui∗∗(x¯),∀i ∈ I. D’apre`s le
lemme 2.3, x¯ est un e´quilibre de Nash.
3 Perspective
On remarque que la de´finition de “meilleure re´ponse se´curise´e” utilise´e dans cet article, peut se
ge´ne´raliser sous la forme suivante :
De´finition 3.1 Un jeu G = (X,u) est “a` meilleure re´ponse se´curise´e par rapport a` une fonction
v : X → RN” si pour tout x∗ de X tel que x∗ n’est pas un e´quilibre, il existe un joueur i qui peut
se´curiser en x∗−i un paiement strictement supe´rieur a` vi(x
∗).
La de´finition pre´ce´dente permet de ge´ne´raliser le the´ore´me 1.2 sous la forme :
The´ore`me 3.1 Soit u∗∗ : X → RN une fonction semi-continue supe´rieurement et telle que pour
tout x ∈ X qui n’est pas un e´quilibre de Nash, u∗∗(x) ≥ u(x). Pour tout jeu G = (X,u) compact,
quasiconcave et a` meilleure re´ponse se´curise´e par rapport a` u∗∗, il existe un e´quilibre de Nash.
Preuve. La preuve est identique a` celle du the´ore´me 1.1, puisque ce sont les seules proprie´te´s de la
fonction u∗∗ utilise´e.
Soit u∗∗ : X → RN une fonction semi-continue supe´rieurement et telle que pour tout (x, u) ∈ Γ
pour lequel x n’est pas un e´quilibre de Nash, u ≥ u∗∗(x) ≥ u(x). L’existence d’une telle fonction
ve´rifiant la de´finition 3.1 permettrait de ge´ne´raliser la de´finition de better reply security de Reny [1]
et par suite le the´ore`me 3.1 de Reny.
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