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X = {x1, x2, · · · , xN}を与えられたデータポイント，s(xi, xj)
をデータポイント xi, xj 間の類似度，e(xi) をデータポイ
ント xi の exemplar とした時，Affinity Propagation では，∑N
i=1 s(xi, e(xi)) を最大化するように exemplar を決定す
る．しかしながら，exemplar の数は未定であることから，∑N
i=1 s(xi, e(xi))を最大化する exemplarを選択することはNP-
hardとなる．この問題に対して Affinity Propagationでは，各
データポイント間でメッセージと呼ばれる実数値を収束するま
で再帰的に送り合うことで ∑Ni=1 s(xi, e(xi)) を準最大化する
exemplarを自動的に決定する．ところが，データ数を N，反復
回数を T とした時，この計算にかかる計算量はO(N3T )となり，
データ数が多くなる場合において膨大な処理時間を必要とする．
この課題を解決するために Fujiwaraらは，Graph-AP [4]と































の検証を行い，state-of-the-art とされる手法 [5] よりも高速に
処理できることを示した．本研究の貢献を以下に示す．
• 高速性：提案手法は従来の Affinity Propagation [1]や既
存手法 [4,5]と比較して高速に処理できることを示す（4. 2章）．
• スケーラビリティ：提案手法はデータ数の観点から，従来
の Affinity Propagation [1]と比較して優れたスケーラビリティ
を示す（4. 3章）．
• 正確性：提案手法は高速化のためにメッセージ集約に基づ






法の有効性の検証を行い，従来の Affinity Propagation [1]と比




本稿の構成は以下の通りである．まず 2 節において Affinity




本節では Freyらによって提案された Affinity Propagation [1]
について説明する．
Affinity Propagationは，与えられたデータから各データポイ
ント間の類似性を表す類似度 S = {s(xi, xj)|xi, xj ∈ X}を計算








1 節で述べたように，∑Ni=1 s(xi, e(xi)) を最大化することは
NP-hardである．ゆえにAffinity Propagationは，各データポイ
ント間でメッセージを再帰的に伝搬することで近似解を出力する．
具体的には，各データポイント xi から Xに含まれる全てのデー
タポイントに対して responsibility というメッセージを送信し，
availabilityというメッセージを受信することで∑Ni=1 s(xi, e(xi))
を準最大化する exemplarを決定する．responsibilityは r(xi, xj)
と表記されたとき，データポイント xi から xj ∈ Xに対して送
信する実数値であり，xi が自身の exemplarとして xj を選択し
た場合にどれだけ∑Ni=1 s(xi, e(xi))の最大化に貢献するかとい
う情報を表している．これに対して，availabilityは a(xi, xj)と
表記されたとき，データポイント xi が Xに含まれる全てのデー




定義 21 (responsibilityと availability) responsibility r(xi, xj)
と availability a(xi, xj)は以下のように定義される．
r(xi, xj) = (1− λ)ρ(xi, xj) + λr(xi, xj)
a(xi, xj) = (1− λ)α(xi, xj) + λa(xi, xj)
ここで，λ はダンピングファクタであり，0 から 1 までの値を
とる．上記の式の中で，ρ(xi, xj)は propagating responsibility，





{a(xi, xk) + s(xi, xk)} (xi |= xj)
s(xi, xj)− max
xk |=xj
{s(xi, xk)} (xi = xj)
α(xi, xj) =
min{0, r(xj , xj)+
∑
xk |=xi,xj
max{0, r(xk, xj)}} (xi |= xj)
∑
xk |=xi
max{0, r(xk, xj)} (xi = xj)
ダンピングファクタ λは実際には λ = 0.5と設定するのが一
般的であると言われている [1,4,5]．上記の式から分かるように，
responsibility r(xi, xj)と availability a(xi, xj)は互いに影響を
与え合っている．つまり，r(xi, xj) は，a(xi, xj) を計算するた
めに用いられ，逆も同様である．
反復計算を行う前に responsibility と availability の初期値
r0(xi, xj)，a0(xi, xj) はそれぞれ以下のように設定し、全ての
データポイントペアに対して定義 21 が収束するまで再帰的に
responsibilityと availabilityを計算する．
定義 22 (各メッセージの初期値) responsibilityの初期値 r0(xi, xj)
と availabilityの初期値 a0(xi, xj)は以下のように定義される．
r0(xi, xj) = s(xi, xj)− max
xk |=xj
{s(xi, xk)}
a0(xi, xj) = 0
すべてのデータポイント間における responsibility と avail-
abilityが収束した後，データポイント xi の exemplarは以下の
式で決定する．
Algorithm 1 Affinity Propagation [1]
Input: S
Output: exemplars for each data object in X
1: repeat
2: for each (xi, xj) ∈ X2 do
3: compute r(xi, xj) by Definition 21;
4: for each (xi, xj) ∈ X2 do
5: compute a(xi, xj) by Definition 21;
6: until all r(xi, xj) and a(xi, xj) are not updated
7: for each xi ∈ X do
8: get an exemplar e(xi) by Definition 23;
定義 23 (exemplarの決定) データポイント xi の exemplar
は以下の式によって決定する．
e(xi) = arg max
xj




Affinity Propagation のアルゴリズムを Algorithm1 に示す．
Affinity Propagationではデータポイントセット Xと各データポ
イント間の類似度 Sを入力値とし，exemplarを出力する．Affin-
































めに提案手法では，T を反復回数として，t−1回目（1 < t < T）
までに計算された responsibilityと availabilityを用いて t回目
の反復計算において定義 21を用いた計算をする必要がないデー
タポイントペアを決定する．






3. 2，3. 3節では，この計算方法によって各 iterationにおける従










提案手法では，T を反復回数として，t− 1回目（1 < t < T）









定義 31 (集約可能な responsibilityの特定) 以下の条件を満
たすデータポイントペア (xi, xj)は t回目のデータポイントペア
の集合 PR(xi, t)に含まれる．
PR(xi, t) = {(xi, xj)|xi |= xj and xj |= xk ∈ sum(a, s)}





{am(xi, xl) + s(xi, xl)}} (m = 0, 1, · · · , t− 1)
である．
データポイントペアの集合 PR(xi, t)は以下の特性を持つ．
補題 31 PR(xi, t)に含まれるデータポイントペアの responsi-
bilityは集約計算が可能である．
証明 ここでは，PR(xi, t) に含まれるデータポイントペアの
responsibilityは類似度を用いて計算を集約できることを証明す
る．本証明では，PR(xi, t)に含まれる 2組のデータポイントペ
ア (xi, xa)，(xi, xb)について考える．
はじめに，
rt−1(xi, xa)− rt−1(xi, xb) = β
ρt−1(xi, xa)− ρt−1(xi, xb) = β
と仮定する．ここで，rt−1(xi, xj) は t − 1 回目における re-
sponsibility，ρt−1(xi, xj) は t − 1 回目における propagating
responsibility を表す．すると，t 回目における responsibility
r(xi, xa)と r(xi, xb)の差は，
rt(xi, xa)− rt(xi, xb) = β
となる．つまり，t − 1 回目における responsibilityの差と t 回
目における propagating responsibilityの差が等しい場合は t回
目における responsibilityも同じ差の値になる．
はじめに t = 1の場合について考える．t = 1の時，responsi-
bilityを計算する式は定義 21より，
r1(xi, xj) = (1− λ)ρ1(xi, xj) + λr0(xi, xj)
である．ここで，ρ1(xi, xj)は 1回目の反復計算において計算さ
れる propagating responsibilityの値であり，r0(xi, xj)は xi か
ら xj へ伝搬される responsibilityの初期値である．r0(xi, xj)は
s(xi, xj)− max
xk |=xj
{s(xi, xk)}で求められることから，xa, xb |= xk
の時，
r0(xi, xa)− r0(xi, xb) = s(xi, xa)− s(xi, xb)
となることがわかる．
また，ρ1(xi, xj)は定義 21より，s(xi, xj)− max
xk |=xj
{a(xi, xk)+
s(xi, xk)}で計算することができる．ゆえに，xa, xb |= xk の時，
ρ1(xi, xa)− ρ1(xi, xb) = s(xi, xa)− s(xi, xb)
で計算することができる．
以上より，t = 1の時，
r0(xi, xa)− r0(xi, xb) = ρ1(xi, xa)− ρ1(xi, xb)
= s(xi, xa)− s(xi, xb)
が成り立つことより，
r1(xi, xa)− r1(xi, xb) = s(xi, xa)− s(xi, xb)
つまり，r1(xi, xa)がわかっている場合，r1(xi, xb)は r1(xi, xa)
と類似度を用いて簡単に計算することができる．
次に t >= 2の場合について考える．t >= 2の時，rt−1(xi, xa)−
rt−1(xi, xb) = s(xi, xa) − s(xi, xb) が成り立っていることは明




rt−1(xi, xa)− rt−1(xi, xb) = ρt(xi, xa)− ρt(xi, xb)
= s(xi, xa)− s(xi, xb)
となり，
rt(xi, xa)− rt(xi, xb) = s(xi, xa)− s(xi, xb)
が成り立つ．
以上より，t >= 1 で (xi, xa), (xi, xb) ∈ PR(xi, t) であるデー
タポイントペアの responsibilityは availabilityと類似度の和を
最大にするデータポイントを探索することなく計算できる． □
また，PR(xi, t)の初期セット PR(xi, 1)は以下のように定義
される．
定義 32 (PR(xi, t)の初期セット) 以下の条件を満たすデー
タポイントペア (xi, xj) は 1 回目のデータポイントペアの集合
PR(xi, 1)に含まれる．






データポイントペアの集合 PR(xi, 1) は以下のような特性を
持つ．
補題 32 PR(xi, 1)に含まれるデータポイントペアの responsi-
bilityは 1回目の反復計算において集約計算により求めることが
できる．
証明 補題 31より明らかである． □
次に，提案手法における availability の枝刈りについて説明




定義 33 (集約可能な availabilityの特定) 以下の条件を満た
すデータポイントペア (xi, xj) はデータポイントペアの集合
PA(xj , t)に含まれる．
PA(xj , t) =
{(xi, xj)|xi |= xj and rm(xi, xj) <= 0} (m = 0, 1, · · · , t− 1)
ここで，rm(xi, xj)はm回目の反復計算におけるにおける (xi, xj)
の responsibilityの値である．
データポイントペアの集合 PA(xj , t)は以下の特性を持つ．
補題 33 PA(xj , t)に含まれるデータポイントペアの availabil-
ityは集約計算が可能である．
証明 ここでは，PA(xj , t) に含まれるデータポイントペアの
availability は定義 21 による計算を必要としないことを証明す
る．定義 21 より，xi |= xj における propagationg availability
α(xi, xj)は以下のように求められる．




t−1回目において，2つのデータポイントペア (xa, xj), (xb, xj) ∈
PA(xj , t) の responsibility はそれぞれ rt−1(xa, xj) <= 0，
rt−1(xb, xj) <= 0 であるため，上記の式より，r(xa, xj) と
r(xb, xj) はいずれも propagationg availability の値に影響を
与えないことは明らかである．ゆえに，t回目の反復計算におけ
る propagating availability αt(xa, xj)と αt(xb, xj)は以下のよ
うな関係となる．
αt(xa, xj) = αt(xb, xj)
また，t − 1 回目における (xa, xj), (xb, xj) の availability
at−1(xa, xj)，at−1(xb, xj)が at−1(xa, xj) = at−1(xb, xj)の時，
t回目の反復計算における availability at(xa, xj)と at(xb, xj)は
at(xa, xj) = at(xb, xj)
が成り立つことは明らかである．




また，PA(xj , t)の初期セット PA(xj , 1)は以下のように定義
される．
定義 34 (PA(xj, t)の初期セット) 以下の条件を満たすデー
タポイントペア (xi, xj) は 1 回目のデータポイントペアの集合
PA(xj , 1)に含まれる．
PR(xi, 1) = {(xi, xj)|xi |= xj and r0(xi, xj) <= 0}
データポイントペアの集合 PA(xj , 1) は以下のような特性を
持つ．
補題 34 PA(xj , 1)に含まれるデータポイントペアの availabil-
ityは 1回目の反復計算において集約計算により求めることがで
きる．








定義 35 (responsibilityの集約計算) t 回目のデータポイン
トペア集合 PR(xi, t)に含まれるデータポイントペア (xi, xa)の
responsibility rt(xi, xa)は以下の式で計算できる．
rt(xi, xa) = rt(xi, xb) + s(xi, xa)− s(xi, xb)
ここで，rt(xi, xa)，rt(xi, xb) はそれぞれ t 回目の反復計算に
おいて (xi, xa), (xi, xb) ∈ PR(xi, t)であるデータポイントペア
(xi, xa), (xi, xb)の responsibilityの値である．
定義 35は以下の特性を持つ．
補題 35 定義 35によって従来の Affinity Propagationと同様
の responsibilityの値を計算できる．
証明 補題 31より明らかである． □
次に，提案手法における枝刈りされたデータポイントペアの
availabilityの計算について説明する．データポイントペアの集
合 PA(xj , t)に含まれるデータポイントペアの availabilityは以
下の式によって計算できる．
定義 36 (availabilityの集約計算) t 回目のデータポイント
ペア集合 PA(xj , t) に含まれるデータポイントペア (xa, xi) の
availability at(xa, xi)は以下の式で計算できる．
at(xa, xi) = at(xb, xi)
ここで，at(xi, xa)，at(xi, xb) はそれぞれ t 回目の反復計算に
おいて (xi, xa), (xi, xb) ∈ PA(xj , t)であるデータポイントペア
(xi, xa), (xi, xb)の availabilityの値である．
定義 36は以下の特性を持つ．
補題 36 定義 36によって従来の Affinity Propagationと同様
の availabilityの値を計算できる．
証明 補題 33より明らかである． □
最後に，提案手法の正確性について述べる．補題 31，33，35，
36より，提案手法は以下の定理を持つ．
定理 31 提案手法は常に従来の Affinity Propagation [1]と同
じ結果を出力する．
証明 定義 23 より，xi の exemplar の決定には収束した re-
sponsibility と availability を用いて r(xi, xj) + a(xi, xj) を最
大化するデータポイント xj を見つける必要がある．補題 31，
33，35，36 より，提案手法による枝刈りは responsibility と
availability の値は従来の Affinity Propagation [1] と同じ値を
正確に出力することを理論的に証明した．ゆえに提案手法は，





法は従来の Affinity Propagation [1]と同じクラスタリング結果
を出力することができる．
Algorithm 2 Proposed Method
Input: S
Output: exemplars for data object in X
1: for each xi ∈ X do
2: obtain R = {X× X}\Pr based on F-AP [5];
3: obtain A = {X× X}\Pa based on F-AP [5];
4: for each (xi, xj) ∈ R do
5: obtain R(xi, 1) = {(xi, xj)|(xi, xj) /∈ PR(xi, 1)} based on Defini-
tion 32;
6: for each (xi, xj) ∈ A do
7: obtain A(xj , 1) = {(xi, xj)|(xi, xj) /∈ PA(xj , 1)} based on Defini-
tion 34;
8: repeat
9: for each xi ∈ X do
10: for each (xi, xj) ∈ R(xi, t) do
11: compute r(xi, xj) by Definition 21;
12: for each (xi, xj) ∈ PR(xi, t) do
13: compute r(xi, xj) based on Definition 35;
14: if r(xi, xj) is not updated then
15: R = R\{(xi, xj)};
16: for each xj ∈ X do
17: for each (xi, xj) ∈ A(xj , t) do
18: compute a(xi, xj) by Definition 21;
19: for each (xi, xj) ∈ PA(xj , t) do
20: compute a(xi, xj) based on Definition 36;
21: if a(xi, xj) is not updated then
22: A = A\{(xi, xj)};
23: for each xi ∈ R do
24: obtain R(xi, t + 1) and PR(xi, t + 1) based on Definition 31;
25: for each xj ∈ A do
26: obtain A(xj , t + 1) and PA(xj , t + 1) based on Definition 33;
27: t = t + 1;
28: until R,A = ∅
29: for each (xi, xj) ∈ Pr do
30: get r(xi, xj) = ρ(xi, xj);
31: for each (xi, xj) ∈ Pa do
32: get a(xi, xj) = α(xi, xj);
33: for each xi ∈ X do


















R(xi, t)，A(xj , t)に対して responsibilityと availabilityを収束
するまで再帰的に更新する（10–11，17–18行目）．次に，データ














4 評 価 実 験
本節では，実データを用いて提案手法の有用性を実験的に評
価する．ここでは以下を示す．
• 高速性：提案手法は従来の Affinity Propagation [1]や既
存手法 [4,5]と比較して高速に処理できることを示す（4. 2節）．
• スケーラビリティ：提案手法はデータ数の観点から，従来
の Affinity Propagation [1]と比較して優れたスケーラビリティ
を示す（4. 3章）．
• 正確性：提案手法は高速化のためにメッセージ集約に基づ
く計算の簡略化を行うが，従来の Affinity Propagaton [1]と同
一のクラスタリング結果を出力する事ができる（4. 4節）．
4. 1 実 験 環 境
本実験では，提案手法（ここでは Proposed と記述），従来
の Affinity Propagation [1]（ここでは Original-AP と記述），
Graph-AP [4]，F-AP [5] を比較した．全ての実験は CPU が









• Geo：こ の デ ー タ セット は ，人 口 統 計 や 公 共 施
設 の 場 所 な ど の 自 治 体 オ ー プ ン デ ー タ を 公 開 し


























































































表 1 正 確 性
Graph-AP F-AP Proposed
Perfume (Recall) 1.00 1.00 1.00
Perfume (Precision) 1.00 1.00 1.00
Geo (Recall) 1.00 1.00 1.00
Geo (Precision) 1.00 1.00 1.00
4. 2 高 速 性
3種類のデータセットに対して各アルゴリズムを実行したとき
の実行時間を図 1–3に示す．ここで，Benchデータセットにお
































Graph-AP，F-AP で得られた exemplar と一致したデータポ
イントの割合を表す．もしも提案手法，Graph-AP，F-AP で
得られた exemplar と従来の Affinity Propagation で得られた
exemplarが全て一致しているならば，Precisionと Recallはい
ずれも 1を示す．実験結果を表 1に示す．ここで，Benchデー






















フモデルの最適化を行う Belief Propagation [17,18]を応用した
クラスタリングアルゴリズムである [19]．Affinity Propagation
は k-means法 [2]や k-medoids法 [14]とは異なり，ユーザがク
ラスタ数を予め指定する必要がなく，同じデータセットでは常に
一定の結果を出力するアルゴリズムとして近年着目され，これ




う欠点がある．そこで Affinity Propagation を高速化した手法
がこれまでいくつか提案されてきた．
Jiaらは 2008年に FSAP [3]と呼ばれる高速化手法を提案し




り，従来の Affinity Propagation [1]と比較して処理時間の短縮
を実現した．しかしこの手法はパラメータ K によって結果が異
なるため，従来の Affinity Propagation と同一の結果を出力す
る事ができない可能性がある．
Fujiwaraらは，反復計算が不要なエッジを枝刈りすることで





















6 お わ り に
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