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Abstract
This tutorial overviews the state of the art in learning models over relational
databases and makes the case for a first-principles approach that exploits recent devel-
opments in database research.
The input to learning classification and regression models is a training dataset de-
fined by feature extraction queries over relational databases. The mainstream approach
to learning over relational data is to materialize the training dataset, export it out of
the database, and then learn over it using a statistical package. This approach can be
expensive as it requires the materialization of the training dataset. An alternative ap-
proach is to cast the machine learning problem as a database problem by transforming
the data-intensive component of the learning task into a batch of aggregates over the
feature extraction query and by computing this batch directly over the input database.
The tutorial highlights a variety of techniques developed by the database theory
and systems communities to improve the performance of the learning task. They
rely on structural properties of the relational data and of the feature extraction query,
including algebraic (semi-ring), combinatorial (hypertree width), statistical (sampling),
or geometric (distance) structure. They also rely on factorized computation, code
specialization, query compilation, and parallelization.
1 The Next Big Opportunity
Machine learning is emerging as general-purpose technology just as computing became
general-purpose 70 years ago. A core ability of intelligence is the ability to predict, that is,
to turn the information we have into the information we need. Over the last decade, sig-
nificant progress has been made on improving the quality of prediction by techniques that
∗This project has received funding from the European Union’s Horizon 2020 research and innovation
programme under grant agreement No 682588.
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identify relevant features and by decreasing the cost of prediction using more performant
hardware.
According to a 2017 Kaggle survey on the state of data science and machine learning
among 16,000 machine learning practitioners [26], the majority of practical data science
tasks involve relational data: in retail, 86% of used data is relational; in insurance, it is
83%; in marketing, it is 82%; while in finance it is 77%. This is not surprising. The
relational model is the jewel in the data management crown. It is one of the most successful
Computer Science stories. Since its inception in 1969, it has seen a massive adoption in
practice. Relational data benefit from the investment of many human hours for curation
and normalization and are rich with knowledge of the underlying domain modelled using
database constraints.
Yet the current state of affairs in building predictive models over relational data largely
ignores the structure and rich semantics readily available in relational databases. Current
machine learning technology throws away this relational structure and works on one large
training dataset that is constructed separately using queries over relational databases.
This tutorial overviews on-going efforts by the database theory and systems commu-
nity to address the challenge of efficiently learning machine learning models over relational
databases. It invariably only highlights some of the representative contributions towards
this challenge, with an emphasis on recent contributions by the authors. The tutorial does
not cover the wealth of approaches that use arrays of GPUs or compute farms for efficient
machine learning. It instead puts forward the insight that an array of known and novel
database optimization and processing techniques can make feasible a wide range of analyt-
ics workloads already on one commodity machine. There is still much to explore in the case
of one machine before turning to compute farms. A key practical benefit of this line of work
is energy-efficient, inexpensive analytics over large databases.
The organization of the tutorial follows the structure of the next sections.
2 Overview of Main Approaches to Machine Learning
over Relational Databases
The approaches highlighted in this tutorial are classified depending on how tightly they
integrate the data system, where the input data reside and the training dataset is con-
structed, and the machine learning library (statistical software package), which casts the
model training problem as an optimization problem.
2.1 No Integration of Databases and Machine Learning
By far the most common approach to learning over relational data is to use two distinct
systems, that is, the data system for managing the training dataset and the ML library for
model training. These two systems are thus distinct tools on the technology stack with no
integration between the two. The data system first computes the training dataset as the
result of a feature extraction query and exports it as one table commonly in CSV or binary
format. The ML library then imports the training dataset in its own format and learns the
desired model.
For the first step, it is common to use open source database management systems, such
as PostgreSQL or SparkSQL [57], or query processing libraries, such as Python Pandas [33]
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and R dplyr [56]. Common examples for ML libraries include scikit-learn [44], R [46],
TensorFlow [1], and MLlib [34].
One advantage is the delegation of concerns: Database systems are used to deal with
data, whereas statistical packages are for learning models. Using this approach, one can
learn virtually any model over any database.
The key disadvantage is the non-trivial time spent on materializing, exporting, and
importing the training dataset, which is commonly orders of magnitude larger than the
input database. Even though the ML libraries are much less scalable than the data systems,
in this approach they are thus expected to work on much larger inputs. Furthermore, these
solutions inherit the limitations of both of their underlying systems, e.g., the maximum data
frame size in R and the maximum number of columns in PostgreSQL are much less than
typical database sizes and respectively number of model features.
2.2 Loose Integration of Databases and Machine Learning
A second approach is based on a loose integration of the two systems, with code of the sta-
tistical package migrated inside the database system space. In this approach, each machine
learning task is implemented as a distinct user-defined aggregate function (UDAF) inside
the database system. For instance, there are distinct UDAFs for learning: logistic regression
models, linear regression models, k-means, Principal Component Analysis, and so on. Each
of these UDAFs are registered in the underlying database system and there is a keyword
in the query language supported by the database system to invoke them. The benefit is
the direct interface between the two systems, with one single process running for both the
construction of the training dataset and learning. The database system computes one table,
which is the training dataset, and the learning task works directly on it. Prime example
of this approach is MADLib [23] that extends PostgreSQL with a comprehensive library
of machine learning UDAFs. The key advantage of this approach over the previous one is
better runtime performance, since it does not need to export and import the (usually large)
training dataset. Nevertheless, one has to explicitly write a UDAF for each new model
and optimization method, essentially redoing the large implementation effort behind well-
established statistical libraries. Approaches discussed in the next sections also suffer from
this limitation, yet some contribute novel learning algorithms that can be asymptotically
faster than existing off-the-shelf ones.
A variation of the second approach provides a unified programming architecture, one
framework for many machine learning tasks instead of one distinct UDAF per task, with
possible code reuse across UDAFs. Prime example of this approach is Bismark [16], a
system that supports incremental (stochastic) gradient descent for convex programming.
Its drawback is that its code may be less efficient than the specialized UDAFs. Code reuse
across various models and optimization problems may however speed up the development
of new functionalities such as new models and optimization algorithms.
2.3 Tight Integration of Databases and Machine Learning
The aforementioned approaches do not exploit the structure of the data residing in the
database. The next and final approach features a tight integration of the data and learning
systems. The UDAF for the machine learning task is pushed into the feature extraction
query and one single evaluation plan is created to compute both of them. This approach
enables database optimizations such as pushing parts of the UDAFs past the joins of the
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Figure 1: Structure-aware versus structure-agnostic learning over relational databases.
feature extraction query. Prime examples are Orion [29],which supports generalized linear
models, Hamlet [30], which supports logistic regression and na¨ıve Bayes, Morpheus [11],
which linear and logistic regression, k-means clustering, and Gaussian non-negative ma-
trix factorization, F [51, 40, 41], which supports ridge linear regression, AC/DC [3], which
supports polynomial regression and factorization machines [47, 48, 49], and LMFAO [50],
which supports a larger class of models including the previously mentioned ones and decision
trees [10], Chow-Liu trees [12], mutual information, and data cubes [19, 22].
3 Structure-aware Learning
The tightly-integrated systems F [51], AC/DC [3], and LMFAO [50] are data structure-aware
in that they exploit the structure and sparsity of the database to lower the complexity
and drastically improve the runtime performance of the learning process. In contrast, we
call all the other systems structure-agnostic, since they do not exploit properties of the
input database. Figure 1 depicts the difference between structure-aware (in green) and
structure-agnostic (in red) approaches. The structure-aware systems compile the model
specification into a set of aggregates, one per feature or feature interaction. This is called
model reformulation in the figure. Data dependencies such as functional dependencies can be
used to reparameterize the model, so a model over a smaller set of functionally determining
features is learned instead and then mapped back to the original model. Join dependencies,
such as those prevalent in feature extraction queries that put together several input tables,
are exploited to avoid redundancy in the representation of join results and push the model
aggregates past joins. The model aggregates over the feature extraction query define a batch
of queries. In practice, for training datasets with tens of features, query batch sizes can be
in the order of: hundreds to thousands for ridge linear regression; thousands for computing
a decision tree node; and tens for an assignment step in k-means clustering [50]. The result
of a query batch is then the input to an optimizer such as a gradient descent method that
iterates until the model parameters converge.
Structure-aware methods have been developed (or are being developed) for a variety
of models [4]. Besides those mentioned above, powerful models that can be supported
are: Principal Component Analysis (PCA) [35], Support Vector Machines (SVM) [25], Sum
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Product Networks (SPN) [45], random forests, boosting regression trees, and AdaBoost.
Newer methods also look at linear algebra programs where matrices admit a database inter-
pretation such as the results of queries over relations. In particular, on-going work [17, 24]
tackles various matrix decompositions, such as QR, Cholesky, SVD [18], and low-rank [54].
Structure-aware methods call for new data processing techniques to deal with large query
batches. Recent work puts forward new optimization and evaluation strategies that go be-
yond the capabilities of existing database management systems. Recent experiments confirm
this observation: Whereas existing query processing techniques are mature at executing one
query, they miss opportunities for systematically sharing computation across several queries
in a batch [50].
Tightly-integrated DB-ML systems commonly exploit four types of structure: algebraic,
combinatorial, statistical, and geometric.
Algebraic Structure The algebraic structure of semi-rings underlies the recent work
on factorized databases [42, 41]. The distributivity law in particular allows to factor out
data blocks common to several tuples, represent them once and compute over them once.
Using factorization, relations can represented more succinctly as directed acyclic graphs.
For instance, the natural join of two relations is a union of Cartesian products. Instead of
representing such a Cartesian product of two relation parts explicitly as done by relational
database systems, we can represent it symbolically as a tree whose root is the Cartesian
product symbol and has as children the two relation parts. It has been shown that fac-
torization can improve the performance of joins [42], aggregates [9, 6], and more recently
machine learning [51, 41, 4, 2]. The additive inverse of rings allows to treat uniformly data
updates (inserts and deletes) and enables incremental maintenance of models learned over
relational data [28, 39, 27]. The sum-product abstraction in (semi) rings allows to use the
same processing (computing and maintaining) mechanism for seemingly disparate tasks,
such as database queries, covariance matrices, inference in probabilistic graphical models,
and matrix chain multiplication [6, 39]. The efficient maintenance of covariance matrices is
a prerequisite for the availability of fresh models under data changes [39]. A recent tutorial
overviews advances in incremental view maintenance [15].
Combinatorial Structure The combinatorial structure prevalent in relational data has
been formalized by notions such as width and data degree measures. If a feature extraction
query has width w, then its data complexity is O˜(Nw) for a database of size N , where O˜
hides logarithmic factors in N . Various width measures have been proposed recently, such
as: the fractional edge cover number [20, 8, 37, 38, 55] to capture the asymptotic size of the
results for join queries and the time to compute them; the fractional hypertree width [32] and
the submodular width [7] to capture the time to compute Boolean conjunctive queries; the
factorization width [42] to capture the size of the factorized results of conjunctive queries; the
FAQ-width [6] that extends the factorization width from conjunctive queries to functional
aggregate queries; and the sharp-submodular width [2] that improves on the previous widths
for functional aggregate queries.
The degree information captures the number of occurrences of a data value in the input
database [38]. Existing processing techniques adapt depending on the high or low degree of
data values. A recent such technique has been shown to be worst-case optimal for incremen-
tally maintaining the count of triangles in a graph [27]. Another such technique achieves
a low complexity for computing queries with negated relations of bounded degree [5]. A
special form of bounded degree is given by functional dependencies, which can be used to
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reparameterize (polynomial regression and factorization machine) models and learn simpler,
equivalent models instead [4].
Statistical Structure The statistical structure allows to sample through joins, such as
the ripple joins [21] and the wander joins [31], and to sample for specific classes of machine
learning models [43]. Sampling is employed whenever the input database is too large to
be processed within a given time budget. It may nevertheless lead to approximation of
both steps in the end-to-end learning task, from the computation of the feature extraction
query to the subsequent optimization task that yields the desired model. Work in this space
quantifies the loss in accuracy of the obtained model due to sampling.
Geometric Structure Algorithms for clustering methods such as k-means [35] can ex-
ploit distance measures (such as the optimal transport distance between two probability
measures) to obtain constant-factor approximations for the k-means objective by clustering
over a small grid coreset instead of the full result of the feature extraction query [14].
4 Database Systems Considerations
Besides exploiting the structure of the input data and the learning task, the problem of
learning models over databases can also benefit tremendously from database system tech-
niques. Recent work [50] showed non-trivial speedups (several orders of magnitude) brought
by code optimization for machine learning workloads over state-of-the-art systems such as
TensorFlow [1], R [46], Scikit-learn [44], and mlpack [13]. Prime examples of code optimiza-
tions leading to such performance improvements include:
Code Specialization and Query Compilation It involves generating code specific to
the query and the schema of its input data, following prior work [36, 52, 53], and also specific
to the model to be learned. This technique improves the runtime performance by inlining
code and improving cache locality for the hot data path.
Sharing Computation Sharing is best achieved by decomposing the aggregates in a
query batch into simple views that are pushed down the join tree of the feature extraction
query. Different aggregates may then need the same simple views at some nodes in the join
tree. Sharing of scans of the input relations can also happen across views, even when they
have different output schemas.
Parallelization Parallelization can exploit multi-core CPU architectures but also large
share-nothing distributed systems. It comprises both task parallelism, which identifies sub-
queries that are independent and can be computed in parallel, and domain parallelism,
which partitions relations and computes the same subqueries over different parts in parallel.
This tutorial is a call to arms for more sustained and principled work on the the-
ory and systems of structure-aware approaches to data analytics. What are the
theoretical limits of structure-aware learning? What are the classes of machine
learning models that can benefit from structure-aware learning over relational
data? What other types of structure can benefit learning over relational data?
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