Quantile maximum likelihood (QML) is an estimation technique, proposed by Heathcote, Brown, and Mewhort (2002), that provides robust and efficient estimates of distribution parameters, typically for response time data, in sample sizes as small as 40 observations. In view of the computational difficulty inherent in implementing QML, we provide open-source Fortran 90 code that calculates QML estimates for parameters of the ex-Gaussian distribution, as well as standard maximum likelihood estimates. We show that parameter estimates from QML are asymptotically unbiased and normally distributed. Our software provides asymptotically correct standard error and parameter intercorrelation estimates, as well as producing the outputs required for constructing quantile-quantile plots. The code is parallelizable and can easily be modified to estimate parameters from other distributions. Compiled binaries, as well as the source code, example analysis files, and a detailed manual, are available for free on the Internet.
Fitting parametric distribution models to empirical response time (RT) data has an importance that is increasingly recognized in quantitative psychology (e.g., Andrews & Heathcote, 2001; Balota & Spieler, 1999; Heathcote, Popiel, & Mewhort, 1991; Luce, 1986; Mewhort, Braun, & Heathcote, 1992; Ratcliff, 1978; Ratcliff & Murdock, 1976; D. Smith & Mewhort, 1998 ; P. L. Smith, 1995; Spieler, Balota, & Faust, 1996; Van Zandt, Colonius, & Proctor, 2000; Wixted & Roher, 1993) . Recently, interest in psychology has focused not only on which parametric models should be used, but also on precisely how their parameters should be estimated from data (e.g., Cousineau & Larochelle, 1997; Heathcote, 1996; Van Zandt, 2000) .
Estimating distributional parameters from empirical data is a difficult task, given the conditions that usually prevail in psychological measurement: high noise and small sample sizes. Various estimation methods have been proposed, most of which fall into two classes: either least-squares estimation based on sample statistics (e.g., quantiles, vincentiles, or cumulative densities) or maximum likelihood estimation. Van Zandt (2000) evaluated and compared most current estimation techniques and concluded that the standard maximum likelihood estimator (continuous maximum likelihood, CML) performed best. In addition, CML performs adequately on sample sizes as small as 100 observations, which is important for psychological applications (Ratcliff, 1979) .
Recently, Heathcote, Brown, and Mewhort (2002) proposed a new variant of maximum likelihood estimation: quantile maximum likelihood (QML). Heathcote et al. (2002) evaluated the performance of QML estimation for data generated from ex-Gaussian distributions, in realistically small sample sizes. QML proved to be far superior even to CML estimation; QML parameter estimates were typically a little less biased and very much less variable than CML parameter estimates. Because of its improved efficiency, QML produced good parameter estimates in sample sizes as small as 40. This represents a very useful advance in methodology, given that RT sample sizes are often limited to well below 100 points because of such factors as the number of available experimental stimuli. QML is also relatively robust to the presence of outliers, whereas CML estimates are sensitive and, in some cases, are completely dominated by outliers. The robustness of QML makes it particularly attractive for use in psychological research. Note that these advantages of QML over CML cannot be expected to hold for all distributions and all sample sizes (e.g., the standard theorems tell us that these differences must either reverse or disappear given infinitely large sample sizes); however, preliminary simulation work suggests that QML's advantages extend to some other distributions commonly used to model RT data.
The QML estimation technique of Heathcote et al. (2002) suffers from two computational disadvantages: It is more complicated to implement and, in most cases, has a higher computational cost than does CML. To reduce these problems and to take the burdens of calculating gradients and Hessians for the likelihood objective function from the end user, we present an open-source code Fortran 90 program for fitting the ex-Gaussian distribution by QML and CML methods. Although our program uses QML solely for the estimation of the ex-Gaussian distribution, there is no reason to limit this new technique to the ex-Gaussian. As such, we have developed the source code so that end users can easily alter it to implement QML estimation for other distributions.
Our program (QMLE, Quantile Maximum Likelihood Estimator) calculates maximum likelihood estimates of the parameters of the ex-Gaussian distribution from sets of observed data. Parameter estimates from the QML method are asymptotically (in the sense of increasing sample size) unbiased and normally distributed, like those of standard maximum likelihood. The QMLE program provides estimates of the standard errors and intercorrelations of the parameter estimates, based on the observed Fisher information matrix. These estimates are asymptotically accurate, as is shown in the Appendix.
In finite samples, we checked the agreement of the variance-covariance matrices provided by QMLE against values calculated by Monte Carlo simulation (with 500 repetitions for each sample size and parameter set). Using parameter settings identified by Heathcote et al. (2002) as "typical," we found that the mean standard deviations of the parameter estimates extracted from the variance-covariance matrices provided by QMLE agreed with the true values to within 4.5% for samples of size N = 1,000. Indeed, the asymptotic estimates were fairly accurate even in quite small samples: standard deviations of parameter estimates different from the true values by less than 7.5% for samples of size N = 200, and by less than 13.2% for samples as small as N = 50. Parameter intercorrelations extracted from the estimated variancecovariance matrices were likewise quite accurate in finite samples (agreement to within 5.3% for N = 1,000, 8.2% for N = 200, and 26% for N = 50). For further evaluation of the fits, QMLE returns observed and expected quantiles so that Q-Q plots (Cleveland, 1985) can be easily constructed.
QMLE was designed to run in a batch-processing mode, analyzing many different data sets contained in a single input file and requiring no user input after initiation. For greater flexibility, we have also included an interactive mode, in which the user can manually alter the parameters that affect the estimation procedure, such as the start point, convergence criteria, and parameters for the calculation of quantiles.
CML Versus QML Estimation for the Ex-Gaussian
For a full discussion of the details and merits of QML estimation, see Heathcote et al. (2002) . We provide here only a brief comparison of this method with standard CML estimation. All maximum likelihood estimates are obtained by maximizing the likelihood of observed data over different theoretical parameter values. The likelihood function that is maximized depends on the statistical model assumed for the data. CML estimation of the ex-Gaussian assumes that the data are independent, identically distributed (i.i.d.) ex-Gaussian observations. Equation 1 gives the likelihood for the data under this model:
(1)
Here, we have assumed that the observations are {x i : i = 1 . . . N} and that the ex-Gaussian probability density function (pdf) is expressed as Equation 2. Note that the likelihood is defined up to proportionality only, not up to equality, in accordance with Fisher's definition:
(2) QML estimation works by assuming a weaker model for the data, one that nests the model assumed by CML. This nesting ensures that QML estimation is always appropriate when CML estimation is appropriate and also allows QML estimation to work properly in the presence of conditions that would violate the assumptions of CML estimation. QML estimation begins with the specification of a fixed set of probabilities, {p i : i = 0 . . . m}, where p 1 = 0, p i < p i+1 , and p m = 1, such that p(t < q i ) = p i , where the set {q i : i = 0 . . . m} are quantiles. QML estimation assumes that the statistical model for the data is such that the frequency of observations in the interquantile ranges is equal to that which would be observed if the data were i.i.d. ex-Gaussian. This model leads to the likelihood function, 1 given as Equation 3:
In practice, the quantiles are estimated from the observed data, and the {n i : i = 1 . . . m} are integers, such that n i represents the number of observations in the interval (q i21 , q i ).
Equation 3 reveals why QML is significantly more costly than CML to implement for the ex-Gaussian pdf: The evaluation of the QML likelihood function requires many integrations of the ex-Gaussian pdf. This disadvantage will apply equally to any other pdf that is used, as long as an efficient analytic form for the cumulative density function (cdf) is not available. If the cdf does have a simple form, the integrals in Equation 3 can be replaced by differences of cdf values, and the numerical burden of QML estimation is reduced to approximately that of CML.
Equation 3 is not a fully specified likelihood function, if the {p i } are fixed and the {q i } are estimated from finite sample data. 2 This is because the {q i } are subject to sampling error and a fully specified likelihood function Heathcote et al. (2002) . That QML is not a fully specified likelihood approach may trouble some readers, since the classic theorems of maximum likelihood estimation do not apply. However, the results established in the Appendix provide alternatives to the most basic theorems and allow QML users to be confident of its basic asymptotic properties.
The QMLE Program
The source code for the QMLE program can be obtained by following the links from http://www.newcastle.edu.au/ school/behav-sci/ncl/ to the Software Repository page. In addition to the source code, we provide precompiled binaries for use with Windows and both parallel and serial 64-bit binaries for Solaris platforms. The Web site also contains a technical manual, which should be read before using QMLE. This manual provides detailed instructions for use, as well as covering the technical considerations we encountered in producing QMLE.
In writing QMLE, we have used only standard ANSI Fortran 90 code for portability; hence, the source code we provide should compile without modification on any platform with an ANSI-compliant compiler. The limitations of standard Fortran mean that QMLE has a quite primitive user interface. However, we feel that program portability and flexibility are more important than the interface. The only nonstandard program lines are some OpenMP compiler directives embedded in the slowest loops (OpenMP Architecture Review Board, 2000) . Any noncompliant compiler will safely ignore these directives, but with an OpenMP compliant compiler, they will ensure that QMLE makes eff icient use of symmetric multiprocessor hardware.
QMLE reads its operating parameters from a text file that contains all user-defined parameters and also allows for comments. In interactive fitting mode, the parameter f ile is reexamined, and changes are implemented between each search sequence, whereas in standard mode it is examined once only. The parameter file provides a record of the fitting conditions, including input and output file names, which can be enhanced by the insertion of comments that are ignored by QMLE. Sample parameter and data files are available for download with the program. Figure 1 (panel A, top left) gives an example of the format of the input file.
The data from the specified input file are analyzed in a cell-by-cell manner, with the data cells defined by a user-specified factor column, with the condition that data from the same cell form a contiguous block of lines in the data file. A sample of a data file appears in panel B (top right) of Figure 1 : The left-hand column is the userdefined factor column that separates the cells to be analyzed; the right-hand column contains the data. The (compiled) program can then be called from a command shell and passed the name of any particular parameter control file the user wishes to employ. An example of the syntax used for this (suitable for both UNIX and Windows shells) appears in panel C (bottom) of Figure 1 , followed by typical output generated by the program in the analysis of 14 cells of data (note that these output values, and more, are also written to files). The number of the cell being analyzed (i.e., its sequential position in the data file, and not necessarily the corresponding factor column value) is the first value on an output line, followed by the number of data points in that cell (N ) and the number of quantile cut points calculated (M ).
The analysis of each cell begins with the computation of those quantile estimates, for a user-def ined set of quantile probabilities. Note that the calculation of these estimates is corrected for repeated observation values (runs) that often occur, due to limited-precision measurement. Our solution to this problem is to redistribute repeated values evenly across their range of possible true values. For example, suppose a value of 45 units was observed three times, with a measurement precision of ±0.5 units. Our algorithm redistributes these three observations as {44.75, 45, 45.25} before estimating quantiles. We recognize that this solution is neither unique nor perfect but believe that it provides a workable resolution of the runs problem for experimental data. After correcting for runs, quantiles are estimated according to Hyndman and Fan's (1996) "Definition #5." Other users may prefer other quantile estimation algorithms, and so QMLE includes an option to operate on precalculated quantile estimates, rather than on raw data.
Once the quantile estimates are calculated, QMLE identifies a maximum for the likelihood function corresponding to either CML or QML, as directed by the user. The parameters for this maximum are the next three values on the output line (in the order m, s, and then t). The start point for the search is generated using heuristics that we have found work well, even in small samples. However, we cannot guarantee the heuristics will work for all datasets, and so provision is made for user-defined start points. The search algorithm makes use of gradient values for the log-likelihood function during minimization. In Appendix A of the QMLE Technical Manual (available from the Web site), we provide generic expressions that calculate these gradients for both CML and QML, given values for the gradient of the underlying pdf. If the user wishes to estimate a pdf other than the ex-Gaussian, he or she needs only to replace the subroutines that provide gradient and pdf values for the ex-Gaussian distribution with routines appropriate for the new distribution (for full details, see the Technical Manual). Given such new routines, QMLE will use quadrature to integrate the pdf and the gradient functions and will use its own algorithms to calculate the gradient for the likelihood function.
Search convergence is controlled by two user-defined tolerance values: on the objective function value and estimated parameter values. After convergence, QMLE evaluates the inverse of the Hessian of the log-likelihoodfunction at the convergence point to provide estimates of parameter standard errors (the next three values on the output) and intercorrelations (written to file only). Again, for distributions other than the ex-Gaussian, the user need only alter the subroutine that provides ex-Gaussian pdf Hessian values; QMLE will numerically integrate this function and calculate Hessians for the likelihood function from these integrals, as is discussed in Appendix A of the Technical Manual. QMLE also calculates expected quantile values for the estimated distribution, using a line search. These values are written to one output file (with default extension ".oe"), and parameter estimates, standard errors, parameter correlations, and an exit code are written to another file (with default extension ".par"). The exit code summarizes the properties of the fitting process (e.g., what type of convergence occurred) and parameter estimates (e.g., whether the Hessian was singular). suggests that QML bears strong similarities to c 2 estimation. In the nomenclature usually used with c 2 , the {n i } are observed frequencies (O), and the are expected proportions (E/N). QML optimization takes place on a logarithmic transformation of Equation 3, which gives the same objective function as that used for c 2 estimation, except with the usual (O2E) 2 /E term replaced by O(log E2log N ). Optimizations over these two functions are not very dissimilar. In fact, Jeffreys (1939, pp. 146-148) has presented a Taylor approximation argument showing that the QML objective function is equal to a modified c 2 function (with denominator O, rather than the usual E ) up to a third-order error term and an irrelevant additive constant. The similarity to c 2 estimation extends to robustness against measurement error: In particular, sample observations can be measured with error without altering the QML objective function, as long as the error is not large enough to move the quantile bounds.
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APPENDIX Notation
Suppose we have data {x i , i = 1, . . . N} that are i.i.d. samples drawn from a distribution with cumulative distribution function F(t,q * ), with parameter p-vector q * . Suppose further that we use the methods of QML to estimate the parameter vector from these data, resulting in an estimateq . QML estimation begins with a fixed (user-defined) set of quantile probabilities, {s i , i = 1 . . . M}, S s i = 1. For each data set, these probabilities are used to estimate a set of quantile boundaries {q i , i = 0, . . . , M}, with F(q 0 ,q ) = 0 and F(q M ,q ) = 1 for all q. Let {p i , i = 0 . . (M21)} denote the number of observations from the sample that lie in each of the intervals (q i , q i+1 ), so that S p i = N. For reasonable quantile estimation algorithms, including that used in the QMLE software (see Hyndman & Fan, 1996) , the quantile estimates converge to the simple order statistic estimates with increasing sample size. That is, if o a is the ath order statistic of the sample, then for sufficiently large N we have that F(q i ,q * ) = o a /N, and o a /N converges to the sample value with increasing sample size.
Theorem 1 is very similar to the theorems put forth by Fisher (1956, p. 148; see also Edwards, 1972) , except that it is trivially altered for QML, rather than for standard ML. Lemmas 1 and 2 are weaker versions of the analogous proofs for standard ML. Note, however, that both lemmas and the theorem apply only asymptotically. For standard ML, the equivalent results to Lemmas 1 and 2 apply in finite samples, whereas the final result (analogous to Theorem 1) applies asymptotically only. 
APPENDIX (Continued)
Given that L Q is always greater than zero, it is sufficient to show that the desired equality holds for ln(L Q ); thus, we must show that (A2) Asymptotically, the quantile estimates q i have Dirac (point) distributions given by the order statistics, as was noted above; thus, integration over the sample space becomes evaluation at these points only. Using the linearity of the derivative operator and the chain rule applied to the logarithmic function,
By the asymptotic properties of the quantile estimator discussed above, we have that F(q i+1 ,q * )2F(q i ,q * ) = ( By definition, F(q M ,q ) = 1 and F(q 0 ,q ) = 0 for any q. Thus, F(q M ,q )2F(q 0 ,q ) = 1 for all q, and hence, all partial derivatives of this value with respect to q k , k = 1 . . p are zero, which completes the proof of Lemma 1.
Note that in the proof of Lemma 1, the assumption that the data are i.i.d. samples from F can be weakened for QML, but not for standard ML, as long as Equation A4 follows from A3, given the weaker model. This is equivalent to saying that the above theorem holds for models weaker than the i.i. Given the results of Lemmas 1 and 2, the standard theorems of ML apply to QML, providing for the asymptotic normality of its parameter estimates, as well as showing that they are asymptotically unbiased and have an asymptotically exact variance-covariance matrix given by the inverse of the negative Hessian matrix of lnL Q . These arguments are reproduced below, as Theorem 1, but can also be found in Fisher (1956 PROOF OF THEOREM 1. We first show that the distribution of the gradient vector for lnL Q in large samples is normal, with mean zero and variance-covariance matrix 2H. By using only the definition of expectation and the chain rule for differentiation, the expected value of the jth element of the gradient vector for lnL Q is given by But this value is asymptotically zero, by the result of Lemma 1. We now examine the Hessian of lnL Q . Two applications of the chain rule give The left-hand side of Equation A13 is the expectation of the product of elements of the gradient vector for lnL Q . Since the expected value of these elements is uniformly zero (from Lemma 1 and above), this term is simply the covariance of the elements of the gradient vector. Furthermore, given that the function lnL Q is the sum of many independent random variables, the central limit theorem implies that, asymptotically, it will be normally distributed. Thus, the gradient vector for lnL Q is asymptotically normal, with mean zero and variance matrix given by Equation A13. Now consider the sampling distribution of the QML parameter estimates,q , under repeated data sampling. We must make the extra assumption that the surface defined by lnL Q for different parameters q is quadratic near the value of q * . The assumption of a quadratic log-likelihood surface will be asymptotically accurate. Given this assumption, the Hessian for lnL Q is constant, say H, with (i, j)th element H i, j . With a perfectly quadratic surface, a single step of a Newton-Raphson optimization will move between the sample parameter estimates,q , and the true value, q * , according to
Here, Ñ represents the gradient operator. From the results above, ÑlnL Q is (asymptotically) normally distributed, with mean zero and variance-covariance matrix 2H q * . From the usual properties of normal variables under linear transformation, it immediately follows from Equation A14 thatq is also asymptotically normal, with mean q * and variance matrix 2H q *
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. This concludes the proof of Theorem 1. 
