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We present a study of the dijet invariant mass spectrum in events with two jets produced in association




p ¼ 1:96 TeV. We find no evidence for anomalous resonant dijet production and derive upper
limits on the production cross section of an anomalous dijet resonance recently reported by the CDF
Collaboration, investigating the range of dijet invariant mass from 110 to 170 GeV=c2. The probability of
the D0 data being consistent with the presence of a dijet resonance with 4 pb production cross section at
145 GeV=c2 is 8 106.
DOI: 10.1103/PhysRevLett.107.011804 PACS numbers: 12.15.Ji, 12.38.Qk, 13.85.Rm, 14.80.j
The CDF Collaboration at the Fermilab Tevatron p p
collider recently reported a study of the dijet invariant mass
(Mjj) spectrum in associated production with W ! ‘
(‘ ¼ e or ) at ffiffisp ¼ 1:96 TeV with an integrated lumi-
nosity of 4:3 fb1 [1]. In that paper they present evidence
for an excess of events corresponding to 3.2 standard
deviations (s.d.) above the background expectation, cen-
tered at Mjj ¼ 144 5 GeV=c2 [1]. The CDF authors
model this excess using a Gaussian peak with a width
corresponding to an expected experimental Mjj resolution
for the CDF detector [2] of 14:3 GeV=c2 and further
estimate the acceptance and selection efficiencies by simu-
lating associated W þ Higgs boson (H) production in the
decay modeH ! b b and with a massMH ¼ 150 GeV=c2.
Assuming the excess is caused by a particle X withBðX !
jjÞ ¼ 1, the CDF Collaboration reports an estimated pro-
duction cross section of ðp p! WXÞ  4 pb.
Using 5:3 fb1 of integrated luminosity, the D0
Collaboration has previously set limits on resonant b b
production in association with a W boson in dedicated
searches for standard model (SM) Higgs bosons in the
WH ! ‘b b channel [3]. The D0 Collaboration reported
upper limits on ðp p! WHÞ BðH ! b bÞ ranging
from approximately 0.62 pb for MH ¼ 100 GeV=c2
to 0.33 pb for MH ¼ 150 GeV=c2. The CDF
Collaboration has performed a similar search using
2:7 fb1 of integrated luminosity and reported no excess
of events [4]. Furthermore, the D0 Collaboration has not
observed a significant excess of associated W boson and
dijet production in analyses of eitherWW=WZ! ‘jj [5]
or H ! WW ! ‘jj [6] using 1:1 fb1 and 5:4 fb1 of
integrated luminosity, respectively.
In this Letter we report a study of associated Wð! ‘Þ
and dijet production using data corresponding to 4:3 fb1








p ¼ 1:96 TeV at the Fermilab Tevatron p p Collider.
The CDF study of this production process uses the same
integrated luminosity. We investigate the dijet invariant
mass range from 110 to 170 GeV=c2 for evidence of
anomalous dijet production.
To select Wð! ‘Þ þ jj candidate events, we impose
similar selection criteria to those used in the CDF analysis:
a single reconstructed lepton (electron or muon) with
transverse momentum pT > 20 GeV=c and pseudorapidity
[8] jj< 1:0; missing transverse energy ET > 25 GeV;
two jets reconstructed using a jet cone algorithm [9] with
a cone of radius R ¼ 0:5 that satisfy pT > 30 GeV=c
and jj< 2:5, while vetoing events with additional jets
with pT > 30 GeV=c. The separation between the two jets
must be jðjet1; jet2Þj< 2:5, and the azimuthal separa-
tion between the most energetic jet and the direction of the
ET must satisfyðjet; ETÞ> 0:4. The transverse momen-
tum of the dijet system is required to be pTðjjÞ>
40 GeV=c. To reduce the background from processes
that do not contain W ! ‘ decays, we require a trans-
verse mass [10] of M‘T > 30 GeV=c
2. In addition, we
restrict M

T < 200 GeV=c
2 to suppress muon candidates
with poorly measured momenta. Candidate events in the
electron channel are required to satisfy a single electron
trigger or a trigger requiring electrons and jets, which
results in a combined trigger efficiency for the ejj selec-
tion of ð98þ23Þ%. A suite of triggers in the muon channel
achieves a trigger efficiency of ð95 5Þ% for the jj
selection. Lepton candidates must be spatially matched to a
track that originates from the p p interaction vertex and
they must be isolated from other energy depositions in
the calorimeter and other tracks in the central tracking
detector.
Most background processes are modeled using
Monte Carlo (MC) simulation as in the CDF analysis.
Diboson contributions (WW, WZ, ZZ) are generated with
PYTHIA [11] using CTEQ6L1 parton distribution functions
(PDF) [12]. The fixed-order matrix element (FOME) gen-
erator ALPGEN [13] with CTEQ6L1 PDF is used to generate
W þ jets, Zþ jets, and tt events. The FOME generator
COMPHEP [14] is used to produce single top-quark MC
samples with CTEQ6M PDF. Both ALPGEN and COMPHEP
are interfaced to PYTHIA for subsequent parton showering
and hadronization. The MC events undergo a GEANT-based
[15] detector simulation and are reconstructed using the
same algorithms as used for D0 data. The effect of multiple
p p interactions is included by overlaying data events from
random beam crossings on simulated events. All MC
samples except the W þ jets are normalized to next-to-
leading order (NLO) or next-to-NLO (NNLO) predictions
for SM cross sections; the tt, single t, and diboson cross
sections are taken from Ref. [16,17], and the MCFM pro-
gram [18], respectively. The Zþ jets sample is normalized
to the NNLO cross section [19]. The multijet background,
in which a jet misidentified as an isolated lepton passes all
selection requirements, is determined from data. In the
muon channel, the multijet background is modeled with
data events that fail the muon isolation requirements, but
pass all other selections. In the electron channel, the multi-
jet background is estimated using a data sample containing
events that pass loosened electron quality requirements,
but fail the tight electron quality criteria. All multijet
samples are corrected for contributions from processes
modeled by MC calculations. The multijet normalizations
in the two lepton channels are determined from fits to the
M‘T distributions, in which the multijet and W þ jets
relative normalizations are allowed to float. The expected
rate of multijet background is determined by this normal-
ization, with an assigned uncertainty of 20%.
Corrections are applied to the MC calculations to ac-
count for differences from data in reconstruction and iden-
tification efficiencies of leptons and jets. Also, trigger
efficiencies measured in data are applied to MC calcula-
tions. The instantaneous luminosity profile and z position
of the p p interaction vertex of each MC sample are ad-
justed to match those in data. The pT distribution of Z
bosons is corrected at the generator level to reproduce
dedicated measurements [20].
Other D0 analyses of this final state apply additional
corrections to improve the modeling of the W þ jets and
Zþ jets production in the MC calculations [3]. For the
results presented in this Letter, we choose not to apply
those corrections in order to parallel the CDF analysis. We
did, however, study the effects of applying such corrections
[21] and find they do not alter our conclusions.
We consider the effect of systematic uncertainties on
both the normalization and the shape of dijet invariant
mass distributions. Systematic effects are considered
from a range of sources: the choice of renormalization
and factorization scales, the ALPGEN parton-jet matching
algorithm [22], jet energy resolution, jet energy scale, and
modeling of the underlying event and parton showering.
Uncertainties on the choice of PDF, as well as uncertainties
from object reconstruction and identification, are evaluated
for all MC samples.
In Fig. 1 we present the dijet invariant mass distribution
after a fit of the sum of SM contributions to data. Other
distributions are available in the supplementary material
[21]. The fit minimizes a Poisson 2 function with respect
to variations in the rates of individual background sources
and systematic uncertainties that may modify the predicted
dijet invariant mass distribution [23]. A Gaussian prior is
used for each systematic uncertainty, including those on
the normalization of each sample, but the cross sections for
diboson and W þ jets production in the MC calculations
are floated with no constraint. The fit computes the optimal
values of the systematic uncertainties, accounting for de-
partures from the nominal predictions by including a term
in the fit function that sums the squared deviation of each




systematic in units normalized by its 1 s.d. Different
uncertainties are assumed to be mutually independent,
but those common to both lepton channels are treated as
fully correlated. We perform fits to electron and muon
selections simultaneously and then sum them to obtain
the dijet invariant mass distributions shown in Fig. 1. The
measured yields after the fit are given in Table I.
To probe for an excess similar to that observed by the
CDF Collaboration [1], we model a possible signal as a
Gaussian resonance in the dijet invariant mass with an
observed width corresponding to the expected resolution





Here, W!jj and MW!jj are the width and mass of the
W ! jj resonance, determined to be W!jj ¼
11:7 GeV=c2 andMW!jj ¼ 81 GeV=c2 from a simulation
of WW ! ‘jj production. For a dijet invariant mass
resonance at Mjj ¼ 145 GeV=c2, the expected width is
jj ¼ 15:7 GeV=c2.
We normalize the Gaussian model in the same way as
reported in the CDF Letter [1]. We assume that any such
excess comes from a particle X that decays to jets with
100% branching fraction. The acceptance for this hypo-
thetical process (WX ! ‘jj) is estimated from a MC
simulation of WH ! ‘b b production. When testing the
Gaussian signal with a mean of Mjj ¼ 145 GeV=c2, the
acceptance is taken from theWH ! ‘b b simulation with
MH ¼ 150 GeV=c2. This prescription is chosen to be con-
sistent with the CDF analysis, which used a simulation of
WH ! ‘b b production with MH ¼ 150 GeV=c2 to esti-
mate the acceptance for the excess that they observes at
Mjj ¼ 144 GeV=c2. When probing other values of Mjj,
we use the acceptance obtained for WH ! ‘b b MC
events with MH ¼ Mjj þ 5 GeV=c2.
We use this Gaussian model to derive upper limits on the
cross section for a possible dijet resonance as a function of
dijet invariant mass using the CLs method with a negative
TABLE I. Yields determined following a 2 fit to the data, as
shown in Fig. 1. The total uncertainty includes the effect of
correlations between the individual contributions as determined
using the covariance matrix.
Electron channel Muon channel
Dibosons 434 38 304 25
W þ jets 5620 500 3850 290
Zþ jets 180 42 350 60
ttþ single top 600 69 363 39
Multijet 932 230 151 69
Total predicted 7770 170 5020 130
Data 7763 5026
]2Dijet Mass [GeV/c
0 50 100 150 200 250 300




















































FIG. 1 (color online). Dijet invariant mass summed over elec-
tron and muon channels after the fit without (a) and with
(b) subtraction of SM contributions other than that from the
SM diboson processes, along with the 1 s.d. systematic uncer-
tainty on all SM predictions. The 2 fit probability, Pð2Þ, is
based on the residuals using data and MC statistical uncertain-
ties. Also shown is the relative size and shape for a model with a
Gaussian resonance with a production cross section of 4 pb at
Mjj ¼ 145 GeV=c2.
]2Dijet Mass [GeV/c






















FIG. 2 (color online). Upper limits on the cross section (in pb)
at the 95% C.L. for a Gaussian signal in dijet invariant mass.
Shown are the limit expected using the background prediction,
the observed data, and the regions corresponding to a 1 and 2 s.d.
fluctuation of the backgrounds.




log-likelihood ratio (LLR) test statistic [24] that is summed
over all bins in the dijet invariant mass spectrum. Upper
limits on cross section are calculated at the 95% confidence
level (C.L.) for Gaussian signals with mean dijet invariant
mass in the range 110<Mjj < 170 GeV=c
2, in steps of
5 GeV=c2, allowing the cross sections for W þ jets pro-
duction to float with no constraint. Other contributions are
constrained by the a priori uncertainties on their rate,
either derived from theory or subsidiary measurements.
The Gaussian model is assigned systematic uncertainties
affecting both the normalization and shape of the distribu-
tion derived from the systematic uncertainties on the dibo-
son simulation. A fit [23] of both the signalþ background
and background-only hypotheses is performed for an en-
semble of pseudoexperiments as well as for the data dis-
tribution. The results of the cross section upper limit
calculation are shown in Fig. 2 and are summarized in
Table II.
In a further effort to evaluate the sensitivity for any
excess of events of the type reported by the CDF
Collaboration, we perform a signal-injection test. We re-
peat the statistical analysis after injecting a Gaussian
signal model, normalized to a cross section of 4 pb, into
the D0 data sample, thereby creating a mock ‘‘data’’
sample modeling the expected outcome with a signal
present. The size and shape of the injected Gaussian model
for Mjj ¼ 145 GeV=c2 relative to other data components
is shown in Fig. 1.
The LLR metric provides a sensitive measure of model
compatibility, providing information on both the rate and
mass of any signal-like excess. We therefore study the LLR
distributions obtained with actual data as well as the signal-
injected mock data sample. The results of the LLR test in
Fig. 3 show a striking difference between the two hypoth-
eses, demonstrating that this analysis is sensitive to the
purported excess. In the actual data, however, no signifi-
cant evidence for an excess is observed.
In Fig. 4, we show as a function of cross section the p
value obtained by integrating the LLR distribution popu-
lated from pseudoexperiments drawn from the signalþ
background hypothesis above the observed LLR, assuming
a Gaussian invariant mass distribution with a mean of
Mjj ¼ 145 GeV=c2. The p value for a Gaussian signal
with cross section of 4 pb is 8:0 106, corresponding
to a rejection of this signal cross section at a Gaussian
equivalent of 4.3 s.d. We set a 95% C.L. upper limit of
1.9 pb on the production cross section of such a resonance.
In summary, we have used 4:3 fb1 of integrated lumi-
nosity collected with the D0 detector to study the dijet
invariant mass spectrum in events containing oneW ! ‘
TABLE II. Expected and observed upper limits on the cross section (in pb) at the 95% C.L. for
a dijet invariant mass resonance.
Mjj (GeV) 110 115 120 125 130 135 140 145 150 155 160 165 170
Expected: 2.20 2.01 1.90 1.78 1.71 1.64 1.58 1.52 1.47 1.40 1.37 1.31 1.24
Observed: 2.57 2.44 2.35 2.27 2.19 2.09 2.00 1.85 1.69 1.58 1.46 1.36 1.28
]2Dijet Mass [GeV/c
















FIG. 3 (color online). Log-likelihood ratio test statistic as a
function of probed dijet mass. Shown are the expected LLR for
the background prediction (dashed black) with regions corre-
sponding to a 1 and 2 s.d. fluctuation of the backgrounds, for the
signalþ background prediction (dashed red), for the observed
data (solid black), and for data with a dijet invariant mass
resonance at 145 GeV=c2 injected with a cross section of 4 pb
(solid red).
Signal Cross Section [pb]




























FIG. 4 (color online). Distribution of p values for the signalþ
background hypothesis with a Gaussian signal with mean of
Mjj ¼ 145 GeV=c2 as a function of hypothetical signal cross
section (in pb). Shown are the p values for the background
prediction (dashed black) with regions corresponding to a 1 and
2 s.d. fluctuation of the backgrounds and the observed data (solid
black).




(‘ ¼ e or) boson decay and two high-pT jets. Utilizing a
similar data selection as the CDF Collaboration we find no
evidence for anomalous, resonant production of dijets in
the mass range 110–170 GeV=c2. Using a simulation of
WH ! ‘b b production to model acceptance and effi-
ciency, we derive upper limits on the cross section for
anomalous resonant dijet production. For Mjj ¼
145 GeV=c2, we set a 95% C.L. upper limit of 1.9 pb on
the cross section and we reject the hypothesis of a produc-
tion cross section of 4 pb at the level of 4.3 s.d. In the case
that the cross section reported by the CDF Collaboration is
modified, we report in Fig. 4 the variation of our p value
for exclusion of potential resonance cross sections other
than 4 pb.
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