Abstract The Bent Crystal Spectrometer (BCS) onboard the NASA Solar Maximum Mission was part of the X-ray Polychromator, which observed numerous flares and bright active regions from February to November 1980, when operation was suspended as a result of the failure of the spacecraft fine pointing system. Observations resumed following the Space Shuttle SMM Repair Mission in April 1984 and continued until November 1989. BCS spectra have been widely used in the past to obtain temperatures, emission measures, and turbulent and bulk flows during flares, as well as element abundances. Instrumental details including calibration factors not previously published are given here, and the in-orbit performance of the BCS is evaluated. Some significant changes during the mission are described, and recommendations for future instrumentation are made. Using improved estimates for the instrument parameters and operational limits, it is now possible to obtain de-convolved, calibrated spectra that show finer detail than before, providing the means to improved interpretation of the physics of the emitting plasmas. The results indicate how historical, archived data can be re-used to obtain enhanced and new, scientifically valuable results.
Introduction
The diagnostic power and scientific value of high-resolution X-ray spectra emitted by hot (1 MK to ≈ 30 MK) astrophysical plasmas have been well established over the past half-century. Several solar spacecraft-borne X-ray spectrometers were flown in the 1960s and 1970s which showed the presence of prominent spectral lines due to the H-like and He-like ions of abundant elements in the solar coronal active regions and flares (Neupert and Swartz, 1970; Doschek, Meekins, and Cowan, 1972; Walker and Rugge, 1971; Grineva et al., 1973; Parkinson, 1972) .
Until 1980, spacecraft-borne X-ray spectrometers used the conventional principle in which plane crystals diffract incoming X-rays according to the Bragg condition (see Equation (1) below). Rotating the crystals such that the angle of incidence varies with time generates a complete spectrum. For solar flares, the time scales of variability can be very short relative to the spectrometer scan duration, which has generally been significantly greater than ten seconds. As a result, the source variability is folded into the scanned spectrum, a considerable disadvantage during the flare's impulsive stage for which the variability time scales are only a few seconds. This can be overcome with crystals that are slightly curved, such that the entire spectral range can be dispersed and instantaneously registered with a position-sensitive detector. This "bent crystal" technology was introduced for a prototype instrument successfully launched on an Aerobee rocket (Catura et al., 1974; Rapley et al., 1977) . Subsequently, an instrument with eight such curved crystals was proposed for inclusion on Solar Maximum Mission (SMM) and accepted as part of the X-ray Polychromator (XRP) package. An early (and pre-launch) outline of the instrument was given by Acton et al. (1980) . The instrument produced numerous results over the SMM lifetime (1980 -1989) apart from a period when the spacecraft attitude-control unit, ensuring fine Sun pointing, was inoperable (November 1980 to April 1984 . Analyses based on spectra from the SMM/BCS have already been published, with a much improved understanding of flare plasmas as a consequence (BelyDubau et al., 1982; Lemen et al., 1984; Antonucci et al., 1982) . At present, standard analysis programs for the BCS written in the Interactive Data Language (IDL) are available through the Solar Software (SSW) package (Freeland and Handy, 1998) .
For the purposes of this article, we have derived improved BCS crystal and instrument parameters using both pre-launch and in-orbit measurements. The revised parameters have been used to de-convolve the spectra, and as a result flare spectra with greatly improved resolution have now been obtained. Many details of the spectra, including bulk motions of plasma at the flare impulsive stage and the satellite line structure, are now more evident. In this article, examples of such improved spectra are given, as well as instrumental details including calibrations not previously published. We assess the instrument's inorbit performance including limits beyond which data become unreliable, some instrument calibration drifts and degradation, and changes revealed in images obtained by the Space Shuttle astronauts during the 1984 Repair Mission.
The BCS Instrument

Principles
The principle of bent crystal spectrometers is based on the Bragg diffraction equation, nλ = 2d sin θ,
where n is the diffraction order, λ the wavelength, d the crystal lattice spacing, and θ the glancing angle of incidence. The BCS viewed only first-order (n = 1) spectra. For a crystal curved along its length, incident X-rays intercept the crystal at angles that differ slightly depending on their arrival position. The entire dispersed spectrum can be registered with a position-sensitive detector, with the temporal resolution set by the encoding time of the detector and its electronics. A collimator is necessary to define the instrument boresight and constrain its field of view, since the flares that occur off-axis in the dispersion plane are displaced along the detector axis. Similarly, spectra from sources extended within the field of view are broadened as a result of the ambiguity between incidence-angle and wavelength.
In addition to its scientific advantage of providing high temporal resolution, the BCS design offers reduced electromechanical complexity since no scan drive or angle-encoding mechanisms are required. However, these advantages are achieved at the cost of increased electronic complexity, and a significantly higher data rate. In addition, care must be taken to ensure satisfactory pre-flight adjustment of the collimators, crystals, and detectors, and adequate in-flight stability of the instrument geometry. Small deviations of the geometry from the ideal case, such as variations of the crystal curvature, translate into distortions of the spectral dispersion. Similarly, spatial non-uniformities of the heat shield and collimator transmissions, crystal reflectivity, or detector sensitivity translate into differential variations in the instrument sensitivity along the dispersion axis. Depending on their magnitude, such anomalies can distort the spectra recorded, potentially compromising the plasma-diagnostic estimates derived. Applying corrections is not necessarily straightforward, since as noted above spectra from flares that occur off-axis in the plane of dispersion are shifted relative to the pattern of anomalies.
Instrument Details and Pre-Launch Measurements
BCS Design and Elements
In accordance with the SMM spacecraft objectives, among which was the study of the development of flares and other dynamic phenomena, the BCS was designed to have eight channels covering groups of spectral lines emitted by hightemperature plasmas. Seven of these (channels 2 -8) covered line emission in the range 1.78 -1.94 Å due to iron, in particular the lines of H-like Fe (Fe xxvi, 1.78 Å) and He-like Fe (Fe xxv) and associated dielectronic satellite lines (1.85 -1.90 Å) as well as the Kα doublet lines (1.92 -1.94 Å) produced by the fluorescence of neutral iron in the photosphere. These choices were driven by the then recent results (Neupert and Swartz, 1970; Doschek et al., 1971; Grineva et al., 1973) showing the considerable diagnostic potential of intensity ratios of these lines. BCS channel 1 covered the group of lines due to He-like Ca (Ca xix) and associated satellites at ≈ 3.2 Å. Table 1 gives nominal wavelength ranges and spectral lines of the eight BCS channels together with crystal parameters including the range of Bragg angles at the extreme ends of each crystal. Figure 1 shows the wavelength ranges of each channel with reference to BCS spectra for a GOES X2.5 flare on 01 July 1980 (peak 16:28 UT: SOL1980-07-01T16:28) seen by SMM instruments. The BCS consisted of the following components: i) Heat shield; ii) Multi-grid Oda collimator; iii) Eight dispersive diffracting X-ray crystals; iv) Eight position-sensitive proportional counters with commandable
55
Fe calibration sources (two sources per deck of four detectors); v) Analogue electronics and high-voltage units; vi) Digital electronics. Figure 2 gives two views of the instrument, with the computer-aided design (CAD) illustration in the left panel showing the crystals (in colour) and the position-sensitive detectors. The eight channels, which are numbered in the figure, were arranged in two decks of four arranged one above the other. The right panel of Figure 2 shows the BCS before spacecraft launch, with the heat shield covering the collimator apertures. The analogue-signal-processing electronics, digital electronics, and electrical power supplies were mounted separately within the spacecraft. Apart from the radioactive calibration sources, the instrument contained no moving parts. The structure was of machined magnesium to provide SMM BCS channels Figure 1 . Wavelength coverage of the eight BCS channels shown as blocks with BCS spectra from the peak of the 01 July 1980 (SOL1980-07-01T16:28) flare shown to illustrate each channel's wavelength range. Spectra from channels 1, 3, 4, and 8 are shown in black, and those from channels 2, 5, 6, and 7 are in blue.
mechanical rigidity and thermal stability, but with low mass (total instrument mass was 35 kg). The structure was fixed via a three-point kinematic mount to the spacecraft instrument support plate, with nominal alignment of better than one arcmin to the Fine Pointing Sun Sensor in pitch and yaw. As the normal orientation of spacecraft was zero roll, positive yaw corresponded to solar East direction and positive pitch corresponded to solar South direction. In terms of the standard solar coordinate system used by Solar and Heliospheric Observatory, Solar Dynamics Observatory, and other spacecraft (Thompson, 2006) , these directions correspond to −x and −y respectively. From here on, we will use the standard (x, y) coordinates instead of yaw and pitch, which were more familiar during the SMM operations period.
Heat Shield
The heat shield was designed to prevent thermal distortions of the collimator. It was a key component of the overall thermal design, the objective of which was to achieve a uniform and stable instrument temperature close to 20
• C, so that pre-flight calibrations and set-up remained valid. It consisted of two elements: an outer Second Surface Mirror (SSM) constructed from a 25.4µm-thick Teflon film with a 1000 Å aluminium coating on the inner surface (away from the Sun), and a 12.7µm-thick Kapton thermal membrane (TM) which also had a 1000 Å aluminium coating on its inner surface. The films were mounted on rigid aluminium frames.
The heat-shield transmission was measured pre-launch using an
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Fe source and laboratory X-ray detector. The results were consistent with the thickness data supplied by the manufacturers, which had been verified by mechanical spot checks. The instrument bolted to a calibration jig prior to installation in the SMM spacecraft. The heat shield can be seen mounted on the instrument front face (to the left). The analogue-signal-processing electronics, digital electronics, and power supplies were mounted elsewhere in the spacecraft and are not shown. The instrument height was 580 mm and width 350 mm.
Photo-absorption data for the heat shield material (Henke, Gullikson, and Davis, 1993) indicate that at a wavelength of ≈ 3.2 Å (that of the Ca xix lines viewed in channel 1: photon energy 3.87 keV) the combined transmission of the SSM and Kapton inner film was 47 %. This value is lower than the 65 % quoted previously. The lower value is adopted here. For the remaining BCS channels viewing lines from Fe ions, the combined transmission lay in the range 83 % to 88 %.
Collimator
The collimator was constructed in two halves, one mounted above the other, and each illuminating a deck of four spectrometers. Each half comprised two identical 200-mm long magnesium optical benches mounted within the instrument structure. On each optical bench were seven magnesium frames arranged in a geometric progression based on the standard Oda principle (Oda, 1965) . Each frame contained four 120 × 25 mm apertures, which supported 83 µm-thick electroformed nickel grids. The grid holes were squares with sides 350 µm and with 215 µm bars. This gave a field of view on the Sun nominally 6 × 6 arcminutes (FWHM) square, the intention being to exclude emission from flares from neighbouring active regions that would have caused spectral confusion. The peak transmission was in principle 38.4 %, assuming a perfect alignment of the nine serial grids. In practice, the grid alignment tolerance was ±10 µm; assuming an aggregate misalignment of 20 µm, the equivalent hole size was 330 µm, giving a theoretical peak transmission of 34.1 %. The grid bars were 20 % larger than for a perfect Oda collimator to ensure that any distortions or X-ray transparency of the rounded edges would not result in significant side-lobe transmission.
Pre-launch measurements using a copper Kα line source (8.1 keV) in a 17.5-m-long vacuum tube indicated that the collimator field of view was 6.0 ± 0.6 (FWHM) arcmin with a mean peak transmission of 33 ± 3 (1σ) %, sampled at three points for each of the eight apertures. Variations along the dispersion axis were less than or equal to 10%. Both collimator assemblies were mounted on the instrument structure with measured co-alignment better than ±30 arcsec; the co-alignment with the SMM spacecraft boresight reference mirror was also better than ±30 arcsec. Measurements indicated that side-lobe transmission was insignificant: only 0.5 % out to ±54 arcmin off-axis.
Crystals
The choice of diffracting crystals was determined by the wavelengths covered, reflectivity, and spectral resolution. Resolving powers [λ/∆λ] of approximately 3000 − 6000 were required for the satellite-line structure to be visible. Germanium offered an acceptable compromise between high reflectivity and spectral resolution, with Ge 220 for channel 1 (Ca xix, 2d = 4.000 Å), and Ge 422 (2d = 2.310 Å) for the remaining channels. The crystals were supplied by Quartz et Silice (France) and were cut from a single boule of high-quality germanium. The crystal dimensions were 160 mm × 30 mm and thickness 1 mm. The exact length of crystal illuminated depended on the geometry of each spectrometer and ranged from 143 mm (channel 2) to 155 mm (channel 8). Each crystal was supplied with the large faces ground flat and parallel to within 5 arcmin. Following further grinding and chemical etching, individual crystals were screened using an X-ray technique to select those with the highest spectral resolution. Each was then mounted against a precision mandrel fitted with a space-approved elastomer gasket and a metal clamping frame to assume the required curvatures with radii in the range 3.5 m to 16.5 m. In order to reduce distortions introduced by inaccuracies in the figure of the mandrel only the perimeter of each crystal was mechanically supported. In practice, several cycles of X-ray measurements and re-lapping of the mandrels were necessary to achieve sufficiently uniform degrees of curvature. The gaskets avoided damage to the crystals during the launch vibration, and increased the tolerances on the clamping frames. Each crystal was mounted at an angle to the instrument boresight corresponding to the mean Bragg angle within the range covered (see Table 1 ). Pre-launch alignments were achieved using detachable optical reference mirrors.
The crystal bend radii were determined by finding the centre of crystal rocking curves every 5 mm along four tracks across the 25-mm crystal width. Data for the central two tracks were summed to give crystal radius as a function of position along the crystal. For five of the crystals, these showed variations of up to ±10 % over the portions of the crystal illuminated by solar X-rays and larger variations towards the crystal ends. However, the crystals for channels 2, 6, and 7 showed substantially larger variations over parts of their surfaces. Figure 3 (solid curves) shows the measured radii as a function of position along the crystal. Nominal radii, given in Table 1 , are also shown (dotted lines) in the figure.
The variations in crystal curvature along the dispersion axis are significant since the spectral dispersion is inversely proportional to the crystal radius. The effect is "elastically" to stretch or compress the solar spectrum, distorting the spectral lines so that the count rates in a given digital bin are unchanged. However, the integral count rate under the line profile is increased or decreased proportionately. (See Section 4.2 for in-orbit measurements of crystal radii in the vicinity of strong spectral lines, and estimates of the average radii over the full spectral range.)
Detectors
The one-dimensional position-sensitive proportional counter detectors were of a type described by Borkowski and Kopp (1968) . The lids and bodies were machined under numerical control from medium-strength aluminium alloy with thicknesses as low as 1 mm to reduce mass. The internal cross sections were 20 mm (depth) by 26 mm (width), and the window apertures were 134 mm long, of which 121 -125 mm were illuminated by solar X-rays. The small differences were a consequence of the differing divergence of the beams diffracted from each crystal. The divergence was greatest for channel 3 with the largest crystal curvature, and least for channel 5. The windows were of beryllium foil with thickness 140 µm for the Fe channels (2 -7) and 90 µm for the Ca channel (channel 1). The foils extended over the full length of the detector and were sealed with an indium cord set in a precisely machined "O" ring groove. The windows were supported over the 25 mm × 134 mm aperture with a 10-mm deep aluminium alloy honeycomb of 3 mm hexagonal cells, limiting radiation with incident angle to within 18
• of the normal. The on-axis transmission of the honeycomb was 90 %. A 2-mm slot was cut into the support lid on each side of the aperture (157 mm apart) to admit 5.9 keV radiation from the 55 Fe X-ray calibration sources. The anodes were made of 50 µm diameter carboncoated quartz (manufactured by Carl Zvanut Co., USA) with a resistance of 1.5 MΩ m −1 . The detectors were filled to 900 torr pressure with a 49 % Ar, 49 % Xe gas mixture with 2 % carbon dioxide as the quenching gas. The detectors operated at 2500 V with a gas gain of approximately 10 4 . The position resolution of each detector at 5.9 keV (described by a Gaussian with a small degree of skewness towards the detector ends) was 0.9 mm (FWHM). The skewness was minimised by mounting each detector tilted such that X-rays in the centre of the spectral range were received at normal incidence.
Analogue Electronics
The analogue electronics were housed at the back of the detectors, with signals transmitted via co-axial cables (11 m in length) to the separately located digital position-encoding electronics and microcomputer, where the data were processed, formatted, and passed to the spacecraft telemetry system. The detector resistive anode and end capacitances corresponded to an RC integrator modifying the leading edges of the pulses detected at each end of the anode in a manner that depended on the X-ray photon arrival position: the sum of the pulses corresponded to the output of a conventional proportional counter. The position encoding is described by Rapley et al. (1977) . Opposite ends of each detector anode were connected to a pair of low-noise, high-impedance, voltage-sensitive pre-amplifiers, the output of which were fed to amplifiers and pulse-shaping filters, and then to the pulse summing and position-encoding electronics. The difference in crossover times for the analogue pulses from each end of the anode corresponding to a single photon were linearly related to the distance (to within 1 %) between the detection distance of the photon event and the centre of the detector anode for suitably chosen pulse-shaping double differentiation and single integration time constants (2 µs for the BCS). A single-channel pulse height analyzer (PHA) applied to the summed pulses from both detector ends rejected cosmic ray background events outside its range. Detector gains were monitored in-orbit regularly with an eight-channel PHA analyzing signals from the 55 Fe calibration sources. With the sources exposed, the position data from the calibration slots allowed the position registration, scale, and resolution to be monitored. An onboard test pulse generator was provided to check the functionality and stability of the electronics, and to mark the "electronic" central digital bin of each detector system.
Digital Electronics
The photon-arrival positions in channels 1, 2, 3, 4, and 8 were digitized into a sign bit and a seven-bit word, equivalent to 256 digital bins, with a 25 µs encoding time. For the higher spectral resolution channels 5, 6, and 7 the photon-arrival positions were digitized into 128 digital bins with a 13 µs encoding time. Fast emitter coupled logic (ECL) circuitry was used for the sign-bit determination to ensure correct encoding of events close to the electrical centre of the anode (see, however, Subsection 4.3). In order to reduce power consumption, all other circuitry consisted of discrete low-power CMOS components. At the end of the conversion period for an event, the data were presented via a parallel interface to the BCS microcomputer system with a "valid data present" signal. The system remained locked out to further pulses until read by the microcomputer. An interevent timer was incorporated to prevent pulse pile-up from generating erroneous data when the interval between pulses was shorter than 40µs. This limited the operating range of the detector to a count rate of order 5000 s −1 , beyond which counts would be progressively lost and position encoding increasingly distorted.
A pioneering innovation in the BCS was the inclusion of a microprocessor (an RCA 1802 with 12K words of memory) to control the instrument and to process its data (a hard-wired backup controller was provided in case of failure). This allowed full advantage to be taken of the unique ability of the instrument to provide very high temporal resolution spectra. Spacecraft telemetry limitations (approximately 152 eight-bit words s ) dictated that although the BCS microcomputer could generate spectra from all eight channels in 128 ms, readout of the output of all eight BCS channels with full spectral coverage required a time of 7.65 seconds. Higher temporal resolution was possible through selection of the spectral coverage and resolution. Thus, by summing the counts in bins outside those covering the solar spectra to provide background information, a temporal resolution of 6.3 seconds could be achieved. Degrading the spectral resolution by summing position bins allowed a temporal resolution of as short as 128 ms.
A feature of the BCS that enabled data to be accepted at very high rates was a 64K memory called the Queue memory. A total-counts scalar could be steered to any of the eight detectors, its output being made available to the microcomputer for processing to generate a flare flag from a selected BCS channel or the SMM/Hard X-ray Imaging Spectrometer (HXIS). This was used to control the data formatting mode in a variety of ways. In the simplest case, a flare trigger could be generated in response to a count rate exceeding a pre-selected threshold. Other, more sophisticated tests were available including double or multiple threshold checks to give a flare-rise-time monitoring capability. On detection of a flare, data could be generated at a rate in excess of the telemetry rate for period of time, ranging from seconds to many minutes, depending on the observing mode, using the Queue as a buffer. Multiple changes of temporal resolution or spectral format were possible, to match the temporal evolution of flares (e.g. slow precursor, rapid rise, slow decay). Alternatively, the Queue could be used in a "circular" mode, rapidly overwriting until the detection of a flare, at which time any part of the data within the queue could be "frozen" and read out before subsequent lower-rate data, thereby providing a high-time-resolution data stream immediately pre-flare.
In practice, the two most commonly used observing modes were "All bins: 7.65 s time resolution" and "All bins: 3.8 s time resolution", the latter being triggered by the flare flag and operating for seven minutes, by which time the Queue was full.
The programming of the BCS microprocessor was carried out in hexadecimal machine code and offered considerable flexibility. The ability to upload new code during the mission provided the means to adjust the instrument operating modes in the light of experience, and to respond to instrument anomalies. The Solar Maximum Mission was one of the first scientific spacecraft in which microprocessors were ubiquitous throughout the instrument complement and spacecraft.
BCS Characteristics
Sensitivity: Effective Areas
The BCS sensitivity is here expressed by the instrument's effective area [A eff : mm 2 ] which converts photon count rate [C: counts s ] by F = C/A eff . The bin range corresponds to the convolution of crystal rocking curve, detector position resolution, and digital resolution (see Section 3.3 and Table 2 ). The effective area for a BCS channel is the product of the crystal area for each channel exposed to solar X-rays [A] (which varies slightly from channel to channel due to the differing angles of incidence of the incoming collimated beam on the crystal), the crystal integrated reflectivity [R int : radians], factors κ geom expressing the combined transmission of the collimator and detector honeycomb, κ det (λ) the detector window transmission, κ SSM (λ) the SSM transmission, and κ TM (λ) the TM transmission (see Section 2.2.2), all divided by the range of Bragg angles of each channel. Thus, the effective crystal area for each BCS channel (central wavelength λ) is defined to be
where ∆θ = θ 1 − θ 2 is the range of Bragg angles [degrees] over the crystal. Over the small wavelength interval of each channel, all appropriate parameters may be considered constant, so to a first approximation A eff (λ) is a single number for each channel. For integrated reflectivities, measured values for the SMM/Flat Crystal Spectrometer (FCS: Acton et al., 1980) Ge 220 and Ge 422 crystals were used (Section 3.3). The transmission factor [κ geom ] is equal to the product of the collimator transmission (33 ± 3 % for boresight axis, all channels) and that of the detector honeycomb (90 %, all channels). Values of the transmission factors [κ det (λ), κ SSM (λ), and κ TM (λ)] are given in Table 3 . Those for the SSM and TM include the transmission of the 1000 Å aluminium coatings. The nominal effective areas [A eff ] in Table 3 are refinements of earlier estimates given by Acton et al. (1980) (Table 3) , although the revisions are only slight except for channel 1 where the smaller value reflects the revised pre-launch estimate of heat shield transmission (Section 2.2.2), and for channels 2 and 8 where it has not been possible to reconcile the previous values. Also shown in Table 3 are effective areas A eff−io based on in-orbit estimates of ∆θ. These differ by up to ≈ 30 % 
Collimator transmission corrections for flares offset orthogonal to the dispersion plane can in principle be estimated using data from the FCS, the Ultraviolet Spectrometer/Polarimeter (UVSP), or ground-based imagery. Data from the HXIS are unfortunately no longer accessible.
Wavelength Response
The wavelength response of each spectrometer was set by the design geometry, the precision and accuracy with which it was achieved during assembly, and any shifts or distortions that occurred through launch or in orbit. The pre-flight alignment of the crystals to the collimator boresight was achieved to ±30 arcsec using optical reference mirrors. The deviations from perfection of the crystal curvatures have been discussed in Section 2.2.4 and will be addressed further in Section 4.2.2. The detector position responses were calibrated pre-flight and were monitored in orbit using the
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Fe calibration sources and position calibration slots.
Wavelength Resolution
Pre-launch crystal measurements showed rocking-curve widths (FWHM) of ≈ 54 arcsec for the Ge 220 crystal (channel 1) and ≈ 11 arcsec for the Ge 422 crystal (channels 2 -8), the shapes being approximately Lorentzian. Rocking curves and integrated reflectivities were separately measured (by A. Burek) pre-launch for the XRP/Flat Crystal Spectrometer (FCS) crystals including the Ge 220 and Ge 422 crystals (used for FCS channels 6 and 7 respectively); the rocking-curve widths for these crystals are only a few percent different from those of the BCS crystals. Confirmation that this was so was obtained from an on-line software toolkit for X-ray optics (XOP: (del Río and Dejus, 2004)) giving rocking curves and integrated reflectivities for Ge 220 and Ge 422 flat crystals and bent crystals with bend radii equal to those of the BCS crystals and both were found to be indistinguishable. The theoretical rocking-curves were calculated to be between 0.4 and 0.6 times those of the measured values, a typical fraction for high-quality (but still imperfect) crystals. The position resolution of each detector [∆L] was measured in the laboratory at 10-mm intervals along its length using an 55 Fe (5.9 keV) source and narrow mechanical collimated slot. The distribution was Gaussian with FWHM equal to 0.9 mm at the detector centre, but with slight (outward) skewness towards the detector ends. Tests showed a small reduction in FWHM for lower energy X-rays, estimated to be 10 % at 3 keV. With the exposed length of the detector anode [L] corresponding to 121 -125 mm, the detector resolution in wavelength measure is approximately (∆L/L) × ∆λ where ∆λ is the wavelength range of each channel, and ∆L is 0.8 mm for channel 1 and 0.9 mm for all other channels. Values are listed in Table 2 (column 3). Table 2 (column 4) also gives the digital bin widths [mÅ] determined in-orbit in 1980 using the 55 Fe sources and position calibration slots to derive the conversion from bins to mm, and in-orbit fits to observed spectra to obtain the conversion from bins [mm] to mÅ. The profile of each digital bin can be regarded as a rectangle with width as listed.
The (Gaussian) detector resolution and the (near-Lorentzian) rocking-curve profile were combined to form a Voigt profile, and this profile was combined with the rectangular-bin-width profile to give a final value for the spectral resolution (FWHM) for each channel in bins and mÅ. These values are given in the final two columns of Table 2 . Numerical values in units of bins of less than 1 (channels 5, 6, and 7) are a mathematical artefact of the overall fit to the broad wings of the Voigt profile.
In-Orbit Performance
History
The SMM launch took place successfully from Cape Kennedy, Florida, USA on 14 February 1980. The BCS turn-on and check-out were completed between the third and fifth days in orbit. The first (weak class C) flare was observed in channel 1 (Ca xix) on 25 February. For the next nine months, except for brief interruptions unassociated with the BCS, the instrument provided continuous coverage of the SMM-selected active region for the 60 sunlit minutes of each 94-minute orbit. Operating modes were coordinated with the other instruments onboard the spacecraft, with those on other spacecraft (notably the US Naval Research Laboratory's Solar Flare X-rays (SOLFLEX) and Solar X-ray (SOLEX) instruments on the US Air Force P78-1 spacecraft: Doschek, Kreplin, and Feldman (1979) ; McKenzie and Landecker (1981) ), and with ground-based observatories by an international team of scientists at the Experiment Operations Facility at NASA's Goddard Space Flight Center. The spacecraft attitude control system failed in November 1980, as a result of which precise pointing at active regions became impossible and the BCS, like the other pointed instruments onboard SMM, was turned off.
Observations recommenced in April 1984, following the repair of the SMM by astronauts on the NASA Shuttle Rescue Mission STS-41-C. Almost immediately some of the most intense flares observed during the mission occurred, despite the solar cycle being four years into its declining phase. Over the nine-year mission, many hundreds of flares of GOES class C or above were recorded. The last observation was made on 24 November 1989, after which the spacecraft re-entered the Earth's atmosphere, burning up on 2 December.
The BCS design life was a minimum of one year with a maximum of seven years. Its performance was generally excellent, exceeding its design criteria. However, a few failures occurred, and some significant instrument artifacts were revealed, which are discussed in the following sections.
In-flight Calibrations
BCS Detector Linearity
Pre-launch measurements of the BCS detector linearities (bin number versus distance along the anode) carried out using an
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Fe source collimated with a 1 mm slot were consistent with those from laboratory prototypes and the detector flown previously on an Aerobee payload (Rapley, 1976; Rapley et al., 1977) . Departures from linearity were characterized by a sine wave of wavelength equal Gabriel (1972).) to the anode length and amplitude less than 1 %. In-orbit position calibrations using the on-board
Fe sources radiating through the calibration slots over the nine-year duration of the mission revealed a small but significant increase in some detector position gains, and a changing offset of the central digital bin. This accounted for a small spreading and shifting of the corresponding spectra recorded. The effect was greatest in detectors 1 and 7 and least in detectors 4 and 6.
Analysis of 144 of the strongest flares through the mission shows the evolution of the digital bin values for prominent lines in channels 1 and 4 (Figure 4) . The changes in position gain and spectral shift in channel 1 are evident. The data indicate that the change corresponds to a linear "stretch". This was almost certainly caused by a change in the product of RC (detector anode resistance and end capacitance). Several possible explanations exist for such a change, but are unresolvable without laboratory tests which are no longer feasible. Life testing of the BCS detectors before launch was limited by the mission-preparation schedule and by the strengths of laboratory radioactive sources available, so no changes of this type were detected. For future missions, the use of more intense sources and extended life tests are recommended.
Meanwhile, linear fits applied to the BCS flight spectra compensate the effect (see Section 4.2.2). The fits are made to spectra from the early decay stage of flares, giving an optimum bin -wavelength relation for each flare. Flares were chosen such that there were no detectable Doppler shifts of transverse motions and prominent lines with well-established wavelengths were visible (see discussion in Section 4.2.2).
Wavelength calibration
Given the closely linear outputs of the BCS detectors, and assuming uniformly curved crystals (this is refined later in this section), the wavelength calibration of each BCS channel can be taken as approximately linear, (Bearden 1967) .
where m is a constant, B is the bin number, λ is wavelength, and λ 0 is the wavelength corresponding to bin 0 for a flare on axis (i.e., aligned with the collimator boresight in the dispersion plane). For channels 1 to 7, determinations of the boresight were made in-orbit during an M3.5 flare on 06 November 1980 (peak time 22:27 UT: SOL1980-11-06T22:27). While the flare was in progress, the spacecraft executed a series of angular raster manoeuvres in the solar E -W (±x ) direction, which was the BCS dispersion axis. These scans consisted of angular displacements of about ±3.5 arcminutes with a cycle time of 240 seconds, during which time the BCS accumulated spectra with 6.3-second time resolution. As a result of the scanning motion, the spectra appeared to "slide" back and forth along the dispersion axis as the angle of incidence of the incoming beam on the crystals varied. Figure 5 (left panel) shows the GOES 0.5 − 4 Å light curve and the BCS channel 1 light curve; the modulation of the latter by the collimator response function during each scan is evident. Figure 5 (right panel) shows channel 1 Ca xix spectra for the extremes of the angular scans and on the boresight. The peak times of the BCS light curves are assumed to be those when the flare appeared along the BCS boresight, and hence spectra at these times are those for which values of m and λ 0 can be determined. These are given in Table 4 . Prominent lines with known wavelengths (from Kelly (1987) or Bearden (1967) in the case of the Fe Kα lines) are required for the calibration, as indicated in the table. The high-temperature Fe xxvi Lyα lines (1.778, 1.784 Å: Kelly (1987)) were not detectable in channel 8 during the 06 November flare. However, they were visible during the X3.3 flare of 14 October 1980 (peak time 06:11 UT: SOL1980-10-14T06:11), which data from the other BCS channels demonstrated occurred on the instrument boresight. The calibration constants for channel 8 were derived in this way. , illustrating the shift of spectra against bin number for when the flare was along the BCS boresight (blue) and at each end of the spacecraft manoeuvre range (red and green). The accumulation time for each spectrum was 6 seconds, and the angular range of the spacecraft scans was ±3.5 arcmin in the BCS dispersion direction. Figure 6 shows BCS spectral data from the 06 November 1980 flare on a colour intensity scale representation for channels 4 (Ca xix) and 7 (Fe xxv LO), with wavelength along the horizontal axis and time along the vertical axis. The wavelength modulations due to the spacecraft scans here appear as five cycles of sine waves in the spectral lines over the 22:15 -22:37 UT period.
As noted in Section 4.2.1, departures from spectrometer linearities (Equation (4)) were examined from in-orbit data by finding the relation between theoretical wavelengths for prominent spectral lines, generally from Kelly (1987) , and the detector bin locations in which they occurred. Figure 7 shows the results of an analysis of the GOES X2.5 flare on 01 July 1980 (SOL1980-07-01T16:28). The channel 1 plot is derived using the Ca xix lines and Ca xviii satellites, and the channel 4 plot uses the Fe xxv lines and Fe xxiv satellites. The relation is clearly close to linear but the departures from linearity (< 5 % in channel 1 and < 2 % in channel 4) are important for measurements of the wavelengths of lines falling in these two channels.
Pre-launch calibrations showed that the crystal curvatures deviated from constant values by up to ±10 % (larger in channels 2, 5, and 7) over the region illuminated by solar X-rays (Section 2.2.4) resulting in non-uniformities in spectral dispersion. Parmar (1981) took advantage of the 06 November 1980 spacecraft scans to investigate this, exploiting the fact that the migration of a spectral line in response to a given angular offset is directly related to the crystal curvature at the point on the crystal at which the diffraction occurs. By measuring the differing rates of migration for prominent lines as a function of angular offset, he was able to estimate the radii of curvature at the corresponding crystal locations. The results are plotted in Figure 3 , in which the in-orbit estimates are shown as points with error bars relative to the pre-flight laboratory calibrations shown as continuous curves. The results for channels 5, 6, and 7 confirm the pre-flight calibrations to within the measurement uncertainties. The results for channels 1 and 4, with higher crystal curvatures, show some deviations, but they lie within the 20 % range measured pre-flight. It was not possible to carry out an analysis for channels 2, 3, and 8 as the spectra were too weak.
A further measure of the of crystal curvature uniformity for channel 1 is shown in Figure 8 . This shows the distance in bins of the Ca xix line w and other prominent lines from bin zero of channel 1 for flares covering a wide range of angular offsets in the dispersion plane. The line separations are close to constant, with a small deviation of the z-line for flares off-axis by > 3 arcmin in the −x-direction (see Table 5 ).
The present BCS analysis software uses the SolarSoft (SSW) package of routines which are available to users from NASA web sites. New routines for displaying BCS spectra that are in preparation and testing currently use linear relations between bin numbers and wavelength, calibrated using in-orbit fits to spectra in flare early decay stages using prominent lines with known wavelengths. The crystal radii implied by the fits differ from those of Figure 3 by up to 30 % for reasons not yet established.
The translation of angular shifts in the BCS dispersion direction to wavelength, for flares offset from the BCS boresight in the dispersion plane, can be determined from the 06 November 1980 flare data. Generally, particular active regions were chosen on a daily basis during the SMM operations, so flare offsets were small as the flare was likely to be near the BCS boresight. For such circumstances, Table 5 gives the shift in BCS spectra occurring as a result of an angular offset of a flare from the boresight found from the 06 November 1980 flare. The entries in Table 5 are from J.L. Lemen (personal communication, 1981) , and for channel 7 by 3.9 bin arcmin 
BCS Instrument Sensitivity
(a) Comparison of Spectra from Channels 5, 6, and 7 with Channel 4 Opportunities for cross-calibration of BCS channels during the mission were provided by flare spectra obtained from channel 4, which observed the group of Fe xxv lines and associated satellites in the 1.850 -1.875 Å range, and from channels 5, 6, and 7, which observed the same lines. Absolute spectra from all these channels, derived from effective areas (Table 3 ) and bin widths, should agree if the effective areas and bin widths [Å] are correct. This was checked for various spectra, in particular the 06 November 1980 observations discussed earlier (Sections 3.2, 4.2.2). Figure 9 shows spectra on an absolute scale from channels 4, 5, 6, and 7 for a 31-second integration time at 22:27:04 UT when the Figure 9 . BCS spectra from channel 4 (blue) compared with spectra from channels 5 (green), 6 (red), 7 (orange) for a 45-second integration time starting at 22:24:07 UT during the 06 November 1980 (SOL1980-11-06T22:27: flare along BCS boresight), with counts bin −1 converted to absolute fluxes [photon cm −2 s −1 ] using effective areas and bin widths from Section 3. The range covered includes the Fe xxv line w (1.850 Å) and other Fe xxv lines and dielectronic satellites of Fe xxiv and Fe xxiii.
flare emission was located at zero x-displacement (see Figure 5) ; there are 10 % differences or less for most of the line features observed in the range, with slightly larger amounts for the Fe xxv y (1.8594 Å) and Fe xxiv satellite t (1.8575 Å) lines. The effective areas of Table 3 are thus confirmed.
(b) Loss of the BCS Heat Shield Second Surface Mirror
Photographs of the Sun-facing front panel of the SMM taken by the astronauts of the SMM Repair Mission in April 1984 revealed that the BCS heat shield had suffered severe damage (Figure 10 ). The Teflon Second Surface Mirror (SSM) had disintegrated over all eight apertures. Some residual fragments remained attached to the side of the apertures of channels 1, 3, and 7. These extended perpendicular to the instrument face. About 5 % of the material over one end of channel 7 remained in place. In all cases, the Kapton thermal membrane was intact, albeit buckled.
The loss of the SSM was almost certainly the result of radiation damage by solar extreme ultraviolet (EUV) and X-ray emissions. Moser et al. (2005) report serious mechanical degradation of Teflon thermal wrap recovered from the Hubble Space Telescope after eight years in orbit. Laboratory tests in which similar Teflon films were exposed to EUV, soft X-rays, and thermal cycling confirmed that the combination was highly damaging, with rapid and severe degradation occurring. In the case of SMM, the relatively low orbit may have resulted in residual atmospheric oxygen exacerbating the damage. A problem with plasma ingress experienced by the FCS detector system suggests that this was the case. Interaction with atomic or ionic oxygen was also identified as a possible source of discolouring of the SMM front-side white paint observed during the Repair Mission (J.B. Gurman, personal communication, 2016).
The consequences for the BCS would have occurred in two phases. Partial disintegration of the SSM in front of a given spectrometer would have intro- duced a position-dependent (and hence wavelength-dependent) variation in the instrument sensitivity along the dispersion axis. This would have resulted in corresponding intensity variations in the spectra recorded. The spectra would thus have been compromised during the period of mechanical collapse. However, once the SSM had disintegrated completely, the loss of the absorbing film would have led to an increased spectrometer sensitivity by a factor 1.9 for channel 1, and factors 1.12 -1.15 for the remaining channels (see Table 3 ). This assumes that the loss did not compromise the performance of the BCS collimator. P. Sheather (personal communication, 2016) calculates that as a result of the SSM loss, the collimator front-grid temperatures would have increased by no more than 2 • C relative to the design value of 20
• C. The collimator transmission and sidelobes would thus have been unaffected.
The photographs of the SMM front face taken by the Shuttle astronauts suggest that the HXIS instrument also suffered the damage to its Teflon heat shield. Evidence that the instrument was experiencing thermal problems began to emerge in around July 1980 (J.B. Gurman, personal communication, 2016). It may be relevant that in July 1980 a feature with no known solar explanation appeared at the low-wavelength end of the BCS channel 1. The implication is that partial loss of the HXIS and BCS SSM began in that period.
To examine when the complete loss of the BCS SSM occurred, the continuum flux in channel 1 [photon counts s
] in a narrow line-free range (3.168 -3.171 Å) was plotted against the total flux in one or other of the GOES channels. The continuum flux, calculated from pre-launch effective areas (Table 3), should show a factor-of-two relative increase following the SSM failure. Empirically it was found that plots of the channel 1 continuum against a combination of the two GOES channels, viz. GOES (1 -8 Å) + GOES (0.5 -4 Å) 0.72 , gave least scatter. The remaining scatter results in part from flares that lay off the BCS boresight, and whose emission was hence reduced by the collimator response. There is evidence that the relationship between the BCS and GOES fluxes changed around 14 October 1980. Figure 11 shows results for flares before (blue) and after (red) this time. It is concluded that the displacement of approximately a factor of 1.9 between the red and blue points represents the loss of the channel 1 SSM. This may have occurred over a period of time, though possibly the SSM disintegration was catastrophic between 13 October and 14 October. It may be relevant that one of the most intense flares observed by the SMM instruments (GOES class X3) occurred on 14 October (peak 06:11: SOL1980-10-14T06:11), raising the prospect that it may have delivered the coup de grace.
Direct and continuous exposure to the radiation from the highly active Sun, exacerbated by residual atmospheric oxygen, proved too severe for the BCS (and HXIS) heat-shield design. It is ironic that Teflon film was selected for its supposed radiation-hardness, and it was the recommended material for both the BCS and HXIS front membranes. The use of a gridded shield, as for the FCS, would have overcome the problem but would have been difficult to accommodate within the spacecraft space limitations. However, it offers a solution for future instruments.
BCS Alignment and Collimator Response
The BCS boresight was compared with HXIS and FCS boresights from two flares (14 August and 06 November) in 1980 (Waggett, 1986) when the SMM spacecraft made raster scans while the flares were in progress. With respect to the SMM Fine Pointing Sun Sensor axis (FPSS), the spacecraft raster scans indicated that the BCS boresight was offset +29±15 arcsec in x and +42±20 arcsec in y with an accuracy of about ±30 arcsec. The same data allowed the collimator transmission to be checked against the pre-launch measurements: this was confirmed to be 6.0 +.5 0.0 arcmins (FWHM). The small misalignment of the BCS with respect to the FPSS boresight was well within specification and resulted in very small corrections (< 15 %) for collimator transmission.
The angular response of the BCS collimator is shaped like a square pyramid, with FWHM equal to 6.0 arcmin and with maximum response at the BCS boresight equal to 33 ± 3 % (measured: Section 2.2.3). This is illustrated in terms of the standard solar coordinate system in Figure 12 . The spacecraft boresight with respect to this response function is shown, as are those for other SMM instruments (FCS, HXIS, UVSP) for flares observed in the 1980 period of operations using data of Waggett (1986) . It should be noted that the FCS instrument had a fine collimator (angular resolution of ≈ 14 arcsec) with a field of view that could be rastered over a range of 7 × 7 arcmin in 5 arcsec steps. The point marked FCS in Figure 12 shows the centre of the FCS raster range. 
Detector Issues
Before launch, a small dead region, called the "notch", was found to exist in the central response of each detector position output. This corresponded to an offset of the two halves of the output, and a loss of sensitivity of the adjacent position bins. It was an artifact of the flight electronics design, and it had not been encountered with the laboratory test electronics, nor with the prototype spectrometer flown previously as an Aerobee rocket payload (Rapley et al., 1977) . The problem was discovered too late in the delivery programme to be rectified, but it was compensated for in the data-processing software. A tailored correction was applied to each channel, removing the discontinuity between the two halves of the spectral output, and adjusting the count rates in the central and adjacent bins by comparing them with adjacent bins. This worked fairly well in cases where the spectral intensity was slowly changing across the region, but less (Waggett, 1986) . The BCS dispersion is in the E -W (±x) direction.
so when it coincided with the edge of a spectral line. The output of all eight detectors obtained during passages through the South Atlantic Anomaly at a time when no flare was occurring revealed residual features related to the notch, indicating that the "wings" extended over several adjacent bins. An additional software correction is being developed for SolarSoft. In the meantime, spectral features within ±5 bins of the detector centre should be treated with caution.
The BCS Fe-channel detectors 2 and 8 suffered slowly increasing gain attributed to low rates of gas leakage, probably as a result of loss of the hermetic "O"-ring seal due to vibration during launch. The former became inoperable after approximately seven months, whilst the latter operated for over two years. Pulse-height analyzer data from the remaining detectors showed no significant changes over the duration of the mission.
At detector count-rates of 5000 s −1 expansion of the detector position gain (and hence spectral dispersion) occurred. A count rate of ≈ 5000 s −1 in channel 1 led to an increase of the Ca xix w − z line separation by approximately 1.5 bins. This was due to pulse pile-up in the analogue electronics and was a known performance limitation. Above ≈ 5000 s −1 , the measured count rate was also increasingly an underestimate owing to the operation of the digital electronics, as described in Section 2.2.6. In the case of especially intense flares, notably the X10 flare on 24 April 1984 (SOL1984-04-24T00:23), in which count rates reached values as high as 8000 -9000 s −1 , severe spectral distortions occurred.
Occasions when the spectral distortion partially recovered at extremely high count rates are difficult to explain, and these require further investigation. The lesson for future missions is to test and characterize the upper dynamic range of the spectrometers pre-launch.
Flare BCS spectra have been widely used to determine electron temperatures and emission measures from line ratios and line intensities (e.g. Lemen et al., 1984) , so detector effects such as the notch and pulse-pileup are of some importance. An early attempt to analyze BCS channel 1 spectra using Ca xix and Ca xviii lines (Bely-Dubau et al., 1982) found a significant discrepancy between the observed Ca xix line y (3.1925 Å) intensity for the X1.4 flare on 21 May 1980 (SOL1980-05-21T21:07) and that calculated from theory. This was attributed to an unknown instrumental effect. However, flare spectra from the P78-1/SOLEX instrument (Seely and Feldman, 1984) and the Alcator tokamak (Rice et al., 2014) confirm the BCS observed intensity, so the error appears to lie with the calculations and is not a detector effect. Another possible problem with the Ca xviii satellite q, which is important for diagnosing departures from ionization equilibrium, is acknowledged by Bely-Dubau et al. (1982) to be due to a blend with an Ar xvii line and again is not due to detector effects.
Crystal Fluorescence
The BCS was subject to fluorescence of the crystal material caused by solar Xrays. This formed a continuous background, or curved "pedestal", for spectra in the Fe channels. The effect appears to be very small in channel 1. As shown in an analysis by Parmar (1981) , this pedestal reduces the signal-to-noise ratio for faint spectral features, affects estimates of the solar continuum flux, and distorts spectral line profiles. Pulse-height analysis (PHA) data of flare spectra compared with
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Fe calibration data show a peak at about 10 keV (the upper limit of the PHA) confirming that the pedestal counts correspond to 9.9 keV emission due to germanium fluorescence. Parmar (1981) wrote a Monte-Carlo-based geometric model code of each BCS channel in order to compute a theoretical pedestal shape and relative intensity. This included i) a test for photons absorbed by the crystal holder; ii) a small (2 − 3 %) correction to take into account the geometry of the crystal curvature; iii) a correction for the angular transmission of the detector honeycomb collimator; iv) a position correction for absorption in the detector gas (mean free path of 9.9 keV X-rays is 8 mm); and v) an estimate of the germanium fluorescence flux, measured at each end of the detector, beyond the limit of the solar spectrum. Figure 4 .4 shows the analysis by Parmar (1981) for BCS channels 2 and 6 where the modelled fluorescence (continuous curves in the upper two panels) was removed to produce the corrected spectra in the lower panels.
Commandable lower and upper thresholds on the analogue electronics single channel analyzers would have allowed "tuning" to reduce the sensitivity to the 9.9 keV fluorescence radiation, as was in fact done for the Rentgenovsky Spektrometr s Izognutymi Kristalami (RESIK) solar crystal spectrometer on the CORONAS-F spacecraft (Sylwester et al., 2005) . . Analysis by Parmar (1981) of spectra in BCS channels 2 (left panels) and 8 (right panels) in which fluorescence emission, modeled with a Monte Carlo routine (smooth curves in upper panels), is removed to give the corrected spectra in the lower panels.
Background Count Rates
The BCS detector cosmic-ray particle background were determined from interpolation of rates recorded in the low-and high-wavelength non-solar slots (which are correlated). The rates varied around the orbit with count rates in the range ≈ 0.001 -0.03 bin (channels 2 to 8). Since the events were distributed throughout the detector lengths, the rates per digital bin were generally insignificant relative to the X-ray continuum and line count rates from flares greater than class C flares and stronger, except for channels 3 and 8. Given the weak signals detected in the latter channels, it was necessary to subtract an estimate of the cosmic-ray rate derived from the counts in the end regions of the detectors not illuminated by solar X-rays. Bentley (1986) reported the use of cosmic-ray background rates derived from the FCS detectors to estimate BCS detector backgrounds, but concluded the method offered no advantage over the use of the BCS detector end regions.
Occasionally, as a result of imperfections in the geographic mask used to turn off detectors during passage through the South Atlantic Anomaly, count rates as high as 100 bin
were observed.
BCS Spectra and Analysis
BCS data files, known as bda files, are currently in the public domain and are available from the NASA ftp site ftp://umbra.nascom.nasa.gov/smm/xrp/data/bda/. They are arranged by the year of the data (1980 and 1984 -1989) , and named by the date (format yymmdd) and time (UT) of the start of the data range (format hhmm); thus the first file of the 1980 data files, from 28 February 1980 with start time 23:32 UT, is bda800228.2332.
At present, the spectra may be analyzed using IDL routines available in the SSWIDL package (Freeland and Handy, 1998) . A software guide for all the IDL routines used to analyze the XRP (BCS and FCS) data is available from the ftp site ftp://umbra.nascom.nasa.gov/smm/xrp/documents. The BCS routines operate on the bda files using pre-launch values of BCS effective areas and dispersion (Tables 3 and 4) to produce flare spectra with absolute spectral irradiance units [photons cm
]. The analysis techniques that are now being developed will allow much more detailed analysis. First, the dispersion non-uniformities (Figure 3 ) and the stretching over the SMM lifetime (Section 4.2.1) have been estimated and can be allowed for. The amounts of each will be incorporated into rewritten IDL routines. Preliminary versions of routines analyzing channels 1 and 4 (including the diagnostically important Ca xix and Fe xxv lines and associated dielectronic satellites) that allow for spectrometer non-linearities (Figure 7 ) will be made available as soon as possible, while in the longer term, programs incorporating crystal non-uniformities and the spectral stretching will be written. Secondly, refined estimates of the wavelength resolution including the wavelength dependence (Section 3.3, Table 2 ) for each channel now allow the raw BCS data to be deconvolved. Preliminary programs can now produce flare spectra with much enhanced clarity of the satellite structure in the Ca xix and Fe xxv lines of channels 1 and 4. This enables temperature to be determined more precisely, and offer better diagnostic capability for examining the nature of soft X-ray flare plasmas.
As an illustration, Figure 14 shows channel 1 and 4 spectra at two stages during the flare of 10 April 1980 (SOL1980-04-10T09:22). The spectra are in "raw" units of photon counts s
, i.e. the effective-area factor has not been applied. The dispersion is that determined from pre-launch values for 1980 (Table 4) . The raw spectrum (in black) shows spectral-line features that are wider than those in the deconvolved spectra (in blue). As the counts are conserved, all lines have peak spectral irradiances that are substantially larger. The complex satellite structure in channel 4 particularly leads to a piling up of emission, but in the deconvolved spectra the satellite interline spacing goes down nearly to the background level defined by the region to the short-wavelength side of line w. It is instructive to see how the improved resolution of BCS channel 1 flare spectra resulting from deconvolution now agrees with theoretical Ca xix spectra. The latter have been generated from a combination of data from Bely-Dubau et al. (1982) , the CHIANTI atomic data and software package, and runs of the Cowan Hartree-Fock program (for high-n satellites not included in CHIANTI) in a program that has been written for a work in preparation. Figure 15 shows a spectrum from the 10 April 1980 flare with raw spectrum (normalized to the peak of the Ca xix line w) and the new theoretical spectrum. Apart from slight discrepancies in line wavelengths (some from Seely and Doschek (1989) ), the agreement is excellent. There is very close agreement of the observed background with the theoretical continuum, calculated from CHIANTI functions, implying a very small amount of crystal fluorescence in channel 1 (Section 4.4).
Summary and Conclusions
In this work, we have described the instrumentation of the SMM/Bent Crystal Spectrometer in more detail than in previous publications. Bent-crystal technol- ogy remains highly relevant for X-ray spectroscopy of solar flares. The temporal resolution from spectrometers built with curved crystals and position-sensitive detectors greatly exceeds that of flat, scanning-crystal spectrometers. At present, they are still to be preferred over the newer-technology micro-calorimeters that need liquid helium cryogenics and to date have only been demonstrated for laboratory uses and non-solar X-ray sources. Future space missions that will have bent crystal spectrometers onboard include the Sun-orbiting Interhelioprobe spacecraft with the ChemiX spectrometer with "Dopplerometer" techniques that will allow flare plasma Doppler shifts to be distinguished from emitting plasma transverse motions (Sylwester et al., 2015; Siarkowski et al., 2016) . Chargecoupled devices (CCDs) will replace the position-sensitive proportional counters used in the SMM/BCS, eliminating a number of instrumental artefacts described here.
Important results from this work include new estimates of BCS effective areas (Table 3) enabling spectra in absolute units to be calculated and wavelength resolution (Table 2) , both from pre-launch measurements, which are given here for the first time. In-orbit measurements are described, based on particular BCS flare observations. The spacecraft scans during the 06 November 1980 flare have been especially useful in wavelength calibration (bin-to-wavelength conversion for flares offset from the instrument boresight in the dispersion plane: see Table 4 ) and measuring crystal curvature anomalies (Figure 3) . Departures of spectrometer linearity are given for channels 1 and 4 (which have relatively large wavelength ranges) in Figure 4 , indicating only slight departures but ones that can easily be allowed for in analysis software. The detectors' position gain and spectral shift as the instrument aged over the spacecraft lifetime are shown in Figure 4 , which indicate a spectral linear stretch associated with the evolution of the product of the detector anode resistance and end capacitance in some channels. Comparison of channel 4 flare spectra with those of channels 5, 6, and 7 covering the same range of Fe xxv and Fe xxiv lines (Figure 9) shows that the effective areas measured pre-launch are very satisfactorily confirmed for these channels at least. Photographs of the SMM front panel by the Space Shuttle astronauts during the STS-41C Repair Mission revealed the disintegration of the heat shield Second Surface Mirror (SSM). This appears not to have had a significant impact on the instrument (the temperature rise of the BCS is estimated to be well within specifications) other than a factor-of-two increase in the sensitivity of channel 1 once the disintegration was complete.
Comparison of a line-free region of flare spectra with GOES emission over the 1980 period indicates that there was indeed an increase in sensitivity around midOctober. The detector notch was an unfortunate design anomaly, although its effect can be removed to some extent by analysis software. Crystal fluorescence is significant for channels 2 to 8. Modelling the wavelength dependence requires time-consuming Monte Carlo techniques, which is not a reasonable option for all spectra during all events. However, the fluorescence in channel 1 seems to be very small, as seen from the agreement of the background level with the continuum in modelled spectra (Figure 15) .
A number of recommendations can be made with the experience of the BCS over its lifetime. Achieving uniform and stable crystal curvatures is a core requirement. The performance of the BCS in this respect could be improved upon. Crystals in preparation for the ChemiX spectrometer (Sylwester et al., 2015; Siarkowski et al., 2016) are glued to mandrels and laboratory tests show encouraging results. To determine lifetime effects prior to launch, such as detector gain changes, stronger X-ray sources than those used are clearly desirable. The disintegration of the SSM part of the heat shield, apparently during the first year of operation (although only detected in 1984), would have been avoided with the use of a gridded heat shield as was used for the XRP/FCS instrument. The decision to use Teflon as a heat shield material proved unwise, and its use under high irradiation should be ruled out in future. Fluorescence needs to be considered in the choice of crystal used. The provision of tunable single-channel analyzers in the analogue electronics chains could have helped reduce its effect. The occurrence of detector anomalies at very high count rates (as happened during the April 1984 flares) underscores the need to characterize the upper dynamic range of detectors before launch.
With new assessments of the BCS wavelength resolution, the archived flare data can now be re-analyzed with de-convolution techniques. Using Interactive Data Language (IDL) routines unavailable during the SMM period, high-quality spectral data can be achieved with temporal plots that reveal the changing spectral-line profiles at the impulsive phases of flares, as has been illustrated in Section 5 (Figure 14) . The close agreement of channel 1 flare spectra with modelled spectra (Figure 15 ) is a clear indication of the worth of BCS spectra.
It should be noted that the 1980 and 1984 periods had much higher levels of solar activity than in more recent years, so that BCS data may be unsurpassed for some years to come in the investigation of the solar-flare phenomenon.
