The multidimensional sample median is defined with respect to a finite collection of variables. The multidimensional median is defined for regular Borel measures. Both concepts are shown to yield topological measures. They are shown to be the only possible definitions being invariant under monotone maps. The construction is done by an image transformation. The non-linear behaviour of various medians and sample medians subject to multivariate observations is investigated through the corresponding topological measures. Continuity properties of the medians are presented. Several applications are introduced.  2004 Elsevier Inc. All rights reserved.
Introduction
A median in spaces of more than one dimension was sought for throughout the twentieth century. One of the earlier works was done by J. Hayford and may be found in [9] . The problem was to find an estimator for the center of the population of the United States. Hayford proposed to use the vector of medians of the coordinates, although recognizing that this concept is dependent on the choice of axis. Since then, several attempts have been made to give a natural definition of a higher-dimensional median. Today, the various multidimensional medians are important estimators for location and arises in a variety of situations. Applications are ranging from finding the center of a computer network to determining if a data set is contaminated by outliers. In this paper we identify a common structure for the variety of existing median concepts. We define a sample median of any finite collection of measurable maps on a probability space with image space being metric E-mail address: abir@statoil.com. compact spaces. A median will be defined for any Borel measure on compact spaces with some restrictions to the space.
Our median and sample median will be constructed as topological measures. The topological measure originated in [1] as a solution to the problem of finding non-linear states on C * -algebras formulated by R.V. Kadison (cf. [14] ). With respect to a topological measure, an integration theory has been developed, where the integral differs from the usual integral (with respect to a measure) in not being linear. However, the integral is linear on certain classes of functions. In [22] it is shown that any topological measure in a onedimensional space is necessarily a measure implying that the sample median and median is well behaved in one-dimensional spaces.
Invariance (i.e., preserving the median under transformations) has been a major issue for the median. As mentioned initially the median in [9] was dependent on choice of axis which is very unfortunate considering the problem it was designed to solve. On the real line the class of maps for which the median is invariant is the monotone maps. Various definitions of the multidimensional median have been shown to be invariant under various subclasses of monotone maps, whereas no concept so far has been invariant under the monotone maps in general. This problem is finally settled here by showing that our definition is the only possible definition when imposing invariance under continuous monotone maps (and equality to the ordinary median on the real numbers).
It is well-known that medians exhibit non-linear behavior, but it has not been well understood. In the final section we demonstrate that the linearity problem for medians reduces to determining linearity of the integral with respect to a topological measure, providing effective solutions for the longstanding problem.
Continuity has also remained an unsolved issue for medians. However, uniform continuity is a non-trivial property that medians inherit from topological measures (two last sections).
Finally, the last section presents various applications of the median defined as a topological measure: When is the median of a sum of variables the sum of the medians? How can we control the effect of experimental error to medians when our outcomes are multivariate? How can topological measures be applied to evaluate the invariance of various median concepts (e.g., estimators for the centre of a distribution or sample)? What is the implications of topological measures to the median of graphs?
Basic results
In this section we will present the necessary definitions and properties of topological measures that will be needed for the results in the following sections. In addition, we present the basic properties of the ordinary one-dimensional sample median subject to generalization later. The reader may use the next subsection as a reference when reading the following sections.
Topological measures and image transformations
The letter X will denote a compact Hausdorff space and (Y, B) will denote a measurable space in the sequel. The topological measures (formerly called quasi-measures) are topological measures in the sense that they are only defined on closed and open sets. With a topological measure in X we will mean a set function µ : A → R + such that the following hold:
µ(A i ) ( indicates disjoint union, and we assume all A i and
(ii) µU = sup{µC: C ⊂ U, C ∈ C} for all U in O.
(iii) µ(X) = 1.
Remark 1.
Notice that one immediate consequence of (i) and (ii) is the monotonicity of the topological measure. That is A 1 ⊂ A 2 implies µA 1 µA 2 whenever A 1 , A 2 ∈ A.
The definition of the topological measure differs from that of a probability measure only by its domain of definition. We only define it for open and closed sets. The topological measures are however a vastly larger class of set maps than the Borel measures. Perhaps their most distinct difference is that they are not in general subadditive.
Our vehicle for constructing the multidimensional median will be image transformations. Our image transformation was introduced in [19] as a generalization of measurable maps. It describes inverse images rather than values of the variable and they are the natural topological measure preserving transformations. 
Definition 2. An image transformation is a map q : A(X)
→
If in addition Y is a compact Hausdorff space and q(O(X)) ⊂ O(Y )
we will call q a continuous image transformation. Now that we have defined the topological measure and the image transformation it is natural to ask what type of space is X (the image space of the variables). This leads to the somewhat awkward definition below. The restrictions are closely related to the problem of constructing topological measures.
Definition 5.
If X is locally connected, connected and has genus equal zero (g(X) = 0) we will call X a median-space. Remark 6. These properties are shared by a large class of spaces such as closed intervals and disks in addition to balls and spheres in R n , n 3. The genus requirement is treated (and defined) in [2] and [15] , we will not elaborate on that issue here. The reader may settle with the fact that simply connected spaces have g = 0.
Definition 7.
An open or closed set is called solid if the set and its complement are both connected.
The solid sets play an important role in the theory of topological measures. They constitute a small and manageable family of sets that totally determines a topological measure. This is illustrated by the solid set-functions, they were introduced in [2] and their properties were investigated there. In particular they are invaluable tools for constructing topological measures. We recall their definition.
Let X be a median-space. Then a function µ :
Remark 8. Again we will only consider the case µX = 1. The basic construction of topological measures has been given in [1, 2] and [15] . The main construction result [2, Theorem 5.1] states that a solid set-function uniquely extends to a topological measure on A.
The following propositions give the basic properties of the image transformations. We include them for the readers convenience.
Proposition 9. If q : A(X) → B(Y ) is an image transformation the following hold
Proposition 11 (Transformation of variables for image transformations). If (Y, B, P ) is a probability space and q :
Notation. We will denote the probability measures of a measurable space (Y, B) by M(Y ), and the topological measures of a compact Hausdorff space X by Q(X).
Remark 12.
The map q * : M(Y ) → Q(X) will be called the adjoint of q. If q is derived from a measurable map we of course get the well known situation of transformation of measures. However, as we shall see examples of (both the median and sample median may be interpreted as image transformations) this is not the case in general.
is an image transformation, we may restrict it to the solid sets. By Proposition 9 it is easy to verify that
Proposition 13. Let X be a median-space. If (Y, B, µ) is a probability space and
for all A ∈ A s (X) extends uniquely to a topological measure in X.
Remark 14.
It is shown in [19] that any solid set map satisfying (A ), (B ) and (C ) extends uniquely to an image transformation. Hence we will not distinguish between the two concepts and refer to both as image transformations.
Basic properties of the sample median
We will start by identifying the basic properties of the sample median in R leading to our definition. Let (X, B, P ) be a probability space, and let {T i : X → R} 2n−1 i=1 be a collection of Borel measurable variables. Then the median of the variables is well defined by the nth order statistic T (n) and its distribution is given by a probability measure µ in R. The standard approach for constructing a measure in R is to start with sets of the type {(−∞, a), (−∞, a]} a∈R or their complements. These are the solid subsets of R.
For a solid set A ⊂ R we have T (n) ∈ A if and only if T i ∈ A for at least n values of the index (that is, at least half the variables are in A). Accordingly we will define the probability measure of the sample median. First some notation. We denote the cardinality of a finite set S with |S|. Let C(X) and O(X) respectively denote the closed and open subsets of a space X. In addition we put A(X) = C(X) ∪ O(X). When there is no confusion concerning the space in question, we will omit the space in the notation. Similarly we let the subscript s denote the solid sets (e.g., C s are the closed solid sets).
Definition 15.
Let the probability measure µ of the sample median be defined by µA = P (|T i ∈ A| n), A ∈ A s (R), i.e., the probability of over half of the variables being in A.
Of course, the set function µ is a probability measure for the variable T (n) . It is also clear that the solid sets will determine µ completely. None of these statements are clear when the image space of the variables is higher-dimensional. With the intent of generalizing the sample median this definition has one obvious advantage. It is purely topological with no concerns to the ordering of the variables. The necessary geometry of the spaces is described by connectedness.
Notice that this definition may easily be communicated to undergraduate students. Even in a setting where R is replaced by a more general space (e.g., R n ). However, with an intuitive understanding of connectedness.
The sample median
For a finite collection of measurable maps {T i : Y → X} we will define the sample median of {T i } when X is a metric median-space. In particular this will include any closed ball in R n and hence by inclusion any compact subset of R n . More explicitly, if the natural image space does not satisfy the requirements of a median-space we may embed it into a median-space. Hence a natural sample median is relative to an imbedding Φ : X → K where K is a median-space. We will therefore assume that the measurable maps {T i } have a median-space as image space rather than considering the composite maps {Φ • T i }. Although the study of different imbeddings Φ relative to the median is of interest in itself, we will not pursue that issue here.
Note that we are only considering the compact situation. The theory of topological measures in compact Hausdorff spaces is well established through several articles. We conjecture however that our concept of a (sample) median may be generalized to locally compact Hausdorff spaces. The integration theory for topological measures in locally compact spaces is presented in [18] .
Notation. We put I n = {i} n i=1 .
Definition 16.
Let (Y, B, P ) be a probability space, and let X be a metric median-space.
is an odd numbered collection of measurable maps (i.e., random variables) with respect to the Borel sets in X we define the sample median of {T i } to be a set function µ : A s (X) → R by µC = P (|T i ∈ C| n), i.e., the probability of over half of the variables being in C.
Remark 17.
Notice that our definition is with respect to any collection of variables regardless of dependencies between them. This generality is particularly amenable in situations where independence of observations cannot be assumed, as often is the case in experimental statistics.
We have the following theorem from [19] : We will denote the sample median of {T i } i∈I with µ I when there is no confusion about the set of measurable maps in question. Similarly the image transformation q in the proof depends on the measurable maps and will be denoted M {T i } . In view of Theorem 18 the sample median will be assumed to be a topological measure defined on all open or closed sets.
Remark 19.
The construction by image transformations has a remarkable connection to Boolean functions which may be found in [11] . The underlying structure of the image transformation above viewed as a Boolean function (cf. [11] ) has been studied extensively by mathematicians. The median like behavior of the construction has been noted, but as the topological measures was yet to appear one was unable to apply the construction to probability measures. For references on the Boolean structure of the median the reader may consult, e.g., [6, 8, 10, 16, 17] or [20] . This connection will be made more explicit in Example 53 where the median is constructed from three Dirac measures resulting in a topological measure.
Several comments are in order at this point. Topological measures and image transformations are both relatively new constructions in mathematics and hence not common knowledge. In particular, they are new concepts in probability theory, and hence requires an interpretation.
Let us start with the sample median µ defined above. As defined it should be thought of as a generalization of a cumulative distribution function. The solid sets in R are exactly the unbounded intervals, and applying the additivity of a probability measure we may calculate the probability of more complex sets from the cumulative distribution function. The situation for µ is analogous, we can extend µ to all open or closed sets by exploiting additivity. Note that the definition of a topological measure differs from that of a probability measure only on its domain of definition (which is restricted to open or closed sets). Still the topological measures constitute a vastly larger class of set functions. In a multivariate setting the sample median will almost never be the restriction of a probability measure (we will see several examples of this). Consequently we are forced to establish even basic facts concerning the sample median (and later on the median) through topological measure theory.
The image transformation be the inverse image of a function. This is in sharp contrast to the normal setting in statistics where an estimator is usually present (through the function f ). Still, most existing multidimensional medians are exactly estimators, and can be taken as estimators for M {T i } , as such we obtain important information concerning the estimators from µ and M {T i } (this is presented in the last section). Since we are deprived the luxury of a function we are forced to work with sets rather than points, and hence most arguments is necessarily measure theoretic. The easiest way of determining what M {T i } does to a solid set, say A, is the following:
That is, check if T i (x) ∈ A for at least half of the variables {T i }.
Conclusively, all but the last section will be devoted to establishing basic structural properties of the median and sample median. The last section relies heavily on both Section 4 and Section 6.1. The shortest path to the applications section (from here) is therefore reading first part of Section 4 (including Theorem 29) and Section 6.1.
Definition 20. For an even numbered collection {T
of measurable maps (analogous situation as in Definition 16), we define the sample median to be the topological measure
Remark 21.
The concept here is that the even numbered sample median is a linear combination of sample medians rather than a transformation of the variables (as in the onedimensional case where the mean value of the two midpoints are taken). This definition is a suggestion, other proposals might be more suitable.
Notice that given the measurable maps {T i } the sample median is a map from the probability measures on Y, M(Y ), into the topological measures in a median-space X. We will denote this map with M * {T i } (corresponding to the notation of the adjoint of an image transformation) when there is no confusion concerning the probability space. In the odd numbered case the median can be interpreted as an image transformation (cf. proof of Theorem 18). This image transformation will be denoted M {T i } . For the even numbered case we have
Example 22. Let X be any metric median-space, and let
Then X 4 endowed with the Dirac measure δ x in x, is a probability space where
is the product measure of the Dirac measures in the coordinates. Hence the variables {T i } are independent, but they are not identically distributed (unless
where j ∈ I 4 \{i}. Which gives us that µ i (A) = 1 if and only if |A ∩ {x j } j ∈(I 4 \{i}) | 2, i.e., if and only if at least two of the three coordinates with index different from i is in A. We may now calculate the median of {T i } 4 i=1 as 1 4 µ i , and verify that for any A ∈ A s (X) we have
In the one-dimensional case X = [a, b] we will denote the nth order statistic of a sample
is the function that assigns each y ∈ Y to the nth largest value of {T i y} i∈I .
Proposition 23.
In the one-dimensional case, i.e., {T i : Y → [a, b]} i∈I , the sample median of an odd numbered collection I = I 2n−1 will the probability distribution of the nth order statistic T (n) . In the even numbered I = I 2n case the sample median will be µ = (µ 1 + µ 2 )/2 where µ 1 and µ 2 respectively is the probability distribution of the nth and the (n + 1)th order statistic of 
Proof. First assume that
µ(r, s) = µ[a, s) − µ[a, r] = P (T (n) < s) − P (T (n) r) = P T (n) ∈ (r,
s) .
Now for I = I 2n the situation is somewhat more complicated. Put E y = {T i y} i∈I , y ∈ Y , then for any closed or half open interval J ∈ {[a, r], [a, r)} r∈ [a,b] consider the set J ∩ E y . Now, |J ∩ E y | = n if and only if y ∈ q S J for exactly half of the sets in {S ⊂ I :
J is the event that exactly n of the variables is in J ). Hence the sets {q S J ∩E n J : S ⊂ I, |S| = 2n−1} will constitute n copies of E n J , which can be done effectively by taking intersections, difference sets and unions. The second consideration is the case where |J ∩ E y | > n, so put E J = {y ∈ Y : |J ∩ E y | > n}. Then observe that y ∈ E J if and only if y ∈ q S J for all the sets in {S ⊂ I : |S| = 2n − 1}. Now we can calculate the sample median µ in terms of order statistics:
Remark 24. The even numbered median may be interpreted to be that any of the n sample medians are equally likeable to represent the median of the sample. Of course, one might question whether to weigh each of the n sample medians equally, a Bayesian approach using any a priori knowledge about the variables at hand might suggest another convex combination of the topological measures µ S . Actually any convex combination α S µ S , α S 0, α S = 1 will still give a meaningful even numbered sample median. In elementary courses in statistics the median of an even numbered sample is defined to be the mean value of the two midpoints, i.e., the estimator (T (n) + T (n+1) )/2. Notice that this estimator has the same expectation as our distribution (µ 1 + µ 2 )/2, but it does not have the same distribution. Accordingly (T (n) + T (n+1) )/2 is an unbiased estimator for our even numbered median.
For independent identically distributed variables it is straight forward to calculate the sample median, moreover the resulting image transformation is continuous. We present the result in the example below:
Example 25 (Independent identically distributed variables). Consider a probability space (X, B, P ) with X any median-space, B the Borel sets in X, and P a regular Borel measure in X. Let (X n , B n , P n ) be the nth product space. Put T i equal the ith projection map on X n , that is T i : X n → X is defined by (x 1 , x 2 , . . . , x n ) → x i for i = 1, 2, . . ., n. Then {T i } are independent identically distributed random variables in X with probability measure P . The sample median µ of an odd numbered collection
can be calculated binomially in terms of P (A) and 1 − P (A). That is, calculating the probability of at least half of the variables being in A we have
An example with X being the unit disk, three variables, and P as the normalized Lebesgue measure in the unit disk is outlined in [3, Example 3.1]. However, the construction in [3] is done by q-functions (see [3] for details). Also it is noted in [3] that only in very special situations will this construction give a measure. The even numbered median is a construction of odd numbered ones. It turns out that the median for
. This property relies both on independentness and equality of distributions. Indeed, for {T i } 2n i=1 we have by Definition 20 the following:
Remark 26. Note that the projection maps in the example above have the property that T
. This is an important property which is shared by a large class of continuous maps. We formalize this property in the next section.
Invariance of the sample median
Definition 27. Let X 1 and X 2 be compact Hausdorff spaces. A map f : X 1 → X 2 will be called a solid variable if f is continuous and
Remark 28. All monotone continuous maps are solid variables. In [12] it is shown that the solid variables in median-spaces are necessarily monotone. Hence for median-spaces the two concepts coincide.
The theorem below was presented in [19] only for an odd numbered sample. For completeness we present the whole proof now allowing even numbered samples.
Theorem 29. Let X 1 and X 2 be metric median-spaces. Given a measurable space (Y, B) and measurable maps
T i : Y → X 1 for i = 1, 2, . . ., n. Then for any solid variable f : X 1 → X 2 we have f * • M * {T i } = M * {f •T i }
on the set of probability measures in (Y, B).
Proof. Let µ be any probability measure in (Y, B) and let A ∈ A(X 2 ) be arbitrary. Recall that f −1 defines the image transformation derived from f where f * :
is the corresponding map of measures. Hence for n odd it suffices to show that
(since f is solid and hence f −1 (A) is also solid), which is equivalent to |f (T i (y)) ∈ A| > n/2, or equivalently
. Accordingly the image transformations coincide, and so the mappings of measures coincide. If n is even the same argument applies to all of the collections {T i } i∈I with I ⊂ {1, 2, . . ., n} and |I | = n − 1. Assume that (Y, B) is given a probability measure P . Let µ i denote the sample median of
Then by the previous argument, and by definition, we have
Remark 30. This result is very important allowing us to preserve the sample median under an abundance of transformations. The strong invariance property in Theorem 29 enables us to investigate various median concepts through the topological measures. For instance, we get the distribution of each coordinate in the vector of medians by projecting the topological measure to the axis. Some of the transformations for which the sample median is invariant will be outlined below, an attempt to give a complete description of the transformation class at hand is beside the scope of this treatment. Note that the solid variables are neither a vector space nor a convex space. However, the composition of two solid maps is solid.
Example 31. Homeomorphisms τ : X 1 → X 2 are solid variables. In particular the sample median is independent of choice of axis. That is, any linear transformation by invertible matrix followed by a translation of convex median-spaces preserve the sample median.
Example 32. Consider an n-dimensional ball B n r = {x ∈ R n : x r} with n 2 then the norm itself is a solid variable. That is, the function f : R n → R by f (x) = x is solid. Hence by composition also any monotone continuous map of the norm, e.g., h(x) = g( x ) with g being a continuous monotone real valued function, is solid. More generally, with appropriate choice of median-space we have the unimodal variables being solid. Which is in sharp contrast to the monotone maps in the one-dimensional setting.
Example 33. Consider the closed n-dimensional ball with radius r ∈ R, that is B n r = {x ∈ R n : x r} with euclidean norm. Let l be any straight line in R n , i.e., l = {αx + x 0 : α ∈ R} where x, x 0 ∈ R n . Then the orthogonal projection P l on the line l is a solid variable on B n r . In particular the projections down to the coordinate axis are solid variables. Since any compact subset of R n is contained in B n r for some r, this applies to any multivariate sample median (assuming bounded image for the R n -valued variables).
Remark 34. The projections will especially give us the coordinates. This invariance property necessarily forces us to consider a topological measure and in itself should justify the use of topological measures to model the sample median. We will make this property explicit in the results below. 
Here (f • T ) (n) denotes the nth order statistic of {f
Proof. We have
Proposition 36 (Urysohn's lemma for solid variables). Let X be any median-space. If C ∈ C s (X) and F ∈ C(X) are disjoint and nonempty, there is a solid variable f :
Proof. The standard construction in Urysohn's lemma is by an increasing family of open sets indexed and ordered by rational numbers, e.g., [23] . That is we have a family {U r } r∈Q ⊂ O(X) where C ⊂ U r , F ∩ U r = ∅, ∀r ∈ Q, and r 1 < r 2 ⇒ U r 1 ⊂ U r 2 . By [2, Lemma 3.3] there is for any C ∈ C s (X) and
We claim that f is solid. It suffices to show that
For other values of a we have f −1 (−∞, a) = X or f −1 (−∞, a) = ∅ which both are solid. Now r<a U r is a union of connected sets with nonempty intersection and hence connected. For the compliment we have by DeMorgans law the intersection of continua directed by inclusion, and hence connected. For a ∈ (−∞, 1) notice that f −1 (−∞, a] = r>a U r = r>a U r hence the arguments above applies and f −1 (−∞, a] is also solid. We have shown that f is a solid variable.
If X is metric we can construct {U r } r∈Q such that h(C, U r ) < r, ∀r ∈ Q, where the Hausdorff distance h : C(X) → R is defined by h(C 1 , C 2 ) = max{max x∈C 1 {d(x, C 2) }, max y∈C 2 {d(y, C 1 }} (see [5] for details on Hausdorff distance). Then C = r∈Q U r and accordingly f −1 (0) = C. 2
Now assume that we have any general concept of a sample median, say T (n) . Where T (n) is typically a variable T (n) : X 2n−1 → X. Assume further that this T (n) coincides with the ordinary sample median in one dimension and is invariant under the solid variables. If X is a metric median-space we will for any A ∈ A s (X) have a solid variable f such that
Any topological measure (and hence also any probability measure) in X is uniquely determined by its values on the solid sets. We conclude our discussion in the following theorem:
Theorem 37. Let (Y, B, P ) be a probability space and X be a metric median-space. If A number of multidimensional sample median definitions have been presented throughout the years. Invariance has been one of the main properties investigated for each of them. Equipped with Theorem 35 it is possible to evaluate how badly the invariance under monotone maps breaks for various multidimensional sample medians, since we can compare with µ. We will embark on that task in the last section.
Example 38. Consider a probability space with one possible outcome. That is, a measure space (Y = {y}, P(Y ), δ y ), where P(Y ) denotes all subsets of the one point set {y} and δ y is the one point (Dirac) measure in y. Any variable on Y will be defined by its value on y. Consider the three variables in the unit square X = {(x, y): 0 x, y 1} given by T 1 (y) = (1, 0), T 2 (y) = (1/2, 1/2) and T 3 (y) = (0, 1). Denote the projections on the square down to the respective axis with P 1 , and P 2 , i.e., P 1 : (x, y) → x and P 2 : (x, y) → y. Then we have
Demonstrating that image transformations, and in particular the sample median do not behave nicely under unions in contrary to inverse images of maps. In addition, we have
illustrating that the image transformations do not behave nicely under intersections in contrary to inverse images of injective maps.
Remark 39. Notice that the set M {T i } (P
2 (1/2)) both can be interpreted as events. The first set being the event that both of the medians of the coordinates is 1/2, which we know has probability one. The second is the event that two of the variables T 1 , T 2 , T 3 is equal to (1/2, 1/2) which of course none of them will be with probability one.
The median
In the limiting case for Example 25 letting the number of variables tend to infinity we should have the notion of a median (which will be shown in the next section). Hence, since we are dealing with a limit of measures, a natural median can be a measure rather than points. For the construction we will need the notion of splitting measures (cf. [2] ). We say that a topological measure P in a compact Hausdorff space X is splitting if there exists disjoint sets
If no such pair exists we call P non-splitting. The collection of solid compact sets that splits P such that P (C 1 ) = P (C 2 ) = 1/2 will be denoted by C sp (X, P ).
Definition 40. Let (X, B, P ) be a probability space where X is a median-space, B consists of the Borel sets in X, and P is a probability measure. The median of P is defined to be a set function P m : C s → {0, 1/2, 1} by
elsewhere. (A) Let C ∈ C s , if P (C) < 1/2, then any disjoint collection of solid compact C i ⊂ C will have P (C i ) < 1/2 and hence P m (C i ) = 0 for all i. If 1/2 P (C) and C / ∈ C sp (X, P ), then at most one of the sets C i can have P (C i ) > 1/2 and so P m (C i ) = 1 with P m (C j ) = 0 for j = i. Two of the sets C i can have P (C i ) = 1/2 but then they are splitting and so 1 = P m (C) = P m (C i ) = 1/2 + 1/2. If C ∈ C sp (X, P ) we only have to consider the case P (C) = 1/2, then at most one of the sets C i can have P (C i ) = 1/2 and since C i ⊂ C it must also be splitting, so the assertion follows.
Proposition 41. The median uniquely extends to a topological measure in X.

Proof. Define the set function
(B) Suppose U ∈ O s (X) and P (U) < 1/2, then P (X\U) > 1/2 and so P m (U ) = 0. In particular any compact solid set C ⊂ U will have P (C) < 1/2 and so P m (C) = 0, establishing regularity for U . If U ∈ O s (X) and X\U ∈ C sp (X, P ), any compact solid set C ⊂ U with P (C) = 1/2 is splitting, in particular there exists such a splitting set C ⊂ U , hence the regularity holds for U . If P (U) > 1/2, then by regularity of P there is a compact solid set C ⊂ U with P (C) > 1/2, implying P m (U ) = P m (C) = 1. Finally assume P (U) = 1/2 and X\U / ∈ C sp (X, P ), then P m (U ) = 0, also any solid compact subset C ⊂ U must have P (C) < 1/2 (since X\U / ∈ C sp (X, P )), and hence P m (C) = 0. We have shown that P m is a solid set function, and hence it extends uniquely to a topological measure. 2 Remark 42. It is clear that we are really dealing with two constructions, one when the measure is splitting and another when it is not. In the non-splitting case we will have C sp (X, P ) = ∅ and so P m will be constructed from the q-function
applied to the measure P (the q-functions were introduced in [3] as a construction tool for topological measures). However, if the measure is splitting, we have to treat the splitting sets separately. This is illustrated in statistics with the symmetry centre, typically the symmetry centre will be a set of points rather than a single point when the measure is splitting. Note that our construction differs fundamentally with the classical notion of a median, our median is a set function, namely a topological measure rather than being a set of points. One might question whether giving all the splitting sets measure 1/2 each or perhaps choosing a Bayesian approach imposing different convex combinations on the different pairs of splitting sets. If n > 1 this cannot be done arbitrarily because the different axis interact and may cause violation of the monotonicity of the topological measure.
Proposition 43. Assume X = [a, b]. If P is non-splitting the median coincides with the ordinary median. If P is splitting then the median of P is a two point measure where the two points are the 1/2 quantiles for P .
Proof. In the non-splitting case we will have a {0, 1} valued topological measure in a onedimensional space. Since the topological measure is a measure in one dimension, P m is necessarily a point mass. Obviously P m is the desired point "chopping" the distribution in half. In the splitting case we will have a three valued measure and hence a linear combination of two Dirac measures each with weight 1/2. Taking solid sets downwards and upwards it is clear that the two points are the 1/2 quantiles. 2
Note that for a probability measure P , the median P m can be constructed from an image
Where the extension to open solid sets is by complement. Hence we have a map M * : Q(X) → Q(X) where P → M * P (P ) = P m which is just sending the measure to the median in terms of image transformations. Note that in contrary to the image transformation for the sample median of variables, we have now one image transformation for each probability measure P . Moreover, for a fixed non-splitting measure P , the map M * P : Q(X) → Q(X) is the constant map µ → P m , ∀µ ∈ Q(X).
Example 44. Consider the unit square E = {(x, y): 0 x, y 1}, fix four distinct points {p i } 4 i=1 in E. Define P to be the probability measure in E assigning the probability 1/4 to each of the four points. If a set C s (E) contains two of the points, there is a compact solid set in the complement containing the two other points. Hence the set is splitting. We can now determine how the median P m looks for any C ∈ C s (E):
Now let P i be the probability measure obtained by giving each of the points {p j } 4 j =1 probability 1/3 except p i which is given probability zero. Denote the median of P i with P i m . In similar manner as above we can then determine what these medians are on compact solid sets. Since we now have three points each with probability 1/3, there will be no splitting sets. Now notice that P m = 
Theorem 45. If X 1 , X 2 are median-spaces and q : A(X 2 ) → A(X 1 ) is a solid image transformation, then the following diagram is commutative
Since zero and one are the only possible values for the non-splitting sets this settles the problem for them. Now assume C ∈ C sp (X 2 , q * P ). Then there is a set C ∈ C sp (X 2 , q * P ) such that C ∩ C = ∅ and (q * P )C = (q * P )C = 1/2. Hence qC ∈ C sp (X 1 , P ) and so
Remark 46. Notice that this theorem is the medians version of Theorem 29. However, this statement is more general involving solid image transformations. Still an important class of examples is when the image transformation is derived from a solid variable.
The invariance property of the median asserts that a similarly strong result as Theorem 37 holds for the median of a probability measure. The formulation is a bit awkward though since our median is a topological measure rather than a point, or set of points. However, identifying a point with a pointmass, and imposing similar adjustments in the splitting case we may state that there are no other concepts of a median of a distribution being invariant under monotone maps and coinciding with the ordinary median in the onedimensional setting of the real numbers.
Example 47. The sphere with uniform measure (i.e., Lebesgue measure on the sphere). Any attempt to find natural points of symmetry in the sphere with this distribution would result either in the whole sphere or the empty set. Which leaves us stripped of statistical concepts to model the median. One might of course use some of the computational methods to any sample in order to find some center location. But this would be strictly computational with now clear definition of what is being estimated. The sphere is a metric median-space, so we have a median as well as a sample median for any finite number of variables in the sphere and any Borel measure in terms of topological measures.
It is necessary to exercise caution when combining the median and sample median. The two concepts do not commute, even in the setting of real-valued solid variables. This is illustrated by the example below.
, 2] be defined as follows:
where P 1 : X → X is the orthogonal projection down to the line y = x, and P 2 : X → X is the orthogonal projection to the line y = −x. Then M {f i } [−2, 0] has three solid components, each with probability 1/3, so by additivity of topological measures and definition of the median we get
However, if variables can be assumed to be independent, then the median and sample median commute. We show this for the independent identically distributed case:
Proposition 49. Let X be a median-space, and µ a probability measure in X. Let
Proof. First assume that n is odd. Let ∅, X = A ∈ A(X) be connected. Then we claim that
where for i ∈ S put E i = A and for i / ∈ S put E i = X.
is a product of connected sets and must be connected itself. Moreover,
by definition of the median and solidity of
we may assume C to be solid, so C ∈ C sp (X, M * {T i } P ). Conclusively, we obtain
Topological measures are determined by their value on compact solid sets, so M *
Non-linearity and continuity of expectations, and asymptotic properties
The (sample) median (i.e., the median and the sample median) defined in balls is invariant under real-valued solid variables. Hence we have a tool for investigating the median in terms of the different coordinates, which is perhaps the most natural variables in a multidimensional setting. In particular for the sample median we get the distribution of the middle order statistic in each coordinate. More generally we have the possibility of investigating the expectation of any transformation by a real-valued solid variable in terms of topological measures. We will give a brief presentation of the integration theory for topological measures below.
The integral
The integral with respect to a topological measure µ in a compact Hausdorff space X is defined on C(X), i.e., the continuous real-valued functions on X. Given any function f ∈ C(X), the topological measure µ is mapped to a topological measure µ f given by
Which of course is just a transformation of µ by the variable f . Since R is one-dimensional µ f is a regular Borel measure. Hence we can define the integral or expectation of f with respect to µ as
i.e., the integral of the identity function f (x) = x over R with respect to the measure µ f . One of the remarkable properties of this integral is the lack of linearity. However, the integral is linear on uniformly closed singly generated subalgebras of C(X). We will denote the subalgebra generated by a function f ∈ C(X) with A f = {φ • f : φ ∈ C(sp f )}, where sp f = {f (x): x ∈ X} is the range of f in R.
The singly generated subalgebras are abstractly defined and so it is not always easy to decide whether two functions are contained in the same subalgebra or not. To complicate things further, it is known that the integral w.r.t. a topological measure is linear on even larger classes of functions, e.g., analytic subalgebras (a presentation of analytic subalgebras can be found in [7] ). Exactly when integral is linear is still not known. However, several results on explicitly determining linearity are known. Still for our setting a rescue is possible, and is presented in the last section (Theorem 60).
We will summarize the linearity problem in terms of medians below and accordingly give an example of linear and an example of non-linear behavior.
Proposition 50. Let X be a metric median-space and let µ be a (sample) median in X.
Remark 51. Some caution is necessary. The (sample) median is not invariant under all the continuous functions in X. Hence the expectation need not make much sense in terms of the (sample) median. However, splitting a variable into a sum is often convenient in a computational setting. In that case we need not be concerned with invariance problems as long as the variable itself is solid.
Examples
Example 52. Let X = [0, 1] 2 and consider the functions f 1 , f 2 , f ∈ C(X) given by
f (x, y) = 2x − y.
Hence for any topological measure µ in X we have
Example 53. Consider the 2-simplex
x + y r and x, y 0 with r > 0 and three predetermined experiments (0, 0), (0, r) and (r, 0). That is, we are considering three variables
, where {p} is a one point space endowed with a probability measure which of course is the Dirac measure δ p . Denote the sample median of {T i } with µ. Then for any solid subset A ⊂ E we have µA equal zero if less than two of the points are contained in A and one otherwise. Let P X and P Y respectively be the projections down to the coordinates axis, i.e., P X : (x, y) → x and P Y : (x, y) → y. Then both P X and P Y as well as their sum P X + P Y are solid variables. However both µ P X and µ P Y are pointmasses in zero, whereas µ P X +P Y is a pointmass in r. Hence we have E µ (P X + P Y ) = r but E µ (P X ) = E µ (P Y ) = 0, so obviously for any r > 0 we have
Notice that the supremum norm of the projections on the space ∆ r are both r (i.e.,
Hence the loss of linearity is as bad as the maximum of the functions involved.
Remark 54. The topological measure µ above can be constructed from the Boolean function h : {0, 1} 3 → {0, 1} defined by
applied to the three Dirac measures δ (0,0) , δ (r,0) and δ (0,r) . The Boolean function h was given in [17] as the generator of all self-dual, monotone Boolean functions. The Boolean function h may also be applied to the inverse images of the projections T i above to obtain the image transformation (whose adjoint map δ p to the sample median). The reader is referred to [11] for a thorough treatment of the connection to Boolean functions.
The example is rather discouraging. The coordinates which are the most natural variables and a combination of three pointmasses which is perhaps the simplest non-trivial multivariate sample. Still the ordinary one-dimensional median of the variables are far from the median of their sum. For applied statistics where linearity is a crucial property this has complicated the applicability of the median. We want to emphasize that prior to this work there has been no way of handling this non-linear behavior.
In the following we will demonstrate that the problems outlined above may be handled using topological measures. Hopefully this will enable statisticians to use the median more frequently in multivariate problems. First we will need one result from [1] restated into our setting:
Proposition 55. The expectation of the sample median as well as the median is norm decreasing, i.e.,
Remark 56. Note that the uniform continuity of the integral is a non-trivial result, an elegant proof is given in [1] .
Combining the linearity and continuity property of the integral we are able to investigate a range of problems. The functionals on a subset of R n is perhaps the most basic example, so we present a discussion of that case:
where α 1 , . . . , α n , β 1 , . . . , β n ∈ R. Then linearity of the integral w.r.t. to a topological measure can only be assumed linear if f 1 = cf 2 for some c ∈ R. This is just saying that the projections down to the axis behave non-linearly with respect to the (sample) median, which we already know. Still we can obtain useful results, providing that the functionals are not "too far apart". Since the integral is uniformly continuous (Proposition 55), it is natural to look for an affine map (i.e., functional plus constant term) g ∈ A f 1 such that g − f 2 ∞ is as small as possible. The affine maps in A f 1 are on the form g(x 1 , . . . , x n ) = c 1 + c 2 α i x i , i.e., we have the following expression to minimize: 
and thus if f 1 and f 2 are close in the sense that g − f 2 ∞ can be chosen small, we have an efficient way of handling the non-linearity of the integral.
The law of large numbers for the median
We now briefly turn to the limiting case for the sample median. The subject deserves a thorough treatment similar to the Kolmogorov theorems for the mean, but we confine ourselves to a more restrictive result presented below. First we will need to recall the weak*-topology on topological measures.
A net (µ λ ) of topological measures is said to converge weakly to a topological measure µ if E µ λ (f ) converges to E µ (f ) for every f ∈ C(X). The fact that this actually defines a weak*-topology was proven in [13] . In [4] it is shown that it suffices to show that E µ λ (f ) → E µ (f ) for solid variables f ∈ C(X) in order for µ λ to converge weakly to µ.
Theorem 58. Let (X, B, P ) be a probability space with X any median-space, B the Borel sets in X, and P a probability measure in X. Let {T i } ∞ i=1 be independent identically distributed random variables in X with probability measure P , i.e., T i :
X is endowed with the product measure
, n 1, i.e., the topological measure determined by
Then P n converges weakly to P m (i.e., the median of the probability measure P ).
Proof. Let f ∈ C(X) be an arbitrary solid variable. By Example 25 it suffices to show weak convergence for the sequence {P 2n+1 } ∞ n=1 (since P 2n+1 = P 2(n+1) ). First assume that P is non-splitting, and put E P m (f ) = r. For all ε > 0 we have
and by Example 25 with
implying P n (A) → 0, thus we have
x dP nf (x)
where the left and right term tends to zero as n → ∞.
x dP nf (x) and
Since this is to hold for all ε > 0 we must have lim E P n (f ) = r = E P m (f ). Now suppose P is splitting. Then either P mf = δ r for some r ∈ R, or P mf = (δ r 1 + δ r 2 )/2, r 1 , r 2 ∈ R. For the former case the above argument applies, so we may assume the latter to be the case. Similarly as above we obtain the following:
and we obtain the inequality
where the term to the left tends to zero as n → ∞. Moreover, we have
x dP nf (x) r 1 2 which is to hold for all ε > 0. Analogous inequalities hold for [r 2 ,r 2 +ε] x dP nf (x) implying
Applications
We conclude this article by reviewing some suggestions of applications possible by the introduction of the integral. The reader should note that the different applications are briefly presented. A thorough presentation of each with suitable examples from statistics would be appropriate, but a too extensive task at this point.
The effect of experimental error to the median
Let (Ω, B, P ) be a probability space, let X ⊂ R k be a median-space, and let S i : Ω → X, i = 1, . . . , 2n − 1, be measurable maps. Assume that we want to estimate a real-valued variable T : X → R by the median
The setting is then that we are observing 2n − 1 multivariate outcomes from X and want to estimate a real-valued variable T : X → R by T (n) . It is customary to incorporate experimental error in the model, e.g., we have Y = T + ε where ε : X → R denotes the experimental error. Using the mean as our estimator this error is easily handled since everything is linear, with the median Y (n) however the picture is quite different.
Let P T (n) and P Y (n) respectively denote the probability measures of T (n) and Y (n) . Then the effect of experimental error to the bias of the median is given by
Contrary to the mean, even if T and Y were linear functions (i.e., functionals), we do not have this difference equal to (Y − T ) (n) 
Example 53 indicates that this non-linear behavior can really go wrong, e.g., even if
Bias is among the most important properties of an estimator, and experimental error is often unavoidable. The non-linear behavior above is particularly unfortunate considering that the median is often preferred for problems where the experimental error is considerable.
Assuming that all the variables in question are solid, the three integrals are all integrals with respect to a common topological measure, namely the sample median µ = M * {S i } (P ).
If the variables {S i } are independent and identically distributed, then µ is readily calculated in Example 25. As illustrated by Example 53 the integral with respect to µ cannot possibly be linear in general, but the integral is linear on large classes of variables. If linearity can be assumed we are in the favorable setting where (n) in which case the effect of experimental error to the bias of the median is the expectation of ε (n) (i.e., the expectation of the median of the experimental errors).
Remark 59. We need to assume that the variables are solid to obtain the median of the experimental errors on the left-hand side, but even if the experimental error is not solid we will obtain a similarly strong result. Even the variables T and Y need not necessarily be solid, but handling that problem will need further research.
Even for the worst case scenario where no assumption of linearity can be made we still have uniform continuity of the expectation by Proposition 55, so the effect on the bias cannot exceed the maximal value of
The procedure outlined in this application may lead us to believe that we can only handle linearity issues concerning expectations. This is far from the case. The next application will illustrate that we can handle linearity problems for the variables directly, and hence the next application have important consequences for the effect of experimental error presented above.
When is the sum of two medians the median of the sum?
Consider a median-space Ω ⊂ R n (n 2) and two solid variables X, Y : Ω → R whose sum X + Y is also solid. Let x 1 , x 2 , . . . , x 2n−1 ∈ Ω (a fixed sequence of events) and put (n) and (X + Y ) (n) ) denote the median of the real numbers
. It is natural to ask when the following equation is satisfied:
This is a surprisingly complicated problem and has remained open until now. Fortunately it is easy to formulate this problem into topological measures, and thus obtain efficient tools for solving the problem:
Consider x 1 , x 2 , . . . , x 2n−1 to be predetermined experiments, i.e., {T i : {p} → Ω}
are given by T i (p) = x i where {p} is the probability space endowed with the Dirac measure δ p . Let µ denote the sample median of {T i } (as a topological measure), i.e., µ = M * {T i } (δ p ). It is straight forward to describe µ explicitly on solid subsets of Ω:
the value of µ on open solid sets follows by complement and total probability being one. We have the following important observation:
Hence the linearity problem reduces to that of determining whether
i.e., whether the integral w.r.t. a topological measure is linear. Again it is interesting to see how badly behaved the problem can be when linearity fails. for any sample. Similarly as in the preceding application on experimental error we have Example 53 demonstrating that these upper bounds may be attained. Hence they are the smallest possible upper bounds.
We conclude this application with a result showing exactly when the median behaves linearly. The proof is rather laborious, and requires close familiarity with general topology:
Theorem 60. Let Ω be a median-space, let X and Y be arbitrary solid variables in C(Ω) with the constraint that X + Y is solid. Then there is a function Z ∈ C(Ω) such that X, Y ∈ A Z (and consequently linear median) if and only if whenever s, t ∈ R and
Proof. First assume to the contrary that there is a pair s, t ∈ R such that
Since Ω is a median-space we know that X and Y are monotone, implying that X −1 (s) and Y −1 (t) are connected sets, and hence Y (X −1 (s)) and X(Y −1 (t)) are both closed intervals both containing more than one point. Hence we may pick
are both either strictly smaller or strictly larger than s +t = X(x 1 )+Y (x 1 ). Now let µ be the median of the measure (δ x 1 
, and by Proposition 50 there does not exist any Z ∈ C( Ω) such that X, Y ∈ A Z . Now assume that whenever s, t ∈ R and X −1 (s) ∩ Y −1 (t) = ∅ then X −1 (s) ⊂ Y −1 (t) or Y −1 (t) ⊂ X −1 (s). We may assume that X and Y are not constant functions since that would trivially put them in the same singly generated subalgebra. Note that since Ω is compact, X and Y will both attain minimum and maximum on Ω, hence their image space in R is [min X, max X] and [min Y, max Y ] respectively. Let s = min X and pick t such that X −1 (s) ⊂ Y −1 (t) or Y −1 (t) ⊂ X −1 (s). We have now two cases to consider. First if X −1 (s) ⊂ Y −1 (t) then s ∈ X(Y −1 (t)) and Y −1 (t) is connected (by the monotonicity of Y ), and hence X(Y −1 (t)) is solid (since it is a connected set containing s). By the monotonicity of X we have X −1 (X(Y −1 (t))) solid, and by the condition on level sets We have to show that f and g are well-defined and continuous, we will do this for f only since interchanging the roles of X and Y in the proof will give the result for g. For f to be well-defined it suffices that whenever x 1 , x 2 ∈ Ω and X(x 1 ) < X( 
Assessing invariance properties of estimators
The invariance properties of the (sample) median in terms of topological measures presented in the preceding sections provides us with the possibility of assessing how invariant an estimator of the sample median is. That is, how far from being invariant under continuous monotone maps an estimator is. We will briefly give two possible ways to attack this problem.
Let (Ω, B, P ) be a probability space, let X ⊂ R k be a median-space, and let {T i : Ω → X} 2n−1 i=1 be a collection of variables. For a map φ : X 2n−1 → X let P φ denote the probability measure for φ • (T 1 , . . . , T 2n−1 ), i.e., we have P φ = φ • (T 1 , . . . , T 2n−1 ) * (P ).
Assume that φ is an estimator for the sample median, and let µ denote the sample median of {T i } 2n−1 i=1 according to Definition 16. Further let C s (X) denote the solid variables on X, and consider the following quantity:
Remark 61. Note that e φ ∈ [0, 1], also e φ = 0 will imply that P φ = µ. Generally, we would (for an estimator φ) like e φ to be as close to zero as possible.
A large number of the existing estimators for a symmetry center or a median in multivariate problems coincides with the ordinary sample median in the one-dimensional setting of R. Assuming that φ does coincide with the ordinary sample median when n = 1 we may apply the results above on sums of medians. In particular, Eq. (1) demonstrates that e φ gives an estimate for how badly invariance breaks for φ. This procedure can of course also be done for the median of a distribution but then the result will be rather poor. The median of a distribution is usually defined to be a point (or a set of points), say p ∈ X, which will in most cases just give us e φ = 1 (setting P = δ p , and φ here just symbolizing the choice of median) and hence no information.
An alternative procedure is presented by the w*-topology on topological measures, which has by far been the most frequently used topology for topological measures. We will confine ourselves to presenting the Hutchinson metric on topological measures, the interested reader can find a comprehensive treatment of the w*-topology and the Hutchinson metric in [4] .
Let d : X × X → R + be a metric on X, and put
The Hutchinson metric on topological measures µ, µ in X is defined by:
Similarly to this measure of distance between topological measures we may, for P and µ given above, define e course, all graphs with a finite number of vertices may be imbedded in a compact subset of R n (for some n), and hence may be imbedded in a median-space.
