We describe a fixed parameter tractable (fpt) algorithm for COLORED HY-PERGRAPH ISOMORPHISM, denoted CHI, which has running time (2 b N) O(1) , where the parameter b is the maximum size of the color classes of the given hypergraphs and N is the input size. We also describe an fpt algorithm for a parameterized coset intersection problem that is used as a subroutine in our algorithm for CHI.
morphic, denoted X ∼ = X , if there is a bijection ϕ : V (X) → V (X ) such that for all e = {v 1 , . . . , v l } ⊆ V (X), e ∈ E(X) if and only if ϕ(e) = {ϕ(v 1 ), . . . , ϕ(v l )} ∈ E(X ). Given two hypergraphs X and X the decision problem HYPERGRAPH ISO-MORPHISM (HI) asks whether X ∼ = X . GRAPH ISOMORPHISM (GI) is obviously polynomial-time reducible to HI. Conversely, HI is also known to be polynomialtime reducible to GI: Given a pair of hypergraphs X and X as instance for HI, we can transform them to an instance of GI consisting of two bipartite graphs Y and Y defined as follows. The graph Y has vertex set V (Y ) = V (X) E(X) and edge set E(Y ) = {{v, e} | v ∈ V (X), e ∈ E(X) and v ∈ e}, and Y is defined similarly. Here, C D denotes the disjoint union of the sets C and D. It is easy to verify that Y ∼ = Y if and only if X ∼ = X assuming that any isomorphism between Y and Y maps V (X) to V (X ) and E(X) to E(X ). This latter condition is easy to enforce by coloring the vertices in V (X) and V (X ) red and vertices in E(X) and E(X ) blue and asking for a color preserving isomorphism. This vertex coloring can be implemented by using graph gadgets (see, e.g. [18] ).
However, since the above reduction blows up the size of the vertex set in the bipartite encoding, the Zemlyachenko-Luks-Babai graph isomorphism algorithm [5, 7, 8, 31 ] that runs in time 2 O( √ n log n) , where n is the size of the vertex set of the graph, does not yield an algorithm for HI with a similar running time. We note here that the best known hypergraph isomorphism test due to Luks [22] has running time 2 O(n) . When the hyperedges are of size bounded by k there is an algorithm with running time 2Õ (k 2 √ n) [6] . Motivated by this situation, we explore the isomorphism problem for bounded color class graphs and hypergraphs. For graphs this problem is well studied-this is the first special case of GI that was shown to be solvable in polynomial time by using permutation group theory [4, 14] .
In [16] a complexity-theoretic study of some special cases of bounded color class graph isomorphism has been done in connection to logarithmic space-bounded complexity classes. This line of research is continued in [2, 3, 19] , where special cases of bounded color class (hyper)graph isomorphism and canonization are studied from a complexity theory perspective.
In this paper our focus is on designing an efficient algorithm for COLORED HY-PERGRAPH ISOMORPHISM (CHI). The input for this problem are vertex-colored hypergraphs X = (V (X), E(X)), where the vertex set V (X) is given as a partition V (X) = C 1 · · · C k into color classes C i consisting of all vertices colored i. Note that this vertex coloring has no constraints, and is different from the notions of proper coloring of graphs. The CHI problem is to decide if there is an isomorphism ϕ between two given vertex-colored hypergraphs X = (V (X), E(X)) and X = (V (X ), E(X )) that preserves the colors (meaning that v ∈ C i ⇔ ϕ(v) ∈ C i ). COLORED GRAPH ISOMORPHISM (CGI) is the analogous problem where instead of hypergraphs we have graphs as inputs.
Parametrized Complexity and Isomorphism Testing
Parametrized complexity is a fundamental strategy for coping with intractability. Pioneered by Downey and Fellows in [10] , it is a flourishing area of research (see, e.g. the monographs [11, 13, 25] ). Fixed parameter tractability provides a notion of feasible computation less restrictive than polynomial time. It provides a theoretical basis for the design of new algorithms that are efficient and practically useful for small parameter values.
Parametrized complexity theory deals with the study and design of algorithms that have a running time of the form f (b)n O (1) where n is the input size, b is the parameter and f is a computable function. If a problem is solvable by such an algorithm it is called fixed parameter tractable (fpt).
Since no polynomial-time algorithm for GI is known, one approach is to design fpt isomorphism testing algorithms with respect to natural graph parameters. Babai [4] and Furst, Hopcroft and Luks [14] gave an fpt algorithm for CGI with running time (b!n) O(1) , where the parameter b is the maximum size of the color classes and n is the number of vertices of the input graphs. Further, for isomorphism testing of graphs with eigenvalue multiplicity bounded by k, Evdokimov and Ponomarenko have designed an fpt algorithm with running time (k k n) O(1) [12] .
Apart from this, fpt algorithms have also been designed for GI with respect to the parameters tree distance width [30] and the size of the simplicial components of the input graphs [29] . More recently, it is shown in [17] that the isomorphism problem for graphs with feedback vertex sets of size k is fixed parameter tractable, with k as the parameter.
On the other hand, if we use the maximum degree [20] , the treewidth [9] , or the genus [23] of the input graphs as parameter b, the best known isomorphism testing algorithms have a worst-case running time bound n O(b) . Whether or not GI has an fpt algorithm with respect to any of these three parameters is an interesting open question.
Although HI is polynomial time many-one reducible to GI, the reduction we described above does not impose any bound on the size of the color classes of the bipartite graphs Y and Y . More specifically, if the color classes of the hypergraphs X and X have maximum size b, then the vertices of the graphs Y and Y that correspond to the edges of X and X do not get partitioned into color classes of size bounded by any function of b. Thus, the fpt algorithm for CGI of Babai and Furst et al. [4, 14] cannot be combined with the above reduction to get an fpt algorithm for CHI. Moreover, even if b is bounded by a constant (say 2), the color classes in the resulting bipartite graphs Y and Y can have size up to 2 n/2 and hence, this approach would not even give a polynomial time isomorphism algorithm for hypergraphs with color class bound 2.
However, an algorithm for CHI with a running time of the form N O(b) was given in [24] , where b bounds the size of the color classes of the given hypergraphs and N is the input size. Hence, if b is bounded by a constant, we have already a polynomialtime algorithm for CHI. This algorithm basically applies Luks's seminal result [20] showing that the set stabilizer problem with respect to a class of permutation groups Γ d can be solved in time n O(d) .
The Main Result
In this paper we present an fpt algorithm for CHI that runs in time (2 b (n + m)) O(1) , where b is the maximum size of the color classes, n is the number of vertices and m is the number of hyperedges.
Broadly speaking, our algorithm can be understood as a combination of divide and conquer with dynamic programming.
The basic subroutine is a divide and conquer algorithm for solving a parameterized version of coset intersection in Sect. 3. This is based on a group-theoretic technique developed in [7, 20] to design a 2 O(n) time algorithm for coset intersection (see, e.g. [22] ).
Our fpt algorithm for CHI can be seen as a generalization of Luks's 2 O(n) time algorithm for HI [22] . He gives a dynamic programming solution which is based on a halving technique to create the subproblems whose solutions are combined by applying the coset intersection subroutine.
In solving the parameterized problem, the first difficulty is that even though the color classes are of small size, the hyperedges are unbounded. Hence the orbit of a single hyperedge can be of size 2 O(n) , as mentioned earlier. We deal with this problem by using the color classes to define a sequence of equivalence relations on the hyperedges of a colored hypergraph. Each equivalence relation gives rise to a collection of hypergraph isomorphism instances on a subset of the color classes which we solve using dynamic programming. The details of this part are described in Sect. 4 . This approach yields a b!(n + m) O(1) time algorithm. Finally, in order to obtain a (2 b (n + m)) O (1) we need to suitably adapt Luks's halving technique.
Preliminaries
In this section we recall some basic group theory. Let G be a finite group and let Ω be a finite nonempty set. An action of the group G on Ω is given by a map α : Ω × G → Ω such that for all a ∈ Ω, 1. α(a, id) = a, i.e., the identity id ∈ G fixes each a ∈ Ω, and 2. α(α(a, x), y) = α(a, xy) for all x, y ∈ G.
We write a x instead of α(a, x) when the group action is clear from the context.
For a ∈ Ω, its G-orbit is the set a G = {a x | x ∈ G}. When the group is clear from the context, we call a G the orbit of a. The orbits form a partition of Ω.
We write H ≤ G when H is a subgroup of G. The symmetric group on a finite set Ω consists of all permutations on Ω and is denoted by Sym(Ω). A (finite) permutation group G is a subgroup of Sym(Ω) for some finite set Ω.
The permutation group generated by a subset S ⊆ Sym(Ω) is the smallest subgroup of Sym(Ω) containing S and is denoted by S . Each element of the group S is expressible as a product of elements of S.
The subgroup G (i) of G ≤ S n that fixes each element of {1, . . . , i} is called the pointwise stabilizer of G for the set {1, . . . , i}. For i = 0, . . . , n − 1, these subgroups form a tower
We notice that by the orbit stabilizer theorem, the index [ For a permutation x ∈ Sym(Ω) and a subset C ⊆ Ω we use C x to denote the set {a x | a ∈ C}. For a set S of permutations, we denote by
In some of the permutation group computations, the object to be computed is a coset Hy, where H is a subgroup of Sym(Ω) and y is a permutation in Sym(Ω). Furthermore, this coset can be written as a union of cosets
where the permutations y i and generating sets for each subgroup H i have been already computed. The following folklore lemma describes an easy algorithm to compute a generating set for H and a coset representative y from the cosets H i y i . 
Lemma 2 Suppose
H i y i is a coset, we can choose any element y in it as a coset representative. In particular, y = y 1 is a valid choice. It follows that the permutations
1 is contained in the subgroup S generated by S, implying that S indeed generates H .
Parameterized Coset Intersection
We first recall the coset intersection problem for permutation groups [7, 8] : Given as input two permutation groups G, H ≤ Sym(Ω) by generating sets along with two permutations x, y ∈ Sym(Ω) the problem is to compute Gx ∩ Hy.
Since the intersection Gx ∩ Hy, if nonempty, is a coset (G ∩ H )z of the group G ∩ H , the problem is to compute a generating set for G ∩ H and a coset representative z in Gx ∩ Hy if Gx ∩ Hy is nonempty.
This problem is well-studied in permutation group algorithms literature and has a relatively simple 2 O(n) time algorithm [7] based on a divide and conquer technique. It also has an n O( √ n log n) algorithm due to Babai [7] . This is a much more involved algorithm that is based on nontrivial group theoretic ideas. We now explain the parameterized version of coset intersection.
A
by a generating set S, notice that we can easily determine whether G is b-bounded or not, by computing the orbits of G from its generating set (which can be done in time polynomial in Ω + S [14] ) and then checking that the size of each orbit is bounded by b.
We now define the coset intersection problem with b as parameter.
COLORED COSET INTERSECTION (COLCOSETINTER)
Input: Generating sets for two groups G, H ≤ Sym(Ω) and two permutations x, y ∈ Sym(Ω), where
Output: Gx ∩ Hy.
Applying well-known techniques from [7] we design an fpt algorithm for COLCOSETINTER that has running time bounded by (2 b Ω ) O(1) . We require this fpt algorithm as a subroutine in the next section to solve CHI. We do not apply the more involved n O( √ n log n) coset intersection algorithm [7] since it does not help speed up our (2 b (n + m)) O(1) time algorithm in Sect. 4 for CHI. This is because the 2 O(b) factor in the running time bound will anyway appear due to the number of subproblems in the dynamic programming solution. Therefore, for the present paper it suffices to describe the simpler (2 b Ω ) O(1) time algorithm for COLCOSETINTER.
Our fpt algorithm for COLCOSETINTER requires the solution of a somewhat technical looking subproblem, which is a parameterized version of the set stabilizer problem.
, and subsets D and 
, and two subsets D and
where F is L-stable.
Lemma 3 There is an fpt algorithm for COLRESSETSTAB running in time
Proof We use ideas from [22, Proposition 3.1] where the author describes an algorithm for a version of the set transporter problem that can be easily adapted to design an algorithm for COLRESSETSTAB (see Fig. 1 for a formal description of this algorithm). These ideas were first applied in [7] . We can assume that F 1 and F 2 are powers of 2 since otherwise we can add some points to F 1 and F 2 (as well as to Ω 1 and Ω 2 ) and let L and z act trivially on these points. This increases the size of b and of the input only by a factor of 2. Further, these extra points can be easily removed from the algorithm's output.
We first argue that
L {u} be the stabilizer of the point u which can be computed using the Schreier-Sims method. Then we can express L as the disjoint union of cosets
and consequently Lz as L u x 1 z · · · L u x t z. Hence, it suffices to pick the uniquely determined coset L u x i z that maps u to v (if there is any).
It remains to consider the case that
we partition F 1 in two subsets F 1 and F 1 of equal size and let F = F 1 × F 2 . Otherwise, F 2 > 1 and we partition F 2 in two subsets F 2 and F 2 of equal size and let F = F 1 × F 2 . In both cases we let
, no matter which of the two sets F 1 or F 2 we divide into two parts. Now we can write L as the disjoint union of cosets
is a coset of M D∩F (see the argument at the beginning of the proof). Moreover, we can use the equality
to set up the recursive calls. Finally, using Lemma 2, we can paste the answers to the subproblems (My i z) D 
We now analyze the running time of procedure CRSS. In the first step we convert the input generating set S L of L ≤ Sym(Ω 1 × Ω 2 ) into a reduced generating set S of size at most Let T (n, r, b) denote the running time of the algorithm, where r is the size of the generating set for L. After at most two levels of recursion the parameter b = max{ F 1 , F 2 } gets halved. The number of recursive calls generated by the two recursion levels is bounded by 4s 2 ≤ 4 b+1 . Since the time spent on these two recursion levels is O(rn 4 + (b 2 
It is easy to verify that T (n, r, b) = O(17 b n 8 + rn 4 ).
Theorem 4
There is an fpt algorithm for COLCOSETINTER running in time O(17 b n 9 + rn 5 ), where n = Ω and r is the maximum size of the generating sets of the two input permutation groups.
Proof Let (Gx, Hy) be an instance of COLCOSETINTER, where x, y ∈ S n and G and H are given by their generating sets S and T respectively. Let
jected to the first (or second) coordinate is Gx ∩ Hy. Hence, it suffices to prove the following claim.
We repeatedly use Lemma 3 to prove the claim. To start off we let 4 ), implying that the overall running time is O(17 b n 9 + rn 5 ). A formal description of the overall algorithm CCI is given in Fig. 2 .
An Fpt Algorithm for Colored Hypergraph Isomorphism
In this section, we use a dynamic programming approach to design an fpt algorithm for finding all isomorphisms between two colored multi-hypergraphs X and X with given color class partitions
is an isomorphism between X and X , if ϕ preserves the colors of the vertices (i.e., for all v ∈ V (X), v ∈ C i ⇔ ϕ(v) ∈ C i ) and the multiplicities of the hyperedges (i.e., for all e ⊆ V (X), e has the same multiplicity in Algorithm CCI(Gx, Hy) 1 Input: Generating sets for two groups G, H ≤ Sym(Ω) and two permutations x, y ∈ Sym(Ω), where 
E(X) as ϕ(e) in E(X )).
We denote the set of all isomorphisms between X and X by Iso(X, X ). Using this notation we can express the automorphism group of X as Aut(X) = Iso(X, X).
We first describe an algorithm which computes the automorphism group Aut(X) (i.e., a set of generators for Aut(X)) of a given hypergraph X in time (2 b (n + m)) O (1) . The subproblems of this dynamic programming algorithm involve hypergraphs X with multiple hyperedges (i.e., E(X) is a multi-set). For this reason we assume that also the input hypergraph X is a multi-hypergraph.
Theorem 5 Let X be a colored multi-hypergraph with V (X)
= C 1 · · · C k where C i ≤ b for all i.
There is an algorithm that on input X computes Aut(X) in time (2 b (n + m)) O(1) , where n is the number of vertices of X and m is the number of edges of X.
Proof We first introduce some notation. For any integer i between 1 and k and for any multi-set F of hyperedges e ⊆ V (X),
The hyperedges of X are partitioned into different multi-sets that we call blocks. More precisely, let i be an integer between 0 and k. Then we say that two hyperedges e 1 , e 2 ∈ E(X) are i-equivalent, if
We call the corresponding equivalence classes i-blocks. Notice that for i ≤ j , iequivalence is a refinement of j -equivalence. Thus, if e 1 and e 2 are in the same iblock then they are in the same j -block for all j = i, . . . , k.
The algorithm proceeds in stages j = 1, . . . , 2k. For each pair of i-blocks A, B, the algorithm computes in stage j = 2i the set Iso(A [i] , B [i] ) (unless i = 0) and in stage j = 2i + 1 the set Iso (A [i+1] , B [i+1] ) (unless i = k) and stores a description of these sets in the table entries T (i, A, B) and T (i, A, B) , respectively. Notice that there is a single k-block, namely E(X), and we want to compute the set Algorithm HGA(X) 
T (i, A, B) := T (i, A, B) × Iso(A (i+1) , B (i+1) ) 17 output T (k, E(X), E(X))

Fig. 3 The algorithm HGA for computing Aut(X); it calls BuildIso(i, A, B) for computing
Iso(A [i] , B [i] ) Aut(X) = Iso(X, X) = Iso(E(X) [k] , E(X) [k] ) = T
(k, E(X), E(X)).
A formal description of the overall algorithm HGA is given in Fig. 3 .
Stage 2i + 1 (0 ≤ i < k): Let A, B be two i-blocks. In order to compute the entry
), let C and D be the unique subsets of C i+1 such that for all e ∈ A, e ∩ C i+1 = C and for all e ∈ B, e ∩ C i+1 = D. Then the set Iso(A (i+1) , B (i+1) ) = {ϕ ∈ Sym(C i+1 ) | C ϕ = D} contains all permutations in Sym(C i+1 ) that map C to D, which is precisely Sym(C i+1 ) C π , and can be easily computed in time O(n + m). If i = 0 then Iso(A [1] , B [1] ) = Iso(A (1) , B (1) ). Otherwise, since A and B are both i-blocks, it follows that Iso( 
[i] ) for all j . Moreover, ϕ only depends on the restriction ρ of π to the color class C i . Hence, for each A j we can denote the corresponding (i − 1)-block B ϕ(j ) by B ρ,j and it follows that In order to obtain the improved (2 b (n + m)) O(1) running time, it suffices to improve the time bound for computing the set Iso(A [i] , B [i] ). A formal description of the corresponding procedure BuildIso is given in Fig. 4 To achieve this, we apply a dynamic programming strategy that involves solving 2 O(b) many subproblems and 2 O(b) many coset intersection instances for which we can invoke Theorem 4. We use ideas from Luks's dynamic programming algorithm in [22] . For any multi-set F of hyperedges e ⊆ V (X) and subsets
containing all hyperedges e ∈ F projected to C [i] such that e contains all vertices from D but no vertex from ), where D ⊆ C i \C and D ⊆ C i \ C , we compute for E ⊆ C and E ⊆ C of equal size E = E = t descriptions for the sets
Before we describe the details of the dynamic programming algorithm, we consider different cases for the value of t.
First suppose t > 1. In this case, we fix a subset F of E of size t/2 and write
where the union runs over all subsets F j of E of size t/2 . Computing this union as a coset (if nonempty) essentially involves solving at most 2 b many coset intersections, each of which takes (2 b (n + m)) O(1) time, provided that the table entries on the right hand side are already there. Next, we turn to the case when t = 1. Let E = {a} and E = {b}. Then it follows that
We note that the right hand side in the above equation is the intersection of two cosets which are already stored in the table T as they correspond to the sets C \ {a} and C \ {b} of smaller size. Thus, in order to compute the table entry T (C, D, {a}, C , D , {c}) , we only need to solve an instance of coset intersection.
To complete the description of BuildIso, notice that we compute the table entries T (C, D, E, C , D , E ) for increasing sizes of C. For each C we compute the entries for different D and increasing sizes of E. Finally, the base case is when C is the empty set. For these sets the table entries are already stored in the table T as they correspond to (i − 1)-blocks. This proves the correctness of BuildIso. The algorithm HGA can be easily modified to give an isomorphism algorithm for colored hypergraphs without changing the running time. In fact, let X and X be two colored hypergraphs. Without loss of generality we can assume that V (X) = V (X ) = C 1 · · · C k . As before, the algorithm computes in stage i for each pair of i-blocks A, B the set Iso(A [i] , B [i] ), where A [i] and B [i] are the multi-hypergraphs induced by A and B, respectively, with the only difference that now the block A comes from the hypergraph X and B comes from X . Thus, in stage 2k the algorithm computes the set Iso(E(X) [k] , E(X ) [k] ) = Iso(X, X ) of isomorphisms between X and X .
Corollary 6 Let X and X be two colored hypergraphs with V (X)
There is an algorithm that on input X and X computes the set Iso(X, X ) of all isomorphisms from X to X in time O(2176 b n 10 m 2 ).
As a simple consequence of the above corollary, we note that the problem CGI has a (2 b (m + n)) O(1) time algorithm which is asymptotically faster than the previously known (2 b 2 (m + n) ) O(1) time algorithm [4, 14] . We do not know of a better time bound for CGI.
A natural open question is to improve the large constants in these running time bounds.
Canonical Forms for Colored Hypergraphs
In this section, we consider the canonization problem associated with CHI. We first recall the definition of canonization. Let K denote the set of all colored hypergraphs. A mapping f : K → K is a canonizing function for K if for all pairs of isomorphic instances X and X in K, f (X) = f (X ) and f (X) ∼ = X. Hence, f assigns to each isomorphism class of K a canonical form inside that class. Let X ∈ K. An isomorphism σ that maps X to its canonical form f (X) is called a canonical labeling of X, and the coset Aut(X)σ is its canonical labeling coset. The canonization problem for K is the problem of computing for a given instance X ∈ K its canonical labeling coset with respect to some canonizing function.
Let G ≤ S n be a permutation. Two hypergraphs X and X , on the same vertex set {1, . . . , n}, are said to be G-isomorphic if X g = X for some g ∈ G.
We can now define a G-canonizing function for hypergraphs K n on vertex set {1, . . . , n}, with respect to a permutation group G ≤ S n . It is defined by a function f :
In this case, we observe that the canonical labeling coset will be of the form (Aut(X) ∩ G)τ ⊂ G. This more general problem arises as a subproblem that we need to solve in our algorithm.
It is often the case that both canonization and isomorphism testing for a class of structures have the same complexity. However, for CHI we do not know a canonization procedure even with running time b!(2 b n) O(1) . Indeed, we do not know if the problem is fixed parameter tractable. In fact, even for the general hypergraph isomorphism problem, HI, we do not know a canonization procedure that runs asymptotically faster than n! time, although isomorphism testing has complexity 2 O(n) [22] . The following result is obtained by applying known techniques [8] .
Theorem 7
The canonization problem associated with CHI has an (n + m) O(b) 
The canonization algorithm proceeds iteratively. Suppose we have computed the coset G i σ i of canonical labelings for the multi-hypergraph X i . Notice that in the base case i = 1 we can compute a canonical form and canonical labeling coset for X 1 by a brute force algorithm in O(b!(n + m)) time. It suffices to give an (n + m) O(b) algorithm for computing a canonical labeling coset for the multi-hypergraph X i+1 , given the canonical labeling coset G i σ i for X i (see Fig. 5 ).
To this end, we first define the hypergraph X i+1 with vertex set C [i+1] and edge set E i+1 = {e π | e ∈ E i+1 , π ∈ G i σ i × Sym(C i+1 )}. Now, by the induction hypothesis, G i σ i is a canonical labeling coset for X i . Since G i = Aut(X i ), the corresponding canonical form for X i is X σ i i which we denote byX i = (C [i] ,Ê i ). Therefore, if we project E i+1 on the first i color classes, C [i] , we will obtainÊ i . It follows that
We next define the hypergraph
i+1 , obtained by applying σ i to the first i color classes and identity to the (i + 1) st color class. It follows from the definition of X i+1 that E i+1 is the union of the orbits of all the edges e ∈ E(Y i+1 ) under the action of the group {id} × Sym(C i+1 ). Hence, by applying the standard orbit finding algorithm for permutation groups [21, 26] we can compute this hypergraph X i+1 in time 2 b (m + n) O(1) . We now observe the following properties of the hypergraphs X i+1 and Y i+1 .
1. The multi-hypergraph Y i+1 is a subgraph of the multi-hypergraph X i+1 . Furthermore, every edge e ∈ E i+1 that occurs in Y i+1 has the same multiplicity it has in E i+1 .
2. The automorphism group Aut(X i+1 ) of X i+1 is precisely σ is a canonical labeling coset for X i+1 , where
To see the claim, suppose X i+1 is isomorphic to another multi-hypergraphX i+1 via the isomorphism (ϕ, ψ), where ϕ is the part acting on C [i] and ψ ∈ Sym(C i+1 ). LetG iσi be the canonical labeling coset for the multi-hypergraphX i obtained by projectingX i+1 on the first i color classes. Thenσ Let q denote C [i+1 . Then Ω = q + r. Let E(Y i+1 ) = {e i 1 , e i 2 , . . . , e i k }. We will encode the hypergraph Y i+1 , as a binary string x ∈ {0, 1} q+r , where the first q bits are zero and for q + 1 ≤ j ≤ q + r the j th bit x j is 1 if and only if e j ∈ E(Y i+1 ).
From the above discussion and the construction of the string x it follows that canonizing Y i+1 under σ −1 i G i σ i × Sym(C i+1 ) action reduces to the problem of canonizing the binary string x ∈ {0, 1} q+r under the action of the group K ≤ Sym(Ω). Indeed, suppose K τ ⊂ K is a canonical labeling coset for the string x under action of the group K, where K is given by a generating set S . Let T = h −1 (S ) and σ = h −1 (τ ). Then T generates a subgroup G and it can be verified that Gσ is a canonical labeling coset for Y i+1 similar to the argument that we used for proving the previous claim.
It remains to describe an (m + n) O(b) time algorithm for computing Kτ . For this we will apply the string canonization algorithm of [8] .
A subgroup K ≤ Sym(Ω) is said to have composition width b if every composition factor (see, e.g. [15, p. 29] for group-theoretic definitions) of the group K is isomorphic to some subgroup of S b . It is convenient to recall the statement of the result [8, Theorem 3.5]: Let G ≤ S n be a permutation group of composition width b. Given a string x ∈ {0, 1} n we can compute a canonical labeling coset for it under G action in time n O(b) .
Since σ
) is a group with composition width bounded by b, it follows that K also has composition width bounded by b (because the composition width cannot increase under homomorphisms). Hence, by invoking the Babai-Luks canonization procedure [8] we can compute the canonical form for Y i+1 and the corresponding canonical labeling coset Gσ in (n + m) O(b) time. This completes the proof.
