ABSTRACT
Introduction
Compressed Sensing has enormous potentials for scan time reducing significantly in magnetic resonance image(MRI) research community. Compressed Sensing theory was put forward by Candes, Romberg and Tao [1] , and D. Donoho [2] in 2006. They pointed out that sparse signals can be reconstructed from a very limited number of samples, provided that the measurements satisfy an incoherence property [3] . For MRI Compressed Sensing, it is possible to reconstruct accurately MR images from under-sampled k-space data, i.e., the partial Fourier data by solving optimization problems.
Suppose 
However, problem (1) is provably NP hard  [4] and very difficult to solve from the viewpoint of numerical computation. Thus, it is rexalistic to solve 1 L  problem:
which has also been known to yield sparse solutions under some conditions (see [5, 6] for explains). In the case of Compressed Sensing MRI, A is a partial Fourier matrix, i.e., , 
The total variation regularization has been first proposed for image denoising by Rudin, Osher and Fatemi [7] . It is well known that TV regularizier can better recover piecewise smooth signals with preserving sharp edges or boundaries. So TV regularizer is a sparsifying transform operator for piecewise smooth MR images such as brain images. When only TV sparsifying transform is considered, the optimization problem in Compressed Sensing MRI can be written as
The unconstrained version of problem (4) is
where μ is a positive parameter that determines the trade-off between the fidelity term and the sparsity term,
2
. denotes the Euclidean norm. Model (5) was previously mentioned by He etal. [8] and Lustig et al. [9] . In this paper, we focus on the two dimensional MRI Compressed Sensing model (5) . All two dimensional images are changed into one dimensional vectors in the context of paper. For square images, let
In the two dimensional image practical applications, we only consider the periodic boundary condition of the image. Therefore, the discrete gradient operators 1  and 2  of n n  image can be defined by
where 2 2 n n B R   represents a blurring operator. They proposed an alternating minimization method to solve (9) . In this paper, we will apply this approach to the Compressed Sensing MRI model (8) .
In model (8),
is a selection matrix consisting of 2 m n  rows of the identity matrix, F is a two-dimensional discrete Fourier transform matrix. So PF serves as a sensing matrix. b is acquired (by coils in an MRI scanner) and sent to a computer, so b is an observed data containing noise. We will employ quadratic penalty approach [11] to split the model (8) into two sub-minimization problems, and build the fast method to solve the two sub-problems. We will also analyze the convergence of the fast reconstruction method. This paper is organized as follows. In section 2, basic algorithm and optimization is given. Section 3 presents the convergence analysis of the fast reconstruction algorithm.
In section 4, Shepp-Logan Phantom image and some real MR images are employed to do numerical experiments to demonstrate the effectiveness of the fast reconstruction method.
Basic Algorithm and Optimization
Firstly, we introduce some notations for the sake of convenience. For vectors ; , , :
where   2 , , 1,2, ,
Rewrite (15) as the following:
For u-subproblem (13), the first-order optimality condition is
We note that
For l = 1, 2, suppose the Fourier transform of
Apply the Fourier transform to both sides of (19), we can obtain
For the periodic boundary condition for u,
T D D are all block circulant [12] . Therefore,
can be diagonalized by Fourier transform. It is easy to see that
is also a diagonal matrix. Given w , we can obtain u by the two steps. The first step is to get Fu by solving (20) . The second step is to obtain u by applying the inverse fourier transform to Fu . For the sake of simplicity, let
For a fixed  , the alternating approximation algorithm for solving (8) can be given as follows:
End Do
To solve the u-subproblem use only a FFT transform and a inverse FFT transform, and the solution of wsubproblem can be obtained by two dimensional shrinkage, so this alternating algorithm is a fast approach. The stopping criterion will be given in the section numerical experiments. The convergence analysis of this algorithm will be discussed in detail in the next section.
The Convergence Analysis and a Continuation Strategy
In this section, we give the convergence analysis of the alternating algorithm for fixed  > 0. We give the definition of the firmly non-expansive operator before the presentation of non-expansiveness for two dimensional shrinkage. Definition 3.1. An operator 2 2 : s R R  is firmly nonexpansive if it satisfies the following condition:
where Id is identity operator. It is easy to show that a firmly non-expansive operator 
, :
The proofs of these two lemmas are shown in [10] . By Lemma 3.1 and Lemma 3.2, we can get the following theorem: 
This completes the proof. Let
is nonsingular. According to (19) , we have
Next we show that the operator T is non-expansive. where  is matrix-norm. Since
This completes the non-expansiveness of the operator T (·). be generated by (25), then T is asymptotically regular, i.e.,
, ,
Using non-expansiveness of w S , we obtain
When μ is large enough such that 1   , then we have
This completes the proof. We note that the objective function in (11) is convex, bounded below, and coercive, thus (11) According to the Opial theorem [13] , the squence
converges to a fixed point of T. The algorithm 1 given in the section 2 can be significantly accelerated by employing a continuation scheme introduced by Y. Wang [10] . That means penalty parameters  vary with k, starting from initial small values and increase them gradually. In the implementation of the algorithm, firstly for small fixed  apply the algorithm to solve (11) up to the stopping criterion. Next the obtained solution is used as new starting point of applying the algorithm to (11) for the next  . Go on like this until the the given max  is obtained. Such a continuation scheme is also called path-following technique which is widely used in the penalty methods [14] [15] [16] [17] . This accelerating convergence result is also verified by our numerical experiments. Now we present the fast reconstruction method (FRM) for MR images with TV sparsity, which will be be used in the numerical experiments. 
End Do

Numerical Experiments
In this section, we present the performance of fast reconstruction method(FRM) for MR images with TV sparsity. In the following tests, we assume the mean value and standard deviation for the additive Gaussian noise are 0 and 0.01, respectively. When using FRMto do numerical experiments, we initialize 
According to the above mentioned parameters and the stopping criterion, we use our algorithm to do Phantom image reconstruction experiment.  is equal to 1e-3 that is recommended by the TwIST_v1 documentation.
Set  = 1e-3, which is corresponding to μ = 1000.
If we use TwIST to do the reconstruction test for the Logan Phantom image with same sampling ratios. The result is presented in Figure 2(c) Figure 3 and Figuure 4 by the two methods.
The following table presents the values of SNR, ReErr and CPU time of reconstructions under different views by FRM and TwIST.
From Table 1 , we can see that the SNR obtained using FRM is higher than that obtained using TwIST under the same sampling ratios or views. Figure 5(a), (b) and (c) give SNRs, the relative errors and CPU time, respectively, of reconstructed images by FRM (red curves) and TwIST (green curves) from the observed data at a sequence of different sampling ratios. Now we look three different 256 × 256 MR brain images, which are shown in Figure 6 (a), (b) and (c), respectively.
We choose 66 views sampling for the three MR images, in which the sampling ratio is equal to 26.85%. When use FRM and TwIST to do reconstruction experiments for the three MR images, all parameters in the two methods are still same as the above mentioned. The results reconstructed by FRM and TwIST are presented in Figure 7. and Figure 8 ., respectively.
The SNRs, the relative errors and CPU time of the reconstructed images by FRM and TwIST are given in the Table 2 .
From the quality of reconstructed images and the values of SNR, ReErr and CPU time, we can see that FRM method is better than TwIST method. 
Conclusion
We have developed a fast reconstruction method for compressed sensing MRI that is called FRM. The convergence of the reconstruction method has been analyzed. The algorithm has been accelerated by continuation on penalty parameters. FRM is compared with TwIST, a state-of-the-art method. We use the two methods to reconstruct Phantom image and some real MR images from a partial of observed data. The results of numerical experiments on the MR images demonstrate that FRM can achieve much higher performance in terms of SNRs, the relative errors and CPU time than TwIST. We believe that our method can be applied in the area of rapid MR imaging. 
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