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CHAPTER 1 INTRODUCTION 
When a character varies over time, successive measurements are required if we are 
interested in studying this variation. For e.xample. longitudinal data on animal growth 
traits or dairy cow lactation traits may be collected with measurements taken every few 
days. Figure 1.1 displays an example, pig weight over time. 
It is natural to expect that repeated measurements on the same animal are correlated. 
The correlation between measurements may decrease as the time interval between them 
gets larger. The correlation between two measurements on the same animal is generally 
higher than two measurements on different animals. Every animal has its own unique 
genetic characteristics which partly determine its growth profile. .Animals differentially 
express their genetic potential in different environments or in different life stages. .As 
a result, the measurements or phenotypic values used as a measure of performance for 
a trait on an animal are in general determined by genetic components, environmental 
factors, their interactions, and sampling errors. .A.n animal's "breeding value" is repre­
sented by its genetic potential or genetic value, as it is this aspect that can be partially 
passed on to its offspring. 
common approach to selection of animals for breeding with reference to growth 
traits is to model the repeated measurements as functions of parameters describing 
genetic and environmental factors. Many mathematical models have been proposed to 
describe the shape of growth curves of animals. The best model depends on the nature 
of the data in practice. For example, different curves have been used to model milk yield 
data in different countries, each optimized to the relevant lactation curves (Jamrozik et 
o  
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Figure 1.1 Plot showing pig weights gains for 12 different pigs over time 
al.. 1997). 
Linear mixed models have been used in animal science since they were introduced by 
Henderson (1950). For longitudinal data, the error terms in the models are assumed to 
be either independent or correlated with a structural pattern, depending on the assumed 
relationship between repeated measurements. .A.s the structure of covariation becomes 
more complicated, a larger number of variance components is required. This results in 
an increased computational burden and in an increase in the required size of data for 
estimating variance parameters. 
Given a specific linear model, there are two major approaches to inference. REML-
BLl P (restricted maximum likelihood - best linear unbiased predictor) methods are 
commonly used to estimate the contribution of different sources of variance and to 
evaluate the breeding value of individual animal. The variance of the REML-BLUP 
estimates can be obtained via large sample arguments (for REML estimates of variance 
components) and analytic arguments (for BLUPs of animal values conditional on vari­
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ance components) (Patterson and Thompson. 1971: Harville, 1977). N'ariance estimates 
for BLL Ps that account for uncertainty in the variance components are possible (Kackar 
and Harville. 19S4). but not generally used. 
Bayesian approach to inference provides an alternative to the traditional RE.ML-
BLL'P approach. There all parameters are treated as random variables with inferences 
for parameters derived from the posterior distribution of model parameters given the ob­
served data (Gianola and Fernando. 1986). In this way uncertainty about all parameters 
is addressed. Two somewhat difncult issues that arise in carrying out a Bayesian analy­
sis are the specification of prior distributions for model parameters (Berger. I9S5). and 
techniques for evaluating (or simulating) from the posterior distribution (Gilks. 1996: 
Gilks and Roberts. 1996: Bennett. 1996). 
Often the posterior distribution is studied via simulation using Markov chain .Monte 
Carlo (MCMC) methods, e.g., the Gibbs sampling algorithm (Geman and Geman. 
I9b4) or the Metropolis-Hastings algorithm (Metropolis. 1953: Hastings. 1970: Chib and 
Greenberg. 1995). .A.n important issue then is determining when the Markov chain has 
converged to the point that it is generating values that can be considered as draws from 
the desired posterior distribution. Since in most animal models convergence for more 
than one parameter must be monitored for the Bayesian method, the multi-dimensional 
potential scale reduction (MPSR) (Brooks and Gelman. 1998) can be used to simultane­
ously diagnose the convergence of all parameters of interest. Nevertheless, it may take 
a long time for the MCMC algorithm to converge. It is therefore of interest to compare 
a variety of MCMC algorithms. This is the goal of this thesis. 
-A number of factors can affect convergence rate of MCMC algorithms. .Alternative 
parameterizations of models may impact the convergence rate. Two reparameterizations 
arc considered in this thesis to improve convergence rate: (1) use of orthogonal poly­
nomials in place of regular polynomials, and (2) hierarchical centering. The former is 
motivated by the observation that the convergence rate for the MCMC algorithm de­
4 
pends on the correlation of successive draws in a Markov chain simulation (Gilks and 
Roberts. 1996). The latter is based on the work of Gelfand et al. (1995). which shows 
that hierarchical centering can lead to improved convergence by changing the shape of 
the surface of the sampling distribution of parameters. Drawing parameters in "batches" 
rather than element-by-element can also affect convergence rate (Gilks et al.. 1996). 
The main objective of this study is to compare the performance of \-arious MCMC 
algorithms in the Bayesian approach to analyzing longitudinal data. Chapter 2 reviews 
models that have been used for the analysis of longitudinal data in animal science, with 
specific emphasis on the linear and nonlinear random regression models that are the focus 
of this thesis. Inferential approaches to analyzing data with such models are reviewed 
in Chapter 3. emphasizing the Bayesian approach. Chapter 4 introduces the various 
techniques that can be used to improve the rate of convergence of MCMC methods. In 
Chapter 5 these techniques are applied to linear random polynomial regression models. 
pig weight data set is used to evaluate the improvement in convergence affected by 
the various techniques for linear random regression models. .A.pproaches for improving 
the convergence rate of MCMC in nonlinear random regression models are described in 
Chapter 6: these approaches are also applied to the pig weight data. Final conclusions 
are discussed in Chapter 7. 
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CHAPTER 2 MODELS FOR LONGITUDINAL DATA 
2.1 Introduction 
When the progress of a trait (e.g.. weight) over time is of interest, one typically 
collects repeated measurements on a number of individuals. For longitudinal data of 
this type in animal populations, mezisurements of related animals are correlated and 
measurements across times for a single animal are also correlated. These correlations 
can be due to genetic effects (e.g.. additiv^e. dominance, and epistasis). permanent en­
vironmental effects (e.g., nutrition and climate), the interaction between genetic and 
environmental effects, and temporary environmental effects (e.g.. measurement error 
and localized circumstances) (Falconer and Mackay. 1996). 
W'e begin by considering a single time point. .A. simple model, the animal model, for 
a single phenotypic record of animal i is (Henderson. 1984: \'an \'leck.l993) 
Ut = x,b -r u, + e,. 
where x. is the row vector associated with the fi.xed effects b for animal i .  u. is the ani­
mal s additive genetic effect, and e, is the residual. The residual incorporates permanent 
environmental effects, non-additive genetic effects, and any other factors unaccounted 
for in the other terms. .Across a population of n animals with additive genetic relation­
ship matri.x A (n x n) (Wright. 1922). it is common to assume that u,: z = 1.. .., n. are 
jointly normal, with u = (ui ... u„) ~ A'(0,<t;A) and e.: i  =  1 n  are iid .V(0.<TJ). 
It follows that the marginal distribution of y. is A'"(x.b. (Ty = + cr^).  The ratio crl/Uy 
6 
expresses the extent to which animals" phenotypes are determined by additive genetic 
effects and is called heritability (Falconer and Mackay, 1996). 
When repeated measurements on the same characteristic are recorded on an animal, 
the between-animal variance can be partitioned as genetic and permanent environmental 
variances. The model for the record of animal i is (Henderson. 19S4: \an \'ieck. 1993) 
l / t j  Xjb Uj -p P i  T "  ^ i j -
where p ,  is added to address the permanent environmental effects associated with ail 
records of animal i. and e,j is the within-animal residual. Under the assumption of 
normality for all effects, we have u, ~ .\'(0.<7a)- Pi ~ -^'(0. <Tp). and ~ .V(0. cr^). 
W h e n  t h e  r e l a t i o n s h i p  b e t w e e n  a n i m a l s  i s  u n k n o w n  o r  w h e n  a n i m a l s  a r e  u n r e l a t e d ,  u ,  
and p, are confounded. When there is a single measurement for each animal, p, and e, 
are confounded. 
Let y, be a vector containing all of the measurements for animal i .  If we collect all of 
the repeated measurement data in a single vector y = (yi.y2 y^) = { y i i -  y i 2 -  •  •  • ) •  
then the basic animal model used for longitudinal data can be written in the form 
y = Xb-f Zu + Wp-r e. ('--U 
with fixed effects b. animal genetic effects u. permanent environmental variation p. 
and e representing temporary environmental variation (measurement error and other 
variation). The matrices X. Z. W identify the various effects. They are different for 
different models, so we don't discuss them further now but will illustrate their structure 
in subsequent sections. 
The remainder of this chapter reviews a number of models that have been proposed 
for the analysis of longitudinal data. Some major linear models used for longitudinal data 
are described in Sections 2.2 to 2.4. Covariance function models are discussed in Section 
2.5; these are related to the random regression model of Section 2.4. Nonlinear random 
regression models are discussed in Section 2.6. For convenience, common notation is 
described here, before introducing the models. 
Notation 
n: The total number of animals in the data set 
r,: The number of repeated records on animal i  
The total number of records. N'=mLi r, 
A: The additive genetic relationship matrix between animals 
Yi = (^>1 y'2 yir,)^' The observation vector for animal i  
y  = ( y l  y j  ••• yn)^ — (yu 1 / 1 2  • • •  y n n ^ V -  The entire observation vector sorted by 
animal. 
X,: The design matrix associated with fixed effects for animal /. 
Z,: The incidence matrix associated with the animal random effects or the additive 
g e n e t i c  e f f e c t s  f o r  a n i m a l  i .  
W,: The incidence matrix associated with the permanent environmental effects for 
a n i m a l  i .  
X: The design matrix associated with fixed effects for all animals. 
Z: The incidence matrix associated with animal random effects or animal additive 
genetic effects for all animals. 
W: The incidence matrix associated with permanent environmental effects for all ani­
mals . 
bfc: The vector of the fi.xed effect parameters for the subpopulation defined by the 
level of the fixed effects. 
s 
b: The vector of the fixed effect parameters for all animals. 
u: The vector of the animal random effect parameters or additive genetic random 
effects for all animals. 
p: The vector of the permanent environmental effects for all animals. 
1,: A column vector with 1 for every entry 
Ip.- A p X p identity matri.v 
J p i  A  p  X  p  matri.K with 1 for every entry 
e: The .V x 1 vector of random residuals, which are iid .'V(0,cr^Lv) 
rj': The variance for the random residuals 
G: The variance-covariance matrix for the animal random effects or for additive genetic 
effects 
E: The variance-covariance matrix for the permanent environmental effects 
2.2 Repeatability models 
In the repeatability model (Henderson. 19S4: Littell et al.. 1996). with / common 
measuring times for the n  animals, the time effects are assumed common for all animals 
and treated as random effects. Letting p = (pi ... pt) denote the time effects, we have 
T 
y = T T T y ;  Y i  • • •  Y n  
/ \ 
b f X ,  
b f X ,  
b f X ^  
b + 
/ 
1, 0 0 
0  h  • • •  0  
\ / \ / , \ /  \  /  N  
P i  
0 0 
"I 
u-> 
I t  )  \ U r ,  J  y i t  J  y p ,  J  
I t  
I t  P 2  
+ 
^1 
^2 
= Xb +  Zu- f -Wp-h  e  
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where X,. If Z. W. b. u. and p are described in the notation portion of Section 2.1. 
.\ote that the size of yi is f x 1. y is x 1. Z is n/ x n . u is n x 1. W is nt X t. and p is 
f X 1. The incidence matri.x Z = (/ = 1.2 n: j  = 1.2 n t )  is constructed with 
Zj: = 1 if the record is taken from animal i  and Cj, = 0 otherwise. The incidence 
matrix W = [wjk] {j = 1.2 nt: k = 1.2 t) is constructed with iCjk = 1 if the 
record is taken at time k  and with Wjk = 0 otherwise. The genetic effects, u. are 
.V(O.cr^A) or. if animals are unrelated. .V(O.cr^I). For this model p ~ .V(0. 5(<TJ-)). 
w h e r e  S  i s  a  p r e - d e t e r m i n e d  f u n c t i o n  o f  v a r i a n c e  c o m p o n e n t s  [ e r f ) .  
For the repeatability model, the animal genetic variations are assumed to be constant 
over time. .Also, the heritability (cr^fcr^) is assumed to be constant over time, when the 
repeatability model is adopted. With respect to the structural correlation of repeated 
measurements. S((Tf). there are several popular choices (Littell et al.. 1993). One e.xam-
ple is compound symmetry, where the covariance matrix of p is S=((JtP + Ir( 1 — p))crf)' 
where p is the correlation between any two obser\-ations on the same animal. .Another 
example is the first-order autoregressive model (.•\R(1)). where the degree of correlation 
between two repeated records decreases when the time interval between them increjises. 
s o  t h a t  S = ^ K c r ^ )  w i t h  K  =  [ A : , j ]  =  [ / s ' ' " - ' ' ]  ( 1  <  i . j  <  t ) .  
Repeatability models are often used because they are easy to specify and because few 
parameters are required to accommodate the repeated measurements: e.g.. two param­
eters for the compound symmetry model. One difficulty with the repeatability model is 
that it requires a prior assumption about the covariance structure of p. 
2.3 Multivariate mixed models 
If the t measurements taken at different fi.xed times are considered as different traits, 
then multivariate mixed (M\'M) models (Henderson. 1984: van V'leck and Boldman. 
1993) may be used. .A MVM model is similar to (2.1). but. for convenience, the records 
10 
in y = (yi y«)^ are now arranged by time (trait) instead of by animal (i.e.. y^ 
is an n X 1 vector of the observations on all animals taken at time j ) .  The M\'M includes 
t such n X I response vectors and separate vectors of fi.xed effects b^. genetic effects Uj. 
and permanent environmental effects p_, for each measuring time. Let G = [G',j] and E = 
[E;,] denote t x t co\-ariance matrices for genetic effects and permanent environmental 
effects among the t times, respectively. The matrices G and E are used to introduce 
correlations among repeated measurements for an individual. Suppose balanced data of 
repeated measurements are taken on all n animals at equal times. Then an .NIV'M model 
is written in the form 
T 
T T y f  y l  
X, 0 
0 X2 
0 
0 
\ 
0 0 J  [ b ,  ^  
bi 
b. 
In 0 
0 In 
0 0 
0 
0 
\ / \ 
Pi 
P 2  
I 
" / \ 
P( 
In 0 
0 In 
^ 0 0  
/ \ 
Ci 
Co 
\ ^" / 
0 
0 
\ / \ 
Ul 
Uo 
In y u, y 
= Kb + Zu + Wp + €. 
where Xj. I„. Z. W. b. u. and p are described in the notation of Section 2.1. u = 
(ui .. . U;)^ ~ .V(O.G(S> A) and p = (pi .. .p<)^ ~ .V(0. E(g) I^). 
For unbalanced data, where not all animals are measured at all times, the identity 
matrices on the diagonal of Z or W are replaced by matrices with rows corresponding to 
the missing times removed, but u and p remain of full dimension. Note that information 
about Uj, is still available even when i/ji is not observed because of information from 
related animals and other measurements on that animal. 
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M\'M models allow genetic and environmental variations to be different from time 
to time because of the effects of G and E. There are several difficulties for the applica­
tion of MVM models. First, well-defined genetic and environmental covariance matrices 
describing the variation between the repeated measurements are required. Second, esti­
mation of G and E requires measurements be taken at fixed times. In practice, animals 
are often measured at irregular times, so categorizing the time of measurement in order 
to apply M\'M models may involve bias in estimation of G or E. Lastly, the large 
number of variance parameters involved in G and E ma\' result in overparameterization 
and can cause problems in computation. 
If no data are missing, a canonical transformation can be used to convert a multivari­
ate analysis to a set of single-trait analyses, which significantly reduces the computational 
requirement (Lin and Smith. 1990). If missing data are present, the EM (e.xpectation and 
maximization) method can be used to estimate the missing data before implementing 
the canonical transformation (van der Werf et al., 199S). 
2.4 Random regression models 
For longitudinal data such as lactation or growth data, the function describing the 
change in the response variable across time is critical for prediction. The models dis­
cussed thus far can be used for such data, but they are not designed to handle data 
observed at irregular times. Random regression (RR) models, which are also called 
multi-stage random effects models (Laird and Ware. 1982). can be adopted to extend 
animal models to address longitudinal data. RR models accommodate measurements 
at arbitrary times, allow for between-animal variation, and also reduce the number of 
variance components compared with multivariate models. In general, simple RR models 
can be set up in two stages: the first stage links the phenotypic traits to individual 
animal effects and within individual variation; in the second stage, between-individual 
1 2  
x-ariation is modeled. The common effects for every individual can be thought of as pop­
ulation parameters, which are the fixed effects in the model, and the individual-specific 
coefficients, the random effects, explain the individual deviation from the population 
average. RR models are appealing in that every individual has its own model with 
population-level parameters estimated by averaging across individuals. 
Let Mpq denote a model in which the response triable is fitted by polynomials of 
time, with and degree polynomials for the fixed and the random effects, respec­
tively. Model M42. which includes quartic and quadratic polynomials for the fi.xed effects 
and the random effects, respectively, is used as an example for illustrating the setup for 
RR models. To begin, suppose that a response for animal i at time j is modeled by a 
quartic polynomial of time. 
where t = (1 t]j b = ( Jq .-^i ^2 A •^4)^- and Cij ~ :V(0. <7^) represents 
the within animal variation. Note this quartic polynomial assumes the same coefficients 
(population parameters) apply to each animal. This is not likely to be a realistic as­
sumption. The random regression model allows some or all of the coefficients to vary 
among individuals. In model M42. the first three 3 = {3o 3\ ,^2) are assumed to vary 
across animals: that is. we introduce additional variation Uji'.j = 0.1.2 which allows 
for the constant, linear, and quadratic terms to be specific to animal i. Placing the r, 
records of animal i {i = 1—.n) in a vector y,. the model for animal i can be written as 
Ui] — ^0 + ti j3l  + "f 
= t'^b -f- C i j .  
\ [ \ { 
y.i 1 ^1 t i l  
\ 3o -i- Uq , 
+ "ii 
/ \ 
eii 
y.-2 1 t i2 t^2 ^12 (.V/42) 32 + "2i 
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= T,b + Z,u,' + t\. (2-2) 
where T, is an r, x 5 incidence matrix, b = (  J q  J i  Jo -^3 Z, is an r, x 3 incidence 
matrix made up of the first 3 columns of T,. and Uj = (uqi «i, "21 's a vector of 
individual effects. This is known as the stage I model. In stage II. the random an­
imal coefficients u, are assigned a distribution. It is common to assume a Gaussian 
distribution, u, ~ A (0. G), where G is a 3 x 3 cov-^riance matrix for model M42. 
In general, the population parameters may differ across m  subpopulations. where 
subpopulations may be defined by year-sezison. gender, location. ...etc. With m subpop­
ulations. suppose animals 1 and n belong to subpopulation 1. and animal 2 belongs to 
subpopulation 2. then the random regression model Mpq for all records is of the form 
T 
y = yf yJ ^0 
( 
Ti 0 
0 T2 
T„ 0 
X2 
0 
0 
\ 
0 / \ 
/ 
bi 
b2 
\ 
bi 
b2 
\ X" Y V 
— Xb -|- Zii -f- 6. 
/ \ 
/ 
-i-
-I-
/ 
Zi 0 
0 Z2 
0 0 
/ 
Z, 0 
0 Z2 
0 
0 
\ / \ 
Ui 
U2 
0 0 z„ y y u„ / 
-f-
( \ 
Cl 
60 
I  
0 
0 
\ / \ Ui 
U2 
Z71 y UN J 
+ 
( \ 
Ci 
\ ^ " / 
(2.3) 
where X, is a r, x m p  matrix with block matrix T, placed in the columns corresponding to 
the subpopulation to which animal i belongs, bt represents the p-f 1 coefficients of the p"' 
degree polynomial for subpopulation k, u, is the q-\-1 animal-specific coefficients of the t/"' 
degree polynomial for animal i with u, ~ iV(0. G). and random residuals e ~ .V(0,<TJI). 
Note that G is a (g -f- 1) x (9 -f- 1) covariance matri.x. Since animals are aissumed to 
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be uncorrelated for the moment (i.e.. genetic relationships are being ignored), it follows 
that L-ar(y) = 7ivar{\x)7J + var{e) — Z(10 G)Z^ + cr^I. If permanent environment 
is another factor producing x'ariation in the polynomial coefficients, then Wp may be 
added to (2.3). A more complete discussion of such models, that incorporates additive 
genetic relationships and permanent environmental variation, is provided in Chapter 5 
of the thesis. 
The dimensions of G (and E, if A is incorporated) in random regression models are 
often much fewer than those of the corresponding matrices in the multi\-ariate mixed 
models when the number of measuring times is large (/> + 1 t). In that case the 
number of parameters in the model, both location parameters and variance components, 
is reduced, which significantly reduces the computational burden. Moreover, the RR 
model can be applied to data measured at irregular times, since the time effects on the 
response variable are modeled directly. There is no requirement that measurements are 
taken at the same time. 
The order of the polynomials used for the fi.xed or random effects can perhaps be 
determined with likelihood ratio tests (Efron. 1967). .A.n alternative way to determine 
the order of fit for the random effects is using the co%'ariance function (CF) models of 
Kirkpatrick and Heckman (1989). CF models directly model the covariance between 
observations taken on the same individual at two different times rather than modeling 
the underlying trait measurements. Suppose there are at most 5 repeated measurements 
on an animal and measuring times are rescaled to be within [-1. 1] in order to satisfy 
the domain of Legendre polynomial functions (see Section 5.4 for more details). Then a 
X .i: covariance matrix estimated by 5 repeated measures (e.g.. genetic covariance matrix 
or permanent environmental covariance matrix), say V. can be expressed in terms of 
orthogonal functions as (Kirkpatrick et al.. 1990: Kirkpatrick et al., 1994) 
V = + D, 
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where # is now a .  s  x  k  { s  >  k )  matrix of Legendre polynomials and D is a matrix 
with errors due to the discrepancy between elements of V and estimates obtained from 
fitting the /c"* degree CF (with D = 0 when ^ = k). Note that once a CF is modeled the 
covariance at any time point, even those not in the original V can be estimated. The 
covariance between measures at any two times, and tj. can then be estimated as 
= 0 i t i ) '^ckc> i t j ) .  
Meyer (1998) has shown that CF models are equivalent to random regression models 
and also shows that the entries of the matrix of coefficients Ct are equal to the covari-
ances between the random regression coefficients if k'^ degree Legendre polynomial are 
used in the RR model. 
2.5 Nonlinear models 
Random polynomial regression models are linear in the parameters and are easy to 
fit. but in some situations such linear models do not accurately reflect the biological 
process being modeled. For e.xample. a limit to growth is often observed for animal 
growth curves, i.e.. the growth curve flattens out. Polynomial models are not able to 
fit such features well, although they may be an adequate approximation if the data are 
collected over a limited range of the growth cycle. Nonlinear models are an alternative 
approach. .A nonlinear function is defined as a function in which at least one of its 
parameters appears nonlinearly. In a formal sense, nonlinear means that at least one of 
the derivatives of the response variable with respect to the functional parameters is a 
function of at least one of those parameters (Ratkowsky, 1990). Nonlinear functions can 
be adopted to model the response in terms of biologically meaningful parameters. 
We assume that the observed response on animal i  occurs at day and can 
be expressed as the sum of a non-linear function /(.) depending on parameter 0 and 
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random variation 
y i ]  = + e.'i 
where e.j is a random residual with Cij ~ .V(0. tTg). 
As with RR polynomial models, it is often desirable to allow each animal to have its 
own underlying growth curve. Subject-specific effects are introduced into the model by 
allowing 0 to vary from individual to individual. Lindstrom and Bates (1990) introduce 
the nonlinear mixed (effects) models (NLM models) by generalizing the linear mixed 
model and the standard fixed effects nonlinear model. The NLM models allow the 
parameters of the nonlinear function to be affected by fixed effects and random effects 
that are associated with individuals; that is. 
where X, is the incidence matrix associated with the fixed effects b for individual i .  Z, 
is the incidence matrix for the random effects u, of individual i. Since XLM models can 
also be set up by a two-stage procedure, we can regard nonlinear mixed effects models 
as one class of random regression models. 
The choice of which nonlinear functions to use is in practice data-dependent. In 
general, when the response \'ariable is a growth trait, the graph of growth response 
against time has a sigmoidally shaped curve. Several one-parameter to four-parameter 
nonlinear functions for sigmoidally shaped curve were reviewed by Ratkowsky (1990). 
Features of the functions can include an upper cisymptote. a growth rate parameter, an 
inflection point, and a lower asj'mptote as the number of parameters increjises. If the 
responses have a lower asymptote of zero and a finite upper asymptote, then the logistic 
model can be used to fit the growth curve. The logistic model takes 
where t i j  is the time of the measurement for individual i .  0 i  = (q^,k,)^ is the 
parameter vector for individual i, a,- is the upper asymptotic value of the response, /9,-
y i j  —  f { 0 i '  t i j )  + ^ i j -  0 i  — X,b + Z,'U, . (2.4) 
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is the growth rate, and is the inflection point of the growth rate. The logistic curve 
is skew-symmetric, with an inflection point at = 5,k,. where E[y,j | tij.Oi) = q,/2. 
Figure 2.1 shows the mean curve of the logistic model for selected parameter values. 
When the sigmoidal curve is asymmetric about its inflection point, the Gompertz 
function can be used to model the curve. The Gompertz function model is 
2.2 shows the Gompertz curve for selected parameter values. 
The nonlinear models, especially the Gompertz models, are discussed more fully in 
Chapters 4 and 6. 
where t,j and 0.: = (a., /?,, k, )^ are of the same meaning as those in logistic model. Figure 
IS 
(a.b,k)=( 120 . 0-9 . 30) {a.b.k)»< 120 . 0.9 . 50 ) (a.b.k)=( 120 . 0.9 . 70 ) 
(a,b.k)=( 120. 1.2 . 30) (a.b.k)«( 120 . 1.2 . 50) (a.b.k)=( 120 . 1.2 . 70) 
(a.b,k)=( 120. 1.5. 30) (a.b.k)=( 120 . 1.5 . 50 ) (a.b.k)=( 120 . 1.5 . 70) 
Figure 2.1 Logistic curves for selected parameter values. 
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(a, b. k)=( 120 . 0.9 . 30) (a. b. kM 120 . 0.9 . 50) (a.b.k)«( 120 . 0.9 . 70 ) 
(a. b. k)=( 120. 1.2 . 30) (a. b. k)=( 120. 1.2 . 50) (a, b.k)=( 120. 1.2 , 70) 
(a, b. k)=( 120, 1.5 . 30) (a.b. k)=( 120. 1.5 , 50) (a. b.k)=( 120. 1.5 . 70) 
Figure 2.2 Gompertz curves for selected parameter values. 
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CHAPTER 3 STATISTICAL INFERENCE 
3.1 Introduction 
When a statistical model is set up to describe a data set. making inferences for model 
parameters and predictions for future data are of great interest. There are two main 
approaches for drawing inferences for model parameters: likelihood-based inference (i.e.. 
maximum likelihood estimation and associated inference) and Bayesian inference. 
Let y denote a vector of observable quantities and 0 the vector of model parameters. 
• A .  s t a t i s t i c a l  m o d e l  i s  a  j o i n t  d i s t r i b u t i o n  f o r  y  g i v e n  t h e  s e t  o f  p a r a m e t e r s  6 .  p { y  |  ^ ) .  
If this distribution is viewed as a function of 0 for fi.xed y. then it is known as the 
likelihood function. L{B | y). Maximum likelihood estimates are obtained by finding the 
value for 0 such that L{0 | y) is maximized. Typically inference is based on asymptotic 
properties of the maximum likelihood estimates: the estimates have good aisymptotic 
repeated sampling properties (Miller. 197.3). 
Bayesian inference is so named because of it relies on Bayes' rule (noted by Rev. 
Bayes in 1763). concerning conditional probabilities. Bayes' rule states 
p( hypothesis I datum) = | hypothesis) p(hypothesis) 
p(datum) 
In this case, hypothesis can refer to a model or to a true state of nature regarding 
the parameter values. Under the Bayesian perspective, observations and parameters 
of a statistical model are both considered cis random variables. Model specification 
begins with a joint distribution for y and 9, p{y. 0). The joint distribution is typically 
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specified as product of p(y [ 0 ) .  the sampling distribution for y given 0 .  and p { 0 ) .  a 
prior distribution for the parameter 0. The prior distribution provides an mechanism 
for incorporating uncertainty about 0. Inference for 0 given observed data y follows 
directly from the posterior distribution p{0 1 y), which by Bayes' rule is a conditional 
distribution of 0 given y (see Section 3.3). 
In this chapter, likelihood-based inference and Bayesian inference approaches are 
reviewed in Sections 3.2 and 3.3. respectively. Markov chain Monte Carlo (MCMC) 
methods, which are simulation-based approaches to Bayesian inference, and the conver­
gence criteria used for terminating the simulations will also be described in Section 3.3. 
Some comments on the relationship of the Baj'esian approach and the likelihood-based 
approach are given in Section 3.4. 
The model considered in this chapter assumes that y is continuous and follows a 
Gaussian distribution. The general form of the model is 
y = /(») + £ (3.1) 
where 0 is parameter vector. /(.) can be either a linear or nonlinear function of covariates 
X and parameter vector 0. and sampling errors e ~ .V(O.R). The error variance 
matrix R is often assumed to be of simple form such as R = I< t^ (independence among 
residuals). For the linear mi.xed model = (b. u) and f{0) = Xb -t- Zu with X and 
Z incidence matrices associated with the fixed effects b and the random effects u. The 
random effects u = (ui ... Un) ~ A'(0, A(glG) introduce individual variation from 
the population average Xb, where A is the additive genetic relationship matrix for the 
n animals and G is the variance matrix of individual random effects u,. .\s described 
in Chapter 2, we can included permanent environmental effects in the model when the 
relationship between animals is incorporated, and this will modify the model. For the 
purpose of this chapter, the simple model without permanent environmental effects is 
used. 
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3.2 Likelihood-based inference 
If obserx'ations y,, (z = are independent, then the joint distribution or 
likelihood function is 
t(e I y) = p(y I «) = !!?(!/. I «)• 
i  
The likelihood-based approach to inference for 6 relies on this likelihood function, and 
i n f e r e n c e  i s  t y p i c a l l y  b a s e d  o n  t h e  m a x i m i z e d  l i k e l i h o o d  ( M L )  e s t i m a t e s  o f  0 .  
3.2.1 Maximum likelihood estimation 
Denote the log-likelihood function as / = l o g { L { 6  \  y)). The MLE of 0  satisfies 
^ = 0 and is negative definite at the MLE. The MLE can be obtained via 
a number of optimization methods (Thisted. 198S). For e.xample, the MLE for 0  can 
be obtained by the Newton-Raphson method: in that iterative algorithm the N'alue at 
iteration < — 1 is updated by 
0' = - H-'F. 
where F and H are the first and the second derivative with respect to 0  of the log-
likelihood function evaluated at 0^~^ and are called the gradient vector and the Hessian 
matrix, respectively. 
.\lthough ML estimators are not generally unbiased, they have several appealing 
features. The ML estimators are functions of sufficient statistics, they are efficient 
and they are consistent. MLE are asymptotically normal with mean equal to the true 
parameter value and variance matrix equal to the inverse of the Fisher information, 
which is the expectation value of the negative of H (Miller. 1973; Searle et al., 1992). 
3.2.2 Role of maximum likelihood in linear mixed models 
Consider the simple linear mixed model, 
y = Xb -f- Zu -i- e. (3.2) 
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where e ~ .V(0,R) and u ~ iV(O.A0G). Assume the joint distribution of y and u is 
/ \ y 
I" y 
A' 
' ' Xb + Zu 
\ 0 V 
R 0 
0 A0G 
\ 
/ 
Strictly speaking, one can not apply the maximum likelihood approach here because the 
u are not observed data. However, in practice estimates of b and predictions of u for 
given values of variance parameters are obtained by maximizing the joint distribution 
of b and u. The logarithm of the joint density is 
(3.3) 
G-')u. 
i q  =—' i i t i l q  = constant-f/o^r |R| +/og jA(^ G| 
+(y - Xb - Zu)^R-'(y - Xb - Zu) + u^(A-^ 
Let u) contain the unique variance components in G and R. Given uj. ma.ximization of 
the joint distribution of y and u with respect to b and u gives Henderson's mi.xed model 
equations (MME) (Henderson. 19-50). 
( 
\ 
\ 
' X''R-'Y ^ 
/ ^ Z'"R-'Y ^ 
(3.4) 
X^R-'X X^R-'Z 
Z^R-'X Z^R-^Z + (A-^ (8)G-': 
Thus, given variance components an estimate of b and optimal prediction of u in 
(3.2) can be obtained by solving Henderson s MME. 
.A.n alternative way to find an estimate of b and prediction of u is described by 
Harville (1977). First, an estimate of b is obtained by maximizing the marginal distri­
bution of y (averaged over the random effects u). 
y I b. R ~ iV ( x h .  V  = Z(A 0 G)Z^ + r) . 
Its log-likelihood function / is 
I =—2/n L = constant-h|V1-i-(y — Xb)^V '(y —Xb). (3.5) 
Then, given the estimates of the variance components, the MLE of b in this marginal 
distribution can be any solution to normal equations (X^V~^X)b = X^V~^y. Then, 
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the optimal predictor of u can be obtained from its distribution conditional on y. 
u = (A(g)G)Z'^V-^(y-Xb) = (I + ZSZ(A0 G))-^Z'^Sy. 
where S = R~^ — R~^X(X^R~^X)~XR~^ and (.)" denotes a generalized inverse 
(Harville. 1976). Note that when R has a simple form, it is beneficial to find u in terms 
of R-^ 
The random variables u (that we have called optimal predictors) are in fact best 
linear unbiased predictors (BLUP) (Goldberger. 1962: Henderson. 1963). since they are 
linear functions of data, unbiased, best in the sense of minimum mean squared error, 
and predictors to distinguish them from estimators of the fixed effects. Hence, for a 
linear combination Aj b + Aj u,. the BLUP is Aj b + AjU,. provided that is known 
and A^b is estimable (Henderson, 1975: Harville. 1976). BLUP estimates of animal 
breeding values are used in selection (Henderson, 1950: Harville. 1977: Robinson. 1991). 
Let C be the coefficient matrix in Henderson s MME. The inverse of C can be 
partitioned corresponding to (b, u) as 
C"' = 
r>2 i  r^22 
The variances for the estimates and predictions are far(b) = C and i'ar(u) = A® G — 
The variances for the bias of estimates for u, are equal to the corresponding block 
matrix on the diagonal of C", i.e., i;ar(u. — u.) = Cjf. Inferences for b and u can be 
made according to asymptotic normal theory. For example, the estimated prediction 
variance is rar(Af b + A^u,) = (A^, A^)C~'(A^. A^)^. .A. problem with such prediction 
variance is that they assume the variance components u> are known. Adjustment is 
possible to account for uncertainty in the variance components (Harville. 1985). 
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3.2.3 Restricted maximum likelihood (REML) estimates 
The previous discussion assumed the \'ariance components u) are known. When uj 
is unknown, the MLE of can be obtained from the marginal distribution of y (3.5). 
For simplicity, in this subsection, we focus on the case with R. = Icr^. The MLE of 
uj is biased, since it does not take into account the loss in degrees of freedom from 
estimating fi.xed effects. Since the distribution of u» does not depend on fi.xed effects, an 
alternative estimator for uj is obtained from the distribution of so-called error contrasts, 
the likelihood function of which is independent of fixed effects (Patterson and Thompson. 
1971: Harville. 1977). Suppose there are nj independent columns in X, which may be a 
non-full rank matrix, and let X* be made up of any nj linearly independent columns of 
X. Define B as a (.V — nj) x. N {N is the total number of observations) transformation 
matri.x whose rows are any A' — n/ linear independent rows of the matrix 
and then let yi = By. The elements of yi are called error contrasts since E(yi )=E(By) = 0. 
They are independent of X, and the log-likelihood function cissociated with the error 
contrast yi is 
l i  = —2/n Li = c o n s t a n t  -i- l o g  1V| -f- l o g  jX'^V~^X'[ -i- (y — Xb)^V~^(y — Xb), (3.6) 
where V = Z(A0G)Z^ -f l a ^ )  and b is a solution to (X'rV-iX)b = X'^V-^- The 
restricted ma.ximum likelihood (REML) estimators of the variance components are a 
set of solutions that maximize li. The asymptotic variance of REML estimates can be 
obtained from the inverse of the information matrix, which is the expectation of the 
nega t ive  o f  t he  Hess ian  ma t r i . x  H wi th  { i ,  j )  en t ry  equa l  t o  the  second  de r i \ ' a t ive  o f  l i  
with respect to the z"' and the j"* element of b and uj (Harville. 1975). 
I - X'^(X'^X)-X'^ = I - X'^(X*'^X*)-^X-^ 
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Likelihood-based inference for linear mixed models is based on the REML estimates 
of variance components and BLUP estimates for the fixed coefficients and random effect 
coefficients. The algorithms used to carry out REML estimates will be discussed in the 
next subsection. 
3.2.4 Algorithms used to compute REML estimates 
Methods for identifying the REML estimates of variance components have been re­
viewed by Meyer and Smith (1996). The EM (expectation-maximization) algorithm, the 
DF-REML (derix'ative-free REML) algorithm, and the AI-REML (average information 
REML) algorithm are often used to compute REML estimates. We briefly describe these 
algorithms as follows. 
The REML estimates of variance components can be derived using the expectation-
ma.ximization (EM) method (Lindstrom and Bates. 19SS: Searle et al.. 1992). which is 
also called the nonlinear Gauss-Seidel method (Thisted. 19SS). The EM-REML method 
first estimates variance components w (E-step) by assigning initial \-alues for the variance 
components, then in the maximization step (M-step) model coefficients are calculated by 
solving Henderson's MME as if u; is known. The E-step next re-estimates the variance 
components given the M-step results. The E-step and M-step alternate until convergence 
is reached. However, for large data sets the dimension of the coefficient matrix for the 
mixed model is large, and the time-consuming step of solving Henderson's MME can 
hinder the use of the EM-REML algorithm. 
The DF-REML algorithm and the .AI-REML algorithm have been developed to re­
duce the computational burden of REML estimation. The DF-REML algorithm wais 
proposed by Graser et al. (19S7) and has been expanded in use by Meyer (1989, 1991) 
and Boldman et al. (1993) via the well developed software MTDRREML (Boldman et 
al., 1993) and DFREML (Meyer, 1997). 
In essence, the DF-REML algorithm obtains the inverse of the large matrix (e.g., 
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V) by Gaussian elimination of one row at a time, which makes the calculation of the 
last two terms in (3.6) more fezisible. The strategy used for DF-REML algorithm is to 
evaluate the likelihood function without the calculation of the solution to MME. with­
out the inverse of the coefficient matrix, and without the computation of any variance 
components. It first fixes all variance components but one. say Then it evaluates 
(3.6) for four or more values of erf. and uses a quadratic approximation to find the value 
for <j* which ma.ximizes (3.6). This step is repeated for each variance component in 
sequence until the REML estimates are found. The range for the four picked values is 
decreased as the process proceeds in order to get more accurate estimates for af. 
Now we briefly describe the strategx' for .\I-REML algorithm. Define 
p = v-^ - v-^x(x^v-'x)-'x^v-'. 
then the last term in (3.6) can be written cis y^Py (Harville. 1977). The REML estimates 
for u} require the first and second derivative with respect to the elements in a*. The 
Xewton-Raphson method uses the negative of the observed Hessian matrix —H(u;) = 
— [H(u;),j] = —[d'li/du;id<jjj\. while Fisher's method of scoring uses the expectation of 
the negative of the Hessian matrix, I(u;)=E(—H(^-)). In both —H(u;) and I(-t;) the traces 
of the matrix are involved, but with opposite signs. 
— 4- 9v'P-^P-^Pv a u j su ) ^ ^  au)  d ( j j  '  ^  ^au j  du)  y •  
I(^') = £(-H(a,-)) = fr(|^P|^P) 
The average of —H(tt.') and I(a;), say .^.1(0;). is only related to the first derivatives [^]r 
and consequently is a simple expression that is easy to compute. Hence, the .A.I-REML 
algorithm uses a Newton-type procedure by using .\I (uj) in place of the second deri\'citive 
matrix (.Johnson and Thompson. 1995: Gilmour et al., 1995). 
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3.2.5 Estimation for nonlinear mixed models 
All of the proceeding algorithms assume that we are working with a linear mixed 
model. When /{&) is a nonlinear function in 9. determining estimates for 0 requires 
different technique. The Gauss-Newton algorithm and linear appro.ximation are conven­
tional techniques used for nonlinear models (Bates and Watts. 19SS). 
.Assuming that the individual parameters are determined by fi.xed effect parameters 
b and random effect parameters U; and the e.xpectation of u, is 0. Sheiner and Beal (1980) 
expand f{9) in a first-order Taylor series e.xpansion of the random effects about the zero 
vector, so that y is approximated as y = /{&) + e ^ f[0' = (b u = 0)) -i- Zu -i- e with 
Z = ^ 
. If we make the approximation f { 0 ' )  =  X,b. then estimation can be 
u=0 
done using the REML-BLUP method for linear mixed models. 
Lindstrom and Bates (1990) introduce a likelihood-ba^ed method for inference in 
nonlinear mi.xed models when the normality assumption is made for both random effects 
and residuals. They work under the assumption that 0i can vary from individual to 
individual according to its associated factors: say = A,b -i- B,u,. where A, and B, 
are incidence matrices associated with the fi.xed effects b and the random effects u,, 
respectively. The Lindstrom and Bates method (Lindstrom and Bates. 1990: Wolfinger, 
1993) comprises a two-step iterative procedure: a pseudo-data step and a linear mixed 
effects step. In the pseudo-data step, a linear appro.ximation to the likelihood function 
is derived by applying a first-order Taylor series expansion to the nonlinear function at 
the current value of the parameter vector 0i for individual i. Let 0' denote the current 
and Z, = 2^ 
' Wll value for 0 i .  X,- = 
as follows. 
First we write 
du, b=b* 
. then the pseudo-data step is derived 
u.=u* 
!/u = f{tij-.0i = A.b -f B.u.) -i- Cij 
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fiUj-0' = A,b' + B,u") + d f { 0 )  
d b  
( b - b - ) - f - d f { 9 )  
b=b- ^u, 
(U, - u,*) -r 
u.=u" 
then the pseudo data are 
y'j = y'j - + x.b* + z.-u'. 
and then model y'j = X,b + Z,u, 4-e, j .  Note that this final expression for the pseudo-data 
is in the form of the traditional linear mixed model. Then, in the linear mixed effects 
step, estimates for b, u and v'ariance components can be obtained by the methods 
mentioned in the previous section. The procedure is repeated until convergence of the 
estimates. 
3.3 Bayesian inference 
Bayesian inferences for quantities of interest are made in terms of probability state­
ments conditional on the observed data. The most common situation is that in which 
the quantities of interest are model parameters, denoted by 9. The procedures for im­
plementing the Bayesian approach are briefly summarized as follows. 
1. Set up a probability model, this includes the sampling distribution p(y | 9 )  and the 
prior distribution pi9). where y are the observed data and 9 are the parameters 
involved in the likelihood function. 
2. Derive the posterior distribution of the parameters. p { 9  |  y ) .  The joint distribution 
for 9 and y is p(y^9) = p{y | 9)p{9). Bayes" Rule is used to calculate the posterior 
distribution of the parameters. 
Pi9 I y) = p i y . 9 ) / p { y )  =  p { y  |  9 ) p { 9 ) / p { y )  oc p(y | 9 ) p { 9 ) .  
where the normalizing constant p { y )  is omitted, since it is independent of 9 .  The 
dimension of 9 is often large enough that analytic study of p{9 1 y) is not practical. 
In that case, we may adopt Markov chain Monte Carlo (MCMC) methods to 
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explore the joint posterior distribution (see. for example. Chib and Greenberg. 
1995). 
3. E\-aluate the fit of the model. 
For the purpose of our study, only the first two steps will be discussed in this section. 
3.3.1 Model specification 
3.3.1.1 Sampling distribution 
The sampling distribution or the likelihood function relates the data y to the pa­
rameter 6. We assume that most quantitative variables in this thesis can be described 
by a normal distribution. The choice is analytically convenient. In some models it can 
be justified by the Central Limit Theorem, e.g.. when a trait is presumed to reflect the 
sum of a large number of factors. .A.s the choice of sampling distribution is common to 
both the Bayesian and likelihood-based approaches, we do not discuss it further here. 
3.3.1.2 Prior distributions 
The prior distribution describes uncertainty about the parameter values prior to 
collecting the data y. There are two approaches to selecting prior distributions, the 
subjective and objective approaches (Berger. 198-5). subjective prior distribution is 
determined by personal experiences, perhaps as a result of previous studies. When 
many historical experiments similar to the experiment under study are available, these 
may guide the choice of a prior distribution from within a class, e.g.. a specific gamma 
distribution. It is natural to use a conjugate prior distribution, that is to say a prior 
distribution for which the posterior distribution follows the same parametric form as the 
prior distribution (Gelman et al.. 1995a). Conjugate families are often used in practice 
because of their mathematical convenience. In addition, conjugate prior distributions 
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can often be interpreted as additional data which provide a practical perspective (Gelman 
et al.. 1995a). 
The second approach to selecting the prior distribution is the objective approach. 
Investigators are often reluctant to provide information about the model parameters 
for fear of biasing or misleading the analysis. In such cases, one often applies so called 
"noninformative" prior distributions (Berger. 1985). A noninformative prior distribution 
can be set up either as a flat distribution or as a distribution with a big variance. A 
prior distribution is called an improper prior distribution, if its integral is infinite. In 
other words, we call a prior distribution proper if it does not depend on the data and 
integrates (or can be made to integrate) to 1 (Gelman et al.. 1995a). Care must be taken 
with improper prior distribution to ensure that the selected prior distribution yields a 
proper posterior distribution (one with finite integral). Inferences may be sensitive 
to the choice of prior distribution when data provide little replication at the level of 
variation corresponding to a particular variance parameter. When data prov'ide enough 
replication for precise estimation of some parameters, such as population parameters, 
the choice of prior distribution is not a critical issue since the likelihood dominates the 
prior distribution. 
3.3.2 Posterior inference 
3.3.2.1 Introduction 
With the Bayesian approach, inferences for the model parameter 0  are obtained from 
the posterior distribution p{0 \ y). .A.s indicated in the previous subsection, Bayesian 
analysis with large samples is similar to likelihood-ba^ed methods. The posterior dis­
tribution is approximately normal in large samples regardless of the prior distribution 
used. Thus, when the sample size is large, a posterior distribution can be characterized 
by summar\' statistics like the posterior mean and variance (Gelman et al., 1995a). 
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In finite samples, it is often difficult to determine p { B  j y) analytically, especially if 0 
is high dimensional. Numerical methods are often used to study p{6 \ y). For example, 
one  can  use  numer ica l  in t eg ra t ion  to  compute  the  pos te r io r  mean  E { 6  |  y)  =  J  0 p { 9  \  
y)dO. It is increasingly common to rely on simulation methods, especially MCMC. to 
study the posterior distribution (see. for example. Chib and Greenberg. 1995). These 
methods approximate the posterior distribution by a collection of simulations from the 
posterior distribution. This approach provides great flexibility to address a range of 
inferential questions. 
One focus of this thesis is the efficiency of various MCMC algorithms. Consequently 
MCMC plays a large role in the remainder of this chapter. 
3.3.2.2 Markov chain Monte Carlo methods 
The exploration of the joint posterior distribution is commonly carried out using 
Markov chain Monte Carlo (MCMC) methods. .\ Markov chain is a sequence of ran­
dom variables generated from a transition distribution qi-.-) constructed such that the 
distribution of the next random variable to be generated depends only on the current 
state of the chain (Chib and Greenberg, 1995: Norris. 1997). The goal in a Bayesian 
analysis is to construct a Markov chain that converges to a stationary distribution that 
is the target posterior distribution. Then the Markov chain is simulated for a time until 
the point where the simulated draws resemble draws from the target distribution. Sev­
eral criteria have been proposed to diagnose convergence (see. for example. Brooks and 
Gelman. 199S). 
The transition distribution q { x .  y )  is the conditional distribution of moving to point y  
starting from point x. It has been shown that a chain has a unique station distribution if 
the transition distribution must be constructed to satisfy irreducibility and aperiodicit\' 
conditions (Tierney, 1996: Norris, 1997). These conditions are e.xplained below. 
• irreducibility: the Markov chain can reach any non-empty set with positive prol>-
abiiity in some number of dra%vs from all starting points. 
• aperiodicity: the movement of the Markov chain is not subject to regular periodic 
transitions (periodic chains can only reach certain restricted points of the sample 
space in any given step of the Markov chain simulation.). 
Often Markov chains are constructed by specifying an initial distribution and a tran­
sition distribution. MCMC methods turn Markov chain theory around by trying to find 
a transition distribution such that the Markov chain converges to a known target dis­
tribution "(.). Metropolis et al. (1953) and Hastings (1970) provide general approaches 
for constructing these chains. In the remainder of this section, we consider several issues 
associated with MCMC and the diagnosis of convergence. 
3.3.2.3 The Gibbs sampler 
The Gibbs sampler (Geman and Geman. 19S4: Casella and George. 1992) is one 
of the best known of the MCMC methods. It is applied by decomposing the param­
eter vector B into (possibly univariate) subvectors 0 = {Oi ... dp). Each iteration 
of the Gibbs sampler cycles through the full conditional posterior distribution of each 
subvector of 0. say conditional on the values of all other subvectors, denoted as 
S-I = (^1-^2, • - - ....Bp). Thus, each subvector Bi is updated conditional on 
the latest value of the other components. It is often possible through the use of conju­
gate prior distributions to have every full conditional posterior distribution be a known 
parametric distribution, from which posterior samples can easily be drawn. 
If we define 0'"' as the value of B  at iteration ^ — 1. then the Gibbs sampler makes 
the transition to B' via the following product of conditional distributions. 
p(«! I eL-/-y) p(9i I I I 
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where those components within () of 0-(.) are excluded from ff. The Gibbs sampler 
travels through low dimensional spaces (the full conditional distributions) to generate 
transitions in the higher dimensional space (the joint posterior distribution) by the 
product of kernels principle (Chib and Greenberg. 1995). As a result, the Gibbs sampler 
plays a significant role in practice due to its computational simplicity. 
3.3.3 Metropolis-Hastings algorithms 
The Metropolis-Hastings (M-H) algorithm (Metropolis et al.. 1953: Hastings. 1970) 
is used when it is not possible to simulate from a desired distribution. .-Vs such it can be 
applied directly to the entire posterior distribution p{0 | y). or to one or more intractable 
conditional distributions within a Gibbs sampler. We describe it in the latter conte.xt. 
The M-H algorithm requires the specification of a jumping distribution, denoted 
-Hy ! -r)- To make the discussion concrete, suppose a full conditional posterior 
distribution p{6i | y) is the target distribution. The M-H algorithm chooses a 
jumping distribution to generate a candidate value B]. and then calculates a ratio of 
importance ratios 
^  p { 9 - \ e . . . y ) I J { 9 - \ 0 , )  
to determine whether to accept or reject the candidate point 0 ' .  The candidate is 
accepted with probability p = min{a, 1). and then 0'- = 0'. The M-H algorithm can be 
summarized as follows, assuming that a Markov chain is simulated for subvector 0i at 
t h e  t  i t e r a t i o n  w i t h  t h e  c u r r e n t  v a l u e  0 ' ~ K  
1. Generate 0 '  from J i 0 i \ 0 \ - ' )  and u  from a uniform distribution f/(0.1) 
2. Set 
0' when Q > u 
0' = 
0*~^ when a < u. 
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It is obvious that the ideal jumping distribution for the M-H algorithm is the target 
distribution itself, i.e.. J{0i | = p{B, j d_,.y) independent of the value 6\~^. 
since then the ratio of importance ratios is exactly 1 and the candidates are always 
accepted. The Gibbs sampler is a special caise of the M-H algorithms, where the jumping 
distributions are equal to the full conditional posterior distributions (the ideal jumping 
d i s t r i b u t i o n ) .  X o t e  t h a t  w h e n  j { .  \  . )  i s  s y m m e t r i c  ( i . e . .  j { 0 i  1  ® ' )  =  j ( . s '  i  b i ) ) .  
it leads to a simpler ratio of importance ratios (and this is the original Metropolis 
implementation). 
.•\ common jumping distribution for the M-H algorithm is a normal distribution. 
For e.xample. a random walk jumping distribution (Roberts. 1996) uses J{9 \ 0'~^) = 
), where V is a \'ariance matrix and the weight c may be used to optimize 
the algorithm's performance. N'ote that this normal jumping distribution is symmetric 
as long as V does not depend on 0'~\ so the jumping distribution will cancel out 
in forming the ratio a. If the v^lue of V depends on the current state, the normal 
jumping distribution is no longer symmetric in its arguments and the ratio of the jumping 
distributions at and 0' plays a role in a. 
It has been suggested that an optimal acceptance rate for the random walk jumping 
distribution is in the range 0.23 - 0.45 (Gelman et al.. 1995b). Sometimes a pilot run 
is used to determine the variance of the jumping distribution so that the acceptance 
rate is in that range. For more details about the M-H algorithm, the choice of jumping 
distribution, and acceptance rates, see Gelman et al. (1995a). Gelman et al. (1995b). 
and Bennett et al. (1996). 
3.3.4 Convergence criteria for MCMC 
.•\ssuming that the Markov chain hcis a stationary distribution, it will eventuallj' con­
verge to that distribution. One difficulty is determining at what point the simulations 
from the chain can be taken zis representatives of the target distribution. The earlier, 
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transitory behavior is sometime known as "burn-in". The approach to diagnosing con­
vergence that we use is based on multiple independent parallel Markov chains, which are 
initiated with overdispersed starting points (Gelman and Rubin. 1992). When conver­
gence is reached, the values are evenly mixed in a narrow region (for example, see the 
plot for the parameter alpha.f in the top half of Figure 3.1). In order to eliminate the 
effect of the starting distribution, the first halves of sequences are discarded as burn-in 
and inferences for any posterior quantities are drawn based on the second halves of the 
sequences. 
Trace Plot ot 3 Markov ctiains 
tn 
0 100 200 300 400 
runs 
0 200 300 400 too 
Figure 3.1 Time series plots of three Markov chains with different starting 
points. Top and bottom panel are for different parameters. 
Convergence of multiple independent Markov chains can be checked by graphical, 
or numerical approaches (Brooks and Gelman. 1998). Plotting the time series of the 
posterior simulations of each parameter (as in Figure 3.1) to look for stationary be­
havior is a graphical way to check convergence. Plotting the posterior variance and 
within-sequence variance against iterations is another useful diagnostic. A number of 
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numerical measures are possible including exploration of autocorrelations between sim­
ulations, posterior correlation between parameters, or diagnostic measures based on 
means, variances, quantiles. or posterior interval lengths (Brooks and Gelman. 199S). 
Two numerical measures used for multiple Markov chains in this thesis are described 
next. 
3.3.4.1 Potential scale reduction 
Potential scale reduction (PSR. Gelman and Rubin. 1992) is derived from am adap­
tation of statistical analysis of variance. The basic idea is to compare the variability of 
simulations within chains (almost certainly an underestimate of posterior uncertainty) 
to a pooled posterior variance estimate (likely to be an overestimate). The PSR is a uni­
variate measure estimated from the last halves of m independent chains, it is a variance 
ratio of pooled posterior variance to within-sequence v-ariance. 
\  V V  \  n  m n  W  
where n is the number of draws in the last half of e a ch sequence. B is an estimate 
of bctween-sequence \'ariance. W is an estimate of within-sequence variance, and the 
estimate of the pooled posterior \-ariance is 
= iJli,.,/ + !!1±lb. 
n  m n  
Large values for R suggest that the separate chains exhibit more variation than would 
be expected if each had converged to the target distribution. It can be shown that \fk 
will approach I.O at convergence, with the pooled posterior variance close to the within-
sequence variance. In most ca^es. a value of \fh below 1.2 is acceptable (Gelman and 
Rubin. 1992). as this indicates that posterior inferences will become no more than 20% 
more precise if we continue the simulation. Sometimes the \l~k value may vary around 
1.2 due to sampling variability before it remains constantly below 1.2. \ \l~h plot against 
the iteration count can indicate when the sequences are well-mi.xed and converged. 
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3.3.4.2 Multivariate potential scale reduction 
In many applications, multiple parameters are included in the models. Gelman 
and Rubin's PSR would have to be computed separately for each parameter and any 
other quantities of interest. .\s an alternative. Brooks and Gelman (199S) extended the 
definition of the PSR to the multi-dimensional case, yielding the multivariate potential 
scale reduction (.MPSR). which combines the between-sequence covariance matrix B and 
within-sequence covariance matrix W for the parameters of interest into a scalar mea­
sure. MPSR should approach 1.0 as the convergence of multiple sequences is achieved. 
The estimated MPSR is denoted by . and its definition and relation to the univariate 
PSR is given by 
1 . rn  +  l ,  
•  V  R z  
n  m  
- A i  >  m a x \  
where V = -f- Ai is the largest eigenvalue of W ^B. and y R, are the uni-
n mn • ^ o o V » 
variate PSRs. Note that is an upper bound for the ma.ximum y/k of all univariate 
parameters. In other words, when <1.2. it indicates that all parameters of interest 
have converged. Thus %vhen a symmetric positive definite matrix W'^^B e.xists, it is 
convenient to diagnose convergence using y/RP. 
The estimated MPSR, Ff, is not calculable when either B or W is singular. If o^nly 
W is singular, that suggests that at least one parameter has failed to move within the 
.MCMC simulation. If both B and W are singular, then that suggests that at lejist two 
parameters are highly correlated. Examining plots of the determinants of V and W 
helps to ensure that the chains are converging or to identify any underlying problems if 
they are not (Brooks and Gelman, 1998). 
However, a limitation of the use of either PSR or MPSR is the assumption of (at least 
approximate) normality for the distribution of each parameter in the model, since the 
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diagnosis of convergence is based on means and variances alone. Without the assumption 
of normality. Brooks and Gelman (1998) introduce a family of potential scale reduction 
factors bsised on either posterior inter\'al lengths or moments. Similar to the PSR based 
on analysis of variance, each of these PSR factors is interpreted a measure of mixing 
of Markov chains, approaching 1 as convergence is achieved. 
3.3.4.3 Measuring the convergence rate 
In order to compare algorithms, we need a rule for declaiming that a particular 
MCMC has converged. Our process is to run m independent chains for a long time, and 
then evaluate , the estimate of MPSR, every 5 iterations (e.g.. 5 = 1000). using the 
last halves of the sequences. That is, we evaluate at iterations 1.000. 2.000. 3.000. 
... . by using the last half of every sequence (i.e., the value for n in \JRP is 500. 1.000. 
1.500...). The convergence point of an algorithm, denoted by (a multiple of ^:). is the 
first iteration for which goes below 1.2 and continuously stays below 1.2 for 20.000 
iterations. We use 7 as an indicator for the efficiency of the MCMC algorithm. The 
higher the convergence rate is. the smaller the value of will be. Thus, an algorithm 
is preferred to others if it yields the smallest 7. Note that the convergence point is not 
necessarily indicated on a fine scale, since 7 must be an integral multiple of the choice 
of 
3.4 Comments on the likelihood-based and Bayesian approaches 
In the last section of this chapter we discuss the relationship of the likelihood and 
Bayesian approaches. Historically animal breeders have relied on REML-BLUP analysis 
to estimate variance components, fixed effects, and animal breeding values. Though 
computationally difficult for large data sets, it has been the main method in widespread 
use. More recently (Gianola and Fernando, 19S6; Rodriguez-Zas et al., 1998; Blasco et 
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al.. 199S: Wright et. al.. 2000) Bayesian methods, with the advent of MCMC methods, 
have presented an appealing alternative for model fitting in animal breeding. 
There is a close relationship between the Bayesian and REML-BLUP approaches. 
From a Bayesian point of view, the REML estimate of variance components uj is the 
mode of the marginal posterior density of u». which is proportional to the product of the 
likelihood function li (integrating over random effects) and a uniform prior distribution 
for a-' (Harville, 1977). 
For the linear mi.xed model (3.2) with normally distributed random effects and errors. 
Robinson (1991) and Harville (1991) point out that (empirical) REML-BLL^P estimates 
are equivalent to (parametric empirical) Bayesian estimates (posterior means). Specif­
ically. assuming a joint normal distribution of y and u. as well as a uniform improper 
prior distribution for b. the mode of the joint posterior distribution of b and u given 
the variance components is given by the solution to Henderson's MME. 
There are several nice features of the Bayesian approach to animal breeding problems. 
First, these inferences do not depend on cisymptotic results. Second, it makes it easy to 
obtain fle.xible inferences for any quantity of interest (e.g.. rankings, heritability) from 
the joint posterior distributions of parameters. For e.xample. confidence intervals for 
heritability can be calculated from the joint posterior distribution of the corresponding 
variance components without relying on asymptotic properties and the delta method. 
Third, the posterior distribution of random effect parameters automatically accounts 
for uncertainty in estimating the variance component parameters. Fourth, the Bayesian 
approach is flexible enough to accommodate missing data or nonstandard likelihood 
functions. Finally, the Bayesian approach can make it easy to work with large data sets 
since it is possible to avoid inversion of large matrices (i.e., var(y) = V). 
There are also disadvantages to applying Bayesian approach. First and foremost is 
the need for specification of prior distributions for model parameters. Investigators often 
elect not to use subjective information. There is an attempt to use noninformative prior 
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distributions, though these can be somewhat arbitrary and may lead to improper poste­
rior distributions without any obvious signs of failure of MCMC. .A second disadvantage 
is the difficulty of detecting convergence of MCMC algorithms. 
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CHAPTER 4 SOME ISSUES IN IMPLEMENTING 
BAYESIAN METHODS FOR LINEAR AND NONLINEAR 
MODELS 
4.1 Introduction 
The discussion of Bayesian methods in Chapter 3 outlines the three steps required 
for a Bayesian analysis: First, set up a probability model, including the probability 
distribution for the response conditional on parameters and prior distributions for the 
model parameters. Second, calculate the joint posterior distribution of the quantities of 
interest. Finally, evaluate the fit of the model. There are many choices to be made in 
each of these steps. In this chapter, several issues related to carrying out the first two 
steps are discussed. 
The layout for this chapter is as follows. The remainder of this section introduces the 
issues that affect the efficiency of Bayesian methods. Two strategies used to improve the 
efficiency of Bayesian methods for random regression models are introduced in Sections 
4.2 and 4.3. In Section 4.4, different Metropolis-Hastings algorithms are proposed for 
analyzing nonlinear models. Some other issues associated with improving efficiency of 
Bayesian methods are briefly discussed in the final section of this chapter. 
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4.1.1 Efficiency of Bayesian methods 
Bayesian inferences are based on the joint posterior distribution of the model param­
eters, which is proportional to the product of the prior distributions and the likelihood 
function (see Section 3.3). In a Bayesian analysis, the exploration of the joint posterior 
distribution often depends on the application of Markov chain Monte Carlo (MCMC) 
methods (see Section 3.3.2.2). These methods generate Markov chains from a transition 
distribution constructed such that the Markov chain converges to the target posterior 
distribution (Chib and Greenberg. 1995: Tierney. 1996: N'orris. 1997). When the MCMC 
algorithm has converged, its simulations are representative of the target distribution and 
not influenced by the starting points for the Markov chains. 
The number of iterations required for the Markov chains to have converged can be 
used as a measure for the efficiency of the MCMC method. The smaller the number 
of simulations required to obtain convergence, the more efficient the MCMC method. 
Other factors are surely relevant, for e.xample, the ease of programming, the amount of 
computer time required for each iteration, and the number of approximately independent 
samples in a fixed length simulation. In this chapter, the number of iterations required 
for convergence is our main concern. 
4.1.2 Some methods for assessing convergence rate 
In our study, convergence rate is measured by recording the total number of itera­
tions required for the Markov chain to have converged (see Section 3.3.4.3). The higher 
the convergence rate is, the smaller the number of iterations required it to converge. 
.Measuring the mixing of Markov chains is an informal way to look at the convergence 
rate. The relative magnitude of between- and within-sequence variance is often used to 
detect mixing when multiple Markov chains with the same stationary with the same sta­
tionary distribution are simulated (see Section 3.3.4). .Autocorrelations of the posterior 
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simulations can also be used for assessing mixing. If autocorrelation is high, posterior 
draws will stay in a narrow region of the parameter space for a long time before mov­
ing to another region. Therefore, the Markov chain needs a large number of iteration 
to travel the entire parameter space. .Autocorrelation can be reduced by transforming 
parameters. 
E.xamining the correlation among parameters, calculated from posterior samples, is 
another way to detect slow mi.xing of MCMC (Roberts. 1996; Gilks and Roberts. 1996). 
.A reduction in the posterior correlation can enlarge the step between successive draws 
and hence improve mixing. For example, consider a simple linear regression model. 
y = 3o-{-3ix+e. where e ~ .V(0. cr^). .•\ssume that is known and flat prior distributions 
are assumed for parameters Jo and 3i. Then the posterior correlation between 3o and 
3i is 
We can observe that 3o and 3i are uncorrelated if x = ^ijn = 0. This model can 
be reparameterized by centering the covariate. i.e.. define x" = x — x. This results in 
X* = 0 and independence between the new parameters Jq = 3o + 3\X and 3^ = 3i. The 
independence is implied by the zero covariance because the joint posterior distribution 
for 3q and 3^ is normal. Hence,using this reparameterized model, the Gibbs sampler, 
which works on full conditional distributions, will immediately produce samples from 
the posterior distribution without any burn-in. 
4.1.3 Factors affecting the convergence rate 
Many factors can be manipulated in the model specification step or in developing a 
computing strategy to improve the MCMC convergence rate. .After identifying the fac­
tors related to convergence here, we discuss methods for improving the convergence rate 
in more detail in the remaining sections of this chapter. The previous section showed 
p(.^o- 31) — — x 
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the impact of autocorrelation and posterior correlation on the efficiency of MCMC al­
gorithms. Reparameterization is a key tool in developing efficient algorithms. 
One model is considered a reparameterization of another if the parameters of the 
model in question may be e.xpressed as a function only of the parameters of the other 
model, without the expression containing the explanatory variables, the response vari­
ables. or the error term (Ratkowsky. 1990). For e.xample. the additive model for a two-
way crossed classification with main effects and interactions, y.jt = a, + 3j + Q3ij -rCijk is 
a reparameterization of the model y,jk = fXij where fiij = q, -f-5j -r-aSij. The differ­
ent parameterizations, (a, 3j a3ij) versus results in different conditional posterior 
distributions and consequently different MCMC algorithms (Gelfand et al.. 1995). Since 
MCMC methods are often applied to the conditional posterior distributions (e.g.. the 
Gibbs sampler), an increase in mi.xing occurs when models are parameterized in terms 
of independent components, since then the conditional distributions do not depend on 
some of the variables being conditioned on. Although different parameterizations of the 
same model produce the same fitted values, they ma}' differ greatly in the efficiency 
of the MCMC algorithms that is produced (Gelfand and Carlin. 1995: Gelfand et al.. 
1995). 
When the Metropolis-Hastings algorithm is required (e.g. for nonlinear models), the 
choice of jumping distribution can have a large effect on convergence rate. The format of 
jumping distribution (Gilks. 1996). the size of the typical move (Gelman et al.. 1995b), 
and the relationship of the jumping distribution to the posterior distribution can affect 
the convergence rate. 
In addition, the starting points used in an MCMC analysis can affect the convergence 
rate, especially for slow-mixing chain (Gilks et al., 1996). Whether model parameters are 
drawn element-by element or in batches is another factor that can affect the convergence 
rate. Batching parameters into a single joint distribution during MC.MC implementation 
allows for movement about the parameter space more quickly than a series of single-
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element steps, especially when some parameters are highly correlated (Gilk and Roberts. 
1996). In the remainder of this chapter, we e.Kpand on the ideas described in this first 
section. 
4.2 Hierarchical centering 
4.2.1 Introduction 
Hierarchical models, or random effects models, including random regression models 
for analyzing animal growth data, describe response variables in terms of individual 
parameters that are assumed to vary around population mean values. There is more 
than one way to parameterize such models. We demonstrate by considering a simple 
linear mixed model. = n + Ui e,j, with independent, identically distributed (iid) 
error observations. Cij ~ .'V(0.<TJ). and random effects u, ~ A''(0,cr^). Note that the 
random effects are assumed randomly distributed with mean 0 in this parameterization. 
•A. reparameterized version of the model is yij = u' + where ~ A'(0.<t^). and 
u' = u, ~ The two models are clearly equiv^alent. In the second version, 
the u ' ' s  are said to be centered parameters and this reparameterization is known as 
centering. The u,'s in the initial model are called uncentered parameters. Gelfand 
and Carlin (1995) and Gilks and Roberts (1996) show that centering of this type can 
reduce correlations between low dimensional parameter subvectors and hence speed up 
convergence. 
4.2.2 Hierarchical centering for basic models 
Guidelines for determining whether hierarchical centering will improve convergence 
in the simple mi.xed model with two variance components are summarized by Gelfand et 
al. (I99oa) as follows. Let G denote the variance of the uncentered parameters (i.e., u, ~ 
.\(0. G) ) and B the variance of the conditional posterior distribution of the centered 
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parameters (i.e.. »7- = /i-j-u, ). If|BG~'| is near zero, then the centering parameterization 
is efficient, while if |BG~'l is near one then the uncentered parameterization will be 
preferred. To illustrate. Gelfand et al. (199oa) consider the simple balanced mixed 
model, 
y,j = + a, + Cij. Q, ~ .V(0. crl) 
where e ,j ~ .V(0. cr^). i  =  i  n: j = 1 r. Centering the random effects a, at 
rather than at zero gives 
Ui j  =  r] i  + qi  =  ^  +  Qi  ~ cr l ) .  
where ~ .V(0.<TJ). The variance of the conditional posterior distribution of the 
centered parameter rj, conditional on y,,, cr^, cr^ is (1/cr^ + = B. We observe 
that the ratio of the variance of the conditional posterior distribution for 77, to the 
variance of q, is |BG~'l = + cr^), which approaches zero when cr^ is 
large relative to In that case, centering is effective and rj^ quickly approaches its 
correct distribution. Thus, for the simple balanced mi.xed model, when the variability 
at higher levels of the hierarchical model (<t^) dominates that at the lower levels 
hierarchical centering appears to be helpful. 
Gilks and Roberts (1996) also use this simple balanced mixed model to provide 
further insight into the situation where centering can improve convergence. They show-
that the posterior correlations between uncentered random effects are 
J r • / ; 
and Pa..c^ = -71—;—TT" 'or ' r 
<ylh+<yl l r  a l ln+a l l r  
The correlations among the q.'s are large when cr1/n cr^/r. i.e.. when is large. 
The posterior correlations between the centered random effects rj, are 
and = 5-^ for i  ^  k .  1 I 9 , O 
^ nra^ + cr- nrcrl + aj 
,2 \\ hen (T^ is large, these correlations are small, resulting in improved convergence. These 
results support those of Gelfand et al. (1995a). There is no advantage to centering 
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random effects when their \'ariance is small. When "C Pc,.ck- that is. cr' r(T.,. 
then the mi.xing rate will be faster in the centered model. Hence, if <7* is big, centering 
the random effects will improve convergence. For the simple mi.xed model, the best 
parameterization depends on the magnitude of the variance of the random effects relative 
to the variance of the residuals. 
4.2.3 Hierarchical centering for linear mixed models 
The mi.xed models applied in animal breeding are more sophisticated than the simple 
model described in the previous section. The idea described above can be easily gener­
alized as long as there are only two vectors of random effects per individual unit. For 
example, consider the linear mixed model (2.3) in Chapter 2. Here we write the model 
i n  t e r m s  o f  t h e  n ,  o b s e r v a t i o n s  f o r  a n i m a l  i .  
y, = X,b + Z.u. + €., 
where y, is the vector of observations for individual i .  X, and Z, are incidence matrices 
associated with fixed effects b and random effects u,. respectively, u,- ~ .V(0, G), and 
e, ~ .V(0, In, <7^). If X, = Z, (as occurs with our random regression model in the same 
order polynomial is used in both parts of the model), then the hierarchical centered 
model is 
Yi = ZiTj, + e,, 
where 77, = b -f- u. ~ A'(b, G). .Assuming a flat prior distribution for b. the posterior 
variance for the centered parameters T/, is B = (zjzi/cr^ -r G ') ^ The principle of 
Gelfand et al. (1995) can be easily applied by looking at the ratio of the posterior 
variance of the centered parameters to the variance of the uncentered parameters. The 
ratio is |BG~'| =jzfZ,G/<7g + l| .If ^ZjZiG/cr^ + l| is large, hierarchical centering 
would be preferred over the uncentered linear mi.xed model. In other words, if is 
small and |G| is large, then centering the random effects will improve convergence in 
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the MCMC algorithm. Interestingly, the form of the posterior variance matrix B also 
suggests possible benefits to orthogonal Z. We will discuss this in the next section. 
When a model includes more than two \-ariance components, as in the animal model 
with genetic effects, permanent environmental effects, and errors (model (2.1)). the 
arguments above do not apply directly. Gelfand et al. (199oa) recommend that the 
effects of having the largest posterior \-ariance relative to the variance of the residuals 
a; should be centered. The authors further suggest estimating the posterior e.xpectation 
of the variance components from a preliminary MCMC run in order to compare the 
relative magnitudes of variance components. The heritability for most growth traits is 
less than 0.5: for example, the heritability for pig weight at 150 to ISO days is in the 
range 0.2 to 0.35. Therefore, it seems likely that centering the permanent environmental 
effects rather than the animal genetic effects will be most effective in the applications 
considered later. We compare the approaches using simulation in Chapter 5. 
In some cases it may be difficult to determine which parameterization will be most 
efficient for a giv^en model. Gelfand and Carlin (1995) introduced the cycling MCMC 
algorithm to address such situations. The cycling algorithm consists of a cycling through 
all of the relevant parameterizations in sequence: that is. separate MCMC algorithm are 
developed for each parameterization, and then one complete iteration (all parameters) 
is run for each parameterization in sequence. This can achieve the benefit of hierarchical 
centering, without requiring the user to select the correct parameterization. 
.\ote that centering can also be applied to nonlinear models, when the parameters of 
t h e  n o n l i n e a r  f u n c t i o n s  h a v e  h i e r a r c h i c a l l y  l i n e a r  s t r u c t u r e  ( e . g . .  =  O q - \ - S \  ~  N ( d o : G )  
). The principles outlined in this section can provide guidance for such models. But as 
the models are nonlinear, the arguments of Gelfand et al. (1995) do not directly apply. 
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4.3 Orthogonal polynomials 
We will now discuss a transformation, the use of orthogonal polynomials in place of 
the ordinary, that can be used to improve the efficiency of MCMC in random polynomial 
regression models. 
4.3.1 Definition 
Two vectors u and v are said to be orthogonal vectors when u^v=0. The vectors are 
called orthonormal if in addition u^u = v^v=l. .A. matrix A. whose columns constitute 
a set of orthonormal vectors, is called an orthogonal matrix (Searle. 1971): it satisfies 
A^.\ = I. These notions can be extended to polynomials and the resulting orthogonal 
polynomials are useful for our random regression model. 
Let Pi{ t )  be a polynomial with non-zero coefficient for term t '  and F { i )  be a non-
negative weight function. Then a system of polynomials P,(t) (/ = 0.1....) are orthogo­
nal on the interval (a. b) with respect to weight function F{t) if P,{t)Pj{t)F{t)dt = 0 
( T h i s t e d .  1 9 S S ) .  I t  i s  c o m m o n  t o  s t a n d a r d i z e  t h e  p o l y n o m i a l s  s u c h  t h a t  P , { t ) - F { t ) d t  =  
1. Many families of orthogonal polynomials satisfy a recurrence relation of the form. 
Pj = (a_, +bjt)Pj_i -CjPj-2- (4.1) 
where a^. bj. and Cj identify the family (Thisted. 19SS). .A.n example we apply later arc 
the Legendre polynomials, which are described in detail in Chapter 5. 
4.3.2 Rationale for using orthogonal polynomials 
The Gibbs sampler draws samples from the full conditional posterior distribution of 
each parameter (or subvector of parameters) in sequence. If some parameters in the 
model are highly correlated in the posterior distribution, then posterior draws from the 
full conditional posterior distribution of such parameters will tend to be from a narrow 
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range of the parameter space, which results in slow mi.xing of the Markov chains (Gilks 
and Roberts. 1996). That is a potential difficulty for the random regression models 
proposed here because coefficients from regular polynomial regression models are gen­
erally highly correlated. Transformation to orthogonal polynomials leads to coefficients 
that are uncorrelated with each other, and. therefore, the conditional distribution of 
the p''' polynomial coefficient is independent of the coefficients of the other polynomial 
coefficients. For e.xample. consider a simple polynomial model, y = Xb -f e with X 
corresponding to polynomial terms (e.g.. 1.x,x*. x^....). e ~ .V(0. Icr*). and a nonin-
formative prior distribution for b. For such a model the posterior variance of b is: 
t-arfb ! y.cr*) = (X^X)~V*. If orthogonal polynomials are used with X*. denoting the 
design matri.x for the orthogonal polynomials, then uar(b ] y.cr^) = (X*^X')~V^ = la~. 
and the components of b are independent in their posterior distribution. 
For the animal model, with balanced repeated records on each animal, y = Xb -!-
Zu -r e with e ~ .V(O.Icr^). When fitting fixed effects b with p''^ degree polynomial and 
random effects u with a (q < p) degree polynomial, the hierarchical centered model 
is y = X^b"^ -r Zt/ -i- e with X = (Z X"^). b = (b b"^). and 17 = b -i- u (see Section 5.3 
for more details). .\ote X"*" contains the higher order polynomial terms not included as 
random effects. .Assume a :V(b.G) prior distribution for r) and a flat prior distribution 
for b"^. With orthogonal design matrices X"*" and Z, the joint conditional (on and 
G) posterior distribution of b"*" and rj is. 
\y .cr ; )  oc p(y | b+. <t,^) p(b+. t;) 
^ X"^ and Z are orthogonal, so X'^'^Z = 0 
52 
exp ( {»7^Z^Z»7 -y^ZT7) /cr ;  -  (t ;  -  b)^G- ' (?7  -  b) ) )  
a  X { h ^  \ h . t , )  X i v l v . t , )  
where b+ = (X+^X+)-'X+^y = X+^y. 
ft = (X^^X^)-V; = lal ri = t . iZ '^y la ;  + G-^b). 
and = iZ'^Z/a; + 0"^"' = + Q-M"'-
= I y.cr;) p(t7 I y.(7,^G) 
= p(i>^+i I y-c^e) p(t>^+2 ly-o-.^) ••• p(bp \y-(^r)piv ly-c^^G) 
Therefore, when X"^ and Z consist of orthogonal vectors and X"^Z = 0. the posterior 
distributions for b"*" and rj are independent. Because the orthogonality eliminates the 
correlation between parameters in the conditional posterior distributions, the conver­
gence rate of the Markov chain simulations is improved. 
4.4 Metropolis-Hastings algorithms 
The Metropolis-Hastings (M-H) algorithm (Metropolis et al.. 1953: Hastings. 1970) is 
commonly used when it is not possible to sample directly from a distribution of interest 
(eitlier the entire posterior distribution or a single conditional distribution w^ithin a Gibbs 
sampler). The .M-H algorithm requires a jumping distribution to obtain candidate values, 
and then calculates the ratio of importance ratios Q in (3.7) to determine whether the 
candidates are accepted or rejected (Chib and Greenberg. 1995). The M-H algorithm 
is required for the nonlinear models we apply in Chapter 6. This section reviews issues 
associated with the choice of jumping distribution that can affect the MCMC convergence 
rate. 
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4.4.1 Linearization of nonlinear models 
The standard approach to working with nonlinear models, e.g.. parameter estimation, 
relies on repeated linear appro.Kimation to the nonlinear function (Ratkowsky and Dolby. 
1975: Sheiner and Beal. 1980: Lindstrom and Bates. 1990). Let fiO) denote a nonlinear 
function with parameter vector 0. E.xpanding f(0) in a first-order Taylor series around 
a value 9' yields a linear approximation 
6=0'  
( 6 - 6 - ) .  
Suppose that we work with the model 
yi  = /(^-
where c, ~ .V(0.(T^). The log-likelihood function of n observations is proportional to 
n 
l { d )  =  l o g ( L i 6  \ y ) )  =  \  6 .  t , ) )  = l o g  | / ( 0 . / , ) .  l )  
1=1 
.\'ote that this log-likelihood function is not quadratic in 6. .Applying the Taylor series 
expansion of the nonlinear function in the log-likelihood function yields a quadratic 
approximation (in 6) to the log-likelihood function. 
/(e) = exp|^|; 
0=6'  
{6-0') 
The approximate likelihood is of the form of a multivariate normal distribution with 
. then respect to 6. Let F = -^ 
X exp • 
(•1.2) 
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where and ^ ^ ELi F (i/. "/t^'-^ )) 
In the M-H context, one can linearize around the current value d [ .  This yields 
a normal jumping distribution that is expected to be close to the target distribution 
( Bennett et al.. 1996). 
4.4.2 Choice of jumping distribution 
Any jumping distribution that satisfies the MCMC regularity conditions (irreducibil-
ity and aperiodicity) converges to a unique stationary distribution (see Section 3.3.2.2). 
We would like to choose a jumping distribution to be close to the posterior distribution 
under study. For e.xample, the full conditional posterior distribution itself is used as the 
jumping distribution for the Gibbs sampler algorithm. 
Gelman et al. (1995b) discuss efficient Metropolis jumping rules. Bennett et al. 
(U)9G) have reviewed several M-H algorithms used for nonlinear hierarchical models. 
Here we will review a number of possible choices for jumping distributions. Several of 
t hese are applied to an e.xample in Chapter 6. 
Before introducing algorithms, we define the following notation. 
Notation 
6[ - .  the current value for 0, at a certain iteration of the .Markov chain: 
6\\ a candidate value for 6i drawn from the jumping distribution: 
q \ i l e .  maximum likelihood estimate for 9 i  obtained by fitting the nonlinear model 
on ly  to  da ta  f rom ind iv idua l  i \  
p(0, 1 y): the posterior distribution for 0,: 
p ( 9 , ) :  the prior distribution for 0^\  
piy I ^i)' the sampling distribution of y: 
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.7(0, I 0 ^ } :  a jumping distribution with argument ff, conditional on the value f f y .  
o: the ratio of importance ratios 
_ pjy I tf-) P{e-)IJ{0-1 gn . p(g: I y)IJ(e: \ 0:) 
Suppose the goal is to sample from p{0 i  | y.d_,) as part of a Gibbs sampling algo­
rithm. where 0_, contains all parameters except 0^. Recall the M-H algorithm operates 
as follows: a candidate value 0' is generated from J{0i j 0'i). The candidate 0' is 
accepted with probability equal to min(a. 1). If the candidate is rejected, we carry 
forward 01-
We now introduce four M-H algorithms. Note that the differences between these 
algorithms include: (i)whether the jumping distribution depends on the forms of the 
posterior distribution, and (ii)whether the mean or variance of the jumping distribution 
depends on the current state. 
Algorithm I: Independent M-H algorithm 
Perhaps the simplest M-H algorithm is the independence M-H algorithm, in which 
the jumping distribution does not depend on the current state. In the independent 
random walk M-H algorithm, candidates are drawn from a distribution which is 
independent of the current value 0']. This approach is introduced by Smith and 
Gelfand (1992) and Tierney (1994) and is motivated by the case in which data are 
sparse and it seems reasonable to ignore it in generating candidates. The choice 
of a constant jumping distribution leads to considerable simplification of the ratio 
of importance ratios. For example, using the prior as a jumping distribution, the 
ratio of importance ratios is 
^  p i y  I  ^') p i ^ ' ) / p ( ^ ' )  ^ p { y  I  ^ ' i )  
p i y \ O T ) p m / p { 0 1 )  p ( y | ^ n "  
which only depends on the ratio of the sampling distributions. This algorithm will 
not be used in our subsequent work. 
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Perhaps the most popular M-H algorithm is the random walk M-H algorithm (Metropo­
lis. 1953: Chib and Greenberg. 1995). because the candidate is equal to the current value 
plus a disturbance. There are two types described below; .Algorithm II and Algorithm 
III. 
Algorithm II; Random walk M-H algorithm 
By taking the jumping distribution to be normal with mean equal to the current 
value and variance proportional S. J{Oi \ 0^} = \(0, [ cS), we have a random 
walk in 0, space. The key assumption is that S does not depend on 0^. The 
constant c is included because it is sometimes desirable to adjust the variance to 
improve the convergence rate. If one uses a random walk jumping distribution of 
this form which is symmetric in and 0^. then the ratio q is of a simple form; 
p(^: I  y ) / m  I  p(g' I y) 
p(«n y)/^(«n»:) p(^ny)' 
It is observed that the size of the step from 0^ to 0 '  does not depend on the 
current point 0'^ at all. Note that q depends only on the posterior distributions if 
the jumping distribution is symmetric in its arguments. 
Algorithm III: Scale-dependent random walk M-H algorithm 
Depending on the form of the posterior distribution, we may want to let the scale 
matri.x depend on the current value 0^. This leads to scale-dependent random 
walk  a lgor i thm.  In  th i s  case ,  q i s  o f  the  fo rm (4 .3 )  wi th  J (0 '  |  0 '^}  =  : \  (0 ,  |  
0';.Eff^). Sole that in this case the jumping distributions no longer symmetric in 
its arguments. Consequently the jumping distributions do not cancel as they do 
in .Algorithm II. It is also the case that the discussion in Gelman et al. (1995b) 
applies. 
Algorithm IV; Posterior approximation M-H algorithm 
Finally, we can use a jumping distribution constructed to provide a good appro.xi-
OI  
mation to the target distribution. For example. J{0i | 0'^) = .V(0, | 0,. ). where 
0. is a mode of the target distribution given .-Mternatively the mean and vari­
ance of the jumping distribution can be derived based on a linear approximation to 
a nonlinear function. Since the jumping distribution is in this case an appro.xima-
tion to the target distribution, a for the traditional M-H algorithm is of the same 
form (4.3). with | 0-) = X{0, \ and J{0- \ 0^) = X{0, 1 
where two different linearizations are carried out one at 0' and one at 0'i. 
.\'o matter what kind of jumping distribution is used for a M-H algorithm, there remains 
the question of how to choose the scale matrix S. Gelman et al. (1995a. 199ob) suggest 
adjusting the scale of S in the random walk M-H to bring the acceptance rate between 
0.23 to 0.45. They find that if S is the target posterior variance (usually unknown), 
then 2.4'S/</ works well in the jumping distribution, where d is the dimension of S. 
When linearization of the nonlinear function is used to generate the jumping distri­
bution. the variance matrix for the normal jumping distribution can be derived either 
from the Hessian matri.x H or from the gradient vector F. Vector F and matri.x H. 
respectively, are the first and the second derivatives of the relevant portion of the log-
likelihood function with respect to the corresponding parameters. The variance can be 
taken as the inverse of the negative of the Hessian matrix or the inverse of the product 
FF^. When the likelihood has a non-Gaussian shape at some points, the third derivative 
may be large at those points, which means the Hessian matri.x may differ significantly 
from the Hessian matrix evaluated at nearby points (Thisted. 19S9). Such instability 
can be a problem. 
4.5 Batching and other issues 
The way in which the model parameters 0 are partitioned in developing an MCMC 
algorithm may affect the convergence rate (Gilks et al.. 1996). This is especially relevant 
for the Gibbs sampler. For example, the fixed effects in the linear mixed model can be 
partitioned as b = (bi ...bk...bm) with each subvector corresponding to a subpopu-
lation defined by the level of the fi.xed effects (e.g.. gender), or they can be partitioned 
element by element as b = (611,612 6ip, 621-•••• 6mp)- In the Markov chain simula­
tion. the posterior sample is drawn in batches of size p for the former partition, while it 
is drawn element by element for the latter. If larger batches are used then one travels 
across the joint distribution with a multi-dimensional move to update all of the param­
eters in the group. For the single-element scheme, each move is one-dimensional. Since 
the elements within a parameter subvector may be correlated, the choice of partition 
influences the mixing of the Markov chain (Gilks et al.. 1996; Gilks and Roberts. 1996). 
Hence, there is a need to study the impact of different batching algorithms in order to 
develop a good computational scheme. 
Another issue that can affect the efficiency of the MCMC algorithm is the sensitivity 
to starting values. Starting values for MCMC algorithms do not of course affect the 
stationary distribution, assuming one e.xists. However, some algorithms appear to be 
more sensitive to the choice of starting values, working poorly (or not at all) for some 
choices and well for others. There are conflicting goals in selecting starting values. 
Starting values must be overdispersed with respect to the target distribution for the 
Gelman and Rubin convergence diagnosis (PSR) to be \-alid. However, starting values 
may need to be chosen extremely carefully for slow-mixing chains, so that an unusual 
starting value does not increase the time required for convergence (Gilks et al.. 1996). 
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CHAPTER 5 LINEAR RANDOM REGRESSION MODELS 
5.1 Introduction 
Previous chapters introduced models that can be used to analyze phenotypic trait 
data measured longitudinally, reviewed likelihood and Bayesian inference, and discussed 
approaches that can improve the efficiency of MCMC algorithms for carrying out the 
Bayesian approach. The current chapter focuses on Bayesian inference for linear random 
regression models. Building on the discussion of Chapter 4. we provide empirical results 
concerning the efficiency of a number of MCMC algorithms with the goal of providing 
practical advice to users of those models. 
To review, random regression (RR) models for longitudinal data incorporate pop­
ulation average response patterns over time and individual-specific effects. Individual 
response curves over time vary around the population average. .-Mlowing individual 
variation enables one to accommodate animal genetic effects and permanent environ­
mental effects. cLs well as individual-level covariates. In this chapter, we focus on the 
case when the population curve and individual effects are linear models ( i.e.. linear in 
the parameters). Chapter 6 addresses nonlinear random regression models. 
We focus on the Bayesian approach to data analysis using RR models. The posterior 
distribution of model parameters is proportional to the product of the prior distribution 
and the sampling distribution, as described in Chapter 3. Bayesian methods rely on 
.Markov Chain .Monte Carlo (MCMC) simulation. It is obviously beneficial to develop 
and adopt efficient simulation algorithms to explore the posterior distributions. Factors 
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associated with efficiency of MCMC were described in Chapter 4. Here we study those 
factors in the context of RR models. 
The random regression models used in this chapter are described in Section 0.2. 
Notation for the models is developed and complete Bayesian model specifications are 
given. The use of hierarchical centering and orthogonal polynomials for improving the 
efficiency of .\ICMC algorithms are discussed in Sections 5.3 and 5.4. An application 
of the polynomial random regression model to pig weight data is illustrated in Section 
5.0. Results of the data analysis are provided but the focus is on the efficiency of the 
various MCMC algorithms. .-Vll models used in this chapter are listed in Table 5.1. and 
the notation for this chapter is listed in Table 5.2. 
5.2 Random polynomial regression models 
5.2.1 Model specification — independent animals 
To begin we suppose repeated measurements of a growth trait are taken over time 
on n unrelated animals. Let r, denote the number of records for animal i and let y, 
be the corresponding r,- x 1 vector of measurements. We often stack the individual 
vectors together with y = (yf yl" ... ylV. the .V X 1 vector of measurements, where 
.V = r,. number of RR models may be considered for a given data set. We let 
.Mpq represent the random polynomial regression models with a p''* degree polynomial 
for the population (fi.xed effects) growth curve and a q"* {q < p) degree polynomial for 
individual-level effects (random effects) around the population average. This means that 
the first q polynomial coefficients \^ry from, animal to animal due to individual effects. 
In practice it may be desirable to allow separate population curves for each of m 
subpopulations (e.g.. m = 2 with males and females serving as subpopulations). Let 
b = (bi b2 ... b^) denote the vector of subpopulation parameters, u = (uj U2 ... u„) 
denote the individual level parameter vector, and e = (ei 62 ... ^n) denote the ran-
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Table 5.1 Abbreviations and brief description for polynomial random re­
gression models used in Chapter 5 
Abbreviation Model Description 
Mpq y = Xb -r Zu -i- e 
a random regression(RR) model with a p"" 
degree polynomial for fixed effects and a 
degree polynomial for random effects, where 
u, ~ A'(0,G) and e ~ A'(0. cr^) 
MpqL model Mpq with Legendre polynomials 
MpqR y = X'''b+ + Zr j  +  e  
a reparameterization of model Mpq based 
on hierarchical centering, with a q'^ 
degree polynomial for random effects and a 
(9-f- 1)''' to p"* polynomial for fixed effects, 
where r/j ~ .V'(bi.G)) and e ~ A'(0.(Tg) 
MpqRL model -Vlpq with Legendre polynomials 
Mpq A y = Xb -i- Za -i- Zp -i- e 
an extension of model Mpq when genetic 
relationships among animals are incorporated, 
w h e r e  a  ~  . V ( 0 .  A ( 8 ) G )  a n d  p  ~  A ^ O .  I 0 E )  
MpqR A a reparameterization of model Mpq.A based 
on hierarchical centering 
MpqRAL Model .\IpqR.-\ with Legendre polynomials 
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Table 5.2 Notation used for linear random regression models 
Abbreviation Description 
r ,  the number of repeated records on animal i  
the number of animals in subpopulation k  
n  the total number of animals in the data set. n  =  51^=1 
x the total number of records. r. 
the variance for random sampling residuals 
G the variance matrix for the individual random effect parameters 
b.- vector of the fixed effect parameters for the subpopulation 
u, vector of the animal's random effect parameters 
a. vector of the animal genetic effect parameters 
P. vector of the animal's permanent environmental effect parameters 
V :  vector of the animal's centered random effect parameters 
7 vector of centered random effect parameters 
mean vector for tj, 
b mean vector for ij 
b vector of fixed effect parameters 
u vector of animal random effect parameters 
a vector of animal genetic effect parameters 
P vector of permanent environmental effect parameters 
X, or Z, the incidence matrix corresponding to the animal's fixed 
or random effect parameters 
A the additive genetic relationship matrix between 
animals with entries denoted by .4,^ 
A - '  the inverse of matrix A with entries denoted by .4'-' 
MPSR a scalar used for convergence diagnosis, summarizing the 
distance of between-sequence to within-sequence 
variance matrices of multiple parameters. 
MPSR approaches 1.0 at convergence 
\/kp the estimate of MPSR 
convergence point: the number of iterations required to detect 
convergence of the Markov chain, including the burn-in 
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clom residual vector. The vectors u and e contribute individual measurement varia­
tion above or below the fixed effects. Note that each vector bt of subpopulation fixed 
effects is of length p: = (boi^- bif^- and each vector u, is of length q: 
u, = { u q ,  U i, ... The model for measurements y can be written as 
t  
y = y[ y l  y l )  
/ 
Xi 
X2 
^  ^ b .  ^  
b. 
\ ^ 
= 5Cb "i" Zll "T £, 
-f-
( 
Zi 0 
0 Z^ 
0 0 
0 
0 
\ / \ 
Ui 
U2 
Zn y ^ Uti ^ 
+ 
( \ 
Ci 
\ e n  I  
(5-1) 
where e ~ A-(0.<t2I).X , (r, Xm(p-|-1)) and Z, (r,- x (<?+1)) are incidence matrices associ­
ated with the polynomials in time for fi.xed effects b and random effects u,, respectively. 
.Matrix Z, includes <7+1 columns corresponding to constant, linear and order 
polynomial terms in time. .Matri.x X, is 0 in all columns except columns corresponding 
to the p1 polynomial terms for the relevant subpopulation. 
It is common to assume independent identical Gaussian distributions for the error 
terms in e. so the likelihood function for the observations on n independent animals is 
)[(b.u.a,^ |y) = (2-<T2)-"-^'eTp(^-^(y-Xb-Zu)^(y-Xb-Zu)j (5.2) 
= (2-cr;)-°--^'exp •—^(y, - X.b - Z.u.)^(y. - X.b - Z.u.)j . 
.Assuming that random effects follow independent identical Gaussian distributions, taken 
as u, I G ~ .V(0. G). prior distributions for the remaining parameters for model Mpq 
are 
• o-e ~ 
• G ~ [\V{ug.Go') 
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• p(b) constant 
where I\' denotes the inverse chi-square distribution with density 
f x ' i e )  =  9  > 0 .  
E { 0 )  = ;7^-;=" and v a r { 9 )  = /H' denotes the inverse Wishart distribution 
with density 
I \ V { W )  =  +  ^ |Sr / - |Wi - ( ' '+^+^) / -exp(^ / r {SW- ' ) ) .  
where W is positive definite. E(W)=(i/ — k — 1)~'S. and k is the dimension of W. 
The degrees of freedom and Ug are hyperparameters that control the contribution 
of the prior distribution to the posterior distribution. Small \'alues for the degrees of 
freedom indicate large prior variance and greater weight on the data. The remaining 
hyperparameters (Tq and Go may be selected according to any prior information, e.g.. 
estimates obtained from previous experiments on similar populations. 
Given the likelihood function and the prior distributions, the joint posterior distri­
bution of all parameters for model Mpq (5.1) is 
/)(b.u,G.<T; I y) = p(y I b.u.cr2)p(b)p(u I G)p(G)p(cr;)/p(y) 
n 
= p(b)p(G)p(cr;)np(y, | b.u..a-;)p(u. | G)/p(y) (.5.3) 
i  
In the subsequent sections, we apply Gibbs sampling to generate values from the joint 
posterior distribution. The full conditional posterior distributions of the parameters 
that are required for Gibbs sampling are as follows. 
• cr; ~ /\- (j/, + iV. - X.b - ZiU,)^(y, - X,b - Z,u.)) /{u^ -i- .V)). 
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The colunrin vector Uj = (Uji. Uj2 "jn)^ is the vector of degree coefficients 
for the polynomial of random effects for all animals. 
• b ~ .V(b. (XX)~'<T^). Note that by the definition of X,. the full conditional 
posterior distribution of b factors as the product of m independent Gaussian dis­
tributions with bfc = {bok bik ...bpkV ~ {'^ku)=k^ku)=k)~^cr^)- where k = 
1.2 m) indicates the subpopulation. bfc = iX.l^•^^f.'X.k(l)=k)~^'^^,)^kiy^t)=k -
Zfc(.)=A.-Ufc(,)=A;). and k ( i )  =  k  indicates the rows and the columns corresponding to 
the k"^ subpopulation. For example. Xt(i)=A- is the collection of incidence matrices 
X, in X in (5.1) for those animals associated with the A:''' subpopulation. 
• u; = (uo , .uu  ~ -V(u,-Su.). where = (Z f  ZJa;  ^  G~^ .  and 
u, = - X.bA.(,))/(r;. 
Since all conditional posterior distribution are standard distributions, it is straightfor­
ward to implement the Gibbs sampler to draw samples from the posterior distribution. 
5 . 2 . 2  I n c o r p o r a t i n g  t h e  r e l a t i o n s h i p  b e t w e e n  a n i m a l s  
The model in the previous section assumed unrelated animals. In practice the animals 
available for study are typically related. In that case, it is natural to divide the individual 
random effects into genetic and permanent environmental effects. The model with a 
p''^ degree polynomial for fixed effects and a degree polynomial for random effects 
that incorporates animal genetic relationship is named model Mpq.A. The key idea is 
•  G  ~ - r  r z .  ( G o - i - S )  ^ ) .  w h e r e  S  =  
U = (Uo.U, U,) = 
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to write u, as a, -r p, where a, = (o q . Oi, are additive genetic effects, and 
P :  =  i p o ,  P u  •  •  -  P q t  V  ^^re permanent environmental effects. If we take a = (ai ai ... a,i) 
and p = (pi p2 - - - Pn)- then the model for the response y can be written as 
y = Xb + Za-r Zp-i-e. (5.4) 
It is common to assume that a ~ .V(O.A0Ga) and p ~ .V(O.I0E). where A is the 
additive genetic relationship matrix among animals with element A,_;. and 0 denotes 
the Kronecker product. We illustrate the use of the Kronecker product by e.xplaining 
L-ar(a) = A(g)Ga. Matri.x A is of dimension n x t? and Gq  is (g + 1) x (9 + 1), then 
A0Ga is n[q + 1) x n{q +1). and can be written in block form as 
/ \ 
••^llGn .4i2Ga ... .4inGa 
•"il2Ga .422Ga - - - .42,1 Ga 
^ -4lnCr^ -42nGa • - • -4nn^'a y 
With this extended model, the remaining development of Section 5.2.1 remains 
virtually changed. VV'c do require an additional prior distribution for E and assume 
that E ~ /ir(^'p-E^'). Then the full conditional posterior distribution for E is E ~ 
fW'iup -i- n.(Eo + S)~^). where S = P^P. Matri.x P is of the same form as U but 
substituting Uj, with Pj,. As the distribution for a is different than that for u, the full 
conditional posterior distributions for a and p are modified as follows. 
• a. ~ .V(a..f;a.). where = (.4"G-' + ZfZ./^r^)-'. 
a, = Ea, (Z^(y — X,b — Z,P j)/(T^ — .4'-'G~'a_,). where .4'-' is the /j"' entry 
of A~'. 
• p. ~ .V(p,. EpJ. where Sp. = (ZfZ./o-; + E"')"'. and 
p. = Sp.Zr(y.-X.b-Z.a.)/a2. 
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5.2.3 Convergence rate 
An iterative simulation is said to have converged when the parallel Markov chains 
are indistinguishable for any quantity of interest. Figure 5.1 shows a case where lack of 
convergence (in the first 200 iterations) is evident from comparing parallel sequences. 
.Notice that convergence can sometimes not be detected from one sequence alone (e.g., (b) 
in Figure 5.1 )(Gelman. 1996). To diminish the effect of the starting points, convergence 
diagnosis and inference focus on the second halves of the Markov chains. The first half 
is used as burn-in. 
The parameter space is multi-dimensional for the models under study. The multi­
variate potential scale reduction (MPSR) criterion introduced by Brooks and Gelman 
(1998) is a quantitative approach for convergence diagnosis (see Section 3.3.4). .MPSR 
is based on analysis of xuriance methods. .Approximate convergence is diagnosed when 
the between-sequence variance is no larger than the within-sequence variance. Hence, 
when .MPSR is near 1. we conclude that the simulated obserx'ations are from the target 
distribution. .An estimate of MPSR is denoted by \JRt (see Section 3.3.4.3). and an 
estimated value of MPSR below 1.2 is generally considered as indicating convergence. 
simulation. In our study, a simulation process is diagnosed as being converged at itera­
tion when remains below 1.2 for at least 20.000 iterations afterward. Then we 
use the length - (including burn-in) to indicate the convergence point. The faster the 
simulation converges, the smaller will be. 
5.3 Hierarchical centering 
Hierarchical centering (see Section 4.2) is a strategy used to yield lower correlations 
between blocks of parameters and better mixing of MCMC simulations (Gelfand et al., 
1995a: Gilks and Roberts. 1996). In the traditional parameterization, random effects 
calculated every s iterations during the Markov chain 
6S 
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Figure 5.1 Time series plot of first 200 iterations to show the mixing speed 
of Markov chains 
represent the deviation of an individual's model from the population average model, and 
are often assumed to be normally distributed with mean zero. Hierarchical centering 
provides an equivalent model specification in which the random effects enter as part of 
a hierarchy, data depend on random effect parameters, and random effect parameters 
are modeled random draws from a model centered at the population-level parameters 
(rather than zeros). 
5.3.1 Hierarchical centering for random regression models 
For the polynomial random regression models that we consider, polynomials of dif­
ferent degree are fitted to the fi.xed and random effects. Model Mpq has a p"'-degree 
polynomial of time for fixed effects (a separate polynomial for each of m subpopulations 
is permitted) and a ^'''-degree polynomial of time for random effects. 
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When the degree of the polynomial for random effects is less than that for fixed 
effects [p > q). the centered model MpqR is derived by centering all random effects at 
the means of the corresponding fixed effects instead of at zeros. Model MpqR then takes 
the form 
y = X'^b"^ + Z i j  + e. (model MpqR) (o.o) 
where X"^ is the incidence matrix containing the higher order polynomial terms (degree 
q + \ to p) that are included as fixed effects but not as random effects, b"^ = (bj^ ... b;^) 
are the fi.xed effect parameters corresponding to higher degree polynomial terms, b^ = 
(6(,+ i)i. ... bpk)^. and Z is the incidence matri.x for the random effects (same as in 
(5.1)). The vector of the centered random effects for individual i. TJ- = (r/o, r/i, ... f/,,)^. 
is assumed to follow a Gaussian distribution •V(bt.G). where fc is the subpopulation 
to which animal i belongs, and b^ = (60^. bik-.-bgh) are the corresponding fixed effect 
parameters for the q degree polynomial. Note that the centered random effects can be 
expressed in terms of the parameters of the uncentered model as = b^. -f- u,. where Uj 
are the random effects with mean zero. 
We next consider how this parameterization affects the likelihood function and the 
fu l l  c o n d i t i o n a l  p o s t e r i o r  d i s t r i b u t i o n s  t h a t  a r e  u s e d  i n  M C M C  a l g o r i t h m s .  . A s s u m i n g  n  
animals are unrelated, the likelihood function is 
L (b. T /.o-; I y) = I (b = (b,b-^).T7.(T; I y) 
= (2:ralr°-'-'''exp ("^(y - X^b+ - Zrjfiy - X^b+ - Zv^j 
= i27ral)-'-''-'exp f^(y. - Xf b+ - Z,T,J^(y. - X+b^ - Z,»7.)) -
The remaining prior distributions are set up as follows. 
• c r ;  ~ 
. G ~ nV{u,.Go') 
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• p(b"^) X constant. p(b) 3c constant 
Given the likelihood functions and the prior distributions . the joint posterior distri­
bution of all parameters for model MpqR (5.5) is 
p(b.b^.T7,G.o-; I y) = p { y  \  b+. t;. <T2)p(b+)p(t7 | b. G)p(b)p(G)p(cr;)/p(y) 
The full conditional posterior distributions are as follows: 
. ~ /x- ( u ,  + .V. 4- (y - X+b+ - ZT7)^(y - X^b- - Zi,)) / { u ,  +  X ) ) .  
• G ~ /ir(z/^ + n.(Go + S)-M- where S = T^T. T = (Tq. Ti..... T,) with = 
i l j i  n ' j 2  • • •  J  = 0-J- 3.nd j j j -  = r ] j i  —  b j k .  if animal i  belongs to 
subpopulation k. 
.  h t  ~  .V(bf.(X5T,,,X5,„,)-V|), where bf = (X5T,,,X5,,,,)-'X5T,,,(y«,,=»-
'^k{t)=k'nk(i)=k) ^ indicates the rows and columns corresponding to sub-
population k .  
• bt ~ X{jj^..G/nfc). where is the total number of animals in the k^'' subpopula­
t i o n .  a n d  f f f .  =  Y l k { i ) = k ' n i / ' ^ k  i s  t h e  a v e r a g e  o f  t h e  r a n d o m  e f f e c t s  f o r  l e v e l  k .  
• I bi.G ^ where Et/, = ( Z j Z i / c r ;  -f-G"')"' and 
n, = S,, (zr(y,- - Xf b+)/<7j + G-'bi) : 
if animal i  belongs to the k * ^  subpopulation. 
One case that deserves special attention is the case when p  =  q .  In that case, the 
model (MqqR) can be written as y = Zt] -i- e with ?/, ~ A'(bfc. G), where k indicates the 
subpopulation that animal i belongs to. This avoids some of the awkward notation that 
is required to address the split of bk into two subvectors. The full conditional posterior 
distribution for bfc is of the same form as bfc for model MpqR. 
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The version of the model that incorporates genetic and permanent environmental 
effects in place of the single vector of random effects can also be modified to include 
hierarchical centering. Recall that the form of the model is y=Xb-|-Za+Zp+e. There 
are two options for hierarchical centering: either centering genetic effects (thus using 
parameters (b rj p) and 17 = b-i-a) or centering permanent environmental effects (using 
parameters (b 77 a) and ij = b-f-p). where b represents fixed effects %vith the same degree 
of polynomial as those used for the random effects a or p. The decision as to whether 
to center or not and how to center are. therefore, more complex for model MpqA. We 
will come back to this issue in the next section. 
5.3.2 When is hierarchical centering preferred ? 
Gelfand et al. (1995) provide results to guide the choice between models Mpq and 
.\IpqR. Their result (see Section 4.2.2) shows that the more efficient MCMC algorithm 
depends on the relative magnitude of the variance of the conditional posterior distribu­
tion of the centered parameters tj- (given above as {Zf Z,/a^ ) to the variance of 
unccntered parameters Uj (which is G). The hierarchically centered model will improve 
the convergence of .\ICMC algorithms, if the ratio of these two variances is close to zero. 
This criterion indicates that centering will be effective when jZ^Z,G/(T^ -i- l| is close 
to zero. Essentially this occurs when the variance of the random effects. G. is large 
compared to 
For model Mpq.A.. the optimal parameterization depends on the relative magnitude 
of variance matrices G. E and cr^. In practice, it is not obvious which parameterization 
to select, since G and E are unknown in advance. Even when the relative magnitude of 
the two variance matrices is known, the choice of parameterization can be affected by 
the sample size or by the degree of relationship between animals (given by A). In this 
conte.xt. a cycling algorithm is recommended by Gelfand and Carlin (1995). The cycling 
algorithm combines two or more algorithms into a single MCMC algorithm. One full 
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cycle consists of a single iteration for each of the component MCMC algorithms. Gelfand 
and Carlin find that the efficiency of the cycling algorithm is approximately equivalent 
to that of the best component. Therefore, in the conte.xt of our model, there are three 
possible MCMC implementations for model Mpq.\: (1) centering genetic effects (b t/ p). 
(2) centering permanent environmental effects (b 7/ a), and (3) cycling the two centered 
parameterizations (b p) and (b Tf a) in sequence. It is also possible to include the 
original uncentered parameters in the cycling algorithm but we have not usually found 
that useful in the models we consider. 
5.4 Orthogonal polynomials 
Correlations among parameters tend to slow the mixing of Gibbs sampling chains 
(Gilks and Roberts. 1996). Orthogonal transformation of the incidence matrices in poly­
nomial regression models is an approach for reducing the correlation between the regres­
sion coefficients, which, therefore, could improve the convergence rate for the MCMC 
algorithm. 
5.4.1 Legendre polynomials 
There are a number of families of orthogonal polynomials (see Section 4.3) that can 
be used. We focus on the Legendre polynomials (Thisted. I9SS). Legendre polynomials 
are continuous, normalized and orthogonal on (-1. 1). and defined as the following. 
Oo(x) = 
Oi(x) = 
Ot(x) = 2 k  + 1 1 
(, 
J=0 
( 
2 k  -  2 j  
k  
rk-2:  (5.6) 
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where k is the degree of the polynomial. They can be dev^eloped via a recurrence rela­
t i o n s h i p  ( a s  d e s c r i b e d  i n  S e c t i o n  4 . 3 )  w i t h  O j  =  0 .  6 ^  =  { 2 j  —  1 ) / j .  a n d  C j  =  { j  —  I ) / j  
in (4.1). The recurrence relationship yields the unnormalized Legendre polynomials as 
or(-r) = 1 
o""(x) = X 
2 k  — 1 A- — 1 
Ofc"(x) = X C)fc_i(x) Ofc_2(x). (5 .7)  
k  '  k  
These can then be normalized to have constant variance by multiplying the k'^ polyno­
mial by ^ J { 2 k -r• l)/2. The Legendre polynomials are an even function of x when k  is 
even, and an odd function when k is odd. 
Let Ap be the matrix required to transform the first p monomials (1 x x* ... x^) 
into a p''* degree Legendre polynomial. For e.\ample. the first five Legendre polynomials 
are 
.\4 = \/0.5. V l . o x .  \/2.5(1.5x^—0.5). \/3.5(2.5x^ —1.5x), and n/4.5(-^x"' -x*-t--] 
& 4 & 
where x G (-1. 1). Then is defined as 
( \ 
\ 
y/oX 0 —0.5\/2.5 0 
0 V/L5 0 -1.5v^ 0 
A4 = 0 0 1.5v/2^ 0 -TV^ 
0 0 0 2.5vX5 0 
0 0 0 0 ^ 
so that row vector o = (1 t  yields the appropriate quartic Legendre polyno­
mial at time t .  
Since the support for the Legendre Polynomials is on (-1.1). the time variable for the 
longitudinal data needs to be adjusted to match the support of the Legendre polynomial 
function. The adjusted time variable is calculated by 
t  —  m i n ( t )  t' = -l-h 
max(t) — min(t) *  1 ,  
where t  is on the original time scale, t '  is the adjusted time on the (-1. 1) scale, and 
n}iii{t) and max{t) are the minimum and maximum of time for the data at hand over 
all individuals. For e.xample, if the measuring time varies from a minimum of 10 to 
a ma.ximum of 90.  then the adjusted t ime for i=30 is  r=-I+(30-I0)/(90-10)x 2=-
0.5. For the day with adjusted time we can compute the first three orthogonal 
polynomial values as (0 .7071.  -0 .6124.  -0 .1976) .  These values would then be used in the 
corresponding columns of X, or Z, in the random regression models. 
5.4.2 Relationship between models Mpq and MpqL 
Let MpqL and MpqRL denote the models we obtain by transforming to orthogonal 
polynomials in models Mpq and MpqR. respectively. Let Lp denote the transformation 
matrix between time on the regular scale and adjusted time on the (-1.1) scale for the p"^ 
degree polynomial of time, so that X, = X,Lp ' is on (-1.1) scale. L is data-dependent 
and model-dependent. Its structure will be illustrated in the subsequent section. .Note 
t h a t  i n  t h i s  s e c t i o n  X ,  d e n o t e s  t h e  m a t r i x  w i t h  p  c o l u m n s  a n d  r ,  r o w s  f o r  a n i m a l  i .  
S u p p o s e  t h e  n  a n i m a l s  a r e  i n d e p e n d e n t  ( n o  r e l a t i o n s h i p  m a t r i x  i s  u s e d )  a n d  a n i m a l  i  
belongs to the /r"* subpopulation (with fixed effects, vector bt). then the relationship 
between model Mpq (5.1) on the regular scale and model MpqL on the Legendre scale 
can be developed as follows. 
y. = X.bt -i- Z.u. -i- e. 
= X,Lp ' ApAp 'Lpbt -f- Z,L,^' A,jA^ 'LgUj -i- e, 
= X'bfc-i-Z'u'-i-e,. 
where X, and are design matrices on the original time scale (i.e.. the entry for the 
clement in the /"•' row and column is . see (2.2)). X* = X,Lp'Ap and Z' = 
Z,L~'A, are design matrices on the Legendre scale, and b^- = Ap'Lpbt and u* = 
A~'L,u, are parameters on the Legendre scale. Note that the random effects variance 
I o 
matrix G on the Legendre scale is 
G -  = far( u - )  =  v a r ( u , )  G (A^'L,)^ 
After the posterior distribution is obtained on the Legendre scale for model MpqL. 
parameters on the regular scale can be obtained by the reverse transformations bt = 
TT - t  Lp'^pbfc- u. = L, and G = ^A^G^Aj^L, 
5.4.3 Benefit of orthogonal polynomials 
To understand why the use of orthogonal polynomials can be expected to produce 
more efficient MCMC algorithms, we consider the posterior distribution of the ran­
dom effect parameters and fixed effects, given the \-ariance components. Consider the 
structure of Henderson's mixed model equations (MME). given the x'ariance parameters, 
which are expressed as follows for model Mpq. 
/ 
\ " / 
(5.S) 
X^X X^Z 
Z^X Z^Z + (A-'0G-' 
\ 
v/here A is the additive genetic relationship matrix between animals and I will replace 
A when animals are independent. The variance for the BLUP estimates (b u). treating 
the variance parameters as fixed, is the inverse of the coefficient matri.x in Henderson's 
MME. When X^Z ^ 0. the fi.xed and random effect parameter estimates are correlated. 
The above is given in terms of the REML-BLL'P approach. The same logic is relevant 
in the Gibbs sampling conditional distribution. Dependence between subsets of model 
parameters may slow the travel along the surface of the joint posterior distribution when 
using the Gibbs sampler (Gilks and Roberts. 1996). 
Now we consider models MpqL and MpqRL (similar results are obtained for models 
.Mpq.AL and .VIpqR.AL). For model MpqL. the columns of the design matri.x Z' are a 
s u b s e t  o f  X '  ( t h e  t w o  m a t r i c e s  a r e  e q u i v a l e n t  i f  p  =  q ) .  . \ s s u m i n g  t h a t  a n i m a l s  1  a n d  n  
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belong to subpopulation 2 and animal 2 belongs to subpopulation 1. then the coefficient 
matrix for Henderson s MME for model MpqL is 
/ / 
/ 
0 L 
Ip 0 
V 0 Ip 
0 
0 
0 
\ 
^7 
0 
0 
\ / 
\ 
\ s y m m e t r y  +  ( A ~ '  0  G ~ ' )  
where A = I when animal genetic relationships are ignored. The inverse of the above 
matri.x is proportional to the variance of the conditional posterior distribution of model 
coefficients (b' and u'. given the \-ariance parameters). In this coefficient matri.x. a 
significant number of off-diagonal entries are zeros, suggesting much lower posterior 
correlations between model coefficients. 
For model MpqRL. = 0 ( with X* = (Z' X""*")). so the coefficient matrix 
in Henderson's MME is 
/ / 
0 
ip-7 
\ 0 
Ip-!? 
0 
Ip-7 
0 
0 
0 
0 
^ 0 I„, + (A-'®G-M ^ 
This matri.x shows the posterior conditional independence between the fi.xed effects and 
random effects given the \-ariance parameters . In addition, when fitting a model with 
the same degree of polynomial for fi.xed and random effects (say model Mqq). the model 
obtained by transforming to orthogonal polynomials (model MqqRL, y = Z't/* + e ) 
provides independence between model coefficients, since z-^z- = I 
t  t  
Similar results as discussed above are obtained for models MpqAL and MpqRAL 
when relationships among animals are incorporated. However, close genetic relationships 
increase the dependence of random coefficients. 
5.5 An application to pig weight gains 
5.5.1 Data and model 
The data set of pig weight gains used zis an e.xample in this study was obtained 
through the generosity of S. .Andersen and B. Petersen of The National Committee for 
Pig Breeding. Health and Production in Denmark. .\ detailed description of the data 
set can be found in .Andersen and Petersen (1996). Live weights of 190 slaughter pigs. 
95 pigs of each gender, were measured from 4 weeks of age (a weight of about 25 kg) to 
appro.ximately 20 weeks of age. Half of the pigs were slaughtered when their live weight 
reached 95 kg and the rest were slaughtered at 115 kg. .A.11 pigs were raised on the same 
farm. The number of times that weights were taken, r,. varied from 19 to 32 across the 
190 animals. .All weights were slightly different at the start of test. Live weight gains 
(y) were recorded as 0 on the first day of test. The ma.\imum number of days on test 
was 114. There were 37 families with 4 to 6 offspring per family, evenly divided among 
2 to 3 sons and daughters. One family had only 1 son. The total number of records. 
.V = r,. was 4294. Males and females were considered as separate subpopulations in 
the random regression models so that a separate population average growth curve was 
assumed for each gender. Figure 5.2 shows the weight gains of several animals over the 
test period. .A common growth pattern is observed but presence of individual variation 
is also clear. 
Treating the animals as unrelated, random regression model M42 was used in .Ander­
sen and Petersen's paper (1996). Under this model, the weight gain of the measure 
7S 
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Figure .5.2 Observed weight gains from the start of test (day 0) of several 
pigs over time 
for animal i. taken at time t,j can be expressed as 
ijij = -r -r b2k(i)t~j -r -r + "oi + "ii'ij -r + t-.j 
— (5-9) 
where b;;(,) = {bQk(i) ^u-(t) 6^a-(,))^ are the fixed effect coefficients (population 
average for subpopulation k ) .  u. = (tioi "i: "2i)^ ~ .V(O.G) are the random effect 
coefficients for animal /, = (1 ... t^) denotes a vector containing the O""* through 
}/^ order monomial in time, and ~ .V(0,o-g). The model includes two vectors of fixed 
e f f e c t s  c o e f f i c i e n t s ,  o n e  f o r  m a l e s  a n d  t h e  o t h e r  f o r  f e m a l e s  ( d e n o t e d  a s  h  —  M  o r  F ) .  
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5.5.2 REML-BLUP results 
Andersen and Petersen (.A.P. 1996) fit random regression model M42 to the pig weight 
data by a REML-BLUP approach. The REML-BLUP estimates for model M-12 listed 
in Table 1 under .AP are as follows, using subscript REML to denote the estimates ( 
for fixed and random effect parameters). 
Fi.xed eff"ects were: 
for boars: 0.224 0.651 0.0108 -0.00014 0.53E-7 
for gilts: = ( 0.302 0.62S 0.0142 -0.000IS 7.29E-7 ) -
and the REML estimates for residuals and var-cov'ariances of random effects were 
/ \ 
0.977 -0.0632 4.32E-4 
^'e .reml  =  1-05- gre\ f l  = far(u,) = 
-0.0632 0.0149 -1.17E-4 
4.32E-4 -1.17E-4 1.6SE-6 
-Vote that there are minor difference between males and females. 
\ 
5.5.3 Bayesian analysis with independent animal model 
5.5.3.1 Model M42 results 
In order to compare with the results obtained by .AP. the same M42 random polyno­
mial regression model is adopted as a starting point in this study. VVe briefly review the 
essential elements of the Bayesian analysis here. More details are provided in Section 
.5.2.1. 
Following the .AP model, we ignore relationships between animals for the present 
time. The entire observation vector y can be written in the form (2.3). 
y = Xb -t- Zu -t- 6 
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/ \ 
X, 
b,, ^ 
\ 
Zt 0 
0  z >  
0 
0 
\ 
\ / \ 
Ui 
U2 
u. 
-i- e (5 .10)  
0 0 • • • z„ 
\ / \ / 
where the rows in Z, are tl and the rows in X, are tT in the column for the cor-
^tj  * Hij 
responding gender and zero elsewhere. The between-individual \-ariation is introduced 
through Ui for this linear hierarchical model and u is assumed to follow A'{O.I0G). 
Prior distributions are selected as in Section 5.2.1 and are listed in Table 5.3 for 
model M42. For convenience, hyperparameters cr^ or Go are chosen so that the mean 
of the prior distribution is equal to the REML estimate of the corresponding parameter 
obtained by AP. The degrees of freedom are chosen to minimize the weight of the prior 
distribution on the posterior inference. The Gibbs sampler algorithm of Section 3.3.2.3 
is used to generate samples from the joint posterior distribution. We used a batching 
scheme so that the entire vector bt was simulated at one Gibbs step. Batching is 
compared to a single-element scheme in Section 5.5.4.3. For this model and algorithm, 
the MPSR diagnostic indicated convergence after 19.000 iterations. 
Posterior means of the location parameters and variance components for model M42 
are listed in the second column of Table 5.4. Figure 5.3 shows histograms of the posterior 
distributions of the variance components, where it is evident that posterior modes of 
variance components are similar to REML estimates of variance components, especially 
for a; and the individual variance at a certain day. The table and figure indicate that 
RE.ML-BLUP estimates and posterior means are reasonably similar. The 2.5%. 50% and 
90% quantiles of the posterior distribution for each parameter are listed in Table 5.5. The 
difference between males and females are illustrated by their population average curves 
in Figure 5.4. Figure 5.4 also indicates great similarity between these two inference 
approaches in the male and female population curves. 
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Table 5.3 The priors and density function for random regression models 
used for fitting the pig weight gain data. 
Model parameter prior 
.\I42 1
0 II II O
 
G = 5.GO-M'" 
b constant 
u|G V(O.G) 
y|b.u. .V(Xb + Zu. a-l) 
.\I42R •> = 4.^5) 
G = 5.Go-M 
b+ constant 
i7|G A'(b.G) 
b constant 
yib+.i/.cr; :V(Xb+ + Zt7.<t2I) 
.M22R II 
G = . 5 . G o M  
»7|G iV(b.G) 
/\* stands for the inverse chi-square distribution. 
and I W  stands for the inverse Wishart distribution. 
(1): in order to let mean=1.05 = 
(2): G q=G fiEML estimate/(o-3-l) 
Since animal values estimated by model M42 includes heritable and non-heritable 
effects, it is not of interest to make inference about animal genetic performance at this 
point. Inferences for genetic values will be given in a subsequent section when the 
relationships among animals are incorporated. 
5.5.3.2 Discussion 
The purpose of this section is to discuss likelihood-baised and Bayesian inferences. 
Comparisons among MCMC algorithms will be discussed later. First, we have verified 
the fact that when all random components follow a Gaussian distribution and a fiat prior 
is assigned to the fi.xed effects, the posterior modes for model coefficients are the same as 
Table 5.4 Comparison of the posterior means of parameters for a Bayesian 
analysis of models M42. M42L. M42RL with REML-BLUP esti­
mates (AP). 
Model' 
Parameter AP M42 M42L M42RL 
^O.u 0.224 0.1983 0.1980 0.1934 
0.651 0.6540 0.6557 0.6542 
O.OIOS 0.01072 0.01072 0.01071 
-0.00014 -0.000139 -0.000139 -0.000139 
5.53e-7 5.475e-7 5.47.3e-7 5.466e-7 
b o f  0.302 0.3281 0.3259 0.3273 
b i p  0.628 0.6257 0.6254 0.6252 
K  0.0142 0.01425 0.01424 0.01424 
b z p  -O.OOOIS -0.0001847 -0.0001846 0.0001845 
b.r 7.29e-7 7.-34 le-7 7.340e-7 7.335e-7 
0.977 0.9322 0.9332 0.9344 
C/u 0.0149 0.01483 0.01484 0.01482 
G22 1.6Se-6 1.663e-6 1.663e-6 1.659e-6 
Goi -0.0632 -0.06116 -0.06117 -0.06126 
002 0.000432 0.000414 0.000413 0.0004124 
(-'12 -0.000117 -0.0001163 -0.0001163 0.0001160 
> <7; 1.0546 1.0574 1.0574 1.0621 
-,(2) 19.000 8.000 400 
AP: REML-BLUP estimates (.Andersen and Petersen. 1996) 
M42: quartic-quadratic random regression model 
R; reparameterization based on hierarchical centering 
L: reparameterization on the Legendre transformation scale 
(1): See Table 5.1 in Section 5.2 for more details about the models 
(2): Convergence point 
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Table 5.5 Quantiles of the posterior distribution of the fixed effect param­
eters and variance components for models M42 and M42RL 
Posterior Quantiles 
Model M42 Model M42RL 
Parameter 2.5% 50% 97.5% 2.5% 50% 97.5% 
-0.1155 0.1957 0.4959 -0.1142 0.1937 0.5080 
0.6158 0.6557 0.6948 0.6144 0.6542 0.6936 
0.0094S 0.01072 0.01194 0.00947 0.01071 0.01194 
^3 A /  -1.57E^4 -1..39E-4 -1.22E-4 1.57E-4 -1.39E-4 -1.21E-4 
4.643E-7 5.471 E-7 6.305E-7 4.609E-7 5.4671 E-7 6.311 E-7 
boc- 0.0064S 0.3251 0.6469 .00749 0.3274 0.64507 
b i p  0.5843 0.6254 0.6664 0.5843 0.6250 0.6669 
b2. 0.01291 0.01424 0.01559 0.01292 0.01424 0.01557 
-2.04E-4 -1.S4E-4 -1.65E-4 -2.04 E-4 -1.84 E-4 -1.65E-4 
6.392E-7 7.333E-7 S.292E-7 6..397E-7 7..332E-7 8.273 
'^00 0.672S 0.9229 1.2474 0.6747 0.9244 1.2526 
6-„ 0.0118 0.0147 0.0185 0.0118 0.0147 0.0185 
C J  J O  I.31E-6 1.65E-6 2.11E-6 1.30E-6 1.64E-6 2.10E-6 
GQ\ -0.088 -0.0603 -0.0382 -0.0884 -0.0606 -0.0.383 
Oo2 1.76E-4 4.06E-4 6.S8E-4 1.77E-4 4.06E-4 6.85E^4 
C r  1 2  -1.518E-4 -1.152E-4 -S.699E-4 -1.514E-4 -1.14SE-4 -S.677E-4 
• >  1.0099 1.0568 1.1070 1.0140 1.0616 1.1117 
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Figure 5.3 Histograms of parameter distributions of variance components 
and the animal variance on day 60 for model M42 (with REML 
estimates indicated by the vertical line). The top left figure is a 
scatter plot of cr^ against animal variance on day 60 
BLUP estimates obtained by solving Henderson's mixed model equations (MME) given 
the REML estimates for random components as mentioned in Chapter 3 (Table -5.4). 
For the fixed effects, consistency of posterior means and REML-BLUP results are shown 
in Table 5.4 and Figure 5.4. The variance for each model coefficient calculated from the 
posterior draws is approximately equal to the corresponding variance obtained from the 
inverse of the coefficient matrix in Henderson's MME (Harville. 1977: Robinson. 1991). 
For comparing the two inference approaches, we can exercise the estimated animal 
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Figure 5.4 The population average curves for males and females obtained 
by REML-BLUP or Bayesian approaches to model M42. (left: 
for females. REML-BLUP (solid line), Bayesian (dashed line): 
middle: for males. REML-BLL'P (solid line). Bayesian (dashed 
line): right: males (dashed line) females (solid line) by Bayesian 
approach. The two approaches yield estimates for males that 
are too similar to be distinguished here. 
effects to see the consistency of the animal rankings produced by the two methods. The 
ranking obtained with REML-BLUP estimates is exactly the same as that obtained 
by ranking the posterior mean of animal effects (for any day on which ranking was 
attempted). This can also be e.xplained by the similarity between the animal value 
estimates for the two approaches. The correlation between these two sets of estimates 
evaluated either on day 50. 75. or 100. is 0.9999. 
It is impossible to calculate quantiles for REML-BLUP estimates without large sam­
ple theory. While any quantile for a quantity of interest can directly be obtained by 
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Bayesian approach. In terms of computing, the Bayesian approach reduces the need 
to calculate the inverse of large matrices. For example, the REML-BLUP approach re­
quires the inverse of the large 580 x 580 coefficient matrix in Henderson's MME ( Section 
3.2) for this pig weight data set. By contrast, the Bayesian approach only requires the 
inverse of 3 x 3 or 5 x 5 matrices in some conditional distributions. 
5.5.4 Comparing MCMC algorithms - independent animal model 
The results in the previous section were obtained by fitting model M42 with the 
Gibbs sampling algorithm (plus batching). This took 19,000 iterations to converge. It is 
natural to consider if a more efficient algorithm is possible for fitting random polynomial 
regression models for large data sets. This section is focused on comparisons among 
various MCMC algorithms, which are related to orthogonality, hierarchical centering and 
batching strategies. The efficiency of MCMC algorithms is measured by the convergence 
point -• (see Section 5.2.3). 
5.5.4.1 Orthogonal polynomials 
The random polynomial regression model on the Legendre scale is denoted by MpqL. 
To transform model M42 to Model M42L. quadratic and quartic Legendre polynomials 
arc used to adjust the time scale to be on the Legendre scale (see Section 5.4). So 
the block matrices in X, and in Z, are T.L^'A^ and T,Lj'A2. respectively. Refer to 
Section 5.4 for the definition of A^: A2 is the top left 3 x 3 matri.x of A^. Posterior 
autocorrelations among the fixed effects and the unique random components in G are 
reduced when this orthogonal transformation is applied to either model M42 or model 
.\I42R. Table 5.6 illustrates this, with the second line for model M42 and third line for 
model M42R. 
Table 5.7 shows the benefit of using Legendre polynomials by comparing the conver­
gence point for model M42L (7=8.000) with that for model M42 (7=19.000) (discussed 
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in 5.5.4.3). Figure 5.5 also shows the effect of orthogonality on the \-alue of \J R^. which 
remains smaller than 1.2 after S.OOO iterations. 
Orthogonality is in particular beneficial when the fixed effects are drawn by the 
single-element scheme (- >80.000 for the regular scale. -.=42.000 for the Legendre scale). 
.Moreover, orthogonality makes an enormous difference when Legendre polynomials are 
adopted for the hierarchically centered model M42R (discussed further in 5.5.4.2). with 
- reducing to 400 from >80.000 . 
Table 5.6 .Autocorrelation of parameters and convergence rate for models 
.\I42 and M42R 
Covariate 
Scale Model 
Autocorrelation 
7 s(3) 
•> G(iJ)^^' Fixed Effects 
Regular 
M42(single b) 
.\I42(Batch b) 
.\I42R 
0.133 
0.135 
0.134 
0.190 ~ 0.55S 
0.188 ~ 0.569 
0.191 ~ 0.559 
0.975 ~ 0.999 
0.185 ~ 0.431 
0.580 ~ 0.998 
>80.000 
19.000 
>80.000 
1.000 
1.000 
1.000 
Legendre 
M42(single b) 
M42( Batch b) 
.M42R 
0.135 
0.136 
0.145 
0.038 ~ 0.295 
0.040 ~ 0.292 
0.044 ~ 0.279 
0.482 ~ 0.996 
0.049 ~ 0..365 
0.033 ~ 0.783 
42.000 
8.000 
400 
1.000 
1.000 
200 
(1) Range across si.x unique entries in the covariance matrix G for u. or 17,.  
(2) convergence point 
(3) .s; the interval length for sequential convergence diagnosis 
5.5.4.2 Hierarchical centering 
Gelfand et al.'s (1995a) hierarchical centering algorithm is adopted as follows. Since 
the degree of the polynomial for random effects u is less than that for fixed effects b for 
model M42, a partial reparameterized model can be applied by centering the random 
effects at the means of the corresponding fi.xed effects instead of at zeros. This partial 
reparameterized model is denoted by M42R and the model for a single observation is of 
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Table o . T  Convergence rate''' of 29 selected parameters'"' for models M42 
and M42R 
Scale of 
Polynomials 
Sampling scheme for b 
Single-element 6. Batching b 
.\l42s'^' .\I42 1 .\I42R 
Regular >80.000 19.000 >80.000 
Legendre 42.000 8.000 400 
(1); indicated by convergence point 7  (see Table 5.2) 
(2): 29 parameters are 10 fixed effects. 7 random components. 
the average of random effects for each gender, and 
the random effects of the first 2 animals. 
(3): M42s denotes model M42 with single-element sampling scheme. 
the form 
y > j  =  +  V o .  + T l i J i j  + n 2 j ' j  -r (5-11) 
= ^4.2,,^t(.) "I" 
where t.1.2.^ = t-.,, = (I.^.j tfj f. T7, = (r/o,. r?i.. r?2, )^ = (6ot(.) 6u-(.) b2k(,)f -f 
( " 0 .  "1. "2.)^ = bfc(,) + u. { k ( i )  =  . \ [  or F  for animal z's gender), 
bt(,) = T}, ~ .V(bfc(.).G). u,- ~ .V(O.G). Uj, are the same as those in (5.9). 
and c,j ~ .V(0.(T^). The whole observation vector is expressed as (5.5). 
y — X"''b"'' -r Zt7 -i- € (5.12) 
where the rows in Z, are . and the rows in X.^ are tf, in the columns for the 
" i ]  » 
corresponding gender and zero elsewhere. 
When fitting the random effects with the same degree of polynomial (i.e.. allowing 
every coefficient to vary animal by animal), the complete centered model MqqR is y = 
Zrj-re. where the rows in Z, are = (1 t,j ... /'^) in the columns for the corresponding 
gender. 
In Table 5.7 and Figure 5.6, we find that hierarchical centering doesn't show a benefit 
in convergence rate for model M42R (in fact, there was no convergence before 80.000 
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Model M42L r=e.000 Model M42 r= 19.000 
Figure 5.5 \JR f  (estimate of MPSR) plots for model M42 and M42L 
iterations), but hierarchical centering does make a big difference when incorporates with 
Legendre polynomials (7= S.OOO for model M42L versus - =400 for model M42RL). We 
will discuss why this combination enhances convergence rate later. Table o.S shows the 
benefit of hierarchical centering when fitting the completely centered model M22 or M44. 
The increase in convergence rate is dramatic. 
5.5.4.3 Batching 
There are two sampling schemes for drawing the fixed effects; batching { k { i )  =  
F o r . M )  and single-element 6,. Table 5.7 shows that the single-element scheme does 
not show convergence before 80.000 iterations, while the convergence point 7 is 19.000 
iterations when fitting .VI42 with a batching scheme (Table 5.7. Figure 5.5). Therefore, 
the posterior samples obtained from the batching scheme can be used to compare with 
REML-BLUP results. The dimension for u is often large, so that batching subvector 
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Figure 5.6 (estimate of MPSR) plots for models M42R and M42RL. 
u, is sensible than batching whole u. especially when animals are unrelated. Thus we 
always do this. It is not clear whether it is beneficial. 
Posterior correlations between the fi.xed effects for model M42 are very large (with 
values from 0.97.5 to 0.999. see Table -5.6). Batching fixed effects results in a great reduc­
tion in the posterior autocorrelation among the fixed effects (posterior correlations then 
varying from 0.18-5 to 0.431). When the Legendre scale is adopted, batching still yields 
lower posterior correlations among the fi.xed effects than the single-element sampling 
scheme (range= 0.049 ~ 0..36.5 vs 0.482 ~ 0.996). 
The batching scheme for drawing fixed effects results in better convergence rate than 
the single-element scheme (7=19.000 vs >80.000) for model M42 on the regular scale. 
When the Legendre scale is adopted, the batching scheme for b is still better than the 
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Table o.S Convergence rate^^' of selected parameters^*' for models M4-}. 
M42R. M2-2 and M22R. 
Scale of 
Polynomials 
Model 
.\I44 M44R \122 1 M22R 
Regular >80.000 13.000 16.000 300 
(1): indicated by convergence point (see Table 5.2) 
(2): parameters are the fixed effects, random components. 
the average of random effects for each gender, and 
the random effects of the first 2 animals. 
single-element scheme (7=8.000 vs 42.000). This shows the benefit of drawing correlated 
parameters together (Gilks and Roberts. 1996). 
5.5.4.4 Summary and discussion 
Our results comparing convergence rates of different MCMC algorithms for fitting pig 
weight gain data with the random polynomial regression model M42 can be summarized 
as follows (see Table 5.7): (1) batching the fi.xed effect parameters improves convergence 
rate: (2) hierarchical centering doesn't improve the convergence rate for model M42 on 
the regular scale, but it has a great effect on models with the Legendre scale: (3) the use 
of orthogonal polynomials shows a benefit in convergence: (4) the greatest improvement 
in convergence rate is obtained when both hierarchical centering and orthogonality are 
applied to the random regression model: and (5) hierarchical centering is very efficient 
when the same degree of polynomial is fitted to the fi.xed and random effects. 
For random polynomial regression models, the fi.xed effects are correlated. Drawing 
posterior samples by batching is equivalent to traveling by a multi-dimensional move­
ment. This is efficient because it maintains the relationship among the elements of the 
parameter vector (Gilks and Roberts. 1996). Note that each step of the batching scheme 
is a little slower since a 5 x 5 matrix is inverted in model M42, but that seems not to 
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be a large burden. Thus we observe a benefit of batching fixed effects in our study. 
Theoretically, batching and single-element schemes are e.xpected to have the same 
convergence rate for orthogonal polynomial models for balanced data, since parameters 
will be independent of each other. The results from fitting M42L shows that batching 
fixed effects still improves convergence rate (7=8.000 vs 42.000). The use of orthogo­
nality for the unbalanced pig weight gain data improves the convergence rate to some 
e.xtent when the fixed effects are drawn element by element = >80.000 vs 42.000). 
.Autocorrelation is another indicator for convergence rate. In general, the autocorre­
lation is significantly reduced when orthogonal polynomials are used. We have checked 
several lag-autocorrelations for every set of posterior samples and observe that the au­
tocorrelation of lag 20 is greatly reduced. 
Reparameterization strategies are designed to reduce posterior correlations between 
parameters, such as hierarchical centering (Gelfand et al. 1995a) and the use of orthog­
onality (Gilks and Roberts. 1996). When the Gibbs sampler is adopted to e.xplore the 
joint posterior distribution, the more independence among parameters, the faster travel 
throughout the parameter space will be. Therefore, batching or orthogonality reduces 
the correlation and thus improv'es convergence rate. 
The reason that hierarchical centering (see Gelfand et al.. 1995a) doesn't perform 
it^; benefit for the data analyzed here can be due to the small magnitude of cr^ relative 
to rar(u,) = G (Table 5.4). Xeither is particularly large. Hierarchical centering shows 
its benefit when orthogonal polynomials are adopted because on the Legendre scale the 
variance matrix (G*) is much larger than <7^ (on regular scale for both cases). Note that 
orthogonal transformation also reduces the posterior correlation among the fixed effect 
parameters and random effect parameters when the hierarchical centering algorithm is 
adopted. 
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5.5.5 Bayesian analysis with dependent animal model 
The data set used here are from half-sib and full-sib families. Thus, it is necessary 
to incorporate genetic relationships among animals in the model to obtain accurate 
estimates of animal genetic parameters. Therefore, model M42.-\. (see (5.4)in Section 
5.2.2) with genetic and permanent environmental random effects should be used. Recall 
that the model is y = Xb -i- Za -i- Zp -i- e. 
5.5.5.1 Incorporating genetic relationships 
Model M42.-\ is fitted to pig weight gains when additive genetic relationships among 
animals (given in the n x n matri.x A) are incorporated. Because of the significant impact 
of hierarchical centering and orthogonality on the convergence rate for the model without 
animal relationship (model M42), a hierarchically centered model on the Legendre scale. 
.\I42R.AL. is used to fit the pig weight gains when relationships among animals are taken 
into account. The fi.xed effects are drawn using the batching scheme. 
Note that there are two random components besides the random residual. Therefore, 
there are two options with respect to hierarchical centering: either centering the genetic 
effect parameters or centering the permanent environmental effect parameters. The algo­
rithms of centering genetic and permanent environmental effect parameters are denoted 
by algorithm (b 17 p) (with t/, = b/^--|-a.) and algorithm (b rj a) (with 77, = b/^- -l-p,). re­
spectively. .According to Gelfand and Carlin's study (1995). centering the set of random 
cffccts with the largest variance would yield the most efficient algorithm. This suggests 
that centering the permanent environmental effect parameters seems more sensible in our 
case, since the heritability for pig weight gain is around 0.2 to 0.35. However. Gelfand 
and Carlin s results are for iid random efTects. Strong relationships between animals 
could influence the relative magnitude of the posterior genetic variance to the posterior 
environmental variance, which is the key quantity for assessing relative efficiency of cen-
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tcring (see Section 4.2.3). We have tried both algorithms with the pig weight gain data, 
but neither converge quickly (- is at least 72.000). It is desirable to find a more efficient 
algorithm for fitting model M42R.-\L. 
In the ne.xt section, we compare algorithms before presenting the results for pig weight 
gain data when genetic relationships are incorporated. Let Ga and E denote the variance 
matrices for the animal additive genetic effects a, and the permanent environmental 
effects p,. respectively. VVe assume that G^ = r (Gq  + E) with r indicating the ratio of 
the genetic variance G^ to the total animal variance Ga + E. 
5.5.5.2 Comparing MCMC algorithms — genetic/environmental ef­
fects model 
•As mentioned in Section .5.5.5.1. the convergence rate for fitting model M42R.-\L by 
Bayesian approach is slow when either centering genetic effect parameters or centering 
permanent environmental effect parameters is adopted. Therefore, it is of interest to 
explore the merits of the cycling algorithm introduced by Gelfand and Carlin (1995). 
Recall that the cycling algorithm implements algorithms (b RJ a) and (b TJ p) in se­
quence. as described in Section 4.2.3. 
In order to understand whether the efficiency of the cycling algorithm would be 
affccted by the relative ratio of genetic variance to permanent environmental variance, 
five data sets of 1.000 animals with known relationships between animals are simulated 
f o r  m o d e l  ( 5 . 4 )  b y  v a r y i n g  t h e  r a t i o  r  f r o m  0 . 1  t o  0 . 9  ( r e c a l l  t h a t  G ^  =  r  ( G ^  +  E ) ) .  
The parameter values used to generate the data sets are the REML-BLUP estimates 
obtained from pig %veight gains (see Table 5.4). The true value of G^ for each simulated 
data is obtained by multiplying the ratio r with the overall G reml (obtained by ignoring 
genetic relationships). 
The three hierarchical centering algorithms, (b rj a), (b t} p). and cycling, are 
applied to each of five simulated data sets. Convergence rates for these three algorithms 
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implemented for model M42RAL are listed in Table 5.9. Results show that the cycling 
algorithm works better or at least no worse than the algorithms (b »7 a) or (b t; p). no 
matter what the ratio r is. 
We found that even with 1.000 animals the choice of prior distributions for G and E 
had a large impact on the posterior distributions of G and E. For the results presented 
here the scale matrix in the inverse-VVishart prior distributions were chosen in the same 
proportion (r) as the values used to generate the data. Of course, this is not possible in 
general. 
Table 5.9 Comparisons among three hierarchical centering algorithms for 
model M42R.AL'^^ in terms of the convergence rate^^' for simu­
lated data sets with various 
Algorithm 
T/=b-f-a T/=b+p 
r b -T/ - p b — »7 — a Cycling 
0.1 62.000 >80.000 26.000 
0.3 >80.000 63.000 40.000 
0.5 56.000 63.000 40.000 
0.7 31.000 73.000 30.000 
0.9 38.000 76.000 31.000 
(1); Refer to Table (5.1) 
(2): Refer to Table (5.2) 
(3): Ga = r(Ga-f-E). in the simulated data with G^+E = G r e m l-
5.5.5.3 Results for pig weight gains 
Model M42R.A.L (which incorporates genetic relationships) is used to fit the pig 
weight data. Based on the simulation study in the previous section, the cycling algorithm 
is used to analyze the pig weight gain data. Since the value of r affects the estimation of 
Ga for small data sets (recall that there are only 190 animals in this data set). .A range 
of values are cissigned for the prior ratio for r, from 0.2 to 0.35 according to the accepted 
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range of heritability for pig weight gain. With five Markov chains, the convergence point 
- is about 36.000 iterations. Posterior means and quantiles for location parameters and 
variance components are listed in Table 5.10. Posterior means of the fixed effects and 
residual variance are similar to those obtained by model M42 (in Table o.-l) no matter 
which value is used for the prior ratio r. However, the genetic variance and permanent 
environmental variance vary with the prior ratio r. This is a result of the small number 
of animals in the data set. 
Since use of an incorrect value for r in choosing prior distribution scale matrices can 
result in incorrect inference, the impact of r on the ranking of animals is evaluated ne.xt. 
-Animal ranking is evaluated for r varying from 0.1 to 0.45. The results indicatet that 
the top 10 animals for each gender based on posterior means of their genetic values are 
the same when r is between 0.2 to 0.35. but there are some differences in ranking when r 
is not within this range. The top 10 animals for each gender evaluated by genetic value 
arc listed in Table 5.11 under the heading ID. when r= 0.2 ~ 0.35 is assumed. Note that 
for these models the ranking depends on the day we considered. Results are presented 
for days 50. 75. and 100. Table 5.11 indicates differences in ranking when M42 (ignoring 
relationship) or the nonlinear model (of Chapter 6) are used. The top 10 animals are 
understandablely different from the top 10 animals ranked when relationships among 
animals are ignored, since the ranking for the latter is based on the sum of genetic and 
permanent environmental effects. 
It is also of interest to have a confidence region for the contribution of an individual s 
genetic value over time. The estimated genetic value of individual i on day t is calculated 
by = ^0, -r tai^ -i- ^"ao,. where cij/. j = 0. 1.2. are posterior simulations of the genetic 
effects for animal i. Then the 95% confidence region for g of each animal can be obtained 
by calculating^ from its posterior draws of a at each iteration and then finding the 2.5% 
quantile. median, and 97.5% quantile for g on day t. Confidence regions for the genetic 
values of the top 6 animals for each gender on day 75 are shown in Figure 5.7. It 
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Table 5.10 Posterior means of selected parameters for model M-42R.AL'" 
fitted to pig weight gains with prior scale measures for and 
E such that the ratio of genetic x-ariance to animal variance is 
r. with r varying from .2 to .35. 
Prior ratio r 
Parameter 0.2 0.25 0.3 0.35 
b o s f  0.1912 0.1903 0.1900 0.1900 
b i .  0.6535 0.6534 0.6533 0.6533 
^2 A, 0.01072 0.01072 0.01072 0.01072 
b ^ m  -0.000139 -0.000139 -0.000139 -0.000139 
b - t x f  5.4 73E-7 5.472E-7 •5.472E-7 5.471 E-7 
u. O 0.3238 0.3230 0.3221 0.3218 
b i f  0.6242 0.6241 0.6240 0.6239 
b 2 f  0.01427 0.01427 0.01427 0.01427 
b z p  -0.0001S5 -0.000185 -0.000185 -0.000185 
b -i p 7.35 lE-7 7.352E-7 7..353E-7 7.354 E-7 
Gq o  0.1373 0.1616 0.1857 0.2093 
Gn 0.00212 0.00242 0.00270 0.00299 
G22 2.906E-7 3.290E-7 3.649E-7 3.998 E-7 
Oq i  -0.00905 -0.01050 -0.01185 -0.01319 
Gq 2 0.0000S2 0.000095 0.000107 0.000120 
Cj 12 -0.000019 -0.000022 -0.000025 -0.000027 
Eoo 0.797 0.777 0.756 0.736 
Eu 0.01291 0.01266 0.01244 0.01223 
E22 1.3SSE-6 1.35SE-6 1.330E-6 I.303E-6 
Eoi -0.0522 -0.0510 -0.0499 -0.0488 
Eq 2 0.00032S 0.000317 0.000307 0.000297 
E i 2 -0.000098 -0.000096 -0.000094 -0.000092 
1.0592 1.0592 1.0593 1.0594 
-,(2) 35.000 36.000 36.000 36.000 
(1): Refer to Table (5.1) 
(2): .A.n indicator for convergence rate, referring to Table (5.2) 
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Table 5.11 Ranks of the top 10 animals for each gender in terms of the 
posterior means of genetic values or animal values estimated by 
models M42RAL. M42 and on day 50. 75. and 100 
Ranked by Day 50 Day 75 Day 100 
M42RAL M42 NLM ID M42 NLM ID M42 NLM 
Male 1 104 3(3) 3(3) 77 2 2 29 2 12 
2 152 4 4 29 3 1 11 1 7 
3 t 1 2 2 59 1 1 176 9 
4 59 1 1 104 ( 5 ( ( 4 3 
5 111 5 5 11 0 59 3 1 
6 140 6 1 152 5 6 
~ 
108 1 6 108 4 61 10 
S 142 S 8 176 164 5 
9 115 164 57 S 4 
10 29 5 108 7 6 
Female 1 151 4 10 151 4 10 56 1 1 
2 185 2 2 56 3 3 8 4 
3 103 185 2 2 1S5 6 
4 78 4 3 78 151 6 
5 141 3 4 8 10 94 
6 1S3 45 9 45 2 2 
116 10 103 129 
S 54 54 90 5 
9 155 155 14 
10 99 116 5 8 30 
(1): XLM stands for nonlinear model discussed in Chapter 6. 
(2): Animal ID (3): Ranked by the corresponding model 
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illustrates that some animals (e.g.. females with id= S. 56) grow slower in terms of 
genetic value than the population genetic average in the beginning but faster at a later 
stage. Other animals (e.g.. id= 104, 1-51 in the first row) grow faster than population 
average over the entire experimental period. 
The genetic values of the top 6 females and males on day 75 ranked by model M42A 
10= 77 sex=M IDs 104 sexxM IDs I5t sexsF IDs 78 sexsF 
; C < C 6 C M  2 0 « e u a 0  r Q 4 0  6 e « o  2 Q 4 J 3 « O I O  
o»r* cmr* oar* d«r« 
Figure 5.7 The 95% posterior region for the genetic value for the top 6 
animals of each gender (Solid line is the posterior mean genetic 
v^alue, dotted line is the posterior median genetic value). 
Heritability (h^) is one of the most important breeding characteristics. Heritability is 
defined as the ratio of genetic variance to phenotypic variance and therefore is a function 
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of population parameters. For model M42.'\. h~ on day t can be estimated by 
, 2  ^  ( 1 1 t r-)'^ 
i l t r ' ) { G ,  +  E ) { l t r - ) T ^ a r  
where G^. E. and are posterior samples. The heritability h - can be computed for each 
iteration of the posterior samples, which allows us to characterize the distribution of h'. 
The mean, standard error, and some quantiles for h' on day 50. 7-5 or 100 are given in 
Table 5.12. The posterior distribution for . the genetic variance, and the phenotypic 
variance on day 75 are shown in Figure 5.S. This figure indicates that the distribution of 
h- and genetic variance are not symmetric, as is evident from the significant differences 
between mean and median. 
Histograms for Genetic Var. Phynotypic Var. and Heritability on day 75 
mu= 5.068 sd= 3.254 
0 5 10 15 20 25 
Varta) 
mu= 34.99 sd= 3.681 
I 
30 40 so 
vany) 
mu= 14.37 sd= 8.676 
i IL.. 
20 40 
Figure 5.S Histograms showing posterior distributions of the genetic vari­
ance. the phenotypic variance, and heritability on day 75 ob­
tained by fitting model M42R.\L. (median: dotted vertical line, 
mean: solid vertical line). 
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Table 5.12 Characteristics of the distribution of the heritability of pig 
weight gain summarized by posterior samples on day 50. 75. 
and 100. with prior r=0.25. 
Heritability h-
Day Mean Medium 97.5%'^' se(h') Correlation'-' 
50 14.05 3.36 11.02 43.44 10.18 0.7919 0.3537 
75 14.38 3.S1 12.21 36.60 8.68 0.8971 0.7957 
100 15.93 4.19 13.91 39.09 9.13 0.5479 0.8607 
(1): quantiles 
(2): upper triangle: correlation between h^'s on three selected days. 
: lower triangle: correlation between genetic values. 
5.5.6 Summary and discussion 
The Gibbs sampler is used to provide inferences from the joint posterior distribution 
of polynomial regression models. We consider orthogonal transformation, hierarchical 
centering, and batching in order to find efficient MCMC algorithms when the Bayesian 
approach to random polynomial regression models is adopted for longitudinal data. The 
study results are summarized as follows. (1) orthogonality (i.e.. the use of orthogo­
nal polynomials) plays a significant role in reducing correlation among parameters and 
therefore yields a large improvement in convergence rate of .MCMC methods, no matter 
whether it is implemented alone or with other algorithms like hierarchical centering: (2) 
batching the fi.xed effect parameters for subpopulations is more efficient than drawing 
parameters element by element: (.3) hierarchical centering (Gelfand et al. 1995a) may 
not be helpful in convergence rate when random polynomial regression models are fitted 
with different degree polynomials for the fixed and random effects. When fitting the 
same degree polynomial to the fi.xed and random effects, hierarchical centering can show 
its benefits in convergence rate: (4) it is especially helpful to use orthogonal polynomials 
along with hierarchical centering. 
There are two random factors in the random regression models when the genetic 
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additive relationship between animals is incorporated to address genetic and permanent 
environmental effects. Convergence is slow when orthogonal hierarchical centering 
applied to one of the two random factors. The cycling algorithm (Gelfand and Carlin. 
1995) yields the best performance. 
When flat prior distributions are assigned to the fixed effect parameters and the ran­
dom effect parameters follow Gaussian distributions, there is a lot of similarity between 
likelihood-based and Bayesian inference (Harville. 1977: Robinson. 1991). The advan­
tages of the Bayesian approach appear when drawing inferences for quantities, which 
are complicated functions of model parameters such as heritability. ranking, genetic val­
ues. etc.. because posterior draws are available for exploring the characteristics of the 
posterior distributions of these quantities of interest. In many cases the distributions of 
such quantities do not have normal distribution, in which case inferences drawn from 
the Bayesian approach are likely different from those that might be drawn from the 
REML-BLl'P approach, which relies on large sample theory. 
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CHAPTER 6 NONLINEAR MIXED MODELS FOR 
LONGITUDINAL DATA 
6.1 Introduction 
In Chapter 5 we focused on the Bayesian approach to data analysis using random 
polynomial regression models and the factors associated with efficient Markov chain 
Monte Carlo (MCMC) computation for those models. In this chapter we study the 
factors associated with efficiency of MCMC in the context of nonlinear mixed (XLM) 
models. 
The random polynomial regression models describe nonlinear growth patterns but 
are linear in the model parameters. X'LM models are often used to describe variation 
in biological characters with longitudinal data. e.g.. growth and lactation traits. (Walk-
field et al.. 1994: Rodriguez-zas et al.. 1997). The presence of a nonlinear function of 
the parameters in the likelihood means that different MCMC algorithms are required. 
Specifically. Gibbs sampling is no longer easy to implement because some of the condi­
tional distributions are not known (Chib and Greenberg. 1995). Thus some Metropolis 
steps must be integrated within the Gibbs sampler. .A.s a result, the factors affecting the 
efficiency of MCMC are different for X LM models than for linear models. 
The layout for this chapter is as follows. .Xonlinear mi.xed models are introduced 
in the remainder of this section. Bayesian model specification for XLM is provided in 
Section 6.2. .A number of Metropolis-Hastings (M-H) algorithms for drawing posterior 
samples are described in Section 6.3. In Section 6.4 the efficiency of the various algo­
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rithms are compared using a simulation study. The best of the algorithms are applied to 
pig weight gains in the final section to draw inferences about the quantities of interest. 
6.1.1 Nonlinear functions 
nonlinear function is a function in which at least one of the parameters appears 
nonlinearly. .Another characterization is that, in a nonlinear function, at least one of the 
derivatives of the response variable with respect to the parameters, is a function of at 
least one of those parameters (Ratkowsky. 1990). Note that the polynomial models of 
Chapter 5 are linear models in the sense described here. 
.Nonlinear functions have been proposed for modeling growth of a physical trait 
in terms of a small number of biologically interpretable parameters. 0. Ratkowsky 
(1990) reviews a set of nonlinear functions ranging from one-parameter models to four-
parameter models to describe the relationship between response and time. The functions 
include some subset of the following parameters; an upper asymptote, a growth rate, 
an inflection point, and a lower asymptote. If growth is e.xpected to follow a sigmoidal 
shape with lower asymptote zero, a finite upper asymptote, and an asymmetry about 
its inflection point, then the three parameter Gompertz function can be used to build 
the relationship between the responses and the e.xplanatory variables. The Gompertz 
function is e.xpressed as. 
f { e . t )  =  q  e x p ^ - e x p  ( ^ - 3  ~  
where t  is time. 9 =  [ t ]  3  k ] ^  \ s  the parameter vector with rj denoting the upper asymp­
totic value of the response. 3 the growth rate, and k the inflection point of the growth 
curve. Figure 6.1 presents several illustrative Gompertz curves. In this chapter, the 
Gompertz function is used to illustrate the fitting of nonlinear models via the Bayesian 
approach and to address issues concerning optimal algorithms for the Bayesian approach. 
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Gompertz curve for selected parameter values 
(a.D.k)-{ 120 . 1.2 . 30) (a,0>)-( 120 . 1.2.45) (a.t5.h)»( 120 . 12 . 60) ia.a.k)«{i20. 1 2 . 90) 
(a.0.k)«( 120 . 2 . 30 ) (a.b.k)»( 120 . 2 . 45 ) (a.D.k)-( 120 . 2 . 60 ) (a,D.k)-( 120 . 2 . 75 ) 
ic ^ie 
Figure 6.1 The Gompertz curve for selected parameter values. 
6.1.2 iVonlinear mixed models 
.\onlinear mixed (XLM) models are a natural extension of the linear mi.xed models of 
the previous chapter. The parameters of the nonlinear model for individuals are assumed 
to be random samples from a population. Let and be the J''' observation and the 
measuring time on individual i  ( /  = 1.2 n : j  =  1.2 r,). Individuals are assumed 
to belong to subpopulations (e.g.. males and females). Within each subpopulation. 
the parameter vectors for the nonlinear model are assumed to vary randomly about 
the subpopulation average. Then the NLM models for observation belonging to 
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subpopulation k { i )  { k { i )  =  1.2 m ) ,  is written as 
y,j = + e,j. 0i ~ A {0ok{t).G). (6.2) 
where /(.) is a nonlinear function with functional parameter vector where ^ofc(i) is 
the parameter vector for subpopulation k{i). and G is the covariance matri.x for the 
random effects tf,. 
.Vote that the nonlinear mixed model is specified here with hierarchically centered 
parameters. The alternative specification in which we write Oi = dofc(i) + u, is less 
practical in nonlinear models because subpopulation parameters ^ofc(i) ^-nd individual 
parameters u, (from A'(0, G)) would both be embedded in the nonlinear function /(.). 
6.1.3 Issues in implementing Bayesian methods for nonlinear models 
The presence of a nonlinear function in the joint posterior distribution typically 
means that we can not directly sample from each of the conditional distributions re­
quired in Gibbs sampling (Gelman and Gelman. 19S4). Instead, the Metropolis-Hastings 
(M-H) algorithm (Metropolis. 1953: Hcistings. 1970) is required. The M-H algorithm can 
be used for one or more steps within a Gibbs sampler or a single M-H step may be used 
to replace the Gibbs sampler. A jumping distribution is required to implement the M-H 
algorithm (Chib and Greenberg. 1995). Since the jumping distribution determines the 
potential points to visit in the parameter space, issues associated with the choice of 
jumping distribution can have a large effect on the efficiency of MCMC. One measure 
of the efficiency of an MCMC algorithm is the number of iterations required until con­
vergence. That is. until the generated samples provide an adequate appro.ximation to 
the posterior distribution. If a jumping distribution does not jump far enough or to all 
regions supported by the posterior distribution, then the simulated sequence of draws 
would stay in a small region and not represent the posterior distribution. 
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There are many options for the choice of jumping distribution. A common approach 
is a random walk MCMC. In that case the jumping distribution does not formally 
depend on the likelihood function or on the posterior distribution. Instead, the jumping 
distribution is a specified distribution, usually symmetrical, centered at the current \-alue 
of the parameter (or vector of parameters). The scale of the jumping distribution is 
adjusted to achieve the optimal acceptance rate, a rate between .23 and .45 according to 
results of Gelman et al. (1996). .A.n alternative approach takes the jumping distribution 
as an approximate of the target distribution (see Section 4.4.1). In the context of 
nonlinear models, this can be done by constructing a linear approximation (Lindstrom 
and Bates. 1990: Wolfinger and Lin. 1997) to the nonlinear function in the likelihood 
(posterior distribution). Then a jumping distribution can be chosen to be centered 
at the mode of the approximation to the posterior distribution. The variance of the 
jumping distribution can be taken els the Hessian matrix or as a function of only the 
first derivative vector. These issues are described more fully in Section 6.3. 
Other factors affecting the efficiency of M-H implementation are the organization of 
parameters into subvectors or batches and the choice of starting values. These are also 
described more fully in Section 6.3. Section 6.2 describes the Bayesian model in more 
detail. Then. Section 6.3 describes the algorithms that are compared and Section 6.4 
provides the comparison results. Lastly, we compare the efficiency of different MCMC 
algorithms for carrying out a Bayesian analysis of simulated data sets and the data set 
of pig weight gains introduced in Chapter 5. 
6.2 Bayesian approach to nonlinear mixed models 
In this section, a Bayesian model for a growth trait, ba^ed on the nonlinear Gompertz 
family (see (6.1)) of growth curves is described. This model is the basis for the study of 
different MCMC algorithms. 
lOS 
For convenience, notation used in this section is defined in adx'ance before introducing 
the model. 
Notation 
n =  total number of animals 
r,= total number of repeated measurements on animal i :  i  = 1.2 n  
total number of animals in subpopulation k 
X = the total number of records in the data set 
k { i )  =  1.2 m  = the indicator of the subpopulation which individual i  belongs to. 
9 ,  = { T ] t  3i Ki)= the Gompertz function parameters for animal i .  
ijij= the observation taken on individual i  at time (j = 1..... r,) 
y,= vector of obser\'ations taken on animal i  
f i 9 , .  t , j  )= the e.xpected value of y ,j for animal i  at time t ,j. where /(.) is the Gompertz 
function with parameter vector 
y =  (y ,  yo . . .  y„) = the entire observed data vector 
G = v a r ( 0 i )  =  
(  , \ 
( ^ T } 3  G T I K  
Gt,0 G33 Gjk 
GrtK Gsk. G U K  
. and G -I _ 
^ G'"" G'^" ^ 
Qr,3 q33 Q3k 
Q 3 n  Q K K  
6.2.1 Model specification 
Suppose the progress of a growth trait over time can be well approximated by the 
Gompertz function (6.1). Then the data for individual i can be modeled using a nonlinear 
mi.xed model (6.2), = /(^,> )+c,j. { i  = 1,2.... ,n: j = 1.2 r,), where parameter 
vector O i  = (77, 5, «,)^ ~ A'(dofc(i), G), with 77 the asymptotic value, 3  the growth 
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rale, and k  the inflection point. 0ofc(i) l^he mean vector for the subpopulation. to which 
individual i belongs, and e ~ A'(0.<rj). Under the assumptions of independence between 
animals and normal distributions for the random residuals e. the likelihood of the entire 
observed data vector y = (yi.y2 yn) is 
L {B. ally) oc p(y|«.<T^) 
3C (2-
^ - e t j = l 
The individual parameter vectors are assumed to be independent and drawn from 
population distribution .V(tfoA:(i)^ G) {k{i) = 1.2. ....m). The prior distributions for the 
remaining parameters in the NLM model are set up as follows. 
• I  
• p(6q) = piOok'-k = 1 m) oc constant 
• G = v a r { 6 i )  ~  I W i i / g . G ^ )  
where I \ -  and I W  indicate the inverse chi-square distribution and the inverse VVishart 
distribution (refer for their density functions to Section 5.2.1). The degrees of freedom 
parameters u, and Ug are selected to lower the impact of the prior distribution on the 
inference. For e.vample, 1/^=4.0 yields a prior with infinite variance. 
The joint posterior distribution is 
p { e . e o . G . a l \ y )  =  p { y  \  0 . < j l ) p { < j l \ a l ) p { e  \  0 o . G ) p ( e o ) p { G \ G o ) )  
= I crl) p { G  I Go)nfc^,/5(tfofc)n;Li { p { 0 ,  \  0ot(o-G)p(y. |  0 x , c r l ) ]  •  
6.2.2 Full conditional posterior distributions 
The full conditional posterior distributions of parameters are as follows. Refer to 
Section (6.2) for the notation used here. 
• 
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• (7.- 1 y. e. 00. G ~ (i/, + -V. Ylj [y^j - ) 
• G i y. ^0- Ce ~ (^j "• (^0 ^)~') • ^^'here the structure of S is 
S = 
^ v'^0' v'^K' ^ 
/ 
13-W 
K'^rj' K'^/3' K'^K,' 
The quantities of t /". (3'. and k ' are defined below. Let k { i )  denote the subpopu-
lation for animal i. Suppose animals 1. 2, and n are from the 2nd. A'th and Jth 
subpopulations. respectively, then A:(l) = 2. /:(2) = I\. and k{n] = J. The popu­
lation parameters corresponding to all animals are rj^ = (ryoi-ci) %t(2) ^ok{n))-
1^0 = i-^okii) 3ofc(2) ••• ^Qk[n))- a-^d Kq = (Kofc(i) Kofc(2) ^ot(n))- The indi­
vidual parameter vectors are tj = ^72 ••• Hn)- P = (Ji ^2 ••• •^n)- and 
K  =  ( K i  K 2  . . .  ^ n ) -  T h e n  r j '  =  T J —  T J q  =  ( r j i  —  T l 2  —  V o k { 2 )  • • •  V n  —  n O k { n )  ) ^ •  
/3' = /3 — /3Q, and K' = K — KQ are the differences between individual parameters 
and the corresponding subpopulation averages. 
•  p ( ^ 0 k  I y.^.G.a;) ~ :\'(ff^-.G/ n k } .  where f f k  = E. s.i. t(<)=A-'s the average of 
a l l  a n i m a l s  a s s o c i a t e d  w i t h  t h e  s u b p o p u l a t i o n  o f  s i z e  n ^ .  k  =  1 . 2  m .  
• P(^. I y.-0ofc(:). G.cr^) = p ( f f ,  I f f o k ( i ) . G ) p ( y ,  1 
oc exp^-^{0 i  -  0Qk( i ) )^G- \0 ,  -  0ot(.)) j  
1 - /(^.-^j))' 
J = l  
(6.3) 
.Vote that the posterior distribution for 0, does not follow any known parametric family. 
However, if we are willing to consider the single parameter q, (the upper asymptote) 
conditional on all others, then t], follows a normal distribution. 
pilt I y- ^3^•K,.0o^,).G.a;) 
^  - ^ ot(.))^G-'(tf.- - ^Oit(.))} { y , ,  -  /(^..^J))^| 
I l l  
^  { i v <  -  n o k ( , ) ) ' G ^ ' '  -  2(7, - r7ofc(.))(J. - 3ok(z))0"^^ 
where Qo = exp |—exp ~ 0) } 
X exp icr'^ + f2Ql/a-)7if-2 :y,jQ.j/a; + noku)G-^' 
(J. - 3okii))G^^ - (k. - ^:)} 
DC ~ .V(77i I 77,-,E^, ). 
where E,. = (E^L^ Ql/^r; + 
7. = S,. [E, + rjok(z)G^'' - (^. - 3okU))G^^ -  { K ,  -  K-ot(,))G'"'] . 
I nfortunately. the parameters 3i and /c, in the full conditional posterior distribution of 
6, do not have recognizable posterior distributions. Therefore. M-H steps arc required 
to implement Gibbs sampling to generate 3i and k, for this model. 
6.3 Metropolis-Hastings algorithms 
The .Metropolis-Hastings (M-H) algorithm is commonly used when it is impossible 
to sample directly from a distribution of interest, e.g.. the full posterior distribution of 
0, in the previous section. To implement a M-H algorithm, a jumping distribution is 
required to generate a candidate value for the next state for the Markov chain. Then the 
magnitude of the ratio of importance ratios determines the acceptance or rejection of 
the candidate points. Hence, the choice of jumping distributions may change the course 
of a simulation and. therefore, affect the efficiency of MCMC. 
For convenience, additional notation is defined here before introducing the various 
.M-H algorithms adopted here. 
Notation 
— U'j ~ the residual for y,j. 
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JiOi I di): a jumping distribution given the information at point 0,. 
q . u l e  . maximum likelihood estimate for 0 ,  using the data only from animal i  
d'i: the current value for 6, at a certain iteration of the Markov chain. 
6': a candidate value for tf,. typically drawn from the jumping distribution. 
9 ,  (or or 0 ^  ): the mean of a normal jumping distribution derived by linearization 
of the Gompertz function at  0 ^  (or 0 1 ,  or 0 ' ) .  
c  :  a constant used to adjust the size of the variance matrix of the jumping distribution 
in order to allow the acceptance rate to be between 0.23 and 0.45. 
t  
f,j= the Gompertz function gradient for animal i  at time = 
( Q . j  R x j  •  where 
Q.J = = e x p { - e x p { - 3 i { t , j / K ,  - 1))) 
or], 
^ ^ - I)) - I) 
( -  ( e x p { - 3 , { t . , j / K ,  -  1 ) ) )  { 3 , 1 , j I k ; )  
I, = ^ Yy^'=iiyij ~~ contribution to the log-likelihood from the ith 
animal's data. 
F, = the gradient of the log-likelihood for animal i  =  ^  F,") ,  
where 
H, = the second derivative matrix of the log-likelihood for animal i  
/ \ 
drj^ d r j t d 3 t  d r ) , d K ,  
Wsf 
a^'i. 
d r j t d J ,  d S t b K x  
1 \ d r j t d K t  d 3 , d K ,  / 
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/ 
- Q l  2^j=i °'J dj Q . j R . :  J 
\ 
_ J_ r  V'"' S 2 ^ j = 1  O i j  r an,, 
\ "w B t ,  Q.AK 
y <  (J. 2^j = l °'J 33 :1 "'J ^ / 
Y .Q ( or or S^Af/.£)= the estimate of the \^riance matrix evaluated at (or S ' .  
or The estimate can be developed from the Hessian matrix [—H,]~' or 
from the product of the gradient vector [^F,r'7] 
6.3.1 Jumping distributions and linearization 
Our basic computational approach is the same as for the linear mixed model, that 
is. using the Gibbs sampler to explore the joint posterior distribution. We have already 
noted that 6i can't be drawn directly from its full conditional posterior distribution, so 
that a \[-H algorithm is required for that Gibbs sampling steps. In our study, we use 
three approaches to obtain a normal jumping distribution for the M-H algorithms to 
sample from the full conditional distribution of 0, in (6.3). 
I. Random walk M-H : The first approach uses a normal distribution with mean 
equal to the current value and variance matrix equal to the inverse of the negative 
of the Hessian matrix at The resulting Markov chain is a random walk 
about the parameter space. .Vote that the jumping distribution does not attempt 
to approximate the shape of the posterior distribution. 
II. Normal approximation to the likelihood : The second approach is to construct 
a normal approximation to the likelihood function by linearizing the Gompertz 
function around the current value 01. .-Vs described in Section 4.4.1, the nonlinear 
function is e.xpanded in a first-order Taylor series. The mean and variance of the 
jumping distribution are derived as follows: 
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./(£?. I y . e ; . d . , . 0 Q k ( i ) . G . a l ]  
rx. exp < 
2(7? d s ,  e j  =  l  e , = 0 :  
{ s . - e t )  
- 1  ^  
^  ~ - Q u i ' i i  -  -  - ^ f )  -  ' I -  ^^')y 
7 = 1 
(6.4) 
\\ 
~ . V ( O i . S f f ) .  
here ± f f  =  (E? 0 .  = F, 
Alternative versions arise if we use the Hessian matrix to produce a second deri\-a-
tiveestimator. , or by altering the point at which the linearization 
is done. 
III. Normal approximation to the posterior distribution: The third approach is 
similar to the second approach, except that a normal approximation is developed 
for the posterior distribution rather than just for the likelihood function: 
.7(0. | y .0^ ^ _ . . e o M .)-G.^;) 
- 1  
:x exp|—(tf, - 0ofc(.))^G '(d, - 0oi-(.))| 
exp 
e j  =  l  0,=0: 
( « . - « n  
^ ~  ^ 0 k ( i ) f G  ^ { 0 i  -  0ot(.))| 
I i i ( y . j  - / ( 0 ^ ^ j )  -  Q . j i m  -  n , )  -  R r A - ^ i  -
~  S { 0 , , ± g ) .  (6. 
where tg = (E? + (E^^) {f, + G-'tfofc(o}-
When the prior distribution of 0i has a large variance (G is large) then approaches II 
and III are similar. .-Mso, when the data dominate the posterior distribution (e.g., if the 
sample size is large), then the two will be similar. For approach II. the prior distribution 
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does not contribute to the deri\-ation of the jumping distribution for the selection of 
candidates, but the prior distribution does play a role in the ratio of importance ratios 
for the Metropolis-Hastings algorithm, 
_ p(^,' I y)lJ(0', I ^1) _ p(y  I B-)p(d])/s{e, j 
~ P(«- 1 y)/i(«-1 «•) " p(y 1 fl^)p(0n/-V(e, 1 
For approach III. the prior distribution plays a role in selecting candidate values, but it 
is canceled out in q and consequently has no contribution to the size of q. 
6.3.2 Specific Metropolis-Hastings algorithms 
The previous subsection described approaches for developing jumping distributions. 
Here we describe the specific algorithms that are applied in our study. M-H algorithms 
for sampling 0, are discussed by Bennett et al. (1996) and Gilk and Roberts (1996). 
Algorithm 1 (Al): Random walk M-H algorithm 
./(0, I dD = \ { 0 i  I 0 1 .  Hq m l e  ). The mean of the jumping distribution is set at the 
current and its variance is determined by the curvature around 0^'-'^. Xote that 
the variance of the jumping distribution for each 0i only needs to be calculated 
o n c e .  . A l s o  t h e  j u m p i n g  d i s t r i b u t i o n  i s  s y m m e t r i c ,  s o  t h a t  J { 6 t  j  B ^ )  =  . J { 0 1  1  B i ) .  
and therefore the format of the ratio used to determine acceptance of the candidates 
acceptance rate can be simplified. 
Algorithm 2 (A2): Scale-dependent random walk .M-H algorithm 
.7(0, I 0i) = .V(d, ! ). The jumping distribution is derived by linearization 
of the likelihood alone, its mean is set at (either 0 1  or 0 ] ) .  and its variance 
is determined by the curvature around 0i. Note that it is not necessary for the 
j u m p i n g  d i s t r i b u t i o n  t o  b e  s y m m e t r i c ,  s i n c e  t h e  v a r i a n c e  d e p e n d s  o n  0 , .  
Algorithm 3 (A3): Mean-scale-dependent M-H algorithm 
. J { 0 ,  I 0 i )  =  N { 0 i  I fl,. ). The jumping distribution is derived by linearization 
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of the likelihood alone, and its mean and x-ariance are determined by linearization 
around 0, (see (6.4)). Note that the only difTerence between .-\3 and \'l is the 
location of the mean for the jumping distribution. 
Algorithm 4 (A4): Local-mode-dependent .\1-H algorithm 
. J { 6 ,  \  d \ )  = .V(tfi I . " ^ n s i o d c ) .  The jumping distribution is derived from 
^ I 
the joint posterior distribution rather than from the likelihood alone. During the 
random walk along the target surface, the jumping distribution is evaluated at the 
local mode [6^^°'^'''). which is estimated either by a N'ewton-Raphson method or a 
Gauss-Newton method with the current point as the starting point. .Vote that 
the mean and variance of the jumping distribution are determined by 
6.3.3 Batching 
-Another way in which M-H algorithms can vary is in whether the elements of 
are treated individually or batched together in a single M-H algorithm (as assumed in 
Section 6.3.2). This is relevant in the Gompertz model because, as noted earlier, the 
full conditional distribution for r/, is a normal distribution. We consider three batching 
schcmes. 
Scheme 1 (Bl): draw r/,. J,, and k , one-by-one in sequence. 
Scheme 2 (B2): draw r/, from its full conditional posterior distribution and then draw 
vector (J, K,). and 
Scheme 3 (B3): draw the vector {r), 3i k ,) in a single trivariate M-H step. 
-Algorithms incorporating Scheme B3 are those described in Section 6.3.2. For Scheme 
B2. the full conditional posterior distribution of ( J, /c,) involves the nonlinear Gompertz 
function, so linearization is required to derive a jumping distribution for sampling can­
didate points. This approach is the same as in the previous section (see (6.4) and (6.5)) 
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except that only J, and k , are incorporated in the distribution. For Scheme BI. the full 
conditional posterior distributions of J, and K j  are required. These take similar forms, 
so only the one for 3i is shown here: 
J { 3 , \ y . 3 l T j l K l a : ) ^  X [ 3 , . ± 3 . ) -
with 
+ (E E -  f i y ^ :  I ^'))- and 
J=l 
d m )  Sj. = (^ Rl) ^cr;- where Rij = 
j  =  l  
Besides applying different batching schemes to within the M-H algorithms, batch­
ing schemes can also be applied to the hyperparameters 0ok (A: = 1 m). whose pos­
terior distribution follows a multivariate normal distribution (see Section 6.2.2). When 
drawing f/ot. and kq^ in sequence, the full conditional posterior distribution of Jq^-
Ijecomes .V( Jq-). with 
3 a —  E 3 , 1  n i ;  +  { n k G ^ ^ )  
I  s . t .  k { i )  =  k  
n k  
Q-n-3 ^ (//. — %t(.)) + E — '^'OA:(i)) 
I  S . t .  I  s . t .  A : ( : ) = / r  
and Sjo = {rikG^^) '. 
where rih is the total number of animals in subpopulation k .  Similarly, the full condi­
tional posterior distribution of rjak and kq^- can be derived by substituting the relevant 
elements in the above expression. One would expect Scheme B3 to be best for the 
hyperparameters. since batching is generally effectiv'e and the full conditional posterior 
distribution is a known Gaussian (rather than requiring an M-H approximation). 
The .\I-H algorithms and batching schemes used in this chapter are summarized in 
Table 6.1. The means and variances of the normalized jumping distributions and the 
ratios of importance ratios for these M-H algorithms are listed in Table 6.2. .Note that 
only batching scheme B.3 is used with algorithms .Al and .A.4. 
l i s  
Table 6.1 Notation and description for the Metropolis-Hzistings algorithms 
for the nonlinear model. 
Algorithm Description 
A1 Random walk M-H algorithm: 
The mean of the jumping distribution is located at the current 
value 01 and its variance is determined by the curN'ature 
around the MLE of 0^ 
A2 Scale-dependent random walk M-H algorithm: 
The mean of the jumping distribution is located at 0\^ and its 
variance is determined by the variance of the linear approximate 
likelihood at 0i 
A3 mean-scale-dependent M-H algorithm: 
The mean and variance of the jumping distribution are determined by 
the point where it is evaluated, say 0i 
A4 local-mode-dependent M-H algorithm: 
The mean and variance of the jumping distribution are determined by 
the local mode, say which is updated by the Xewton-Raphson 
or Gauss-N'ewton method at each iteration, given 0'^ 
B1 
B2 
B3 
draw Tji.Ji.K, one-by-one in sequence 
draw rji and then (J,.k,) in vector form 
draw (77,. 5,.K,) in vector form 
( 1):0, can be the current point 0] or the candidate point 0' 
6.4 Comparison of Metropolis-Hastings algorithms 
The efficiency of an algorithm is expressed in terms of the number of iterations re­
quired until convergence is diagnosed, denoted by 7. The smaller the number of iterations 
required, the more efficient is the algorithm. For convergence diagnosis, several parallel 
.Markov chains, with overdispersed starting points, are simulated, and the second halves 
of the chains are used to calculate convergence statistics. The multivariate potential scale 
reduction (MPSR. Gelman and Rubin, 199S). based on comparing between-secjuence and 
within-sequence variances, is used here as the convergence diagnostic. If the estimate of 
.MPSR. ^/RP . is below 1.2, then we consider that the chains have converged. In practice, 
we determine the convergence point 7 by computing the diagnostic every .s iterations. 
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Table 6.2 The mean and variance of the normal jumping distribution and 
the ratio of importance ratios a for each Metropolis-Hastings al­
gorithm (^1 can be the current point fff or the candidate point 
f f - ) -
M-H 
Algorithm''' Batch' 
Jumping Distn. 
Mean Variance 
.•\1 B3 ^ X f L E  p(0'^\y) p(^. Iy) 
.\2 B1-B3 e, 
p(^jy)^v(^.*I^^S^c) 
Ai 81-83 0. 
p{0'i\y)/i^'iB'i\B, -^0') 
" 1 
A 4 83 QTTlodc 
(1); Refer to Table 6.1 for description. 
For e.xample. if 5=200. the sequential values of \/RP are calculated from the second 
halves of the first 200 simulated values from each chain and then the second half of the 
first -100 simulated values from each chain etc. The convergence point is said to be 
- (a multiple of 5). when VRp is less than 1.2 for the diagnosis carried out at iteration 
and remains below 1.2 for 20.000 iterations after that. This avoids cases where the 
.MC.MC algorithm appears to have converged but has not. 
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6.4.1 Simulation study 
In Section 6.5. we apply our various algorithms to the pig weight gain data that 
were introduced in Section 5.5. One difficulty then is that the true model is unknown. 
To better understand the performance of our algorithms, we begin by analyzing data 
simulated under the Gompertz model (see Sections 6.1 and 6.2). Data are generated for 
1000 independent animals. 500 of each gender, with measuring times every 5 days from 
day 0 to day 110. There are two subpopulations (i.e.. females and males). Note that 
genetic relationships among animals are ignored here. The parameters used to simulate 
data are as follows: 
• c,j ~ .V(0.<t;=4.0) 
• Population parameters: Bq^J = (98.0 1.2 41.0)^ for males. 
= (105.0 1.26 .38.0)^ for females 
• 6, ~ .\'(0ofc(,\. G). where G = 
/ \ 
150.0 0.0 58.0 
0.0 0.00.3 0.0 
^ 58.0 0.0 35.0 J 
Four M-H algorithms (.\l-.\4) incorporated with three batching schemes (B1-B3) are 
used to draw posterior samples for (i=l 1000). Three parallel .Markov chains are 
simulated. Because some algorithms are sensitive to variation in the starting points, 
several starting points are tried for all algorithms. 
6.4.2 Simulation results 
First, we check to see whether algorithms converge and if so. whether they converge 
to values appro.ximately equal to the true values that are used for simulating the data 
set. Table 6.3 lists the convergence point of all algorithms for a single simulated data 
set. Xote that .Algorithm .A3 did not converge. 
Table 6.3 Convergence point"' for Metropolis-Hastings algorithms used for 
fitting nonlinear Gompertz models to a simulated data set. 
Variance M-H Algorithm'^' 
Type'-' Batch'^' A1 .^2 \3 .\4 
Bl 7.200 > SO.OOO 
F B2 5.600 > SO.OOO 
F B3 1.600 > SO.OOO SOD 
H B2 7.200 > SO.OOO 
H B3 1.600 2.S00 > SO.OOO 
( 1 )  indicated by the value of 7  . defined in Table 5.2 
(2) F and H stand for algorithms that use the gradient- or Hessian-type 
matrix as approximate rariance matrix 
(3) .•\l-.-\4 and B1-B3 refer to methods defined in Table 6.1 
Among the feasible algorithms. Table 6.4 presents the posterior means and standard 
deviations of population parameters and variance parameters (G and cr^} obtained by 
algorithms .A1B3. .A.2B2 and .•\2B1. Comparing with the column labeled true value. 
Table 6.4 shows that these three algorithms provide similar answers, except that for 
Scheme Bl the parameters related to growth rate 3 (e.g.. J\[. Grjj) have a larger means 
and larger variances, even though the diagnostic indicates that .Algorithm .A2B1 has 
converged. Table 6.4 indicates that a data set of 1000 animals is sufficiently large to 
identify model parameters, since at convergence all population and variance parameters 
approximately reflect the true values. In the reminder of this section, we compare 
algorithms based on convergence rate. 
6.4.2.1 M-H algorithm 
First we observe that .-Mgorithm .^.3. in which the jumping distribution is an approx­
imation to the likelihood function based on a linearization of the nonlinear Gompertz 
function at the current parameter value, does not converge within a tolerable number of 
Table 6.4 Posterior means and standard deviations of some selected param­
eters for three M-H algorithms when fitting the nonlinear mi.xed 
model to a simulated data set. 
Para­
meter 
True 
value 
A2B1 A2B2 A1B3 
mean sd mean sd mean sd 
t im 98.0 97.70 0.57 97.72 0.57 97.73 0.57 
3m 1.2 1.21 0.004 1.20 0.003 1.20 0.003 
41.0 41.22 0.27 41.20 0.27 41.20 0.27 
if  105.0 105.12 0.57 105.07 0.57 105.08 0.56 
3f  1.26 1.27 0.004 1.26 0.003 1.26 0.003 
kf 38.0 38.41 0.27 38.37 0.27 38.37 0.27 
Gr, 150.0 154.01 7.38 152.72 7.31 152.62 7.30 
G3 0.003 0.0078 .0004 0.0028 0.0002 0.0028 0.0002 
G. 35.0 35.14 1.66 35.14 1.67 35.1334 1.6643 
G t)  ^ 3 0 -0.116 0.044 0.007 0.029 0.006 0.028 
G t) .k 58.0 59.72 3.20 59.44 3.20 59.42 3.19 
G 3.n 0 -0.052 0.021 -0.016 0.014 -0.016 0.014 
4.0 4.09 0.04 4.09 0.04 4.09 0.04 
7.200 L600 1.600 
(1) convergence point 7 .  defined in Table 5.2. 
iterations (i.e.. convergence is not reached before SO.000 iterations. Table 6.3). .Algorithm 
A2. in which the jumping distribution is centered at the current point (around which 
the linearization is applied) and with variance based on information from the linearized 
appro.vimation. does converge reliably, because it can travel through the full conditional 
posterior distribution of 0, no matter what batching scheme it is incorporated with 
(-• = 1.600 to 7.200). .Algorithms using the gradient to form a variance estimate for the 
jumping distribution appear to work better than using the Hessian matrix (7=5.600 vs 
7.200 for Scheme B2, and 7 = 1.600 vs 2.S00 for scheme B3). These algorithms are also 
less sensitive to variation in starting points. 
.Algorithm .A1 (implemented with batching scheme B3 only), using the curvature 
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around (Soa/le) as the variance of the jumping distribution, yields a better con-
^ I 
vergence rate than algorithm A2B3 (7=1.600 vs 2.S00). In addition. A1 is easier to 
program and better tolerates variation in starting points. Algorithm A4. which deter­
mines an approximation to the jumping distribution by finding the local mode of the 
posterior distribution, yields the fastest convergence rate among these four M-H algo­
rithms. but starting points for it need to be set in a narrow range. 
6.4.2.2 Batching Scheme 
Two batching schemes for the hyperparameters 0Qk Female or Male) were con­
sidered: batching all three components together and a single-element scheme. There 
was no real difference in the convergence point for these two schemes. Therefore, all 
comparisons presented are made for algorithms which draw the entire vector 0Qk-
\\ ith respect to batching schemes B1 - B3 for the individual parameter vector 
-Algorithm A2 is the only algorithm in which we can compare the convergence rates 
among Bl - B3. It is therefore possible to compare the different batching schemes for 
this algorithm. The results (Table 6.3) show that drawing the vector (7../?,,«:,) (B3, 
- =1.600 or 2.S00) is preferred over drawing 7, and then vector (B2. 7=5.600 or 
7.200). and also over drawing 77,. J,, k, in sequence (Bl. 7=7.200). This result is not 
une.\:pected because 7 (the asymptote) and k (the inflection point) are highly correlated 
(r= O.S). In such Ccises. batching or reparameterization are helpful tools (Gilks and 
Roberts. 1996). 
6.4.2.3 Starting points 
To diagnose convergence, we run parallel Markov chains with different overdispersed 
starting points. .A.mong all parameters, only the variance matrix G requires starting 
values, because starting values for 0, can be generated on their beisis. From covariance 
matrix G (Table 6.4), the standard deviation (sd) is 12.2 for 7,, 5.9 for and 0.055 
for J, over individual. The correlation between 77. and k, is high (r= 0.8) and therefore 
needs to be taken into account to avoid generating unrealistic starting values for 0^. 
Hence, we vary the sd values for r;,. J,, and k,, and then construct the starting points 
for G (i.e.. G(l. 1) = selected value for sd{r]i)^)), and the starting values for 77,. J,, and 
K, can then be generated from a triN'ariate normal distribution. 
Compared to other algorithms, the variation of starting points for .Algorithm A1 can 
be larger (e.g.. sd=30 for 77. 12 for k. and 0.14 for 3) to allow the MCMC methods 
work. When the Hessian matrix is used for updating candidates, it requires several 
trials to select variation in a narrow range (e.g., sd=9 for 77). For .Algorithm .^2 with the 
gradient type of variance, the variation of starting points can be set in a moderate range 
(e.g., sd=21 for 77). But for .Algorithm .^4. it requires a quite narrow range for starting 
points (e.g.. sd=6 for 7). For all possible combinations of .Algorithms .A1 - .A4. batching 
schemes B1 - B3. and variance type Hessian or gradient, convergence rate is lower when 
the v^ariation of starting points is large, provided of course that the algorithm converges. 
6.4.3 Summary and discussion 
When a nonlinear function is involved in the likelihood function, the Metropolis-
Hasting (M-H) algorithm is used with the MCMC algorithm to generate posterior sam­
ples for the parameters of the nonlinear function. .A jumping distribution is required to 
implement the M-H algorithm, and the choice of the jumping distribution affects the 
efficiency of the M-H algorithm. In our study, four M-H algorithms and three batching 
schemes are considered. 
Our results suggest that convergence is fastest when the jumping distribution is 
centered at the current value of the individual parameter vector and its variance equals 
to the variance of the linear approximate likelihood either at the current value or at 
the individual MLE. These are .Algorithms A1 and A2 in this chapter. Moreover, it is 
better to use a batching scheme for the correlated parameters (scheme B3). We cdso find 
that using the gradient (i.e. by linearization) to evaluate the x'ariance matri.x for each 
01 works better than using the Hessian matrix. 
Comparing algorithms .\4 and .\1. the faster convergence for .\4 comes at a large 
computation price, since .-Mgorithm .\4 requires that one calculate the local MLE at 
each iteration. In addition. .^4 is very sensitive to variation in starting points. These 
two disadvantages of .A.4 limit its use for our study. 
The allowable variation in starting points for the MCMC algorithm is smaller for 
nonlinear models than that for linear polynomial models. This may be explained by the 
fact that variation for most biological characters of a species is not too large. For .Algo­
rithms .^2 and .^3. a large variation in starting points often results in the interruption of 
the simulation due to undefined F or H matrices, unrealistic candidates, or slow mixing. 
Besides convergence rate of the M-H algorithms, efficiency considerations for MCMC 
include the ease of programming and the computation time per iteration. These factors 
are ignored in our study. 
6.5 Application to pig weight gains 
6.5.1 comparison of MCMC algorithms 
The data set of pig weight gains used in this section is described in Section 5.5. Since 
.-Mgorithm \'i does not efficiently yield posterior samples, only .'Algorithms .Al. .A^2, .•\4 
and possible batching schemes are used for fitting the pig weight data. Three paral­
lel Markov chains are simulated for each algorithm. The genetic relationships among 
animals are ignored in this section. 
The convergence points for these algorithms are shown in Table 6.5. The results are 
in general similar to those obtained with the simulated data. Scheme B2 does not work 
well here. The best edgorithms are .^28.3 with gradient type variance matrix and .\1B3. 
.Algorithm .A.4B3 is still sensitive to starting points. 
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6.5.2 Results of model fitting 
The population parameters and \'ariance components obtained from four M-H al­
gorithms are listed in Table 6.6 and histograms for population parameters are shown 
in Figure 6.2. Results show that males grow ( 3\f = 1.19 5e = 0.006) slower than fe­
males (Jf- = 1.21 = 0.006) and with a lower asymptotic value {T}\f=99.8 se = 1.2 vs 
;7F=101.1 se =1.25). and a later inflection point (ka/=41.3 se = 0.56 vs Kf-=39.S .se = 
0.56) (see Figure 6.3). 
Table 6.5 Convergence rate'^' for Metropolis-Hastings algorithms used for 
fitting nonlinear Gorapertz model to pig weight gains 
Variance M-H Algorithm^^* 
Type^^> Batch Al A2 A4 
B1 14.400 
F B2 20.800 
F B3 1.200 400 
H B2 > 80.000 
H B3 2.400 3.600 
(1) indicated by the value of convergence point 7 ( \/W < 1.2). 
defined in Table 5.2 
(2) F and H stand for algorithms using gradient- or 
Hessian-type matrices as approximate variance matrix 
(3) .\1-.A4 and B1-B3 refer to Table 6.1 
It is also of interest to compare the nonlinear and linear models for fitting pig weight 
gains. The sum of squared residuals of posterior predicted \'alues for the Gompertz non­
linear mi.xed model and for random polynomial regression model are 7511.7 and 4161.1. 
respectively. The reason for the fact that the linear model fits this pig weight gains data 
set better may be due to the experimental time period, where pigs grow linearly and 
have not yet reached the slowing down in growth curve, (see the sample data in Figure 
5.2). The ranks of the top 10 animals for each gender obtained from the nonlinear Gom-
Figure 6.2 Histograms for population parameters (77, 3 and k) for males 
and females (solid vertical line for mean, dashed vertical lines 
for quantiles 2.5 and 97.5). 
pertz model consequently differ from those obtained from the linear random regression 
model M42 (ignoring relationships between animals) (see Table 5.11). Given that the 
linear models are easier to fit and fit better, we recommend that longitudinal data be 
examined initially with polynomial random regression models to determine if nonlinear 
models are required. 
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Figure 6.3 The 95% posterior region for the weight gain of each gender. 
left: for males (mean curve: solid line): middle: for females 
(mean curve: solid line): right: mean curve for females (solid 
line), for males (dashed line). 
129 
Table 6.6 Posterior means and standard deviations of selected parameters 
for four M-H algorithms used to fit pig weight gains 
A2B1 A2B3 
Parameter mean sd mean sd 
n.\f 99.65 1.2.3 99.81 1.223 
1.19 0.007 1.19 0.006 
'I'.V/ 41.24 0.56 41.29 0.56 
IF 101.73 1.26 101.90 1.25 
•3F 1.21 0.007 1.21 0.006 
K p - .39.73 0.56 39.77 0.562 
Gr, 123.09 15.26 122.51 14.861 
GB 0.004 0.0005 0.0025 0.0003 
G. 26.28 3.04 26.125 3.05 
Gr,.3 0.011 0.066 0.082 0.051 
GTI.K 42.85 6.06 42.579 5.998 
G3,K 0.009 0.029 0.030 0.024 
1.97 0.045 1.97 0.046 
14.400 3.600 
A2B2 A1B3 
Parameter mean sd mean sd 
n.\f 99.89 1.24 99.82 1.22 
•3M 1.19 0.006 1.19 0.006 
41.32 0..57 41.29 0.56 
IF 101.76 1.21 101.88 1.25 
3F 1.21 0.006 1.21 0.006 
KF 39.72 0.55 39.76 0.56 
Gr, 122.06 14.55 122..35 15.00 
G':3 0.0025 0.0003 0.0025 0.0003 
GK 26.00 3.03 26.09 3.06 
Gr,.3 O.OSl 0.051 0.081 0.051 
G r j , K  42..34 5.88 42.52 6.05 
G^.K 0.0.30 0.023 0.029 0.023 
1.97 0.045 1.97 0.046 
7 10.400 2.400 
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CHAPTER 7 SUMMARY 
A linear mixed model for repeated measurements such as weight gain of an animal 
over time is y = Xb + Zu + e with fixed effects b and animal random effects u besides 
random residuals e. An alternative to the REML-BLUP approach for drawing inference 
is the Bayesian approach, which combines information provided by the data and prior 
knowledge about the model parameters to draw inferences. Generating samples from 
the posterior distribution often relies on Markov chain Monte Carlo (MCMC) methods. 
Our studies primarily focus on the efficiency of MCMC methods in models for repeated 
measurements in time. Efficient methods should make Bayesian methods feasible in 
studying animal growth traits. 
One common type of model for analyzing repeated data over time are polynomial 
models. Such models have often been analyzed using the traditional REML-BLUP 
approach. When a polynomial model is able to describe the population average curve, 
but it is desirable to allow the coefficients of some or all polynomial terms to be affected 
by individual differences, then a random polynomial regression model can be applied. 
With conjugate prior distributions, posterior samples under the random regression 
model can be obtained with Gibbs sampling algorithm. Orthogonality of parameters 
can reduce posterior correlations among model parameters and therefore improve con­
vergence rate of MCMC methods. In the random regression model, this is achieved by 
the use of Legendre polynomials. 
Hierarchical centering can improve the convergence rate of MCMC methods when the 
variance of the random effects is much larger than the variance of the residuals. Adopting 
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hierarchical centering and orthogonality simultaneously yields the greatest improvement 
in convergence rate. We also find that batching parameters (i.e.. drawing a vector 
of subpopulation-level or individual-level parameters together rather than element-by-
element) improve convergence. 
When the additive genetic relationship among animals is incorporated, there are an­
imal genetic and permanent environmental random components besides random residu­
als. Then the model is y = Xb + Zu -t- Wp -j- e. Using a cycling algorithm along with 
Legendre polynomials leads to the best performance. Note that this approach does not 
require a choice between the two possible hierarchical centering algorithms: centering 
genetic effects or centering permanent environmental effects. 
When fitting nonlinear random regression models, more sophisticated Metropolis-
Hastings algorithms are required. Jumping distributions are used to generate candidate 
posterior points in these algorithms. Several algorithms are proposed based on \'arying 
the center of the jumping distribution or the variance of the jumping distribution. Lin­
earization of nonlinear functions is a key element of our approach to deriving jumping 
distributions. Our results suggest that convergence is fastest when the jumping dis­
tribution is centered at the current value of the Markov chain and its variance matrix 
is evaluated either at the current value or at the individual-model-fitting MLE for the 
corresponding parameters. We also found that using the gradient to evaluate the v'ari-
ance matrix for each individual parameter vector is more reliable than using the Hessian 
matrix. Once again, it is better to batch correlated parameters than considering them 
one by one. In general, the range of starting points that yield reasonable convergence 
rate for MCMC algorithm is smaller for nonlinear models than for linear models. 
In summary, the results provided here suggest that it possible to develop methods for 
efficient implementation of Bayesian methods in random regression models for repeated 
measures data as is collected to study growth of animals. In polynomial models, the 
use of orthogonal polynomials and hierarchical centering leads to MCMC algorithms 
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that converge quickly. It is also possible to develop algorithms for random regression 
models that are not linear in the parameters, known cis nonlinear models in this thesis. 
We find that Metropolis-Hastings algorithms with a normal jumping distribution, that 
is centered at the current value and with its \'ariance evaluated either at individual-
model-fitting MLE or at the current value, perform best, .\dditional work is required 
to determine if the same type of the jumping distributions is best for different nonlinear 
models. 
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