Objectives: Searching for chemicals that will safely enhance transdermal drug delivery is a significant challenge. This study applies Support Vector Regession (SVR) for the first time to estimating the optimal formulation design of transdermal hydrocortisone formulations.
Introduction
Considerable success has been achieved in the delivery of drugs into and across the skin in the last thirty years. The advantages of this route of administration are well documented, and significant examples of successful therapies include transdermal patches for smoking cessation, pain management and hormone replacement therapy 1 . Nevertheless, the skin -and the stratum corneum in particular -remains a challenging barrier to the permeation of exogenous chemicals. This has resulted in a range of physical and chemical strategies to enhance drug delivery.
One of the most widely investigated methods of skin permeation enhancement involves the incorporation of chemicals into a topical formulation with the aim of reducing the skin barrier function -usually by altering the conformation of skin lipids -thus facilitating greater permeability. Such chemical penetration enhancers are often classified by their mechanism and site of action Mathematical models of skin permeation have been widely researched but uncommonly applied to relevant endpoints for the last twenty years. Statistically-derived relationships between chemical transport across the skin (usually characterised as either permeability, kp, or steady-state flux, Jss) and the physicochemical properties of a penetrant -usually presented in the form of an easily understood algorithm -have found utility in this field 4 . However, such models have limitations, including their lack of relevance to formulation issues as they are predominately derived from permeability studies where permeation was determined from simple solutions, inferring that such models do not consider the influence of formulation on absorption 4 .
Several approaches have been used to model formulation effects. For example, hybrid quantitative structure-permeability relationships (QSPRs) were used to examine the effect of solvent mixtures on the skin permeation of model penetrants 5 . 12 compounds and 24 mixtures were used, and this approach was able to yield improved models for the permeation of complex chemical mixtures. Finite dose systems were also considered 6 by measuring the permeability of four chemicals from a range of 24 solvent blends in a finite dose in vitro model using a pig skin membrane. This resulted in four quantitative structure-activity relationships (QSARs) which described permeability in terms of both 6 physicochemical properties and solvent blends, and suggested that compounds formulated with a small difference in the boiling point and melting point of the vehicle resulted in higher skin permeation.
Discriminant analysis was used to classify the effect of skin penetration enhancers on the percutaneous absorption of hydrocortisone. Pugh et al. employed the "enhancement ratio" (of the enhancement in hydrocortisone skin permeation observed in the presence of a particular chemical enhancer, compared to a formulation without the enhancer) to define simple classifications of enhancement as either "good" (ER>10) or "poor" (ER<10) 7 . They found that the longest carbon chain length on a molecule, the molecular weight and the number of hydrogen bonding atoms on a molecule were significant for enhanced delivery. This approach was unable to provide a reliable prediction of ER for new enhancers. Thus, a range of Machine Learning methods were applied to Pugh's dataset 8 .
The Support Vector Machine (SVM) and Gaussian Process (GP, with the synthetic minority oversampling technique (SMOTE)) methods resulted in improved classification results 7, 8 and offered the additional advantages of fewer false-positive results and the ability to make predictions of an enhancer's potential ability.
The Support Vector Regression (SVR) method has not previously been applied to a pharmaceutically relevant endpoint. The SVC method previously reported does offer significant improvements in model quality compared to discriminant analysis 7 . However, SVC is limited in that it is essentially a classification method and was able to provide class membership only, as defined by the degree of enhancement benefit, rather than estimates of performance improvement 8 . Further, the novel comparison of two Machine Learning methods in this study will test the current perception that a single, "global", model should be used to model a data set. A direct comparison between different methods (Gaussian Processes and SVR) will allow us to explore whether these methods provide distinct differences in model prediction and whether certain models should be used within a particular part of the "chemical space" in order to optimise predictive power and subsequent significance of the pharmaceutically relevant endpoint.
The aims of the current study are to therefore assess the viability of the SVR method in providing improved estimates of the enhancement ratio of chemicals and whether the best approach to modelling such systems is to use a single model or a range of models which optimise predictive power in certain parts of the chemical space of the data set studied 9, 10 . This study is the first time that SVR has been employed to estimate formulations effects. In doing so, results are benchmarked against 7 previous studies 8 . The effect of using different numbers of physicochemical descriptors on the quality of ER estimates is also considered.
Methods

Description of the data and descriptive statistical analysis
The dataset employed in this study (Table 1) consists of seventy-one compounds, each with five commonly used and readily calculable physicochemical descriptors: the count of hydrogen bonding groups on a molecule (HB), the carbon chain length of the molecule (CC), molecular weight (MW), lipophilicity (as log P, the logarithm of the octanol-water partition coefficient); aqueous solubility (as log S) and the enhancement ratio (ER), described above. Enhancers were previously grouped into "good" (1) and "poor" (0) classes, and where ER=10 is an arbitrary threshold as an enhancer with ER>10 is considered to exert a sufficiently large effect to potentially be clinically relevant 7 .
[ INSERT TABLE 1 HERE] A quantile-quantile plot of MW by class ("good" or "poor"; Figure 1 ) shows that the linear reference line which joins the first and third quartiles of each distribution is distinct from the enhancer datarepresented with the symbol '+' -which shows a curved pattern with a slope decreasing from left to right. This suggests that the two defined subsets may have different distributions. Comparison of the distributions of the values in the two subsets by a two-sample Kolmogorov-Smirnov test suggests that the two subsets are not from the same continuous distribution. The same tests were performed on all five descriptors employed in this study and a significant difference between the "good" and "poor" enhancers was found for all descriptors except HB.
[
INSERT FIGURE 1 HERE]
Principal Component Analysis
Visualisation of the underlying distribution of the data was achieved by principal component analysis (PCA; varimax rotation). All the data were normalised so that all five descriptors had a zero mean and unit variance. PCA was applied and mapped the data to a low-dimensional space with a linear transformation whilst maintaining as much variance in the data as possible. Thus, a plot of the first two principal components using the logER (to allow the data to be suitably scaled; the use of logER 
Performance measures
The indicators of performance used in this study were, in common with our previous studies, the mean squared error (MSE) and the correlation coefficient (CORR) 11 -15 . A confusion matrix (Table 2 ) is also applied to further analyse the accuracy of predictions following the application of a threshold of logER equal to log10 to ensure that true negatives and true positives are both as high as possible.
Data analysis methods
A range of methods were used to analyse the data. These methods are based on those used previously 8 and are summarised below.
Fitted linear regression and simple linear regression
Prior to the application of SVR modelling methods, results from two fitted linear regression methods reported previously 7, 8 
Support vector regression (SVR)
Both -SVR and -SVR are applied to this study. Given a training dataset, {(x 1 , y 1 ),…… (x n , y n )}, the aim of -SVR is to fit a function, ,using the training data so that the difference between the target value,
, and the estimated value, ̂, is no larger than  for the i th training example. This is given by:
where w is a weight vector b is the bias and (x i ) maps x i to a higher-dimensional space C is a constant (where C > 0 in all cases) which is referred to as the regularisation parameter and determines the trade-off between the soft margin, which is described by the constraints, and the amount up to which differences larger than are tolerated. Application of (5) avoids the need to calculate (x i ) directly. Thus, kernel functions are used as: (6) The solution for the estimation at the new point, x * , is equivalent to: 
Gaussian process regression (GPR)
Gaussian process modelling is a non-parametric method and has been used extensively in skin permeability and is described in detail elsewhere 11 -15 . To make a prediction in GP, y * , at a new input, x * , the conditional distribution (p(y * |y 1 ,……y Ntrn ), where N trn denotes the number of training examples)
on the observed vector should be calculated. The mean at x * is given by: (9) where k * denotes the vector of covariances between the test point and the N trn training data K denotes the covariance matrix of the training data is the variance of an independent identically distributed Gaussian noise, which infers that observations are noisy y is the vector of training targets
The predictive variance at x * is given by:
The mean and variance represent the prediction and its associated error. In this study the results of GPR reported previously 8 are used compared with the new results.
Experiments and Results
Overview
For each analysis of the dataset (Table 1 , using either 3 or 5 descriptors) the leave-one-out technique is applied and performance metrics are computed in terms of all predictions. Linear and RBF kernels are applied for regression analysis on the datasets using SVR. The SVR experiments were completed using libsvm, which is available from http://www.csie.ntu.edu.tw/~cjlin/libsvm.
Experiment 1 -analysis of a dataset with three molecular features
Two types of SVR with linear kernels were tested on the dataset with three features (HB, CC, MW) ( Table 3 ). This table (and, similarly in Table 4 ) also includes, for comparison, the results from the FLR and SLR reported previously 8 . FLR gives the best statistical performance on both measures used (MSE and CORR). It is notable that the other methods used exhibit a similar performance and are nearly as accurate in all cases in providing predictions on data that they have not previously seen.
INSERT TABLE 3 HERE]
The first principal component is plotted against the experimentally measured logER value ( Figure 3 ; it should be noted that this is a different PCA analysis from that presented in Figure (10)), the fitted linear hyperplane needed to match the majority of data points well. This suggests that the FLR method is unsuitable for finding good potential transdermal enhancers. Interestingly, when considering the use of Pugh's arbitrary threshold 7 to classify enhancer effects as "good" or "poor", a confusion matrix produced by the FLR is given by TN=57, TP=0, FP=2 and FN=12, while a confusion matrix produced by the -SVR is given by TN=56, TP=4, FP=3 and FN=8. It shows that this SVR method may not only provide a better true estimation but that it also reduces false negatives. The confusion matrix produced by the simple linear regression model is similar to that produced by the FLR (where TN=56, TP=0, FP=3 and FN=12).
[INSERT FIGURE 3 HERE]
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Experiment 2 -analysis of a dataset with five molecular features
FLR was not applied to this study as it was produced using three features. Previously reported SLR analyses are used for comparison to the SVR methods 8 . The results (Table 4) show that SLR and -SVR have the same performance and that both are slightly better than -SVR on both performance metrics.
When compared with Table 3 , it can be seen that the -SVR method works better with five features than with three, but that the -SVR method, irrespective of the number of features used, has the same performance on MSE and only a slight improvement on CORR when five descriptors are used. Greater clarity on the significance of these results is not apparent and may be due to variance associated with both the source data and, potentially, variance associated with the use of predictive methods for estimating parameters such as log P and log S.
INSERT TABLE 4 HERE]
Experiment 3 -application of the RBF kernel (3 molecular features)
The RBF kernel was applied to both types of SVR and tested on the dataset with three features (Table   3 ). For comparison, Table 4 also shows the results of the GPR with the Matern3 kernel reported previously 8 . The results show that the GPR method gives the best results. Comparing the results in Table 3 and Table 4 shows that the -SVR method has the same performance on both linear and RBF kernels with three molecular features. Further, the -SVR method gives a slight improvement on the CORR measurement using the RBF kernel while the MSE measurement remains the same for both kernels with three features.
Experiment 4 -application of the RBF kernel (five molecular descriptors)
The RBF kernel was then applied to the dataset with five molecular features, and the results are shown in Table 4 . The best results were found with the -SVR method, which also provided the overall best result for any experiment in this study (or in previous studies). Comparing the results in Tables 3 and   4 indicates that both types of SVR perform better when using five molecular features rather than three, although the differences between both SVR methods and the GPR method is quite small.
However, use of the -SVR method results in a 23.15% decrease in MSE and improves CORR by 6.8%
when applied to a five-feature model. Comparison of Tables 3 and 4 indicate that both types of SVR with the RBF kernel outperform those with the linear kernel; e.g., the -SVR decreases the MSE by 16 .7% and increases CORR by 4% when using a RBF kernel.
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Experiment 5 -removal of the hydrogen bonding molecular feature from models
The final experiment removed the hydrogen bonding term (HB) from consideration for modelling in both 3-and 5-feature datasets. This was due to the quantile-quantile plot indicating that "good" and "poor" enhancers could not be discriminated from each other on the basis of hydrogen bonding. It is noteworthy therefore that PC1, which correlates well with logER, is only weakly influenced by hydrogen bonding but quite strongly influenced by log P and log S. PC2, however, is very strongly influenced by HB but it does not correlate well with logER. ) and it is possible that such methods may soon also be applied to SVR methods 15 .
Experiment 6 -Statistical comparison of SVR and GP methods
Errors in prediction for the GP and SVM methods were compared with a two-tailed binomial test. GP predictions were not significantly better than SVM predictions (P = 0.34). Further, the members of the dataset (n = 71) were ranked in terms of the absolute difference of prediction accuracy, using both Spearman and Kendall methods for rank correlation. The Spearman test yielded a correlation coefficient of 0.12 (P = 0.33) and the Kendall test gave a correlation coefficient value of 0.09 (P = 0.29).
Thus, the null hypothesis (that the correlation is not zero) is not rejected, suggesting that GP and SVM predictions may have a certain degree of correlation. The Wilcoxon signed rank test returned a P-value of 0.3425, indicating that the test fails to reject the null hypothesis, suggesting that the GP and SVM predictions may be from a distribution with the same median.
Discussion
Identification and treatment of outliers can be a contentious issue in the field of quantitative predictive model development. In particular the definition of an outlier -whether being a chemical atypical to the data set used, or an output following modelling that is itself atypical -is itself often unclear. The former may be dealt with using criteria described previosuly 24 and can be dealt with by the construction of a data set which avoids skew, bias and outliers. The latter, however, is more problematic and is usually associated with, at best, semi-quantitative interpretation of the output of a model based on related criteria, such as the experimental conditions and context under which the data was obtained. In this, and similar, studies outliers are commonly identified by principal component analysis, followed by a comparison between the targets and predictions 8, 11, 13 .
Equations 5 and 9 show that both estimates of permeation enhancement can be considered as a linear combination of kernels applied to both the best point and each training data point. In SVR, the features employed in this analysis. This suggests that it may be difficult for current SVR and GPR methods to produce useful estimates for chemicals considered as outliers.
INSERT FIGURE 4 HERE]
Clearly, the methods discussed herein sit with those described previously 8 , offering an incremental improvement to previously published methods. However, the novelty of the current study is that it offers substantially better estimates of skin permeability enhancement than those reported by Pugh et al. as well as a predictive model for new chemicals 7 . Thus, it again indicates the benefits -and, still, the enormous potential -in applying Machine Learning methods to biological systems 15 .
Further, as the findings of this study show the validation of a new method is significant but its longerterm potential may relate to the development of non-universal models -models that work best with small sub-sets of data and which may suit different methods of analysis in order to optimise specific data sets 4 . Certain chemicals perform better when one particular method is applied (Figure 4 ), but that the opposite may apply to other chemicals. Such an outcome may align itself to the considerations given by Flynn in proposing a series of models based on differing physicochemical properties, rather than a single 'global' model, and therefore estimating biological effects for chemicals with the most appropriate modelling method and not with a generic model 19 .
No discernable trend in structure and predictive ability was found in this study, particularly when statistical ranking tests were applied (Table 1) . While this might be surprising, given the structural diversity present in the enhancer dataset, but may be due to the inherent biological variation associated with results of this, and similar, experimental studies. This implies that small differences in estimated ER, in terms of statistical measures of performance, might not yield a significant difference between two enhancers. It should be noted that the underlying mechanistic understanding of the skin penetration enhancement was discussed previously 7 . In this study the authors determined that the key physicochemical descriptors for optimising the enhancement ratio of potential skin penetration enhancers of hydrocortisone were carbon chain length, molecular weight and the total number of hydrogen bonding groups on a molecule.
Moreover, Figure 5 shows contour plots of the absolute differences between predictions and targets for the GPR and -SVR methods. The absolute differences between predictions and targets are treated as heights above the PCA plane. While Figure 5 shows that both planes are superficially similar it is interesting to focus in detail on the differences. For example, for the area where PC1<-1.5 and PC2<-0.5 it is apparent that the GPR method is producing better estimates than the SVR method. In looking at the first two principal components, shown earlier, they suggest that, if the value of PC1 is low, the values of the descriptors HB, CC, MW and logP should be high; if the value of PC2 is low it means that the descriptors CC and logP should be high and that HB, MW and logS should have low values. Thus, for the area where PC1<-1.5 and PC2<-0.5 we should have larger values of CC and logP and a relatively smaller value for logS. It also appears that, for MW and HB, there is a compromise between PC1 and PC2. This is significant in considering the application of a global model to this problem domain.
INSERT FIGURE 5 HERE]
Thus, the SVR method offered advantages over other methods, either as a complementary approach to solving the chosen problem domain but also in offering a different method to those currently used.
It was also observed that the SVR method is more robust when dealing with chemical compounds whose properties have similar values, while Gaussian Process Regression does not work as well in such situations due to the numerical manipulations involved with the inversion operation (Equation 9). This is significant as it has implications for inherently variable biological data, including multiple or repeated experiments for the same chemical, where variability will inevitably be observed. This applies also to the generation of the physicochemical descriptors used in the modelling process, such as log P (or log Ko/w) which may be subject to variation when measured for subsequent use in models.
This is also significant due to the other main finding of this study -that different models, as shown in Figure 5 and Table 1 , appear to provide better estimates in different parts of the same "chemical space" for a large dataset, which is significantly larger than a substantial number of those reviewed previously. This allows significant developments in estimate quality to be made, particularly in the context of hyperparameter studies which show significant improvements in estimate quality in small datasets 4, 22 .
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The use of Machine Learning methods in biological domains has been limited, mostly due to issues of technology transfer and model transparency -the latter is a particular issue as most Machine Learning methods work on a "black box" basis and, unlike more rudimentary statistical methods they do not yield a distinct descriptive algorithm, or equation, describing the biological process in the context of relevant physicochemical descriptors 15 . Thus, models often get used briefly and then fail to sustain their relevance in these fields. Several methods have been used to alleviate these shortcomings, including Feature Selection, which allows specific mechanistic information to be determined for each method. Indeed, it was shown previously that Feature Selection demonstrated that some physicochemical descriptors were interchangeable and that by changing these descriptors predictions of the same quality could be produced from a range of different descriptors 12 .
One implication of this is that, if descriptors are used which are not subject to experimental variation (i.e. the use of MW, the count of hydrogen bonding groups) then models might yield less variance than those which use descriptors which are subject to such variation (i.e. log P, log S, melting point).
However, it is important to note that the algorithms produced following Flynn's work are predominately global models which are simple, to easily interpret and readily applied to relevant endpoints. In providing a single expression for skin permeability across a wide range (commonly, for the datasets discussed, this range is usually -3 < log P < 6 and 150 < MW < 750) such models are consistent with comments on transport across lipid lamellae 23 . They are also simplified to the point that any separate consideration of the aqueous pore pathway described by Flynn 19 is absent, and is often being considered a matter that can be addressed by consideration of molecular volume rather than a discrete aqueous pathway 21 . For a toxicological endpoint, holistic modelling of the full biological process is preferred and models should not use individual steps for different parts of the process, such as transport or reactivity 24, 25 . Such comments clearly sit at odds with the inferences drawn from the current study.
An increase in the number of descriptors, from three to five, improved model quality and utility.
However, while this must be considered in the context of potential over-fitting the number of descriptors used in this study is neither excessive nor irrelevant, being based on those molecular features found previously to be significant 24, 26 . It might therefore be appropriate to consider a similar study using an expanded set of molecular features which have been optimised and whose relevance has been determined by the application of methods such as feature selection 12, 27 .
Conclusions
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The SVR method demonstrated comparable performance to previously reported Machine Learning methods (i.e. SVC) in the same field, but with the added significant advantage of being able to provide estimates of the effects of new chemicals; in this case, the enhancement ratio of new chemical enhancers. Performance of all Machine Learning methods was significantly better than discriminant analysis 7 . It is also apparent that different Machine Learning methods (SVR and GP) provided different outputs, suggesting that the use of a global model may not optimise model predictivity in all cases.
This suggests that specific regression models, possibly following the use of a classification method, may be applied to different parts of the chemical space in order to improve predictivity. Given the potential of these methods to provide statistically significant estimates of enhancement it is clear that substantial potential exists to explore this field more deeply. In doing so it may be suggested that a combination of classification (i.e. SVC , will allow further exploration of the links between mathematical methods and chemical structure which lies at the heart of such studies, and also allow improved modelling within local regions of a larger data set. Table 1 . Dataset used in this study, with outputs including rankings for GP and SVR methods and principal components. Note: HB represents the number of hydrogen bonding groups on a molecule; CC is the length of the longest continuous carbon chain present on a molecule; MW is the molecular weight of a chemical; log P is the mean of the octanol-water partition coefficient for a chemical; log S is the mean of the aqueous solubility for a chemical; ER Q is the enhancement ratio for a chemical, where permeation of hydrocortisone is compared for each chemical penetration enhancer to the same formulation without the chemical penetration enhancer; Formula is the chemical formula of each enhancer; SMILES a notation representing the Simplified Molecular InLine Entry System for each chemical; GP and SVR ranking and error values indicate the ranking, in terms of model accuracy (i.e. predicted vs. measured values) for the Gaussian Process and Support Vector Regression methods with the best-ranked in each list representing the least difference between target and prediction; PC1 and PC2 are the outputs from principal component analysis. 
