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Abstract 
Face recognition (FR) is in the broad area of pattern recognition. FR is the process of 
identifying a person by comparing his/her images with images already stored in the 
database. Generally, a FR system consists of two main steps, namely, feature 
extraction and classification. In order to improve the performance of a FR system, at 
least one of these steps needs to be improved. In this thesis, I have addressed the 
research questions described below. 
The primary research question which directs this research is: How to devise face 
representation which is robust against illumination variation, geometric 
transformations, occlusion in Face95 database (University of Essex), FERET database 
(Face Recognition Technology) and Yale database (University of Yale) and time-lapse 
in FERET database? I address this research question by proposing novel methods for 
representation of demographic (gender, age and race) and expression attributes of face 
images. The proposed methods are based on Local Binary Patterns (LBP) and its 
derivatives because of their proven effectiveness, simplicity, robustness, and 
computational efficiency. I evaluated the proposed methods using publicly available 
face databases. Experimental results show that the proposed methods are robust and 
effective for classification of facial attributes, compared with other approaches. 
The second research question is: Can multi-label classification paradigm be used 
effectively for facial images? Single-label classification has been widely used for 
human-face classification in identity-based face classification and attributes-based 
face classification. However, multi-label classification (MLC) is more suitable in the 
real world because a human face can be associated with multiple labels relating to 
demographic information and facial expression. I evaluate novel face representation 
approaches using a broad range of MLC models. Experiments will show that the 
proposed approaches to represent facial attributes are effective. Results are further 
improved when using clustering based multi-label classification (CBMLC) in which 
clustering algorithms are applied prior to classification. 
The third research question is: How can information from different colour models be 
used to improve face classification? Novel approaches for representation of face 
images are evaluated for the common colour models. Further, information from 
multiple colour models are combined for effective representation of face images. The 
proposed configuration of different colour models is evaluated on publicly available 
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face databases. Experimental results show that the proposed approaches are effective 
for the classification of face images. 
In conclusion, this thesis answered the research questions by presenting new methods 
for representation of facial attributes including demographic information and 
expression information. The effectiveness of the proposed methods is evaluated by 
conducting extensive experiments on publicly available face databases. 
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Chapter 1 
Introduction 
1.1 Introduction 
This thesis concentrates on presenting innovative methods for face recognition (FR). 
This work comes in light of the fundamental role the face plays during the process of 
human interaction. The face image carries a variety of information related to race, 
identity and emotions, among other factors. Accordingly, facial image analysis has 
become an interesting topic in multiple research areas including computer vision, 
image and video sequence processing, human–computer interaction, pattern 
recognition and machine learning. 
Face recognition has received significant attention as a biometric technique. Its 
importance can be characterised by its low intuitiveness and can be achieved passively 
(i.e., without need to any outright action or involvement of the user since the image 
can be taken by a distance camera (Jafri & Arabnia 2009) that do not exist in other 
biometric techniques (Bowyer, Chang & Flynn 2006; Ito et al. 2011). Whereas other 
biometric techniques, like fingerprint, palm, iris, retina and signature recognition, 
require voluntary participation of the user (Jafri & Arabnia 2009; Zhang & Gao 2009; 
Zhao et al. 2003). Some of the problems associated with biometric techniques other 
than face recognition are summarised below: 
1. The face has to be placed in the right position for iris recognition (i.e., the 
eye should be level with the sensor) (Bowyer, Chang & Flynn 2006); its 
implementation is expensive and people do not generally accept it (Abate 
et al. 2007).  
2. Passwords and PINs are prone to loss through forgetfulness, or possibly 
being stolen or attained through guesswork (Jafri & Arabnia 2009).  
3. Palms and fingers could be considered useless particularly where there are 
injuries, bruises or fissures on the skin. In addition, there are problems 
related to the contamination and transfer of germs from one person to 
another through the use of the same equipment or objects (Jafri & Arabnia 
2009).  
4. Finally, signatures can be forged (Jafri & Arabnia 2009).  
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For the reasons above, face recognition provides several benefits for other biometric 
methods (Atta & Ghanbari 2010; Bowyer, Chang & Flynn 2006; Jafri & Arabnia 
2009). In order to be utilised by the independent nature of face recognition, the 
intended system needs to be capable of identifying/recognising an uncooperative face 
in a non-dominant environment and in arbitrary situations without observation of the 
person. Various methods of FR reveal reasonable performances under a controlled 
environment and conditions, which are difficult to achieve in a practical application. 
However, in relation to an FR subject, two particular scenarios might be interrelated 
in some cases. These scenarios can be referred to as identification and verification. In 
the literature, the terms ‘recognition’ and ‘identification’ are considered synonymous.  
1. In an identification scenario, the system is fed with the test image that 
includes an unknown individual face. The potential responsibility of the 
system is to compare this image with all images that were previously stored 
in the database. The system will then report back to determine the identity 
of the individual (Bowyer, Chang & Flynn 2006). This scenario may 
require a high computation effort and a long time to process, depending on 
the size of the database. Therefore, it is known as one-to-many matching. 
2.  In the verification scenario (which is referred to as authentication), the 
system will be responsible for affirming or denying the claim of a given 
image (Zhao et al. 2003; Zhou & Chellappa 2005). This scenario requires 
less computational effort and processing time than identification, since 
there is no comparison or matching up with all the faces already stored in 
the database. The verification scenario is known as one-to-one matching. 
This chapter gives an overview of the FR topic. The application domain that can 
benefit from FR is explained in Section 1.2. The process of developing an FR system 
poses significant difficulties and challenges for face recognition researchers. These 
challenges are addressed in Section 1.3. In Section 1.4, the steps for an FR system are 
outlined. The four main aims of this thesis are described in Section 1.5. Thereafter, the 
contributions of this thesis are indicated in Sections 1.6. Finally, Section 1.7 concludes 
with a summary of all subsequent chapters. 
1.2 Application Domain 
Significant developments in the field of FR algorithms as well as equipment over the 
last three decades have opened the door to a large scale of applications that can benefit 
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from FR. The more the means (algorithms and equipment) of face recognition are 
developed, the more its application domain is increased. However, Duró (2013) briefly 
outlined the application spectrum of face recognition as follows: 
• Governmental programs (issuing ID cards, issuing visa, security and 
identifying terrorists). 
• Commercial applications (access control systems, ATM machines, border 
checkpoints and seaports (Jafri & Arabnia 2009) and surveillance video 
cameras for criminal monitoring, elderly people with memory problems 
and missing children). 
• Personal applications (computer, internet and email logon and keyless car 
ignition). 
1.3 Face Recognition Challenges 
In general, as reflected in the literature, numerous FR systems that have been 
developed suffer from a number of problems. It can be said that the face recognition 
task may suffer from different types of variabilities. These variabilities (or problems) 
can be summarised as follows: features of the human face change as a result of 
advancing age, illumination variation, expression variation (e.g., happy, sad, angry), 
face rotation (pose direction change), camera resolution, noise and occlusion. (Abate 
et al. 2007; Lu, Yuan & Yahagi 2007). Unfortunately, in many circumstances, it is 
very difficult to control these factors and any change in these factors may affect system 
performance and may cause the system to crash (Tan et al. 2006). There are two types 
of factors that contribute to the various facial alterations that ultimately affect the 
performance of FR at different levels. These are intrinsic factors and extrinsic factors 
(Jafri & Arabnia 2009; Romdhani et al. 2006): 
1. Intrinsic factors: These factors relate to the physical nature of the human 
face, and can be subdivided into two categories, namely, intrapersonal and 
interpersonal. Intrapersonal factors relate to the appearance variation of a 
person; for example, ageing, facial expressions, the effects of certain 
diseases, facial occlusion (sunglasses, hairstyles, headscarves and 
cosmetics). Interpersonal factors relate to the appearance variation of 
different people; for example, gender and race. 
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2. Extrinsic factors: These factors relate to circumstances associated with 
capturing photos. Examples include the lighting on the face, the pose and 
camera-related parameters (such as distance, camera viewpoint, resolution 
and noise). 
1.4 Face Recognition Steps 
Various methods for discriminating between human faces have been introduced by 
researchers. A variety of techniques and tools were followed in these methods. 
However, all these methods have encompassed some common steps to reach the 
intended goal. These steps are: detection, normalisation, feature extraction, feature 
selection, and recognition (Zhao et al. 2003; Tin 2013). Figure 1.1 illustrates the main 
steps for the human FR system. 
1. Detection: the process of locating a face in the image is called detection. 
Each FR system starts with detection of a face in the image. It represents 
the first step in the FR system. In this step, the system will look for and try 
to detect a human face (if it exists in the image). Segmentation techniques 
could be used to detect a human face (Segundo et al. 2010). Once a human 
face has been detected in the image, the next task that will be performed in 
this step is face positioning in the image space. Face detection may include 
the task of locating the facial region in the image as well as locating 
important facial landmarks (e.g., the centre of the eyes, the nose tip) in 
advance of extracting other important features for face representation. In 
fact, this step might not be easy to achieve, especially in complicated 
images that are difficult to detect and extract the face from the background.  
Face 
Image 
Face 
Detection 
Face 
Normalisation 
Feature Extraction Feature Selection 
Recognition 
Feature Extraction Feature Selection 
 
Figure 1.1: Common face recognition steps diagram. 
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2. Normalisation: In this step, the face image is adjusted to meet the 
requirements of the FR system. Normalisation may be performed in an 
independent step, or it may be distributed between the previous or the next 
steps. In both cases, some of the pre-processing operations should be 
carried out on the face image. However, this step serves as the preparation 
of the image for further manipulations that work out the essence of the face 
recognition process. Normalisation will be achieved via the application of 
a series of preprocessing steps on the face image. For example, the colour 
of the face image may be converted to a grayscale intensity image or 
another colour model. Other examples of facial image preparation in this 
step may include cropping, illumination normalisation or face alignment 
(Tin 2013). However, preprocessing steps that are necessary to prepare the 
face image for the next step (feature extraction) is database-dependent. 
3. Feature extraction: this step constitutes the essence of the FR algorithm, 
through which the discriminative information of the face images will be 
collected. In fact, the performance of any FR system decisively depends on 
the techniques used in this step (Tan et al. 2006). Techniques that are 
exploited to extract discriminative features from the face image are 
described in more detail in Section 2.3. However, some facial  extraction 
methods focus on certain parts of the face (such as eyes, mouth, eyebrows 
and nose); while other methods consider the face as a whole to obtain 
important features. Multiple categorisation schemes can be used for feature 
extraction techniques. In the literature review presented in chapter two, we 
classified these techniques into two main categories, namely, spectral 
category and spatial category. 
4. Dimensionality reduction: In many systems, feature extraction is followed 
by a dimensionality reduction step in the case where the amount of data 
resulting from the feature extraction step is very large. As in these 
situations, dimensionality reduction is important in determining the 
significant information that better represents human faces for recognition. 
However, the importance of this step is to select the significant features 
from the large feature space that describes the facial images. As a result, 
the facial image will be represented in a lower space feature vector that can 
be processed more efficiently in subsequent steps. More advantages that 
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can be achieved by this step are: dealing with a reduced amount of data is 
less computationally expensive and requires fewer memory requirements. 
Some examples of dimensionality reduction algorithms that are used in the 
literature are Principal Component Analysis (PCA) (Turk & Pentland 
1991), Linear Discriminant Analysis (LDA) (Belhumeur, Hespanha & 
Kriegman 1997) and Binary Particle Swarm Optimisation (BPSO) 
(Kennedy & Eberhart 1995). 
5. Recognition/classification: The last step in each automatic FR system is 
the process of recognising/classifying faces. The main job of the face 
recogniser is person identification/verification. The commonly used 
method to achieve this goal is for the recogniser to carry out a comparison 
between the feature vector obtained from the input image (which is known 
as testing image or probe) and the feature vectors  that are already stored 
in the database (known as the training set). The final decision would be 
taken when the input image (test image) is assigned to the appropriate class. 
Due to the overlapping that may appear between the recognition steps, there could be 
a possible variation in the number of steps included in the FR system. In general, 
systems that include all discrimination steps are known as fully automatic, while 
systems that include some of these steps are known as partial automatic (Philips et al. 
2000).  
1.5 Research Questions 
This thesis addresses the following research questions: 
• How to devise face representation which is robust against illumination 
variation, geometric transformations, occlusion in the Face95 database 
(University of Essex), the FERET database (Face Recognition Technology) 
and Yale database (University of Yale) and time-lapse in the FERET database? 
This thesis proposes novel methods to represent demographic (i.e., gender, age 
and race) and expression attributes of face images. These methods are based 
on texture analysis techniques, namely, Local Binary Patterns (LBP) and its 
variants due to their characteristics represented by effectiveness, simplicity, 
robustness and computational efficiency. The proposed methods are defined 
by applying texture analysis techniques (LBP) and its variant to polar raster 
sampled images. In this context, it’s worth mentioning that LBP and its variants 
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are invariant for illumination change (Ahonen, Hadid & Pietikäinen 2004) and 
partial occlusion and aging (Zhang & Gao 2009). On the other hand, 
representing images in polar space is effective for extraction of robust features 
which are invariant to translation, scale, and rotation (Frejlichowski 2010; 
Yang, Zhao & Lan 2010). As a result, face representation methods which are 
robust against illumination variation, occlusion, time-lapse and geometric 
transformation will be presented. The proposed methods are evaluated by 
classifying face images according to four facial attributes (three of them are 
demographic attributes, namely, gender, age and race) and facial expression is 
a fourth attribute. Compared with other methods, the proposed methods have 
shown an effectiveness in the classification of facial attributes. 
• Can multi-label classification paradigm be used effectively for facial images? 
Previous works for facial attributes classification (as well as face recognition) 
have utilised single-label classification. In this classification paradigm the face 
image is either correctly or incorrectly classified. Therefore, multi-label 
classification (MLC) is more suitable to classify face images because the 
human face can be associated with multiple labels which represent 
demographic and expression information. In MLC, the classification may be 
partially correct or partially incorrect (Santos & Canuto 2012). This can happen 
because the classifier may correctly assign part of the labels and incorrectly 
assign other labels. The proposed facial attributes representation methods are 
evaluated using several MLC models. The experimental results have shown 
that the proposed methods are effective to represent facial attributes 
classification. Moreover, the classification results are further improved by 
applying clustering before classification, clustering based multi-label 
classification (CBMLC). 
• The third research question is: How can information from different colour 
models be used to improve face classification? 
The proposed methods for representation of face images are evaluated for 
classification of facial attributes (gender, age, race and expression) utilising 
common colour models. The proposed methods are evaluated to predict 
demographic information (gender, age and race) and expression information 
by comparing the classification performance with existing methods. 
Experimental results show that the proposed methods are effective for 
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classification of facial attributes. Furthermore, information from different 
colour models are combined for effective representation of face images. The 
proposed colour information combinations have further improved the 
effectiveness for classification of face images. 
1.6 Aim of the Thesis 
Facial image classification has a broad range of application areas, yet it has 
increasingly gained the interest of researchers. The main objective of this thesis is to 
develop robust approaches that can classify human faces with high accuracy. This 
thesis targets the following aspects of the facial image classification: 
• Robust features 
There are several challenges to the face classification task. These challenges 
are represented by the variations associated with human faces in uncontrolled 
conditions. Many methods and algorithms have been proposed in the literature 
to tackle variations such as illumination and pose. One of the main objectives 
of this thesis is to propose representative facial feature extraction methods that 
are robust for several challenges including illumination variation, pose 
rotation, scale change, translation, occlusion and time-lapse.  
• Multi-label classification 
There are several classification aspects that can be used for human faces. 
Traditional face recognition, demographic information-based classification 
(gender, age and race) and expression-based classification are common 
examples of human face classifications. The previous studies on face 
classification are concerned with the classification of face images that utilise 
one label, and which is known as single-label classification. In other words, 
there is no previous work dedicated to the classification of face images 
according to multiple labels simultaneously. This type of classification is called 
multi-label classification (MLC), in which face images are classified utilising 
multiple attributes represented as labels in this field. In single-label 
classification, the new face is either correctly or incorrectly classified. That is 
different than MLC, in which the new face may be partially correctly classified 
or partially incorrectly classified (Santos & Canuto 2012). This happens 
because the classification model may successfully assign part of the classes and 
incorrectly assign other classes. In this thesis, the face images are classified 
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according to facial attributes (gender, age, race and expression) utilising 
traditional single-label classification as well as multi-label classification. 
• Multi-resolution texture analysis techniques 
Texture analysis techniques are some of the widely used and successful 
methods in the field of FR. The classification rate changed with the changing 
of the values of two variables. These two variables are the number of 
neighbours (P) and the distance from the centre pixel, also known as pixel 
radius (R). The values of these variables define two types of resolution: single 
resolution and multi resolution. Single resolution means applying the particular 
technique by taking fixed values for the two variables P and R and becomes a 
multi-resolution by multiple applications of the technique with multiple values 
of P or R. However, many previous studies applied these techniques utilising 
certain values for these variables. In this thesis, texture analysis techniques are 
applied utilising both analysis manners, single resolution analysis and multi-
resolution analysis (MRA). More specifically, in the MRA manner, the 
representative facial features are extracted by applying multiple simultaneous 
proposed texture analysis operators utilising three different values for pixel 
radius (R) in order to improve face recognition performance. 
• New colour configuration 
Some studies report that face image classifications achieved significant 
improvement when colour images were adopted. These studies have been 
applied to improve the performance of the FR system. In contrast, demographic 
and expression information-based face classification that adopts colour images 
has not been previously addressed. This thesis addresses face image 
classification based on demographic (gender, age and race) and expression 
information using multiple colour models. Moreover, two new colour 
combinations have been configured to improve the classification performance 
of gender and race facial attributes. 
1.7 Contributions 
Briefly, the major contributions in human face classification of this thesis are described 
below: 
• Novel approaches for representative facial feature extraction named Polar 
Local Binary Patterns (P-LBP), Polar Compound Local Binary Patterns (P-
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CLBP) and Polar Nun Redundant Local Binary Patterns (P-NRLBP) are 
proposed. These approaches are conducted utilising three texture analysis 
techniques and polar transformation of the face images. As a result, 
representative facial features extraction methods that are robust against 
illumination variation, pose rotation, scale change, occlusion and time-lapse 
are produced. The relevant publications for this contribution are the following 
papers:  
▪ Mohammed, A.A. and Sajjanhar, A. 2016, ‘Robust approaches for 
multi-label face classification’, Proceedings of the 2016 
International Conference on Digital Image Computing: Techniques 
and Applications (DICTA), pp.1–6, IEEE. 
▪ Mohammed, A.A. and Sajjanhar, A, 2016, ‘Robust single-label 
classification of facial attributes’, Proceedings of the 2017 IEEE 
International Conference on Multimedia & Expo Workshops 
(ICMEW), pp. 651–656, IEEE. 
• Multi-label classification of the facial images. The majority of previous works 
of face recognition and facial attributes classification used a single-label 
classification scheme, while work in this thesis classifies facial images utilising 
both single-label and multi-label classification schemes. The relevant 
publications for this contribution are the following papers:  
▪ Mohammed, A.A., Sajjanhar, A. and Nasierding, G. 2015, ‘Multi-
label approach for human-face classification’, Proceedings from the 
8th International Congress in Image and Signal Processing (CISP-
BMEI), pp. 648–653, IEEE. 
▪ Mohammed, A.A., Xiamixiding R, Sajjanhar, A. Chen J and 
Nasierding, G, 2017, ’Texture features for clustering based multi-
label classification of face images’, Proceedings from the 10th 
International Congress in Image and Signal Processing (CISP-
BMEI), pp. 1–5, IEEE. 
• Combination of new colour information. Colour models are widely used in 
image recognition due to the significant information that they hold. On the 
other hand, texture analysis techniques have been extensively used for facial 
feature extraction. One of the contributions of this thesis is that representative 
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features related to facial attributes are extracted utilising different colour 
models and texture analysis techniques. Specifically, the proposed methods for 
texture analysis are used on colour models to improve classification 
performance for facial attributes. The proposed methods for texture analysis 
are based on Local Binary Patterns and its derivatives. These texture analysis 
methods are evaluated for six colour models (hue, saturation and intensity 
value (HSV); L*a*b*; RGB; YCbCr; YIQ; YUV) to investigate the effect of 
each colour model. In addition, the new combinations configured from colour 
information have allowed for further improvement of the classification 
performance for gender and race attributes. The relevant publications for this 
contribution are the following papers: 
▪ Mohammed, A.A. and Sajjanhar, A. 2017, ‘Investigation of gender 
and race classification for different color models’, Proceedings of 
the 2017 International Conference on Digital Image Computing: 
Techniques and Applications (DICTA), pp–18, IEEE. 
▪ -Sajjanhar, A. and Mohammed, A.A 2017, ‘Face classification 
Using Color Information’, Information, vol. 8, no. 4, pp. 1–4. 
1.8 Thesis Outline 
The rest of this thesis is organised as follows: 
Chapter two gives a comprehensive review of facial feature extraction methods in 
addition to a review of dimensionality reduction algorithms and classification 
paradigms. For feature extraction review, facial feature extraction methods are 
organised into two categories, which are spectral category and spatial category. 
Methods related to each category are extensively investigated. Methods that mix 
different techniques are also presented. Furthermore, facial feature extraction methods 
for different facial attributes including demographic (gender, age and race) and facial 
expression are also investigated. In addition, dimensionality reduction algorithms that 
minimise the size of the extracted features into a more compact subspace that reduces 
the memory requirements and makes the classification process more efficient are also 
studied. The classification process performed utilising the above-mentioned methods 
is single-label classification. The experiments in this thesis are performed utilising 
both classification paradigms, single-label classification and multi-label classification 
(MLC). The commonly used methods for single-label classification paradigm are 
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explained in some detail. For multi-label classification, the MLC methods are 
classified into two types, which are problem transformation methods and algorithm 
adaptation methods. Methods relating to each type are explained in some detail. 
Finally, a selection of MLC studies is also investigated at the end of this chapter. 
Chapter three presents several preliminary experiments utilising both single-label 
and multi-label classification paradigms.  
For single-label classification experiments, a comparison is made between the 
effectiveness of popular approaches for discriminative facial feature extraction. The 
approaches involved in these comparisons are Eigenfaces using PCA algorithm, Local 
Binary Patterns (LBP), Discrete Wavelet Transform (DWT), Scale-Invariant Feature 
Transform (SIFT) and Gabor wavelet. The comparison is performed for four facial 
attributes which represent three demographic attributes (gender, age and race) and the 
fourth attribute is facial expression using single-label classification paradigm.  
For multi-label classification experiments, the facial images are classified utilising 
MLC scheme rather than single-label classification scheme. That is, the face images 
are classified according to multiple labels simultaneously. 
Chapter four proposes novel methods for facial feature extraction based on texture 
analysis techniques to improve the performance of face classification. The proposed 
methods are based on applying local binary patterns and two of its derivatives on polar 
raster sampled face images. The proposed feature extraction methods are experimented 
on the facial attributes using both single-label and multi-label classification paradigms. 
The classification performance of the proposed methods is further improved for multi-
label classification utilising clustering prior to classification in a clustering-based, 
multi-label classification scheme (CBMLC). 
Chapter five evaluates the proposed methods in chapter four on the single-label 
classification of facial attributes utilising texture analysis techniques in a multi-
resolution scheme and in different colour models. The proposed methods are applied 
on facial images in six colour models (HSV, L*a*b*, RGB, YCbCr, YIQ and YUV) 
separately and collectively. Furthermore, this chapter proposes two new colour 
configurations to improve the classification performance of gender and race facial 
attributes. 
Chapter six concludes the thesis and gives a summary of the whole work presented in 
this thesis. In addition, suggestions for future works are presented. 
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Chapter 2 
Literature Review 
2.1 Introduction 
In a face recognition system, a feature extraction process is performed to the new face 
image in the testing phase and stored in a feature vector. This feature vector is then 
compared with the feature vectors already stored in the database from the training 
phase. The comparison process is performed for the recognition of faces. 
In general, all the FR systems that have been introduced by the researchers were tested 
and evaluated on a number of face image databases. These databases contain a number 
of human face images captured under controlled or uncontrolled conditions (e.g., 
illumination, pose, background, and occlusion). 
It is worth mentioning that all FR systems that were introduced in the literature used 
single-label classification methods. These were the predominant methods in the 
previous face classification systems including traditional FR system or facial attributes 
classification. In other words, in the previous FR systems, the extracted facial feature 
vectors are classified into many classes within one label. On the other hand, another 
classification tendency exists in which the pattern (represented by feature vector) is 
classified by considering multiple labels at the same time, with each label containing 
various classes. That is, in this classification paradigm, rather than classifying the 
pattern into many classes within one label, the pattern will be classified according to 
multiple labels, each label classified into various classes. This type of classification is 
called multi-label classification (MLC). In this research, the face images will be 
classified utilising MLC paradigm and moving away from the traditional single-label 
classification paradigm that was previously utilised. More details regarding MLC, 
including the methods and metrics used in this type of classification, will be mentioned 
later in this chapter. 
This chapter is intended to provide a state-of-the-art study of the facial feature 
extraction for face recognition, in addition to the basic concepts and methods of 
classification including single-label and multi-label paradigms. In this chapter, a brief 
description of the face image databases that have been widely used in the face 
recognition field is presented in Section 2.2. Section 2.3 investigates the popular 
techniques for feature extraction. Various studies for facial attribute classification, 
including demographic and expression information classification are investigated in 
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Section 2.4. The commonly used algorithms to reduce the dimensionality of the 
obtained feature space are given in Section 2.5. Several concepts regarding 
classification process (including single-label and multi-label classification methods) 
are explained in Section 2.6. Finally, the conclusion is presented in Section 2.7. 
2.2 Image Face Databases 
Various image databases are used by face recognition methods and are used to prove 
recognition accuracy and to obtain acceptable results. These databases contain human 
face images captured both under controlled and uncontrolled conditions (e.g., 
illumination, pose, background and occlusion). Widely used databases are: FERET 
database (Phillips et al. 2000), CMU-PIE database (Sim, Baker & Bsat 2002), ORL 
database (Samaria & Harter 1994), Yale database (Belhumeur, Hespanha & Kriegman 
1997), SCface database (Grgic, Delac & Grgic 2011), FRGC 2.0 database (Phillips et 
al. 2005), Face95 database (Spacek 1995), Bosporus database (Savran et al. 2008), 
CK+ database (Kanade, Cohn & Tian 2000), and PICS database (Hancock n.d.). 
Presented in Table 2.1 are popular face image databases frequently used in different 
face classification systems with a description of the important aspects of each face 
image database. 
Table 2.1: Publicly available face databases. 
Database 
Colour / 
Grayscale 
Dimensions 
No. of 
persons 
No. of 
images 
Type of variability 
FERET 
Grayscale 
and colour 
256×384 1199 14,126 
pose, illumination, expression, 
occlusion, time delay 
CMU-PIE Colour 640×486 68 41,368 pose, illumination, expressions 
ORL Grayscale 92×112 40 400 time delay, illumination, expressions 
Yale  Grayscale 320×243 15 165 
illumination, different camera 
distance, resolution, occlusion and 
pose 
SCface Colour 
Different 
sizes  
130 4160 
expression, illumination, occlusion, 
time delay 
FRGC 2.0 Colour 
1704×2272 
and 
1200×1600 
688 50000 
illumination, background, 
expressions 
Face95 Colour 180×200 72 1440 
scale, turn, tilt, slant, occlusion and 
expressions 
Bosporus Colour 1600×1200 105 4652 expression, pose, occlusion 
CK+ Grayscale 
640×480 and 
640×490 
100 10706 illumination and expression 
PICS 
Black and 
white, 
grayscale 
and colour 
Different 
sizes for 
different 
subsets 
Different 
no. of 
persons for 
different 
subsets  
2801 
distributed 
over 8 
subsets 
Different variations for different 
subsets, including expression, pose, 
and background 
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Several databases are analysed in this thesis. These databases will be described in 
more detail in the chapters in which they are examined. In chapter 2, Yale, Face95, 
and CK+ databases are used to compare existing approaches for face classification. 
Also, FERET, PICS, Face95 and CK+ databases are further evaluated in chapter 4. 
Other databases (CMU-PIE, FERET and PICS databases) are also examined in 
chapter 5. 
2.3 Feature Extraction Techniques for Face Recognition  
Face recognition process can be automatically accomplished by a computer application 
to recognise a person from images by comparing the test image with a set of face 
images previously stored in the database. In this context, facial feature extraction is a 
crucial step for every face recognition application; it depends on the method used in 
recognising faces. The entire face image (or specific parts of it) is analysed to obtain a 
feature vector that best describes a given face image. Many methods and techniques 
have been introduced in this research area in order to intelligently describe the face 
image (i.e., obtaining feature vector in a reasonably compact subspace and high 
discriminative power). However, the maximum number of these techniques share the 
common key steps (presented in section 1.4) to solve the task of human face 
recognition.  
The techniques for feature extraction in face recognition systems are divided into 
spectral and spatial techniques.  
2.3.1 Spectral Category 
The techniques that fall within this category extract features from the image in the 
spectral domain. That is, the face image is transformed from spatial domain to spectral 
domain, then the salient features are extracted from the facial images in the spectral 
domain. This process can be obtained by applying a particular transformation 
technique on the given image in the spectral domain. The techniques discussed in this 
section include Wavelet Transform (WT), Fourier Transform (FT), Discrete Cosine 
Transform (DCT), and Gabor filters. Several benefits can be gained by using 
transformation techniques that can transform and represent data in both time and 
frequency domains. These are data dimensionality reductions as well as the disposal 
or alleviation of the impact of illumination and expression variation problems that 
frequently accompany the face recognition process (Zhao et al. 2003). In this context, 
data dimensionality reduction can be realised by cutting up the original data into a set 
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of sub-bands with low-frequency and high-frequency coefficients. In fact, not all these 
coefficients are useful as dominant features to describe the face image. Yet, some of 
this information (especially the information localised in the high-frequency sub-bands, 
which is not useful information) can be neglected without affecting the face 
recognition performance. Neglecting this worthless information will, in turn, 
significantly reduce the dimensionality of the data. Examples of the techniques that 
reduce the dimensionality of the data can be found in WT and DCT. 
2.3.1.1 Wavelet Transform 
Wavelet transform (WT) has been widely used as a powerful tool for feature 
extraction. Many researchers have exploited WT advantages represented by reducing 
the dimensionality of the data and processing time, and alleviating the effect of FR 
challenges (expression variation, illumination variation and pose variation). In general, 
the wavelet transform is divided into three types: Discrete Wavelet Transform (DWT), 
Continuous Wavelet Transform (CWT) and Wavelet Packet Transform (WPT). 
Amongst these techniques, there is evidence that DWT is an optimal tool for extracting 
salient features. DWT localises the face image information in a few frequency sub-
bands. These sub-bands are created by convolving image data with a set of filters 
known as filter bank or mother wavelet. There are a variety of filter banks (mother 
wavelets) available in DWT. Examples of these filter banks include Haar, Db1, Db2, 
Db3, Sym1, Sym2, Coif1, Coif2 and many others. Each filter bank has two types of 
filters which are a low-pass filter and high-pass filter. Convolving image data with low 
pass filter yields low-frequency sub-band, also known as approximation coefficients, 
while convolving it with high pass filter yields high-frequency sub-bands, also known 
as detailed coefficients. In this context, the high-frequency sub-bands will have little 
meaningful information; these contains fine details of the image, while the low-
frequency sub-bands will have more valuable information: they provide a coarse 
approximation of the image. In DWT, the face image is decomposed into one or more 
levels using low pass and high pass filters in addition to down-sampling by a factor of 
2 to create approximation and detailed sub-band coefficients, respectively. In the first 
decomposition level, the original image data is decomposed into one low-frequency 
sub-band referred to as LL, and three high-frequency sub-bands referred to as LH, HL, 
and HH. The low-frequency sub-band (LL) is utilised for further decomposition levels 
into approximation and detailed sub-band coefficients. The DWT of the given digital 
signal f(x) is obtained by applying the following equation (Ramesha & Raja 2011): 
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where  detr,s and appr,s are the detailed and approximation coefficients, respectively; 
*
r
h and *
r
g  denote the high pass filters and low pass filters, respectively; and r,s assign 
to scale and translation factors, respectively. Figure 2.1 shows the three levels of a 2D-
DWT structure (Xu & Lee 2014). 
 
 
 
 
 
 
 
 
 
 
 
Following are some studies using wavelet transformation methods: 
❖   Li and Yin (2005) proposed their feature extraction approach utilising both 
DWT and Fisherface (Belhumeur, Hespanha & Kriegman 1997) techniques. In this 
method, the face images are decomposed into 3-level DWT using Db4 filter banks. 
The three levels image decomposition is determined as an intermediate case 
between recognition performance and computation complexity. The Fisher method 
is applied to the three low-frequency sub-bands (approximation coefficients) which 
are LL1, LL2, and LL3. This approach is tested on a subset of the FERET database. 
The images are grayscale and encompass frontal and left and right pose variation 
with ≤25o with different illumination. This method gave better results than 
Fisherface. 
❖   Foon, Jin and Ling (2004) utilised DWT to reduce sensitivity to noise, 
expression change, and slight occlusion. In this work, integration between DWT 
LL3 HL3 
LH3 LH3 
HL2 
HH2 LH2 
LH1 HH1 
HL1 
Figure 2.1: 3-level 2D-DWT structure. 
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and Non-Negative Matrix Factorisation (NMF) (Lee & Seung 1999) is proposed to 
represent the face image in a reduced subspace. Haar, Db 5 and 10, Sym 5 and 10, 
and Spline bior1.1 and 5.5 mother wavelets were used in decomposing the face 
image into 2-level DWT. The NMF transform is applied on the low-frequency sub-
bands produced from DWT to generate the face feature vector with a different 
number of features ranging from 10 to 60. This approach is experimented on, using 
Face93 Essex University database and ORL database. This method gave better 
results compared with the baseline method which is PCA (Turk & Pentland 1991). 
❖   Gumus et al. (2010) used DWT as a feature extractor. The method is evaluated 
and compared with Eigenfaces using PCA algorithm. Nearest distance and support 
vector machines with different kernels are used in the classification process. The 
evaluation is performed utilising ORL database. The face images are decomposed 
into level 4 and Haar mother wavelet. The conducted results exhibit the 
outperformance of DWT over PCA. 
❖   Alwakeel and Shaaban (2010) presented their approach for face recognition based 
on Haar wavelet transform and PCA. This method is evaluated and compared with 
PCA and DCT. This approach is tested using Face94 database. In this approach, the 
face image is decomposed using DWT into the 4-decomposition level. The 
recognition rate results given from this method are higher than those results 
obtained from PCA and DCT. 
❖   Ramesha and Raja (2011) proposed a face recognition system based on DWT 
and PCA. The face image is decomposed using DWT into one decomposition level. 
The PCA method is applied on low-frequency sub-band (LL1) using Haar wavelet 
to estimate the feature vector. In order to test this approach, 400 images for 20 
individuals are used. The frontal face images with a marginal change in turn, slant 
and tilt are chosen, a small variation in face location due to photographs are taken 
in a speaking situation, same hairstyle, and same lighting condition. The obtained 
results showed that recognition rates of this approach are better than the recognition 
rate derived from the existing method, PCA. Furthermore, authors observed that the 
processing time increased exponentially when the database size increased for PCA, 
whereas for this approach a slight variation in processing time is noted for the larger 
database. 
❖   Marasamy and Sumathi (2012) have benefited from wavelet transformation 
characteristics represented by minimising the sub-bands resolution. As a result, 
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computational complexity is minimised. They found that there were no significant 
differences between using Haar, Db, and Sym wavelets. Therefore, Haar wavelet 
was used in this approach. This approach was used to separate several high-
frequency components due to expression and illumination changes. In this 
approach, 1-level DWT was applied to the image using Haar wavelet and only LL 
sub-band is kept while ignoring other sub-bands. In this scheme, the DWT using 
Haar wavelet is applied to the face image to obtain LL1 sub-band followed by LDA 
algorithm (Belhumeur, Hespanha & Kriegman 1997). To test this approach, 10 
classes were chosen from the ORL database, and 10 images each. Experimental 
results showed better achievement in both recognition performance and time 
complexity using this method, when compared with PCA and LDA.  
❖   Xu and Lee (2014) presented a facial recognition system via a combination of 
DWT and 2DPCA. 2DPCA deals with 2D matrix instead of a 1D vector, as 
conventional PCA does. Therefore, using 2DPCA, the covariance matrix is 
constructed directly from the image matrix. Consequently, reduced processing time 
and feature extraction are required and smaller covariance matrix size is obtained. 
The facial image data is decomposed by applying DWT with Db4 mother wavelet 
into different frequency sub-bands. This approach is tested using ORL and Yale 
databases. The face images from ORL database are decomposed into one 
decomposition level; while for Yale database, the face images are decomposed into 
two decomposition levels due to the different dimensionalities in the two databases. 
This approach gave better recognition rates than PCA and SVM, while allowing 
less processing time for PCA. 
❖   Murthy et al. (2012) proposed two techniques for face recognition system. The 
first technique, namely, DWT Thresholding is used to deal with pose variation. This 
technique performs a thresholding process on the wavelet coefficients in order to 
remarkably reduce the number of extracted features. The second technique, namely, 
Laplacian-Gradient Masking (LGM) which combines the characteristics of both 
Laplacian operator and Gradient operator to obtain the finer details of the facial 
edges. In this approach, the proposed Laplacian-Gradient Masking (LGM) is first 
applied as a pre-processing step for the achievement of the purpose above. Second, 
the 1D DWT Thresholding technique is applied on the face image on both 
approximation coefficients sub-bands and detail coefficients sub-bands utilising 
rbio1.3 wavelet on ORL and UMIST databases and Haar wavelet on the Extended 
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Yale and colour FERET databases. The size of the feature vector is more reduced 
using Binary Particle Swarm Optimisation (BPSO) algorithm (Kennedy & Eberhart 
1995). Extensive experiments have been performed employing different 
transformation levels, different threshold values, different numbers of selected 
features and different ratios for training to testing images. The proposed face 
recognition system is compared with the existing systems such as PCA-based, 
LDA-based and HOG-based face recognition systems. The results have shown the 
outperformance of the proposed system. 
2.3.1.2 Discrete Cosine Transform 
Other researchers used Discrete Cosine Transform (DCT) as another type of spectral-
based technique for feature extraction in face recognition. DCT decomposes the image 
into a low pass filtered sub-band (approximation) image, and high pass filtered 
reversed L-shape blocks in the first level. The approximation sub-band contains the 
low-frequency components while reversed L-shape blocks contain the high-frequency 
components. The procedure will be successively applied on the low-frequency sub-
bands to obtain a pyramid DCT for the image.  
The common equation for 2D-DCT for f(x,y) image with n×m dimensions can be 
defined as (Prathik et al. 2012): 
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where r and s are defined as: 
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The research that uses DCT is described below: 
❖   Er, Chen and Wu (2005) proposed their approach based on DCT and FLD for 
feature extraction and selection. In this work, face images for each subject (person) 
are split into several subclasses (sub-clustering) before implementing the FLD. The 
number of clusters will be the number of hidden neurons in the RBF neural 
networks for classification. In this approach, the DCT is applied to the whole face 
image. The DCT coefficients hold the large scales are located at the top-left corner 
of the DCT coefficients matrix. The DCT coefficients matrix is then mapped to 
one-dimensional vector using zigzag. This mapping process preserves the 
discriminative facial features represented by low-frequency components such as 
general face outline, eyes, mouth, and nose. In this scheme, the authors tried to 
mitigate the illumination variations by discarding the first few low-frequency 
coefficients since these coefficients have zero mean. After DCT coefficients have 
been obtained, the training set is split into classes according to clustering regarding 
their Euclidean distances. Then FLD algorithm is applied on the clustered DCT 
coefficient vectors to project the high dimensional vector space into low 
dimensional subspaces. This approach is tested on the ORL, FERET and Yale 
databases. As the ORL database has no clear illumination change, discarding the 
first three DCT coefficients will not improve system performance. On the contrary, 
the results will be worse. For the FERET database, the proposed feature extraction 
approach is compared with PCA method with and without first three low-frequency 
components. The frontal images are normalised and used. For experiments with the 
FERET database and testing with PCA, 50 components were used; for DCT+FLD, 
70 DCT coefficients were used, and after FLD application, the dimensionality of 
the feature vector would also be 50. In this experiment, results showed that better 
performance is obtained when the first three DCT coefficients are discarded due to 
the reduction of illumination variations. In general, test results on the FERET 
database demonstrate the performance improvement by discarding the first few 
low-frequency DCT coefficients. Finally, the proposed approach was tested using 
the Yale database. Only normalised frontal images were selected to carry out this 
experiment. The given results revealed that discarding the first three DCT 
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coefficients allowed this approach to provide improved performance over PCA and 
LDA due to lightening effect reduction. 
❖   Atta and Ghanbari (2010) proposed their recognition method based on DCT 
decomposition of the facial image into two decomposition levels to produce low-
frequency sub-bands and reversed L-shape blocks. This enormous amount of 
information remarkably increases the complexity of the classification process. 
Therefore, a set of statistical measures are used to extract the significant features in 
a reduced dimensionality. In this approach, mean, variance and entropy rate are 
considered for feature extraction. In this scheme, the lowest approximation sub-
bands are divided into a group of non-overlapping blocks and the statistical 
measures are computed for these blocks. Hence, the feature vector for a block j in 
a decomposition level i will be Vij={μij,σij,Hij}, where μij,σij and Hij are the mean, 
variance, and entropy rate, respectively. In this representation, the texture of the 
image is characterised by the entropy rate. Several experiments were performed on 
this approach utilising the FERET and ORL databases. The method of employing 
2 level pyramid DCT is compared to 2 level DWT and WPD using Haar mother 
wavelet. Results of these experiments showed that the recognition rate of the DCT 
is higher than the recognition rate obtained from DWT and WPT. 
❖   Azam, Anjum and Javed (2010) presented their new approach for FR, which 
relied on sampling and processing the facial image in a hexagonal lattice. They 
exploited the advantages of processing images in hexagonal forms, such as less 
computation and storage space required to process images, uniform connectivity, 
and greater angular resolution. The squared face image is converted to a hexagonal 
image. The hexagonal image is then converted to log-space. Finally, DCT is applied 
to the facial image for feature extraction. This approach is tested on three databases, 
namely the ORL, Yale and FERET databases. They reported that the recognition 
rates for the ORL and Yale databases are better than the recognition rate for the 
FERET database, due to pose and lighting changes included in the FERET database. 
Also, compared with other recognition systems applied on traditional (square) 
images, the hexagonal-based approach gives better results than the traditional 
(square) based recognition system. 
❖   Chadha, Vaidya and Roja (2011) utilised DCT for global and local feature 
extraction from the facial image. The objective of this method is to extract features 
from some important facial parts including left and right eyes, nose, and mouth in 
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addition to the global features for the entire frontal face. The proposed method is 
an attempt to deal with the problem of illumination changes. In this approach, DCT 
is applied on a face as a whole to extract global features and compared with local 
features obtained from applying DCT on local features (left and right eyes, nose 
and mouth). This approach was tested on 25 subjects from BioID database. Local 
features, especially those related to eyes, have the advantages of minimising some 
variation influences such as pose and expressions. Four different test styles are 
performed in this approach: global features, local features, global + local features, 
and global and local features. Global and local features mean the ranking process is 
done according to global and local features, and the person is identified if both ranks 
are ‘1’.  From the test styles mentioned above, authors found that the best result is 
obtained when combining global and local features. 
❖ Prathik et al. (2012) proposed their method for FR using DCT fusion technique 
utilising the left–right symmetrical property of the human face. The DCT matrix 
determination is dependent on the aspect ratio of the image size. In this fusion 
method, the face image is partitioned into two vertical halves. Features from DCT 
subset matrix related to each half is transformed into a row vector using the raster 
scanning. Both vectors are then unified to create one vector for the given face, and 
this is saved in the feature gallery. In this approach, a subset of the DCT matrix is 
selected as distinguishable features to describe the particular face. However, there 
is a direct correlation between the number of distinguishable features that will be 
selected and the dimensions of the DCT matrix. Naturally, the subset matrix is 
selected from the upper left corner of the DCT transformation matrix. For example, 
if the image size is 112×46 pixels, the DCT chosen subset dimension will be 12×6. 
Two factors are employed to measure the performance of this approach assigned by 
recognition rate and a number of features selected. The number of features 
represents the number of the subspace of DCT coefficients that can be determined 
using BPSO algorithm. Three databases, namely, ORL, Extended Yale and FERET 
are used to measure the performance of this approach. These databases cover 
problems that many face recognition systems suffer from, and these are 
constringent pose variations and illumination variations. For the ORL database, the 
DCT fusion approach is compared against conventional DCT. In this experiment, 
the feature numbers are equal in both techniques (conventional DCT and DCT 
fusion). The DCT fusion obtained higher recognition rate than conventional DCT. 
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For the Extended Yale database, 18×12 subset matrix dimension for both halves of 
DCT fusion give a greater recognition rate than the 18×24 matrix dimension for 
conventional DCT approaches. Finally, for the FERET database, frontal images that 
represent different facial expression images are chosen for this experiment. In the 
FERET database, DCT fusion subset matrix with 12×6 dimensions gives better 
results than 12×12 dimensional extracted from conventional DCT matrix. Finally, 
results obtained by applying this approach are better than the results obtained from 
other standard face recognition methods (PCA, LDA and LBP-related methods). 
❖ Another face recognition system is presented by Atta and Ghanbari (2012), 
which is a combination of DCT pyramid and the set partitioning in hierarchical trees 
(SPIHT). This combination scheme led to the efficient attainment of significant 
DCT pyramid coefficients. Notably, in this approach, the face image is decomposed 
into 4×4 non-overlapped DCT blocks in the approximation (low-frequency) sub-
band coefficients, and a set of reversed L-shape blocks represent detailed (high-
frequency) coefficients. Both approximation and detailed sub-bands are exploited 
from the tree orientation of the blocks. The significant blocks are obtained by 
applying the SPIHT technique. The face image is decomposed into two levels DCT 
pyramid transform. After that, a 4×4 DCT transform is applied to each block. In 
this case, the image which consists of 16×16 block is decomposed into a 4×4 DCT 
block, one, and four reversed L-shape blocks in the approximation and detailed sub-
bands. SPIHT algorithm is then applied in order to exploit the inter-dependency 
among the 4×4 DCT block in the approximation and the reversed L-shape blocks 
in the detailed sub-bands. This approach is tested using images from ORL and 
FERET databases. All images are considered from ORL database while a subset 
which encompasses 1000 of 100 subjects (10 images each) was selected. 
Illumination, expression and pose variations were considered in this test. The 
performance of this approach was compared with 2 level 2D-DWT method using 
Db mother wavelet. The DCT pyramid approach is compared against wavelet, DCT 
with zigzag scan and Eigenfaces methods. The recognition rate of this approach is 
higher than that of the other mentioned methods. Memory requirements issue, 
another performance of this method, is also considered here.  
2.3.1.3 Fourier Transform 
Another technique that could be successfully employed in FR systems as a kind of 
spectral category is Fourier Transform (FT). In general, the FT has a variety of 
 
 
25 
 
applications in the image processing domain, including image filtering, image 
compression, image analysis, and, recently, face recognition. 
The two-Dimensional Discrete Fourier Transform 2D-DFT transforms the digital 
image from spatial domain to frequency domain. The frequency domain of a 2-D 
image in Fourier transform can be obtained as (Hwang et al., 2011): 
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where r and s are frequency variables, ( xr 0 ) and ( ys 0 ), respectively. f(x,y) is the 
2-D face image. 
Fourier transform is a composite of real and imaginary components of a frequency 
domain; it can be defined as:- 
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where R(r,s) and I(r,s) represent the real and imaginary components, respectively. The 
magnitude function known as the Fourier spectrum can be defined as: 
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While the phase function can be defined as: 
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Many researchers have used the Discrete Fourier Transform technique in the field of 
face recognition. Fourier transform has a good achievement rate in facial feature 
extraction. Some researchers have used DFT as a significant tool for feature extraction, 
while other researchers incorporated it with other tools to obtain significant facial 
features. 
Research that uses DFT includes: 
❖     Sao and Yegnanarayana (2010) utilised the phase of the DFT to represent the 
facial image in order to overcome the issue of the illumination variation. They 
argued that the phase part of the Fourier transform can be employed to maintain the 
positions of the edges in the face image. According to this approach, the face image 
is decomposed into magnitude and phase of the DFT using equations (2-9) and (2-
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10), respectively. Moreover, the face image can be recomposed using magnitude 
only or phase only using equations (2-11) and (2-12), respectively. 
 
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where IDFT refers to inverse discrete Fourier transform. 
They found that the phase-only re-composition image is more beneficial for 
maintaining the edge information that is less sensitive to illumination changes. The 
sine and cosine functions are used in the calculation of phase spectrum in order to 
avoid the problem of phase wrapping accompanying to arctan (i.e., equation 2-10). 
PCA algorithm is used for dimensionality reduction. This approach is evaluated 
using three databases, including a variety of illumination changes. The databases 
are FacePix database, PIE-NL database, and Yale-B database. In this approach, one 
image with a specific light direction is used as training image, while the remaining 
images are considered as test images. System performance is evaluated according 
to sine and cosine phase spectrum functions separately. In a comparison with other 
methods, results showed the outperformance of this method over the other methods 
(PCA, LDA, Hidden Markov model, Bayesian information criteria and Edginess-
based method) using different database subsets and a different number of images in 
the training set. 
❖     Hwang et al. (2011) presented their work utilising hybrid Fourier feature 
extraction scheme from multiple Fourier domains in diverse frequency bandwidths, 
namely, real and imaginary components domain (RI), spectrum domain (Г), and 
phase angle domain (ɸ), to represent face image. In order to extract a representative 
facial feature, the face image is partitioned into multiple blocks and the DFT is 
applied to each block. So, block-based Fourier facial features are then concatenated 
from the selective bands. The authors combined both low and high-frequency bands 
to obtain a powerful representation feature vector. According to Figure 2.2, three 
frequency bands are suggested by the authors (B1={B11,B12}, B2={B21,B22}, and 
B3={B31,B32}). These bands have different frequencies starting from the lowest 
frequency of the image. According to this selection, B1, which has the lower 
frequency and cover face structure, has a range from 0 to 1/6 and from 5/6 to 1 from 
the size of the image; B2 represents higher frequency bands and can represent finer 
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face description, so it has a range from 0 to 2/6 and from 4/6 to 1; and B3 represents 
the full descriptions of the image and has the full frequency band. 
 
 
 
 
 
 
 
 
 
 
As the RI represents the real and imaginary domain and has discriminative 
information to recognise faces, therefore, RIB1~RIB2 bands are considered. 
Conversely, Г and ɸ represent spectrum and phase angle domains, respectively. 
Hence, these two domains characterise high-frequency information and have less 
discriminative information for FR, and due to the sensitivity of the phase angle 
information to spatial changes, this makes these two domains less importance than 
RI domain. Therefore, ГB1, ГB2, and ɸB1 bands are further considered as a 
discriminative feature. In this approach, each discriminative band features are 
individually projected into a subspace vector by applying PCA and LDA 
algorithms. The final feature vector includes all the subspace vectors obtained from 
the bands in the three different domains. Moreover, this final feature vector further 
reduces its dimensionality by applying PCA and LDA on it. This approach is tested 
on FRGC database and evaluated against another several LBP-based system, DCT-
based system, and Gabor-based system using different image sizes. Some of these 
systems use global feature extraction, while other systems use local features. 
Results relating to systems use global features with small image sizes, the proposed 
method to provide the best performance.  
❖     Ito et al. (2011) proposed a face recognition system utilising DFT phase-based 
corresponding matching. The corresponding method attempts to deal with texture 
change including expression and illumination changes. The phase-based 
corresponding matching method basically depends on the Phase-Only Correlation 
(POC) function. This function is expressed as the inverse DFT of the normalised 
Figure 2.2: Different frequency bands selected to represent the image features: 
(a) B1, (b) B2 and (c) B3 (Hwang et al. 2011). 
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cross-power spectrum. The main idea of POC is dependent on the similarity 
between two images. If these two images are similar, the great sharp peak will 
occur. Otherwise, the peak apparently drops. The peak level reflects the matching 
possibility between the images, and the peak location depicts the translation 
displacements between the two given images. The phase-based correspondence 
matching utilises: first, a robust correspondence search by using image pyramids 
coarse-to-fine strategy; and second, finding a pair of the corresponding point by 
sub-pixel window alignment. In this approach, the recognition performance and the 
computation speed depend on the number of reference points. Few reference points 
lead to a low recognition rate but fast computation, and vice versa. Four different 
reference point numbers were considered in this work as 463, 116, 29, 15 points 
with spacing distances 5, 10, 20 and 30 pixels, respectively. These settings are 
denoted as POC_05, POC_10, POC_20, and POC_30, respectively, as illustrated in 
Figure 2.3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This approach is tested with four experiments using four subsets from FERET 
database. Also, this method is compared with several conventional recognition 
algorithms included in CSU Face Identification Evaluation System, such as EBGM-
based algorithms, LDA-based algorithms, PCA-based algorithms and LBP-based 
algorithms. Results presented by all experiments performed on this approach 
Figure 2.3: Face image with different reference points at different distances: 
(a) POC_5, (b) POC_10, (c) POC_20 and (d) POC_30 (Ito et al. 2011). 
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demonstrated that the recognition rate of this approach is higher than the 
recognition rate presented by the conventional algorithms. Furthermore, 
experiments have shown that recognition rates for POC_05 and POC_10 are higher 
than recognition rates for POC_20 and POC_30, due to the fewer number of 
reference points, which lead to a decrease in recognition rates, especially for 
expression, illumination and ageing changes. 
❖     Shahdi and Abu-Bakar (2011) proposed an approach that can discriminate 
between faces with pose variations depending mainly on unique complete gallery 
faces. Feature extraction-based Fourier transform on specific patches in the face 
image are performed to provide a discriminative feature vector. Many benefits can 
be gained by determining specific facial patches including mitigation of the impact 
of facial pose variation, obviation of information abundance, increasing both 
accuracy and speed of recognition. Four crucial patches were chosen for the face in 
this work including eye, mouth, nose and chin. The Fourier transform is applied to 
these crucial facial patches and the magnitude components are maintained as facial 
features for face recognition. The facial features derived from all facial patches are 
concatenated to build a single vector to represent face image. The Fourier transform 
is applied to the three colour layers (red, green, blue) for each facial part to obtain 
Fourier coefficients. This approach is tested with 884 images for 68 persons from 
CMU PIE database. Each person has 13 different poses from left view to right view 
directions. These poses encompass both horizontal axis variation (yaw) and vertical 
axis variation (pitch). Results indicate that this approach can recognise faces in 
different poses with a high rate of success. They found that the mouth has more 
contribution than other facial patches for recognition performance. In addition, 
compared with other recognition systems applied on CMU-PIE database, this 
approach provides the highest recognition rate among them. 
2.3.1.4 Gabor Transform 
Gabor transform (Gabor 1946) has been widely used in the field of image processing 
due to its computational characteristics and biological relevance (Lin & Xie 2012; 
MageshKumar et al. 2011). In particular, researchers in the field of FR have utilised 
the significant advantages of Gabor filters represented by robustness and invariance to 
many dilemmas that the task of FR is suffering from such as changes in pose, 
illumination and expression (Gutta et al. 2000; Lu, Yuan & Yahagi 2007). 
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Discriminative local features of an image can be efficiently extracted using Gabor 
filters.  
In general, Gabor kernels with a given orientation u and scale v for a two-dimensional 
image can be defined as the following (Lin & Xie 2012; Jiang & Ren 2010; Chai et al. 
2014): 
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where, F=(x,y) is a pixel value at horizontal and vertical coordinates, respectively; Ku,v 
is a wave vector which can be defined as ui
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Where f represents the frequency ratio (scaling factor) between filters, kmax denotes the 
maximum frequency, and 
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The Gabor transformation of an image F can be formulated as:- 
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where, * denotes the convolution process, and )(
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  is a Gabor filters obtained from 
(2-13). 
For every Gabor filter, and at every pixel in F, a complex number including two parts 
of Gabor, namely, real part Ru,v(F) and imaginary part Iu,v(F) is generated. Similarly, 
depending on these parts, magnitude Gabor Au,v(F) and phase Gabor Pu,v(F) can be 
computed as the following (Xie et al. 2010): 
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Some face recognition systems using Gabor features include: 
❖   Jiang and Ren (2010) presented their approach for FR utilising local Gabor 
phase properties. The significant properties of the Gabor filter are represented by 
spatial position and orientation. In this approach, four frequencies and six 
orientations of the Gabor filters are applied to the face image. Each pixel in the 
resultant image is then encoded to two bits according to the real and imaginary 
parts. The local Gabor phase angle is then extracted by applying the XOR operation 
of each pixel with its eight neighbours. Finally, the local Gabor phase angle is then 
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projected into the reduced subspace dimension by applying the Fisher linear 
discriminant (FLD) algorithm. This approach is tested on images from two 
databases, FERET and AR. Results showed that this approach provides the highest 
recognition accuracy among other comparable methods (PCA, FLD, Gabor 
magnitude method) using both databases. 
❖   Perez, Cament and Castillo (2011) presented another FR method based on 
Gabor features with some improvements in feature extraction and classification 
phases. As a result, a significant reduction in a total number of errors is performed 
using both FERET and AR databases under illumination and gesticulation 
variations in addition to occlusion. In this approach, facial features are obtained by 
calculation of Gabor jets on specific pixels selected by aligning of five grids with 
different sizes and dimensionality on the facial image. Figure 2.4 demonstrates this 
process. These five grids determine the points from which the Gabor jets feature 
will be extracted. 
 
 
 
 
 
 
 
 
 In this scheme, five scales were tested on eight orientations for each corresponding 
point on the grid. The feature magnitude is obtained by computing real and imaginary 
components. Therefore, every Gabor jet is denoted as a vector magnitude with eight 
different orientation components. In the feature extraction improvement, a new 
method, namely, Local Matching Entropy Gabor Weighted (LMGEW) is proposed. In 
LMGEW, an entropy measure is calculated for each jet, and weight is given to each 
Gabor jet. In other words, jets with higher entropy should be given more weight than 
jets with lower entropy. This approach is tested by comparing the results obtained from 
this approach with the results from previous Local Matching Gabor (LMG) and ICA 
methods using images from FERET and AR databases. In general, results showed that 
this method reveals improvements in recognition accuracy over the comparable 
methods. 
Figure 2.4: Five different sized grids applied on facial image (Perez, Cament & 
Castillo 2011). 
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❖   In their work, MageshKumar et al. (2011) adopted a methodology to increase 
face recognition using Gabor features as well as statistical models represented by 
PCA and LDA algorithms for feature selection and dimensionality reduction. This 
method deals with variations due to illumination, pose, and some extensions of 
facial features changes. In this work, the facial features are obtained from the frontal 
face image by applying Gabor filters with five scales and eight orientations in 
addition to the down-sampling factor of 64. Gabor features are then concatenated 
in a single feature vector for each particular face. Furthermore, this method is 
compared with other (Gabor+PCA+LDA) combination schemes but with different 
classifiers and the results showed outperformance of this method against the 
aforementioned Gabor methods. Another comparison is made between 
(Gabor+PCA+LDA) combination against (Gabor+PCA) and the results have 
demonstrated the outperformance of (Gabor+PCA+LDA) combination over 
(Gabor+PCA). 
❖   Lin and Xie (2012) presented a Gabor-OLPP facial feature extraction method 
utilising both Gabor and Orthogonal Locality Preserving Projection (OLPP) 
techniques (Cai et al. 2006). OLPP provides more distinctive ability than locality 
preserving projection (LPP) because LPP is non-orthogonal and difficult in 
reconstructing the data. In this work, Gabor magnitude with eight orientations, five 
scales and a down-sampling factor of 64 are adopted to generate the facial feature 
vector. Two experiments are performed to test this method. The first experiment 
was applied to ORL database which represents different variations including 
expression and face details (such as glasses/no glasses). In this experiment, the 
Gabor-OLPP is compared with other algorithms applied on ORL database like 
PCA, LDA, LPP, Gabor-PCA, Gabor-LDA, and Gabor-LPP. The results showed 
that Gabor-OLPP gives the highest recognition rates among them. The second 
experiment was applied to Yale database which demonstrates different lighting, 
expression and face details (glasses/no glasses) but with different image size. In this 
experiment, the Gabor-OLPP method is compared with the same algorithms used 
in the first experiment. The highest recognition rate of this method among other 
algorithms is attained in this database. 
❖   Nazari and Moin (2013) proposed a face recognition system based on global 
and local facial feature fusion. In this approach, the facial image is partitioned into 
four equal size and non-overlapped sub-images. The Gabor filter is applied on both 
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entire face to extract the global feature and an equal size non-overlapped four sub-
images to extract local features. In particular, local features are utilised to deal with 
some limited changes in specific facial parts. Gabor parameters are set as the 
following: scales = 16, orientations = pi/3. The facial feature vector is created by 
combining the global features from the entire image with the local features 
extracted from the four facial sub-images. The high dimension feature vector that 
is created is then reduced using PCA algorithm. This approach is tested using 400 
grayscale images from the ORL database. Experiments showed that this approach 
gives better average recognition rates than global-based Gabor features extraction 
and G-2DFLD feature extraction and fusing methods. 
❖   Haghighat, Zonouz and Abdel-Mottaleb (2013) presented a biometric 
identification method based on facial feature extraction. The feature vector obtained 
is then encrypted for security purposes. Gabor filters are used for facial feature 
extractions due to their suitability to represent and discriminate facial texture as 
well as their invariance against many variation conditions accompanying face 
images such as pose, expression, illumination and noise. The real image parts were 
the result of applying Gabor filters with eight orientations and the use of five scales. 
The redundant information as a result of 40 Gabor filters can be removed by down-
sampling the feature images. In this approach, the resultant feature vector has the 
size of 120×120 which is the image size multiplied by 40 which represents (8 
orientations and 5 scales) divided by 4×4 which refers to row and column down-
sampling. This will yield 36000 features for each image. The huge dimensionality 
feature vector that is created is then further reduced by applying LDA algorithm. 
This work is evaluated using 600 face images represent 200 subjects (3 images for 
each subject) selected from the FERET database. The maximum size of the feature 
vector obtained in this approach is 199, which satisfies the LDA classification 
characteristic that can have a maximum of C-1 features (where C represents the 
number of classes which is equal to 200). In the evaluation of this method, results 
indicated that recognition rate is increased when the number of features increased. 
❖   Chai et al. (2014) presented their facial feature extraction scheme known as 
Gabor ordinal measures (GOM). In this scheme, the integration between Gabor 
features and ordinal measures aimed to deliver a hopeful solution to deal with both 
interpersonal similarity and intrapersonal divergences. In this work, various ordinal 
measures are derived from Gabor components (magnitude, phase). These measures 
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are then encoded to present visible primitives in local regions. Feature vector 
consists of a concatenation of the statistical distribution of these visible primitives 
in face image blocks. The massive dimensionality of the feature vector is further 
reduced into a compact subspace representation for each face. Notably, the Gabor 
magnitude and phase images are encoded efficiently using two specific ordinal 
filters which are di-lobe and tri-lobe ordinal filters. In this work, the native details 
of face texture are improved by using Gabor filter first. The ordinal measures 
obtained from Gabor images are called Gabor Ordinal Measures (GOM). Gabor 
filters with five scales and eight orientations are employed in this work. This 
method is evaluated using FERET, AR, and FRGC 2.0 databases that represent 
different variations in illumination, expression, occlusion, blur and ageing. In this 
method, images from FERET and FRGC are normalised to the size of 128×160 
while a different size is used for AR database 80×88 that is used by another FR 
system on the same database. The normalised face is then partitioned into 16×16 
blocks. The LDA algorithm is used to reduce the dimension of GOM features to 
150 in each block for the FRGC database and 260 for the FERET database. In the 
FERET experiments, the GOM from magnitude features obtained from each of 8 
ordinal filters and 5 scales Gabor magnitude images applied on different subsets 
from the FERET database demonstrated increase in recognition rates where 
increased Gabor magnitude features are incorporated. Also, results showed that 
Gabor magnitude features provided better results than other GOM features when 
they were applied on specific subsets. However, fusing of all GOM feature will give 
the best performance. The results obtained from this method of using the three 
databases demonstrated the strength and invariance of this method to the issues 
above associated with these databases. In addition, the proposed GOM method gave 
the highest recognition rates compared with other Gabor-based and LBP-based 
recognition methods for all FERET data subsets. 
2.3.2 Spatial Category 
Another category for feature extraction methods is the spatial category. Spatial 
methods extract the discriminative facial features without transforming images to 
another domain (i.e., spectral domain). Mainly, methods that fall into this category try 
to obtain facial features from the time domain image. Some methods from this category 
are Scale Invariant Feature Transform (SIFT), Local Binary Pattern (LBP) and 
Histogram of Oriented Gradients (HOG). 
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2.3.2.1 Scale Invariant Feature Transform 
First originated by Lowe (2004), Scale Invariant Feature Transform (SIFT) is 
considered a recent technique in the extraction of significant features in the field of 
human facial recognition. 
The basic characteristic for SIFT features is the ability to provide credible matching 
between various views for the same theme due to their stability in image rotation and 
scaling, and, to some extent, to being invariant to pose and illumination variations 
(Kamencay et al. 2012; Lanzarini et al. 2010; Križaj, Štruc & Pavešić 2010a). 
According to Lowe (2004), there are four steps to describe SIFT: 
1. Scale-Space Extrema detection: This step focuses on identifying the candidate 
points known as keypoints in the scale-space by searching for the locations in 
the given image by exploring the maxima or minima of the difference of 
Gaussian (DoG) function. This process is performed by convolving the input 
image with a variable-scale Gaussian: 
),(),,(),,( yxIyxGyxL                                                              (2-17) 
where L(x,y,σ) is the scale-space of the given image I(x,y), and G(x,y,σ) is the variable 
scale Gaussian. 
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Here, σ refers to the standard deviation of G(x,y,σ). 
The difference of Gaussian of two scales separated by a factor k is defined as:- 
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The specific pixel is examined as candidate keypoint by comparing this pixel with its 
surrounding eight neighbours in its level, in addition to nine neighbouring pixels in the 
previous and next levels. If the pixel is maximum or minimum of the surrounding 
neighbour pixels, it is considered as a candidate keypoint. 
2. Removal of Unreliable Keypoints: in this step, the unsuitable points are 
removed. Hence, points with low contrasts (which are noise-sensitive) and the 
points that are unsuitably localised on edges are discarded. In this stage, two 
criteria can be used to detect the unreliable keypoints. The first criterion is by 
determining some threshold value. The candidate keypoint is deleted if its 
value is less than the threshold. Otherwise, it is kept. The second criterion 
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evaluates the ratio of principal curvature of each candidate keypoint to look for 
poorly defined peaks in Different of Gaussian (DoG) function. For keypoints 
with high edge responses, the principal curvature across the edge will be much 
higher than the principal curvature along it. So, to remove unstable edge 
keypoints according to the second criterion – if the ratio of the principal 
curvatures of each candidate keypoint is less than a specific threshold value – 
the keypoint is maintained. Otherwise, it is removed. 
3. Orientation Assignment: the orientation is then computed and assigned for each 
keypoint of interest. This process is carried out by building a histogram of 
gradient orientations θ(x,y)  weighted by the gradient magnitude of the relevant 
neighbours denoted as m(x,y):- 
22 ))1,()1,(()),1(),1((),(  yxLyxLyxLyxLyxm                 (2-20) 









),1(),1(
)1,()1,(
tanh),(
yxLyxL
yxLyxL
yx                                                   (2-21) 
4. Keypoint Descriptor Calculation: the final step is the creation of keypoint 
descriptors by calculating the gradient magnitudes and orientations for each 
point of the 16×16 neighbours of the keypoint. The neighbourhood values are 
weighted using the Gaussian window, and the orientation histograms are 
created for 16 sub-regions of the size 4×4 neighbours. Each histogram includes 
eight bins. Thus, each keypoint descriptor will be represented by 16×8=128 
elements. 
The following FR systems used the SIFT technique for salient facial feature extraction: 
❖        Križaj, Štruc, and Pavešić (2010a) proposed their SIFT-based descriptors 
approach to recognise faces, namely Grid-SIFT (GSIFT). In this approach, a regular 
grid is used to calculate the SIFT descriptors at certain points corresponding to the 
grid nodes to preserve robustness of illumination changes. In this scheme, the 
authors do not use the keypoint descriptor as several SIFT-based methods do; 
instead, they specify a uniform grid overlapping face zone. The grid nodes represent 
the keypoints of interest to obtain the SIFT descriptors. The 10×10 grid size was 
used to estimate 100 descriptors for each face. The LDA algorithm is then used to 
maximise the ratio between inter-class and intra-class variations. This method is 
experimented using the Extended Yale B database that provides a variety of 
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illumination conditions. A comparison between this method against PCA, LDA, 
original SIFT, and SIFT_CLUSTER methods is performed. Results have shown the 
outperformance of the GSIFT method over other comparable methods. 
❖    Another SIFT-based method, presented by Križaj, Štruc and Pavešić (2010b), 
calculates the predetermined locations of SIFT descriptors that can be trained well 
in the training phase. Authors reported that this scheme would provide more 
robustness against illumination changes via ignoring the keypoint detection process 
for the test image. In the proposed method, which is known as Fixed keypoints-
SIFT (FSIFT), there is no necessity for threshold optimisation and face partitioning. 
In the training phase, many candidate keypoints are obtained by applying the 
original SIFT algorithm with the keypoint detector, as well as keypoint eliminating 
threshold characteristic. After that, the clustering process is applied to the 
previously obtained keypoints to acquire k=100 centroids that are considered as 
fixed keypoints used for SIFT descriptors estimation. Figure 2.5 demonstrates fixed 
keypoints obtained on a facial image. The centroids are grouped around the 
distinctive facial regions (eyes, mouth and nose). The Extended Yale B database is 
used to evaluate this approach. The recognition rates of the proposed approach are 
compared with other FR methods (PCA, LDA, and another SIFT-based method). 
Results have revealed the superiority of FSIFT over the other methods mentioned 
above. 
 
 
 
 
  
 
 
❖       Lanzarini et al. (2010) applied the SIFT algorithm to the face image to obtain 
the SIFT descriptors, and then the best SIFT descriptors are selected by utilising the 
variation of binary PSO algorithm. Two face databases (Yale and ORL) were used 
to evaluate this method. Different percentages of images are used for the training 
set. Results showed that, for both databases, the accurate matching rate decreases 
when the ratio of the training set decreases. Moreover, this method, when compared 
with original SIFT method, is found to have a similar rate accuracy match using 
much fewer numbers of descriptors. 
Figure 2.5: Fixed keypoints grouped around facial regions 
(Križaj, Štruc and Pavešić 2010b). 
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❖      Kamencay et al. (2012) introduced a SIFT followed by PCA in their proposal 
for face feature extraction and selection in the recognition task. In this method, the 
facial keypoints of interest are detected by applying the SIFT algorithm. Then PCA 
is applied to make the feature descriptor much smaller. Specifically, the feature 
vector is formed by concatenating both vertical and horizontal gradient map of 
41×41 blotch centred to the certain point. This feature space is further reduced 
through the application of PCA algorithm. Images from the ESSEX database were 
used to test the performance of this method. SIFT-PCA method is tested and 
compared with the original SIFT (SIFT alone) and PCA algorithms. Kamencay et 
al. (2012) reported that SIFT-PCA gives the highest recognition rate and the fastest 
algorithm while the original SIFT is the slowest algorithm and PCA gives the lowest 
recognition rates. 
❖   Lenc and Král (2012) introduced their work for FR with an emphasis on the 
SIFT descriptor. In this work, the SIFT algorithm is integrated with new matching 
methods proposed by the authors for FR. Facial features were obtained using 
original SIFT algorithm while the presence of two matching methods that are Lenc-
Král matching and Kepenekci matching. This method is evaluated on the ORL 
database in addition to the Czech News Agency (ČTK) database which includes 
images under uncontrolled conditions and over a long duration. Different pose 
conditions, illumination conditions, and face background are incorporated in this 
set. The original SIFT descriptors combined with both Lenc-Král matching, as well 
as Kepenkci matching, are experimented on, using both ORL and ČTK images. The 
results showed that the recognition rate provided by the ORL database is 
considerably higher than ČTK due to varying pose conditions included in the ČTK 
database. 
2.3.2.2 Local Binary Pattern 
Local Binary Pattern (LBP) was originally proposed by Ojala, Pietikäinen, and 
Harwood (1996) for texture analysis. It has been considered as a powerful tool to 
describe features in the images. The basic LBP operator considers a 3×3 
neighbourhood of each pixel in the given image, labelling the centre pixel in the 
window by thresholding the intensity value of the neighbours with the intensity value 
of the centre pixel to generate a binary sequence; see Figure 2.6. For each neighbour 
in the window, if the intensity value of this neighbour is greater than or equal to the 
intensity value of the centre pixel, it is given 1. Otherwise, it is given 0. If the 
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neighbours are not at the centre of the pixel, then bilinear interpolation is employed to 
compute the neighbour pixel values. By doing this, for each pixel in the given image, 
a binary string (which surrounds the pixel) created for each pixel is then converted to 
its equivalent decimal value. Each pixel is then represented by its decimal value. The 
histogram of the decimal values is used to describe texture (Ahonen, Hadid & 
Pietikäinen 2004).  
 
Figure 2.6: LBP encoding. 
The number of LBP codes that can be accumulated from the LBP description is 2P, 
which is called LBP histogram. The LBP operator is mathematically described as 
follows. 
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where P is the number of neighbours, R is the radius of the circle surrounding the central 
pixel (pixel radius), Ic is the gray value of the centre pixel, and In is the gray value of 
the neighbours (around the central pixel). 
Subsequently, two extensions were developed for the basic LBP operator (Ahonen, 
Hadid & Pietikäinen 2004). In the first extension, the LBP operator is developed to 
have different sizes of neighbourhoods (P) and pixel radius (R). In the second 
extension, the uniform LBP is defined; in this context, LBP is defined as uniform if 
there are no more than two bitwise transitions from 1 to 0 or vice-versa in the circular 
binary string. Accordingly, uniform LBP operator with P neighbours and R radius is 
referred to as LBPP,R
u2 . For example, 00011000 and 1110011 are considered uniform 
patterns. The number of uniform patterns in LBP operator covering 8 neighbours is 
59, while for 16 neighbours is 243 (Ahonen, Hadid & Pietikäinen 2004). Hence, 
LBP8,1
u2, LBP8,2
u2, and LBP16,2
u2  are common examples of uniform operators. Figure 2.7 
shows some examples of uniform LBP operators with a different number of neighbours 
(P) and pixel radius (R).  
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LBP has several characteristics which make it a preferable technique over many other 
techniques in FR. These characteristics include effectiveness for feature extraction, 
simple implementation and low computational effort. 
The following research used LBP technique for feature extraction: 
❖   Ahonen, Hadid and Pietikäinen (2004) employed LBP in their work for FR, 
and utilised both shape and texture. In this work, the face image is segmented into 
k×k small regions (windows) in equal size, the LBP operator is then applied to each 
region and the histograms are obtained and concatenated to build the final feature 
vector. The performance of this method is evaluated by utilising CSU Face 
Identifying Evaluation System. This system is similar to FERET test that tests the 
intended algorithm against multiple algorithms, namely, PCA, LDA, Bayesian 
intra/extra personal and Elastic Bunch Grand Matching (EBGM). The LBP operator 
and the size and number of windows are used as optimisation parameters in this 
method. The LBP operator that presents an enormous amount of variety labels 
creates a long histogram and the distance matrix calculation will be slow. 
Conversely, fewer label numbers produce shorter feature vectors (i.e., more 
information will be lost). In addition, a small LBP operator radius makes the 
histogram encoding process more local. The second optimisation parameter is the 
partitioning of the face image into regions. In this context, the increasing number 
of regions (small region sizes) will produce extended feature vectors, high memory 
computation and slow down the classification process while the decreasing number 
of regions (larger region sizes) leads to loss of more information. Compared with 
other algorithms included in the CSU test, the authors found that this method 
outperforms the algorithms in this test. Additional evaluation of this method is 
performed using the ORL database. The highest recognition rate was gained from 
the uniform LBP operator with 16 neighbours and radius 2. 
(b) (a) (c) 
Figure 2.7: Different LBP operators: (a) P=8, R=1, (b) P=8, R=2 and 
(c) P=16, R=2. 
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❖    Maturana, Mery, and Soto (2009) presented their face recognition approach to 
deal with misalignment, moderate variations in pose and illumination conditions. 
In this approach, the texture description of the face image is created by the 
application of LBP operator on each pixel. The LBP histograms of the local image 
areas are computed to create and extract the local feature. The LBP operator with 8 
neighbours and 2-pixel radius is used in this work. In this approach, a spatial 
pyramid match scheme is used which is more robust to face misalignment. 
Particularly, in this scheme, a combination of many histograms at different 
resolutions is presented as an alternative to grid representation used by Ahonen, 
Hadid & Pietikäinen (2004). The special pyramid histogram presented by Lazebnik, 
Schimid and Ponce (2006) is used to establish the multiresolution histogram. The 
spatial pyramid histogram for L levels can be built at first by estimating the LBP 
histogram with level 0 for the whole image. Following, the face image is partitioned 
evenly into four areas and the LBP histogram calculation at level 1 is carried out 
over each area. This procedure is iterated for many times for further partitioning of 
each area and calculating of histograms for n levels over each area. By following 
this process, 22n at level n histograms will be obtained and totally a spatial pyramid 
histogram over n=0… L levels of (22L+2 -1)/3 histograms will be yielded. The 
resultant histograms will be concatenated into a single vector to describe the given 
face image. Images from four different databases (Yale, extended Yale B, Georgia 
Tech and AT&T-ORL) were used to evaluate this approach. These databases 
represent different illumination, pose and expression variations. The 3-level 
pyramid (L=3) is chosen for its spatial pyramid algorithm; this will yield an 8×8 
grid for the face image, and it is similar to the grid utilised in Ahonen, Hadid & 
Pietikäinen (2004). This approach is compared with other algorithms such as 
Eigenfaces (PCA) and Fisherfaces (LDA) with a different number of components, 
and this method gave better results. 
❖   Choi, Plataniotis and Ro (2010) presented their approach for FR using LBP 
technique to deal with rigorous lightening and resolution variations. In this method, 
an effective combination of colour and texture aspects were utilised to obtain 
discriminative facial features. The RGB face image is converted to YIQ 
representation colour image. The uniform 𝐿𝐵𝑃8,2
𝑢2 operator is then independently 
applied to each colour component of the conversion space that is created. Each 
colour component is then partitioned into 18×21 pixels block, and the histogram for 
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each block is computed. A set of histograms is then concatenated into a single 
vector. This scheme will yield in high dimensionality of the feature vector. PCA, 
Fisher's Linear Discriminant Analysis (FLDA) Bayesian and Regularised Linear 
Discriminant Analysis (RLDA) are used to reduce the high dimensionality feature 
space into a low-dimensional feature. This work was evaluated on three databases 
(CMU-PIE, Colour FERET, and XM2VTSDB). The proposed method is compared 
with LBP for the grayscale image (adopted from R component) and LBP for the 
colour image (Q and Cr components from YIQ and YCbCr, respectively). Results 
have shown that the proposed colour LBP algorithm gave higher results than other 
grayscale LBP and colour LBP algorithms for illumination variation using the 
CMU-PIE and XM2VTSDB databases, and pose variation using the FERET 
database. Further, this approach is tested against spatial resolution analysis. In this 
test, the resolution of training images was fixed to 112×112 pixels while different 
resolutions (112×112, 86×86, 44×44, 32×32 and 20×20) were considered as test 
images. Results demonstrated that grayscale LBP has a maximum effect through a 
resolution variation where the highest recognition rate was attained with the highest 
resolution for test images and vice versa.  
❖   Lingli and Jianghuang (2010) proposed a security model for FR. In this work, 
the recognition task is performed using the LBP operator while the security task for 
the facial features is performed using random projection. Regarding face 
recognition, the face image is partitioned into equal size 3×3 blocks. The 𝐿𝐵𝑃8,2
𝑢2 
operator is then employed on each block. The histogram features are then 
concatenated to produce the facial representative vector. This vector is then coded 
and projected into a subspace form by using a random matrix for the purpose of 
security. This approach is tested using the ORL, Yale, and FERET databases. A 
different number of features are produced and experimented on this work 
(50,100,200) features. Results have shown that ORL database give better results 
than other databases. In addition, the recognition rate increases with the increase in 
number of features. 
❖   The work of Louis and Plataniotis (2010) combined two LBP feature groups to 
attain robust face representative features. The first group was by utilisation of the 
Circular LBP, which is focused on pixels. While the second group was the LBP 
histogram, which is concerned with regions of the face image. For the LBP 
histogram group, the face image is partitioned into regions, and the texture 
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descriptor for each region is obtained by applying of the 𝐿𝐵𝑃4,1
𝑢2 histogram of the 
overlapping windows of that region. Histograms values for all regions are then 
concatenated to form the feature vector. For the Circular LBP features, the RGB 
face image is converted to YCbCr form and the grayscale of this form is considered. 
Two forms of LBP operators were employed on the entire grayscale image which 
are 𝐿𝐵𝑃8,18,1
𝑢2   and 𝐿𝐵𝑃12,2
𝑢2 . This proposed approach is tested to detect faces using 
two face datasets, the Viola and Jones dataset and the Ole dataset. Several thousand 
images were incorporated in this experiment. Results have shown the ability of the 
system to accomplish high value of True Positive Rate (TPR) with low False 
Positive Rate (FPR). In addition, the proposed system is trained in approximately 8 
hrs, which is 1/5 proportional time for the Viola and Jones approach using Haar 
features. 
❖   The work of Suruliandi, Meena and Rose (2012) compared the performance of 
conventional LBP against other LBP derivatives in FR and considered challenges 
that accompany FR, such as illumination, pose and expression changes. Different 
LBP derivatives are considered in this comparative work which are: Local Binary 
Pattern (LBP), Multivariate Local Binary Pattern (MLBP), Centre Symmetric Local 
Binary Pattern (CS-LBP), Local Binary Pattern Variance (LBPV), Dominant Local 
Binary Pattern (DLBP), Advanced Local Binary Pattern (ALBP), Local Texture 
Pattern (LTP) and Local Derivative Pattern (LDP). In this study, the face image is 
partitioned into M×M blocks. The aforementioned different LBP derivative models 
are applied over each block and the histogram is calculated in order to obtain the 
texture features of the training image. Different block sizes have been tried (10×10, 
20×20, 30×30 and 40×40). Images from JAFFE, Yale and FRGC were used in this 
comparison. A variety of results has been derived from this work on the mentioned 
models using these three databases. The overwhelming results showed the 
outperformance of the LTP and LDP models over all other models using the three 
experimented databases for all real-world variations including noise, pose, 
illumination and expression.   
❖   Chai et al. (2013) proposed a new feature extraction approach known as Local 
Salient Patterns (LSP) which is derived from LBP operator. LSP algorithm is 
performed by finding the comparisons of each neighbouring pixel with the central 
pixel. The maximum difference values are then determined, which represent the 
salient comparison pair (maximum, minimum). The position of the maximum and 
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minimum values should be kept. The encoding of this approach is carried out by 
considering the order pair of the salient comparisons. The first element is the 
position of the maximum differential value, while the second element is the 
minimum differential value. Assume the positions of the maximum and minimum 
differential values are 5 and 2, respectively. Then, according to the order encoding 
map in Figure 2.8, the order pair (5,2) gives the code 44. 
 
 
 
 
 
 
 
 
 
 
 
 
In this work, the face image is partitioned into blocks, so the histogram is calculated 
for each block. The final feature vector is obtained by concatenating all histograms 
in a unified vector. This approach is evaluated on the FERET and AR databases. 
Images from both databases were partitioned into 6×6 non-overlapped blocks. 
Histograms for LBP, LSP, and LTP (Local Ternary Pattern) were estimated for 
comparison. For the FERET database, different values of R and P are tested. Results 
have fixed the outperforming of the LSP over LBP and LTP. LSP is also compared 
with other state-of-the-art HOG-based approach and Patterns of Oriented Edge 
Magnitudes (POEM). LSP has obtained slightly better performance than the above 
methods. Furthermore, compared with the Gabor-based approach, LSP has a much 
faster and higher recognition rate. For the AR database, results reveal better 
performance of LSP than uniform LBP and LTP for all variations included in this 
database. 
❖       Another derivative for LBP, which is Compound Local Binary Pattern (CLBP), 
is proposed by Ahmed et al. (2011) for facial expression recognition. Later, CLBP 
is used for FR by Babu, Raja and Kr (2015). The CLBP operator is generated by 
considering the sign and magnitude components of the centre pixel surrounded by 
3×3 neighbours. The sign and magnitude components are derived using equations 
(2-24) and (2-25), respectively. 
Order encoding map 
(1,2)=1; (1,3)=2; (1,4)=3 
(1,5)=4; (1,6)=5; (1,7)=6 
(1,8)=7; (2,1)=8; (2,3)=9 
(2,4)=10; ... ...   ; (5,2)=44 
(5,3)=45;  ... ...   ; (7,8)=56 
(x,x)=57 (x={1,2,3,4,5,6,7,8}) 
 
Figure 2.8: Order salient encoding. 
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mag1 to mag8 refer to the magnitude values of the difference between ln and lc. 
In Babu, Raja and Kr (2015), a hybrid domain FR system is proposed utilising 
multiple techniques including FFT, DWT, and CLBP. In this method the face image 
is analysed using DWT, and LL sub-band is filtered using Laplacian operator. The 
image generated is then analysed using CLBP texture analysis technique and FFT 
technique separately. The histogram is then applied to the CLBP components. The 
representative features are obtained by the fusing of histogram features and FFT 
features. The method is evaluated using four databases, namely, JAFFE, ORL, 
Indian male and Indian Female. Experiments on all databases are performed with 
and without application of CLBP and FFT. In all experiments, the results obtained 
from the combination of all techniques are the best results from other cases. 
❖   Nguyen et al. (2010) proposed a new derivative of the LBP operator which is 
known as Non-Redundant Local Binary Pattern (NRLBP). This approach is 
presented for object detection. This method is introduced to improve the 
discriminative ability of the original LBP operator. The new variant of LBP 
operator, which is referred to as the NRLBP operator, is described as follows. 
 ),(12),,(min),(
,,, ccRP
P
ccRPccRP
yxLBPyxLBPyxNRLBP   (2-27) 
The NRLBP operator considers both the LBP code as well as its complement. For 
example, assume we have the LBP code (11000001) which is 193 in decimal, and 
its complement is (00111110) which is 62 in decimal. Therefore, the number of bins 
in NRLBP is reduced. Nguyen et al. (2010) found that NRLBP has more 
discriminative power than the original LBP in human detection and it is robust to 
illumination variations. This operator is employed with P=8 and R=1. This 
approach is evaluated on the Penn-Fudan dataset which includes 170 images with 
345 pedestrians in different views and cluttered backgrounds. This approach is 
compared with the original (LBP) and Histogram of Oriented Gradient (HOG). 
NRLBP gave better results than the comparative methods. 
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 2.3.2.3 Histograms of Oriented Gradients 
Histograms of Oriented Gradients (HOG) was originally introduced by Dalal and 
Triggs (2005) for pedestrian detection. It is now used in face recognition. The basic 
idea of HOG is that the appearance and shape of the local object can be described by 
the distribution of local intensity gradients or edge directions. This method works by 
partitioning the image into small regions, called cells. A local one-dimensional 
histogram of gradient directions or edge orientations is accumulated for the pixels in 
the cell. For better illumination invariance, the local HOG is normalised over 
neighbouring cell "blocks". The default parameters used by Dalal and Triggs (2005) 
are as follows: no smoothing gradient filter [-1,0,1], linear gradient voting into 9 
orientation bins in 0o–180o, the size of the cells include 8×8 pixels, and the size of the 
block is 2×2 cells, 8 pixels block spacing, L2-norm block normalisation, and 64×128 
detection window. 
The following research use HOG technique for feature extraction: 
❖   Albiol et al. (2008) presented their method for FR, utilising Histograms of 
Oriented Gradients (HOG) and Elastic Bunch Graph Matching (EBGM). 
Employing EBGM, 25 facial landmarks are distributed over the face image. The 
facial landmarks are focused around the eyes and nose as these areas contribute 
more for FR than other areas. Each facial landmark is modelled using a set of HOG 
descriptors known as a bunch. A set of N training faces at each landmark point is 
used to obtain HOG descriptors. This method is evaluated on three databases, 
namely, Yale, CVL and FERET database. Experiments have been done in this work 
to show the impact of changing the size of the window of the HOG descriptor, a 
number of images (N) and comparisons with other methods. For window sizes, 
experiments are performed with window sizes from 12×12 to 28×28 with multiple 
of 4 on Yale and CVL databases. The optimal window size which gives the best 
results is 20×20. For the number of faces, the value of N from 10 to 40. The results 
have shown that the recognition rates are independent of the value of N. As a 
comparison with other algorithms including PCA, LDA, Bayesian and Gabor-
EBGM on FERET database, the results show the outperformance of this method 
over all other methods. 
❖   Déniz et al. (2011) employed HOG-based features for FR. In this approach, the 
HOG features are extracted from a regular grid (with different scales). The grid is 
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created by setting equal side patches around a first cell centred in the image until 
the entire face image is covered. This method is evaluated on four databases, 
FERET, MPIE, AR and Yale, and compared with PCA, LDA, Bayesian, Gabor 
features and HOG with facial landmarks descriptors. This method is evaluated by 
extraction HOG features from non-overlapped regular grid covering the entire face 
image. The size of the feature vector is reduced using dimensionality reduction 
algorithms, namely, PCA and LDA. Results showed the outperformance of HOG 
features with PCA algorithm and nearest neighbour classifier with cosine distance 
in all databases. As a comparison with other methods on FERET database, this 
method outperforms other methods in many cases. For computation time, the size 
of the patch has a reverse relationship with the time spent on computing HOG 
features. 
❖   Tan, Yang and Ma (2013) presented their approach for FR utilising global and 
local HOG features, PCA and LDA with various frameworks. This paper 
investigates the parameters related to HOG and the effects of changing the values 
of these parameters on the obtained results. This method is evaluated on two 
databases which are FERET and CAS-PEAL-R1. The global HOG features are 
obtained by regular partitioning of the face images into overlapped/non-overlapped 
blocks. HOG features are computed for each block, the HOG feature vector for all 
blocks are concatenated together into a single vector. The large dimensionality of 
this vector is further reduced by projecting the features into compact subspace using 
PCA+LDA algorithms. The global classifier is built by calculating the distance 
between global HOG feature vector of the probe (test) image and the global HOG 
feature vectors of the gallery (training) set using cosine distance. The local HOG 
features are extracted using the same manner for global HOG feature but applied 
on the local facial regions, which means that the face image is partitioned into 
blocks (local regions), and each block (local region) is further partitioned into 
several connected sub-blocks. Similar to global HOG features, LDA or PCA+LDA 
algorithms are used for dimensionality reduction. That is, if the non-overlapped 
blocks of the local regions are considered, then LDA is used for dimensionality 
reduction, while for overlapped blocks, then PCA+LDA algorithms are applied for 
dimensionality reduction. Similar to the global HOG classifier, the local HOG 
classifier is built for local regions. In both databases, local HOG classifier gave 
better results than global HOG classifier. The oriented gradients (0o–360o) 
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outperforms the oriented gradients (0o-180o) in both databases. As a comparison 
between the sizes of blocks cells, it is found that the optimal block sizes and the 
optimal cell sizes were 2×2 and 4×4, respectively. For different normalisation 
methods considered, namely, L1-Norm, L1-Sqrt, L2-Norm, and L2-Hys, results have 
shown that all normalisation methods perform similarly. Furthermore, features 
without normalisation perform well with local HOG classifier while they perform 
poorly with global HOG classifier. As a comparison with other methods, such as 
PCA, LDA, LBP-based, Gabor-EBGM-based and other HOG-based methods, this 
method gave better results than the comparative methods. 
2.3.3 Mixing Techniques 
Some researchers combined more than one technique in a unified approach in order to 
obtain features that were invariant for different variations. These are features that may 
more accurately represent the face image. In this section, several methods of this type 
are investigated. 
The following is a selection of research that uses a mix of techniques for feature 
extraction: 
❖   Deepa et al. (2012) presented a spectrum-based FR system utilising a 
combination of Discrete Fourier Transform (DFT) and Discrete Cosine Transform 
(DCT) for feature extraction in addition to Binary Particle Swarm Optimisation 
(BPSO) algorithm for feature selection. This work is presented as an attempt to deal 
with different illumination and pose conditions. In this approach, DFT is applied to 
the given face image. The lower frequency components are centred on the corners 
of the resultant image. Figure 2.9 shows the original image and its DFT spectrums. 
 
 
 
 
 
 
 
 
The low-frequency components are then shifted to the centre and the first quadrant 
is swapped with the third quadrant, while the second quadrant is swapped with the 
fourth. The resultant centred image spectrum is displayed in Figure 2.9(c). From 
(a) (c) (b) 
Figure 2.9: (a) The original image, (b) DFT spectrum and (c) Centred 
spectrum (Deepa et al. 2012). 
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the centred low-frequency spectrum image Figure 2.9(c), the desired coefficients 
that include the important features are localised in the centre of the spectrum image. 
To extract these features, a centred rectangular mask is used, as illustrated in Figure 
2.10. 
 
 
 
 
 
 
 
 
 
 
 
The vertices co-ordinates of the rectangular mask can be obtained as follows: 
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where (x,y) represents the resolution of the image.  
After this process, the DCT technique is applied to the extracted mask that 
maintains the quality of the image in a more compressed manner. Then, Binary 
Particle Swarm Optimisation (BPSO) algorithm is used to preserve minimal 
information as a feature set. Three different databases were used with this 
algorithm. These databases are the ORL, FERET and Yale B databases. 
In the experiments on the ORL database, this method is compared with other 
methods including (DCT+BPSO) and (DWT+BPSO). The recognition rate 
obtained from this approach for this test is higher than the comparable methods. 
For the FERET database, this method is compared with the existing methods for 
frontal and different pose variation. Results show that the proposed approach 
provides better results than the other methods in many cases. For the Extended 
Yale B database, the face image after performing the DFT, the log transform is 
applied before DCT. The experiments on this database focused on pose with 
illumination invariance. These experiments exhibited good recognition rate under 
pose, background and illumination changes.  
❖   D'Cunha et al. (2013) presented their method utilising the transformation 
technique of the data characteristics. In this method, Discrete Wavelet Transform 
Figure 2.10: The mask applied to extract the required features 
(Deepa et al. 2012) 
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(DWT), Discrete Cosine Transform (DCT) and Binary Particle Swarm 
Optimisation (BPSO) techniques are utilised for feature extraction and selection. 
The face image is raster scanned line-by-line to be converted from 2D data to 1D 
data. One dimensional DWT with different levels is then applied to the 1D data.  
One dimensional DCT is applied to the approximation sub-band created by the 
DWT process. Finally, BPSO algorithm is applied for dimensionality reduction. 
Four different databases were experimented with in this methodology; these 
databases were CMU-PIE, colour FERET, UMIST, and ORL. The experiment of 
the method on the CMU-PIE database is customised for illumination changes. In 
this experiment, 4-level 1D-DWT, 1D-DCT, and BPSO steps are applied for 
feature extraction and selection. More experiments are considered on colour 
FERET and UMIST databases for pose variation. For FERET database, 4-level 
1D-DWT, DCT and BPSO steps are applied to this database. For the UMIST 
database, the face images are decomposed in 3-level DWT. Finally, ORL database 
images were used. The face images are decomposed into 3-level DWT in addition 
to DCT and BPSO techniques. As a comparison with other methods, this method 
outperformed other methods, each with a specified training to testing ratio. 
❖   Choi, Ro and Plataniotis (2012) proposed two colour local feature models, 
namely colour local Gabor wavelets and colour local binary patterns, for FR. 
These models derived information from spatio-chromatic texture patterns in 
different spectral channels. The final classification is performed by combining 
texture features from multiple colour components. In this method, the face image 
in RGB colour model is converted to different colour models. Then each colour 
component image is divided into multiple regions. An independent texture feature 
extractor (i.e., Gabor wavelet and LBP) is separately applied to each particular 
region of each particular colour component. In addition, the opponent local Gabor 
representation is obtained, which refers to the Gabor wavelet representation using 
a particular orientation applied to different colour components of the local region 
(e.g., the eye). The feature vectors are then fused together to present the final 
feature vector. Local texture LBP features are obtained similarly to Gabor 
features. Opponent LBP features are extracted for each pair of the colour 
component in the colour model. Feature vectors are then fused together to obtain 
the final feature vector for LBP operator. The final feature vector (generated from 
Gabor wavelet or LBP operator) is then normalised and dimensionality is reduced 
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to smaller size using PCA, Fisher's linear discriminant analysis (FLDA), Enhance 
Fisher linear discriminant model (EFM), eigenfeature regularisation and 
extraction (ERE), and kernel direct discriminant analysis (KDDA) algorithms. 
This method is evaluated with four databases which are CMU-PIE, FERET, 
SCface and FRGC 2.0. Gabor wavelet representation is obtained utilising 5 scales, 
8 orientations, and down-sampling factor of 36; while 8 neighbours and 2-pixel 
radius are considered for LBP operator. The proposed methods are employed on 
two-colour configurations, namely, (normalised hybrid ZRG and RQCr). This 
method is compared with grayscale texture features; the grayscale texture features 
are obtained from R component from RGB colour model. For illumination 
variation, pose variation and low-resolution images, experiments compared with 
grayscale texture features and the results showed that colour local texture features 
(the proposed methods) outperform grayscale texture features. In addition, colour 
LBP with ERE dimensionality reduction algorithm applied to ZRG colour 
configuration and colour local Gabor wavelet with ERE applied to RCrQ colour 
configuration gave the best results for illumination variation. Colour LBP with 
ERE dimensionality reduction applied to ZRG colour configuration and colour 
local Gabor wavelet gave the best results for pose variation. For low-resolution 
images, the best results were obtained from colour LBP applied to ZRG colour 
configuration. Compared with other face recognition methods, this proposed 
method outperformed other methods. 
❖   Yao and Yu (2013) presented a new scheme named spatial feature 
interdependence matrix (SFIM), in which the underlying feature interdependences 
related to spatial local region pairs is exploited for face appearance representation. 
The SFIM of the image is defined as a square symmetric matrix. The diagonal of 
the matrix is composed of zeroes which represent the feature interdependent for 
any local regions with itself, while the other elements represent the feature 
interdependence between two local regions. This work utilises the hybrid SFIM 
in which the face image is partitioned into a number of non-overlapped and equal 
sized local regions. Each facial region is described utilising three types of 
histogram features, namely, histogram of intensity, histogram of LBP and 
histogram of oriented gradient (HOG). The entry of the considered SFIM is 
computed as the following: 
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where, ωm(i,j) refers to the contribution (weight) of the element am(i,j) related to 
the mth feature type, k(i,j) is the kernel function to reduce the influence of the 
matrix entries corresponding to  long-distance local region pairs, resulting in 
increasing the robustness of the hybrid SFIM to facial expression variation, 
lighting condition variation, and marginal pose variation. The kernel function 
boosts the estimated feature interdependence between two local regions Ri and Rj 
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where d(i,j) is defined as follows: 
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where px(Ri) and py(Ri) refer to the column and the row of the local region Ri 
regarding to the face image part, σ=[σx, σy]T represent the bandwidth vector. 
The feature vector consists of the elements in the upper triangular entities without 
the diagonal elements. The effectiveness of the method is evaluated using four 
databases which are AR, ORL, extended Yale B and FERET databases. In the 
experiments, the face images are partitioned into 7×7 non-overlapped regions, and 
LBP operator with 8 neighbours and one-pixel radius is applied. Regarding HOG, 
the face image is divided into 4×4 non-overlapped regions, and the feature 
dimension for each region is 8. Using all these databases, comparison with a large 
number of FR methods (including PCA, 2DPCA, LDA, Laplacianfaces, SVM + 
Laplacianfaces, Gabor-based descriptors, HOG-based descriptors) depicted the 
outperformance of the hybrid SFIM method over other methods. In addition, the 
comparison between each individual feature descriptors and hybrid SFIM 
(combining the three descriptors), the results showed the outperformance of the 
hybrid SFIM over the individual descriptors. 
❖           The FR work of Min, Hadid and Dugelay (2011) focused on facial occlusion 
caused by sunglasses and scarves. This is achieved by detecting the existence of 
sunglasses/scarves and then processing the non-occluded part of the facial image in 
order to improve the performance of the face recognition. The occluded facial parts 
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are treated with Gabor filters, PCA and SVM, whereas the non-occluded facial parts 
are treated with block-based local binary patterns. The LBP feature vector is 
obtained from the gallery images in the training phase. In the testing phase, the LBP 
operator is applied to the test face image and then the test face is partitioned into 
many sub-regions for the purpose of occlusion detection that is dependent on the 
nature of the occlusion investigated (in this work, scarf and sunglasses occlusion). 
The face image is then divided into two parts (the upper part that represents the 
sunglasses and the lower part which represents the scarf). The Gabor filters, PCA 
algorithm, and SVM classifier are then employed for each part in order to determine 
the existence of the occlusion in each part. This work is experimented on AR 
database with three expressions (neutral, smile and anger) and three different 
illumination conditions. This method is tested and compared with other methods 
including PCA, basic LBP method with a new combination of Eigenfaces reported 
by the authors, and named Facial Accessories robust PCA (FA-PCA). In this 
combination scheme, the PCA is computed three times (whole face, the upper part, 
and lower part). The authors reported that their proposed method gave competitive 
results compared to non-occluded faces and the best results were from the occlusion 
of scarves. Another finding from this work is that the majority of the comparative 
methods are more sensitive to sunglasses than scarves. 
2.3.4 Discussion 
In Section 2.3, representative techniques of FR were investigated, taking into account 
the significant characteristics of each technique and its performance under different 
circumstances and challenges. In general, these techniques were classified into two 
main categories. Techniques that derive discriminative features by transforming 
images from one domain to another (e.g., from time domain to frequency domain) are 
classified under the spectral domain, while techniques that derive the discriminative 
features directly from the image in time domain (i.e., without transforming to any 
domain) are classified under the spatial domain. In fact, with the diversity of the 
techniques available in use within any category, and with a large number of the 
methods designed using these techniques, it is difficult to determine which category 
techniques can give the optimal description of the facial image and can come up with 
the best classification performance. This confusion is due to the characteristics of each 
particular technique, in addition to a few drawbacks that accompany each of these 
techniques. Some spectral techniques, which are called multi-resolution analysis 
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(MRA) techniques (e.g., DWT, DCT and Gabor-wavelet), have been widely used for 
discriminative feature extraction of facial images in several face recognition systems. 
These techniques are characterised by high classification performance as they isolate 
high-frequency information (noise, illumination and expression) from the low-
frequency information that represents the face. More precisely, the DFT technique 
localises discriminative low-frequency information in the four corners of the DFT 
image, while the DWT technique localises the coarse approximation of the face in the 
low-frequency sub-bands that are different from high-frequency sub-bands. These 
techniques (DWT, DCT and Gabor wavelet) proved capable of deriving discriminative 
features and alleviating some of the factors (pose, illumination and expression) that 
cause degradation to the classification performance. However, these techniques 
(particularly the Gabor wavelet) are computationally intensive. 
Spectral techniques, especially those using multi-resolution analysis (MRA) such as 
DWT, DCT and Gabor-wavelet, often result in a massive number of features. For 
example, DWT and DCT techniques decompose the original image data into a number 
of sub-bands at a certain level. The higher the level that the face image will be 
decomposed into, the greater the number of sub-bands created. The generation of a 
huge number of representative features is one of the concerns in these techniques. To 
overcome this problem, several strategies have been followed. Furthermore, not all of 
these created sub-bands contain information useful for FR. The approximation 
coefficients are concentrated in a few low-frequency sub-bands. This information is 
often useful and is used to represent the face. In addition, these sub-bands are 
considered for further decomposition of the face image, while ignoring the high-
frequency sub-bands. The low-frequency sub-bands created from the last 
decomposition level are considered but all high-frequency sub-bands are neglected, 
which leads to the significant reduction of the representative facial features. Another 
strategy which has been adopted by some FR methods reduces the representative facial 
features by calculating the statistical measurements from selected sub-bands. The use 
of dimensionality reduction algorithms is one of the popular strategies to reduce 
representative features to a certain extent. 
Spatial techniques (LBP, SIFT and HOG) have also been used extensively in the 
extraction of representation features from facial images in many FR systems. These 
techniques are characterised by obtaining discriminative features locally, in which the 
representative features are extracted from salient facial parts (e.g., eyes, nose and 
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mouth). Local techniques are identified by being more invariant to pose variation than 
holistic techniques (DWT, DCT and DFT) which obtain discriminative features from 
the whole face. This is attributed to the fact that local techniques are less dependent on 
pixel-wised correspondence between training image and testing image, and which is 
adversely affected by the changing of pose (Zhang & Gao 2009). In general, although 
various methods use spatial techniques, these techniques are also known to have 
disadvantages. The LBP technique, for example, is characterised by its effectiveness, 
simplicity, low computation and invariance to illumination changes. However, all the 
methods that used the LBP technique were based on the method of dividing the face 
image into a number of sub-regions (blocks) and applying LBP to each of these blocks. 
This process leads to a significant increase of representative features and this, in turn, 
requires large storage space and slows down the classification process. Therefore, 
methods that use the LBP technique require dimensionality reduction algorithms to get 
rid of this problem. The significant characteristic of the SIFT technique is its 
robustness for scaling and rotation between training image and test image. However, 
this technique is variant for illumination change. Although there are excellent results 
for the HOG technique in human detection (Dalal & Triggs 2005) and face recognition 
(Déniz et al. 2011; Tan, Yang and Ma 2013), this technique is, to some extent, robust 
to pose variation and 2D rotation (Déniz et al. 2011). However, this technique did not 
record invariance for other FR challenges, such as scaling and occlusion. 
2.4 Feature Extraction for Facial Attribute Classification 
This section investigates research aimed at obtaining human facial features that can be 
used for facial attribute classification. Facial attribute classification investigated in this 
section includes demographic estimation (i.e., gender, race and age) and facial 
expression estimation. Some studies for facial attributes classification include: 
❖           Lian and Lu (2006) proposed a multi-view gender classification approach 
by investigating both texture and shape information to describe the facial image. 
The representative facial features are obtained by applying the LBP operator on 
the facial image. The facial image is partitioned into N×N (equal size blocks) sub-
regions smaller in size. Then, the LBP histograms are extracted from each sub-
region. The resultant sets of histograms are then concatenated to construct a single 
feature vector that efficiently represents the face image. The uniform LBP with 
eight neighbours and one-pixel radius (𝐿𝐵𝑃81
𝑢2) and the range of N from 5 to 14 
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are considered. This method is evaluated with the CAS-PEAL database with pose 
variations, different directions and degrees. This method gave superior results to 
those of the gray pixel approach.  
❖   Basha and Jahangeer (2012) introduced their approach for gender 
recognition from face images. Recognisable facial features are obtained by 
applying Continuous Wavelet Transform (CWT) on the face image. Authors 
reported that their method performs well for gender classification with the 
implication of variation in facial expression, illumination, ageing and different 
pose angles. In this method, the face image is transformed to 1-dimensional 
vector, then 1-D CWT is applied to the transformed facial data. The wavelet 
coefficients are then sorted and 100 coefficients are taken. This method is 
evaluated on an ORL database. Authors reported that their method gave a 
competitive performance with comparable methods, including DWT and Radon 
methods. 
❖   The approach of Sadeghi, Raie and Mohammadi (2013) focused on 
eliminating the geometric facial changes in emotional expression. In this work, 
the appearance features are considered and can be used for correct facial 
expression recognition. To achieve this critical issue, a geometric normalisation 
is performed on the face image using a fixed geometric model that is defined as 
one of the significant emotional expressions. In this method, the face images are 
classified into six emotions including happiness, anger, fear, disgust, surprise and 
sadness. The Cohn-Kanade (CK+) dataset is used to evaluate this method. The 
geometric normalisation process is performed by defining mouth and eyes in their 
maximum size. Sixty landmark points of each view are included and mapped into 
fixed coordinates in the dataset. The face image is resized to 150×110 resolution 
and only eyes and mouth sub-regions are kept while removing the remaining facial 
parts. The facial image is then partitioned into sub-regions and the LBP 
histograms are calculated for these sub-regions to describe the sub-region's 
texture. In this method, eyes and mouth regions are partitioned into 36 and 35 sub-
regions, respectively. Each sub-region has 10×10 resolutions. From the 
experimental results, the authors claimed that expressions of happiness, surprise 
and disgust are more recognisable than other expressions. In addition, they found 
that the mouth contributes more than the eyes for expression recognition. 
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❖   Ou et al. (2010) presented a system that uses 128 facial keypoints to extract 
discriminative features from the low-quality expression variant face images. The 
Gabor filter is applied on these keypoints with five scales and eight orientations 
to obtain facial expression features. The facial keypoints are distributed around 
the face are forehead (4 points), eyes (6 points), eyebrow (6 points), mouth (8 
points), nose (3 points), and chin (1 point). The face image is divided into 28 
regions, so each of the keypoints is localised. The facial expression features are 
extracted by convolving the segmented facial image with a two-dimensional 
Gabor filter with multiple spatial resolution and orientation set. The high-
dimension feature information is reduced using PCA algorithm. This method gave 
a high recognition rate on the CK database.  
❖   Fazl-Ersi et al. (2014) presented their work for age and gender classification. 
The face image is represented by a feature set collected from different types of 
local descriptors obtained from different facial regions. The local descriptors 
which are utilised in this work include LBP, SIFT and colour histogram. Feature 
vectors obtained from these descriptors are normalised according to their 
respective means and then concatenated into a single feature vector. The age group 
is classified into five classes (0–12, 13–19, 20–36, 37–65 and 65+). This method 
is evaluated on face images from Gallagher’s database with illuminations, pose 
and quality. The authors reported that their proposed method outperformed other 
methods, including the LBP-based method, the colour histogram method, the 
SIFT-based method, the LBP+PCA method and the Gabor+PCA method for these 
two attributes. In addition, they suggested that combining colour information with 
shape information can improve the recognition rate over the pure LBP method. 
Another thing they found is that adjacent classes are more confused than non-
adjacent classes. 
❖   Guo et al. (2009) proposed their method for age estimation. In this work, the 
influence of gender on the estimation of age is studied. Also studied is age 
estimation utilising smaller groups of gender and age categories. Representative 
facial features are extracted using biologically-inspired features (BIF). BIF 
consists of two layers, Gabor filters with 12 scales and 8 orientations applied to 
the first layer. The second layer features 6 scales and 8 orientations result by 
applying max pooling operator between every two successive scales. All features 
in the second layer are concatenated to produce a representative feature vector. 
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Support vector machine (SVM) is used as a classifier for age estimation. This 
method is tested on two databases: the Yahana Gender and Age (YGA) database 
in the age range of 0–93 years captured in an outdoor environment; and the FG-
NET database in the age range of 0–69 years captured under large variations of 
illumination, expression and pose. Age group estimation is for an approximate 10-
year span. Utilising the YGA database, age group experiment has been estimated 
separately for males and females. They found that age group estimation for males 
is more accurate than age group estimation for females. As a comparison with the 
other methods, this method gave more precise age group estimation than other 
comparative methods that utilised both databases. 
❖   Farinella and Dugelay (2012) presented a study of their investigation into 
the effect of ethnicity on gender classification and vice versa. Gender and ethnicity 
features are extracted using three different techniques, namely, Pixel-Based (PB), 
Local Binary Pattern (LBP) and Histogram of Oriented Gradients (HOG). PB 
technique simply uses the raw value of pixel intensity. LBP features are extracted 
by dividing the face image into 8×8 blocks, a uniform LBP operator with four and 
eight neighbours and one-pixel radius (𝐿𝐵𝑃4,1
𝑢2 and 𝐿𝐵𝑃8,2
𝑢2), then histograms from 
both operators are concatenated together to form the feature vector. HOG 
descriptor is evaluated using 8 cells and 9 channels. To evaluate the impact of 
ethnicity, the database is split into Caucasian and non-Caucasian people, and 
gender classification is performed within each group. To evaluate the impact of 
gender, the database is split into males and females, and the ethnicity classification 
is performed within each group. The authors performed their experiments on the 
FERET and TRECVID databases. The FERET database covers variations in pose, 
expression, and occlusion; while TRECVID covers variations in illumination and 
resolution. The resolution variations considered in this work for PB technique 
include 64×64, 48×48 and 32×32. In this work, the authors focused in their 
experiments on the impact of the race on gender classification and vice versa. 
From their experiments, authors have reported that gender and ethnicity do not 
affect each other in the classification process. Another result they found is that 
gender is easier to classify than race. As a comparison between the considered 
methods, the authors observed that LBP and HOG are more effective techniques 
for the classification of both attributes. 
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❖   Arya et al. (2014) presented their method for facial expression recognition 
utilising PCA and DCT. PCA algorithm is performed on the images in the 
database followed by the DCT technique for feature extraction. Sixty-four DCT 
coefficients were selected and the remaining coefficients were discarded. In this 
work, the face images are classified into five expressions: happy, disgusted, angry, 
sad and neutral. This method is performed and captured by the authors on a 
database consisting of 245 images. This method is compared with PCA method 
for evaluation. The authors reported an improvement in overall expression 
recognition compared with the PCA method. As a comparison of each particular 
expression, the authors have found that happy and neutral expressions are more 
efficiently recognised by the PCA method, whereas disgust and sadness are better 
recognised by their proposed method. 
❖   Zhang et al. (2016) presented a new framework for an image emotion 
detector (IED) on practical data utilising facial expressions. This work is premised 
on the existence of real-world challenges such as illumination, pose and size 
variations. In this method, frontal, left profile and right profile facial images are 
considered. The left rotated face image is obtained by applying the right profile 
detector on right–left clipped images. Texture and geometric features are extracted 
to describe faces. Texture features are performed by applying uniform LBP with 
eight neighbours and two-pixel radius (𝐿𝐵𝑃8,2
𝑢2) on the 53 facial points distributed 
on the face region. Geometric features are obtained by calculating distances 
between specific points from the 53 points utilised in the LBP operator. A subset 
of texture features is selected by applying the minimal redundant maximal 
relevance criterion (mRMR) algorithm (Peng, Long & Ding 2005). The mRMR 
deals with the discrete version of the continuous input feature, and it is obtained 
as follows: 
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Where μd and σd refer to the mean value and standard deviation of the features, 
and σ is fixed to 0.5.  
The texture feature vector and the geometric feature vector are individually 
normalised by dividing by the maximum value among all values. The normalised 
feature vectors are concatenated into one single vector. The effectiveness of this 
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method is tested by conducting experiments on the databases GENKI-4K and the 
Queensland University of Technology Facial Expression Recognition (QUT-
FER). GENKI-4K database is used to classify face images into a smile and non-
smile faces under variations in pose image scales, illumination conditions, 
occlusion, ageing, complicated background and blurred faces. The QUT-FER 
database is used to classify face images into two cases: case 1 includes 
classification of face images into the six basic expressions in addition to the 
neutral face; and case 2 includes face images that are classified into positive, 
neutral and negative. The authors performed their experiments utilising different 
partitioning blocks; they reported that the best results are conducted utilising 8×10 
blocks. As the effect of the facial points, the authors found that utilising the top 9 
points for LBP feature extraction leads to a minor reduction in the recognition 
accuracy, but it significantly increases the speed. As a comparison between the 
effect of the texture features, geometric features and the fusion between them, the 
results showed the outperformance of the fused features followed by the texture 
features for the classification accuracy. As the effect of pose variation, results 
showed the decrease of recognition accuracy as the pose degrees increased. As a 
comparison with other methods, this work gave better results in many cases 
(sometimes competitive performance) with other comparable methods among 
them being LBP-based, HOG-based, pixel intensity difference (PID-based) and 
PCA-based methods. 
2.5 Dimension Reduction Algorithms 
Many feature extraction techniques deliver a massive amount of information 
(features), which makes the comparison between the test face and the faces in the 
training set elapse over a long time, and requires a large memory space. This long lapse 
of time is insufficient in a real time face recognition application. On the other hand, 
the use of a high dimensional feature space may not have a positive effect on improving 
FR performance (Deepa et al. 2012; Choi, Ro & Plataniotis 2012). Therefore, 
dimensionality reduction algorithms will be required to make the amount of significant 
information (features) a manageable size. 
2.5.1 Principal Components Analysis (PCA) 
The essential idea of Principal Components Analysis (PCA), according to Turk & 
Pentland (1991), is to reduce the huge space of a data set containing a wide range of 
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interrelated variables, while retaining the variation of the subjects in the data set. This 
process is performed by projecting the data into a new space of uncorrelated variables. 
In the context of face recognition, Eigenfaces is a specialised type of PCA for face 
images which is also known as Karhunen–Loeve transform. In this method, each face 
image is described by a feature vector that can be obtained by projection of the face 
image data into the basis in image space (Cai et al. 2006). Feature vectors that represent 
human faces are known as eigenvectors. The eigenvectors are obtained from the 
covariance matrix of the probability distribution of the high dimensional space of the 
face images. However, in Eigenfaces, feature vectors that describe the face images are 
obtained following the mathematical steps of the PCA algorithm. The Eigenfaces are 
obtained by converting each facial image in the training set to 1D vector by 
concatenating the rows of image into a single row vector. Assume the training set 
contains n images, each with the size x, y. This yields a n×p, where n is the number of 
images and p = x×y which represents the image size. Then: 
1. Calculating the mean of all faces, where each face is represented by a row 
vector: 
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where Ӷ is the face image in the training set, and n is the number of images. 
2. Each face is subtracted from the mean value: 
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i                                                                      (2-34) 
3. The matrix Ᾱ=[Φ1, Φ1,… , Φ1] contains the mean subtracted matrix vector. 
4. The covariance matrix is constructed by multiplying the resulted matrix with 
the transposed matrix. The transposed matrix is obtained by converting rows 
to columns: 
T
pnnp
 ×cov                                                     (2-35) 
where cov is the covariance matrix, and T refers to the transposed matrix. 
5. The vectors in the resultant matrix are called the eigenvectors, and the values 
in these vectors are called eigenvalues. The eigenvectors are ordered by the 
highest eigenvalues. In this matrix, these vectors specify the linear combination 
of the images in the training set. Each Eigenface is created from its 
 
 
62 
 
corresponding eigenvector in a much smaller size. This minimised data size is 
considered as the representative features. 
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6. The face vector for each image is given by:         
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where n  is the total number of classes in the training set which is much smaller 
than n.  
2.5.2 Linear Discriminant Analysis (LDA) 
The supervised learning method (LDA) presented by Belhumeur, Hespanha, and 
Kriegman (1997) is widely used in many pattern recognition applications, including 
face recognition (Er, Chen & Wu 2005; Li & Yin 2005; Jiang and Ren 2010). LDA 
aims to maximise the between-class scatter (variations between images for different 
persons) and minimise the within-class scatter (the variations of the images for the 
same persons) of the projected data. The two scatter matrices of data: the within-class 
scatter (SW) and between-class scatter (SB) can be obtained from the following: 
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The within-class scatter matrix Sw represent the closeness of the samples in each class 
with the centre of that class.  
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Here, xtrain   ={x1,x2,… xm} which is the training data set, m is the total number of 
classes which includes the training data set; mclass is the mean of the class number i; 
mall is the mean of the whole data; Mi=|Xi| refers to the number of samples in class i; 
and M is the number of samples in all classes. Eigenvectors of LDA are known as 
Fisherfaces. The covariance matrix that represents the low-dimensional representation 
of the faces can be derived from the high dimensional signal features as the following: 
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Coefficients in the covariance matrix represent the discriminative feature vector for 
the LDA method. To minimise the within-class scatter and maximise the between-
class scatter, the transformation matrix - Wopt  can be defined as: 
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2.5.3 Binary Particle Swarm Optimisation (BPSO) 
Another dimension reduction method used to select the prominent subspace features 
is called binary particle swarm optimisation (BPSO). It was developed by Kennedy 
and Eberhart (1995). BPSO is an iterative method. Each particle that represents an 
element in the system having a random velocity and position, will converge to an 
optimisation solution after several iterations. The position of the particle is represented 
as a binary string. The system will compute the next position of each particle as the 
following: 
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where, 𝑥𝑖
𝑡  is the current position of the particle, 1t
i
vel is a velocity of the ith element, it 
can be defined as:- 
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where, 𝑝𝑎𝑟𝑖𝑏𝑒𝑠𝑡 is the best position of the i
th particle, bestpg is the best position gained 
by any particle. The fitness function is used to evaluate each particle in each iteration. 
The fitness function is defined as follows: 
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where Mclass(i)  is the mean of class number, i and Mgrand is the grand mean, and m is 
the number of images in the ith class. The quality optimisation of the feature subspace 
is ensured in each iteration by testing its ability to increase the class separation.  
The fitness value represents the measure to be maximised while the iteration is being 
progressed (Deepa et al. 2012). The new position of the particle is evaluated as the 
following: 
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where, rand () is a random value taking the range 0-1, and sig(velid) is a sigmoid 
function and is defined as: 
 )1(
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                                                                   (2-46) 
The selection of the feature is dependent on the value given to the corresponding 
particle xid. If xid is given value (1) the relevant feature is selected; otherwise it is 
discarded. 
2.5.4 Discussion 
In Section 2.5, three-dimension reduction algorithms were investigated. The 
algorithms include Principal Components Analysis (PCA), Linear Discriminant 
Analysis (LDA) and Binary Particle Swarm Optimisation (BPSO). The demands for 
dimensionality reduction algorithms can be expressed as reducing the memory storage 
requirement for the representative data, minimising the computational cost of the 
classification process, and enhancing the classification based on the fact that 
information that is effective for classification is always spread within a considerable 
smaller subspace of the representative features (Yan et al. 2010). In this context, linear 
dimensionality reduction algorithms (i.e., PCA and LDA), project the feature vector 
(or image data) into a smaller subspace, whereas BPSO selects the particle (or feature 
in the feature vector) according to the position of the particle. For illustration, the 
dimensionality of the projection vector is determined in PCA by the size of the 
subspace that the feature vector (or the image data) will be projected into, which is 
known as ‘Eigenfaces’ using PCA; while for BPSO, the candidate feature is selected 
as long as its position is set to 1 in the BPSO algorithm, otherwise it is neglected. PCA 
can give better classification performance than LDA in the case where a small training 
set of face images is available; however, PCA performance is degraded with lighting 
and expression variations (Jafri, Arabnia 2009). In Fisherfaces (Belhumeur, Hespanha 
& Kriegman 1997), PCA is applied first to reduce the huge dimensionality into a 
compact subspace, then LDA is applied to the resultant subspace for classification as 
LDA tries to minimise the within-class scatter (intra-personal variations) (equation 3-
38) and maximise the between-class scatter (inter-personal variations) (equation 3-39). 
PCA is simple and requires less computational effort (fast) and it is widely used in face 
recognition systems (Zhang & Gao 2009). On the other hand, there are some similar 
aspects between LDA and BPSO, where LDA tries to minimise the within-class scatter 
(intra-personal variations) equation (3-38) and maximise the between-class scatter 
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(inter-personal variations) (equation 3-39). The same applies to BPSO, which tries to 
maximise the separation between classes utilising the fitness function (equation 2-44) 
to ensure the quality of the obtained feature subspace (Deepa et al. 2012). 
2.6 Recognition/Classification 
The last step in the face recognition system is the face discrimination process. In this 
step, the representative feature vector for the new face extracted from the previous 
steps is compared with the feature vectors for the faces stored in the database. 
Classification, in general, is a type of data analysis by extracting models (or functions) 
that maps data into predetermined class labels (Han, Kamber & Pei 2012). The model 
(or function), which is called a classifier (or classification algorithm), will predict 
categorical (discrete) class labels. Classification is a supervised learning method in 
which the model uses the labelled training data to generate the rules used to classify 
the test data into predetermined class labels. 
Generally speaking, the classification process is performed in two steps: the learning 
step and the classification step. In the learning step, the classifier (or the classification 
algorithm) is built by learning from the training set which consists of database 
examples along with their associated class labels. In the classification terms, database 
examples can be referred to as instances, samples or data entries. Concisely, the aim 
of this step is to learn the model (function) to separate the data classes by means of 
mathematical formula, decision trees or classification rules. In the classification step, 
the model (function) is used for classification. In this step, an estimation of the 
prediction accuracy of the model is calculated. In this step, the model uses the test set 
(which is independent of the training set used in the learning step) and their associated 
class labels to achieve the predictive accuracy estimation. 
In general, there are two types of classifications, single-label classification and multi-
label classification. While in the former, the new sample (or instance) is classified 
according to one label, in the latter, the new sample (or instance) is classified according 
to multiple labels. In what follows, we will describe each type along with its relative 
methods in some detail. 
2.6.1 Single-Label Classification 
In traditional single-label classification problems, the model (function) learns from a 
set of examples; these examples are associated with a single label λ from a set of 
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disjointed labels L; where |L|> λ (Nasierding & Kouzani 2010). This label is classified 
into multiple classes. In other words, utilising a single-label classification paradigm, 
each instance belongs to only one concept, i.e., possessing unique semantic meaning 
(Zhang & Zhou 2014), and the aim is to learn a function f from the training set 
{(𝑥𝑖, λ𝑖)|1 ≤ 𝑖 ≤ 𝑚}. The function f is defined as follows: 
𝑓: 𝑋 → 𝐿                                                                                          (2-47) 
where, 𝑥𝑖 ∈ 𝑋 is a single instance describing the features of an object and λ𝑖  ∈ 𝐿 is the 
corresponding label describing its semantics. Following are some algorithms used in 
single-label classification problems. 
 2.6.1.1 Support Vector Machines 
Support Vector Machines (SVM) were first presented by Boser, Guyon & Vapnik 
(1992). They later became one of the popular algorithms used in the field of 
classification in general and pattern recognition in particular. SVM emerged as a two-
class problem in which the classes are linearly separable. In this case, the data set is 
given as: (x1,y1),(x2,y2),…,(x|n|,y|n|). xi refers to the training set examples associated with 
yi class labels yi, yi ∈ {-1,1}. Tong and Chang (2001) have described SVM as the 
following: 
In a simple form, SVM can be pictorialised as hyperplanes which use maximal margin 
to separate the training data, see Figure 2.11. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As seen in Figure 2.11, the straight line divides the hyperplane into two areas and the 
data examples that fall on one area are labelled as -1, while the data examples that fall 
Figure 2.11: Support vector machine. 
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on the other area are labelled as +1, linearly separable. The examples which are closest 
to the hyperplane are known as support vectors. 
In general, SVMs project the training data in space 𝜒, (χ ⊆ ℝ𝑑) into a higher 
dimensional space referred to as F utilising a Mercer Kernel operator (Burges 1998), 
β. So, the set of classifiers is defined as the following: 
𝑓(𝑥) = ∑ ∝𝑖
𝑛
𝑖=1  𝛽(𝑥𝑖, 𝑥)                                                                (2-48) 
In the equation above, if 𝑓(𝑥) ≥ 0, then x is labelled as +1, otherwise, it is labelled as 
-1. When 𝛽 satisfies Mercer’s condition, then 𝛽 can be written as: 
𝛽(𝑢, 𝑣) = 𝛷(𝑢). 𝛷(𝑣)                                                                    (2-49) 
where 𝛷: χ → 𝐹 and ‘.’ refers to the inner product. Then equation (2-49) above can be 
redefined as: 
𝑓(𝑥) = 𝑤. 𝛷(𝑥)                                                                              (2-50) 
and 
𝑤 = ∑ 𝛼𝑖
𝑛
𝑖=1  𝛷(𝑥𝑖)                                                                         (2-51) 
In this case, utilising 𝛽, the training data is projected into a high dimensional space 𝐹. 
The SVM calculates the 𝛼𝑖𝑠 to be correspondent with the maximal margin hyperplane 
in 𝐹. This case is considered when dealing with non-linearly separable data, which is 
considered as a common issue in classification. 
So, different kernel functions can be chosen to project the training data set from 𝜒 
space into space 𝐹 in which higher dimension hyperplanes in spaces 𝐹 correspond to 
more complex boundaries in 𝜒. In this context, two common kernel functions are 
available, namely, Polynomial kernel (Poly) and Radial Basis Function kernel (RBF). 
Poly can be defined as: 
𝛽(𝑢, 𝑣) = (𝑢. 𝑣 + 1)𝑝                                                                     (2-52) 
It includes polynomial boundaries of degree p in the space 𝜒. And the RBF can be 
defined as: 
𝛽(𝑢, 𝑣) = (𝑒−𝛾(𝑢−𝑣).(𝑢−𝑣)                                                               (2-53) 
It produces boundaries by assigning weighted Gaussian upon the entries in the training 
data. 
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2.6.1.2 k-Nearest Neighbours Classifier 
The k-Nearest Neighbour (k-NN) is one of the old classifiers whose usage has been 
considerably increased due to its labour intensiveness following the extensive 
development in computing power.  Thereafter, it has been widely used in classification 
and pattern recognition (Han, Kamber & Pei 2012). 
The Nearest Neighbour classifier is trained by similarity, that is, by conducting 
comparisons between the given test instance with similar instances in the training set. 
In other words, it predicts the class of the given test instance according to the k-Nearest 
neighbours (instances) in the training set. The test instance is then labelled with the 
category that has the largest class probability. 
Assume m is the number of training classifiers, y1,y2,..,ym, and N is the number of 
instances in the training set. The test sample (instance), which referred to as Y has the 
same feature vector as all samples (instances) in the training set. If xi represents a 
neighbour in the training set. 𝑓(𝑥𝑖 , 𝑦𝑖) ∈ {0,1} indicates whether xi belongs to class yi, 
and 𝑠𝑖𝑚(𝑌, 𝑥𝑖) refers to the similarity distance function for Y and xi. So, the probability 
density function 𝑃(𝑌, 𝑦𝑖) for the test sample (instance), which is given class yi, can be 
referred to as in equation (2-54) (Toussaint 2005). 
𝑃(𝑌, 𝑦𝑖) = ∑ 𝑆𝑖𝑚 (𝑌, 𝑥𝑖). 𝑓(𝑥𝑖, 𝑦𝑖)𝑥𝑖∈𝐾𝑁𝑁                                       (2-54) 
Different distance measurements can be used to calculate Sim(Y,xi). Euclidean 
distance; equation (2-55), Hamming distance; equation (2-56) and Mahanalobis 
distance; equation (2-57) are some common examples of distance similarity 
measurements. 
 Euclidean distance (Beg & Ashraf 2009): 
  𝐷𝐸(𝑎, 𝑏) = √∑ ((𝑎) − (𝑏))
2𝑚
𝑖=1                                                      (2-55) 
 Hamming distance (Beg & Ashraf 2009): 
  𝐷𝐻(𝑎, 𝑏) = ∑ |𝑎 − 𝑏|
𝑚
𝑖=1                                                                  (2-56) 
  
Mahanalobis distance (Lhermitte et al. 2011) 
  𝐷𝑀𝑎ℎ(𝑎, 𝑏) = √(𝑎 − 𝑏)𝑇 ∑ (𝑎 − 𝑏)
−1                                         (2-57) 
Determining the number of neighbours (k) is a significant issue in the performance of 
the nearest neighbour classifier. Generally speaking, k is an experimental user defined 
number of neighbours. The unbalanced instance (represented by a vector of features) 
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is classified by giving the label that most frequently occurs among the k samples 
(instances) in the training set nearest to the test sample (instance). 
2.6.1.3 C4.5 
C4.5 is one of the popular decision tree techniques that can be used to produce decision 
tree and rule-sets (if-then rules). Rule-sets are easy to read and interpret by humans. 
Decision tree techniques are suitable for categorical (discrete) class prediction (Tso & 
Yau 2007). C4.5 decision tree algorithm has been successfully applied in a wide range 
of classification problems, including financial analysis, medicine diagnosing, 
astronomy, molecular biology and manufacturing and production (Han, Kamber & Pei 
2012). C4.5 decision tree algorithm is a greedy (nonbacktracking) and one-step look 
ahead method to search through the space. It builds a decision tree utilising a top-down 
approach in which a recursive divide-and-conquer strategy is adopted. This strategy 
allows for recursive partitioning of the training set into smaller subsets. The C4.5 
decision tree algorithm can be described as (Han, Kamber & Pei 2012): 
Algorithm: Generation_C4.5_decision_tree 
Input: 
 D: Data partition {a set of training examples along with their class labels}; 
 feature_list: A set of features; 
 feature_selection_method: A function that best partitions the dataset 
examples into individual classes according to a specific splitting criterion. 
The splitting criterion consists of a splitting_feature and possibly a split point 
or splitting subset. 
Procedure: 
N: creation of a node N. 
if examples in D belong to the same class label; 
 Then N is a leaf node with the same class label; 
if feature_list is empty 
 Then N is a leaf node labelled with the majority class in D; 
Apply feature_selection_method to find the best splitting criterion; 
 N is labelled with splitting criterion; 
if splitting_feature is discrete valued and multi-branches splitting considered {not 
binary trees}; 
 Then feature_list =feature_list-splitting_feature {remove splitting_feature}; 
For each outcome i of splitting criterion {partition the examples and grow subtrees 
for each branch}; 
Di: A set of data examples in D of the outcome i; 
if Di is empty 
Then append leaf with the majority class in D to node N; 
else append the node returned by generation.C4.5.decision.tree (Di, feature_list) to 
node N; 
end for 
Return N; 
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2.6.1.4 Naïve Bayes 
Naïve Bayes is a statistical and simple probabilistic classification method in which a 
set of probabilities are calculated to predict the class label for a given example. It 
depends on Bayes’ theorem. It adopts the so-called class-conditional independence, 
i.e., the effect of a feature value on a particular class is independent of the other feature 
values. This assumption is made to simplify and speed up the learning involved, so it 
is considered naïve. Generally, Naïve Bayes has shown efficiency and high 
classification performance when applied to a large-scale database (Han, Kamber & Pei 
2012). In Bayes’ theorem, let X denote an example in the database D. In the context of 
Bayesian terms, X is an evidence and it is described by n features. Assume that H is a 
hypothesis, and that the data example X belongs to class C. In the classification 
process, the objective is to determine the probability that H observed the data example 
X, P(H|X). In other words, the aim is to determine the probability that the example X 
in the database belongs to class C. According to the Bayes’ theorem, the posterior 
probability, P(H,X) is calculated as: 
𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻)𝑃(𝐻)
𝑃(𝑋)
                                                                     (2-58) 
Where P(X|H) refers to the posterior probability of the example X conditioned on H; 
P(H) refers to the prior probability of H and P(X) refers to the prior probability of X. 
The Naïve Bayes classifier works as the following: 
Assume we have a training set referred to as D. Each example consists of n 
dimensional feature vector, X=(x1,x2,…,xn), depicting n measurements made on the 
example from n features, respectively, A1, A2,…,An. Also, assume the number of 
classes is m, C1,C2,…, Cm. For a given example X, the classifier will predict that the 
example X will be assigned to the class having the highest posteriori probability, 
conditioned on X. So, the given example X will be assigned to the class Ci if 
P(Ci|X)>P(Cj|X) for 1≤j<m, j≠i. 
So, we need to maximise P(Ci,X). The class Ci is referred to as the maximum posteriori 
hypothesis. Equation (2.59) will be: 
𝑃(𝐶𝑖|𝑋)=
𝑃(𝑋|𝐶𝑖)𝑃(𝐶𝑖)
𝑃(𝑋)
                                                                      (2-59) 
In the equation above, P(X) is fixed for all classes, so P(X|Ci)P(Ci) needs to be 
maximised. When the class prior probabilities are not known, then 
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P(C1)=(C2)=…P(Cm), and P(X,C1) would be maximised. Otherwise, P(X|Ci)P(Ci) 
would be maximised. The class prior probability may be calculated by: 
𝑃(𝐶𝑖) = |𝐶𝑖,𝐷|/|𝐷|                                                                          (2-60) 
where |Ci,D| refers to the number of training examples of class Ci in D. For databases 
which include many features, computation of P(X|Ci) will be considerably expensive 
computationally. To decrease computation in P(X|Ci), the naïve assumption (class 
computation independent) is made. So, the computation of P(X|Ci) will be: 
𝑃(𝑋|𝐶𝑖) = ∏ 𝑃(𝑥𝑘|𝐶𝑖)
𝑛
𝑘=1 = 𝑃(𝑥1|𝐶𝑖) × 𝑃(𝑥2|𝐶𝑖) × … × 𝑃(𝑥𝑛|𝐶𝑖)       (2-61) 
The probabilities 𝑃(𝑥1|𝐶𝑖) × 𝑃(𝑥2|𝐶𝑖) × … × 𝑃(𝑥𝑛|𝐶𝑖) can be easily estimated from 
the training examples. Here, xk is the value of the feature Ak in the example X. For the 
categorical feature-valued, then P(xk|Ci) represents the number of examples of class Ci 
in database D that own the value xk for feature Ak, divided by |Ci,D|, the number of 
examples of class Ci in D. 
So, to predict the class label of the example X, P(X|Ci)P(Ci) needs to be evaluated for 
each Ci. The classifier will predict that the class label of the example X is the class Ci 
if and only if 
 𝑃(𝑋|𝐶𝑖)𝑃(𝐶𝑖) > 𝑃(𝑋|𝐶𝑗)𝑃(𝐶𝑗) for 1 ≤ 𝑗 ≤ 𝑚, 𝑗 ≠ 𝑖                    (2-62) 
2.6.2 Multi-Label Classification 
The assumption of learning of examples which are associated with the single label is 
inconsistent with many real-world applications. For such applications, each instance 
is assigned multiple semantic meanings. For illustration, in single-label classification 
paradigm, the classifier is trained with a set of instances associated with a single label, 
this is different from the multi-label classification paradigm in which the model is 
trained with a set of instances associated with many labels (Tsoumakas & Katakis 
2007; Zhang & Zhou 2014; Bi & Kwok 2013). An example of these applications can 
be found in image classification (Nasierding, Tsoumakas & Kouzani 2009). In such 
applications, every real-world image can be assigned with multiple labels due to the 
abundance of semantic information (e.g., objects, scenes, parts, and their interactions 
and attributes). More examples of the problems that require the use of multi-label 
classification methods are: bioinformatics, in which a gene is related to multiple 
functions such as metabolism, transcription, and protein synthesis (Bi & Kwok 2013); 
automatic image annotations which designate one or more semantic for each image for 
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the purpose of image retrieval from a large digital library or via a search engine, 
assigning of plants, flowers, leaf, water labels to the given image (Wang, Zhou & Chua 
2008); and video annotation, a video clip could be associated with multiple labels 
simultaneously, such as urban and building (Zhang  & Zhou 2014). 
The formation of abundant semantic information and dependencies is a key importance 
for image understanding (Wang et al. 2016). As a consequence, the multi-label 
classification paradigm is receiving growing attention. 
Regarding facial images classification, this problem can be considered as a multi-label 
classification (MLC) task as multiple labels can be assigned to the face image. Within 
this context, representative features that have been extracted from facial images can 
represent both demographic and expression information. Further, demographic 
information can be classified as gender, age, and race. So, each facial image can be 
classified according to four facial attributes. Three of them represent demographic 
attributes (which are gender, age and race) and the fourth one is the facial expression. 
These attributes can be considered labels that the face image can be classified into 
accordingly. 
The main drawback of the MLC paradigm is the extensive and increasing number of 
labels. This drawback could make the multi-label classification paradigm 
computationally inefficient (Bi & Kwok 2013). 
Generally, there are two main types of MLC algorithms, problem transformation 
methods and algorithm adaptation methods (Tsoumakas, Katakis & Vlahavas 2009; 
Zhang & Zhou 2014). 
Problem transformation methods are algorithms independent (Nasierding, Tsoumakas 
& Kouzani 2009), which handle multi-label learning problems as other learning 
models (Zhang & Zhou 2007). More precisely, these algorithms convert multi-label 
classification problems into one or more single-label classifications or ranking 
problems (Tsoumakas, Katakis & Vlahavas 2009; Bi & Kwok 2013; Nasierding, 
Tsoumakas & Kouzani 2009). Some examples of transformation methods include 
Binary Relevance (BR), Classifier Chains (CC), Label Powerset (LP), Calibrated 
Label Ranking (CLR) and Random k-labels (RAkEL). 
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2.6.2.1 Binary Relevance  
Binary Relevance (BR) is considered one of the popular and commonly used methods 
in MLC problems. BR tries to train M binary classifiers, one classifier for each label. 
Using this method, the original dataset is transformed into a number of subsets 
encompassing all examples of the original data. Each example in the data subsets is 
labelled positive if the label set of the original example contains λj. Where λj is the 
label set of the original data; otherwise it is labelled as negative (Yu, Pedrycz & Miao 
2014; Nasierding, Tsoumakas & Kouzani 2009). 
2.6.2.2 Classifier Chains  
Classifier Chains (CC) are a binary relevance model. CC incorporate q binary 
transformation, assigning one binary transformation for each label. The essence of this 
method is to transform the multi-label classification learning problem into a series (or 
chain) of binary classification problems. The posterior binary classifier in the series 
(or chain) is established based on the predictions of the previous ones (Zhang and & 
Zhou 2014).  This classifier chain model is formed by expanding the feature space for 
each binary classifier with the 0/1 series of all preceding models (Read et al. 2011; 
Kommu, Trupthi & Pabboju 2014). In CC, the label information is passed across the 
classifiers via this chaining process. This information-passing scheme permits the CC 
model to examine the correlation between labels. This represents the main advantage 
of CC over the BR model (Read et al. 2011). 
2.6.2.3 Label Powerset 
Label Powerset (LP) is an efficient and simple model that treats each distinct set of 
labels in the multi-label learning set as one of the classes of a new single-label 
classification problem (Nasierding, Tsoumakas & Kouzani 2009; Tsoumakas, Katakis 
& Vlahavas 2009). For a new instance, the basic single-label classifier of LP gives the 
most probable class (i.e., a set of labels). In addition to the classification, LP achieves 
a ranking of the relevant labels for the given instance. 
2.6.2.4 Calibrated Label Ranking  
Calibrated Label Ranking (CLR) transforms the multi-label problem into the label-
ranking problem. This multi-label classification algorithm performs label ranking by 
using another multi-label classification problem which is Ranking by Pairwise 
Comparison (RPC) (Tsoumakas, Katakis & Vlahavas 2009). In CLR, the classification 
 
 
74 
 
task is achieved by introducing an additional virtual label which divides the labels into 
either relevant or irrelevant. This process is performed by specifying a thresholding 
function to bi-partition the ranked labels into the label sets: relevant or irrelevant. For 
this purpose, CLR introduces an extra virtual label. This label represents a breakpoint 
which divides a set of labels into relevant or irrelevant categories (Zhang & Zhou 
2014). This algorithm learns binary classifiers to distinguish between the virtual label 
and other labels (Nasierding & Sajjanhar 2013). 
2.6.2.5 Random k-Labelsets 
Random k-Labelsets (RAkEL) transforms the multi-label problem into an ensemble of 
multi-class classification problems. It uses an ensemble of Label Powerset (LP) 
models. Each LP model is trained using a different small random subset of the set of 
labels. A ranking of the labels is produced by averaging the zero-one prediction of 
each model per considered label. The thresholding process is considered in the 
classification task. Each label is labelled positively if its average decision is greater 
than the threshold value (Nasierding, Tsoumakas & Kouzani 2009; Tsoumakas, 
Katakis & Vlahavas 2011).  
On the other hand, algorithm adaptation methods deal with multi-label tasks by 
extending existing learning techniques to work directly with multi-label tasks 
(Tsoumakas & Katakis 2007; Zhang & Zhou 2007; Bi & Wok 2013). Examples of 
these methods including Multi-Label k-Nearest Neighbour (ML-kNN), Multi-Label 
C4.5 (ML-C4.5), and Ensembles of Classifier chains (ECC). 
2.6.2.6 Multi-Label k-Nearest Neighbour 
ML-kNN extends k-NN single-label classification algorithm to be utilised in the multi-
label model. ML-kNN determines a set of labels for the new instance using the 
maximum posteriori principle. This process is achieved depending on the prior and 
posterior probabilities for the frequency of each label within the k nearest neighbours 
of the unseen instance (Zhang & Zhou 2014; Nasierding, Tsoumakas & Kouzani 
2009). 
2.6.2.7 Multi-Label C4.5 
Multi-Label C4.5 (ML-C4.5) is adopted from the C4.5 single-label classification 
algorithm to deal with multi-label classification problems. The classification task 
utilising this algorithm is fulfilled by considering multiple labels in the leaves of the 
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tree (Tsoumakas, Katakis & Vlahavas 2009). Starting from the root of the tree, ML-
C4.5 determines the feature on the corresponding splitting value to create two nodes. 
This process is recursively repeated by treating the examples in the dataset with the 
values on the ith feature, which is less or greater than the splitting value. This repetition 
process is terminated when it satisfies a ‘stopping’ criteria (i.e., the size of the created 
child node is less than a pre-specified threshold). The formula for calculating entropy 
is modified for use with multi-label problems; it takes the summation of the entropies 
of the class labels. 
  𝑒(𝐸) = − ∑ (𝑓(𝑐𝑖) log 𝑓(𝑐𝑖) + 𝑝(𝑐𝑖) 𝑙𝑜𝑔
𝑚
𝑖=1 𝑝(𝑐𝑖)                         (2-63) 
Hence, E refers to the set of examples, f(ci) refers to the relative frequency of class 
label ci and p(ci)=1-f(ci). 
2.6.2.8 Ensembles of Classifier Chain 
Ensembles of Classifier Chain (ECC) is an ensemble of multi-label classification 
techniques which uses the classifier chain model (CC) as a base classifier. ECC trains 
a number of classifier chain models. Each model is learned with a random chain 
ordering of disjoint label and a random subset of examples. Therefore, each classifier 
chain model (CC) gives different multi-label predictions. A summation of these 
predictions is performed per label. As a consequence, each label will receive a number 
of votes. A threshold value is used to determine the candidate labels that form the final 
predicted multi-label set (Madjarov et al. 2012). 
2.6.2.9 Multi-Label Classification Methods 
❖           The work of Boutell et al. (2004) considered several training methods and 
proposed a new training method, “cross-training”, to be used with MLC. In 
addition, the authors proposed three classification measurements in testing. 
Furthermore, two evaluation metrics were recommended, namely, “base-class” 
evaluation and “x-evaluation” to evaluate the performance of multi-label 
classification. Each evaluation metric has its own “Recall” and “Precision” 
formulas. When applied to scene image classification, these methods perform 
successfully with multi-label images, even when lacking sufficient training data. 
The significant feature of these investigated methods is their generality (i.e., the 
possibility of using these methods with other problems and different classifiers). 
Within this context, multi-label classification deals with samples that have 
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multiple characteristics of multiple classes. In the cross-training method, the 
multi-label data are used more than once in training. The three multi-label testing 
criteria which are generalised from the one-to-all approach are P-Criterion, T-
Criterion, and C-Criterion. Semantic scene classification is used as an 
experimental test to evaluate training and testing methods. Different types of 
images including trees, fields, mountains, urban and beach are used in this 
evaluation, and the system yielded different results in relation to the image and 
method used. 
❖          Ghamrawi and McCallum (2005) investigated multi-label classification 
paradigms. In contrast with single-label classifiers which specify each object to a 
single class, assuming there is more than one class, multi-label classifiers may 
specify an object to more than one class at the same time. Problems that hold 
dependencies between their class labels are likely to improve their classification 
performance by using MLC models. The two multi-label graphical classification 
models considered in this work are the Collective Multi-Label (CML) classifier 
and the Collective Multi-Label with Features (CMLF) classifier. Experiments on 
Reuters-21578 and Heart Disease (HD) of OHSU-Med datasets text corpora have 
shown that both CML and CMLF outperformed the performance of binary 
models. In the binary model, the system will train the independent classifier for 
each label and classify instances into two cases, positive and negative. In the CML 
model, which deals with an object and a pair of labels, therefore has four cases. 
Finally, in CMLF, there is an overlap in term occurrences, in other words, features 
in CMLF are assigned by a term of two labels. 
❖          The work of Trohidis et al. (2008) is an evaluation and comparison of four 
multi-label classification algorithms applied to emotion detection and 
classification in music. The four algorithms considered are binary relevance (BR), 
label power set (LP), random k-label set (RAkEL) and multi-label k-nearest 
neighbour (MLk-NN). Hence, a piece of music may be assigned to many classes 
simultaneously. The experimented songs are clustered in six different emotions. 
The authors stated that multiple emotions might be inspired by the music 
simultaneously. In this work, 72 features represented by some statistical 
calculations from DCT and FFT techniques were obtained and utilised to classify 
the experimented song clips representing seven musical genres into six classes of 
emotions. 
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❖           Nasierding, Tsoumakas and Kouzani (2009) proposed a framework for 
clustering-based multi-label classification (CBMLC) that consists of a clustering 
process in which the training data sets are fractionated into separate clusters. The 
multi-label classifier is then trained on the data from each cluster. Multi-label 
classification algorithms that are incorporated in CBMLC framework are BR, 
RAkEL, MLk-NN, and BPMLL. In this framework, the properties of the data 
(such as type of feature: numeric/discrete and dimensionality) or the application 
constraints (such as response time, complexity, training time) determine the 
required clustering and multi-label classification algorithms. The experimental 
results were conducted on three different datasets, which are eccv2002, jmlr2003 
and mediamill. Each dataset is partitioned into two parts for training and testing 
sets. The number of labels for all datasets is large. In this framework, the number 
of clusters varies from 2 to 10. In this experiment, a comparison is made between 
CBMLC using a specific classifier against the corresponding classifier. That is, 
CBMLC uses BR is compared with BR, and so on. On the other hand, a 
comparison is made between the classifiers that are used in CBMLC. It is found 
that each algorithm gives better results with a certain dataset, (i.e., RAkEL is best 
with eccv2002, MLk-NN in mediamill, and BPML in jmlr2003). The performance 
obtained from CBMLC for BPMLL is better than the performance of other 
CBMLC in eccv2002 (image classification dataset). Two clustering algorithms 
were used in this work, namely, expectation maximisation (EM) and K-means. 
Results have revealed the improvement of the performance in the case of using 
clustering algorithms before applying multi-label classification models in 
numerous cases. As a comparison between the clustering algorithms, EM 
algorithm is noted to have given better results than k-means algorithm utilising all 
MLC models and most clustering numbers. On the other hand, employing k-
means is noted to have required less time than EM. That is because k-means 
requires less computation than EM.  
❖          Zhang and Zhang (2010) used a Bayesian network structure to conduct an 
efficient encoding scheme of the labels and the feature set. In this network, the 
multi-label scheme consists of a sequence of single-label classifiers; each label 
has its classifier by integrating the parental labels to form additional features. In 
multi-label problems, effective correlations among given labels are necessary to 
construct a successful system. Therefore, an effective scheme of label correlations 
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is addressed in this work with a novel method known as “LEAD” to learn from 
multi-label examples. This method is experimented on with a variety of multi-
label data represented by a different number of examples, different number of 
features, and different feature types. Hence, the method gives excellent results 
(accuracy and efficiency) despite a large-scale number of examples and label 
problems. 
❖           Lastra et al. (2011) proposed an extension of the popular “Fast Correlation-
Based Filter” FCBF, to be conveniently used with MLC problems. As this method 
will rank the given features, it is named Multi-label Feature Ranker (MLfR). 
MLfR is tested by conducting many experiments including classification and 
ranking. Authors used two state-of-the-art learners as a base learner, these being 
IBLR-ML and ECC. Furthermore, the comparison was implemented in this 
experiment with the binary relevance version of MLfR, which is called BRfR. 
Eight datasets were used in this comparison which are: enron, genbase, medical, 
Slashdot, emotions, reuters, scene and yeast. Each database has a fixed number of 
instances of training and testing versions, number of features, and a certain value 
of cardinality. Experimental results have shown that the performance obtained by 
MLfR and BRfR are higher than in the base learners which are IBLR-ML and 
ECC for most datasets; no substantial differences appeared in the results. Some 
datasets give the same or very similar performance for both methods, such as 
emotion, scene and yeast datasets. At the same time, the performance is quite 
similar for both methods (MLfR and BRfR). Other important results have been 
observed: both methods (MLfR and BRfR) significantly minimise the number of 
features selected for classification. For ECC, it was observed that there was an 
insignificant reduction than expected in the number of features due to the meagre 
quality of the classifiers. Experimental results have shown that the performance 
of multi-label ML is much better than for binary relevance BR. 
❖          Siddiquie, Feris and Davis (2011) proposed an image ranking and retrieval 
depending on multi-attribute queries. In contrast with previous methods in which 
each classifier is trained separately and then combined the outputs to the purpose 
of multi-word queries retrieval, this method retrieves an image based on multi-
attributes and then models the correlations that exist between the attributes. 
Surprisingly, the unused attributes which were not part of the query can be utilised 
in this method for image ranking and retrieving. In general, image retrieval aims 
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to regain the images that are relevant to the given query, while in ranking, the 
images are ordered according to their relevance to the query. Both retrieval and 
ranking are considered as multi-attribute queries to improve the image search. 
Therefore, a structured learning framework is proposed in this work in which both 
retrieval and ranking are integrated into unified formulation. An exploratory idea 
of the Multi-Attribute Retrieval and Ranking (MARR) method is that this method 
basically depends on the concept of reverse learning which has the maximum 
efficiency on the multi-label classification. In MARR there is a given set of labels 
L and a given set of images M. According to each label li (li  ∈ L) a mapping is 
learned to predict the set of images 𝑚(𝑚 ⊂ 𝑀) that contain the label li. 
❖          Zhang and Zhou (2007) presented a new multi-label learning model, namely 
MLk-NN, which mainly originated from the k-nearest neighbour (k-NN) 
algorithm. The presented model is compared to multiple general purpose multi-
label classification models such as BOOSTEXTER, ADTBOOST.MH and 
RANK-SVM. Three datasets used in this work are yeast, scene and web page 
datasets. From the experimental results, MLk-NN gave the best results in some 
specific MLC metrics, while it gave the worst results utilising other MLC metrics. 
Therefore, there is no overwhelming advantage of this method over the other 
methods. 
❖           Spyromitros, Tsoumakas & Vlahavas (2008) implemented BRk-NN 
classifier (which is adopted by the k-NN algorithm to be used for multi-label 
classification). BRk-NN corresponds to the Binary Relevance method in 
combination with the k-NN algorithm. Additionally, they made a comparison with 
other two classifiers. The three different datasets, yeast, scene, and emotions, were 
used for this method experiment. Two comparisons are considered in this 
experiment. First, BRk-NN classifier is compared to its extensions (BRk-NN-a 
and BRk-NN-b). Second, the optimised version of BRk-NN is evaluated against 
the other two classifiers, namely, LPk-NN and MLk-NN. A variety number of 
nearest neighbours were used with each method. In particular, k takes the range 
of values (1 to 30). This experiment gives better results of both extensions than 
the base BRk-NN method for more than half of all evaluation metrics used. In the 
scene dataset, the BRk-NN-a has the best results in all metrics. While in emotions 
and yeast datasets, BRk-NN has better results utilising specific metrics. More 
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specifically, BRk-NN-a has better evaluation results in scene and emotions, 
whereas BRk-NN-b has better evaluation results in yeast dataset. 
❖           Wu et al. (2010) presented a new formulation for the multi-label boosting 
for annotation of multi-label images via the choice of heterogeneous features with 
structural Grouping Sparsity, known as MtBGS. This work experiments with three 
datasets: MSRC, MIML and NUS-WIDE. Each image in these databases has a 
number of heterogeneous feature groups. Each inter-related set of features was 
aggregated into homogeneous subgroups. The MtBGS is trained with different 
sizes of training data for MIML and selected data group of NUS datasets. Results 
have shown that better learning performance will be gained with the increasing 
number of training samples. Moreover, the performance of MtBGS is compared 
against four other learning algorithms: SVM, CCA-SVM, MTL-LS, and CCA-
ridge. In this experiment, the performance is conducted via the average and 
standard deviation values derived from 10 round repetitions for each algorithm. 
The best results are obtained from MtBGS than other algorithms utilising a variety 
of metrics. 
❖          Kajdanowicz and Kaienk’s paper (2011) constructed a new model that 
depends on boosting and achieving a sequential output prediction. This modified 
AdaBoost model is known as the AdaBoostSeq. Experimental results conducted 
from the proposed AdaBoostSeq compared BPMLL, MLk-NN, BRk-NN, HMC, 
HOMER, and RAkEL using five datasets including scene, yeast, emotions, 
mediamill, and tmc2007. Each dataset has its fixed number of examples, attributes 
and label sequence length. Among all datasets, the AdaBoostSeq algorithm 
provides the best classification accuracy compared with other methods (MLk-
NN). However, for the computation time, AdaBoostSeq does not represent the 
optimal model against other algorithms. 
2.7 Conclusion 
This chapter provided an extensive survey of the two main fields: prominent facial 
feature extraction techniques and classification paradigms. Regarding feature 
extraction techniques, various methods have been investigated using each of these 
particular techniques. These methods have been investigated for traditional face 
recognition systems and facial attribute classifications (gender, age and race). In 
general, face classification techniques have been classified into two main categories, 
namely, spectral category and spatial category as all these techniques fall into one of 
 
 
81 
 
these two categories. However, several of these methods include a mixture of 
techniques from the same category or a combination of techniques from both 
categories. In addition to describing the numerous methods utilising the major 
techniques that have been used to extract the best features from the facial images, other 
face recognition-related issues have been explained in some detail in this chapter. 
These issues include databases used in FR task, dimensionality reduction algorithms, 
and classification paradigms. Furthermore, some of the methods used in face 
classification depending on facial attributes (such as demographic and expression 
information) are also presented. Regarding classification paradigms, this chapter also 
offers an overview of the two types of classifications. In this context, a variant of 
classification is explained in this chapter. This variant is known as a multi-label 
classification (MLC), which is different to a single-label classification in which the 
given data is classified according to one label. In MLC, the given data is classified 
according to multiple labels. In general, MLC methods fall into two types, namely, 
problem transformation methods and algorithm adaptation methods. In this context, 
the commonly used MLC methods were investigated within both types. As part of the 
MLC survey, this chapter provided a summary of previous and prominent research 
conducted in this field. 
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Chapter 3 
Preliminary Experiments 
3.1 Introduction 
The fundamental objectives of this thesis are to propose new methods to extract 
representative facial features, to adopt a new classification paradigm for face images 
that is different to previous works that use traditional single-label classification, and 
to effectively use colour information to improve classification results. It is worth 
mentioning that the classification of face images in this thesis will be on the basis of 
facial attributes. These objectives were embodied by three basic research questions. 
These research questions will be addressed in chapters 4 and 5. Before addressing the 
research questions, preliminary experiments were conducted as a prelude to the arrival 
of solutions for these research questions. This chapter provides the preliminary 
experiments for face classification using facial attributes. Four facial attributes are 
utilised throughout the experiments in this chapter; three of them represent 
demographic information (i.e., gender, age and race) and the fourth attribute represents 
the expression information of the face images. The preliminary experiments are 
performed using both classification paradigms (single-label classification and multi-
label classification, MLC). Accordingly, the experiments in this chapter were 
performed using two types of classification paradigms: single-label and multi-label.  
In the preliminary experiments for single-label classification the focus will be on the 
widely used methods for facial feature extraction and making a comparison between 
these methods according to the obtained results. While the preliminary experiments 
for MLC will focus on the methods used in this classification paradigm and to 
determine which of these methods are better suited for face classification problem. 
The description of the databases used in this chapter is given in Section 3.2. These 
databases are extensively used throughout the following chapters of this thesis. Section 
3.3 compares the popular techniques  widely used to extract salient features from the 
face images, and the extracted features are then classified using single label 
classification. Section 3.4 classifies the face images utilising the MLC paradigm. The 
settings and the results for each experiment are provided in each related section. 
Finally, the conclusion of the chapter is given in Section 3.5.  
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3.2 Databases 
All preliminary experiments presented in this chapter are performed to evaluate the 
classification of face images according to demographic and expression information 
using both classification paradigms, the single-label classification and the multi-label 
classification. These experiments are performed using three publicly available 
databases, namely Yale database (Belhumeur, Hespanha, & Kriegman 1997), Face95 
database (Spacek 1995) and Cohn-Kanade (CK+) database (Kanade, Cohn & Tian 
2000). These databases are described below. 
3.2.1 Yale Database 
The Yale face images database includes 15 persons; each has 11 different images. In 
total, it consists of 165 images. The images are stored in GIF file format with image 
sizes of 320×243 pixels. Images for each individual are taken under different lighting 
directions including centre-light, left-light and right-light; with and without glasses, as 
well as various facial expressions such as neutral, happy, sad and surprised. Figure 3.1 
shows sample images from the Yale database with different expressions and 
conditions. 
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3.2.2 Face95 Essex Database 
The Face95 Essex (Face95) database includes 20 images each of 72 persons, and in 
total, it includes 1440 images. The size of the images is 180×200 pixels, and the format 
of the images is JPEG. In this database, the image sequences are obtained for each 
person as they walk toward the camera. The sequence of images for each person has 
(d) 
(e) 
(f) 
(a) 
(b) 
(c) 
Figure 3.1: Sample cropped images from Yale database (a) normal face images 
with no glasses. (b) normal face images with glasses, (c) happy face images, (d) 
sad face images, (e) face images with left-light shed and (f) face images right-
light shed. 
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significant head scale variation and shadows variation. The head has a different 
position, in addition to a minor turn, tilt, and slant variation in each image. Several 
expression variations appear in the sequence of images. Also, some images appear 
with different occlusions including beard, moustache and glasses. A red curtain is used 
as background in all images. Figure 3.2 shows sample images from this database.  
(a) 
(b) 
(c) 
(d) 
(e) 
Figure 3.2: Sample cropped images from Face95 database (a) male face images 
with turban, beard and moustache; (b) male face images without occlusion; (c) 
male face images with beard and moustache; (d) female face images with 
glasses and (e) female face. 
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3.2.3 Cohn-Kanade (CK+) Database 
Cohn-Kanade (CK) is the facial expression database of 100 university students. This 
database includes 65% females and 35% males with age ranges between 18–30 years 
old. There are different proportions of races: most are European, 15% are African, and 
3% are other races (Asian and Latino). This database is stored in PNG file format with 
640×480 or 640×490 pixels with 8-bit precision (grayscale). Each subject has a set of 
seris of different facial expressions. The subjects have 23 variations of every one of 
the expressions of happiness, anger, fear, sadness, surprise and disgust. The second 
version of this database, which is referred to as the CK+ database, has an additional 
27% of subjects. Some subject images in this database are captured with all 
expressions, while others are not. So, the number of images varies from subject to 
subject. See Figure 3.3 for sample images from the CK+ database.  
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3.3 Experiments for Face Images Using Single-Label Classification 
In this section, experiments on widely used approaches to represent facial features in 
face images are compared. In other words, this section is a comparison and evaluation 
of the techniques for the representation of facial features, namely, discrete wavelet 
transform (DWT) described in Section 2.3.1.1 (Ramesha & Raja 2011), Gabor wavelet 
described in Section 2.3.1.4 (Gabor 1946), scale-invariant feature transform (SIFT) 
described in Section 2.3.2.1 (Lowe 2004), local binary patterns (LBP) described in 
Section 2.3.2.2 (Ojala, Pietikäinen & Harwood 1996), and Eigenfaces using PCA 
(a) 
(b) 
(c) 
(d) 
(e) 
Figure 3.3: Sample cropped images from CK+ database (a) neutral face 
images; (b) angry face images; (c) disgusted face images; (d) happy face 
images and (e) surprised face images. 
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described in Section 2.5.1 (Turk & Pentland 1991). These are the prevalent and widely 
used methods in the field of FR and facial attributes classification. The experimental 
results obtained from the comparative methods are conducted utilising the single-label 
classification paradigm. Feature extraction is performed on face images for 
representation of four facial attributes, namely gender, age, race and expression, by 
using the above mentioned techniques. After the aforementioned techniques have been 
applied to the facial images, the dimensionality of the obtained feature vectors is very 
high. So, the dimensionality of the feature vectors is reduced to decrease the time 
required in the classification process and to reduce the required storage area. PCA 
algorithm (described in Section 2.5.1) is used to reduce the dimensionality of the 
obtained feature vectors into a unified size. After feature extraction and dimension 
reduction, demographic and expression classification are performed to identify the 
discriminating techniques for the representation of facial attributes. Extensive 
experiments are performed using publicly available face databases defined in Section 
3.2. 
3.3.1 Feature Extraction 
In these experiments, the discriminative facial features are extracted using the 
techniques described in the following subsections. Experimental setup for each 
technique is described below. 
3.3.1.1 Discrete Wavelet Transform 
The theory for DWT is addressed in Section 2.3.1.1. DWT is employed for feature 
extraction by decomposing the face image using 2D-DWT at level 3. Haar mother 
wavelet is used in this experiment. The decomposition of the face image using 3 level 
2D-DWT and Haar mother wavelet is demonstrated in Figure 3.4. The feature vector 
is obtained by concatenating the coefficients for each row in the LL sub-band yielded 
from the third level. The original size of the feature vector obtained from this method 
is 256. The size of the feature vector is reduced to 150 features by applying PCA, as 
discussed in Section 2.5.1. 
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3.3.1.2 Gabor Wavelet 
The theory of Gabor wavelet is discussed in Section 2.3.1.4. In this work, the 
parameter values employed to compute the Gabor kernels are as follows: u = 0, 1… 7, 
v = 0, 1,…, 4, 𝐹 = √2, kmax = 0.8π, and 𝜎 = √2𝜋. In this method, using eight orientations 
and five scales will create 40 different filters. The real-part kernels at eight orientations 
and five scales are shown in the Figure 3.5(a). The face image is then convolved with 
Gabor filters as in Equation (2.14). The magnitude of the convolution of the face image 
with the 40 Gabor filters is shown in Figure 3.5(b). The down-sampling factor of 64 is 
utilised in this method. According to the parameters defined above, the size of the 
feature vector provided from the Gabor method for each image is 5 scales×8 
orientations×128×128 pixels/64=10240. The size of the feature vector is reduced to 
150 dimensions by applying PCA algorithm. 
Figure 3.4: (a) The original face image and (b) the face 
image decomposed into three-level 2D-DWT. 
(a) (b) 
Figure 3.5: (a) The real part of the Gabor kernels with five scales and eight 
orientations and (b) the magnitude of the convolving face image with the Gabor 
kernels. 
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3.3.1.3 Scale-Invariant Feature Transform 
Scale-Invariant Feature Transform (SIFT) is introduced in Section 2.3.2.1. SIFT is 
applied to generate 51 keypoints from face images, as shown in Figure 3.6. The feature 
vectors are constructed containing 51×128=6528 features for each face image. PCA is 
used to reduce the dimensionality of the feature vector to 150 features. 
 
 
 
 
 
 
 
3.3.1.4 Local Binary Patterns 
Local Binary Patterns (LBP) is introduced in Section 2.3.2.2. Representative facial 
features are extracted via texture analysis using LBP operator. Similar to the approach 
introduced by Ahonen et al. (2004) is considered in this experiment. In this method, 
the facial region image is divided into 7×7 non-overlapped blocks. The 𝐿𝐵𝑃8,1
𝑢2 operator 
is performed on each block, and the LBP histogram is computed for each block. The 
discriminative facial feature vector is then built by concatenating the histogram 
descriptors for each block into a single feature vector which consists of 7×7×59=2891 
features. LBP code image for the face image using eight neighbours and one pixel 
radius (P=8 and R=1) is shown in Figure 3.7. The size of the feature vector is reduced 
to 150 features by applying PCA algorithm. 
 
 
 
 
 
 
Figure 3.6: SIFT keypoints for face image. 
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3.3.1.5 Eigenfaces 
The discriminative feature vectors that describe each face image are obtained by 
applying PCA, as described in Section 2.5.1. PCA is applied on the face image data to 
obtain the feature vectors. The dimensionality of the feature vectors is determined by 
the size of the Eigenfaces space. Eigenfaces space of 150 features is used in this 
experiment. An example of the mean and Eigenface images are introduced in Figure 
3.8. 
 
 
Figure 3.7: LBP code image using P=8 and R=1 
for face image. 
(a) 
(b) 
(c) 
Figure 3.8: (a) The original images, (b) the mean image and (c) Eigenfaces images. 
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3.3.2 Experimental Settings 
These experiments are performed for feature extraction of facial attributes using the 
five approaches described in Section 3.3.1. The features are used for classification of 
four facial attributes, namely gender, age, race and expression, as given in Table 3.1 
below. 
Table 3.1: Labels with classes used for facial image classification 
Labels Classes 
Gender male, female 
Age (0–20), (21–40), (41–60), (61–higher) 
Race European, African, Middle Eastern, South Asian 
Expression neutrality, happiness, sadness, anger, fear, surprise, disgust 
Prior to feature extraction, the face images are pre-processed in order to better 
discriminate the obtained features. Hence, more realistic results are achieved. The pre-
processing stage itself includes three steps. First, image cropping: face images can 
include facial and non-facial regions. This step is necessary to keep the desired facial 
area and discard the unwanted area. Second, image resizing: cropping may result in 
cropped face images with different sizes. A uniform size of the face images is 
necessary prior to the feature extraction stage. The face images are resized to a fixed 
size of 128×128 pixels. Finally, color face images are converted to grayscale: face 
images may come in colour or grayscale form. The color face images are converted to 
grayscale because: some databases like the Face95 include colour images while other 
databases like Yale include grayscale images; LBP is robust for extraction of texture 
features from the grayscale images; and grayscale images are less sensitive to 
illumination variation (Kanan & Cottrell 2012). Figure 3.9 shows an example of the 
original and pre-processed images. 
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Feature extraction is performed using MATLAB R2014a; it is explained in Section 
3.3.1. The experiments are performed on Intel(R) Core (TM) i7 CPU (2.20 GHz), 8 
GB RAM, and Windows 7 (64-bit OS). All comparable methods are evaluated using 
10-fold cross validation strategy. This strategy randomly partitions the facial images 
into ten subsets with equal size. In each fold, a single subset is used as the testing set 
(known as probe images), while the remaining nine subsets are used as training subsets 
(known as gallery images). This process is called cross-validation and it is repeated 10 
times (the folds). In this strategy, each subsample will be used exactly once as a test 
data. The average result of the 10 folds is considered as the single classification 
performance. This strategy ensures that in each fold all images will be used for both 
training and testing, in addition, each image will be used as a test image exactly once. 
Three databases are used for testing, as described in Section 3.2. These settings are 
used for the experiments performed in the next chapters; however, any specific 
changes in the settings will be outlined for each individual experiment in the following 
chapters. Experimental results for classification of facial attributes are conducted 
utilising Support Vector Machine (SVN), k-Nearest Neighbor (k-NN) and C4.5 single-
label classification algorithms from Weka 3.6. These algorithms are described in 
Section 2.6.1 in chapter 2. The classification performance is addressed in Section 3.3.3. 
Section 3.3.2 demonstrates the extraction of the facial features using each of the 
comparative methods. 
 
  
(a) (b) 
Figure 3.9: (a) The original image and (b) the pre-processed 
image. 
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3.3.3 Experimental Results 
3.3.3.1 Performance of Gender Classification 
In this experiment, gender classification is evaluated using Face95 and CK+ databases. 
The accuracy of classification of the adopted methods is shown in Tables 3.2 and 3.3. 
For both databases, it is seen that DWT outperformed other methods and is closely 
followed by LBP. Both databases have illumination variation, while different 
expressions are prominent in CK+. These results prove the robustness of DWT and 
LBP. In addition, Table 3.2 reflects the effectiveness of SIFT. This is because SIFT is 
invariant against scale and rotation variation which are characteristics of Face95 
database. 
Table 3.2: Classification rates for gender using the Face95 
database. 
Method 
Classifier 
SVM k-NN C4.5 
Male Female Male Female Male Female 
Eigenfaces 81.6 82 77.8 84.2 78.33 84.1 
Gabor  80.6 83.8 78.6 84.9 77.6 85 
DWT 81.6 99.1 81.7 99.9 79 97 
SIFT 72.8 91.8 75.7 93.5 72.3 90.13 
LBP  81.9 96.4 74.3 87.6 79.1 95.3 
 
Table 3.3: Classification rates for gender using the CK+ database. 
Method 
Classifier 
SVM k-NN C4.5 
Male Female Male Female Male Female 
Eigenfaces 90.7 97.2 70.1 87.8 26.5 90.9 
Gabor  81.3 92.5 74.0 92.1 20.7 87.5 
DWT 65.6 99.7 65.3 100 32.1 97.3 
SIFT 79.9 86.1 77.4 89.5 18.03 83.5 
LBP  64.0 100 81.8 100 31.7 95.5 
 
From Table 3.2, it is seen that the incorrect classification of males as females is much 
higher than females incorrectly classified as males. This phenomenon appears for all 
feature extraction methods considered, and for all classifiers. This error in 
classification can be attributed to several reasons. First, several men in the database 
have hair styles which are indistinguishable from hairstyles of women (i.e., long hair) 
(Han et al. 2015). Examples of such faces are shown in Figure 3.10. 
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Also, excessive illumination causes inaccurate texture representation with a tendency 
to classify male faces as female faces. Suruliandi, Meena and Rose (2012) have 
discussed this problem. They indicated that illumination affects the intensity values of 
the face images. As all databases used in this work have excessive illumination 
variation, this issue has a strong influence on face textures, especially for male faces, 
which leads to the misclassification of male faces as female faces. Figure 3.11 
illustrates images for the same face with different illumination. As the figure shows, 
illumination variation has a strong effect on the results (especially for gender 
classification as male and female) as this work was applied on raw data. Hence, 
different results may be obtained when applying normalisation illumination. When 
added as one of the pre-processing steps, this process might improve classification 
performance and reduce incorrect classification of males as females. 
 
 
 
 
 
 
 
 As with the results of the Face95 database, the results for the CK+ database shown in 
Table 3.3 reveal that more male faces than female faces are incorrectly classified. One 
reason for this is that the subset of CK+ database used in this work has a small number 
of male images (roughly 35% males and 65% females) which leads to poor training of 
Figure 3.10: Examples of long hairstyle for male faces in Face95 database. 
Figure 3.11: Example of the same faces with different 
illumination. 
 
 
96 
 
classification models for male faces. Another reason behind this incorrect 
classification is the significant illumination variation among several facial images of 
the same person. The illumination variation contributes toward the incorrect 
classification of male faces as female faces because of inaccurate texture 
representation. 
3.3.3.2 Performance of Age Classification 
Age classification is tested using the Yale database. Table 3.4 shows the classification 
accuracy of age categories on the Yale database. Significantly different results are 
obtained from each classifier, with SVM giving generally better results. Results in 
Table 3.4 show that DWT, Gabor and LBP outperform other methods. These results 
confirm the robustness of these methods to represent facial attributes. Table 3.4 depicts 
that the performance of DWT and LBP with C4.5 gives clearly better results. Table 
3.5 shows the confusion matrix of the age classification using DWT and LBP methods 
with C4.5 classifier. 
Table 3.4: Classification rate for age using 
the Yale database. 
Method 
Classifier used 
SVM k-NN C4.5 
Eigenfaces 61.8182 65.4545 58.7879 
Gabor 71.5152 70.9091 63.6364 
DWT 82.4242 43.0303 86.0606 
SIFT 64.2424 60 49.0909 
LBP 72.7273 12.1212 80.6061 
 
Table 3.5: Confusion matrix of age category classification using DWT 
and LBP methods with the C4.5 classifier 
DWT 
 0-20 21-40 41-60 61-higher 
0-20 45.45 54.54 0 0 
21-40 6.36 90.90 1.81 0.90 
41-60 0 36.36 63.63 0 
61-higher 0 9.09 0 90.90 
LBP 
 0-20 21-40 41-60 61-higher 
0-20 45.45 54.54 0 0 
221-40 3.63 86.36 2.72 7.27 
41-60 0 2.72 72.72 0 
61-higher 6.06 15.15 3.03 75.75 
From the confusion matrix, it is observed that the classification of the age categories 
of 21–40 and 61–higher has the best classification rates. The reasons for this result is 
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that, first, majority of subjects fall into the age category of 21–40, resulting in better 
training for this category; and second, the occurrence of facial wrinkles and furrows 
become easily distinguishable with the aging process, resulting in better classification 
of people over 60 years of age. 
3.3.3.3 Performance of Race Classification 
Race classification is tested using the CK+ database. Table 3.6 shows the classification 
accuracy of race categories. The accuracy of race classification is much lower than 
that of gender classification for the same database (Table 3.3). This reflects the 
difficulty of race attribute classifications. LBP + SVM has clearly better results for 
classification of race. The results shown in Table 3.6 further confirm the effectiveness 
of LBP, DWT, and Gabor methods to represent human facial information even under 
uncontrolled illumination conditions of the CK+ database. Table 3.7 shows the 
confusion matrix for race classification conducted from LBP feature extraction method 
and SVM classifier which exhibit the best results in this experiment. 
Table 3.6: Percentage of overall correct 
classification rate for race attributes using 
the CK+ database. 
Method 
Classifiers used 
SVM k-NN C4.5 
Eigenfaces  67.7047 76.3938 77.1472 
Gabor 71.4071 77.316 61.5423 
DWT 70.5058 67.1007 87.2809 
SIFT 60.7233 48.217 52.9382 
LBP 97.594 76.0902 97.594 
 
Table 3.7: Confusion matrix of race classification using LBP method with 
SVM classifier on CK+ database. 
 European Middle Eastern South Asian African 
European 98.82 1.17 0 0 
Middle Eastern 3.14 86.85 0 0 
South Asian 25 7.5 67.5 0 
African 0.48 0.48 0 99.04 
 
It can be observed that the highest correct estimation of the human race was for 
Europeans and Africans. This is an indication of the ease of distinguishing between 
these two races. This result is attributed to the different skin colours of Europeans and 
Africans, and the distinctive shapes of the nose and lips of Africans. 
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3.3.3.4 Performance of Expression Classification 
Experimental results for expression classification are conducted using the Yale and 
CK+ databases. The face images from the CK+ database are classified according to 
the facial expressions mentioned in Table 3.1; while in the Yale database, the face 
images are classified into neutrality, happiness, sadness and surprise only, as anger, 
fear and disgust are not included in the Yale database. Both databases contain 
variations in illumination for the images of the same person. In the Yale database, 
lighting is shed on the face images from a different direction, while in the CK+ 
database, images contain severe unconstrained lighting conditions. Accordingly, the 
intensity values of the images are strongly affected. This challenge will make the 
classification task more difficult. Results for expression classifications for the Yale 
and CK+ databases are shown in Tables 3.8 and 3.9, respectively. In general, Gabor, 
DWT and LBP methods gave better results than the other methods. However, the 
results obtained from both databases were not sufficiently high, demonstrating the 
difficulty in recognising expressions compared with other facial attributes. However, 
the main reason possible for this degradation in results is attributed to the effect of 
uncontrolled lighting on face images as the experiments were conducted from raw data 
in addition to the series of multiple images for each expression starting from the neutral 
expression to the peak expression in a slow gradation. This gradation occurs in the 
CK+ database, and it may confuse classification results. 
Table 3.8: Percentage overall correct 
classification rate for expression attribute 
using the Yale database. 
Methods 
Classifiers used 
SVM k-NN C4.5 
Eigenfaces 60.6061 58.1818 52.7273 
Gabor 58.1818 75.1515 51.5152 
DWT 61.2121 50.9091 40 
SIFT 56.3636 42.4242 41.2121 
LBP 61.2121 61.2121 41.8182 
 
 
 
 
 
 
 
 
 
 
99 
 
Table 3.9: Percentage correct 
classification rate for expression attribute 
using the CK+ database. 
Methods 
Classifiers used 
SVM k-NN C4.5 
Eigenfaces  40.0804 34.9573 26.7202 
Gabor  39.0085 30.9965 24.5869 
DWT 70.5058 67.1007 43.315 
SIFT 25.565 26.5696 22.9533 
LBP 61.8546 45.9649 37.995 
 
Since the CK+ database includes all facial expressions considered in this paper, the 
confusion matrix for the CK+ database is considered. Table 3.10 shows the confusion 
matrix of the highest correct classification rate conducted from the CK+ database. 
Table 3.10: Confusion matrix of expression classification on the CK+ database 
using DWT and SVM. 
 neutrality happiness sadness surprise fear disgust anger 
neutrality 92.88 0.12 2.49 0.74 1.12 1.49 1.12 
happiness 12.29 80.32 0 0.40 2.45 4.09 0.40 
sadness 43.08 1.59 50.53 0 0 1.06 3.72 
surprise 17.69 0.41 1.23 74.07 4.52 1.64 0.41 
fear 50.57 6.89 1.14 1.14 28.73 10.34 1.14 
disgust 34.84 4.04 1.51 0.50 9.09 46.96 3.03 
anger 53.02 2.68 2.01 0 3.35 5.36 33.55 
 
From Table 3.10, it can be observed that neutrality, happiness, and surprise are easier 
to recognise than sadness, fear, disgust, and anger. The main reason behind the 
difficulty in recognising these four expressions is that these expressions do not cause 
substantial change in facial parts such as eyes and lips, as shown in Figure 3.12. 
 
 
 
 
 
 
The results also show that all expressions have a tendency to be incorrectly classified 
as a neutral expression. This is also related to the above-mentioned reason that all 
expressions begin to appear from the neutral facial appearance and then transform to 
Figure 3.12: Similar facial images for different expressions. 
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a new expression; this makes different facial expressions often converge with the 
neutral expression. 
3.4 Experiments for Face Images Using MLC 
In this section, preliminary experiments are performed for face images using MLC. 
That is, a multi-label approach for facial images is presented. In other words, the focus 
of this section is on the classification scheme rather than facial feature extraction. More 
specifically, unlike conventional face image classification systems which classify face 
images utilising the single label, in this section, face images are classified according to 
multiple labels. In general, theoretical information regarding classification and the 
important methods used in both classification paradigms (single-label classification and 
multi-label classification) are presented in Sections 2.6.1 and 2.6.2, respectively. In this 
context, a number of researchers have proposed a variety of methods and techniques 
for FR. Existing approaches use single-label classification models such as Support 
Vector Machine (SVM), Nearest Neighbour (NN) and decision tree (C4.5) algorithms. 
These algorithms are used in the experiments for face images using single label 
classification paradigm (Section 3.3 in this chapter). On the other hand, another 
classification paradigm has emerged, namely, multi-label classification (MLC) 
(Tsoumakas, Katakis & Vlahavas, 2009; Zhang & Zhou 2014). 
This section presents experiments for face images using multi-label classification 
(MLC). In this section, facial features are extracted using a technique involving Gabor 
filters (Gabor 1946). Additionally, PCA (Section 2.5.1) (Turk & Pentland 1991) and 
LDA (Section 2.5.2) (Belhumeur, Hespanha & Kriegman 1997) are used as projection 
and dimensionality reduction algorithms to obtain representative features from the 
Yale face image database. Gabor filters have a high capability for the analysis and 
extraction of representative features that better describe the facial images. The main 
drawback accompanying Gabor method is that it generate a huge amount of features 
which increase the computational complexity of the system. This obstacle is solved by 
the availability of the dimensionality reduction algorithms. Therefore, dimensionality 
reduction algorithms are adopted to transform the high feature space into a smaller 
subspace while retaining the essential features that better describe the face image. PCA 
and LDA are employed in this section due to their essential role in projecting and 
reducing the representative features into a smaller size. Different settings and 
adjustments have been followed by a selection of control parameters to obtain three 
feature vectors for each facial image. Each vector consists of a different number of 
 
 
101 
 
features according to the parameter values used in these techniques. Various empirical 
results will be gained from these variant lengths of feature vectors. The diverse results 
have an implication about the impact of the number of features in each vector in 
addition to the different multi-label classification algorithms used in this section. This 
section focuses on the following: (i) the use of the multi-label classification method in 
face recognition instead of the traditional single-label classification method, (ii) the 
description of facial images using features related to multiple attributes (gender, age 
category, race and face expression) rather than a description of faces using features 
related to a single attribute, and (iii) the use of multiple classification models from 
multi-label classification methods to determine which classifiers will be better suited 
to face recognition problems. Section 3.4.1 explains the techniques used to extract 
facial features in MLC experiments. 
3.4.1 Facial Feature Extraction 
In these experiments, a number of techniques are employed to extract features from 
facial images. Specific techniques are used to obtain demographic features. Features 
for three demographic attributes (gender, age and race) in addition to the features 
related to facial expressions are extracted from the facial images. These are the same 
labels considered in Section 3.3 for single-label classification (with slightly different 
classes). Concisely, each face image is described by the features related to their 
demographic and expression attributes. A variety of classes are proposed for each 
demographic attribute as well as facial expressions. Table 3.11 explains the labels used 
in MLC experiments along with their classes that the face images will be classified 
accordingly. Classes related to gender, age category and race are the same as classes 
used in the experiments in Section 3.3 for single label classification; however, the only 
difference is with classes related to expression label as Yale database does not include 
anger, fear and disgust expressions. 
Table 3.11 Labels with classes used for MLC for face images. 
Labels Classes 
Gender male, female 
Age 0–20, 21–40, 41–60, and 61–higher 
Race European, East Asian, Middle Eastern and South Asian 
Expression neutrality, happiness, sadness and surprise 
 
In this experiment, features for facial attributes with 14 classes will be extracted using 
Gabor filters. In addition, PCA and LDA algorithms are utilised as projection and 
dimensionality reduction algorithms. In this context, facial features are extracted using 
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the following techniques: PCA, Gabor + PCA, Gabor + LDA, and LDA; and then 
stored in a specified vector. 
For the Gabor wavelet, which was theoretically investigated in Section 2.3.1.4, the same 
parameters in Section 3.3.2.2 are utilised in order to compute the Gabor kernels that 
would be used in this section. These parameters were employed in equation 2-13 to 
generate Gabor kernels. By utilising five scales (v) and eight orientations (u), 40 filters 
are created. The face image is convolved with Gabor kernels as in equation 2-14 (see 
Section 2.3.1.4). Figure 3.5 shows the real part kernels and the magnitude of the 
convolving face images created with the 40 Gabor filters. 
The down-sampling factor of 64 is utilised in this method. According to the parameters 
defined above, the size of the feature vector provided from the Gabor method for 
128×128 image size is 128×128×40 / 64 = 10240.  These features are reduced for three 
feature vectors utilising PCA into 105, 70 and 40, respectively; and utilising LDA into 
14 features for all the three feature vectors. 
For PCA, the feature vectors that describe the face image (known as Eigenfaces) are 
obtained by applying the PCA algorithm described in Section 2.5.1. PCA is applied to 
project the face image data into reduced dimensions of the feature vector. The 
dimensionality of the feature vectors is determined by the size of the Eigenfaces space. 
For the three feature vectors, the Eigenfaces space is 105, 70 and 40 features, 
respectively. Eigenfaces for face images using PCA are shown in Figure 3.8. 
While Eigenfaces are used to describe the face image utilising PCA algorithm, 
Fisherfaces are used to describe the face image that utilise the LDA algorithm. 
Fisherfaces for face images are obtained by projecting the face image into a subspace 
and applying LDA to obtain feature vectors as described in Section 2.5.2. The subspace 
sizes of the three feature vector (Fisherfaces) are 14 features each. Fisherfaces for the 
face images using LDA are shown in Figure 3.13. 
After the four vectors have been generated for each facial image, the final feature 
vector is built by concatenating all four feature vectors. The last step in the process of 
Figure 3.13: Fisherfaces images. 
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preparing our features before applying the classification algorithms is the 
normalisation process. Specifically, the z-score (Jain, Nandakumar & Ross 2005) 
normalisation technique is employed to normalise the features in the concatenated 
feature vector. The z-score normalisation is calculated from the following equation: 
  zi = (xi – μ) / σ                                                                       (3-1) 
where zi is the normalised value, xi is the value in the feature vector, μ is the mean 
value of the feature vector and σ is the standard deviation. The settings of the 
experiments for this part of Chapter 3 is explained in Section 3.4.2. 
3.4.2 Experimental Settings 
In this experiment, the multi-label classification for face recognition is evaluated by 
building three different feature vectors derived from the Yale face database (the Yale 
face database is described in Section 3.2.1). In order to unify the work and facilitate 
the matter of representative feature extraction for the facial images as well as to 
minimise the computation effort, all facial images are pre-processed using the same 
pre-processing steps followed in section 3.3.2, except for the conversion to grayscale 
images as face images in this Yale database are originally grayscale. 
As mentioned in Section 3.4.1, three different feature vectors were derived using the 
techniques mentioned above from the Yale database. Each vector contains a different 
number of features (i.e., the first vector includes 238 features, the second vector 
includes 168 features, and the third vector includes 108 features). In addition, 14 classes 
for four labels are utilised to classify the face images; the labels along with their classes 
are listed in Table 3.11. These labels represent the demographic and expression 
information of the face images. 
Moreover, the same environment mentioned in Section 3.3.2 has been utilised for 
feature extraction. The main difference is that classification in this section is achieved 
utilising multi-label classification paradigm. Experimental results are obtained using 
classification models following the 10-fold cross validation strategy which is 
demonstrated in Section 3.3.2. 
Five classification models are utilised to obtain the results. These models are binary 
relevance (BR) (Section 2.6.2.1), label powerset (LP) (Section 2.6.2.3), classification 
chains (CC) (Section 2.6.2.2), RAkEL (Section 2.6.2.5), and ML-kNN (Section 
2.6.2.6). RAkEL uses the label powerset as a parameter in its work. At the same time, 
C4.5 (J48) algorithm is employed as a basic single-label classifier for BR, LP, CC, and 
 
 
104 
 
RAkEl classifiers. While ML-kNN model is based on the single-label k-NN algorithm. 
The metrics used to evaluate the performance of MLC experiments in this chapter are 
explained in Section 3.4.3. 
3.4.3 Evaluation Metrics 
Evaluation in MLC differs from the evaluation of single-label classification, as each 
example in MLC is associated with more than one label at the same time. In the single-
label problems, the classification of the given example either is correct or incorrect, 
whereas in multi-label problems, the classification process may be partially correct or 
partially incorrect (Santos & Canuto 2012). This is because the classifier may correctly 
assign some labels and incorrectly assign other labels. For this reason, the evaluation 
performance of multi-label classification methods is much more difficult than single-
label classification methods (Kommu, Trupthi & Pabboju 2014; Zhang & Zhou 2014). 
In these experiments, a group of metrics has been investigated to evaluate the system’s 
performance. Some of them measure the accuracy that represents the correct 
classification, while other metrics represent the incorrect classification process. In 
general, MLC metrics can be classified into two categories: example-based metrics 
and label-based metrics (Zhang & Zhou 2014; Read et al. 2011). 
3.4.3.1 Example-Based Metrics 
Example-based metrics evaluate the performance of the system for each test example 
individually; the average is then taken for all the test examples (Zhang & Zhou 2014). 
Among them are: 
• Hamming Loss (HLoss) is a misclassification measure, which indicates the 
value of the misclassification of the example-label pair, i.e., the prediction 
of the label which does not belong to the example or to a label belonging to 
the example which is not predicted. A smaller value of HLoss indicates 
fewer  classification errors and therefore a better performance of the system 
(Yu, Pedrycz & Miao 2014; Nasierding & Kouzani 2010). HLoss can be 
defined as: 
   
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• F1-Measure is the integration of precision and recall. Precision is an 
indication of the percentile of correct positive examples from all the 
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examples that are classified as positive by the classification algorithm. 
The recall is the percentile of the examples that are positively classified 
by a classification algorithm (Santos and Canuto 2012). F1-Measure 
can be defined as: 
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• Average precision (avgprec) estimates the mean fraction of the relevant 
labels ranked greater than a certain label  𝑦 ∈  Y (Zhang & Zhou 2014). 
The following equation can be used to calculate the average precision: 
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3.4.3.2 Label-Based Metrics 
These metrics evaluate the performance of the system for each class label individually, 
and the average for all class labels is then considered (Zhang and Zhou 2014). 
• Micro-average (Mic-averaging). This metric is defined as: 
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where m is the number of examples, Yi is the number of labels, zi is the set of predicted 
labels, and L is the number of labels. Tp, Fp, Tn and FN represent the number of true 
positives, number of false positives, number of true negatives, and the number of false 
negatives for a binary evaluation of the labels (Tsoumakas, Katakis & Vlahavas 2009). 
For F1-Measure, avgprec and Mic-averaging, which are the opposite of HLoss, the 
optimal performance prediction of the system is indicated by the greater value 
provided by these metrics. The evaluation results for the MLC experiment 
encompassing all the feature techniques, classification models and different feature 
vectors are given in Section 3.5.3. 
3.4.4 Experimental Results  
Preliminary results were obtained from the experiments implemented in this section. 
These experiments were performed to evaluate multi-label classification methods for 
face images. The results evince the effectiveness of the different classifiers utilised as 
well as the influence of the number of features in the feature vectors. Before revealing 
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the results obtained, it is worthwhile to mention that the experimental results are 
derived from the Yale database, which consists of frontal faces captured under various 
conditions of lighting changes, different facial expressions and occlusions (wearing 
glasses/beard/moustache). 
3.4.4.1 Results for Different Classifier Models  
Figures 3.14–3.17 illustrate the performance of the system according to the evaluation 
metrics which are considered in this chapter (HLoss, F1-Measure, avgprec and Mic-
averaging) for each classifier considered in this experiment. HLoss, F1-Measure, 
avgprec and Mic-averaging metrics are calculated by employing equations 3-2 to 3-5, 
respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.14: HLoss metric for BR, LP, CC, RAkEl and ML-kNN. 
Figure 3.15: F1-Measure metric for BR, LP, CC, RAkEl and ML-kNN. 
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It can be seen from Figures 3.14–3.17 that each classification model displays a 
different type of effectiveness than other classifiers on the tested data. In general, for 
all feature vectors, results reveal the outperformance of RAkEL, ML-kNN and BR 
over the rest of the classifiers, which are LP and CC. 
3.4.4.2 Results for Different Number of Features  
In this section, the effect of the number of features on the performance of each of the 
certain classification model in each feature vector will be investigated. More 
specifically, the behaviour of each metric used to measure the effectiveness of the 
system will be demonstrated by changing the number of features that have been 
obtained from the facial images. Figures 3.18–3.21 show the performance of the 
system according to the metrics (HLoss, F1-Measure, avgprec and Mic-averaging) on 
each classifier when the number of features is decreased from 268 in feature vector 1 
to 108 in feature vector 3. 
 
 
Figure 3.16: avgprec metric for BR, LP, CC, RAkEl and ML-kNN. 
Figure 3.17: Mic-averaging metric for BR, LP, CC, RAkEl and ML-kNN. 
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Figure 3.18: The effect of the number of features on HLoss. 
Figure 3.19: The effect of the number of features on F1-Measure. 
Figure 3.20: The effect of the number of features on avgprec. 
Figure 3.21: The effect of the number of features on Mic-averaging. 
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3.4.5 Discussion  
This section presents discussion of the results obtained in Sections 3.4.4.1 and 3.4.4.2. 
The performance of different classification models is demonstrated in Figures 3.14–
3.17. In general, results reveal the effectiveness of RAkEL, ML-kNN and BR 
classifiers over the other classifiers, which are LP and CC. 
It can be concluded from the Figures 3.14–3.17 that: 
1. For the HLoss metric shown in Figure 3.14, it is clear that RAkEl and ML-kNN 
give the lowest values for HLoss in both feature vector 2 and feature vector 3. 
Conversely, the highest values for HLoss (worst result) are given by LP and 
CC classifiers. It is important to note that, RAkEL improved the performance 
of LP by treating each subset of labels separately by a certain classifier. Also, 
ML-kNN is considered as a base classifier (i.e., it depends on k-NN classifier). 
For feature vector 1, there are highly similar values for HLoss in all models, 
with a minor for the two models RAkEL and ML-kNN. 
2. For the F1-Measure shown in Figure 3.15, the results of all classification 
models show the outperformance of the two models ML-kNN and RAkEL for 
feature vector 1 over the remaining models. For feature vector 2, it is observed 
that RAkEL has the best performance since it has the highest F1-Measure 
value. The second best performance is recorded to the BR model. For feature 
vector 3, the BR classifier has the highest value for F1-Measure, whereas CC, 
RAkEL, and ML-kNN have similar values for F1-Measure. Conversely, LP 
has the worst performance via the lowest value of F1-Measure recorded in 
feature vector 3. The reason behind the outperformance of the BR over other 
classification models in feature vector 3 can be attributed to the suitability of 
the BR to perform better when fewer numbers of features are considered. 
3. In Figure 3.16,  the avgprec metric has had varying results as well. It is noted 
that, for all feature vectors, the highest values were obtained from the two 
classifiers ML-kNN and RAkEL, while BR has also shown competitive results. 
In contrast, the LP model yielded the lowest value and the worst result obtained 
among all feature vectors. That is attributed to the same reason mentioned 
previously in Figure 3.15, which is that ML-kNN is a base classifier. Also, 
RAkEL improved the performance of the LP model that is considered as a base 
classifier for RAkEL in this experiment. 
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4. Finally, Mic-averaging in Figure 3.17 also reveals superior results for each 
ML-kNN followed by BR and RAkEL for all feature vectors considered. 
Conversely, it is seen that the LP classification model gave the worst results by 
recording the lowest value observed for Mic-averaging metric for all the 
feature vectors. These results also confirm the outperformance of the models 
ML-kNN and RAkEL for the reasons previously described. BR also has very 
high performance, particularly with feature vector 3, which contains the 
minimum number of features. 
The effect of changing the number of features is demonstrated in Figures 3.18–3.21. 
Different behaviours were observed in the system’s performance by changing the 
number of features. It can be concluded from the Figures 3.18–3.21 that: 
1. Figure 3.18 illustrates the effect of changing the number of facial features on 
the HLoss in each classifier. The performance improvement of the model BR 
can be observed, especially in the case of decreasing the number of features 
from 238 to 168 by diminishing the value of HLoss. Interestingly, BR starts 
with a moderate HLoss value among the other classifiers used on feature vector 
1. BR performance is improved when the number of features is reduced to 
reach the best level of performance in the case of the fewest number of features 
considered in feature vector 3. Furthermore, it is observed that according to 
HLoss metric, BR outperforms all other classification models (PL, CC, 
RAkEL, and ML-kNN) in feature vector 3, which includes the fewest number 
of features. That is due to the possibility that BR performs better when a fewer 
number of features is considered. Contrary to BR, the performance of LP 
degraded with the decrease of the number of features. The CC model maintains 
its performance when the number of features is decreased from 238 to 168, 
while the performance rises when further reducing the number of features from 
168 in feature vector 2 to 108 in feature vector 3. According to the HLoss 
metric, the model with the unstable performance is RAkEL. RAkEL improves 
its performance when the number of features is reduced from 238 to 168. The 
performance is degraded when the number of features is decreased from 168 
to 108. The reason for this could be that the classifier has been over-trained. 
Finally, a minor degradation of the performance of ML-kNN is observed when 
the number of features considered is decreased. 
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2. The effect of decreasing the number of facial features on the F1-Measure is 
depicted in Figure 3.19. From the Figure 3.19, BR improves its performance 
by increasing the value of the F1-Measure with the decreasing number of 
features. As previously mentioned, this emphasises that BR performs better in 
the case of fewer number of features. In contrast, the performance of LP is 
slightly decreased with the decreasing number of features. The F1-Measure for 
the CC classifier has slightly degraded performance when the number of 
features is decreased from 238 to 168, while it has a noticeable rise in 
performance when the number of features is further decreased from 168 to 108. 
RAkEL also had an unstable performance when its F1-Measure increased in 
value after the number of features decreased from 238 to 168. It then degraded 
its performance when the number of features  was further decreased from 168 
to 108. This also affirms what has been mentioned in relation to the difficulty 
in estimating the performance of this model when changing the number of 
features. 
3. Figures 3.20 and 3.21 have different characteristics than Figures 3.18 and 3.19. 
It can be observed from these two figures (3.20 and 3.21) that the dominant 
aspects of the majority of classification models are the stability (or slight 
changes) to the values of the two metrics used in these figures, which are 
avgprec and Mic-averaging. However, the BR model has dissimilar behaviour 
in comparison to other models. It is possible to observe that BR has a noticeable 
improvement in its performance according to avgprec in Figure 3.20 when the 
number of features decreases from 238 in feature vector 1 to 168 in feature 
vector 2. The improvement continues to a lesser extent when the number of 
features decreases from 168 in feature vector 2 to 108 in feature vector 3. That 
is attributable to the same reason that BR performs better with the feature 
vector that has fewer number of features. ML-kNN and CC both have similar 
behaviour for both metrics avgprec and Mic-averaging when the number of 
features considered is decreased. What is observed for the ML-kNN classifier 
is that it has a stable performance for avgprec and Mic-averaging, while it is 
slightly affected with HLoss and F1-measure. That means ML-kNN is 
somewhat influenced when the number of features is decreased. 
 
 
112 
 
3.5 Conclusion  
This chapter provides some preliminary experiments of face classification utilising 
both classification schemes, single-label classification and multi-label classification. 
It is worth mentioning that all face classification experiments performed in this chapter 
are carried out on the basis of attributes-based face classification, whether using single-
label classification or multi-label classification. While single-label classification of 
face images has been extensively studied, it is the beginning for face classification 
utilising multi-label scheme. Once again, single-label classification experiments were 
focused on comparison between feature extraction techniques, while multi-label 
classification experiments were focused on classification algorithms for MLC. 
Single-label face classification experiments used several methods, namely, 
Eigenfaces, DWT, Gabor wavelet, SIFT and LBP to obtain discriminative features of 
the face images. The aim of this study was to determine which techniques are robust 
under conditions of intense illumination, turn, tilt and slant of head variation, scale 
variation, occlusion and expression variation. Experiments were performed on face 
images from publicly available databases. Different performance levels are achieved 
based on the facial attributes to be classified. DWT achieved the best classification 
rate for gender and age. LBP also gave good results in the facial attributes 
classification, achieving the best results for race classification. Finally, the Gabor 
technique also achieved good results for the classification of some face attributes. 
The robustness of DWT comes from the isolation of high-frequency components (such 
as expression and illumination variation) from the low-frequency components which 
hold the majority energy of the image. The robustness of LBP in the field of facial 
attributes classification comes from the effectiveness of the texture representation of 
face images. The reason behind the good performance of the Gabor technique is that 
it is robust for texture representation, especially under moderate illumination 
conditions, different expression variation, and moderate occlusion from wearing 
glasses and/or having a beard. The Gabor technique provides robust representation of 
edges which makes it suitable to represent the wrinkles and furrows in the human face 
which appear as a result of ageing, and are distinguishable for persons older than 60 
years. 
For multi-label classification experiments, three vectors that describe the face images 
with a different number of features are collected by employing feature extraction and 
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projection techniques. These features are unified in a specified vector to represent a 
variety of demographic facial information (gender, age and race), in addition to the 
expression which represents the emotions of each facial image. Various metrics have 
been used to evaluate the performance of the proposed face recognition scheme that is 
related to MLC. Five different MLC models, namely (BR, LP, CC, RAkEL, and ML-
kNN) were employed to provide a diversity of results on the derived feature vectors. 
Some of these results reflect the suitability of these models for this type of application. 
This suitability is evidenced by good evaluation results compared with other 
classification models. More specifically, BR, RAkEL, and ML-kNN have 
demonstrated better performance than other models which are LP and CC. 
Furthermore, the difference in the number of representative features with the same 
labels does not necessarily lead to considerable variation in the results obtained. In 
other words, the results were frequently close to each other in the three feature vectors 
for the same classifier. A broad range of results was obtained by using a variety of 
classification models in addition to various evaluation metrics in this experiment. The 
significant observation from these results is that decreasing the number of features 
does not necessarily lead to performance degradation of the system. On the other hand, 
some of the results revealed an apparent stability of the performance of some 
classifiers when the number of features in the vector were reduced. 
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Chapter 4 
Texture Analysis for the Classification of Facial Attributes  
4.1 Introduction 
The extensive survey presented in Chapter 2 of this thesis provides a comprehensive 
view of the majority of methods and techniques used in the task of feature extraction 
for face recognition (FR). This survey showed the extent to which each of the presented 
techniques can withstand the challenges that might be encountered by the FR system. 
In general, the survey explained that the presented techniques were used to extract 
features for FR or to classify facial attributes separately. While the former (face 
recognition) seeks to achieve a comparison between the new test face with all face 
images previously stored in the gallery, and to find the gallery face that matches the 
new face; the latter (separate facial attributes classification) is concerned with the 
classification of the face images according to a particular facial attributes, in which the 
attributes can be derived from demographic information (gender, age and race) or 
expressive information that reveals the person’s emotions. However, in all cases 
mentioned in the survey (i.e., face recognition or facial attributes classification), the 
classification process was performed using the single-label classification paradigm, 
and there is no combination between them. However, Chapter 1 has mentioned the 
importance of the topic of FR and the wide range of applications that can benefit from 
FR systems encompassing governmental, commercial or personal levels (refer to 
Section 1.2 in Chapter 1 for more detail). The broad area of FR applications has 
increasingly strengthened the importance of the FR task. Furthermore, improving FR 
performance is one of the significant interests of recent research. Generally speaking, 
any FR system consists of two main steps. These steps are feature extraction and 
classification. In the feature extraction step, the system obtains the optimal features 
that better describe the face image. In Chapter 2, the popular techniques are categorised 
either as a spectral category (Section 2.3.1) or spatial category (Section 2.3.2). In order 
to improve the performance of the FR system, at least one of these steps should be 
improved. Returning to the feature extraction part of FR presented in the survey in 
Chapter 2, it is found that texture holds beneficial information for FR (Ahonen, Hadid 
& Pietikäinen 2004). In this context, the face can be treated as a synthesis of micro 
patterns of textures (Suruliandi, Meena & Rose 2012). Local Binary Patterns (LBP) 
(Ojala, Pietikäinen & Harwood 1996) and its derivatives, which are Compound Local 
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Binary Patterns (CLBP) (Ahmed et al. 2011) and Non-Redundant Local Binary 
Patterns (NRLBP) (Nguyen et al. 2010) have all been proposed as texture analysis 
techniques for face description. These techniques have been effectively used in FR, 
facial expression recognition and object detection, and they are presented in Section 
2.3.2.2. In contrast to Gabor wavelets, which have a heavy computational burden, 
LBP, CLBP and NRLBP are characterised by their effectiveness, simplicity, and for 
being invariant for factors such as illumination change, noise and computational 
efficiency (Ahonen, Hadid & Pietikäinen 2004; Suruliandi, Meena & Rose 2012). In 
the second step, the classifier identifies the features related to classes (Nguyen et al. 
2010). Several classification models have been utilised, amongst them, Support Vector 
Machine (SVM), k-Nearest Neighbour (k-NN) and C4.5. These models are known as 
single-label classification models. 
This chapter will address the first and second research questions of this thesis: 
1. How can we devise facial representation which is robust against illumination 
variation, rotation, scale, translation, occlusion in Face95 database (University 
of Essex), FERET database (Face Recognition Technology) and Yale database 
(University of Yale) and time-lapse in FERET database)? 
2. Is there any other classification paradigm more suitable for facial images? 
Motivated by the above-mentioned characteristics of texture analysis techniques, this 
chapter proposes new methods for facial feature extraction to be utilised in face 
classification. These methods are known as polar local binary patterns (P-LBP), polar 
compound local binary patterns (P-CLBP) and polar non-redundant local binary 
patterns (P-NRLBP) by applying LBP and two of its derivatives, CLBP and NRLBP, 
on polar images. These methods are evaluated by classifying face images utilising four 
facial attributes (three of them are demographic attributes representing gender, age and 
race) and the fourth one is a facial expression attribute. Hence the proposed methods 
(P-LBP, P-CLBP and P-NRLBP) will be used to extract the representative facial 
features related to gender, age category, race and expression attributes, and the face 
images will be classified accordingly. 
In contrast with previous work on the classification of facial images that used 
traditional single-label classification, where the face image is either correctly or 
incorrectly classified, some of the experiments performed in this chapter use another 
classification paradigm, MLC, in which the classification can be partially correct or 
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partially incorrect (Santos & Canuto 2012). This is because the classifier may correctly 
assign part of the labels and incorrectly assign other labels. In addition, facial images 
were classified using the traditional single-label classification paradigm in other 
experiments. 
Gender, age category and expression attributes, along with their associated classes, are 
therefore the same as those listed in Table 3.1. However, the race attribute has been 
changed as the FERET database, which is used for race classification, includes more 
races. In this context, the races that are considered in the experiments in this chapter 
are: European, African, Middle Eastern, South Asian, East Asian and Hispanic. 
This chapter proposes new methods for representative facial feature extraction. These 
new methods are used in the classification of facial images using MLC. Furthermore, 
the classification performance using MLC is further improved by utilising clustering-
based multi-label classification (CBMLC). Finally, the proposed methods are used in 
the classification of face images according to facial attributes using single-label 
classification.  
The rest of the chapter is organised as follows: New feature extraction methods based 
on texture analysis are presented in Section 4.2. Section 4.3 describes the facial 
databases used in this chapter. The application of the proposed methods on the multi-
label classification of the facial images is presented in Section 4.4. The application of 
the proposed methods on the clustering-based multi-label classification (CBMLC) of 
the facial images is presented in Section 4.5. The proposed methods are also applied 
on face classification using single-label classification paradigm in Section 4.6. 
Experimental results of the proposed methods for each classification paradigm are 
provided in the corresponding subsections. Finally, the conclusion is expressed in 
Section 4.7. 
4.2 Proposed Texture Analysis Feature Extraction Methods 
This section describes the proposed methods for feature extraction, yet these methods 
will be used to extract the representative feature from the face images in MLC and 
single-label classification experiments. The proposed methods are based on texture 
analysis of polar raster sampled images. LBP, CLBP and NRLBP are effective 
approaches for texture analysis of face images. These techniques for texture analysis 
give discriminative facial features. The motivation for the proposed approach is that 
effective feature extraction algorithms have leveraged polar raster sampled images. 
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Literature shows that representing images in polar space is effective for extraction of 
robust features which are invariant to translation, scale, and rotation (Frejlichowski 
2010). Polar images have been widely used in pattern recognition in general and FR in 
particular. Researchers have recorded significant improvement in the classification 
performance utilising polar images in their works. Amongst the algorithms that utilised 
polar raster sampled images are Zhang and Lu (2002) who presented their algorithm, 
which is known as Generic Fourier Descriptor (GFD), for shape classification. In this 
algorithm, the shape image is converted to polar space and a 2D Fourier transform is 
applied to the raster sampled polar shape image. Matschitsch et al. (2008) presented 
their work for iris recognition. In their work, the iris image is converted into polar 
space. For feature extraction, they defined two windows with different sizes. The 
average values of the pixels in each window is subtracted from the intensity pixel value 
of the polar iris image and it is considered as representative features. Oh and Kwak 
(2016) utilised polar space in FR. In their work, the face image is transformed from 
Cartesian space to polar space. LDA algorithm is then applied to project the face image 
in polar space into reduced size. Bhattacharjee (2014) introduced FR system based on 
an adaptive polar transform for visual and thermal images. In this approach, DWT 
using Daubechies-4 mother wavelet is used to decompose the polar visual and thermal 
images. Song and Li (2013) proposed a method for local feature extraction, namely, 
Local Polar DCT Features (LPDF). In this method, the image is mapped into polar 
plane. Discrete Cosine Transform (DCT) is then employed to extract local features. The 
DCT coefficients are then rearranged in a zig-zag scanning order (from low frequency 
to high frequency) yielding a one-dimensional feature vector. Bouvier et al. (2008) 
used Log-Polar Spectrum as a mouth image signature to classify the mouth images 
into opened or closed mouth. 
In the proposed methods, the image in polar space is used for feature extraction of 
facial attributes.  According to Frejlichowski (2010), polar descriptors can be obtained 
easily and quickly. In this kind of descriptor, the object is transformed from Cartesian 
space into polar space. Describing images in polar space is robust to translation, 
scaling and rotation (Frejlichowski 2010; Yang, Zhao & Lan 2010). Traver & Pla 
(2003) demonstrated that rotation invariance is achieved by cyclic shifting of the image 
rows by value in accordance with the angle of the main axis of the pattern. Scale 
invariance is achieved by shifting the image downward till there is an edge in the 
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bottom row. Polar coordinates (r,θ) are obtained from the 2D Cartesian coordinates 
(x,y) as shown below. 
   𝑟 = √(𝑥 − 𝑥𝑐)2 + (𝑦 − 𝑦𝑐)2                                                           (4-1) 
   𝜃 = arctan(
𝑦−𝑦𝑐
𝑥−𝑥𝑐
)                                                                             (4-2)  
where, (xc, yc) is the centroid of the 2D Cartesian image. An example of Cartesian 
space face image converted to polar space is given in Figure 4.1 below. 
The representative facial features are extracted from the image in polar space by using 
texture analysis techniques discussed in Section 2.3.2.2. The texture analysis 
techniques of LBP, CLBP, and NRLBP are applied to the rectangular image in polar 
transformed coordinates shown in Figure 4.1(b). LBP, CLBP and NRLBP applied in 
polar space are referred to as P-LBP, P-CLBP, and P-NRLBP respectively. In this 
chapter, P-LBP, P-CLBP and P-NRLBP are experimentally evaluated for facial 
attributes classification in both classification paradigms; single-label and multi-label 
classifications. The image in polar space is divided into N×N blocks; the LBP 
histogram is then derived from each block. Histogram values for all blocks are then 
concatenated to give the final description of the facial image. 
Equations 2-22, 2-24, 2-25 and 2-27 for LBP, CLBP and NRLBP in polar space are 
given in equations (4-3, 4-4, 4-5 and 4-6); respectively. 
  𝐿𝐵𝑃𝑃,𝑅(𝑙𝑐, 𝜏𝑐) = ∑ 𝑠(𝑓𝑃 − 𝑓𝑐)2
𝑚𝑃−1
𝑚=0                                               (4-3) 
 𝐶𝐿𝐵𝑃 −𝑠𝑖𝑔𝑛= {
𝑜, 𝑖𝑓(𝑓𝑃 − 𝑓𝑐) ≤ 0
1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒         
}                                                 (4-4) 
 𝐶𝐿𝐵𝑃 −𝑚𝑎𝑔= {
0, (𝑓𝑃 − 𝑓𝑐) ≤ 𝑀𝑎𝑣𝑔
1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒            
}                                              (4-5) 
(a) (b) 
Figure 4.1: Face image: (a) in Cartesian space and (b) in polar space. 
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𝑁𝑅𝐿𝐵𝑃𝑃,𝑅(𝑙𝑐, 𝜏𝑐) = 𝑚𝑖𝑛{𝐿𝐵𝑃𝑃,𝑅(𝑓𝑃 − 𝑓𝑐), 2
𝑃 − 1 − 𝐿𝐵𝑃𝑃,𝑅(𝑓𝑃, 𝑓𝑐)}     (4-6) 
The following section (Section 4.3) describes the databases that are used in the 
experiments in this chapter which are not used and described in previous chapters. 
Experiments in this chapter, especially for MLC use more classes than those used in 
the preliminary experiments in Chapter 3. For example, classes that have been 
considered for race attributes include European, East Asian, Middle Eastern and South 
Asian (see Table 3.1), whereas FERET database, which is used in this chapter, includes 
more classes for race attributes, such as African and Hispanic. Hence, it includes all 
races considered in this chapter. In addition, the databases used in this chapter contain 
face rotation, which represents one of the important challenges in FR.  
4.3 Face Databases  
In order to evaluate the performance of the proposed methods, several face databases 
can be used. These databases should meet the requirements of the proposed methods, 
especially regarding the facial attributes used, and which can be employed as labels 
that the face images will be classified into accordingly. In fact, it was difficult to find 
a face database containing all labels and their classes that can be adopted in this thesis. 
There may exist some databases that may include some of these labels, but 
unfortunately, there is no database containing all of these labels. Such databases can 
be used to classify face images using single-label classification paradigm, but not for 
multi-label classification. Therefore, in order to solve this problem, face images have 
to be collected from more than one database and combined into one database. The 
database should contain all the labels considered along with their classes. Another 
important point is that the images in the database should be taken under different 
variations. These variations represent challenges that adversely affect the performance 
of FR system. These challenges are discussed in Section 1.3. These variations include 
aging progression as well as variations resulting from changes in facial expression. In 
general, these factors are known as intrapersonal factors and change in these factors 
will result in changing the appearance of the person. Interestingly, these factors (or 
challenges) will be considered as labels in MLC and the face images will be classified 
accordingly. In addition to these variations, the database should include other types of 
variations, such as illumination variations, scale variations, pose variations and 
occlusion.  
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In this chapter of the thesis, several databases have been considered in order to evaluate 
the robustness of the proposed methods. These databases include the FERET database 
(Phillips et al. 2000), PICS database (Hancock n. d.), Face95 database (Spacek 1995) 
and Cohn-Kanade (CK+) database (Kanade, Cohn and Tian 2000). Some of these 
databases cannot be used to classify faces using MLC, based on the fact that these 
databases do not contain all labels that are adopted in MLC; therefore, these databases 
are used for single-label classification. Other databases can be used in MLC after they 
are combined with other databases. However, the issue of determining which databases 
are used with single-label classification and which databases are to be used with multi-
label classification is postponed to the subsequent subsections that describe the 
experiments performed in this part of the thesis as this chapter includes experiments 
on both multi-label and single-label classification of the proposed methods. Therefore, 
these databases are already described in the chapters in which they were used. Of the 
databases that were previously used are Face95 database (Section 3.2.2) and CK+ 
database (Section 3.2.3). However, the FERET database and PICS database are 
described in the following subsections. 
4.3.1 FERET Database 
FERET has been widely used with FR systems. There are 14,126 images in this 
database, distributed over 1564 image sets of 1199 subjects. Images in this database 
are taken under different conditions. This database has variations in gender, age 
category and race. However, the FERET database does not include all facial 
expressions. The FERET database has both frontal images and poses with rotated faces 
at different degrees in the range of -90o to +90o. In addition, to pose variations, the 
FERET database has facial images captured under different illumination variations and 
facial occlusion. The facial occlusion is represented by glasses, beards and 
moustaches. Images in the FERET database were captured in 15 sessions during three 
years. In all sessions, the same physical set up was used to keep the consistency for all 
images in the database. For some subjects, a period of over two years elapsed between 
the first and last sessions for those subjects photographed multiple times. Samples 
from the FERET database are given in Figure 4.2. 
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4.3.2 PICS Database 
PICS is a collection of face images organised into sets. Each set represents a separate 
experiment. From this database, three sets were chosen, which include colour images 
useful for this thesis, namely, Aberdeen, PAIN, and Utrecht ECVP. The Aberdeen set 
includes 687 colour images of 90 individuals (with a different number of images for 
each individual) collected from Ian Craw, Aberdeen. This set has variations in lighting 
conditions and various viewpoints (22o, 45o, 67o and 90o). The PAIN set includes 
colour images of 23 white individuals (13 women and 10 men) with different facial 
expressions. In addition to expression variations, this set also includes face images 
with 45o and full profile (90o) images. These images represent all expressions 
considered in this part of the thesis (neutral, happiness, sadness, anger, fear, disgust 
and surprise). The Utrecht ECVP set consists of 131 images collected of 69 individuals 
(49 men and 20 women). The images in this set were collected from individuals at the 
European Conference on Visual Perception in Utrecht, 2008), two images for the 
Figure 4.2: Samples from the FERET database. 
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majority of people with a smile and neutral expressions. As a total, 913 images were 
collected from the PICS database. Figure 4.3 shows image samples in these sets. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) 
(b) 
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4.4 Experiments on Multi-Label Classification 
This section presents the application of the proposed methods (which are described in 
Section 4.2) on multi-label classification. In these experiments, the proposed methods 
were applied for demographic information (gender, age category and race) and 
expression information classification utilising multi-label classification (MLC) 
paradigm. 
Representative facial features are extracted via texture analysis using different LBP 
operators. Particularly, LBP with (P= 8, 16) and (R=1, 2) are considered in the 
experiments in this section. LBP code images for both Cartesian and polar images 
using different values of P and R are shown in Figure 4.4 and Figure 4.5, respectively. 
 
 
 
 
 
(c) 
Figure 4.3: Samples from the PICS database (a) Aberdeen set (b) PAIN 
set and (c) Utrecht ECVP. 
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These experiments are employed on face images with multiple labels (MLC). The 
experiments are performed on face images which are collected from two databases, 
namely the FERET database and the PAIN set from the PICS database. The facial 
images are collected from these two databases to ensure that the collection of face 
images used in the experiments contains all labels and classes listed above. The 
FERET database includes diversity in gender, age and race. However, it does not 
include all facial expressions. The PAIN set from the PICS database includes all facial 
expressions needed in this work for European male and female subjects. The lack of 
(a) (b) 
(c) (d) 
Figure 4.4: (a) Original Cartesian image, (b) LBP code image (P=8,R=1), (c) 
LBP code image (P=8,R=2) and (d) LBP code image (P=16,R=2). 
(a) (b) 
(c) (d) 
Figure 4.5: (a) Original polar image, (b) LBP code image (P=8,R=1), (c) LBP 
code image (P=8,R=2) and (d) LBP code image (P=16,R=2). 
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facial expressions in the FERET database is compensated for by adding images from 
the PAIN set of the PICS database. 
From the FERET database, 105 subjects were selected to encompass all age categories 
and races, for both genders. Five images were selected for each subject to represent 
different pose variations (including full profile images with 90o face rotation) in 
addition to frontal images. So, a total number of 525 images were considered from the 
FERET database. For the PAIN set of the PICS database, all subjects were considered 
in our experiments (13 females and 10 males). Images that represented full profiles 
(90o rotation), 45o rotation, as well as frontal images, were chosen. These images 
represented all expressions considered in these experiments (neutral, happiness, 
sadness, anger, fear, disgust and surprise). The number of images that represented 
facial expressions was not equal for all subjects in this database, so the number of 
images that were chosen from this database varied from subject to subject. A total 
number of 372 facial images were selected from this database. Accordingly, the total 
number of images selected from these two databases was 897 images. Figure 4.6 shows 
the block diagram of the proposed facial attributes classification utilising MLC. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6: Block diagram of the proposed face classification method utilising 
proposed methods and MLC. 
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As shown in the Figure 4.6, the face image (colour or grayscale) is presented to the 
system. The facial images are pre-processed for further processing in the subsequent 
steps (the pre-processing is similar to pre-processing step of Chapter 3, Section 3.3.2). 
The resultant face image (grayscale) is then converted from Cartesian space to polar 
space using equations 4-1 and 4-2. The grayscale in polar space is then divided into 
local sub-regions (blocks). This step is explained in more detail in the following 
section, Section 4.4.1. In the next step, the representative texture feature extraction 
process is performed from each block in each grayscale image. In other words, each 
of the particular proposed texture analysis methods (P-LBP, P-CLBP or P-NRLBP) is 
applied on each of the particular blocks of the grayscale image. The feature vectors 
obtained from all blocks for each particular operator (P-LBP, P-CLBP and P-NRLBP) 
are concatenated into one feature vector. Finally, each feature vector obtained from 
each operator (P-LBP, P-CLBP and P-NRLBP) is reduced its dimensionality in a more 
compact subspace using PCA algorithm. The settings of these experiments are 
explained in Section 4.4.1. 
4.4.1 Experimental Settings 
In these experiments, the proposed texture analysis method is applied to perform the 
facial attributes classification utilising MLC. The facial attributes utilised in these 
experiments are gender, age category, race and expression. The facial attributes and the 
classes that are considered in these experiments are shown in Table 4.1. 
Table 4.1: Facial attributes (labels) with their classes for facial classification. 
Labels Classes 
Gender male, female 
Age (0–20), (21–40), (41–60), and (61–higher) 
Race 
European, African, Middle Eastern, South Asian, 
East Asian and Hispanic 
Expression neutrality, happiness, sadness, anger, fear, surprise and disgust 
The pre-processing is performed similarly to Chapter 3 in which the face images are 
cropped and resized into a fixed dimensionality and converted to grayscale. That is, the 
face images are cropped to retain the facial region useful for face recognition (see 
Figure 3.4). Then the face images are resized into a unified size which is 128×128 
pixels. Finally, the face images are converted to grayscale for feature extraction. The 
experiments are applied to grayscale facial images and the representative facial 
features are extracted from the grayscale images.  
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In these experiments, the facial image in the Cartesian and polar spaces is divided into 
a different number of horizontal and vertical non-overlapped blocks, the LBP 
histogram is computed for each particular block. Histograms for all blocks are then 
concatenated to generate the final feature vector that represents the face image. The 
dimensionality of the feature vector of each face image is reduced to n features using 
PCA algorithm. Dimension reduction is a trade-off between the accuracy of 
classification, memory storage requirement and the computational cost. Therefore, in 
these experiments, two parameters are used to evaluate the performance of the texture 
analysis techniques (LBP, CLBP, NRLBP, P-LBP, P-CLBP and P-NRLBP). The first 
parameter is the number of features that are selected by applying PCA algorithm for 
dimension reduction. The second parameter in these experiments is the number of non-
overlapped blocks (N×N) into which the facial images are divided into. N takes the 
values from 5 to 11 in which the face images are divided into 5×5 to 11×11 blocks. 
The size of the feature vector to represent the discriminative facial features will be 
N×N×t in which t is the number of features obtained from each block. In the case of 
using uniform operator with eight neighbours, P=8, the number of features t obtained 
from each block is 59, while in the case of using uniform operator with sixteen 
neighbours, P=16, the number of features obtained from each block is 243 (see Section 
2.3.2.2 for more details). Consequently, the lengths of the feature vector obtained 
utilising 5×5 blocks with eight neighbours, P=8, and sixteen neighbours, P=16, are 
(5×5×59=1475) and (5×5×243=6075), respectively, while the lengths of the feature 
vector obtained utilising 11×11 blocks with eight neighbours, P=8, and sixteen 
neighbours, P=16, are (11×11×59=7139) and (11×11×243=29403), respectively. To 
investigate the effect of the number of features in the feature vector on the 
classification performance, n features of each feature vector were used. The parameter 
n takes values from 25 to 200. Feature vectors are created with each value of n and the 
experimental results are obtained for the six methods. 
All comparable methods are evaluated using 10-fold cross-validation strategy. This 
strategy is explained in Section 3.3.1. 
MLC is performed using BR, CLR and RAkEL algorithms. These algorithms are 
described in Chapter 2; see sections 2.6.2.1, 2.6.2.4 and 2.6.2.5, respectively. BR and 
CLR use Naïve Bayes as a base classifier to train the fundamental single-label 
classifier, while RAkEL uses label powerset (LP) as multi-label classifier base which, 
in turn, uses Naïve Bayes as a base classifier. In this context, the size of the label subset 
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(k=3), number of models (m=2k) and the threshold value of 0.5 are considered in these 
experiments.  
Regarding the considered face images, various texture analysis descriptors are 
obtained using different texture analysis operators (LBP, P-LBP, CLBP, P-CLBP, 
NRLBP, and P-NRLBP) considering eight and sixteen neighbours (P=8, 16) and one 
and two-pixels radius (R=1, 2). The evaluation results for MLC experiments are given 
in Section 4.4.2. 
4.4.2 Experimental Results for Multi-Label Classification 
In the evaluation experiments, the proposed methods, namely, P-LBP, P-CLBP, and 
P-NRLBP are compared with the base methods, namely, LBP, CLBP and NRLBP, 
after which the parameters related to the comparable methods are analysed.  
The experiments are performed on the face images collected from two databases as 
these experiments are applied utilising MLC which requires multiple labels to be 
performed. Once again, unfortunately, there is no available database that includes all 
the labels considered in these experiments. Therefore, images from the FERET and 
PAIN set from the PICS database are combined to ensure all labels will be available 
in the database used. Overall, the collected database includes all labels required along 
with all classes. The face images included in the new database remarkably have 
variations in pose, illumination, expression, occlusion (glasses, beard, moustache, 
earrings and moderate make-up) and interval time for photo capturing as previously 
mentioned. 
Experimental results utilising MLC are conducted using BR, CLR and RAkEL models 
as explained above. Evaluation performance of the texture analysis methods is 
measured using Hamming Loss (Yu, Pedrycz & Miao 2014; Nasierding & Kouzani 
2010) and F1-measure (Santos & Canuto 2012) explained in Section 3.4.3.1 in Chapter 
3. Evaluation results of the comparative methods are given in Section 4.4.2.1. In Section 
4.4.2.2, the face image classification for feature vectors of different dimensions is 
addressed. Section 4.4.2.3 describes face image classification when the face image is 
divided into a different number of blocks. 
4.4.2.1 Comparative Results 
The classification performance of the proposed methods (P-LBP, P-CLBP, and P-
NRLBP) are compared with LBP, CLBP, and NRLBP regarding HLoss and F1-
measure in MLC. The experimental results are tabulated in the Tables 4.2–4.4 using 
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uniform texture analysis operators with eight and sixteen neighbours (P=8,16) and one 
and two-pixels radius (R=1,2) (i.e., 𝐿𝐵𝑃8,1
𝑢2, 𝐿𝐵𝑃8,2
𝑢2, and 𝐿𝐵𝑃16,2
𝑢2  operators). Results 
show that P-LBP, P-CLBP and P-NRLBP clearly outperform LBP, CLBP and NRLBP, 
respectively. The improvement in the classification performance obtained from texture 
analysis methods applied to polar images is attributed to the following: In transforming 
the face image from Cartesian space to polar space, significant facial parts including 
eyes, nose and mouth are mapped to the central part of the image. This improves the 
classification performance (Oh & Kwak 2016). The superiority of the proposed 
methods is clear in both metrics, namely, HLoss and F1-measure. More specifically, in 
terms of HLoss measurement, it can be seen that P-CLBP and P-NRLBP give lower 
values than other methods using all classifiers and considering a different number of 
neighbours (P) and number of pixel radius (R); lower HLoss values indicate better 
performance of the system. On the contrary, larger F1-measure indicates better 
performance of the system. Tables 4.2, 4.3 and 4.4 confirm the superiority of the 
proposed P-CLBP and P-NRLBP methods in terms of HLoss and F1-measure. In many 
cases, P-NRLBP gives better results than P-CLBP. P-CLBP has the best performance 
when using RAkEL classifier with (P=16 and R=2). 
The results showed that P-CLBP outperformed CLBP in all cases (for all classifiers 
considered with varying number of neighbours and pixel radius). Also, P-NRLBP 
outperformed NRLBP in all cases. For LBP versus P-LBP, there is no clear winner for 
the different operators and different classifiers. 
As a comparison of the performance of the different LBP operators considered (i.e., 
different number of neighbours P and different number of pixel radius R), results show 
the superiority of 𝐿𝐵𝑃16,2
𝑢2  over the other two operators. As a comparison between the 
results obtained from the texture analysis operators utilising different number of 
neighbours and pixel radius, it is found that texture analysis operators with sixteen 
neighbours and two-pixels radius (i.e., P=1,6, R=2) gave better results than texture 
analysis operators with other numbers of neighbours and pixel radius (i.e., P=8, R=1 
and P=8, R=2). 
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Table 4.2: The performance of multi-label classification models (BR, CLR and 
RAkEL) for LBP, CLBP, NRLBP, P-LBP, P-CLBP and P-NRLBP with 50 features 
when P=8, R=1. 
Measurement BR CLR RAkEL 
HLoss 
LBP 0.1934 0.1897 0.1625 
P-LBP 0.1586 0.1578 0.1554 
F1-measure 
LBP 0.5996 0.6176 0.6442 
P-LBP 0.6074 0.6148 0.6194 
HLoss 
CLBP 0.1838 0.1715 0.1569 
P-CLBP 0.1427 0.1414 0.1365 
F1-measure 
CLBP 0.5982 0.6388 0.6494 
P-CLBP 0.6549 0.6641 0.6718 
HLoss 
NRLBP 0.1827 0.1681 0.1617 
P-NRLBP 0.1414 0.1395 0.1362 
F1-measure 
NRLBP 0.6328 0.6482 0.6474 
P-NRLBP 0.6565 0.6671 0.6723 
 
Table 4.3: The performance of multi-label classification models (BR, CLR and 
RAkEL) for LBP, CLBP, NRLBP, P-LBP, P-CLBP and P-NRLBP with 50 features 
when P=8, R=2. 
Measurement BR CLR RAkEL 
HLoss 
LBP 0.1690 0.1680 0.1536 
P-LBP 0.1587 0.1575 0.1582 
F1-measure 
LBP 0.6313 0.6414 0.6558 
P-LBP 0.6086 0.6179 0.6124 
HLoss 
CLBP 0.1608 0.1599 0.1477 
P-CLBP 0.1367 0.1363 0.1352 
F1-measure 
CLBP 0.6430 0.6532 0.6641 
P-CLBP 0.6692 0.6757 0.6755 
HLoss 
NRLBP 0.1590 0.1563 0.1512 
P-NRLBP 0.1357 0.1355 0.1338 
F1-measure 
NRLBP 0.6634 0.6610 0.6451 
P-NRLBP 0.6711 0.6777 0.6787 
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Table 4.4: The performance of multi-label classification models (BR, CLR and 
RAkEL) for LBP, CLBP, NRLBP, P-LBP, P-CLBP and P-NRLBP with 50 features 
when P=16, R=2. 
Measurement BR CLR RAkEL 
HLoss 
LBP 0.1616 0.1602 0.1491 
P-LBP 0.1753 0.1738 0.1661 
F1-measure 
LBP 0.6443 0.6550 0.6660 
P-LBP 0.5863 0.5970 0.6050 
HLoss 
CLBP 0.1547 0.1538 0.1444 
P-CLBP 0.1417 0.1406 0.1341 
F1-measure 
CLBP 0.6507 0.6601 0.6701 
P-CLBP 0.6612 0.6704 0.6796 
HLoss 
NRLBP 0.1533 0.1524 0.1513 
P-NRLBP 0.1407 0.1393 0.1364 
F1-measure 
NRLBP 0.6541 0.6640 0.6612 
P-NRLBP 0.6637 0.6728 0.6749 
 
4.4.2.2 Number of Features 
In this section, the size of the subspace is extensively varied to select the representative 
features of facial images. The results for HLoss and F1-measure are shown in Figures 
4.7–4.9 and Figures 4.10–4.12, respectively. The number of features is varied by using 
the PCA algorithm. It was found that the optimal number of features to represent the 
face image is in the range 100 to 200.  
Figures 4.7–4.9 show the performance of the texture analysis methods in term of HLoss, 
with the number of features from 25 to 200 with the interval of 25 for BR, CLR and 
RAkEL classifiers, respectively. The lower value of HLoss reflects better performance. 
The results exhibit that P-CLBP and P-NRLBP outperform other methods. Also, from 
Figures 4.7–4.9, it can be seen that despite the steep descent of the HLoss values of 
LBP, CLBP and NRLBP methods (as the number of features increases), they do not 
reach the performance levels of the two proposed methods P-CLBP and P-NRLBP, 
which affirms the superiority of these two methods. The P-LBP method performs well 
when the number of features is relatively small (25 and 50) and it continued to maintain 
its performance at this level without noticeable improvement, compared to the other 
methods. 
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Figure 4.7: Effect of the number of features on HLoss for face classification with 
BR model. 
Figure 4.8: Effect of the number of features on HLoss for face classification with 
CLR model. 
Figure 4.9: Effect of the number of features on HLoss for face classification with 
RAkEL model. 
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For the F1-measure, the performance of the six methods is depicted in Figures 4.10–
4.12. The figures show that P-CLBP and P-NRLBP have comparable performances. 
However, these methods clearly outperform other methods. The figures also show the 
stability and the superiority of P-CLBP and P-NRLBP methods for a different number 
of features, and for all classification models used (namely, BR, CLR and RAkEL). 
Figure 4.10: Effect of the number of features on F1-measure for face classification 
with BR model. 
Figure 4.11: Effect of the number of features on F1-measure for face classification 
with CLR model. 
Figure 4.12: Effect of the number of features on F1-measure for face classification 
with RAkEL model. 
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Although LBP, CLBP and NRLBP show an improvement with an increase in the 
number of features, there is a noticeable superiority with P-CLBP and P-NRLBP.  
4.4.2.3 Number of Blocks 
In this experiment, the face image is divided into a different number of blocks. The pre-
processed face image is divided into a grid of N×N non-overlapped equal-sized 
rectangular blocks, where N = 5, 6, …, 11. The uniform 𝐿𝐵𝑃8,1
𝑢2 operator is then applied 
to each block to create the LBP histogram for this block. LBP histograms for all blocks 
are then concatenated to create the high dimension feature vector. PCA algorithm is 
then applied to reduce the high dimensionality of the feature vector to 50 features. For 
example, if N is 5, the dimension of the feature vectors will be (5×5×59) =1475, while 
if N=11 the dimension of the feature vectors will be (11×11×59) =7139. Table 4.5 
shows the dimension of feature vectors for each value of N. 
Table 4.5: Number of features for each number of blocks. 
Number of 
blocks 
5 × 5 6×6 7×7 8×8 9×9 10×10 11×11 
Feature 
dimension 
1475 2145 2891 3776 4779 5900 7139 
 
The HLoss of the six texture analysis methods for varying the number of blocks is 
shown in Figures 4.13–4.15, which also show that P-LBP, P-CLBP and P-NRLBP have 
lower HLoss curves than LBP, CLBP and NRLBP for a different number of blocks and 
different classification models. This means that P-LBP, P-CLBP and P-NRLBP have 
better performance than LBP, CLBP and NRLBP. In particular, P-CLBP and P-NRLBP 
have the best performance. It can be observed that the increase in the number of blocks 
degrades the performance of LBP, CLBP and NRLBP considerably. On the other hand, 
the negative impact of increasing the number of blocks is small for the proposed 
methods, namely, P-LBP, P-CLBP and P-NRLBP. The optimal number of blocks that 
provide the best performance is when the image is divided into 5×5 and 6×6 blocks. 
For greater than 6×6 blocks, the HLoss curves rise sharply, especially for LBP, CLBP 
and NRLBP, irrespective of the classifier used. 
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The F1-measure of the six texture analysis methods are shown in Figures 4.16–4.18. 
Similar to HLoss metric, P-CLBP and P-NRLBP have better performance than the other 
methods in terms of F1-measure for different classifiers. From Figures 4.16–4.18, P-
CLBP and P-NRLBP have the highest F1-measure compared with other methods for a 
different number of blocks. Moreover, the figures reflect the stability of P-CLBP and 
P-NRLBP for a different number of blocks and different classification models. For all 
classifiers, the increase in the number of blocks degrades the performance of all 
Figure 4.15: Effect of the number of blocks on HLoss for face classification 
with RAkEL model. 
 
Figure 4.13: Effect of the number of blocks on HLoss for face classification with 
BR model. 
Figure 4.14: Effect of the number of blocks on HLoss for face classification with 
CLR model. 
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methods; however, P-CLBP and P-NRLBP have less deterioration than other methods, 
which indicates the superiority of these two methods over the other methods. 
 
4.4.3 Findings 
This section of the chapter utilises the characteristics of texture analysis and their 
advantages for attributes-based face classification. Novel approaches based on LBP 
and two of its variants, namely, CLBP and NRLBP have been proposed. The proposed 
Figure 4.16: Effect of the number of blocks on F1-measure for face classification 
with BR model. 
Figure 4.17: Effect of the number of blocks on F1-measure for face classification 
with CLR model. 
Figure 4.18: Effect of the number of blocks on F1-measure for face classification 
with RAkEL model. 
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methods are derived by applying texture analysis methods (LBP, CLBP and NRLBP) 
on facial images in polar space to form P-LBP, P-CLBP and P-NRLBP, respectively. 
Describing images in polar space is robust to rotation, scaling and translation. The 
proposed methods are compared with LBP, CLBP and NRLBP by applying multi-label 
classification models. The facial images are divided into N×N blocks to build their P-
LBP, P-CLBP and P-NRLBP histograms. The PCA algorithm was used to reduce the 
huge dimensionality into n principal components (features). 
Experimental results show that the proposed methods are effective and outperform 
LBP and its variants. Moreover, the proposed methods perform well under different 
conditions, which the face classification system suffers from, including time-lapse, 
expression variation, pose variation and partial occlusion. 
4.5 Experiments on Multi-Label Classification with Clustering 
This section presents the application of the proposed methods (P-LBP, P-CLBP, and P-
NRLBP) on MLC with clustering. As with Section 4.4, the same labels with their 
classes are considered for demographic and expression information (see Table 4.1). 
Representative facial features are extracted utilising texture analysis operators with 
different numbers of neighbours and pixel radius. More specifically, texture analysis 
techniques with four, eight and sixteen neighbours (P=4,8,16) and radius with one, two, 
three and four pixels (R=1,2,3,4) are considered. Hence, the facial images are analysed 
according to the following uniform texture analysis operators: 𝐿𝐵𝑃4,1
𝑢2, 𝐿𝐵𝑃8,1
𝑢2, 𝐿𝐵𝑃8,2
𝑢2, 
𝐿𝐵𝑃8,3
𝑢2, 𝐿𝐵𝑃16,2
𝑢2 , 𝐿𝐵𝑃16,3
𝑢2 , 𝐿𝐵𝑃16,4
𝑢2 . 
These experiments are employed on face images with multiple labels (MLC). The 
experiments are performed on face images which are collected from two databases, 
namely, the FERET database and the CK+ database. The facial images are collected 
from these two databases to ensure that the collection of face images used in the 
experiments contains all labels and classes considered. The FERET database includes 
diversity in gender, age and races. However, it does not include all facial expressions. 
CK+ database includes all facial expressions needed in this work for male and female 
subjects. The lack of facial expressions in the FERET database is compensated for by 
adding images from CK+ database. 
The steps are similar to those in section 4.4, but the clustering techniques were added 
to MLC. So, clustering-based multi-label classification (CBMLC) of face images is 
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performed in this section. The block diagram of the proposed facial attributes 
classification utilising CBMLC is shown in Figure 4.19. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As shown in the figure, the face image (colour or grayscale) is presented to the system. 
The facial images are pre-processed for further processing in the subsequent steps (the 
pre-processing is similar to the pre-processing step of Chapter 3, Section 3.3.2). The 
resultant face image (grayscale) is then converted from Cartesian space to polar space 
using equations 4-1 and 4-2. The grayscale in polar space is then divided into non-
overlapped blocks (this step is explained in more details in the following section, 
Section 4.5.1). In the next step, the representative texture feature extraction process is 
performed from each block in each grayscale image. In other words, each of the 
particular proposed texture analysis methods (P-LBP, P-CLBP or P-NRLBP) is 
Figure 4.19: Block diagram of the proposed face classification method utilising 
proposed methods and CBMLC. 
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applied on each of the particular blocks of the grayscale image. The feature vectors 
obtained from all blocks for each particular operator (P-LBP, P-CLBP and P-NRLBP) 
are concatenated into one feature vector. Finally, each feature vector obtained from 
each operator (P-LBP, P-CLBP and P-NRLBP) is reduced in dimensionality to a more 
compact subspace using the PCA algorithm. The feature vectors for facial images are 
clustered using clustering algorithms into k clusters. The feature vector for each 
particular face image is then classified using MLC models. The experimental settings 
of these experiments are explained in Section 4.5.1. 
4.5.1 Experimental Settings 
This section is dedicated to the experiments that are employed on face images utilising 
MLC with clustering. In other words, the proposed texture analysis methods are applied 
to perform facial attributes classification utilising MLC with clustering. The facial 
attributes that are considered as labels along with their classes are the same as the labels 
and classes considered in the experiments in Section 4.4 (see Table 4.1). Similar to the 
experiments presented in Section 4.4, the MLC is performed using BR, CLR and 
RAkEL algorithms. Those MLC classifiers employ the same base classifier and settings 
as in the experiments in Section 4.4. However, experiments in this section follow 
clustering-based multi-label classification (CBMLC) of face images in which the 
classification step is preceded by clustering (Nasierding, Tsoumakas & Kouzani 2009). 
In the clustering, the training data is grouped into k clusters (Nasierding, Tsoumakas & 
Kouzani 2009; Tsoumakas, Katakis & Vlahavas 2011). The clustering algorithms that 
are utilised in this section are Expectation Maximisation (EM) (Dempster, Laird & 
Rubin 1977) and simple k-means (Jain & Dubes 1988). MLC Algorithms are then 
applied on each cluster. The classification of a new instance is achieved by assigning 
this instance to the closest cluster, and then applying the corresponding MLC algorithm 
to classify it. In this context, each feature vector that describes a particular face 
represents an instance. So, the instances in the database are grouped into clusters that 
take values of k, where, k=2,4,6,8,10. The classification performance is evaluated for 
each cluster utilising clustering algorithms (EM and k-means) and MLC algorithms BR, 
CLR and RAkEL. The same performance measurements that were used in Section 4.4, 
namely, Hamming Loss and micro F1-measure are utilised in this section. 
The same pre-processing steps applied to the face images in the experiments presented 
in Section 3.3.1 are applied to the face images used in the experiments performed in 
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this section for CBMLC. The only exception is the face images are resized to 200×200 
pixels. 
In these experiments, the facial images are divided into a fixed number of 5×10 non-
overlapped blocks; the LBP histogram is computed for each particular block. 
Histograms for all blocks are then concatenated to produce the final feature vector that 
describes the particular facial image. The dimensionality of the feature vector of each 
particular face image is reduced to 50 principal components using PCA algorithms. As 
mentioned in Section 4.4, reducing the dimensionality of the representative facial 
feature into a more compact subspace is necessary as a trade-off between the 
classification accuracy, computation cost and memory requirements. 
In the experiments in this section, the parameters that are used to evaluate the 
performance of the texture analysis techniques (LBP, CLBP, NRLBP, P-LBP, P-CLBP 
and P-NRLBP) include: the number of neighbours (P), where P takes the following 
values (P=4,8,16), the number of pixels radius that are utilised in these experiments is 
determined by R, where R takes the following values (R=1,2,3,4), and the number of 
clusters that are utilised in the clustering algorithms is determined by the value of k, 
where k takes the following values (k=2,4,6,8,10). 
The size of the feature vector (number of principal components) to describe the facial 
images is determined by the number of blocks that the face image is divided into and 
the number of features obtained of each block (which, in turn, is determined by the 
number of neighbours P). In the case of using a uniform operator with four, eight, 
sixteen (P=4,8,16), the number of features obtained for each block is 15, 59 and 243, 
respectively. For the fixed number of blocks which is 5×10 blocks, the consequent 
lengths of the feature vectors obtained will be (5×10×15=750), (5×10×59=2950) and 
(5×10×243=12150). In order to investigate the effect of the number of groups that the 
representative facial feature vectors will be clustered into, k clusters of the clustering 
algorithms were used. The parameter k takes the values range (k=2,4,6,8,10). 
CBMLC experiments are performed on face images which are collected from two 
databases, namely, the FERET database (Phillips et al 2000) and the Cohn-Kanade 
(CK+) database (Kanade, Cohn & Tian 2000). As with the MLC experiments in Section 
4.4, the face images are collected from these two databases to ensure that the collection 
of face images used in the experiments contains all labels and classes mentioned above. 
The FERET database includes diversity in gender, age and race which represent three 
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labels. However, it does not include all facial expressions. The CK+ database includes 
all facial expressions which represent the fourth label for these experiments. The lack 
of facial expression in the FERET database is compensated by adding images from the 
CK+ database. The CK+ database was previously used in the practical comparative 
experiments in Chapter 3 and it is explained in more detail in Section 3.2.3. The FERET 
database has also been previously used in the MLC experiments in this chapter and 
explained in more detail in Section 4.3.1. In the CBMLC experiments, 1422 images 
were collected from 104 subjects in the FERET database and 1049 images were 
collected from 33 subjects in the CK+ database. For the FERET database, each subject, 
with a different number of images in the range of 5–44 images, was used in different 
conditions, including illumination variation, pose variation, occlusion (beard, 
moustache and with/without glasses) and time-lapse. For the CK+ database, each 
subject was used with a different number of images for each expression available for 
this subject (because not all expressions are available for each subject), which ranged 
from 5 to 10 images, depending on the degree of the clarity posed by the images of the 
exact expression. So, the total number of images used in these experiments was 2471 
images. The 10-fold cross-validation strategy is used to conduct the evaluation results 
for CBMLC experiments. The evaluation results of these experiments are given in 
section 4.5.2. 
4.5.2 Experimental Results for Multi-Label Classification with 
Clustering 
In this section, the comparative results of the MLC performance of the proposed 
methods, namely, P-LBP, P-CLBP and P-NRLBP are compared with the existing 
methods, namely, LBP, CLBP and NRLBP. These comparative results are conducted 
using the following operators: 𝐿𝐵𝑃4,1
𝑢2, 𝐿𝐵𝑃8,1
𝑢2, 𝐿𝐵𝑃8,2
𝑢2, 𝐿𝐵𝑃16,2
𝑢2 , 𝐿𝐵𝑃16,3
𝑢2  and 𝐿𝐵𝑃16,4
𝑢2 . 
The performance of MLC (with and without clustering) is measured in terms of HLoss 
and F1-measure. Section 4.5.2.1 presents the evaluation results of the comparative 
methods utilising the multi-label classification without clustering (i.e., MLC) for the 
above-mentioned operators, while Section 4.5.2.2 presents the evaluation results of the 
comparative methods utilising clustering based multi-label classification (i.e., 
CBMLC) for the same operators. 
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4.5.2.1 Results of the Comparative Methods 
Tables 4.6–4.11 show the evaluation performance of the proposed methods (P-LBP, P-
CLBP and P-NRLBP) and are compared with LBP, CLBP and NRLBP regarding 
HLoss and F-1 measure in MLC models, namely, BR, CLR and RAkEL. 
Table 4.6: The performance of multi-label classification models (BR, CLR and 
RAkEL) for LBP, CLBP, NRLBP, P-LBP, P-CLBP and P-NRLBP when P=4, R=1. 
 
 
 
 
 
 
 
Table 4.7: The performance of multi-label classification models (BR, CLR and 
RAkEL) for LBP, CLBP, NRLBP, P-LBP, P-CLBP and P-NRLBP when P=8, R=1. 
 
 
 
 
 
 
 
 
 
 
 
 
Measurement BR CLR RAkEL 
HLoss 
LBP 0.1396 0.1345 0.1188 
P-LBP 0.1202 0.1157 0.1068 
F1-measure 
LBP 0.6807 0.7003 0.7274 
P-LBP 0.7115 0.7274 0.7467 
HLoss 
CLBP 0.1396 0.1345 0.1141 
P-CLBP 0.1202 0.1157 0.1033 
F1-measure 
CLBP 0.6807 0.7003 0.7344 
P-CLBP 0.7115 0.7274 0.7512 
HLoss 
NRLBP 0.1344 0.1391 0.1141 
P-NRLBP 0.1205 0.1305 0.1054 
F1-measure 
NRLBP 0.6941 0.6663 0.7387 
P-NRLBP 0.7104 0.7090 0.7516 
Measurement BR CLR RAkEL 
HLoss 
LBP 0.1428 0.1383 0.1241 
P-LBP 0.1277 0.1236 0.1129 
F1-measure 
LBP 0.6828 0.7010 0.7216 
P-LBP 0.7008 0.7161 0.7355 
HLoss 
CLBP 0.1450 0.1285 0.1300 
P-CLBP 0.1270 0.1225 0.1117 
F1-measure 
CLBP 0.6788 0.7034 0.7106 
P-CLBP 0.7010 0.7176 0.7381 
HLoss 
NRLBP 0.1427 0.1404 0.1247 
P-NRLBP 0.1224 0.1204 0.1092 
F1-measure 
NRLBP 0.6835 0.6961 0.7203 
P-NRLBP 0.7137 0.7246 0.7455 
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Table 4.8: The performance of multi-label classification models (BR, CLR and 
RAkEL) for LBP, CLBP, NRLBP, P-LBP, P-CLBP and P-NRLBP when P=8, R=2. 
 
 
 
 
 
 
 
 
 
Table 4.9: The performance of multi-label classification models (BR, CLR and 
RAkEL) for LBP, CLBP, NRLBP, P-LBP, P-CLBP and P-NRLBP when P=16, R=2. 
 
 
 
 
 
 
 
Table 4.10: The performance of multi-label classification models (BR, CLR and 
RAkEL) for LBP, CLBP, NRLBP, P-LBP, P-CLBP and P-NRLBP when P=16, R=3. 
 
 
 
 
 
 
 
Measurement BR CLR RAkEL 
HLoss 
LBP 0.1370 0.1327 0.1147 
P-LBP 0.1137 0.1256 0.1171 
F1-measure 
LBP 0.6895 0.7062 0.7380 
P-LBP 0.7281 0.7033 0.7232 
HLoss 
CLBP 0.1373 0.1331 0.1152 
P-CLBP 0.1138 0.1093 0.1019 
F1-measure 
CLBP 0.6881 0.7052 0.7359 
P-CLBP 0.7274 0.7434 0.7584 
HLoss 
NRLBP 0.1471 0.1414 0.1207 
P-NRLBP 0.1155 0.1121 0.1038 
F1-measure 
NRLBP 0.6721 0.6928 0.7253 
P-NRLBP 0.7247 0.7380 0.7540 
Measurement BR CLR RAkEL 
HLoss 
LBP 0.1234 0.1192 0.1128 
P-LBP 0.1181 0.1155 0.1066 
F1-measure 
LBP 0.7152 0.7303 0.7411 
P-LBP 0.7170 0.7278 0.7474 
HLoss 
CLBP 0.1220 0.1189 0.1118 
P-CLBP 0.1220 0.1119 0.1057 
F1-measure 
CLBP 0.7180 0.7309 0.7423 
P-CLBP 0.7246 0.7358 0.7491 
HLoss 
NRLBP 0.1309 0.1291 0.1173 
P-NRLBP 0.1102 0.1075 0.0994 
F1-measure 
NRLBP 0.7039 0.7136 0.7339 
P-NRLBP 0.7357 0.7466 0.7644 
Measurement BR CLR RAkEL 
HLoss 
LBP 0.1143 0.1118 0.1054 
P-LBP 0.1181 0.1104 0.1025 
F1-measure 
LBP 0.7333 0.7429 0.7548 
P-LBP 0.7194 0.7427 0.7552 
HLoss 
CLBP 0.1109 0.1066 0.1014 
P-CLBP 0.1094 0.1058 0.1009 
F1-measure 
CLBP 0.7347 0.7434 0.7608 
P-CLBP 0.7313 0.7446 0.7565 
HLoss 
NRLBP 0.1212 0.1192 0.1100 
P-NRLBP 0.1093 0.1054 0.0998 
F1-measure 
NRLBP 0.7190 0.7283 0.7459 
P-NRLBP 0.7305 0.7444 0.7582 
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Table 4.11: The performance of multi-label classification models (BR, CLR and 
RAkEL) for LBP, CLBP, NRLBP, P-LBP, P-CLBP and P-NRLBP when P=16, R=4. 
 
 
 
 
 
 
 
 
It is clear from the results listed in the tables (4.7–4.11) that the proposed methods 
present an outperformance results than other methods utilising all numbers of 
neighbours, numbers of pixel radius and classification models in both measurements 
HLoss and F1-measure. 
Once again, it is worthwhile to note that better performance of the system is indicated 
by lower values for HLoss and higher values for F1-measure. These results are 
consistent with the results presented in Section 4.4.2.1 as comparative results between 
the proposed methods and the existing methods utilising different numbers of 
neighbours and different pixel radius. As a comparison between texture analysis 
operators utilising a certain number of neighbours and pixel radius, it was found that 
the proposed methods (P-LBP, P-CLBP and P-NRLBP) improved the classification 
performance results in all cases, while also improving the classification performance 
results for other numbers of neighbours and pixel radius in many cases. More precisely, 
it was observed that when utilising four and eight neighbours and one-pixel radius, the 
proposed methods improved the classification performance in all cases (Tables 4.6 and 
4.7); while utilising other numbers of neighbours and pixel radius, improvement was 
observed in many cases with a few exceptions. These cases can be observed by 
comparing the results between LBP and P-LBP methods in the Tables 4.8, 4.9, 4.10 and 
4.11, in addition to the rare cases for CLBP and P-CLBP in Table 4.10. On the other 
hand, P-CLBP and P-NRLBP are noted to have better classification performance results 
than P-LBP. These improvements are observed in the classification models considered 
Measurement BR CLR RAkEL 
HLoss 
LBP 0.1165 0.1138 0.1062 
P-LBP 0.1166 0.1104 0.0986 
F1-measure 
LBP 0.7257 0.7360 0.7515 
P-LBP 0.7240 0.7451 0.7657 
HLoss 
CLBP 0.1137 0.1112 0.1045 
P-CLBP 0.1081 0.1049 0.1005 
F1-measure 
CLBP 0.7312 0.7415 0.7550 
P-CLBP 0.7332 0.7455 0.7572 
HLoss 
NRLBP 0.1270 0.1245 0.1133 
P-NRLBP 0.1071 0.1039 0.0995 
F1-measure 
NRLBP 0.7063 0.7170 0.7387 
P-NRLBP 0.7350 0.7468 0.7587 
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and when utilising various number of neighbours and pixels radius, as well as in both 
HLoss and F1-measure. 
4.5.2.2 The Effect of the Clustering Algorithms 
Unlike the results presented in the previous section (Section 4.5.2.1) in which the 
proposed methods are evaluated utilising MLC (i.e., multi-label classification without 
clustering), this section presents the evaluation performance of the proposed methods 
(P-LBP, P-CLBP and P-NRLBP) utilising CBMLC in terms of HLoss and F1-measure 
using MLC models, namely, BR, CLR and RAkEL. Figures 4.20–4.37 exhibit the 
evaluation performance in terms of HLoss and F1-measure for various instantiations 
(i.e., different texture analysis techniques, different number of neighbours (P), different 
number of pixel radius (R), and different MLC models and different clustering 
algorithms). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.20: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=4,R=1, different clustering 
groups, EM, K-means and BR. 
(a) 
(b) 
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(a) 
Figure 4.22: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=4,R=1, different clustering 
groups, EM, K-means and RAkEL. 
(b) 
Figure 4.21: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=4,R=1, different clustering 
groups, EM, K-means and CLR. 
(a) 
(b) 
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Figure 4.24: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=8,R=1, different clustering groups, 
EM, K-means and CLR. 
(a) 
(b) 
Figure 4.23: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=8,R=1, different clustering groups, 
EM, K-means and BR. 
(a) 
(b) 
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(a) 
Figure 4.26: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=8,R=2, different clustering 
groups, EM, K-means and BR. 
(b) 
Figure 4.25: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=8,R=1, different clustering groups, 
EM, K-means and RAkEL. 
(a) 
(b) 
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Figure 4.28: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=8,R=2, different clustering 
groups, EM, K-means and RAkEL. 
(a) 
(b) 
(a) 
Figure 4.27: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=8,R=2, different clustering 
groups, EM, K-means and CLR. 
(b) 
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Figure 4.30: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=16,R=2, different clustering 
groups, EM, K-means and CLR. 
(a) 
(b) 
(a) 
Figure 4.29: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=16,R=2, different clustering 
groups, EM, K-means and BR. 
(b) 
 
 
151 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.32: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=16,R=3, different clustering 
groups, EM, K-means and BR. 
(a) 
(b) 
Figure 4.31: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=16,R=2, different clustering 
groups, EM, K-means and RAkEL. 
(a) 
(b) 
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(a) 
Figure 4.34: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=16,R=3, different clustering 
groups, EM, K-means and RAkEL. 
(b) 
Figure 4.33: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=16,R=3, different clustering 
groups, EM, K-means and CLR. 
(a) 
(b) 
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Figure 4.35: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=16,R=4, different clustering 
groups, EM, K-means and BR. 
(a) 
(b) 
Figure 4.36: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=16,R=4, different clustering 
groups, EM, K-means and CLR. 
(a) 
(b) 
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As a comparison between the performance of the EM clustering algorithm and the k-
means clustering algorithm, EM shows better results than k-means (i.e., number of 
clusters, number of neighbours, pixel radius and all classification models). This 
overwhelming tendency can clearly be seen in the improved performance of HLoss and 
F1-measure (except for a few exceptions where k-means provided better results than 
EM). 
Increasing the number of clusters (k) of the data (facial feature vectors) also has a key 
impact on the nature of the results. From the figures above, it is clear that increasing 
the value of k has a different effect on HLoss than on F1-measure. Utilising both 
metrics (HLoss and F1-measure), one can say that increasing the value of k does not 
necessarily lead to improved classification performance. This observation is more 
evident in F1-measure than in HLoss. In fact, increasing the number of clusters (k) 
leads to improved classification performance for HLoss in many cases. This is in 
contrast with F1-measure, where increasing the number of clusters (k) leads to 
degrading the performance in term of F1-measure. It is observed that the best results 
for HLoss are achieved with (k=10), while for F1-measure, the best results are 
achieved with (k=2), with some exceptions. 
Figure 4.37: Evaluation performance (a) HLoss and (b) F1-measure using 
different texture analysis operators with P=16,R=4, different clustering 
groups, EM, K-means and RAkEL. 
(a) 
(b) 
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4.5.3 Findings 
In this section, extensive experimental results have been presented. These results are 
derived from the classification of facial images using multi-label classification 
algorithms (MLC) as well as clustering-based multi-label classification algorithms 
(CBMLC) to optimise the classification performance of the facial images. For facial 
feature extraction, the same methods proposed in Section 4.2 have been utilised. BR, 
CLR and RAkEL have been utilised for MLC and the performance of the MLC 
algorithms is further improved using two clustering algorithms, which are EM and k-
means. The evaluation results have been provided using the popular multi-label 
classification metrics which are Hamming Loss (HLoss) and micro F1-measure. The 
results of the experiment show that applying clustering algorithms before classifying 
the facial feature vectors will further improve the performance of the multi-label 
classification algorithms. A comparison between the clustering algorithms found that 
EM had greater performance improvement than k-means. 
4.6 Experiments on Single-Label Classification 
The proposed methods (presented in Section 4.2) can be applied to single-label 
classification problems as well. In Section 4.4, the proposed methods are applied on 
multi-label classification (MLC) of face images without clustering. In Section 4.5, the 
proposed methods are applied on clustering-based multi-label classification (CBMLC) 
problems. This section presents the application of the proposed methods on single-label 
classification problems. This section also considers the same four labels with their 19 
classes in the experiments presented in Section 4.4. The difference between these 
experiments (for single-label classification) and the experiments presented in Section 
4.4 (for MLC) is that each experiment will be performed separately on a particular 
attribute (which is considered as a label). In other words, the results for each particular 
attribute (label) are conducted independently. Once again, the labels which represent 
the demographic and expression facial attributes, along with their related classes, to be 
considered in the experiments for single-label classification are: 
Gender: Male and Female. 
Age category: 0–20, 21–40, 41–60, and 61–higher. 
Race: European, African, Middle Eastern, South Asian, East Asian and Hispanic. 
Expression: neutrality, happiness, sadness, anger, fear, disgust and surprise. 
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In this section, texture analysis operators (i.e., LBP, P-LBP, CLBP, P-CLBP, NRLBP, 
and P-NRLBP) with eight neighbours (P=8) and one-pixel radius (R=1) are considered 
for representative facial feature extraction in the single-label classification experiments. 
The classification of single-label facial attributes for demographic (gender, age 
category and race) and expression information are evaluated using the Faces95, CK+ 
and FERET databases. The Face95 database and CK+ database were previously 
described in Chapter 3 (Sections 3.2.2 and 3.2.3, respectively) because these databases 
were used in preliminary results, while the FERET database was described in Section 
4.3.1 in this chapter. The whole Face95 database is considered for gender classification. 
A subset, which consists of 130 subjects, is chosen from the FERET database, each 
with 5 images, with a total of 650 images from this database. Images that have been 
chosen from this database represent different conditions for the subject (e.g., pose 
rotation, glasses, beard). The selected subjects from this database cover all classes of 
age category, race and gender. The Cohn-Kanade (CK+) database is used for gender 
and expression classification as this database includes all facial expressions considered 
in these experiments for males and females. Eighty-three subjects have been chosen 
from this database, each subject with 5 images for each experiment available for this 
subject, starting with a neutral face in addition to a different snapshot of the expression. 
As previously mentioned in Section 4.5.1, some subjects in this database have images 
with all expressions, while others do not. So, the number of images varies from subject 
to subject in this database. A total of 1995 images have been selected from this database. 
Most of the steps that are used in these experiments are the same steps in Section 4.5 
(illustrated in Figure 4.6) except for the classification of the face images will be using 
single-label classification rather than MLC. The following section (Section 4.6.1) 
explains the settings of the experiments performed in this part of the chapter. 
4.6.1 Experimental Settings 
In the single-label classification experiments, the face images are classified according 
to facial attributes, namely, gender, age category, race and expression (these are the 
same facial attributes considered in MLC in Section 4.4 and CBMLC in Section 4.5). 
These facial attributes were adopted as labels and the face images have been classified 
in relation to these labels. Note that these labels were classified into the same classes 
used in MLC experiments in Section 4.4 and CBMLC in Section 4.5 (see Table 4.1). 
Once again, the experiments in this section were performed utilising single-label 
classification. 
 
 
157 
 
Similar to the pre-processing steps in the comparative experiments (Section 3.3.2), the 
facial images are pre-processed by cropping, resizing and converting to grayscale. That 
is, the face images are cropped to retain the facial region useful for FR (see Figure 
3.4). The face images are then resized into a unified size of 128×128 pixels. Finally, 
the face images are converted to grayscale for feature extraction. 
The experiments are applied to the facial images in grayscale. Representative facial 
features are extracted from the facial images in grayscale. Results of the experiments 
in this section are conducted by applying texture analysis techniques to each particular 
face image in grayscale. 
In the single-label classification experiments in this section, the face images are divided 
into a fixed number of non-overlapped sub-regions (blocks). Specifically, the face 
images are divided into 7×7 non-overlapped blocks. Texture features are extracted for 
each block by applying the texture analysis techniques on each block to obtain the 
representative facial features. The facial images are analysed using 8 neighbours (P=8) 
and one-pixel radius (R=1) in the experiments for single-label classification. These 
parameters are chosen as a trade-off between classification accuracy, computational 
cost and feature vector length. Hence, 59 features are obtained for each block (see 
Section 2.3.2.2). The feature vector for each image is obtained by concatenating the 
feature vector for each block. This process will yield 7×7×59=2891 features for each 
facial image. The dimensionality of the feature vector is reduced into a more compact 
subspace of 50 features using PCA algorithm. Dimension reduction is a trade-off 
between the accuracy of classification, memory storage requirement and the 
computational cost. The experimental results have been conducted using k-NN with 
k=1 (number of neighbours) and SVM with the poly kernel (kernel function) as 
classification algorithms to classify the extracted facial features. Also, the classification 
results are conducted following a 10-fold cross-validation strategy. The evaluation 
results of single-label classification experiments are given in Section 4.6.2. 
4.6.2 Experimental Results for Single-Label Classification 
In this section, the proposed methods, namely, P-LBP, P-CLBP and P-NRLBP are 
compared to existing methods, namely, LBP, CLBP and NRLBP. Four evaluation 
experiments are performed on facial attribute classifications, including three 
demographic attributes (gender, age category and race) in addition to facial expression 
as a fourth attribute. 
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Experimental results utilising single-label classification are conducted using SVM and 
k-NN models as previously explained. Evaluation performance of the texture analysis 
methods is evaluated in terms of classification rate (CR) and confusion matrix. 
Evaluation results for each facial attribute are given in the following subsections. 
4.6.2.1 Gender Classification 
The gender classification experiment is evaluated using the Face95, CK+ and FERET 
databases. Tables 4.12–4.14 show the classification rates for the adopted texture 
analysis methods applied on the Face95, CK+ and FERET databases, respectively. 
Generally, the proposed methods, namely, P-LBP, P-CLBP and P-NRLBP outperform 
the existing methods based on LBP. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4.12: Classification rate for gender 
attribute using the Face95 database. 
Method \ 
classifier 
SVM k-NN 
LBP 92.7083 96.875 
P-LBP 98.1944 99.6528 
CLBP 98.5417 99.375 
P-CLBP 99.2361 99.5833 
NRLBP 98.75 99.4444 
P-NRLBP 97.9333 99.6528 
Table 4.13: Classification rate for gender 
attribute using CK+ database. 
Method \ 
classifier 
SVM k-NN 
LBP 91.8797 96.1404 
P-LBP 100 100 
CLBP 98.8972 99.6992 
P-CLBP 100 100 
NRLBP 98.8972 99.7995 
P-NRLBP 100 100 
Table 4.14: Classification rate for gender 
attribute using FERET database. 
Method \ 
classifier 
SVM k-NN 
LBP 86.9231 86.1538 
P-LBP 74.7692 68.6154 
CLBP 83.5385 79.6923 
P-CLBP 85.2308 83.5385 
NRLBP 84.3077 78.6154 
P-NRLBP 86.9231 86.538 
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The Face95 and CK+ databases gave better results in the gender attribute classification 
than the FERET database. This was due to the number of images for each subject in 
these databases (Face95 and CK+) being much larger than in the FERET database. This, 
in turn, led to better training of the classification algorithms in the case of using a higher 
number of images. It is important to note that all images are considered for each subject 
in the Face95 database (i.e., 20 images for each subject); and similarly for the CK+ 
database, where there are 5 images for each expression for each subject in this database. 
Therefore, there is a high number of images for each subject that depends on the 
expressions that have been registered for each subject (i.e., some subjects have 
registered all expressions, while other subjects have registered fewer expressions). So, 
the number of images considered for each subject is in the range of 4–35, which is in 
contrast to the subset considered for the FERET database where each subject has only 
5 images. Another reason for the higher classification rates obtained from Face95 and 
CK+ databases over the FERET database is that all the images in the Face95 and CK+ 
databases are frontal faces, while the FERET database contains different pose variations 
for each subject, including profile faces with 90o pose rotation. As mentioned in Section 
1.3 (Chapter 1), pose variation is one of the significant challenges in face classification. 
A 100% correct classification is achieved for P-LBP, P-CLBP and P-NRLBP. Table 
4.15 shows the confusion matrix of gender attribute classification for NRLBP and SVM 
in CK+ database. 
 
 
 
4.6.2.2 Age Classification 
 Age category attribute classification is evaluated using the FERET database. 
Classification rates for age attributes are given in Table 4.16. This experiment shows 
that LBP has better performance than its two derivatives, which are CLBP and NRLBP, 
for both classifiers used. Furthermore, P-CLBP and P-NRLBP are better than CLBP 
and NRLBP, respectively. Another thing that can be observed in this experiment is that 
LBP and P-NRLBP have the best and closest comparable performance. 
Table 4.15: Confusion matrix of gender 
attribute on the CK+ database using NRLBP 
and k-NN. 
 Male Female 
Male 99.8550 0.1449 
Female 0.2298 99.7701 
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The confusion matrix of the age category attribute classification using LBP and k-NN 
is shown in Table 4.17. 
 
 
 
 
 
 In Table 4.17 above, the confusion matrix shows that the two age categories, 21–40 
years and 61–higher, have the highest correct classification rates among all age 
categories. That is because the age category 21–40 has the highest number of people. 
In addition, the high correct classification rate for the 61–higher age category is 
attributed to the distinctive facial wrinkles that appear in this age category and which 
aids the classification, making it is easy to recognise elderly people. 
4.6.2.3 Race Classification 
The race classification experiment was evaluated on the FERET database. Results for 
the race classification are listed in Table 4.18. The proposed methods have better results 
than the existing methods. P-LBP and P-NRLBP achieve the best classification for this 
attribute using the k-NN classifier. Furthermore, correct classification rates for race 
attribute are much lower than that for gender and age attributes. This result illustrates 
the difficulty of race classification. 
Table 4.16: Classification rate for age attribute 
using the FERET database. 
Method \ 
classifier 
SVM k-NN 
LBP 66 66.4615 
P-LBP 48.6154 40.7692 
CLBP 56.9231 59.5385 
P-CLBP 61.8462 62.3077 
NRLBP 56.4615 56.4615 
P-NRLBP 66 66.3922 
Table 4.17: Confusion matrix of age attribute on the FERET 
database using LBP and k-NN. 
 (0–20) (21–40) (41–60) (61–higher) 
(0–20) 57.43 31.28 8.71 2.56 
(21–40 15.16 71.93 8.38 4.51 
(41–60) 3.52 22.33 61.17 12.94 
(61–higher) 2.33 5.00 16.66 75.00 
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The confusion matrix of the race attribute using P-LBP and k-NN is presented in Table 
4.19. P-NRLBP achieved similar results. 
Table 4.19 shows that the best classification is achieved for Europeans. East Asians and 
Hispanics are highly misclassified as Europeans; this is attributed to the similarity of 
the skin texture of these races. Figure 4.38 shows examples of Hispanic faces that might 
be misclassified as European. 
 
4.6.2.4 Expression Classification 
Evaluation results for facial expression attribute are obtained using the CK+ database. 
Table 4.20 presents the classification results for the CK+ database using the texture 
analysis methods for discriminative facial feature extraction and SVM and k-NN 
Table 4.18: Classification rate for race 
attribute using FERET database. 
Method \ 
classifier 
SVM k-NN 
LBP 48.1538 39.8462 
P-LBP 58.3077 63.0769 
CLBP 50.9231 59.8462 
P-CLBP 57.3846 60 
NRLBP 49.8462 59.0769 
P-NRLBP 58.6876 63.0769 
Table 4.19: Confusion matrix of race attribute on the FERET database using P-
NRLBP and k-NN. 
 European African Mid-Eastern South Asian 
East 
Asian 
Hispanic 
European 79.68 3.23 8.39 2.58 4.19 1.94 
African 8 50 14.33 11.33 8.33 8 
Mid-East 11.48 13.71 53.33 12.81 5.76 2.90 
S. Asia 15.71 16.43 22.14 42.86 2.86 0 
E. Asia 28.57 4.76 10.48 4.76 45.71 5.71 
Hispanic 28.57 5.71 8.57 5.71 11.43 40 
Figure 4.38: Faces of Hispanic people that might be misclassified as Europeans. 
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models for classification. In general, the CK+ database is used in the classification of 
both attributes (gender and expression). However, the results conducted from CK+ 
database for expression are not as high as gender classification reflecting the difficulty 
in classifying the facial expression attribute compared with the gender attribute. 
 
 
 
 
 
  
Using both classifiers, it is evident that CLBP and NRLBP gave better results than LBP.  
Moreover, it can be noted from the results that P-LBP, P-CLBP and P-NRLBP have 
superior performance over LBP, CLBP and NRLBP methods, respectively. 
From Table 4.20 above, it is clear that the k-NN classifier achieves better results than 
SVM for all texture analysis methods, so the confusion matrix for P-NRLBP and k-NN 
will be considered as they give the highest expression classification rate. Table 4.21 
displays the confusion matrix of the best expression classification result provided by 
the CK+ database. 
 An examination of the results in Table 4.21, shows that neutrality, happiness and 
surprise recorded the highest classification rate among the other expressions. The 
correct high classification rate for these expressions reveal the ease of recognition of 
these expressions compared to sadness, anger, fear and disgust. The difficulty in 
recognising the expressions of sadness, fear, anger and disgust is attributed to the fact 
that these expressions do not cause an essential change in facial parts such as the mouth 
Table 4.20: Classification rate for expression 
attribute using CK+ database. 
Method \ 
classifier 
SVM k-NN 
LBP 60.8521 68.4211 
P-LBP 65.8145 76.391 
CLBP 61.7544 68.6216 
P-CLBP 65.6642 76.1905 
NRLBP 61.6541 68.4712 
P-NRLBP 65.8162 77.4226 
Table 4.21: Confusion matrix of expression attribute on the CK+ database using P-
NRLBP and k-NN. 
 neutrality happiness sadness anger fear surprise disgust 
neutrality 80.09 2.29 4.94 2.29 4.34 2.05 3..98 
happiness 10.69 83.95 0.41 1.23 2.05 0 1.64 
sadness 24.35 0.51 70.46 2.59 0.51 1.03 0.51 
anger 28.16 1.40 4.22 64.78 0.70 0 0.70 
fear 32.21 2.01 0.67 0.67 61.74 1.34 1.34 
surprise 10.30 0.42 0.85 0 3.86 81.54 3.00 
disgust 20.87 4.36 1.45 1.45 0.48 0.48 70.87 
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and eyes. This is quite the opposite to the expressions of happiness and surprise, which 
cause significant changes in facial parts, especially the mouth and eyes, making their 
classification an easy process. 
In addition, it is observed that the expressions of sadness, anger and fear are commonly 
misclassified as neutral. This is due to the similarity of these expressions with a neutral 
face. 
4.6.3 Findings 
In these experiments, the evaluation of demographic and expression information 
classification is performed by exploiting the texture analysis of facial images. Four 
experiments were performed utilising single-label classification of face images, three 
of which were for demographic information classification (gender, age and race) and 
the fourth of which was an experiment for facial expression classification. Experiments 
for facial attributes were performed using three of the texture analysis descriptors, 
which are LBP and two of its derivatives, CLBP and NRLBP. These operators are 
applied on Cartesian images (in this case, names remain as the original: LBP, CLBP 
and NRLBP) as well as polar images (names changed to P-LBP, P-CLBP and P-
NRLBP, respectively). However, different achievement levels were obtained 
depending on the classification of the particular facial attribute. Experimental results 
approved that, the proposed approaches showed an improvement to the underlying 
LBP-based methods. 
4.7 Conclusion  
In this chapter, novel methods based on LBP and two of its variants – CLBP and 
NRLBP – were presented. These LBP-based demographic and expression information 
descriptors were applied for feature extraction. The new LBP-based methods are known 
as P-LBP, P-CLBP and P-NRLBP. The P-LBP, P-CLBP and P-NRLBP feature vectors 
were created by the concatenated blocks’ histogram sequences. For classification 
processes, we used feature vectors generated by facial images in both single-label and 
multi-label classification paradigms of facial images. 
The evaluation performance of both single-label as well as multi-label classification 
schemes utilising several databases demonstrated that P-LBP, P-CLBP and P-NRLBP 
are more effective than basic methods, which are LBP, CLBP and NRLBP, in encoding 
micro facial features. The improved performance was gained through facial images 
under diverse conditions. These conditions are embodied by expression and 
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illumination variations represented in the CK+ database; time lapse, pose rotation and 
partial occlusions represented by the FERET database, and scale variation represented 
by Face95 database. 
For multi-label classification, it can be concluded that performing clustering prior to 
classification (i.e., CBMLC) can remarkably improve classification performance. For 
single-label classification, it can be concluded that gender facial attribute is much easier 
to recognise than other facial attributes like age category, race or expression. 
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Chapter 5 
Texture Analysis Features for Face Classification 
5.1 Introduction 
Chapters 3 and 4 outlined the extensive experiments on face classification that utilised 
single-label and multi-label classifications for facial attributes. Those experiments 
were performed using several techniques (such as LBP and its derivatives, Gabor 
wavelet and Eigenfaces). In general, the experiments (presented in the previous 
chapters) were performed on grayscale images. In this chapter, we investigate the role 
of colour information on the classification of facial attributes. Various colour models 
(RGB, HSV, L*a*b*, YCbCr, YIQ, and YUV) are explored for the classification of 
facial attributes. Furthermore, two new combinations of colour channels are 
configured to effectively represent facial features and improve classification. 
This chapter will address the research question: How can colour information from 
different colour models be effectively used in face classification? 
Regarding the use of colour models in the classification of facial images, I have 
included here some of the previous studies in this context. Anbarjafari (2013) applied 
HSI (a variant of HSV) and YCbCr colour models to the local binary pattern for face 
recognition. He found that HSI gave better results than YCbCr. Shih and Liu (2005) 
performed a comparison of 12 colour models for face recognition using PCA 
algorithm. Their experiments have shown that Y and U in YUV colour model, and Y 
and I in YIQ colour model can improve face recognition performance. Liu and Liu 
(2008) proposed Discrete Cosine Feature (DCF) for face recognition. In DCF, 
representative facial features are obtained by applying Discrete Cosine Transform 
(DCT) on YIQ colour model. Experimental results showed that the DCF enhances face 
recognition performance. Choi, Ro and Plataniotis (2012) proposed two new feature 
extraction methods for face recognition, namely colour local Gabor wavelets and 
colour local binary patterns. These two methods are applied to two colour models, 
namely, RCrQ and normalised ZRG. Experimental results showed that these 
approaches are competitive for face classification. Kim and Ro (2016) presented a face 
recognition method utilising multiple colour spaces and deep learning. Their results 
have shown an improvement in face recognition accuracy. A comparison of different 
colour models has shown that best results are obtained by L*a*b* followed by YCbCr 
and RIQ colour models. 
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In general, from the studies above, it is observed that colour images can significantly 
improve face recognition. This has motivated us to investigate face classification based 
on facial attributes using different colour models and different texture analysis 
techniques. 
In this chapter, P-LBP, P-CLBP and P-NRLBP (see Chapter 4) are evaluated for facial 
attributes classification in common colour models. The proposed methods (presented 
in Section 4.2) are applied to six colour models (HSV, L*a*b*, RGB, YCbCr, YIQ, 
and YUV) to investigate the performance of the colour models and the channels within 
each colour model. The proposed methods are evaluated for prediction of demographic 
information (gender, age and race) and expression information facial attributes by 
comparing the classification performance with existing methods. Furthermore, we 
configure two combinations of colour channels to represent colour information 
suitable for gender and race attributes classification of face images. The experimental 
results obtained from four databases, namely, the FERET, Aberdeen and PAIN sets 
from PICS and CMU-PIE prove the effectiveness of the proposed methods for the 
classification of facial attributes.  
This chapter is organised as follows: commonly used colour models are explained in 
Section 5.2. The application of the proposed texture analysis-based methods on 
different colour models is presented in Section 5.3. Experiment settings for attributes-
based face classification utilising different colour models are explained in Section 5.4. 
The CMU-PIE database is described in Section 5.5.1. Experimental results of the 
proposed methods for demographic information (gender, age and race) and expression 
information attributes classification are presented in Section 5.6. Finally, Section 5.7 
concludes this chapter. 
5.2 Colour Models 
This section briefly describes the colour models considered in this chapter. Generally 
speaking, these are the different colour models that can be defined by conversion from 
the original RGB (Red, Green and Blue) colour model. These colour models can hold 
different characteristics. The RGB colour model is used to store colour images and can 
be converted to other colour models. The RGB model is sensitive to luminance and 
other ambient conditions (Shih & Liu 2005). 
❖ HSV (hue, saturation and intensity value) model is used in Anbarjafari 
(2013) and Shih and Liu (2005) for face recognition; Anbarjafari (2013) 
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found that HSI (a variant of HSV) gave better results than YCbCr. Hue (H) 
and saturation (S) represent chrominance, whereas value (V) represents 
luminance. The HSV colour model is defined as below (Shih & Liu 2005).  
   mx=max(R,G,B); mn=min(R,G,B); df=mx-mn.                               (5-1) 
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H is in the range of [0, 360]. So, H=H+360 if H<0. 
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❖ YUV and YIQ have shown good results in face recognition in Shih and Lui 
(2005) and Liu and Liu (2008). The YIQ colour model is used by NTSC 
(National Television System Committee) video standard, whereas the YUV 
colour model is adopted by PAL (Phase Alternation by Line) and SECAM 
(System Electronique Couleur Avec Memoire). YUV and YIQ are defined 
as below (Plataniotis & Venetsanopoulos 2013). 
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❖ The YCbCr model is a scaled and offset version of the YUV colour model. 
YCbCr is used in Anbarjafari (2013), Shih and Liu (2005) and (Kim & Ro 
2016) for face recognition. In Anbarjafari (2013), YCbCr is found to be 
effective; Shih and Liu (2005) compared it with 12 colour models and found 
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it to be competitive; Kim and Ro (2016) found that YCbCr gave favourable 
results. However, YCbCr is developed from RGB for digital video standards 
and television transmissions. YCbCr is obtained by dividing the RGB 
colour channels into a luminance channel (Y) and two chrominance 
channels; namely, blue (Cb) and red (Cr). YCbCr is defined as below (Shih 
& Liu 2005). 
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❖ The L*a*b* model is used in Shih and Liu (2005) and Kim and Ro (2016). 
It gave the best results in Kim & Ro (2016) followed by YCbCr. L*a*b* is 
derived from the XYZ tristimulus (Shih & Liu 2005) as below.  
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The L* colour channel corresponds to brightness and has a range [0,100]. 
The a* colour channel is a measure of red (positive values) or green 
(negative values), and the b* colour channel is a measure of yellow 
(positive values) or blue (negative values). Based on the XYZ tristimulus, 
the L*a*b* colour model is defined as below (Liu & Liu 2008).  
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The colour models described above, in addition to the RGB colour model, are 
evaluated for facial attributes classification using the proposed texture analysis-based 
methods in the following Section 5.3. 
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5.3 Texture Analysis Using Different Colour Models 
This section illustrates the application of the proposed methods, namely, P-LBP, P-
CLBP and P-NRLBP, (which are described in Section 4.2, Chapter 4) to single-label 
classification paradigm for demographic (gender, age category and race) and 
expression information utilising multi-resolution analysis (MRA). More precisely, this 
section outlines the experiments of the single-label classification of facial attributes 
utilising colour images. In this context, each of the particular proposed methods will be 
applied to each separate colour channel and collective colour channels for each colour 
model in MRA. 
Chapter 4 described the representations of P-LBP, P-CLBP and P-NRLBP. Further, 
the representative facial features are extracted for each colour model. Hence, face 
images from the FERET, PICS and CMU-PIE databases are converted from the RGB 
colour model to other colour models, namely, HSV, L*a*b*, YCbCr, YIQ and YUV. 
Hence, this section investigates the above-mentioned colour models in addition to 
RGB because colour models hold valuable information for image classification 
through the intermediary of colour invariants, colour histograms and colour texture 
(Shih and Liu 2005). In this chapter, we attempt to employ this valuable information 
provided by various colour models to improve the performance of the facial attributes 
classification (gender, age category, race and expression). Texture analysis is applied 
to images in different colour models. That is, each separate colour channel (e.g., R 
channel, G channel, B channel, Y channel, Cb channel, Cr channel) and collective 
colour configurations (i.e., RGB, HSV, L*a*b*, YCbCr, YIQ and YUV) are 
considered. The representative facial features are extracted from each colour channel 
in polar space using texture analysis techniques, discussed in Section 4.2. 
Representative facial features are extracted for each colour model by applying the 
LBP-based texture analysis techniques in Cartesian and polar spaces. Figure 5.1 shows 
the block diagram of the proposed facial attributes-based classification scheme using 
P-LBP operator applied on YCbCr colour model.  
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As shown in Figure 5.1, the face image is presented to the system in the default colour 
model (RGB). The facial image is prepared at the subsequent steps for further 
processing via pre-processing step (pre-processing will be explained in the following 
section, Section 5.4). Then the pre-processed face image is converted from the RGB 
colour model to another colour model, such as YCbCr (note that if the representative 
features are being extracted from the face image in the RGB colour model, then this 
step should be ignored). Each of the colour channel images of the current colour model 
is then converted from Cartesian space to polar space using equations 4-1 and 4-2 in 
Chapter 4. The colour channel facial image in polar space is divided into local sub-
regions (this step is also explained in more detail in the following Section 5.4). In the 
next step, the representative texture features extraction process is performed from each 
local sub-region in each of the independent and separate colour channels. In this step, 
Figure 5.1: Block diagram of the proposed face classification method utilising 
colour models. YCbCr is used as an example for the colour model. 
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MRA is adopted for representative facial feature extraction. That is a multiple 
application of each particular texture analysis technique (e.g. P-LBP operator) to each 
particular sub-region in the separate colour channel. More precisely, three operators 
for P-LBP with the same number of neighbours and different numbers of pixel radius 
are utilised to extract the MRA features from each separate colour channel. In this 
context, for each particular texture analysis technique (e.g. P-LBP), the facial feature 
vector is extracted from each of the three scale P-LBP operators (utilising different 
pixels radius). Then, each feature vector obtained from the P-LBP operator in various 
scales is reduced in dimensionality into a more compact subspace using the PCA 
algorithm, and then normalised using Z-score normalisation. Thereafter, the 
augmented feature vector (for each particular colour channel) is obtained by fusing the 
three feature vectors derived from applying the three P-LBP operators in different 
pixels radius, 𝑃 − 𝐿𝐵𝑃8,1
𝑢2, 𝑃 − 𝐿𝐵𝑃8,2
𝑢2, 𝑃 − 𝐿𝐵𝑃8,3
𝑢2. To further illustration, utilising 
each separate colour channel, histogram values for all blocks are concatenated to 
describe the facial image in this particular colour model. Assume v1,v2 and v3 are the 
feature vectors for the three P-LBP operators (each one with different scale) in a 
particular colour model, the normalised feature vector vnorm is represented as follows. 
   ),,( 321 fffvnorm                                                           (5-13) 
where fi is generated by normalising corresponding elements xi,yi and zi within v1,v2, 
and v3 as follows.  
   )/,/,/( 332211   iiii zyxf                                    (5-14) 
where μj and δj refer to the mean and standard deviation of the feature vector vj. 
The same procedure is implemented for other colour models (RGB, HSV, L*a*b*, 
YIQ and YUV) and other operators (P-CLBP and P-NRLBP). It is worth noting that 
if the facial features are being extracted from the face image in the Cartesian space, 
then the step to convert to polar space should be ignored. 
The following section provides the settings of the facial attributes-based classification 
experiments. 
5.4 Experimental Settings 
Texture analysis operators can be applied to perform experiments to classify face 
images according to four facial attributes, namely, gender, age category, race and 
expression (these are the same facial attributes considered in Chapters 3 and 4). The 
experiments are performed utilising different colour models: RGB, HSV, L*a*b*, 
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YCbCr, YIQ, and YUV. The suggested scheme is evaluated for the classification of 
face images from the FERET database, the PICS database, and the MCU-PIE database.  
Gender, age category and expression are classified into the same classes as the 
experiments in Chapter 4 (see Section 4.4). However, the race attribute in this chapter 
is classified differently in the FERET database than in the CMU-PIE database 
according to the variations in these databases. Table 5.1 shows the facial attributes 
(labels) with their related classes for each of the databases that the face images will be 
classified into accordingly. 
Table 5.1: Facial attributes (labels) with their classes for each database. 
Labels Databases Classes 
Gender 
FERET, PICS, 
CMU-PIE 
male, female 
Age FERET (0–20), (21–40), (41–60), and (61–higher) 
Race 
FERET 
European, African, Middle Eastern, South Asian, 
East Asia and Hispanic 
CMU-PIE European, African, East Asian and other 
Expression PICS 
neutrality, happiness, sadness, anger, fear, surprise 
and disgust 
Similar to the pre-processing steps utilised in Chapter 4, the face images are cropped 
and resized into a fixed dimensionality but without conversion to grayscale. That is, 
the face images are cropped to retain the facial region useful for face recognition (see 
Figure 3.4). Then the face images are resized into a unified size of 128×128 pixels. 
However, the face images are left with their colour as they will be converted to other 
colour models for feature extraction. 
The experiments are applied to the facial images in different colour models. The face 
image in the original RGB colour model is then converted to various colour models, 
namely, HSV, L*a*b*, YCbCr, YIQ, and YUV. Representative facial features are 
extracted from the facial images in these colour models, in addition to the original RGB 
colour model. The results of the experiments in this chapter are conducted from these 
colour models, both separately and collectively. From the separate colour channels in 
each model, the representative facial features are derived from each particular colour 
channel by applying texture analysis techniques utilising a fixed number of neighbours 
and different numbers of pixel radius. For the collective colour model, each colour 
model consists of three colour channels; e.g., YCbCr consists of one luminance layer 
‘Y’ and two chrominance layers which are chrominance blue ‘Cb’ and chrominance 
red ‘Cr’. So, the representative features for the collective channels for YCbCr is 
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aggregated by applying a particular texture analysis technique with a specified number 
of neighbours and pixel radius on each colour channel. To further illustrate, considering 
the YCbCr colour model and utilising P-LBP operator; 𝑃 − 𝐿𝐵𝑃8,1
𝑢2 is applied to Y 
colour channel, 𝑃 − 𝐿𝐵𝑃8,2
𝑢2 is applied to Cb colour channel and 𝑃 − 𝐿𝐵𝑃8,3
𝑢2 is applied 
to Cr colour channel.  
Figure 5.2 shows Y, Cb, Cr channels (of the YCbCr colour model) of a face image 
which is transformed into polar space. The Cr image in Figure 5.2(d) is transformed 
into polar space in Figure 5.3(a). The LBP codes of Figure 5.3(a) utilising eight 
neighbours (P=8) and different pixel radius (R=1,2,3) are shown in Figure 5.3(b) – (d). 
 
 
 
 
 
 
 
 
 
 
 
 
 
In these experiments, all face images for every colour channel in both Cartesian and 
polar spaces are divided into non-overlapped blocks. More specifically, we have 
divided the facial image into 7×7 = 49 non-overlapped blocks. Histograms are then 
created for each block from texture features. The number of histograms for each block 
utilising eight neighbours is 59 (see Section 2.3.2.2). Dividing the image into a large 
number of small blocks yields long feature vectors, slow classification, and causes high 
memory consumption; while dividing the image into a small number of large blocks 
(a) (b) 
(c) (d) 
Figure 5.2: (a) RGB Face image in Cartesian space, (b) Y channel (c) Cb channel 
and (d) Cr channel; in polar space. 
(a) (b) 
(c) (d) 
Figure 5.3: (a) Polar image of Cr colour channel in Figure 5.2(d), (b) LBP (P=8, 
R=1), (c) LBP (P=8, R=2) and (d) LBP (P=8, R=3). 
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causes loss of spatial information (Ahonen, Hadid & Pietikäinen 2004). In this chapter, 
8 neighbours (P=8) and different pixel radius (R=1,2,3) are considered. Hence, 
applying three texture analysis operators utilising eight neighbours yields 7×7 blocks×3 
operators ×59 = 8673 features. The feature vector obtained from each operator is 
reduced to 50 features using PCA algorithm. The texture features for each colour 
channel are normalised and concatenated, as described in Section 5.3. As a result, the 
length of the feature vector that describes the face image in each colour channel utilising 
three operators is 150 features. This number of features is a good trade-off between 
classification accuracy, computational effort and storage requirements. The same 10-
fold cross validation strategy which is described in Section 3.3.1 is followed to obtain 
the experimental results in this chapter.  
5.5 Face Databases Used 
The application of the proposed methods, namely, P-LBP, P-CLBP and P-NRLBP 
using multi-resolution manner is extensively evaluated for gender, age category, race 
and expression attributes classification using three databases, namely, FERET, PICS 
and CMU-PIE. These databases should contain subjects representing the diversity of 
the facial attributes used in the experiments. In addition, the databases should include 
images taken within highly variant conditions, including illumination variation, pose 
variation, time lapse, facial expression and occlusion. The steadiness of the proposed 
methods (in this chapter, texture analysis techniques in different colour models) is 
evaluated and compared with other methods using face images captured under these 
conditions. For the FERET database, the same set of facial images that was used in 
experiments on single-label classification in Chapter 4 (Section 4.6) is to be used for 
gender, age category and race classification (single-label classification), which includes 
650 images for 130 subjects with five images each. For the PICS database, all three sets 
(described in Section 4.3.2) are considered in this thesis. Unlike in Chapter 4, where 
only one set – the PAIN set – from the PICS database was used, this chapter uses all 
three sets encompassed in the PICS database: the Aberdeen, PAIN and Utrecht ECVP 
set. For the Aberdeen set, 41 subjects were chosen to be used in this chapter. In this set, 
each subject has a different number of images ranging from 1 to 19 images with the 
total of 406 images from this set. From PAIN set, we chose the same images used in 
Chapter 4 for 24 subjects with a different number of images for each subject, ranging 
from 16–19 images. In total, we had 372 images. From the Utrecht ECVP set, we chose 
70 subjects with the range number of images from 1 to 3, and in total we had 135 images 
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from this set. The total number of images we had from this database was 913 images 
used in the gender classification experiments in this chapter. Expression attribute is 
evaluated using the PAIN set from the PICS database. However, the only database that 
is not described yet in this thesis is the CMU-PIE database which is used in gender and 
race classification experiments. The CMU-PIE database is described in the following 
Subsection 5.5.1. 
 5.5.1 CMU-PIE Database 
The CMU-PIE Pose, Illumination, and Expression (PIE) is a collection of 41.368 
images of 68 subjects. Each subject is captured under 13 pose variations, 43 
illumination variations, and 4 different facial expressions. To get variations of pose, 
thirteen cameras were used in a 3D room. To get variations in illumination, the 3D room 
is supplied with a flash system (which consists of 21 flashes). Each subject had images 
captured under both cases of background lighting on and off. To get a variation of 
expression, each subject is asked to pose with different expressions. More specifically, 
they are asked to show a neutral expression, to smile, blink (shut their eyes) and talk. 
In general, the CMU-PIE database is organised into two main parts, namely, pose and 
expression variation, and pose and illumination variation. However, there is no 
simultaneous variation for expression and illumination. 
From this database, we use a subset from the pose and illumination variation which 
contains 38 subjects. Each subject has 25 images with pose variations and strongly 
contrasting illumination variations. Gender and race classification experiments are 
performed on 950 images, which make up the total number of images from the CMU-
PIE. Figure 5.4 displays the sample images from the CMU-PIE database with different 
pose and strong variations in illumination. Section 5.6 reveals the evaluation results for 
the facial attribute classification utilising different colour models. 
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5.6 Experimental Results 
The face images are represented using different texture analysis techniques (operators) 
including (LBP, P-LBP, CLBP, P-CLBP, NRLBP, and P-NRLBP). These operators are 
applied on face images in Cartesian space (LBP, CLBP, and NRLBP) and polar space 
(P-LBP, P-CLBP, and P-NRLBP) utilising MRA and including 8 neighbours (P=8) and 
different pixel radius (R=1, 2, 3) (see Section 5.3). Feature vectors that describe the face 
images are then projected into 150 features using PCA algorithm as a trade-off between 
classification accuracy, computation effort and storage requirement. 
East Asian 
European 
Other 
African 
European 
Figure 5.4: Samples from the CMU-PIE database. 
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In this section, the proposed texture analysis operators, namely, P-LBP, P-CLBP and 
P-NRLBP (presented in Section 4.2) are evaluated and compared with the existing 
operators, namely, LBP, CLBP, and NRLBP. The methods are evaluated for three 
demographic attributes (gender, age and race) in addition to expression attribute 
classification of face images. Moreover, the evaluation is performed for each of the 6-
colour models defined in Section 5.2. The evaluation is performed for each colour 
model separately and collectively. The face images are obtained from the FERET, PICS 
and CMU-PIE databases. Classification of face images is performed using two 
commonly used single-label classification models, namely, SVM and k-NN. 
Classification is performed utilising SVM classifier with poly kernel function and k-
NN classifier with neighbours (k=1). The classification results for facial attributes were 
derived in terms of classification rate. Evaluation results for each facial attribute are 
given in the following subsections. 
5.6.1 Performance of Gender Classification 
In this experiment, gender classification is evaluated using the FERET, PICS and 
CMU-PIE databases. The classification results for gender attribute from the FERET, 
PICS and CMU-PIE databases utilising each individual colour channel in the 6-colour 
models (separately) are shown in Tables 5.2–5.7, while the classification results for 
gender attribute from the FERET, PICS and CMU-PIE databases utilising each colour 
configuration in the 6-colour models (collectively) are shown in Figures 5.5–5.10. 
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Table 5.2: Classification rates for gender attribute using H, S, V channels. 
Colour 
model 
Method/ 
Classifier 
FERET database PICS database CMU-PIE database 
SVM k-NN SVM k-NN SVM k-NN 
H 
LBP 87.8462 89.3846 88.3899 96.276 85.6842 92.1053 
P-LBP 77.3846 80.7692 83.023 84.2278 76.9474 72.4211 
CLBP 77.3846 82.1538 76.1227 79.299 72.6316 75.4737 
P-CLBP 78.7692 85.6923 82.6944 89.8138 82.5263 78.2105 
NRLBP 78.6154 82.4615 76.7798 78.8609 76.9474 70.9474 
P-NRLBP 72.1538 83.8462 81.2705 86.1993 75.5789 71.3684 
S 
LBP 83.0769 84.7692 81.7087 85.2136 76.6316 77.8947 
P-LBP 85.2308 89.2308 83.023 84.2278 89.4737 86.8421 
CLBP 79.2308 85.6923 76.9989 87.6232 82.4211 88.8421 
P-CLBP 83.5385 87.5385 85.4326 94.3045 88.1053 91.2632 
NRLBP 80.9231 88.1538 80.3943 92.0044 87.3684 90.8421 
P-NRLBP 85.6923 87.0769 86.5279 92.4425 87.2632 87.7895 
V 
LBP 84.6154 85.2308 77.8751 84.6659 70.6316 83.8947 
P-LBP 90.6154 90.4615 94.3045 96.8237 91.2632 90.7368 
CLBP 88.7692 88.7692 89.9233 94.5235 82.8421 92.1053 
P-CLBP 91.8462 90.7692 93.4283 98.0285 93.3684 92.9474 
NRLBP 89.5385 89.0769 90.0329 96.1665 82.9474 91.1579 
P-NRLBP 91.8462 91.3846 95.2903 97.1522 90.1053 92.2105 
 
Table 5.3: Classification rates for gender attribute using L*, a*, b* channels. 
Colour 
model 
Method/ 
Classifier 
FERET database PICS database CMU-PIE database 
SVM k-NN SVM k-NN SVM k-NN 
L* 
LBP 87.8462 89.3846 88.3899 96.276 85.6842 92.1053 
P-LBP 91.6923 91.0769 94.195 98.138 93.7895 94.7368 
CLBP 87.8462 89.2308 88.4995 96.276 86.4211 91.5789 
P-CLBP 92.1538 90.3077 94.195 98.0285 95.1579 95.0526 
NRLBP 88.6154 91.0769 89.2662 95.7284 84.4211 93.2632 
P-NRLBP 90.7692 92.3077 95.2903 97.9189 92.1053 93.1579 
a* 
LBP 83.0769 84.7692 81.7087 85.2136 76.6316 77.8947 
P-LBP 82.4615 88.1538 88.4995 92.333 86.5263 84.7368 
CLBP 83.0769 85.3846 81.8182 84.9945 77.5789 77.7895 
P-CLBP 82.9231 87.8462 89.4852 92.6616 87.1579 88.4211 
NRLBP 80.0000 80.0000 81.0515 84.4469 76.7368 78.1053 
P-NRLBP 83.0769 88.9231 87.8423 92.8806 86.3158 85.7895 
b* 
LBP 84.6154 85.2308 77.8751 84.6659 70.6316 83.8947 
P-LBP 86.4615 89.8462 87.4042 93.9759 83.6842 90.9474 
CLBP 85.0769 85.0769 77.8751 84.885 70.0000 83.2632 
P-CLBP 87.0769 89.8462 87.2946 92.8806 85.3684 91.6842 
NRLBP 80.0000 85.3846 78.3133 85.4326 75.0526 86.0000 
P-NRLBP 87.8462 89.8462 87.6232 92.1139 86.0000 91.0526 
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Table 5.4: Classification rates for gender attribute using R, G, B channels. 
Colour 
model 
Method/ 
Classifier 
FERET database PICS database CMU-PIE database 
SVM k-NN SVM k-NN SVM k-NN 
R 
LBP 88.0000 90.0000 89.8138 95.1807 89.4737 93.7895 
P-LBP 90.4615 90.0000 92.6616 97.3713 94.5263 95.5789 
CLBP 89.0769 90.6154 89.9233 95.1807 89.8947 93.3684 
P-CLBP 91.3846 90.0000 92.1139 97.3713 94.3158 94.8421 
NRLBP 90.7692 90.7692 95.0712 97.6999 92.9474 94.1053 
P-NRLBP 91.0769 90.7692 94.6331 97.6999 94.3158 94.2105 
G 
LBP 88.4615 86.9231 87.6232 96.3855 84.8421 92.2105 
P-LBP 91.6923 91.6923 94.0854 98.2475 94.6316 96.2105 
CLBP 89.3846 88.9231 87.5137 96.3855 84.9474 92.3158 
P-CLBP 91.6923 91.6923 93.9759 98.3571 94.4211 95.8947 
NRLBP 91.5385 90.7692 94.9617 98.138 93.0526 94.4211 
P-NRLBP 91.0769 90.9231 95.0712 97.9189 94.5263 95.8947 
B 
LBP 86.1538 86.6154 83.4611 94.195 83.1579 92.3158 
P-LBP 90.1538 89.5385 92.2234 97.1522 93.3684 93.8947 
CLBP 85.5385 86.1538 83.4611 94.195 83.2632 92.2105 
P-CLBP 88.1538 90.1538 92.4425 96.9332 92.7368 93.3684 
NRLBP 92.1538 90.4615 91.5663 97.1522 91.4737 93.8947 
P-NRLBP 90.1538 90.1538 91.3472 97.2618 92.5263 94.8421 
 
Table 5.5: Classification rates for gender attribute using Y, Cb, Cr channels. 
Colour 
model 
Method/ 
Classifier 
FERET database PICS database CMU-PIE database 
SVM k-NN SVM k-NN SVM k-NN 
Y 
LBP 87.5385 89.6923 90.0329 95.2903 89.1579 93.0526 
P-LBP 91.2308 90.3077 92.8806 97.4808 92.5263 94.6316 
CLBP 87.3846 90.4615 89.8138 95.2903 89.6842 93.3684 
P-CLBP 90.4615 90.1538 92.2234 97.4808 93.7895 94.7368 
NRLBP 90.7692 90.7692 95.0712 97.6999 92.9474 94.1053 
P-NRLBP 72.1538 83.8462 81.2705 86.1993 75.5789 71.3684 
Cb 
LBP 88.6154 87.6923 87.7327 96.4951 84.9474 92.3158 
P-LBP 92.0000 92.1538 94.3045 98.2475 92.1053 95.6842 
CLBP 88.6154 87.3846 87.7327 96.3855 85.1579 92.1053 
P-CLBP 91.3846 91.2308 93.6473 98.3571 95.0526 96.0000 
NRLBP 91.5385 90.7692 94.9617 98.138 93.0526 94.4211 
P-NRLBP 85.6923 87.0769 86.5279 92.4425 87.2632 87.7895 
Cr 
LBP 85.3846 86.0000 83.7897 94.6331 82.3158 92.1053 
P-LBP 89.8462 90.0000 92.333 96.9332 90.1053 92.2105 
CLBP 85.3846 86.6154 83.5706 94.6331 82.8421 92.2105 
P-CLBP 90.1538 89.0769 92.2234 97.2618 92.9474 93.0526 
NRLBP 92.1538 90.4615 91.5663 97.1522 91.4737 93.8947 
P-NRLBP 91.8462 91.3846 95.2903 97.1522 74.9474 77.3684 
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Table 5.6: Classification rates for gender attribute using Y, I, Q channels. 
Colour 
model 
Method/ 
Classifier 
FERET database PICS DATABASE CMU-PIE database 
SVM k-NN SVM k-NN SVM k-NN 
Y 
LBP 87.5385 89.6923 90.0329 95.2903 89.1579 93.0526 
P-LBP 91.2308 90.3077 92.8806 97.4808 92.5263 94.6316 
CLBP 90.4615 90.1538 92.2234 97.4808 93.7895 94.7368 
P-CLBP 92.7692 91.6923 94.8521 98.3571 94.1053 95.4737 
NRLBP 88.0000 90.6154 88.9376 95.3998 85.0526 94.0000 
P-NRLBP 92.3077 91.6923 95.0712 97.8094 93.6842 95.4737 
I 
LBP 88.6154 87.6923 87.7327 96.4951 84.9474 92.3158 
P-LBP 92.0000 92.1538 94.3045 98.2475 92.1053 95.6842 
CLBP 91.3846 91.2308 93.6473 98.3571 95.0526 96.0000 
P-CLBP 88.7692 90.0000 91.1281 93.3187 84.2105 92.5263 
NRLBP 86.0000 87.5385 86.1993 90.1424 73.8947 89.5789 
P-NRLBP 88.0000 90.1538 88.7185 93.5378 84.0000 91.8947 
Q 
LBP 85.3846 86.0000 83.7897 94.6331 82.3158 92.1053 
P-LBP 89.8462 90.0000 92.333 96.9332 91.2632 92.9474 
CLBP 90.1538 89.0769 92.2234 97.2618 92.9474 93.0526 
P-CLBP 78.1538 87.0769 85.7612 90.3614 85.5789 87.3684 
NRLBP 74.4615 80.4615 79.1895 83.023 77.8947 81.7895 
P-NRLBP 79.8462 82.9231 84.885 90.7996 82.6316 79.7895 
 
Table 5.7: Classification rates for gender attribute using Y, U, V channels. 
Colour 
model 
Method/ 
Classifier 
FERET database PICS database CMU-PIE database 
SVM k-NN SVM k-NN SVM k-NN 
Y 
LBP 87.5385 89.6923 78.8609 95.2903 89.1579 93.0526 
P-LBP 92.3077 92.3077 94.8521 98.138 94.7368 95.0526 
CLBP 88.4615 89.3846 87.2946 96.3855 86.2105 92.9474 
P-CLBP 92.7692 91.6923 94.8521 98.2475 94.1053 95.4737 
NRLBP 92.3077 91.6923 88.9376 95.3998 85.0526 94.0000 
P-NRLBP 92.3077 91.6923 95.0712 97.8094 93.6842 95.4737 
U 
LBP 88.6154 87.6923 87.7327 96.4951 84.9474 92.3158 
P-LBP 84.1538 88.0000 87.1851 90.1424 84.2105 88.8421 
CLBP 85.5385 86.7692 78.8609 86.3089 71.5789 85.0526 
P-CLBP 85.3846 89.2308 86.6375 92.2234 85.1579 89.8947 
NRLBP 86.6154 88.3077 79.8467 87.5137 76.5263 86.0000 
P-NRLBP 86.6154 88.3077 88.3899 92.6616 84.8421 90.6316 
V 
LBP 85.3846 86.0000 83.7897 94.6331 82.3158 92.1053 
P-LBP 88.3077 90.7692 90.69 94.8521 83.0526 90.5263 
CLBP 84.1538 86.1538 83.8992 90.2519 70.7368 89.5789 
P-CLBP 88.3077 90.1538 91.1281 95.7284 85.5789 93.5789 
NRLBP 87.2308 90.3077 85.7612 90.471 71.8947 90.6316 
P-NRLBP 87.2308 90.3077 90.9091 94.0854 80.3158 90.9474 
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Figure 5.5: Gender classification using SVM (FERET database). 
 
Figure 5.6: Gender classification using k-NN (FERET database). 
 
Figure 5.7: Gender classification using SVM (PICS database). 
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The results listed in the tables and figures above demonstrate that by utilising the three 
databases (FERET, PICS and CMU-PIE), texture analysis using the proposed methods, 
namely, P-LBP, P-CLBP and P-NRLBP, yield better results in many cases. 
Statistically, it can be observed that the proposed methods achieved improvement in 
Figure 5.8: Gender classification using k-NN (PICS database). 
 
Figure 5.9: Gender classification using SVM (CMU-PIE database). 
 
Figure 5.10: Gender classification using k-NN (CMU-PIE database). 
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classification by utilising all colour models in 78.9351% of the total cases. A further 
observation is that the k-NN classification model gave better results than the SVM 
model using all databases and all colour models. 
As a comparison between the results for gender classification provided from the 
considered databases, it is observed that correct gender classification rates from PICS 
database are higher than correct gender classification rates from the FERET and CMU-
PIE databases. This is not a surprising result as the PICS database consists of frontal 
faces which are easy to classify compared with the FERET database which includes 
many faces with pose variations, including 45o and 90o. Another reason for this result 
is that the number of images collected from the PICS subsets is more than the number 
of images collected from the FERET subsets (650 from FERET vs. 913 from PICS). 
As a comparison between the PICS database and the CMU-PIE database, the number 
of collected face images from these two databases is almost equal (913 from PICS vs. 
950 from CMU-PIE). However, the CMU-PIE database contains both strong 
illumination conditions (see Figure 5.2) and pose variations (see Section 5.5.1). These 
issues are considered the main challenges in the degradation of classification 
performance for FR system. Table 5.8 demonstrates the proportionate improvement 
achieved by each corresponding database in both classifiers (SVM and k-NN). 
Table 5.8: The percentage of the performance improvement for gender attribute in 
each database 
SVM k-NN 
FERET PICS CMU-PIE FERET PICS CMU-PIE 
30.5555 50 19.4444 8.3333 88.8888 2.7777 
Furthermore, it was found that the most effective colour channels were V in (HSV), b* 
in (L*a*b*), Y in (YIQ), G in (RGB), Y in (YUV) and Cb in (YCbCr). Therefore, we 
configured new combinations of colour channels: YVCb composed of Y (from YUV); 
V from (HSV) and Cb from (YCbCr); YVG composed of Y (from YUV), V from 
(HSV) and G from (RGB). Table 5.9 and Table 5.10 show classification results for the 
new colour combinations from FERET, PICS and CMU-PIE databases for gender 
attribute classification. 
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Table 5.9: Classification rates for gender attribute for YVCb from FERET, 
PICS and CMU-PIE databases. 
Method/ 
Classifier 
FERET PICS CMU-PIE 
SVM k-NN SVM k-NN SVM k-NN 
LBP 90.1538 90.4615 91.7853 96.6046 86.9474 93.1579 
P-LBP 92.9231 91.6923 95.1807 98.7952 93.1579 94.7368 
CLBP 89.8462 89.8462 91.0186 96.276 87.1579 93.3684 
P-CLBP 92.3077 91.6923 94.6331 98.4666 94.8421 95.4737 
NRLBP 88.9231 90.00 91.2377 96.276 86.8421 93.2632 
P-NRLBP 92.3077 92.00 95.8379 98.2475 92.9474 94.8421 
 
Table 5.10: Classification rates for gender attribute for YVG from FERET, 
PICS and CMU-PIE databases. 
Method/ 
Classifier 
FERET PICS CMU-PIE 
SVM k-NN SVM k-NN SVM k-NN 
LBP 90.00 90.1538 91.6758 96.3855 86.7368 93.3684 
P-LBP 91.6923 92.1538 95.1807 98.2475 93.8947 95.7895 
CLBP 89.8462 89.0769 90.7996 96.1665 87.7895 93.0526 
P-CLBP 94.0000 91.2308 94.414 98.4666 94.8421 95.4737 
NRLBP 88.9231 90.3077 91.2377 96.1665 86.5263 93.4737 
P-NRLBP 92.3077 91.8462 95.7284 98.138 93.2632 94.7368 
The results of the experiment show an improvement of the gender classification 
performance. Tables 5.9 and 5.10 list the classification rates for gender attributes using 
SVM and k-NN for YVCb and YVG, respectively. The experimental results were 
conducted from FERET, PICS and CMU-PIE databases. More precisely, the YVCb 
combination improved gender classification in the FERET and PICS databases using 
SVM classifier. For the FERET database, it was observed that the highest classification 
result obtained from P-LBP and SVM was 92.9231; while the highest classification rate 
obtained from the six colour models was recorded from the Y colour channel of the 
YUV colour model with P-CLBP and SVM classifier as 92.7692. Furthermore, using 
the same new combination (YVCb), the highest classification rates from the PICS 
database were obtained from P-NRLBP and SVM and P-LBP and k-NN which were 
95.8379 and 98.7952, respectively; while the highest classification rates obtained from 
the PICS database using the 6-colour models for SVM and k-NN classification were 
from the V colour channel of the HSV colour model with P-NRLBP and SVM 
classifier, and the Cr colour channel from the YCbCr colour model with P-NRLBP and 
SVM classifier stood at 95.2903. Using the k-NN classifier, the highest classification 
rate obtained from the PICS database and the k-NN classifier was 98.3571. This value 
was derived several times using the 6-colour models, among them the YIQ colour 
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model from the Y colour channel in the P-CLBP, k-NN and YCbCr colour models from 
the Cb colour channel in the P-CLBP and k-NN classifiers.  
For the other new colour combination YVG, it was observed that this colour model 
improved classification performance in FERET with SVM, and PICS with both 
classification models SVM and k-NN. Specifically, for the FERET database, the YVG 
colour model obtained the highest classification rate from P-CLBP and SVM, which 
was 94.0000; while the highest classification rates obtained from the 6-colour models 
was 92.7692, as mentioned previously. From the PICS database, the YVG colour model 
obtained the highest classification rates, which were 95.7284 and 98.4666 utilising P-
NRLBP and SVM and P-CLBP and k-NN, respectively; while the highest classification 
rates obtained from the 6-colour models was 95.2903 from SVM classifier and 98.3571 
from k-NN classifier. However, there was no improvement gained from these new 
colour combinations with the CMU-PIE database for gender attribute classification. 
For the FERET database, the highest classification rate for gender attribute is achieved 
by YVG using P-CLBP and SVM. The corresponding confusion matrix is shown in 
Table 5.11. For the PICS database, the highest classification rate for gender attribute is 
achieved by YVCb using P-LBP and k-NN. The corresponding confusion matrix is 
shown in Table 5.12. For the CMU-PIE database, the highest classification rate for 
gender attribute is achieved by G colour channel from RGB colour model using P-
CLBP and k-NN. The corresponding confusion matrix is shown in Table 5.13. 
Table 5.11: Confusion matrix of gender 
attribute from YVG using P-CLBP and SVM 
(FERET database). 
 Male Female 
Male 97.1764 2.8235 
Female 12 88 
 
 
 
 
 
 
Table 5.12: Confusion matrix of gender 
attribute from YVCb using P-LBP and k-NN 
(PICS database). 
 Male Female 
Male 99.1304 0.8695 
Female 1.5452 98.4547 
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Table 5.13: Confusion matrix of gender 
attribute from G colour channel (RGB) using P-
CLBP and k-NN (CMU-PIE database). 
 Male Female 
Male 97.9047 2.0952 
Female 6.5882 93.4117 
 
Table 5.11 shows that females in the FERET database have higher misclassification as 
males, compared with males being misclassified as females. This is attributed to three 
reasons. First, the database contains fewer female images; with 430 males and 220 
females, this results in overfitting. Second, in many female images, a large area of the 
face is obscured by hair. Third, many images are non-frontal images which reduce the 
effectiveness of the features. On the other hand, Table 5.12 shows that gender 
misclassification is small for the PICS database because the training set is larger; also, 
we used mostly frontal face images from the Aberdeen and Utrecht sets, and a small 
number of non-frontal images from the PAIN set. For CMU-PIE database (Table 5.13), 
it is observed that the number of females incorrectly classified as males is higher than 
the number of males incorrectly classified as females (6.5882 vs. 2.0952). This is 
attributed to the same reason for male information abundance (525 males vs. 425 
females). The second reason behind this result is that strong illumination conditions of 
the CMU-PIE database (See Section 5.5.1 and Figure 5.2) cause inaccurate texture 
representation which leads to incorrect classification. 
5.6.2 Performance of Age Classification 
In this experiment, age classification is evaluated using the FERET database, as this 
database includes colour images for subjects of all age categories in this research. The 
classification results for age attributes from the FERET database utilising each 
individual colour channel in the 6-colour models (separately) are listed in Tables 5.14–
5.19, while the classification results for age categories from the FERET database 
utilising each colour configuration in the 6-colour models (collectively) are shown in 
Figures 5.11–5.12. The experiment for age category attribute classification is evaluated 
against facial pose rotation (as the FERET database contains faces with pose variations, 
including 45o and 90o). 
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Table 5.14: Classification rates for age attribute using H, 
S, V channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification rate 
classification 
rate 
H 
LBP 67.8462 73.6923 
P-LBP 62.4615 72.9231 
CLBP 61.5385 65.5385 
P-CLBP 67.3846 76.1538 
NRLBP 59.2308 68.3077 
P-NRLBP 62.4615 69.5385 
S 
LBP 59.8462 69.5385 
P-LBP 67.5385 77.3846 
CLBP 60.9231 71.6923 
P-CLBP 67.6923 80.4615 
NRLBP 62.7692 75.3846 
P-NRLBP 67.2308 77.6923 
V 
LBP 63.5385 72.4615 
P-LBP 70.4615 74.3077 
CLBP 66.4615 75.0769 
P-CLBP 69.8462 78.3077 
NRLBP 68 75.3846 
P-NRLBP 70.9231 77.5385 
 
Table 5.15: Classification rates for age attribute using 
L*,a*,b* channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification 
rate 
classification 
rate 
L 
LBP 67.8462 73.6923 
P-LBP 70.3077 77.0769 
CLBP 67.2308 73.6923 
P-CLBP 70.9231 78.3077 
NRLBP 66.1538 76.3077 
P-NRLBP 69.6923 82 
a 
LBP 59.8462 69.5385 
P-LBP 64.6154 77.3846 
CLBP 59.8462 70.6154 
P-CLBP 66 78.4615 
NRLBP 61.8462 69.0769 
P-NRLBP 64 75.0769 
b 
LBP 63.5385 72.4615 
P-LBP 63.3846 76.9231 
CLBP 63.2308 72.6154 
P-CLBP 64 77.8462 
NRLBP 61.6923 71.5385 
P-NRLBP 68 78.4615 
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Table 5.16: Classification rates for age attribute using 
R*,G*,B* channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification 
rate 
classification 
rate 
R 
LBP 69.6923 74.4615 
P-LBP 71.2308 78 
CLBP 68.7692 74.6154 
P-CLBP 70.9231 77.8462 
NRLBP 72.4615 80.6154 
P-NRLBP 71.0769 78.7692 
G 
LBP 64.3077 72.7692 
P-LBP 70.6154 78.7692 
CLBP 63.6923 73.3846 
P-CLBP 69.3846 78.7692 
NRLBP 71.6923 79.0769 
P-NRLBP 70.6154 78.3077 
B 
LBP 62 74 
P-LBP 70.4615 79.0769 
CLBP 61.6923 74 
P-CLBP 69.0769 77.8462 
NRLBP 71.0769 78.7692 
P-NRLBP 70.6154 78.9231 
 
Table 5.17: Classification rates for age attribute using 
Y,Cb,Cr channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification 
rate 
classification 
rate 
Y 
LBP 68 74.4615 
P-LBP 71.3846 78.3077 
CLBP 68.4615 74.4615 
P-CLBP 71.6923 78.7692 
NRLBP 72.4615 80.6154 
P-NRLBP 62.4615 69.5385 
Cb 
LBP 65.0769 73.0769 
P-LBP 68.7692 79.0769 
CLBP 64.9231 73.2308 
P-CLBP 70.7692 78.1538 
NRLBP 71.6923 79.0769 
P-NRLBP 67.2308 77.6923 
Cr 
LBP 62.4615 74.6154 
P-LBP 69.3846 79.6923 
CLBP 61.6923 75.0769 
P-CLBP 71.0769 78.4615 
NRLBP 71.0769 78.7692 
P-NRLBP 70.9231 77.5385 
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Table 5.18: Classification rates for age attribute using 
Y,I,Q channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification 
rate 
classification 
rate 
Y 
LBP 68 74.4615 
P-LBP 71.3846 78.3077 
CLBP 71.6923 78.7692 
P-CLBP 70.4615 79.8462 
NRLBP 66.6154 76 
P-NRLBP 70.4615 80.1538 
I 
LBP 65.0769 73.0769 
P-LBP 68.7692 79.0769 
CLBP 70.7692 78.1538 
P-CLBP 65.8462 77.3846 
NRLBP 60.3077 73.5385 
P-NRLBP 69.0769 76.9231 
Q 
LBP 62.4615 74.6154 
P-LBP 69.3846 79.6923 
CLBP 71.0769 78.4615 
P-CLBP 68 70.7692 
NRLBP 58 65.2308 
P-NRLBP 66.4615 70.3077 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 5.19: Classification rates for age attribute using 
Y,U,V channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification 
rate 
classification 
rate 
Y 
LBP 68 74.4615 
P-LBP 69.3846 77.8462 
CLBP 67.5385 74.3077 
P-CLBP 70.4615 79.8462 
NRLBP 70.4615 80.1538 
P-NRLBP 70.4615 80.1538 
U 
LBP 65.0769 73.0769 
P-LBP 67.6923 76.1538 
CLBP 62.6154 75.3846 
P-CLBP 63.5385 77.0769 
NRLBP 67.2308 74.1538 
P-NRLBP 67.2308 74.1538 
V 
LBP 62.4615 74.6154 
P-LBP 66.6154 76.3077 
CLBP 57.2308 70 
P-CLBP 65.6923 76 
NRLBP 63.2308 76 
P-NRLBP 63.2308 76 
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From the age category classification results listed in the tables and figures above, the 
evidence is clear that the proposed methods (P-LBP, P-CLBP and P-NRLBP) gave 
better results than the other methods (LBP, CLBP and NRLBP). The results of the 
proposed methods using the FERET database outperformed the other methods. In 
general, utilising the separate colour channels for the considered colour models, the 
proposed methods have recorded 77.7777% improvement of the total cases. As a 
comparison between the performance of the SVM and k-NN classification models, the 
results show that k-NN exhibited overwhelming superiority in performance in all cases.   
Age category classification results conducted from the new combinations YVCb and 
YVG using SVM and k-NN are tabulated in Tables 5.20 and 5.21, respectively. These 
results are derived from the FERET database. 
 
 
 
Figure 5.11: Age classification using SVM (FERET database). 
Figure 5.12: Age classification using k-NN (FERET database). 
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Table 5.20 shows the highest classification results for YVCb were recorded for P-LBP 
and SVM which was 73.2308, while the highest classification rate for the 6-colour 
models separately was given by the R colour channel from the RGB colour model using 
NRLBP and SVM, and which stood at 72.4615. However, as a collective colour model, 
L*a*b* gave the higher classification rate of 77.5385, using P-NRLBP and SVM. 
Similarly observed for YVCb with k-NN, the highest classification rate for this colour 
combination and k-NN was recorded with P-NRLBP at 80.1538. However, there are 
several cases of the 6-colour models which gave higher classification rates including 
P-CLBP and k-NN in S colour channel, NRLBP and k-NN in R colour channel and 
NRLBP and k-NN in Y colour channel from the YUV colour model, and which yielded 
results of 80.4615, 80.6154 and 80.6154, respectively. 
From Table 5.21, the highest classification results for YVG were recorded for P-LBP 
and SVM at 74.9231, while the highest classification rate for the 6-colour model 
separately is given by NRLBP and SVM, twice by R colour channel and Y colour 
channel from the YCbCr colour model. However, L*a*b* as a collective colour model 
Table 5.20: Classification rates for age 
attribute for YVCb from FERET 
database. 
Method/ 
Classifier 
Gender Classification 
SVM k-NN 
LBP 70.6154 74 
P-LBP 73.2308 75.5385 
CLBP 68.3077 74.4615 
P-CLBP 71.2308 78.3077 
NRLBP 67.8462 75.2308 
P-NRLBP 72.6154 80.1538 
Table 5.21: Classification rates for age 
attribute for YVG from FERET database. 
Method/ 
Classifier 
Gender Classification 
SVM k-NN 
LBP 71.0769 73.2308 
P-LBP 74.9231 80.9231 
CLBP 69.8462 80.9231 
P-CLBP 70.4615 78 
NRLBP 68.4615 75.8462 
P-NRLBP 73.0769 79.8462 
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gave a higher classification rate using P-NRLBP and SVM, at 77.5385. For YVG with 
k-NN, the highest classification rate was recorded for P-LBP and CLBP, at 80.9231, 
while the highest classification rate for the 6-colour models separately is given by 
NRLBP and k-NN from both R colour channel and Y colour channel from the YCbCr 
colour model, at 80.6154. However, YCbCr and YIQ as collective colour models gave 
a similar classification rate which was 80.9231 using P-LBP and k-NN. Therefore, no 
improvement in the classification performance could be obtained from the new colour 
combinations for age category classification. 
The highest classification rate for the age category attribute is achieved by the YVG 
colour model using P-LBP and k-NN. The corresponding confusion matrix is shown in 
Table 5.22. However, CLBP and k-NN gave the same result. 
Table 5.22: Confusion matrix of age bracket attribute for YVG 
colour model using P-LBP and k-NN (FERET database). 
 (0–20) (21–40) (41–60) (61–higher) 
(0–20) 72.8205 17.9487 5.1282 1.5384 
(21–40) 8.7096 85.4838 4.5161 1.2903 
(41–60) 1.1764 16.4705 72.9411 9.4117 
(61–higher) 0 6.6666 6.6666 86.6666 
The confusion matrix of age category classification in Table 5.22, shows that the 61–
higher and 21–40 age categories have the highest accuracy followed by the 41–60 and 
0–20 age categories, respectively. The main reasons behind these results is that people 
aged over 60 years whose faces are marked with the appearance of wrinkles are more 
easily recognised than faces in other age categories. The other reason is that the age 
category 21–40 includes the largest number of faces than any other age category, which 
in turn leads to the training of the classification algorithm of this age category more 
than other age categories. Table 5.23 shows the distribution of face images according 
to the age categories.  
Table 5.23: The percentage distribution of the face images 
according to the age brackets. 
(0-20) (21-40) (41-60) (61-higher) 
30 47.6923 13.0769 9.2307 
Another issue observed from the confusion matrix in Table 5.22 is that the age category 
0–20 is confused with the age category 21–40, while the age category 41–60 is confused 
with both age categories 21–40 and 61–higher. This issue is attributed to some extent, 
to the skin similarities between these age categories (i.e., for adjacent age categories). 
 
 
193 
 
The other reason is the issue of beards among the different age categories of men, which 
leads to confusion of the classification of the various age categories among bearded 
males. A similar confusion occurs among the different age categories of women whose 
hair covers a wide area of their faces, especially in the case of pose rotation (45o–90o). 
5.6.3 Performance of Race Classification 
As there is no variation of races in the PICS database (i.e., the overwhelming majority 
of the people are European with few East Asians, and a total absence of other 
ethnicities), race classification is evaluated using the FERET and CMU-PIE databases. 
The effectiveness of the proposed methods for facial feature extraction was approved 
in the previous two sections in this chapter via the extensive experiments that were 
carried out on the gender and age attributes classification on three databases, FERET, 
PICS, and CMU-PIE. In this section, the performance of the proposed methods, P-LBP, 
P-CLBP and P-NRLBP is further evaluated via racial attribute-based face image 
classification. Race attribute classification experiment is carried out on the FERET and 
CMU-PIE databases as the PICS database does not encompass race variations. The 
experiments for race attribute classifications are evaluated against facial pose rotation 
(represented by faces with pose variations, including 45o and 90o from the FERET 
database) and a combination of pose and strong illumination variation (represented by 
facial images from pose and illumination variation from the CMU-PIE database, see 
Section 5.5.1). The results for the race attribute classification experiment against these 
two challenges (pose and illumination variation) utilising the separate colour channels 
for the 6-colour models are tabulated in Tables 5.24–5.29, while the classification 
results for race attribute using each colour configuration results in the 6-colour models 
(collectively) are shown in Figures 5.13–5.16. 
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Table 5.24: Classification rates for race attribute using H, S, V 
channels. 
Colour 
model 
Method/ 
Classifier 
FERET database CMU-PIE database 
SVM k-NN SVM k-NN 
H 
LBP 65.6923 75.2308 73.2632 89.5789 
P-LBP 64.3077 75.5385 62.0000 58.7368 
CLBP 65.6923 71.3846 65.1579 66.3158 
P-CLBP 71.6923 75.3846 71.1579 68.9474 
NRLBP 68.6154 76.0000 61.8947 60.4211 
P-NRLBP 64.1538 74.9231 61.6842 60.6316 
S 
LBP 67.5385 73.2308 58.5263 63.7895 
P-LBP 73.6923 77.5385 82.6316 84.00 
CLBP 63.0769 72.7692 70.1053 81.8947 
P-CLBP 69.0769 78.0000 84.9474 87.5789 
NRLBP 66.9231 76.3077 75.3684 84.8421 
P-NRLBP 75.5385 78.3077 81.4737 84.1053 
V 
LBP 67.6923 76.4615 62.8421 83.2632 
P-LBP 75.0769 81.8462 81.2632 90.3158 
CLBP 65.8462 76.9231 72.2105 87.6842 
P-CLBP 75.3846 80.7692 85.5789 91.8947 
NRLBP 68.7692 80.4615 76.3158 89.4737 
P-NRLBP 78.0000 82.6154 81.6842 90.4211 
 
 
Table 5.25: Classification rates for race attribute using L*, a*, b* 
channels. 
Colour 
model 
Method/ 
Classifier 
FERET database CMU-PIE database 
SVM k-NN SVM k-NN 
L* 
LBP 65.6923 75.2308 73.2632 89.5789 
P-LBP 74.9231 78.7692 85.5789 92.4211 
CLBP 65.6923 74.9231 73.1579 89.5789 
P-CLBP 76.0000 78.7692 85.6842 91.4737 
NRLBP 66.6154 79.5385 76.6316 90.6316 
P-NRLBP 79.2308 80.6154 85.6842 93.1579 
a* 
LBP 67.5385 73.2308 58.5263 63.7895 
P-LBP 76.7692 79.6923 70.7368 78.0000 
CLBP 68.0000 73.5385 57.5789 64.5263 
P-CLBP 75.8462 80.0000 72.9474 82.2105 
NRLBP 66.6154 74.6154 62.6316 66.4211 
P-NRLBP 75.6923 79.8462 69.7895 78.0000 
b* 
LBP 67.6923 76.4615 62.8421 83.2632 
P-LBP 75.5385 81.2308 79.7895 89.6842 
CLBP 67.3846 76.4615 62.7368 82.4211 
P-CLBP 77.8462 80.7692 81.0526 91.0526 
NRLBP 68.3077 79.0769 65.4737 86.1053 
P-NRLBP 76.7692 81.2308 79.6842 89.5789 
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Table 5.26: Classification rates for race attribute using R, G, B 
channels. 
Colour 
model 
Method/ 
Classifier 
FERET database CMU-PIE database 
SVM k-NN SVM k-NN 
R 
LBP 66.3077 77.8462 72.9474 89.3684 
P-LBP 76.7692 80.1538 88.2105 92.0000 
CLBP 67.0769 77.2308 73.5789 89.6842 
P-CLBP 75.6923 80.6154 88.1053 93.5789 
NRLBP 79.5385 82.7692 84.6316 92.0000 
P-NRLBP 79.5385 82.3077 85.8947 94.1053 
G 
LBP 64.0000 75.5385 74.8421 89.5789 
P-LBP 74.4615 79.8462 88.1053 92.4211 
CLBP 65.3846 75.3846 73.2632 89.7895 
P-CLBP 74.6154 80.3077 88.0000 92.8421 
NRLBP 77.5385 80.6154 86.5263 92.5263 
P-NRLBP 79.5385 80.6154 87.4737 93.7895 
B 
LBP 62.4615 70.9231 73.3684 87.2632 
P-LBP 74.4615 78.4615 86.0000 92.4211 
CLBP 62.4615 70.7692 72.6316 87.0526 
P-CLBP 73.0769 78.6154 85.4737 91.6842 
NRLBP 72.6154 80.1538 82.7368 91.0526 
P-NRLBP 77.6923 79.8462 87.0526 92.2105 
 
Table 5.27: Classification rates for race attribute using Y, Cb, Cr 
channels. 
Colour 
model 
Method/ 
Classifier 
FERET database CMU-PIE database 
SVM k-NN SVM k-NN 
Y 
LBP 65.3846 76.6154 72.9474 88.1053 
P-LBP 75.0769 80.4615 85.3684 92.0000 
CLBP 65.5385 77.5385 72.8421 89.2632 
P-CLBP 76.4615 80.7692 88.0000 93.3684 
NRLBP 79.5385 82.7692 84.6316 92.0000 
P-NRLBP 74.1538 79.9231 77.6842 78.6316 
Cb 
LBP 65.0769 75.2308 72.6316 89.1579 
P-LBP 73.0769 79.6923 85.5789 91.4737 
CLBP 66.4615 75.5385 73.5789 89.6842 
P-CLBP 74.6154 80.6154 87.4737 92.7368 
NRLBP 77.5385 80.6154 86.5263 92.5263 
P-NRLBP 75.5385 78.3077 81.4737 84.1053 
Cr 
LBP 61.2308 71.0769 71.5789 87.1579 
P-LBP 74.1538 79.5385 85.8947 91.2632 
CLBP 61.6923 70.6154 73.2632 87.4737 
P-CLBP 73.6923 77.6923 85.5789 92.1053 
NRLBP 72.6154 80.1538 82.7368 91.0526 
P-NRLBP 78.0000 82.6154 81.6842 90.4211 
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Table 5.28: Classification rates for race attribute using Y, I, Q 
channels. 
Colour 
model 
Method/ 
Classifier 
FERET database CMU-PIE database 
SVM k-NN SVM k-NN 
Y 
LBP 65.3846 76.6154 72.9474 88.1053 
P-LBP 75.0769 80.4615 85.3684 92 
CLBP 76.4615 80.7692 88.0000 93.3684 
P-CLBP 73.8462 78.9231 87.6842 92.9474 
NRLBP 66.6154 80.4615 75.2632 91.4737 
P-NRLBP 77.6923 79.8462 85.7895 93.0526 
I 
LBP 65.0769 75.2308 72.6316 89.1579 
P-LBP 73.0769 79.6923 85.5789 91.4737 
CLBP 74.6154 80.6154 87.4737 92.7368 
P-CLBP 76.7692 80.9231 80.7368 93.6842 
NRLBP 64.9231 79.0769 68.4211 87.7895 
P-NRLBP 75.2308 82.6154 77.8947 90 
Q 
LBP 61.2308 71.0769 71.5789 87.1579 
P-LBP 74.1538 79.5385 85.8947 91.2632 
CLBP 73.6923 77.6923 85.5789 92.1053 
P-CLBP 71.5385 75.3846 72.9474 82.6316 
NRLBP 63.2308 67.8462 61.5789 74.1053 
P-NRLBP 68.4615 71.5385 68.9474 74.5263 
 
Table 5.29: Classification rates for race attribute using Y, U, V 
channels. 
Colour 
model 
Method/ 
Classifier 
FERET database CMU-PIE database 
SVM k-NN SVM k-NN 
Y 
LBP 65.3846 76.6154 72.9474 88.1053 
P-LBP 76.3077 78.7692 85.1579 92.7368 
CLBP 63.8462 75.0769 72.7368 89.8947 
P-CLBP 73.8462 78.9231 87.6842 92.9474 
NRLBP 66.6154 80.4615 75.2632 91.4737 
P-NRLBP 77.6923 79.8462 85.7895 93.0526 
U 
LBP 65.0769 75.2308 72.6316 89.1579 
P-LBP 72.4615 78.4615 77.3684 87.4737 
CLBP 68.0000 77.8462 65.7895 82.4211 
P-CLBP 76.3077 80.0000 78.5263 88.4211 
NRLBP 68.4615 79.3846 66.5263 82.9474 
P-NRLBP 76.7692 80.7692 77.4737 86.4211 
V 
LBP 61.2308 71.0769 71.5789 87.1579 
P-LBP 72.7692 81.0769 80.6316 88.3158 
CLBP 62.9231 74.6154 72.5263 89.0526 
P-CLBP 74.7692 80.4615 81.6842 93.2632 
NRLBP 65.6923 78.3077 71.7895 89.3684 
P-NRLBP 72.4615 83.6923 81.2632 88.1053 
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Figure 5.13: Race classification using SVM (FERET database). 
Figure 5.14: Race classification using k-NN (FERET database). 
Figure 5.15: Race classification using SVM (CMU-PIE database). 
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By utilising both databases that deal with pose variation (represented by FERET 
database) and a combination of pose and illumination variations (represented by CMU-
PIE database), the table and figure results above show that the proposed methods P-
LBP, P-CLBP and P-NRLBP outperform the existing methods. 
As a statistical analysis of the improvement gained from the performance upon applying 
the proposed methods, it is observed that the proposed methods improved the 
classification performance in 83.3333% of the total cases. Similar to the comparison 
results between the performances of the classifiers considered, for both databases, it is 
found that the k-NN model gave higher classification rates than SVM. 
As a comparison between the results for race attribute classification performance 
obtained from the databases considered in this experiment, unlike the results obtained 
from gender attribute classification in Section 5.6.1, in which the FERET database gave 
a higher percentage improvement utilising both classification models, SVM and k-NN, 
it was found that for race classification using both databases (FERET and CMU-PIE), 
the CMU-PIE database showed a higher proportion of improvement than the FERET 
database despite the fact that the CMU-PIE database has both issues (variations in pose 
and illumination). The reason for this result is that the number of race classes in the 
FERET database that the face images will be classified into is more than those in the 
CMU-PIE database (see Table 5.1). This makes the classification process by the 
FERET database more difficult than the CMU-PIE database, which includes fewer race 
classes (see Table 5.30 below). 
Figure 5.16: Race Classification using k-NN (CMU-PIE database). 
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Table 5.30: The percentage of the 
performance improvement for race attribute 
in each database 
SVM k-NN 
FERET CMU-PIE FERET CMU-PIE 
17.5925 82.4074 11.1111 88.8888 
The new colour combinations in Section 5.6.1, namely YVCb and YVG, had 
competition in the results related race attribute-based face classification. Race 
classification results obtained from YVCb and YVG using SVM and k-NN are 
tabulated in Tables 5.31 and 5.32, respectively. These results are conducted from the 
FERET database and CMU-PIE database. 
Table 5.31: Classification rates for race attribute for 
YVCb from FERET and CMU-PIE databases. 
Method/ 
Classifier 
FERET database CMU-PIE database 
SVM k-NN SVM k-NN 
LBP 68.7692 75.5385 76.4211 89.6842 
P-LBP 79.3846 79.6923 86.6316 92.2105 
CLBP 66.4615 75.0769 74.0000 89.7895 
P-CLBP 75.2308 80.3077 86.8421 93.5789 
NRLBP 68.7692 80.0000 77.3684 92.1053 
P-NRLBP 80.9231 82.4615 83.6842 93.2632 
 
Table 5.32: Classification rates for race attribute for 
YVG from FERET and CMU-PIE databases. 
Method/ 
Classifier 
FERET database CMU-PIE database 
SVM k-NN SVM k-NN 
LBP 69.3846 75.2308 76.4211 89.6842 
P-LBP 79.3846 79.0769 88.4211 91.8947 
CLBP 67.2308 75.3846 74 89.7895 
P-CLBP 74.3077 80.6154 86.8421 93.5789 
NRLBP 69.2308 80.1538 77.3684 92.1053 
P-NRLBP 80.9231 82.4615 83.6842 93.2632 
The new colour combination YVG recorded an improvement for classification 
performance with CMU-PIE database when it yielded the highest classification rate for 
race attribute with P-LBP and SVM, which was 88.4211. The highest classification rate 
for the 6-colour models is given by R colour channel from RGB colour model using P-
LBP and SVM, at 88.2105. However, there was no improvement for the YVG 
combination with the FERET database and k-NN classification model. There is no 
improvement either for the race attribute classification gained from the YVCb colour 
combination. 
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The FERET database shows that the highest classification rate for race attribute is 
achieved from L*a*b* using P-CLBP and SVM. The corresponding confusion matrix 
is shown in Table 5.33. The highest classification rate for race attribute in the CMU-
PIE database is achieved by the R colour channel from the RGB colour model using P-
NRLBP and k-NN. The corresponding confusion matrix is shown in Table 5.34. 
Table 5.33: Confusion matrix of race attribute for L*a*b* colour channel using P-
CLBP and SVM (FERET database). 
 European African 
Middle 
Eastern 
South 
Asian 
East 
Asian 
Hispanic 
European 95.5555 0.6349 1.5873 0.6349 1.2698 0.3174 
African 21.6666 71.6666 5.0000 1.6666 0 0 
Middle Eastern 15.0000 3.0000 76.0000 2.0000 1.0000 3.0000 
South Asian 5.7142 2.8571 5.7142 71.4285 14.2857 0 
East Asian 16.1904 0 1.9047 2.8571 78.0952 0.9523 
Hispanic 20.0000 0 5.7142 5.7142 11.4285 57.1428 
 
Table 5.34: Confusion matrix of race attribute for R colour 
channel from RGB colour model using P-NRLBP and k-
NN (CMU-PIE database). 
 European African 
East 
Asian 
other 
European 93.3333 0 1.3333 5.3333 
African 5.3333 90.6666 0 4.0000 
East Asian 0.923 0 97.5384 0.6153 
other 7.2 0.4 0.8 91.6 
The confusion matrix for the FERET database (Table 5.33), shows that race 
classification is significantly improved in comparison to traditional colour models. 
Europeans have the highest accuracy amongst all races because of the distinctive skin 
texture. However, there is a high rate of misclassification in relation to gender attribute 
classification. This is attributed to a number of factors. First, misclassification is 
affected by facial hair including beard and moustache. Second, the illumination 
variation of facial images contributes to misclassification because it compromises 
effective texture representation. Third, skin texture by itself might not be sufficient to 
distinguish between races: the distinctive features of East Asians are the shapes of the 
eyes and nose; and the distinctive feature of Africans is the skin colour. Hence, 
incorporating shape and colour features is likely to further improve race classification. 
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The CMU-PIE database (Table 5.34) provided better results than the FERET database; 
nevertheless, it included some incorrect classification results. These included the 
incorrect classification of the European race to other classes; the incorrect classification 
of the African race as European, and the incorrect classification of other races as 
European. The main reason behind the incorrect classification of Africans is the limited 
number of face images of this race, which leads to poor training of the classifier for this 
class in comparison to other races. Table 5.35 shows the proportion of each of these 
races in the considered subset of the CMU-PIE database. 
Table 5.35: Proportion of ethnic distribution in the 
considered subset from the CMU-PIE database. 
European African East Asian Other 
31.5789 7.8947 34.2105 26.3157 
As with the incorrect classification of gender attributes, the reason behind other general 
incorrect classifications in the CMU-PIE database lies in the strong illumination 
variations of this database. These varied conditions in illumination lead to inaccurate 
texture representation, which in turn lead to incorrect classification. 
5.6.4 Performance of Expression Classification  
In this experiment, expression classification is evaluated using the PAIN set of the PICS 
database, as this set includes colour images of all facial expressions considered in this 
research. The classification results for attributes from the PAIN set of the PICS database 
utilising each individual colour channel in the 6-colour models (separately) are shown 
in Tables 5.36–5.41, while the classification results for facial expression attributes from 
the PAIN set of the PICS database utilising each colour configuration in the 6-colour 
models (collectively) are shown in Figures 5.17–5.18. The experiment for facial 
expression classification is evaluated against head tilt and pose variation, including 45o 
and 90o. 
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Table 5.36: Classification rates for expression attribute 
using H, S, V channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification 
rate 
classification 
rate 
H 
LBP 42.7527 46.9355 
P-LBP 38.9785 31.1828 
CLBP 32.5269 28.7634 
P-CLBP 37.3656 37.3656 
NRLBP 36.0215 34.9462 
P-NRLBP 38.4409 33.0645 
S 
LBP 37.3656 34.9462 
P-LBP 56.4516 54.0323 
CLBP 40.8602 47.043 
P-CLBP 57.2581 57.5269 
NRLBP 51.0753 46.5054 
P-NRLBP 56.4516 59.4086 
V 
LBP 42.7419 38.9785 
P-LBP 70.9677 70.6989 
CLBP 58.0645 64.5161 
P-CLBP 67.2043 70.6989 
NRLBP 63.172 68.8172 
P-NRLBP 65.5914 69.6237 
Table 5.37: Classification rates for expression attribute 
using L*a*b*channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification 
rate 
classification 
rate 
L* 
LBP 60.7527 66.9355 
P-LBP 72.3118 70.6989 
CLBP 61.5591 66.9355 
P-CLBP 72.3118 70.6989 
NRLBP 61.0215 69.3548 
P-NRLBP 69.6237 70.4301 
a* 
LBP 37.3656 34.9462 
P-LBP 54.0323 49.4624 
CLBP 36.2903 34.6774 
P-CLBP 54.3011 49.4624 
NRLBP 37.3656 35.7527 
P-NRLBP 54.3011 52.957 
b* 
LBP 42.7419 38.9785 
P-LBP 54.3011 54.8387 
CLBP 42.7419 38.172 
P-CLBP 57.2581 54.5699 
NRLBP 42.7419 40.0538 
P-NRLBP 49.1935 51.0753 
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Table 5.38: Classification rates for expression attribute 
using RGB channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification 
rate 
classification 
rate 
R 
LBP 56.7204 63.7097 
P-LBP 68.0108 70.9677 
CLBP 56.4516 63.7097 
P-CLBP 68.2796 70.4301 
NRLBP 66.129 70.4301 
P-NRLBP 68.0108 68.0108 
G 
LBP 60.4839 65.3226 
P-LBP 70.1613 71.2366 
CLBP 59.6774 65.3226 
P-CLBP 69.3548 71.7742 
NRLBP 67.4731 68.2796 
P-NRLBP 68.0108 68.0108 
B 
LBP 59.4086 64.2473 
P-LBP 70.1613 69.3548 
CLBP 59.6774 64.2473 
P-CLBP 70.4301 70.1613 
NRLBP 69.6237 68.0108 
P-NRLBP 67.7419 68.0108 
Table 5.39: Classification rates for expression attribute 
using YCbCr channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification 
rate 
classification 
rate 
Y 
LBP 57.7957 64.7849 
P-LBP 66.9355 70.9677 
CLBP 57.5269 64.7849 
P-CLBP 68.2796 70.9677 
NRLBP 66.129 70.4301 
P-NRLBP 58.4409 56.914 
Cb 
LBP 60.4839 66.129 
P-LBP 68.8172 71.2366 
CLBP 60.2151 65.8602 
P-CLBP 69.3548 71.7742 
NRLBP 67.4731 68.2796 
P-NRLBP 56.4516 59.4086 
Cr 
LBP 60.2151 63.9785 
P-LBP 70.9677 69.8925 
CLBP 60.2151 64.2473 
P-CLBP 70.6989 70.1613 
NRLBP 69.6237 69.6237 
P-NRLBP 65.5914 69.6237 
 
 
204 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 5.40: Classification rates for expression attribute 
using YIQ channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification 
rate 
classification 
rate 
Y 
LBP 57.7957 64.7849 
P-LBP 66.9355 70.9677 
CLBP 68.2796 70.9677 
P-CLBP 72.3118 71.2366 
NRLBP 62.9032 69.3548 
P-NRLBP 68.0108 69.8925 
I 
LBP 60.4839 66.129 
P-LBP 68.8172 71.2366 
CLBP 69.3548 71.7742 
P-CLBP 58.871 59.1398 
NRLBP 48.9247 45.6989 
P-NRLBP 57.5269 55.914 
Q 
LBP 60.2151 63.9785 
P-LBP 70.9677 69.8925 
CLBP 70.6989 70.1613 
P-CLBP 52.4194 50 
NRLBP 42.7419 38.9785 
P-NRLBP 47.043 43.2796 
Table 5.41: Classification rates for expression attribute 
using YUV channels. 
Colour 
model 
Method/ 
Classifier 
SVM k-NN 
classification 
rate 
classification 
rate 
Y LBP 57.7957 64.7849 
P-LBP 72.043 70.6989 
CLBP 60.4839 67.4731 
P-CLBP 72.3118 71.2366 
NRLBP 62.9032 69.3548 
P-NRLBP 68.0108 69.8925 
U LBP 60.4839 66.129 
P-LBP 50.8065 48.1183 
CLBP 44.3548 39.7849 
P-CLBP 54.5699 54.5699 
NRLBP 45.1613 41.6667 
P-NRLBP 49.7312 49.4624 
V LBP 60.2151 63.9785 
P-LBP 54.5699 52.957 
CLBP 47.8495 41.9355 
P-CLBP 57.5269 56.9892 
NRLBP 46.2366 45.9677 
P-NRLBP 57.2581 54.0323 
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The tables and figures above show that results for expression attribute classification are 
not as high as the results for other attributes (gender, age and race). However, the 
proposed methods, namely, P-LBP, P-CLBP and P-NRLBP gave better results than the 
existing methods. The superiority of the performance of the proposed methods was 
recorded under the challenge of head tilt and pose variation. The low performance level 
in the facial expression classification is due to the following reasons: (1) the small 
number of images taken for each person’s expression (two images for each expression 
per person as an average) leads to poor training of the classification algorithm of each 
of the facial expressions in general; (2) people have different ways of expressing 
emotions, which leads to difficulty in training the classification algorithm on these 
expressions. Figure 5.19 shows the different facial images for the same expression by 
different people; (3) some people use similar facial expressions for different emotions, 
and this issue causes confusion in the classification algorithm in terms of understanding 
Figure 5.17: Expression classification using SVM (PAIN set from PICS database). 
Figure 5.18: Expression classification using SVM (PAIN set from PICS database). 
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the facial expression and what emotion is indicated. Figure 5.20 shows similar facial 
images that express different emotions among people. 
 
 
 
 
 
As a comparison between the performances of all classification algorithms considered, 
it is evident that, although SVM has progressed in many ways, k-NN has maintained 
its performance in achieving better results. Furthermore, as a result of the statistical 
analysis of the percentage of the improvement obtained from applying the proposed 
methods compared to the existing methods, improvement was observed in 80.5555% 
of the total cases. 
The experimental results for the new colour combinations, which are YVCb and YVG 
for facial expression attribute classification from the PAIN set of the PICS database, 
are listed in Tables 5.42 and 5.43 below. 
 
 
 
 
 
 
 
Table 5.42: Classification rates for 
expression attribute for YVCb from 
PAIN set of PICS database. 
Method/ 
Classifier 
SVM k-NN 
LBP 65.0538 67.2043 
P-LBP 69.086 70.1613 
CLBP 62.0968 66.129 
P-CLBP 71.7742 72.043 
NRLBP 62.9032 70.4301 
P-NRLBP 67.4731 68.8172 
Figure 5.19: Different people express the same emotion (anger) in different 
ways. 
Neutral Sadness Neutral Sadness Neutral Sadness 
Figure 5.20: Similar images for different emotions expressed by different 
people. 
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By comparing the results obtained from the new colour configurations (YVCb and 
YVG) with the results obtained from the six colours listed in Tables 5.36–5.40, it is 
clear that the new colour models produce slightly fewer correct results than those 
produced by the 6-colour models. For example, the YVCb model presented the highest 
classification rate using SVM and k-NN, with 71.7742 and 72.043, respectively. These 
results are slightly less than the results obtained from the 6-colour models using the 
same classifiers (SVM and k-NN), 72.8495 and 72.3118, respectively. For the YVG 
colour model, the highest classification rate obtained from this model with SVM is 
71.2366, which is lower than the classification rate of 72.8495 obtained from the 6-
colour models using the same classifier (SVM). The only exception is with the YVG 
colour model and k-NN classifier where the highest classification rate recorded is 
72.3118, which is equal to the highest classification rate obtained from the 6-colour 
models with the same classifier. Generally speaking, what can be deduced from the 
comparison between the results obtained from the two new colour combinations and 
the results from the 6-colour models is that there is no clear improvement in the 
classification performance of the new colour combinations. 
The highest classification rate recorded for expression attribute is carried out by RGB 
colour configuration using P-NRLBP and SVM (NRLBP and SVM gave the same 
result), which is 72.8495. The corresponding confusion matrix is shown in Table 5.44. 
 
 
 
 
Table 5.43: Classification rates for 
expression attribute for YVG from PAIN 
set of PICS database. 
Method/ 
Classifier 
SVM k-NN 
LBP 64.5161 66.9355 
P-LBP 70.4301 68.8172 
CLBP 62.6344 66.129 
P-CLBP 71.2366 72.3118 
NRLBP 62.6344 70.9677 
P-NRLBP 68.2796 68.2796 
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Table 5.44: Confusion matrix of expression attribute for RGB colour configuration using 
P-NRLBP and SVM. 
 Neutrality Happiness Sadness Anger Fear Surprise Disgust 
Neutrality 85.1063 1.0638 1.0638 4.2443 8.5106 0 0 
Happiness 0 97.8260 0 0 0 0 2.1739 
Sadness 4.3478 0 63.0434 17.3913 4.3478 0 10.8695 
Anger 13.0434 0 19.5652 47.8260 17.3913 0 2.1739 
Fear 17.3913 0 10.8695 10.8695 45.6521 13.0434 2.1739 
Surprise 2.1739 0 2.1739 0 17.3913 78.2608 0 
Disgust 0 2.0833 8.3333 8.3333 2.0833 0 79.1666 
The confusion matrix of the expression attribute classification (Table 5.44), shows that 
the highest classification accuracy recorded is for happiness and neutral followed by 
disgust and surprise. The high classification accuracy of these expressions (happiness, 
surprise and disgust) is due to the substantial changes caused by these expressions on 
the main facial parts such as mouth and eyes. There is also a noticeable confusion 
between different facial expressions. This confusion can be observed between the 
expressions of sadness, anger and disgust; the confusion between the expressions of 
anger and sadness, surprise and neutrality; the confusion between the expressions of 
fear and sadness, anger, surprise and neutrality; the confusion between the expressions 
of surprise and anger; and finally, the confusion between the expressions of surprise 
and anger and sadness. The reasons for all these misclassifications are for the three main 
reasons mentioned above, and which are summarised as the scarcity of the images for 
each expression per person, people expressing their emotions in different ways, and 
people showing similar facial expressions for different emotions.  
5.7 Conclusion 
This chapter demonstrates a new application scheme for texture analysis methods in the 
representation of the facial attributes (gender, age category, race and expression). We 
evaluated the proposed methods by performing experiments for single-label 
classification of face images. Several colour models are included in order to investigate 
the contribution of colour information to the texture features to improve the 
performance of the facial attributes-based classification. The classification of the colour 
texture features is performed using SVM and k-NN classifiers. In other words, this 
chapter examined the effectiveness of exploiting the representative information 
provided by combining texture and colour information from polar raster sampled 
images. To this end, the proposed texture analysis methods (P-LBP, P-CLBP and P-
NRLBP) are evaluated and compared with the base methods (LBP, CLBP and NRLBP, 
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respectively) utilising colour information provided from six common colour models 
(RGB, HSV, L*a*b*, YCbCr, YIQ and YUV). Furthermore, in order to achieve 
improvement in classification performance, we suggest the utilisation of MRA for 
feature extraction in which the texture analysis operator will cover a larger scale area 
resulting in enhanced discriminative information being gathered from each local sub-
region. Our experimental results show that the proposed methods exhibited an 
improvement in classification results in numerous cases. In addition, colour 
information, obtained from colour channels contribute differently to the improvement 
of the classification performance, in accordance with each facial attribute. A particular 
highlight of this study is that the proposed representative feature methods show 
significant improvement in the classification performance of face images that are 
photographed under quite challenging conditions, which include strongly contrasting 
illumination variations, different pose variations (i.e., face rotation with different 
degrees, tilt and turn), occlusions and time-lapse. Furthermore, two combinations of 
colour channels are configured and evaluated. The newly proposed approach showed 
significant improvement in the classification results of facial attributes. Moreover, the 
new configured colour combinations have further improved the performance of gender 
and race attributes classification. However, there was no significant improvement in the 
classification results for age category and facial expression attributes. 
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Chapter 6 
Conclusion and Future work 
6.1 Conclusion 
Face recognition is one of the vital topics that has attracted the attention of many 
researchers for the last few decades in the several fields including pattern recognition, 
image processing, and computer vision. The potential importance of FR is in the wide 
range of applications that include – but are not limited to – security, commerce and 
law enforcement. However, face recognition is not considered an easy field due to 
several challenges that researchers encounter while developing FR systems. In general, 
these challenges are aggregated into two types: intrinsic and extrinsic factors. 
In this thesis, we started by investigating the extensive previous research in face 
recognition. For this purpose, feature extraction methods were divided into two main 
categories: spectral and spatial. The techniques and methods involved in each of the 
two categories were broadly studied. Furthermore, ideas that were utilised in each 
technique were identified and tested. Some of the methods that use a mix of these 
techniques were also explored in some detail. 
This thesis asks and addresses the following research questions: 
How do we create facial representation that is robust against illumination variation, 
rotation, scale, translation, occlusion in Face95, FERET and Yale databases and time 
lapse in FERET database? New methods for facial representation have been proposed 
in this thesis. The proposed methods exploit the facial texture that holds beneficial 
information for face recognition. Texture analysis techniques consider the face image 
as a synthesis of micro patterns of textures. The proposed methods depend on LBP and 
its derivatives, which are CLBP and NRLBP as texture analysis techniques for facial 
representation. These texture-based techniques are characterised by several merits 
including simplicity, efficacy and invariance for different factors such as illumination, 
noise and computational efficiency. These techniques are applied to face images in 
polar space invariant for rotation, scale and translation. The proposed methods are used 
to extract the representative facial features related to demographic information 
(gender, age and race), in addition to expression information. The extracted features 
are used to classify face images according to these facial attributes: gender, age, race 
and expression. In other words, the proposed texture analysis-based methods are used 
 
 
211 
 
to improve the classification performance of demographic information (gender, age 
and race) and expression information. The resultant facial representative methods are 
robust against several challenges that the FR system suffers from, including 
illumination, pose, scale, translation, occlusion and time-lapse. 
Is there any other classification paradigm more suitable for facial images? In many real 
world applications including face classification, the face image is associated with 
multiple labels. In such a case, MLC is better suited to classify face images. For this 
purpose, demographic information (gender, age and race) and expression information 
are considered labels and the face images are classified accordingly. One of the 
essential contributions of this thesis is the classification of face images that employ 
MLC. Accordingly, through MLC, face images are classified utilising demographic 
information (gender, age and race) and expression information simultaneously. 
Furthermore, the same four attributes which represent demographic and expression 
information are used to classify face images using single-label classification. 
How can colour information from different colour models be effectively used in face 
classification? As colour data carry significant information, various methods that use 
colour data for image recognition in general and face recognition in particular have 
been proposed in the literature. In this context, colour images were evaluated either in 
RGB format or converted to different colour models. Texture analysis techniques are 
widely used for facial feature extraction. This thesis’ proposed texture analysis 
methods were then applied to face images in different colour models to enhance the 
classification performance for demographic attributes (gender, age and race) and 
expression attributes. The proposed methods were evaluated for 6-colour models to 
investigate the effect of each colour model. The results of the experiment exhibited the 
outperformance of the proposed methods over the basic methods, which were LBP and 
its derivatives. The evaluation was performed for facial attributes classification 
(gender, age, race and expression). Moreover, in order to obtain further improvement 
of the classification performance of the facial images, two combinations of colour 
channels were configured to represent colour information. The evaluation results 
showed that the new combinations of colour channels were more suitable for gender 
and race attributes classification.   
6.2 Future Work 
This section highlights research ideas that might be useful for future investigations: 
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•  Facial parts are fundamental in determining specific facial attributes 
(especially race attributes). For example, East Asians are characterised 
by their distinctive eyes and noses, while Africans are characterised by 
their large lips. Therefore, the application of the proposed methods (P-
LBP, P-CLBP and P-NRLBP) on some local sub-regions of the face 
image (eyes, nose and mouth) may be a helpful suggestion for face 
classification in the future.  
• Because certain colour channels exhibited effectiveness in the facial 
attributes classification (e.g., Y in YIQ and YUV, V in HSV, G in RGB 
and Cb in YCbCr), in this thesis, two new colour configurations showed 
improvement in the classification of two specific facial attributes: gender 
and race. Additional colour configuration suggestions, such as YGCb and 
GVCb (Y from YUV, G from RGB and Cb from YCbCr), may further 
contribute to enhancing the performance of facial attributes 
classifications as these channels have already shown effectiveness for the 
classification of facial attributes in gender and race).  
• One of the essential difficulties encountered in this thesis was the lack of 
a database that included all facial attributes that were considered in this 
work. Therefore, it may be useful for future work to create a new database 
that includes all facial attributes taken under the following conditions: 
- Uncontrolled conditions 
- Outdoor images 
- Various illuminations, pose rotations, noise and resolutions 
- Different occlusions (sunglasses, make-up, cosmetics, accessories). 
• In terms of using images in polar space, Chapter 4 explains how several 
techniques were applied to polar images in pattern recognition topics in 
general and FR in particular. Among them are Zhang and Lu (2002), who 
applied 2D Fourier transform to polar images for shape classification, Oh 
and Kwak (2016), who applied LDA algorithm to the polar image for FR, 
and Bhattacharjee (2014), who applied DWT with Daubechies-4 mother 
wavelet to the polar visual and thermal images for FR. There is 
significant opportunity to use polar images with other techniques. One 
can use the Histogram of Oriented Gradient (HOG) technique with 
specified values of blocks and cells to be applied to polar images as a 
 
 
213 
 
new suggestion for FR or facial attributes classification. This suggestion 
can be further extended for use with colour images in different colour 
models to evaluate the effectiveness of the method with colour models. 
• Thermal images are characterised by their robustness to challenging 
issues such as changing the effect of illumination and the use of 
sunglasses on faces. The texture-based methods proposed in this thesis 
can be applied to thermal images for the facial attributes classification. 
However, the main problem with this suggestion is the preparation of a 
thermal image database with the availability of different facial attributes 
information. 
• This thesis proposed three texture-based methods for representative 
facial feature extraction. These methods were extensively evaluated in 
Chapter 4 for facial attributes classification using both classification 
paradigms, multi-label classification (Sections 4.4 and 4.5) and single-
label classification (Section 4.6). The experiments in this chapter were 
performed using grayscale images and single-resolution analysis. The 
application of the proposed methods was extended in Chapter 5 by 
conducting experiments for facial attributes classification using the 
single-label classification paradigm that utilised different colour models 
and multi-resolution analysis. The proposed methods can be further 
extended through experiments for facial attributes classification using 
multi-label classification using multi-resolution analysis on both 
grayscale and colour images in different colour models.  
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