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GAGLIARDO-NIRENBERG INEQUALITIES FOR
DIFFERENTIAL FORMS IN HEISENBERG GROUPS
ANNALISA BALDI
BRUNO FRANCHI
PIERRE PANSU
Abstract. The L1-Sobolev inequality states that for compactly sup-
ported functions u on the Euclidean n-space, the Ln/(n−1)-norm of a
compactly supported function is controlled by the L1-norm of its gra-
dient. The generalization to differential forms (due to Lanzani & Stein
and Bourgain & Brezis) is recent, and states that a the Ln/(n−1)-norm
of a compactly supported differential h-form is controlled by the L1-
norm of its exterior differential du and its exterior codifferential δu (in
special cases the L1-norm must be replaced by the H1-Hardy norm).
We shall extend this result to Heisenberg groups in the framework of an
appropriate complex of differential forms.
1. Introduction
The L1-Sobolev inequality (also known as Gagliardo-Nirenberg inequal-
ity) states that for compactly supported functions u on the Euclidean n-
space,
(1) ‖u‖Ln/(n−1)(Rn) ≤ c‖∇u‖L1(Rn).
The generalization to differential forms is recent (due to Bourgain & Brezis
and Lanzani & Stein), and states that the Ln/(n−1)-norm of a compactly
supported differential h-form is controlled by the L1-norm of its exterior
differential du and its exterior codifferential δu (in special cases the L1-norm
must be replaced by the H1-Hardy norm). We shall extend this result to
Heisenberg groups in the framework of an appropriate complex of differential
forms.
1.1. The Euclidean theory. In a series of papers ([10], [11], [12]), Bour-
gain and Brezis establish new estimates for the Laplacian, the div-curl sys-
tem, and more general Hodge systems in Rn and they show in particular
that if
→
F is a compactly supported smooth vector field in Rn, with n ≥ 3,
and if curl
→
F=
→
f and div
→
F= 0, then there exists a constant C > 0 so that
(2) ‖
→
F ‖Ln/(n−1)(Rn) ≤ ‖
→
f ‖L1(Rn) .
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This result does not follow straightforwardly from Caldero`n-Zygmund theory
and Sobolev inequality. Indeed, suppose for sake of simplicity n = 3 and let
→
F be a compactly supported smooth vector field, and consider the system
(3)

 curl
→
F=
→
f
div
→
F= 0 .
It is well known that
→
F= (−∆)−1curl
→
f is a solution of (3). Then, by
Caldero´n-Zygmund theory we can say that
‖∇
→
F ‖Lp(R3) ≤ Cp‖
→
f ‖Lp(R3) , for 1 < p <∞.
Then, by Sobolev inequality, if 1 < p < 3 we have:
‖
→
F ‖Lp∗(R3) ≤ ‖
→
f ‖Lp(R3) ,
where 1p∗ =
1
p −
1
3 . When we turn to the case p = 1 the first inequality fails.
The second remains true. This is exactly the result proved by Bourgain and
Brezis.
In [22] Lanzani & Stein proved that (1) is the first link of a chain of
analogous inequalities for compactly supported smooth differential h-forms
in Rn, n ≥ 3,
‖u‖Ln/(n−1)(Rn) ≤ C
(
‖du‖L1(Rn) + ‖δu‖L1(Rn)
)
if h 6= 1, n − 1;(4)
‖u‖Ln/(n−1)(Rn) ≤ C
(
‖du‖L1(Rn) + ‖δu‖H1(Rn)
)
if h = 1;(5)
‖u‖Ln/(n−1)(Rn) ≤ C
(
‖du‖H1(Rn) + ‖δu‖L1(Rn)
)
if h = n− 1,(6)
where d is the exterior differential, and δ (the exterior codifferential) is its
formal L2-adjoint. Here H1(Rn) is the real Hardy space (see e.g. [31]). In
other words, the main result of [22] provides a priori estimates for a div-curl
systems with data in L1(Rn). We stress that inequalities (5) and (6) fail if
we replace the Hardy norm with the L1-norm. Indeed (for instance), the
inequality
(7) ‖u‖Ln/(n−1)(Rn) ≤ C
(
‖du‖L1(Rn) + ‖δu‖L1(Rn)
)
is false for 1-forms. The counterexample is given by E.M. Stein in [30], p.
191. Indeed, take fk ∈ D(R
n) such that ‖f‖L1(Hn) = 1 for all k ∈ N and
such that (fk)k∈N tends to the Dirac δ in the sense of distribution. Set
now vk := ∆
−1fk. Then estimate (7) would yield that {|∇vk| ; k ∈ N}
is bounded in Ln/(n−1)(Rn), and then, taking the limit as k → ∞ that
|x|−n ∈ L1(Rn).
1.2. The Heisenberg setting. Recently, in [14], Chanillo & Van Schaftin-
gen extended Bourgain-Brezis inequality to a class of vector fields in Carnot
groups. Some of the results of [14] are presented in Theorems 4.2 and 4.3
below in the setting of Heisenberg groups. These are the main tool that al-
lows us to give a Heisenberg version of Lanzani & Stein’s result. We describe
now the operators that will enter our theorem.
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We denote by Hn the n-dimensional Heisenberg group. It is well known
that the Lie algebra h of the left-invariant vector fields admits the stratifi-
cation h = h1 ⊕ h2. We shall refer to the elements of h1 as to the horizontal
derivatives on Hn.
Heisenberg groups admit a one-parameter group of automorphisms called
dilations. Whereas, in Euclidean space, all exterior forms of degree h have
homogeneity h under Euclidean dilations, on the contrary, because of the
stratification of h, h-forms on Heisenberg groups split into two weight spaces,
with weights h and h + 1. This leads to a modification (E∗0 , dc) of the de
Rham complex introduced by Rumin. Bundles of covectors are replaced by
subbundles Eh0 and the exterior differentials by differential operators dc on
spaces Γ(Eh0 ) of smooth sections of these subbundles.
It turns out that this complex, which is both invariant under left-translations
and dilations, is easier to work with that ordinary differential forms.
The core of Rumin’s theory relies on the following result.
Theorem 1.1. If 0 ≤ h ≤ 2n+ 1 there exists a linear map
dc : Γ(E
h
0 )→ Γ(E
h+1
0 )
such that
i) d2c = 0 (i.e. E0 := (E
∗
0 , dc) is a complex);
ii) the complex E0 is exact;
iii) dc : Γ(E
h
0 ) → Γ(E
h+1
0 ) is an homogeneous differential operator in
the horizontal derivatives of order 1 if h 6= n, whereas dc : Γ(E
n
0 )→
Γ(En+10 ) is an homogeneous differential operator in the horizontal
derivatives of order 2;
iv) if 0 ≤ h ≤ n, then ∗Eh0 = E
2n+1−h
0 ;
v) the operator δc := (−1)
h(2n+1) ∗ dc∗ is the formal L
2-adjoint of dc.
Definition 1.2. If 0 ≤ h ≤ 2n + 1, 1 ≤ p ≤ ∞, we denote by Lp(Hn, Eh0 )
the space of all sections of Eh0 such that their components with respect a
given left-invariant basis belong to Lp(Hn), endowed with its natural norm.
Clearly, this definition is independent of the choice of the basis itself. If
h = 0, we write Lp(Hn) for Lp(Hn, E00).
The notations D(Hn, Eh0 ), S(H
n, Eh0 ), E(H
n, Eh0 ), and H
1(Hn, Eh0 ) have
an analogous meaning (here H1 is the Hardy space in Hn defined in [17],
p.75).
Now can state our main result that generalizes the results of [4] to all
Heisenberg groups.
Theorem 1.3. Denote by (E∗0 , dc) the Rumin’s complex in H
n, n > 2 (for
the cases n = 1, 2 we refer to [4]). Then there exists C > 0 such that for
any h-form u ∈ D(Hn, Eh0 ), 0 ≤ h ≤ 2n+ 1, such that{
dcu = f
δcu = g
we have:
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i) if h = 0, 2n + 1, then
‖u‖LQ/(Q−1)(Hn) ≤ C‖f‖L1(Hn,E10);
‖u‖LQ/(Q−1)(Hn,E2n+10 )
≤ C‖g‖L1(Hn,E2n0 );
ii) if h = 1, 2n, then
‖u‖LQ/(Q−1)(Hn,E10) ≤ C
(
‖f‖L1(Hn,E20) + ‖g‖H1(Hn)
)
;
‖u‖LQ/(Q−1)(Hn,E2n0 )
≤ C
(
‖f‖H1(Hn,E2n+10 )
+ ‖g‖L1(Hn,E2n−10 )
)
;
iii) if 1 < h < 2n and h 6= n, n+ 1, then
‖u‖LQ/(Q−1)(Hn,Eh0 )
≤ C
(
‖f‖L1(Hn,Eh+10 )
+ ‖g‖L1(Hn,Eh−10 )
)
;
iv) if h = n, n+ 1, then
‖u‖LQ/(Q−2)(Hn,En0 ) ≤ C
(
‖f‖L1(Hn,En+10 )
+ ‖dcg‖L1(Hn,En0 )
)
;
‖u‖LQ/(Q−2)(Hn,En+10 )
≤ C
(
‖δcf‖L1(Hn,En+10 )
+ ‖g‖L1(Hn,En0 )
)
;
‖u‖LQ/(Q−1)(Hn,En0 )
≤ C‖g‖L1(Hn,En−10 )
if f = 0;
‖u‖LQ/(Q−1)(Hn,En+10 )
≤ C‖f‖L1(Hn,En+20 )
if g = 0.
The proof of Theorem 1.3 follows the lines of the proofs in [4] of the
corresponding results for H1 and H2. The new crucial contribution of the
present paper in contained in Theorem 5.1 that, roughly speaking, states
that the components with respect to a given basis of closed forms in Eh0
are linear combinations of the components of a horizontal vector field with
vanishing “generalized horizontal divergence”. This is obtained by proving
that the symbol of the intrinsic differential dc is left-invariant and invertible
(see Corollary 5.5 and Proposition 5.6).
In Section 2 we fix the notations we shall use throughout this paper. In
Section 3 we gather some more or less known results about tensor analysis in
Heisenberg groups. Section 4 recalls results borrowed to Chanillo and Van
Schaftingen. Section 5 contains Theorem 5.1 together with several auxiliary
results. The proof of Theorem 1.3 is completed in Section 6. Section 7
contains a variant of Theorem 1.3 where no differential operator occurs on
the right hand side.
2. Notations and definitions
As above, we denote by Hn the n-dimensional Heisenberg group identified
with R2n+1 through exponential coordinates. A point p ∈ Hn is denoted by
p = (x, y, t), with both x, y ∈ Rn and t ∈ R. If p and p′ ∈ Hn, the group
operation is defined as
p · p′ = (x+ x′, y + y′, t+ t′ +
1
2
n∑
j=1
(xjy
′
j − yjx
′
j)).
In particular for any p ∈ Hn there is a familiy of (left) translations τp :
H
n → Hn defined by
τpq := p · q, q ∈ H
n.
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For a general review on Heisenberg groups and their properties, we refer to
[31], [21], [8], and to [33]. We limit ourselves to fix some notations, following
[19].
We denote by h the Lie algebra of the left invariant vector fields of Hn.
As customary, h is identified with the tangent space TeH
n at the origin. The
standard basis of h is given, for i = 1, . . . , n, by
Xi := ∂xi −
1
2
yi∂t, Yi := ∂yi +
1
2
xi∂t, T := ∂t.
The only non-trivial commutation relations are [Xj , Yj ] = T , for j = 1, . . . , n.
The horizontal subspace h1 is the subspace of h spanned by X1, . . . ,Xn
and Y1, . . . , Yn. Coherently, from now on, we refer to X1, . . . ,Xn, Y1, . . . , Yn
(identified with first order differential operators) as to the horizontal deriva-
tives. Denoting by h2 the linear span of T , the 2-step stratification of h is
expressed by
h = h1 ⊕ h2.
The stratification of the Lie algebra h induces a family of non-isotropic
dilations δλ, λ > 0 in H
n. The homogeneous dimension of Hn with respect
to δλ, λ > 0 is
Q = 2n+ 2.
The vector space h can be endowed with an inner product, indicated by
〈·, ·〉, making X1, . . . ,Xn, Y1, . . . , Yn and T orthonormal.
Throughout this paper, to avoid cumbersome notations, we write also
(8) Wi := Xi, Wi+n := Yi, W2n+1 := T, for i = 1, · · · , n.
The dual space of h is denoted by
∧1
h. The basis of
∧1
h, dual to the ba-
sis {X1, . . . , Yn, T}, is the family of covectors {dx1, . . . , dxn, dy1, . . . , dyn, θ}
where
θ := dt−
1
2
n∑
j=1
(xjdyj − yjdxj)
is called the contact form in Hn.
We indicate as 〈·, ·〉 also the inner product in
∧1
h that makes (dx1, . . . , dyn, θ)
an orthonormal basis. The same notation will be used to denote the scalar
product in
∧
1 h that makes (X1, . . . ,Xn, T ) an orthonormal basis.
Coherently with the previous notation (8), we set
ωi := dxi, ωi+n := dyi, ω2n+1 := θ, for i = 1, · · · , n.
We put
∧
0 h :=
∧0
h = R and, for 1 ≤ k ≤ 2n+ 1,∧
k
h := span{Wi1 ∧ · · · ∧Wik : 1 ≤ i1 < · · · < ik ≤ 2n+ 1} =: spanΨk,∧k
h := span{ωi1 ∧ · · · ∧ ωik : 1 ≤ i1 < · · · < ik ≤ 2n+ 1} =: spanΨ
k.
The inner product 〈·, ·〉 extends canonically to
∧
k h and to
∧k
h making
both bases Ψk and Ψ
k orthonormal.
If 1 ≤ k ≤ 2n+ 1, we denote by ∗ the Hodge isomorphism
∗ :
∧k
h←→
∧2n+1−k
h
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associated with the scalar product 〈·, ·〉 and the volume form
dV := ω1 ∧ · · · ∧ ω2n ∧ θ.
The same construction can be performed starting from the vector sub-
space h1 ⊂ h, obtaining the horizontal k-vectors and horizontal k-covectors∧
k
h1 := span{Wi1 ∧ · · · ∧Wik : 1 ≤ i1 < · · · < ik ≤ 2n}∧k
h1 := span{ωi1 ∧ · · · ∧ ωik : 1 ≤ i1 < · · · < ik ≤ 2n}.
It is well known that the Lie algebra h can be identified with the tangent
space at the origin e = 0 of Hn, and hence the horizontal layer h1 can be
identified with a subspace of THne that we can still denote by
∧
1 h1.
In addition, the symplectic 2-form
−dθ =
n∑
i=1
dxi ∧ dyi
induces on h1 a symplectic structure. We point out that this symplectic
structure is compatible with our fixed scalar product 〈·, ·〉 and with the
canonical almost complex structure on h1 ≡ C
n.
Horizontal k-vectors can be identified with skew-symmetric k-tensor in
⊗kh1.
To fix our notations, we remind the following definition.
Definition 2.1. If V,W are finite dimensional linear vector spaces and
S : V →W is a linear isomorphism, we define a map
⊗rS : ⊗
rV → ⊗rW
as the linear map defined by
(⊗rS)(v1 ⊗ · · · ⊗ vr) = S(v1)⊗ · · · ⊗ S(vr),
and a map
⊗sS : ⊗sW ∗ → ⊗sV ∗
as the linear map defined by
〈(⊗sS)(α)|v1 ⊗ · · · ⊗ vs〉 = 〈α|(⊗sS)(v1 ⊗ · · · ⊗ vs)〉
for any α ∈ ⊗sW ∗ and any s-tensor v1 ⊗ · · · ⊗ vs ∈ ⊗
sV . Finally, we define
(⊗srS) : (⊗
rV )⊗ (⊗sV ∗)→ (⊗rW )⊗ (⊗sW ∗)
as follows:
(⊗srS)(v ⊗w) := (⊗rS)(v)⊗ (⊗
sS−1)(w).
Throughout this paper, we shall deal with (r, s)-tensors in(
⊗r h
)
⊗
(
⊗s h∗
)
,
with r, s ∈ Z, r, s ≥ 0, that, in turn define a left-invariant fiber bundle over
H
n, that we still denote by
(
⊗r h
)
⊗
(
⊗s h∗
)
as follows: first we identify(
⊗r h
)
⊗
(
⊗s h∗
)
with a subspace of
(
⊗r TeH
n
)
⊗
(
⊗sT ∗eH
n
)
that we denote
by (
⊗r h
)
e
⊗
(
⊗s h∗
)
e
.
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Then the fiber of
(
⊗r h
)
p
⊗
(
⊗s h∗
)
p
of
(
⊗r h
)
⊗
(
⊗s h∗
)
over p ∈ Hn is
(
⊗r h
)
p
⊗
(
⊗s h∗
)
p
:= (⊗hdτp(e))
(
⊗r h
)
e
⊗ (⊗hdτp−1(p))
(
⊗s h∗
)
e
.
The elements of the space of smooth sections of this bundle, i.e.
Γ
(
H
n,
(
⊗r h
)
⊗
(
⊗s h∗
))
,
are called (r, s)-tensors fields.
A special instance will be the horizontal tensors belonging to(
⊗r h1
)
⊗
(
⊗s h∗1
)
.
The horizontal (r, 0)-tensors fields will be called also horizontal r-vector
fields. The skew-symmetric horizontal (0, s)-tensors fields are identified with
the horizontal differential forms.
Moreover, to avoid cumbersome notations, from now on, when dealing
with a vector bundle N over Hn, if there is no way to misunderstand we
shall write also
Γ(N ) for Γ(Hn,N ).
Finally, a subbundle N of
(
⊗r h
)
⊗
(
⊗s h∗
)
is said left invariant if
(9) Np = (⊗
s
rdτp(e))Ne.
It is customary (see e.g. [34], Chapter I) to denote by
L :
∧h
h1 →
∧h+2
h1
the Lefschetz operator defined by Lα := dθ ∧ α, and by Λ its dual operator
with respect to 〈·, ·〉. If 2 ≤ h ≤ 2n, we denote by P h ⊂
∧h
h1 the space of
primitive h-covectors defined by
(10) P 1 :=
∧1
h1 and P
h := ker Λ ∩
∧h
h1, 2 ≤ h ≤ 2n.
Following [27], [28], for h = 0, 1, . . . , 2n + 1 we define a linear subspace
Eh0 , of
∧h
h as follows:
Definition 2.2. We set
• if 1 ≤ h ≤ n then Eh0 = P
h;
• if n < h ≤ 2n + 1 then Eh0 = {α = β ∧ θ, β ∈
∧h−1
h1, Lβ = 0}.
Remark 2.3. Definition 2.2 is not the original definition due to M. Rumin,
but is indeed a characterization of Rumin’s classes that is proved in [27] (see
also [26], [4] and [3]).
By (9), the spaces E∗0 define a family of left-invariant subbundles (still
denoted by Eh0 , h = 0, . . . , 2n+1). It turns out that we can identify E
h
0 and
(Eh0 )e.
7
3. Basic facts on tensor analysis in Heisenberg groups
The following decomposition theorem holds.
Proposition 3.1. The space of 2-contravariant horizontal tensors ⊗2h1 can
be written as a direct (orthogonal) sum
⊗2h1 = Sym(⊗
2h1)⊕
∧
2
h1
of the space Sym (⊗2h1) of the symmetric 2-tensors and of the space
∧
2 h1
of the skew-symmetric 2-tensors.
An orthonormal basis of Sym (⊗2h1) with respect to the canonical scalar
product in ⊗2h1 is {
1
2
(Wi ⊗Wj +Wj ⊗Wi) ; i ≤ j
}
,
whereas the canonical orthonormal basis Ψ2 of
∧
2 h1 can be identified with{
1
2
(Wi ⊗Wj −Wj ⊗Wi) ; i < j
}
.
Definition 3.2 (See [2], Definition 1.7.16). If φ : Hn → Hn is a diffeomor-
phism, then the push-forward of a tensor field t := v⊗α, with v ∈ ⊗rh and
α ∈ ⊗sh∗, then its push-forward φ∗t at a point p ∈ H
n is defined as
φ∗t(p) :=
(
⊗sr dφ(p˜)
)
((v ⊗ α)(p˜)),
where p˜ := φ−1(p). Moreover, the pull-back φ∗t of t is defined by
φ∗t = (φ−1)∗.
A tensor field
v ⊗ α ∈ Γ
(
H
n,
(
⊗r h
)
⊗
(
⊗s h∗
))
is said left invariant if
(τq)∗ v ⊗ α = v ⊗ α for all q ∈ H
n.
Lemma 3.3. Let v ⊗ ξ ∈
(
⊗r h
)
e
⊗
(
⊗s h∗
)
e
be given. If p ∈ Hn, we set
Tp(v ⊗ ξ) := (τp)∗(v ⊗ ξ) ∈
(
⊗r h
)
p
⊗
(
⊗s h∗
)
p
.
Then the map p→ Tp(v ⊗ ξ) is left-invariant.
Thus, if V ⊗W is a linear subspace of
(
⊗r h
)
e
⊗
(
⊗s h∗
)
e
, then {Tp(v ⊗
ξ), v ⊗ ξ ∈ V ⊗W, p ∈ Hn} defines a left-invariant subbundle of
(
⊗r h
)
⊗(
⊗s h∗
)
. In addition, if {vi ⊗ ξj, i = 1, . . . N, j = 1, . . .M} is a basis of
V ⊗W , then {Tp(v ⊗ ξ), i = 1, . . . N, j = 1, . . .M} is a left-invariant basis
of the fiber over p ∈ Hn.
We remind the following well-known identity (see e.g. [1], Proposition
6.16):
Remark 3.4. If W ∈ h1 is identified with a first order differential operator
and φ : Hn → Hn is a diffeomorphism, then
W (u ◦ φ)(x) = [(φ∗W )u] (φ(x)).
Moreover, if W,Z ∈ h1, then
φ∗(W ⊗ Z) = φ∗W ⊗ φ∗Z.
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Set Nh := dimE
h
0 . Given a family of left-invariant bases {ξ
h
k , k =
1, . . . Nh} of E
h
0 , 1 ≤ h ≤ n as in Lemma 3.3, the differential dc can be
written “in coordinates” as follows.
Proposition 3.5. If 0 ≤ h ≤ 2n and
α =
∑
k
αk ξ
h
k ∈ Γ(E
h
0 ),
then
dcα =
∑
I,k
PI,kαk ξ
h+1
I ,
where
i) if h 6= n, then the PI,k’s are linear homogeneous polynomials in
W1, . . . ,W2n ∈ h1 (that are identified with homogeneous with first
order left invariant horizontal differential operators), i.e.
PI,k =
∑
i
FI,k,iWi,
where the FI,k,i’s are real constants;
ii) if h = n, then then the PI,k’s are linear homogeneous polynomials
in Wi⊗Wj ∈ ⊗
2h1, i, j = 1, . . . , 2n (that are identified with homoge-
neous second order left invariant differential horizontal operators),
i.e.
PI,k =
∑
i,j
FI,k,i,jWi ⊗Wj ,
where the FI,k,i,j’s are real constants.
Definition 3.6. If 0 ≤ h < n we denote σ(dc) the symbol of the intrinsic
differential dc that is a smooth field of homomorphisms
σ(dc) ∈ Γ(Hom (E
h
0 , h1 ⊗ E
h+1
0 ))
defined as follows: if p ∈ Hn, α¯ =
∑
k α¯kξ
h
k (p) ∈ (E
h
0 )p, then we can assume
there exists a smooth differential form α =
∑
k αkξ
h
k ∈ Γ(E
h
0 ) such that
α¯ = α(p). Thus, if u ∈ E(Hn) satisfies u(p) = 0, then we have
dc(uα)(p) =
∑
I,k
(PI,ku)(p)αk(p)ξ
h+1
I (p).
Hence we set
σ(dc)(p)α¯ :=
∑
I,k
α¯jPI,k(p)⊗ ξ
h+1
I (p).
If h = n, dc is now a second order differential operator in the horizontal
vector fields and then its symbol σ(dc) can be identified with a section
σ(dc) ∈ Γ(Hom (E
n
0 ,⊗
2h1 ⊗ E
n+1
0 ))
as follows: if p ∈ Hn, α¯ =
∑
k α¯k ξ
n
k (p) ∈ (E
n
0 )p, then we we can assume there
exists a smooth differential form α =
∑
k αk ξ
n
k ∈ E
n
0 such that α¯ = α(p).
Thus, if u ∈ E(Hn) satisfies u(p) = 0 and Wiu(p) = 0, i = 1, . . . , 2n, then
we have
dc(uα)(p) =
∑
I,k
(PI,ku)(p)αk(p) ξ
n+1
I (p).
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Hence we set
σ(dc)(p)α¯ :=
∑
I,k
α¯kPI,k(p)⊗ ξ
n+1
I (p).
On the other hand, the canonical projection
p : ⊗2h1 ⊗ E
n+1
0 →
⊗2h1∧2
h1
⊗ En+10
given by
p(Wi ⊗Wj ⊗ ξ) := [Wi ⊗Wj]⊗ ξ
defines a new symbol (the symmetric part of the symbol)
Σ(dc) := p ◦ σ(dc) ∈ Hom (E
n
0 ,
⊗2h1∧2
h1
⊗ En+10 ).
Clearly, since we are dealing with 2-tensors, [Wi ⊗Wj] can be represented
by
1
2
(Wi ⊗Wj +Wj ⊗Wi) .
Thus
Σ(dc)α¯
=
1
2
∑
I
∑
i,j,k
α¯k(FI,k,i,j + FI,k,j,i) (Wi ⊗Wj +Wj ⊗Wi)⊗ ξ
n+1
I
=:
∑
I
∑
i,j,k
α¯kF˜I,k,i,j (Wi ⊗Wj +Wj ⊗Wi)⊗ ξ
n+1
I .
(11)
Remark 3.7. If 0 ≤ h < n, mimicking the usual definition of the principal
symbol σ(P ) of a differential operator P (see e.g. [24], Definition 3.3.13 or
[25], IV.3), one can cook up a notion of horizontal principal symbol that
takes into account Heisenberg homogeneity. For dc, this map would belong
to
Γ(Hom (Eh0 ⊗ h
∗
1, E
h+1
0 )).
However, our notation is not misleading, since, by [15] (16.8.2.3) and (16.18.3.4),
Hom (Eh0 ⊗ h
∗
1, E
h+1
0 )
∼= Hom(En0 ,Hom (h
∗
1, E
h+1
0 ) )
∼= Hom(Eh0 , h1 ⊗ E
h+1
0 ).
An analogous comment applies when h = n. In this case, only the projection
Σ(dc) of the symbol onto symmetric tensors will be used.
Since h1, dc and E
∗
0 are invariant under left translations, then the symbol
σ(dc) is uniquely determined by its value at the point p = e. More precisely,
we have:
Proposition 3.8. If 1 ≤ h < n and p ∈ Hn, then the following diagram is
commutative:
(12)
(Eh0 )p
σ(dc)(p)
−−−−−→ (h)p ⊗ (E
h+1
0 )p
⊗hτp(e)
y Tpx
(Eh0 )e
σ(dc)(e)
−−−−−→ (h)e ⊗ (E
h+1
0 )e
An analogous comment applies when h = n.
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4. Analytic facts
The proof of Theorem 1.3 consists in applying the following two results
due to Chanillo & Van Schaftingen, after an algebraic reduction that will
be performed in the next section.
Definition 4.1. If f : Hn → R, we denote by ∇Hf the horizontal vector
field
∇Hf :=
2n∑
i=1
(Wif)Wi,
whose coordinates are (W1f, ...,W2nf). If Φ is a horizontal vector field, then
∇HΦ is defined componentwise.
Theorem 4.2 ([14], Theorem 1). Let Φ ∈ D(Hn, h1) be a smooth compactly
supported horizontal vector field. Suppose G ∈ L1loc(H
n, h1) is H-divergence
free, i.e. if
G =
∑
i
GiWi, then
∑
i
WiGi = 0 in D
′(Hn).
Then ∣∣〈G,Φ〉L2(Hn,h1)∣∣ ≤ C‖G‖L1(Hn,h1)‖∇HΦ‖LQ(Hn,h1).
We notice that a stronger version of this result can be found in [35],
Theorem 1.9.
As in the Euclidean case, estimates similar to Theorem 4.2 still hold when
the condition on the divergence is replaced by a condition on higher-order
derivatives [32]. Similar ideas have been applied in nilpotent homogeneous
groups by S. Chanillo and J. Van Schaftingen as follows.
Let k ≥ 1 be fixed, and let G ∈ L1(Hn,⊗kh1) belong to the space of
horizontal k-tensors. We can write
G =
∑
i1,...,ik
Gi1,...,ikWi1 ⊗ · · · ⊗Wik .
We remind that G can be identified with the differential operator
u→ Gu :=
∑
i1,...,ik
Gi1,...,ikWi1 · · ·Wiku.
Denoting by D(Hn,Sym(⊗kh1)) the subspace of compactly supported smooth
symmetric horizontal k-tensors, we have:
Theorem 4.3 ([14], Theorem 5). Let k ≥ 1 and
G ∈ L1(Hn,⊗kh1), Φ ∈ D(H
n,Sym(⊗kh1)).
Suppose that ∑
i1,...,ik
Wik · · ·Wi1Gi1,...,ik = 0 in D
′(Hn).
Then ∣∣∣ ∫
Hn
〈Φ, G〉 dp
∣∣∣ ≤ C‖G‖L1(Hn,⊗kh1)‖∇HΦ‖LQ(Hn,⊗kh1).
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5. Main algebraic step
As in [4], our proof of Theorem 1.3 relies on the fact (precisely stated
in Theorem 5.1 below) that the components with respect to a given basis
of closed forms in Eh0 can be viewed as the components of a horizontal
vector field with vanishing horizontal divergence if h 6= n, n+1 or vanishing
“generalized horizontal divergence” if h = n, n+1. More precisely, we have:
Theorem 5.1. Let α =
∑
J αJξ
h
J ∈ Γ(E
h
0 ), 1 ≤ h ≤ 2n, be such that
dcα = 0.
Then
• if h 6= n then each component αJ of α, J = 1, . . . ,dimE
h
0 , can be
written as
αJ =
dimEh+10∑
I=1
2n∑
i=1
bJi,IGI,i,
where the bJi,I ’s are real constants and for any I = 1, . . . ,dimE
h+1
0
the GI,i’s are the components of a horizontal vector field
GI =
∑
i
GI,iWi
with ∑
i
WiGI,i = 0, I = 1, . . . ,dimE
h+1
0 .
Moreover there exist a geometric constant C > 0 such that for I =
1, . . . ,dimEh+10 and 1 ≤ p ≤ ∞
(13) ‖GI‖Lp(Hn,
∧
1 h1)
≤ C‖α‖Lp(Hn,Eh0 )
.
• If h = n, then each component αJ of α, J = 1, . . . ,dimE
n
0 , can be
written as
αJ =
dimEn+10∑
I=1
∑
i,j
bJi,j,I(G
Sym
I )i,j .
Here the bJi,j,I’s are real constants and for any I = 1, . . . ,dimE
n+1
0
the (GSymI )i,j ’s are the components of the symmetric part (see Propo-
sition 3.1) of the 2-tensor
GI =
∑
i
GI,i,j Wi ⊗Wj
that satisfies∑
i,j
WiWj GI,i,j = 0, I = 1, . . . ,dimE
n+1
0 .
Moreover there exist a geometric constant C > 0 such that for I =
1, . . . ,dimEn+10 and 1 ≤ p ≤ ∞
(14) ‖GI‖Lp(Hn,⊗2h1) ≤ C‖α‖Lp(Hn,En0 ).
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The proof of this theorem requires several preliminary steps. First of all,
we want to prove that the exterior differential dc is invariant (i.e. “natural”)
under the action of a class of intrinsic transformation of Hn.
Theorem 5.2. If A belongs to the symplectic group Sp2n(R), we associate
with A the real (2n + 1)× (2n+ 1) matrix
(15) fA : h→ h, fA =
(
A2n×2n 02n×1
01×2n 1
)
.
Then
i) fA(h1) = h1;
ii) fA induces a homogeneous group isomorphism exp ◦fA ◦ exp
−1 still
denoted by fA such that fA : H
n → Hn;
iii) f∗A : Γ(E
∗
0)→ Γ(E
∗
0);
iv) for any h-form α ∈ Γ(Eh0 )
dc(f
∗
Aα) = f
∗
A(dcα);
Proof. See [29] or [20].

The next step consists in proving that the symbols σ(dc) and Σ(dc) are
injective.
First of all, we remind that, by [34], Chapter I, Theorem 3 and Corollary
at p. 28), the following proposition holds:
Proposition 5.3. Let P h be space of primitive forms defined in (10). Then
i) if 1 ≤ h ≤ 2n, then the following orthogonal decomposition holds:∧h
h1 =
⊕
i≥(n−h)+
Li(P h−2i);
ii) P h = {0} if h > n;
iii) the map Ln−h :
∧h
h1 →
∧2n−h
h1 is a linear isomorphism;
iv) if h ≤ n, then P h = kerLn−h+1;
v) the map Ln−h : P h →
∧2n−h
h1 ∩ kerL is a linear isomorphism;
vi) a symplectic map A ∈ Sp2n(R) commutes with L, i.e. if 1 ≤ h ≤
2n− 2, then [⊗hA,L] = 0.
The injectivity of the symbols will follow from the following result.
Proposition 5.4. The symplectic group Sp2n(R) acts irreducibly on P
h for
h = 1, . . . , n and on kerL for h = n+ 1, . . . , 2n − 1.
Proof. If 1 ≤ h ≤ n, then the statement is proved in [9], p. 203. Suppose now
h > n. If A ∈ Sp2n(R) and α ∈ kerL, then by Proposition 5.3, vi), ⊗
hAL ∈
kerL, so that A acts on kerA. On the other hand, if V ⊂ kerL ∩
∧h
h1 is
invariant under the action of Sp2n(R), then, by Proposition 5.3, v) and vi),
(Lh−r)−1V is also invariant under the action of Sp2n(R), and the assertion
follows by the first part of the proof. 
Using Definition 2.2, we have:
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Corollary 5.5. If A ∈ Sp2n(R) and fA is defined as in (15), then fA acts
irreducibly on Eh0 for h = 1, . . . , 2n.
Since dc is equivariant under all smooth contact transformations, it is
in particular Sp2n(R)-equivariant. It follows that the kernels ker σ(dc) and
ker Σ(dc) are invariant subspaces for the action of Sp2n(R), so that the
injectivity will follow. In fact, we have:
Proposition 5.6. Keeping in mind Definition 3.6, if 1 ≤ h ≤ 2n , h 6=
n, then ker σ(dc)(e) is invariant under the action of Sp2n(R), i.e. if A ∈
Sp2n(R), then we have:
if α¯ ∈ Eh0 and σ(dc)(e)(α¯) = 0 then σ(dc)(e)((⊗
hA) α¯) = 0.
If h = n, then kerΣ(dc)(e) is invariant under the action of Sp2n(R), i.e.,
A ∈ Sp2nR), then we have:
if α¯ ∈ Eh0 and Σ(dc)(e)(α¯) = 0 then Σ(dc)(e)((⊗
hA) α¯) = 0.
Proof. Suppose first h < n and let α ∈ Γ(Eh0 ) be a differential form such
that α(e) = α¯. Let fA be the matrix associated with A as in (15). We notice
first that
(16) f∗A(α)(e) = (⊗
hA)α¯,
since fA(e) = e. Let now u be a smooth function such that u(e) = 0. We set
v := u ◦ f−1A . Keeping again in mind that (16), we have also that v(e) = 0.
By Theorem 5.2 and Remark 3.4, we have:
dc(uf
∗
Aα)(e) = dc(f
∗
A(vα))(e) = f
∗
A(dc(vα))(e)
= (⊗h+1fA)(dc(vα)(e)) = (⊗
h+1A)(dc(vα)(e))
=
∑
I,k
(A−1PI,ku)(e)α¯k(⊗
h+1A)(ξh+1I (e)).
(17)
Hence, by (16)
σ(dc)(e)((⊗
hA)α¯) = σ(dc)(e)((f
∗
Aα)(e))
=
∑
I
A−1
(∑
k
α¯kPI,k(e)
)
⊗ (⊗h+1A)(ξh+1I (e)).
(18)
On the other hand, by assumption,∑
I,k
α¯kPI,k(e)⊗ ξ
h+1
I (e) = 0,
so that ∑
k
α¯kPI,k(e) = 0 I = 1, . . . ,dimE
h+1
0 ,
since the ξh+1I ’s are linearly independent. Thus eventually from (18)
σ(dc)(e)((⊗
hA) α¯) = 0.
Consider now the case h = n, when dc is a second order operator in the
horizontal derivatives. We stress that En+10 contains only vertical forms,
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i.e. forms that are multiple of the contact form θ. Suppose Σ(dc)(e)α¯ = 0.
Then, by (11),
(19)
∑
i,j,k
α¯kF˜I,k,i,j (Wi ⊗Wj +Wj ⊗Wi) = 0, I = 1, . . . , dimE
h+1
0 .
We take now u ∈ E(Hn) satisfies u(e) = 0 and Wiu(e) = 0, i = 1, . . . , 2n.
As above, we set v := u◦f−1A . Keeping in mind that fA(e) = e, we have also
that v(e) = 0 and (Wiv)(e) = 0, i = 1, . . . , 2n. Then equations (17) become
dc(uf
∗
Aα)(e) = dc(f
∗
A(vα))(e) = f
∗
A(dc(vα))(e)
= (⊗h+1fA)(dc(vα)(e))
=
∑
I,k
∑
i,j
FI,k,i,j(A
−1Wi)(A
−1Wj)u(e)α¯k(⊗
n+1fA)(ξ
n+1
I (e)).
Therefore, keeping in mind Remark 3.4 and (16), we have:
Σ(dc)(e)((⊗
hA)α¯) = Σ(dc)(e)((f
∗
Aα)(e))
=
∑
I
∑
i,j,k
α¯kF˜I,k,i,j
(
(A−1Wi)(e) ⊗ (A
−1Wj)(e)
+(A−1Wj)(e) ⊗ (A
−1Wi)(e)
)
⊗ (⊗n+1fA)(ξ
n+1
I (e))
=
∑
I
A−1
(∑
i,j,k
α¯kF˜I,k,i,j
(
Wi(e) ⊗Wj(e)
+Wj(e)⊗Wi(e)
))
⊗ (⊗n+1fA)(ξ
n+1
I (e)) = 0,
by (19).
Finally, the proof for h > n can be carried out precisely as in the case
h < n, with only minor changes. In particular, (16) must be replaced taking
into account that a form α ∈ Eh0 has also a vertical component of the form
β ∧ θ and that
f∗A(β ∧ θ)(e) = (⊗
hA)β(e) ∧ θ.
This completes the proof of the proposition.

Proof of Theorem 5.1. First of all, we notice that, by Corollary 5.5 and
Proposition 5.6, both ker σ(dc)(e) (if h 6= n) and ker Σ(dc)(e) (if h = n)
are the null space {0}, and hence both σ(dc)(e) and Σ(dc)(e) have a left
inverse
Bh ∈ Hom (h1 ⊗ (E
h+1
0 )e, (E
h
0 )e) if h 6= n.
and
Bn ∈ Hom (Sym(⊗
2h1)⊗ (E
n+1
0 )e, (E
n
0 )e) if h = n.
By the commutativity of the diagram (12), Bh and Bn can be identified with
constant coefficient maps
Bh ∈ Hom (h1 ⊗ E
h+1
0 , E
h
0 ), Bn ∈ Hom (Sym (⊗
2h1)⊗ E
n+1
0 , E
n
0 )
such that
(20) α = Bh(σ(dc)α) for all α ∈ Γ(E
h
0 ), h 6= n,
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and
(21) α = Bn(Σ(dc)α) for all α ∈ Γ(En0 ).
We deal first with the case h 6= n and we set
Bh(Wi ⊗ ξ
h+1
I ) :=
∑
J
bJi,Iξ
h
J .
Then, if we write α =
∑
J αJξ
h
J ∈ Γ(E
h
0 ) and
PI,k =
∑
i
FI,k,iWi,
(where the FI,k,i’s are real constants) identity (20) becomes
α = Bh(
∑
I,k
αkPI,k ⊗ ξ
h+1
I )
=
∑
J

∑
I,k,i
bJi,IFI,k,iαk

 ξhJ ,
(22)
so that
αJ =
∑
I,k,i
bJi,IFI,k,iαk, for J = 1, . . . ,dimE
h
0 .(23)
Suppose now dcα = 0. Then, writing the identity in coordinates, if I =
1, . . . ,dimEh+10 , we have∑
i
Wi
(∑
k
FI,k,iαk
)
= 0,
so that, if we denote by GI the horizontal vector field
GI =
∑
i
GI,iWi :=
∑
i
(∑
k
FI,k,iαk
)
Wi
then ∑
i
WiGI,i = 0, I = 1, . . . ,dimE
h+1
0 .
Thus (23) reads as
αJ =
∑
I,i
bJi,IGI,i,
achieving the proof in the case h < n.
We deal now with the case h = n and we set
Bn((Wi ⊗Wj +Wj ⊗Wi)⊗ ξ
n+1
I ) :=
∑
J
bJi,j,Iξ
n
J .
Thus, if we write α =
∑
J αJξ
h
J ∈ Γ(E
n
0 ) by (11), identity (21) becomes
α = Bn(
∑
I,k,i,j
αkF˜I,k,i,j (Wi ⊗Wj +Wj ⊗Wi)⊗ ξ
n+1
I )
=
∑
J

∑
I,k,i,j
bJi,j,IF˜I,k,i,jαk

 ξnJ ,
(24)
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so that
αJ =
∑
I,k,i,j
bJi,j,IF˜I,k,i,jαk, for J = 1, . . . ,dimE
n
0 .(25)
Denote by GI the horizontal tensor field
GI =
∑
i,j
GI,i,jWi ⊗Wj :=
∑
i,j
(∑
k
FI,k,i,jαk
)
Wi ⊗Wj.(26)
By Proposition 3.1 we can write
GI = G
Sym
I +G
Skew
I ,
where
G
Sym
I =
∑
i,j
(GSymI )i,j(Wi ⊗Wj +Wj ⊗Wi)
:=
∑
i,j
(∑
k
F˜I,k,i,jαk
)
(Wi ⊗Wj +Wj ⊗Wi).
We suppose now that dcα = 0, that, by (26), in coordinates is∑
i,j
WiWj GI,i,j = 0, I = 1, . . . ,dimE
n+1
0 .
Thus (25) reads as
αJ =
∑
I,i,j
bJi,j,I(G
Sym
I )i,j for J = 1, . . . ,dimE
n
0 ,
achieving the proof in the case h = n.

6. Proof of Theorem 1.3
The proof follows the lines of [4]. Let us reming few facts of harmonic
analysis in homogeneous groups.
A differential operator P : Γ(Eh0 ) → Γ(E
k
0 ) is said left-invariant if for all
q ∈ Hn
P (τq)∗α = (τq)∗(Pα) for all α ∈ Γ(E
h
0 ).
If f is a real function defined in Hn, we denote by vf the function defined
by vf(p) := f(p−1), and, if T ∈ D′(Hn), then vT is the distribution defined
by 〈vT |φ〉 := 〈T |vφ〉 for any test function φ.
Following e.g. [17], we can define a group convolution in Hn: if, for
instance, f ∈ D(Hn) and g ∈ L1loc(H
n), we set
(27) f ∗ g(p) :=
∫
f(q)g(q−1 · p) dq for q ∈ Hn.
We remind that, if (say) g is a smooth function and P is a left invariant
differential operator, then
P (f ∗ g) = f ∗ Pg.
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We remind also that the convolution is again well defined when f, g ∈
D′(Hn), provided at least one of them has compact support. In this case
the following identities hold
(28) 〈f ∗ g|φ〉 = 〈g|vf ∗ φ〉 and 〈f ∗ g|φ〉 = 〈f |φ ∗ vg〉
for any test function φ.
As in [17], we also adopt the following multi-index notation for higher-
order derivatives. If I = (i1, . . . , i2n+1) is a multi–index, we set W
I =
W i11 · · ·W
i2n
2n T
i2n+1 . By the Poincare´–Birkhoff–Witt theorem, the differen-
tial operators W I form a basis for the algebra of left invariant differential
operators in Hn. Furthermore, we set |I| := i1 + · · ·+ i2n + i2n+1 the order
of the differential operator W I , and d(I) := i1+ · · ·+ i2n+2i2n+1 its degree
of homogeneity with respect to group dilations.
Suppose now f ∈ E ′(Hn) and g ∈ D′(Hn). Then, if ψ ∈ D(Hn), we have
〈(W If) ∗ g|ψ〉 = 〈W If |ψ ∗ vg〉 = (−1)|I|〈f |ψ ∗ (W I vg)〉
= (−1)|I|〈f ∗ vW I vg|ψ〉.
(29)
Following [16], we remind now the notion of kernel of order a, as well as
some basic properties.
Definition 6.1. A kernel of order a is a homogeneous distribution of degree
a−Q (with respect to group dilations), that is smooth outside of the origin.
Proposition 6.2. Let K ∈ D′(Hn) be a kernel of order a.
i) vK is again a kernel of order a;
ii) WℓK is a a kernel of order a−1 for any horizontal derivative WℓK,
ℓ = 1, . . . , 2n;
iii) If a > 0, then K ∈ L1loc(H
n).
Definition 6.3. In Hn, following [27], we define the operator ∆H,h on E
h
0
by setting
∆H,h =


dcδc + δcdc if h 6= n, n+ 1;
(dcδc)
2 + δcdc if h = n;
dcδc + (δcdc)
2 if h = n+ 1.
Notice that −∆H,0 =
∑2n
j=1(W
2
j ) is the usual sub-Laplacian of H
n.
For sake of simplicity, once a basis of Eh0 is fixed, the operator ∆H,h can
be identified with a matrix-valued map, still denoted by ∆H,h
(30) ∆H,h = (∆
ij
H,h)i,j=1,...,Nh : D
′(Hn,RNh)→ D′(Hn,RNh).
This identification makes possible to avoid the notion of currents: we refer
to [5] for this more elegant presentation.
Combining [27], Section 3, and [6], Theorems 3.1 and 4.1, we obtain the
following result.
Theorem 6.4. If 0 ≤ h ≤ 2n + 1, then the differential operator ∆H,h is
hypoelliptic of order a, where a = 2 if h 6= n, n+1 and a = 4 if h = n, n+1
with respect to group dilations. Then
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i) for j = 1, . . . , Nh there exists
(31) Kj =
(
K1j , . . . ,KNhj
)
, j = 1, . . . Nh
with Kij ∈ D
′(Hn) ∩ E(Hn \ {0}), i, j = 1, . . . , N ;
ii) if a < Q, then the Kij’s are kernels of type a for i, j = 1, . . . , Nh
If a = Q, then the Kij ’s satisfy the logarithmic estimate |Kij(p)| ≤
C(1 + | ln ρ(p)|) and hence belong to L1loc(H
n). Moreover, their hor-
izontal derivatives WℓKij , ℓ = 1, . . . , 2n, are kernels of type Q− 1;
iii) when α ∈ D(Hn,RNh), if we set
(32) Kα :=
(∑
j
αj ∗K1j , . . . ,
∑
j
αj ∗KNhj
)
,
then ∆H,hKα = α. Moreover, if a < Q, also K∆H,hα = α.
iv) if a = Q, then for any α ∈ D(Hn,RNh) there exists βα := (β1, . . . , βNh) ∈
R
Nh, such that
K∆H,hα− α = βα.
Remark 6.5. Coherently with formula (30), the operator K can be iden-
tified with an operator (still denoted by K) acting on smooth compactly
supported differential forms in D(Hn, Eh0 ).
Proof of Theorem 1.3. The case h = 0 is well known ([18], [13], [23]).
Case 1 < h < 2n and h 6= n,n+ 1. If u, φ ∈ D(Hn, Eh0 ), we can write
〈u, φ〉L2(Hn,Eh0 )
= 〈u,∆H,hKφ〉L2(Hn,Eh0 )
= 〈u, (δcdc + dcδc)Kφ〉L2(Hn,Eh0 )
.
(33)
Consider now the first term in the previous sum,
〈u, δcdcKφ〉L2(Hn,Eh0 )
= 〈dcu, dcKφ〉L2(Hn,Eh+10 )
.
If we write f := dcu, then dcf = 0. From now on, without loss of generality,
for 1 ≤ h ≤ 2n + 1 we take an orthonormal basis of Eh0 , still denoted
by {ξhℓ ; ℓ = 1, . . . ,dimE
h
0 }. Thus, since f, dcKφ ∈ E
h+1
0 , we can write
f =
∑dimEh+10
ℓ=1 fℓξ
h+1
ℓ , dcKφ =
∑dimEh+10
ℓ=1 (dcKφ)ℓξ
h+1
ℓ , and hence we can
reduce ourselves to estimate
(34) 〈fℓ, (dcKφ)ℓ〉L2(Hn) for ℓ = 1, . . . ,dimE
h+1
0 .
By Theorem 5.1, if h 6= n− 1 , each component fℓ of f can be written as
fℓ =
dimEh+20∑
I=1
2n∑
i=1
bℓi,IGI,i,
where the bℓi,I ’s are real constants and for any I = 1, . . . ,dimE
h+2
0 the GI,i’s
are the components of an horizontal vector field
GI =
∑
i
GI,iWi
with
(35)
∑
i
WiGI,i = 0, I = 1, . . . ,dimE
h+2
0 .
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On the other hand, for h = n−1, each component fℓ of f , ℓ = 1, . . . ,dimE
n
0 ,
can be written as
fℓ =
dimEn+10∑
I=1
∑
i,j
bℓi,j,I(G
Sym
I )i,j.
Here the bℓi,j,I’s are real constants and for any I = 1, . . . ,dimE
n+1
0 the
(GSymI )i,j ’s are the components of the symmetric part (see Proposition 3.1)
of the 2-tensor
GI =
∑
i
GI,i,j Wi ⊗Wj
that satisfies
(36)
∑
i,j
WiWj GI,i,j = 0, I = 1, . . . ,dimE
n+1
0 .
Suppose now h 6= n− 1. In order to estimate the terms of (34), we have to
estimate terms of the form
(37) 〈GI,i, (dcKφ)ℓ〉L2(Hn) = 〈GI ,Φ〉L2(Hn,h1),
where
Φ = (dcKφ)ℓWi.
We can apply Theorem 4.2. Keeping in mind (13), we obtain
(38)
∣∣〈fℓ, (dcKφ)ℓ〉L2(Hn)∣∣ ≤ C‖f‖L1(Hn,Eh+10 )‖∇HdcKφ‖LQ(Hn,Eh+10 ).
On the other hand, ∇HdcKφ can be expressed as a sum of terms with com-
ponents of the form
φj ∗W
IK˜ij with d(I) = 2.
By Theorem 6.4, iv) and Proposition 6.2, ii) W IK˜ij are kernels of type 0,
so that, by [16], Proposition 1.9 we have
(39) |〈fℓ, (dcKφ)ℓ〉L2(Hn)| ≤ C‖f‖L1(Hn,Eh+10 )
‖φ‖LQ(Hn,Eh0 )
.
The same argument can be carried out for all the components of f , yielding
(40) |〈f, dcKφ〉L2(Hn,Eh+10 )
| ≤ C‖f‖L1(Hn,Eh+10 )
‖φ‖LQ(Hn,Eh0 )
.
Suppose now h = n− 1 then we have to estimate terms of the form
(41) 〈(GSymI )i,j , (dcKφ)ℓ〉L2(Hn) = 〈GI ,Φ〉L2(Hn,⊗2h1),
Φ = (dcKφ)ℓ
(
Wi ⊗Wj +Wj ⊗Wi) ∈ Γ(H
n,Sym (⊗2h1)).
We can apply Theorem 4.3 and we obtain
(42) |〈f, dcKφ〉L2(Hn,En0 )| ≤ C‖f‖L1(Hn,En0 )‖φ‖LQ(Hn,En−10 )
.
This achieve the estimate of the first term of (33) for all 1 < h < 2n,
h 6= n, n+ 1.
(43) |〈u, δcdcKφ〉L2(Hn,Eh0 )
| ≤ C‖f‖L1(Hn,Eh+10 )
‖φ‖LQ(Hn,Eh0 )
.
Consider now the second term in (33)
〈u, dcδcKφ〉L2(Hn,Eh0 )
= 〈δcu, δcKφ〉L2(Hn,Eh−10 )
= 〈g, δcKφ〉L2(Hn,Eh−10 )
= 〈∗g, ∗δcKφ〉L2(Hn,E2n+2−h0 )
,
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where ∗ denotes the Hodge duality. We notice now that from δcu = g, by
Hodge duality we have dc ∗ u = ∗g. Hence dc(∗g) = 0, and thus, arguing
precisely as above, we get∣∣∣〈u, dcδcKφ〉L2(Hn,Eh0 )
∣∣∣ ≤ C‖g‖L1(Hn,Eh+10 )‖φ‖LQ(Hn,Eh0 ).(44)
Combining (44) with (43), we get eventually
|〈u, φ〉L2(Hn,Eh0 )
| ≤ C
(
‖f‖L1(Hn,Eh+10 )
+ ‖g‖L1(Hn,Eh−10 )
)
‖φ‖LQ(Hn,Eh0 )
,
and hence
‖u‖LQ/(Q−1)(Hn,Eh0 )
≤ C
(
‖f‖L1(Hn,Eh+10 )
+ ‖g‖L1(Hn,Eh−10 )
)
.
This completes the proof of statement iii) of the theorem.
Case h = 1,2n. By Hodge duality we may restrict ourselves to the case
h = 1. Again we write
〈u, φ〉L2(Hn,E10) = 〈u,∆H,hKφ〉L2(Hn,E10)
= 〈u, δcdcKφ〉L2(Hn,E10) + 〈u, dcδcKφ〉L2(Hn,E10)
= 〈f, dcKφ〉L2(Hn,E10) + 〈g, δcKφ〉L2(Hn,E10).
(45)
In order to estimate the first term 〈f, dcKφ〉L2(Hn,E10), we repeat verbatim
the arguments above for the corresponding term in the case h 6= n, n + 1.
As for the second term, by Theorem 6.4, formula (32), and keeping in mind
that δc is an operator of order 1 in the horizontal derivatives when acting
on E10 the quantity δcKφ can be written as a sum of terms such as
φj ∗WℓK˜ij , with ℓ = 1, . . . , 2n.
On the other hand,
〈g, φj ∗WℓK˜ij〉L2(Hn) = 〈g ∗
v(WℓK˜ij), φj〉L2(Hn)
Notice theWℓK˜ij ’s and hence the
v(WℓK˜ij)’s are kernels of type 1. Thus,
by Theorem 6.10 in [17],
|〈g, φj ∗WℓK˜ij〉L2(Hn)| ≤ C‖g‖H1(Hn)‖φ‖LQ(Hn,E10).
Combining this estimate with the one in (43), we get eventually
|〈u, φ〉L2(Hn,E10)| ≤ C
(
‖f‖L1(Hn,E20) + ‖g‖H1(Hn)
)
‖φ‖LQ(Hn,E10),
and hence
‖u‖LQ/(Q−1)(Hn,E10)
≤ C
(
‖f‖L1(Hn,E20) + ‖g‖H1(Hn)
)
.
This completes the proof of statement ii) of the theorem.
Case h = n,n+ 1. By Hodge duality we may restrict ourselves to the case
h = n.
If u, φ ∈ En0 are smooth compactly supported forms, then we can write
〈u, φ〉L2(Hn,En0 ) = 〈u,∆H,nKφ〉L2(Hn,En0 )
= 〈u, (δcdc + (dcδc)
2)Kφ〉L2(Hn,En0 ).
(46)
Consider now the term
〈u, δcdcKφ〉L2(Hn,En0 ) = 〈dcu, dcKφ〉L2(Hn,En+10 )
= 〈f, dcKφ〉L2(Hn,En+10 )
.
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Let us write f := dcu. Again, dcf = 0, and hence, as above, if f =∑dimEn+10
ℓ=1 fℓξ
n+1
ℓ , dcKφ =
∑dimEn+10
ℓ=1 (dcKφ)ℓξ
n+1
ℓ , and thus we can reduce
ourselves to estimate
(47) 〈fℓ, (dcKφ)ℓ〉L2(Hn) for ℓ = 1, . . . ,dimE
n+1
0 .
By Theorem 5.1, each component fℓ of f can be written as
fℓ =
dimEn+20∑
I=1
2n∑
i=1
bℓi,IGI,i,
where the bℓi,I ’s are real constants and for any I = 1, . . . ,dimE
n+2
0 the GI,i’s
are the components of an horizontal vector field
GI =
∑
i
GI,iWi
with
(48)
∑
i
WiGI,i = 0, I = 1, . . . ,dimE
n+2
0 .
As in the previous cases, in order to estimate the terms of (47), we have
to deal terms of the form
(49) 〈GI,i, (dcKφ)ℓ〉L2(Hn) = 〈GI ,Φ〉L2(Hn,h1),
where
Φ = (dcKφ)ℓWi.
We can apply Theorem 4.2. Again keeping in mind (13), we obtain
(50)
∣∣〈fℓ, (dcKφ)ℓ〉L2(Hn)∣∣ ≤ C‖f‖L1(Hn,En+10 )‖∇HdcKφ‖LQ(Hn,En+10 ).
On the other hand, ∇HdcKφ can be expressed as a sum of terms with com-
ponents of the form
φj ∗W
IK˜ij with d(I) = 3,
since the differential dc on n-forms has order 2 in the horizontal derivatives.
By Theorem 6.4, iv) and Proposition 6.2, ii) W IK˜ij are kernels of type 1,
so that, by [16], Proposition 1.11 we have
(51) |〈fℓ, (dcKφ)ℓ〉L2(Hn)| ≤ C‖f‖L1(Hn,En+10 )
‖φ‖LQ/2(Hn,En0 )
.
The same argument can be carried out for all the components of f , yielding
(52) |〈f, dcKφ〉L2(Hn,En+10 )
| ≤ C‖f‖L1(Hn,En+10 )
‖φ‖LQ/2(Hn,En0 )
.
Consider now the second term in (46). We have
〈u, (dcδc)
2Kφ〉L2(Hn,En0 ) = 〈dcδcu, dcδcKφ〉L2(Hn,En0 )
= 〈dcg, dcδcKφ〉L2(Hn,En0 ).
We notice now that dcg is a dc-closed form in E
n
0 , and then we can repeat
the arguments leading to (42) for f in the case h = n− 1, obtaining
(53)
∣∣〈dcg, dcδcKφ〉L2(Hn,En0 )∣∣ ≤ ‖dcg‖L1(Hn,En0 )‖∇HdcδcKφ‖LQ(Hn,En0 )
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As above, ∇HdcδcKφ can be expressed as a sum of terms with components
of the form
φj ∗W
IK˜ij , with d(I) = 3,
since δc : E
n
0 → E
n−1
0 is an operator of order 1 in the horizontal derivatives,
as well as dc : E
n−1
0 → E
n
0 . By Theorem 6.4, iv) and Proposition 6.2, ii)
W IK˜ij are kernels of type 1, so that, by [16], Proposition 1.11 we have∣∣〈dcg, dcδcKφ〉L2(Hn,En0 )∣∣ ≤ C‖dcg‖L1(Hn,En0 )‖φ‖LQ/2(Hn,En0 ).
Combining this estimate with the one in (52), we get eventually
|〈u, φ〉L2(Hn,En0 )| ≤ C
(
‖f‖L1(Hn,En+10 )
+ ‖dcg‖L1(Hn,En0 )
)
‖φ‖LQ/2(Hn,En0 )
,
and hence
‖u‖LQ/(Q−2)(Hn,En0 )
≤ C
(
‖f‖L1(Hn,En+10 )
+ ‖dcg‖L1(Hn,En0 )
)
.
To achieve the proof of statement iv) of the theorem we have to consider
separately the cases f = 0 and g = 0. Suppose h = n+ 1 (i.e. g = 0). The
proof for h = n (i.e. f = 0) follows by Hodge duality. In the case h = n+ 1
identity (46) read as
〈u, φ〉L2(Hn,En+10 )
= 〈u,∆H,n+1Kφ〉L2(Hn,En+10 )
= 〈u, (δcdc)
2Kφ〉L2(Hn,En+10 )
= 〈f, dcδcdcKφ〉L2(Hn,En+20 )
.
Since dcf = 0, by Theorem 5.1 we can apply Theorem 4.2, and we get∣∣〈u, φ〉L2(Hn,En+10 )∣∣ ≤ C‖f‖L1(Hn,En+20 )‖∇HdcδcdcKφ‖LQ(Hn,En+20 )
≤ C‖f‖L1(Hn,En+20 )
‖φ‖LQ(Hn,En+10 )
,
by [16], Proposition 1.9, since ∇HdcδcdcK is a kernel of type 0. Then we
can conclude by duality as of the proof of case iii), achieving the proof of
statement iv) of the theorem that now is completely proved.

7. Final remarks
The estimates in Theorem 1.3 for n-forms and (n + 1)-forms can be re-
formulated in the spirit of the estimates proved in [7]. To state our result,
we must recall preliminarily few definitions of the function spaces we need
for our results.
If p, q ∈ [1,∞], we define the space
Lp,q(Hn) := Lp(Hn) ∩ Lq(Hn)
endowed with the norm
‖u‖Lp,q(Hn) := (‖u‖
2
Lp(Hn) + ‖u‖
2
Lq(Hn))
1/2.
We have:
• Lp,q(Hn) is a Banach space;
• D(Hn) is dense in Lp,q(Hn).
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Again if p, q ∈ [1,∞], we can endow the vector space Lp(Hn)+Lq(Hn) with
the norm
‖u‖Lp(Hn)+Lq(Hn) := inf{(‖u1‖
2
Lp(Hn) + ‖u2‖
2
Lq(Hn))
1/2;
u1 ∈ L
p(Hn), u2 ∈ L
q(Hn), u = u1 + u2}.
We stress that Lp(Hn)+Lq(Hn) ⊂ L1loc(H
n). Analogous spaces of forms can
be defined in the usual way.
The following characterization of (Lp,q(Hn))∗ can be proved by standard
arguments of functional analysis.
Proposition 7.1. If p, q ∈ (1,∞) and p′, q′ are their conjugate exponents,
then
i) if u = u1 + u2 ∈ L
p′(Hn) + Lq
′
(Hn), with u1 ∈ L
p′(Hn) and u2 ∈
Lq
′
(Hn), then the map
φ→
∫
Hn
(u1φ+ u2φ) dp for φ ∈ L
p,q(Hn)
belongs to (Lp,q(Hn))∗ and ‖u‖Lp′ (Hn)+Lq′ (Hn) ≥ ‖F‖;
ii) if u ∈ Lp
′
(Hn) + Lq
′
(Hn), then there exist u1 ∈ L
p′(Hn) and u2 ∈
Lq
′
(Hn) such that u = u1+u2 and ‖u‖Lp′ (Hn)+Lq′Hn) = (‖u1‖
2
Lp(Hn)+
‖u2‖
2
Lq(Hn))
1/2. Moreover the functional
φ→ F (φ) :=
∫
Hn
(u1φ+ u2φ) dp for φ ∈ L
p,q(Hn)
belongs to (Lp,q(Hn))∗ and ‖F‖ ≈ ‖u‖Lp′ (Hn)+Lq′ (Hn).
iii) reciprocally, if F ∈ (Lp,q(Hn))∗, then there exist u1 ∈ L
p′(Hn) and
u2 ∈ L
q′(Hn) such that
F (φ) =
∫
Hn
(u1φ+ u2φ) dp for all φ ∈ L
p,q(Hn).
If we set u := u1+u2 ∈ L
p′(Hn)+Lq
′
(Hn), then ‖u‖Lp′ (Hn)+Lq′Hn) =
‖F‖.
iv) if u0 ∈ L
1
loc(H
n) satisfies∣∣∣∣
∫
Hn
u0φ dp
∣∣∣∣ ≤ C‖φ‖Lp′,q′ (Hn)
for some C > 0 and for all φ ∈ D(Hn), then u0 ∈ L
p′(Hn)+Lq
′
(Hn)
and
‖u0‖Lp(Hn)+Lq(Hn) ≤ C.
Using the function spaces defined above, we can reformulate Theorem 1.3
in the critical cases h = n as follows. Since a similar formulations lacks in
[4], we state and prove the theorem also of n = 1.
Theorem 7.2. Denote by (E∗0 , dc) the Rumin’s complex in H
n, n ≥ 1.
Consider the system {
dcu = f
δcu = g
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If n ≥ 2, then there exists C > 0 such that
‖u‖LQ/(Q−2)(Hn,En0 )+LQ/(Q−1)(Hn,En0 )
≤ C
(
‖f‖L1(Hn,En+10 )
+ ‖g‖L1(Hn,En−10 )
)
;
‖u‖LQ/(Q−2)(Hn,En+10 )+LQ/(Q−1)(Hn,E
n+1
0 )
≤ C
(
‖f‖L1(Hn,En+20 )
+ ‖g‖L1(Hn,En0 )
)
,
for any u ∈ D(Hn, En0 ) and for any u ∈ D(H
n, En+10 ), respectively.
If n = 1,
‖u‖LQ/(Q−2)(H1,E10)+LQ/(Q−1)(H1,E10)
≤ C
(
‖f‖L1(H1,E20) + ‖g‖H1(H1,E00)
)
;
‖u‖LQ/(Q−2)(H1,E20)+LQ/(Q−1)(H1,E20)
≤ C
(
‖f‖H1(H1,E30) + ‖g‖L1(H1,E10)
)
,
for any u ∈ D(H1, E10) and for any u ∈ D(H
1, E20), respectively.
Proof. By Hodge duality we may restrict ourselves to the case h = n.
If u, φ ∈ En0 are smooth compactly supported forms, then we can write
〈u, φ〉L2(Hn,En0 ) = 〈u,∆H,nKφ〉L2(Hn,En0 )
= 〈u, (δcdc + (dcδc)
2)Kφ〉L2(Hn,En0 )
= 〈u, δcdcKφ〉L2(Hn,En0 ) + 〈u, (dcδc)
2)Kφ〉L2(Hn,En0 )
= 〈dcu, dcKφ〉L2(Hn,En+10 )
+ 〈δcu, δcdcδcKφ〉L2(Hn,En−10 )
= 〈f, dcKφ〉L2(Hn,En+10 )
+ 〈g, δcdcδcKφ〉L2(Hn,En−10 )
.
(54)
The estimate of the first term of the last line of (54) is already given in (52)
and reads
(55) |〈f, dcKφ〉L2(Hn,En+10 )
| ≤ C‖f‖L1(Hn,En+10 )
‖φ‖LQ/2(Hn,En0 )
,
and, eventually,
|〈f, dcKφ〉L2(Hn,En+10 )
|
≤ C‖f‖L1(Hn,En+10 )
(
‖φ‖LQ/2(Hn,En0 ) + ‖φ‖LQ(Hn,E
n
0 )
)
.
(56)
Consider now the second term in the last line of (54). If n ≥ 2, we have
〈g, δcdcδcKφ〉L2(Hn,En−10 )
= 〈∗g, ∗δcdcδcKφ〉L2(Hn,En+20 )(57)
We notice now that ∗g is a dc-closed form in E
n+2
0 . Then we can repeat the
arguments of the proof of Theorem 1.3 and we get∣∣〈∗g, ∗δcdcδcKφ〉L2(Hn,En+20 )∣∣
≤ ‖g‖L1(Hn,En−10 )
‖∇HδcdcδcKφ‖LQ(Hn,En0 )
(58)
As in the proof of Theorem 1.3, ∇HδcdcδcKφ can be expressed as a sum of
terms with components of the form
φj ∗W
IK˜ij , with d(I) = 4,
since δc : E
n
0 → E
n−1
0 is an operator of order 1 in the horizontal derivatives,
as well as dc : E
n−1
0 → E
n
0 . By Theorem 6.4, iv) and Proposition 6.2, ii)
W IK˜ij are kernels of type 0, so that, keeping in mind (57), by Proposition
1.9 we have∣∣〈g, δcdcδcKφ〉L2(Hn,En−10 )∣∣
≤ C‖g‖L1(Hn,En−10 )
(
‖φ‖LQ/2(Hn,En0 )
+ ‖φ‖LQ(Hn,En0 )
)
.
(59)
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If n = 1, we write instead
〈g, δcdcδcKφ〉L2(H1,E00) = 〈g ∗ K˜, φ〉L2(H1,E00),
where K˜ is a kernel of type 1. By Ho¨lder inequality and [17], Theorem 6.10,
|〈g ∗ K˜, φ〉L2(H1,E00)|
≤ ‖g ∗ K˜‖LQ/(Q−1)(H1,E00)‖φ‖LQ(H1,E00)
≤ ‖g‖H1(H1,E00)‖φ‖LQ(H1,E00).
This yields
〈g, δcdcδcKφ〉L2(H1,E00) ≤ ‖g‖H1(H1,E00)(‖φ‖LQ(H1,E00)‖+ ‖φ‖LQ/2(H1,E00)).
(60)
To conclude the proof, if n > 1, combining (59) with (56) or (60), we get
eventually∣∣〈g, δcdcδcKφ〉L2(Hn,En−10 )∣∣ ≤ C
(
‖f‖L1(Hn,En+10 )
+ ‖g‖L1(Hn,En−10 )
)
·
(
‖φ‖LQ/2(Hn,En0 )
+ ‖φ‖LQ(Hn,En0 )
)
.
(61)
If n = 1 the same estimate holds with ‖g‖L1 replaced with ‖g‖H1 .
Indeed, if n > 1 and we replace (56) and (61) in (54), we obtain by duality
(Proposition 7.1 - iv) )
‖u‖LQ/(Q−2)(Hn,En0 )+LQ/(Q−1)(Hn,En0 )
≤ C
(
‖f‖L1(Hn,En+10 )
+ ‖g‖L1(Hn,En−10 )
)
.
Again, ‖g‖L1 must be replaced by ‖g‖H1 if n = 1. This completes the proof
of the theorem.

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