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a b s t r a c t
We approach the problem of classifying injective modules over an integral domain, by
considering the class of semistar Noetherian domains. When working with such domains,
one has to focus on semistar ideals: as a consequence for modules, we restrict our study
to the class of injective hulls of co-semistar modules, those in which the annihilator
ideal of each nonzero element is semistar. We obtain a complete classification of this
class, by describing its elements as injective hulls of uniquely determined direct sums of
indecomposable injective modules; if moreover, we consider stable semistar operations,
then we can further improve this result, obtaining a natural generalization of the classical
Noetherian case. Our approach provides a unified treatment of results on injectivemodules
over various kinds of domains obtained byMatlis, Cailleau, Beck, Fuchs andKim–Kim–Park.
© 2011 Elsevier B.V. All rights reserved.
0. Introduction
The problem of classifying injective modules over an integral domain does not have a general solution. One can hope
to get satisfactory results only by restricting to particular domains or to special subclasses of the whole class of injective
modules. The starting point of this paper is a classical result of 1958 byMatlis [23], which says that a complete classification
is possible for all the injectivemodules over a commutative Noetherian ring, which can all be written, in a uniqueway (up to
isomorphism), as direct sums:
H =

Λ
E(R/Pλ)
where {Pλ}Λ is a family of prime ideals. Subsequently, the implicit introduction of the concept of star operation (see [16])
made it possible to define or characterize several classes of domains by requiring the Ascending Chain Condition (ACC) on
the family of star ideals: for instance, Mori domains (defined by the ACC on v-ideals; see [2]), Strong Mori domains (defined
by the ACC onw-ideals; see [28,29]) and Krull domains (characterized by being bothMori and completely integrally closed).
By restricting to specific subclasses of injective modules, it was possible to classify them by simply requiring the ACC on a
specific family of star ideals: in 1971, Beck [4] classified the injective codivisorial modules (in which the annihilator ideal of
each element is a v-ideal) over a Krull domain, while Fuchs [13] classified the injective hulls of codivisorial modules over a
Mori domain. More recently, in 2008, Kim et al. [21] have classified the injective co-semidivisorial modules (in which the
annihilator ideal of each element is aw-ideal) over a Strong Mori domain.
Semistar operations were introduced in 1994 by Okabe and Matsuda [25] to generalize the concept of star operation
over an integral domain. Their greater flexibility with respect to star operations proved to be more suitable to the study
of several classes of integral domains (see for instance [11,10,12]). As had already been done with star operations, many
classical properties of integral domains were generalized to the case of a general semistar operation: in this work, we
consider those domains in which the Ascending Chain Condition holds for semistar ideals (the analogue of star ideals in the
star operation case), which are called semistar Noetherian domains. They were first considered in [9], in order to introduce
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the notion of semistar Dedekind domain. Since then, many results which generalize the classical Noetherian case have been
proved for semistar Noetherian domains (see for instance [26]). With this work we want to extend this investigation to
the study of modules: our goal is to classify a special subclass of injective modules over a semistar Noetherian domain,
working with general semistar operations. In this way, we avoid assuming the condition of semistar finite character (that is,
requiring every nonzero element of a domain to be contained in finitelymanymaximal semistar ideals): while this condition
is satisfied in the classical cases of Mori and Strong Mori domains, and is effectively used in many proofs, we show that it
is indeed possible to find non-trivial examples in which it does not hold. The main tool we use to circumvent the need for
semistar finite character is the notion of ∆-Noetherian domain, a domain which has Noetherian localizations over a family
∆ of prime ideals, which act with a ‘‘uniform’’ behavior. ∆-Noetherian domains, which were introduced by Claborn and
Fossum in [7], are strictly connected with the notion ofΣ-injective module (see for instance [5,6]), which is a key concept in
the classification of injective modules.
Sections 1 and 2 are of preliminary character. Section 1 collects basic definitions and results concerning semistar
operations, while Section 2 focuses on semistar Noetherian domains: in particular, by considering only stable semistar
operations we define a privileged subclass of domains, the Strong semistar Noetherian domains; this terminology reflects
the relation between Mori and Strong Mori domains, and it is indeed better suited to generalize the Noetherian case. Next
we introduce∆-Noetherian domains: they are used in a characterization of Strong semistar Noetherian domains, obtained
in [15], which will be useful in the sequel. In Section 3 we momentarily leave the semistar Noetherian setting, and start
dealing with modules: we show how fixing a semistar operation over a domain (not necessarily a semistar Noetherian
domain) determines three special subclasses of modules and we give results detailing their behavior. Then, in Section 4, we
prove that a semistar operation provides a canonical way to decompose injectivemodules in three direct summands, one for
each of these three subclasses. We conclude the section discussing the connections of this result with the correspondence,
proved in [10], between hereditary torsion theories and stable semistar operations. Finally, in Section 5, we go back to
semistar Noetherian domains and give the main results for the classification of those injective modules belonging to the
‘‘good’’ class among the three we defined, which consists of the injective hulls of co-semistar modules, those in which the
annihilator ideal of each element is semistar. Then, by restricting to the Strong semistar Noetherian domains, we give a
characterization of themwhich generalizes the well known result that a ring R is Noetherian if and only if any direct sum of
injective R-modules is injective.
Looking back at the results by Matlis, Béck, Fuchs and Kim, Kim, Park that we mentioned at the beginning, we remark
that our approach to the study of injective modules using semistar operations provides both a unified treatment of these
classical works and a general framework which can be used to deal with new cases.
1. Semistar operations
This section is meant to provide a basic background on semistar operations . Most of the results mentioned can be found
in the work by Fontana and Huckaba [10].
From now on, Rwill denote an integral domain with quotient field Q , R ≠ Q . We denote by:
• F(R), the set of nonzero R-submodules of Q .
• F(R), the set of nonzero fractional ideals of R.
• f(R), the set of nonzero finitely generated fractional ideals of R.
Then, f(R) ⊆ F(R) ⊆ F(R).
Definition 1.1. A semistar operation on R is a map ⋆ : F(R) → F(R), E → E⋆, satisfying the following properties for all
0 ≠ x ∈ Q and E, F ∈ F(R):
(⋆1) (xE)⋆ = xE⋆.
(⋆2) E ⊆ F ⇒ E⋆ ⊆ F ⋆.
(⋆3) E ⊆ E⋆, and E⋆⋆ = E⋆.
In particular, R⋆ is an overring of R, and a fractional ideal of R is sent to a fractional ideal of R⋆. We observe that the classical
definition of star operation (see [16]) is obtained if one also requires R = R⋆ and restricts ⋆ to F(R).
Given a semistar operation ⋆ and an integral ideal I of R, we call the integral ideal I⋆∩R the ⋆-closure of I , and say that I is
a ⋆-ideal (or ⋆-closed ideal) if I = I⋆ ∩ R. A nonzero intersection of ⋆-ideals is a ⋆-ideal, and if I is a ⋆-ideal then so is (I :R J),
for every integral ideal J (see [15, 1.2, 1.3]).
Remark 1.2. The term ‘‘⋆-ideal’’, in the classical theory of star operations, denotes an ideal I such that I = I⋆. Working with
semistar operations, one usually differentiates between ⋆-ideals (i.e. I = I⋆) and quasi-⋆-ideals (those such that I = I⋆ ∩ R).
However, this distinction has no relevance in this work, since ⋆-ideals are a special case of quasi-⋆-ideals andwewill always
deal with the latter. Thus, to keep our notation simple, in this work the term ‘‘⋆-ideal’’ is used to include the case I = I⋆ ∩ R.
Example 1.3. The map defined by Ev = (E−1)−1 = (R : (R : E)) is a semistar operation, whose restriction to fractional
ideals is the classical star operation v (observe that if E is not a fractional ideal, Ev = Q ). The identity map over F(R) is a
semistar operation as well, usually denoted by d.
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We can define a partial ordering on the set of semistar operations, with ⋆1 ≤ ⋆2 if and only if E⋆1 ⊆ E⋆2 for each E ∈ F(R).
This is equivalent to saying that E⋆2⋆1 = E⋆1⋆2 = E⋆2 . In this case, moreover, it is easily seen that every ⋆2-ideal is a ⋆1-ideal.
We also define the following relations:
• ⋆1 ∼f ⋆2 if the restrictions of ⋆1 and ⋆2 to f(R) coincide.• ⋆1 ∼F ⋆2 if the restrictions of ⋆1 and ⋆2 to F(R) coincide.
Given any semistar operation ⋆, we can define its associated semistar operation of finite type ⋆f , defined by E⋆f = {F ⋆ | F ⊆ E, F ∈ f(R)}.
In general, ⋆f ≤ ⋆, and ⋆ ∼f ⋆f ; if ⋆ = ⋆f , we call ⋆ a semistar operation of finite type. It is easily seen that

⋆f

f = ⋆f
(that is, ⋆f is a semistar operation of finite type itself).
Example 1.4. The semistar operation of finite type associated to v is the semistar operation t , which extends the classical
star operation t .
A ⋆-prime ideal is a ⋆-ideal which is also prime. We will denote the set of ⋆-prime ideals by P ⋆. An ideal which is
maximal in the set of ⋆-prime ideals is called a ⋆-maximal ideal. Under the condition ⋆ ∼F ⋆f , thus in particular when ⋆ is of
finite type, every prime ideal minimal over a ⋆-ideal is a ⋆-prime ideal, and every ⋆-ideal is contained in a ⋆-maximal ideal
(see [8, 2.3] and [10, 4.20]).
We will denote by M⋆ the set of ⋆f -maximal ideals. Note that, under the hypothesis ⋆ ∼F ⋆f , this set coincides with
that of ⋆-maximal ideals, keeping our notation consistent. Finally, we will say that R has ⋆-finite character if every nonzero
element of R is contained in finitely many elements ofM⋆.
Stable and spectral semistar operations
A semistar operation ⋆ on R is said to be stable if (E ∩ F)⋆ = E⋆ ∩ F ⋆ for every E, F ∈ F(R). It is always possible, starting
from any semistar operation ⋆, to derive from it the following semistar operation:
E ⋆¯ =

(E : J) | J ∈ F ⋆
where F ⋆ denotes the set of ideals J of R such that J⋆ = R⋆. The operation ⋆¯ is always stable, with ⋆¯ ≤ ⋆. In fact, a semistar
operation ⋆ is stable if and only if ⋆ = ⋆¯ (see [10, 2.10]). If ⋆¯ is of finite type, then the ideals J in its definition can be chosen in
the smaller set F ⋆ ∩ f(R) and the setM⋆¯ of ⋆¯-maximal ideals coincides with the setM⋆ of ⋆f -maximal ideals. In particular,
⋆¯ is of finite type whenever ⋆ ∼F ⋆f . Finally, F ⋆ = F ⋆¯(see [10, 3.8]).
Example 1.5. The semistar operation w is defined by Ew =  {(E : J) | J ∈ GV(R)}, where GV(R) is the set of finitely
generated ideals such that J−1 = R (the so-called Glaz–Vasconcelos ideals). It is easy to check that GV(R) coincides with
the set Fv ∩ f(R) = Ft ∩ f(R): indeed, if J−1 = R then Jv = (R : R) = R, and conversely if Jv = R then J−1 ⊆ R and the
reverse inclusion always holds. Thus, we see thatw = t .
An alternative way to characterize stability is the following: a semistar operation ⋆ is stable if and only if (E :R J)⋆ =
(E⋆ :R⋆ J⋆) for every E ∈ F(R), J ∈ f(R) (see [10, 2.10]). In [15] we further studied the behavior of stable semistar operations
with respect to colon ideals, showing that stability has a sort of ‘‘polarizing’’ effect on ideals: given an ideal I , and a stable
semistar operation ⋆, either I coincides with its ⋆-closure I⋆ ∩ R, or it has a ‘‘neighbor’’ ideal, of the form (I :R r), for some
r ∈ R \ I , whose ⋆-closure is the whole R (see [15, 1.8]). The consequences for prime ideals are even stronger: if P is prime,
then either P is a ⋆-prime ideal or its ⋆-closure is the whole R. This also implies that every prime ideal contained in a ⋆-prime
ideal is ⋆-prime as well (see [15, 1.10]).
If ∆ is a nonempty subset of the prime spectrum Spec(R) of a domain R, we can define a semistar operation ⋆∆ on R,
with E⋆∆ = P∈∆ ERP for each E ∈ F(R). A semistar operation ⋆ on R is said to be spectral, associated to ∆, if there exists
∆ ⊆ Spec(R) such that ⋆ = ⋆∆. Then ⋆ is stable, every prime ideal of∆ is a ⋆-prime ideal and every ⋆-prime ideal is contained
in an element of∆.
Finally, we recall that if ⋆ is a semistar operation such that every proper ⋆-ideal is contained in a ⋆-prime ideal, then ⋆¯
coincides with the spectral operation associated toP ⋆, the set of ⋆-prime ideals. If moreover ⋆ ∼F ⋆f , then ⋆¯ is both spectral
and of finite type, associated to the familyM⋆ of ⋆-maximal ideals (see [10, 4.1, 4.12]).
Example 1.6. Choosing ⋆ = t , shows thatw = t is defined, as a spectral semistar operation, by the set of t-maximal ideals.
2. Semistar Noetherian domains
A domain R over which a semistar operation ⋆ is defined is said to be ⋆-Noetherian if it satisfies the Ascending Chain
Condition on ⋆-ideals. Choosing, respectively, ⋆ = d, w, v, we obtain the classical definitions of Noetherian domains, Strong
Mori domains (see [28,29]) and Mori domains (see [3,2]). Since ⋆1 ≤ ⋆2 implies that ⋆2-ideals are ⋆1-ideals, it is clear that a
⋆1-Noetherian domain is also ⋆2-Noetherian.
We say that a module E in F(R) is ⋆f -finite if there exists F ∈ f(R), F ⊆ E, such that E⋆ = F ⋆. In [9], ⋆-Noetherian
domains were characterized by the property that each nonzero integral ideal is ⋆f -finite. Thus, when R is ⋆-Noetherian we
have ⋆ ∼F ⋆f , which implies that ⋆¯ is of finite type and coincides with the spectral operation associated toM⋆.
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The case of ⋆¯-Noetherian domains (which are, in particular, ⋆-Noetherian, since ⋆¯ ≤ ⋆) will be of special interest for our
work. This is the case of StrongMori domains, which are defined as beingw-Noetherian (that is, v-Noetherian, v being equal
to t in this case) and as such are v-Noetherian (Mori) as well. In order to keep our notation consistent with the terminology
of this classical case, we use the following definition, which we introduced in [15].
Definition 2.1. Let ⋆ be a semistar operation on R. R is said to be a Strong ⋆-Noetherian domain if it is ⋆¯-Noetherian. Then,
R is also ⋆-Noetherian.
Indeed, choosing ⋆ = v in the above gives the original definition of Strong Mori domain, since a Mori domain is defined
as being v-Noetherian and satisfies v = t , hence v = w.
Finally, choosing ⋆ = d in the definition of Strong ⋆-Noetherian domain trivially reduces to the definition of Noetherian
domain. Indeed, the class of Strong ⋆-Noetherian domains has many properties analogous to those enjoyed by Noetherian
domains, such as the existence of primary decompositions for ⋆¯-ideals, and generalized versions of the Krull Intersection
Theorem, the Principal Ideal Theorem and Cohen’s Theorem (see [9,26]).
∆-Noetherian domains
The next definition, originally introduced by Claborn and Fossum in [7], describes another type of chain condition for a
domain, which provides a characterization of Strong ⋆-Noetherian domains.
Definition 2.2. Let∆ be a subset of Spec(R). R is said to be∆-Noetherian if for every chain of ideals in R,
I1 ⊆ I2 ⊆ · · · ,
we can find a positive integer n0 such that every localization of the chain at a prime ideal P of∆,
I1RP ⊆ I2RP ⊆ · · · ,
becomes stationary after n0 steps. In particular, RP must be Noetherian for every P ∈ ∆.
The integer n0 of the definition is common to each P in∆: intuitively, R being∆-Noetherian means that there is a special
family of localizations of Rwhich are not only all Noetherian, but which also act on chains in a ‘‘uniform’’ way.
The link between Strong ⋆-Noetherian and∆-Noetherian domains is provided by the following, whichwe proved in [15]:
as usual, we denote byM⋆ the set of ⋆f -maximal ideals, and by ⋆∆ the spectral semistar operation associated to a nonempty
set∆ of prime ideals.
Proposition 2.3 ([15, 3.3, 3.4]). Let ∆ be a nonempty set of prime ideals of R. Then R is Strong ⋆∆-Noetherian if and only if it is
∆-Noetherian. Moreover, for any semistar operation ⋆, R is Strong ⋆-Noetherian if and only if it isM⋆-Noetherian.
It should be noted that the second statement of 2.3 is just a translation of the first, since in a Strong ⋆-Noetherian domain
⋆¯ is the spectral operation associated toM⋆.
Recall that we say that R has ⋆-finite character if every nonzero element of R is contained in finitely many elements of
M⋆. The following corollary shows that, under this condition, Strong ⋆-Noetherianity reduces to local Noetherianity at the
⋆f -maximal ideals.
Proposition 2.4 ([15, 3.5]). Let ⋆ be a semistar operation on R. If R is Strong ⋆-Noetherian, then RP is Noetherian, for each P in
M⋆. Moreover, if R has ⋆-finite character, then the converse holds.
Note thatwhile bothMori and StrongMori domains have ⋆-finite character, choosing respectively the v andw operations
(see [3, 2.2] and [29, 1.9]), this is not generally true for (Strong) ⋆-Noetherian domains: take for instance the Noetherian
domain K [X, Y ], in which the element X is contained in infinitely many maximal ideals.
3. Classes of modules related to semistar operations
We start this section recalling some classical notions about modules and providing a number of new definitions. From
now on, when speaking of a module we will mean by default an R-module. Also, when referring to a multiple of a nonzero
element of a module, we will always mean a nonzeromultiple. Recall that for every element x of a moduleM we can define
the annihilator ideal AnnR x = (0 :R x). Then x = 0 if and only if AnnR x = R; moreover, if I denotes the annihilator of x then
(I :R r) is the annihilator of the multiple rx. Finally, the cyclic module xR generated by x is isomorphic to R/I through the
morphism which sends x to 1+ I .
Given an inclusion of modules N ≤ M , we recall thatM is said to be an essential extension of N , and at the same time N is
said to be an essential submodule ofM , if every nonzero element ofM has amultiple inN . Equivalently, every submodule ofM
has nonzero intersectionwithN .We also recall that the injective hullof amoduleM , denoted by E(M), is the smallest injective
module which containsM . It is uniquely determined, up to isomorphism, and it is also the greatest essential extension ofM .
Definition 3.1. Let ⋆ be a semistar operation on R, and letM be an R-module; for a nonzero element x inM , with annihilator
I , we give the following definitions. We say that x is:
• ⋆-Null, if I ≠ 0 and I⋆ = R⋆, or equivalently, I⋆ ∩ R = R.
• Co-⋆, if the ideal I is either a ⋆-ideal or 0.
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• ⋆-Neutral if x has neither ⋆-null nor co-⋆multiples. Equivalently, for every r /∈ I ,
(I :R r) ( (I :R r)⋆ ∩ R ( R.
It is easily seen that the three cases are mutually exclusive.
Concerning the zero element, we will consider it to be ⋆-null. We observe that the term ‘‘⋆-null’’ can be intuitively
explained as follows: under the ‘‘point of view’’ of ⋆, the annihilator of a ⋆-null element is ‘‘close’’ to R, hence the element is
‘‘close’’ to zero. Since F ⋆ = F ⋆¯, it immediately follows that x is a ⋆-null element if and only if x is ⋆¯-null.
The previous definitions are easily transferred to modules.
Definition 3.2. Let ⋆ be a semistar operation on R, and letM be an R-module; we say thatM is:
• ⋆-Null, if its nonzero elements are all ⋆-null.
• Co-⋆, if its nonzero elements are all co-⋆.
• ⋆-Neutral, if its nonzero elements are all ⋆-neutral.
The definitions of ⋆-null and co-⋆ module generalize those of pseudo-null and codivisorial module used by Beck in [4]
and by Nishi and Shinagawa in [24], which were specifically related to the v operation. An analogous terminology was used
by Kim in [20]: working with thew operation, he dealt withw-null and co-semidivisorialmodules. The concept of ⋆-neutral
module, instead, is introduced in this work to provide greater detail and understanding of the structure of injectivemodules,
as the results in next section will show.
Again, we point out that, since F ⋆ = F ⋆¯, the classes of ⋆-null and ⋆¯-null modules coincide. It can be easily verified that
multiples of ⋆-null (co-⋆, ⋆-neutral) elements are again ⋆-null (co-⋆, ⋆-neutral) elements, so that cyclic modules generated
by ⋆-null (co-⋆, ⋆-neutral) elements are ⋆-null (co-⋆, ⋆-neutral) modules. We sum up this in the following proposition.
Proposition 3.3. Let ⋆ be a semistar operation on R; let xR be a nonzero cyclic module, and denote by I the annihilator of x, so
that xR ∼= R/I . We have that:
xR is ⋆-null ⇔ I⋆ = R⋆ ⇔ x is ⋆-null.
xR is co-⋆ ⇔ I is a ⋆-ideal ⇔ x is co-⋆.
xR is ⋆-neutral ⇔ (I :R r) ( (I :R r)⋆ ∩ R ( R ⇔ x is ⋆-neutral.
for each r ∈ R \ I
Example 3.4 (A Module with both Co-⋆ and ⋆-Null Submodules). Fix a field K , and let T be the Krull domain K [X, Y , Z]. It
is well known (see [14, IV.1]) that in every Krull domain the set of v-maximal ideals is nonempty and coincides with
that of minimal prime ideals, so that every ideal not contained in any of them has v-closure T . Now, consider the ideal
I = (XY , XZ)T , properly contained in the prime ideal XT , and the cyclic moduleM = T/I . Observe thatM is not co-v, since
Iv = X((Y , Z)T )v = XT . We want to show that the generator of M , m = 1 + I , has both co-v and v-null multiples, so that
M contains both a co-v submodule and a v-null submodule. Indeed, the ideal (I :T Y ) coincides with the v-ideal XT , so that
m has a nonzero multiple, Ym, which is co-v. On the other hand, the proper ideal (I :T X) = (Y , Z)T has v-closure T , so that
Xm is a nonzero v-null element ofM .
The rest of this section is meant to provide details on the structures of the three classes of modules we defined. One of
the key points we discuss is that the class of ⋆-neutral modules is actually a proper subclass of co-⋆¯modules, and as such can
be considered as an expression of the ‘‘distance’’ between ⋆ and ⋆¯, or equivalently as a measure of how far ⋆ is from being
stable.
Recall, as we mentioned when we introduced stable semistar operations, that given a stable operation ⋆ an ideal I is
either a ⋆-ideal or there is r ∈ R \ I such that (I :R r)⋆ = R⋆. The following Lemma simple rewrites this result in terms of
elements of a module.
Lemma 3.5. Let ⋆ be a stable semistar operation on R, and x a nonzero element of a module M. Then either x is co-⋆, or x has a
nonzero ⋆-null multiple.
Proposition 3.6. Let ⋆ be a semistar operation on R. A nonzero element x of a module M is ⋆-neutral if and only if it is co-⋆¯ and
it has no co-⋆multiples.
Proof. If x is ⋆-neutral, then by definition it has neither co-⋆ nor ⋆-null (hence ⋆¯-null) multiples. Now, if we consider ⋆¯, then
by 3.5 we see that xmust be co-⋆¯. Conversely, suppose x satisfies the two stated conditions. We simply need to verify that x
has no ⋆-null multiples: this follows trivially since x is co-⋆¯, and the same must hold for its multiples. 
Proposition 3.6 immediately provides a useful corollary concerning ⋆-neutral modules.
Corollary 3.7. Let ⋆ be a semistar operation on R. Then:
1. The ⋆-neutral modules are exactly those co-⋆¯modules containing no co-⋆ elements.
2. if ⋆ is stable there cannot exist ⋆-neutral modules.
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In Section 1wediscussed the polarizing effect of a stable semistar operation ⋆ on the ideals of a domain. Now, Corollary 3.7
shows how this translates for modules: given an arbitrary nonzero element x of a module M , x must necessarily admit
a nonzero ⋆-null or co-⋆ multiple, otherwise the cyclic module xR would be ⋆-neutral, which is prevented by stability.
Intuitively, if one visualizes the action of taking multiples of x as a way for x to move inside M , then stability implies that
every element of M must move toward either a ⋆-null or a co-⋆ submodule of M (or both). This behavior of the class of
modules under stability can also be explained through the concept of torsion theory, which we will discuss at the end of
Section 4.
Proposition 3.8. Let ⋆ be a semistar operation on R. Then:
1. The class of co-⋆modules is closed under direct sums and products.
2. The class of ⋆-null modules is closed under direct sums.
3. The class of ⋆-neutral modules is closed under direct sums.
Proof. 1. Let M = ⊕Mi, for some co-⋆modules Mi; then every nonzero element of M must be co-⋆, since its annihilator is
the intersection of the annihilators of its coordinates in the direct sum, which are ⋆-ideals. The proof for direct products is
the same.
2. Let N = ⊕Ni, for some ⋆-null modules Ni; then every element x of N must be ⋆-null: indeed, AnnR x is the intersection
of a finitely many proper annihilators whose ⋆-closure is R⋆; then their ⋆¯-closure is R⋆¯. Now, since ⋆¯ distributes over finite
intersections, (AnnR x)⋆¯ = R⋆¯, hence (AnnR x)⋆ = R⋆.
3. Let C = ⊕Ci, for some ⋆-neutral modules Ci; from 3.7 and point (1) we know that C must be a co-⋆¯module, and that in
order to prove that C is ⋆-neutral, we only need to prove that C does not contain co-⋆ elements. Suppose by contradiction that
x ≠ 0 is such an element, anddenote by I its annihilator,whichmust be a ⋆-ideal. Then if x1 . . . xn are the nonzero coordinates
of x in C , I is given by the intersection AnnR x1 ∩ · · · ∩ AnnR xn. Since this intersection is finite, we can assume without loss
of generality that I1 = AnnR x1 does not contain the intersection of the other annihilators, J = AnnR x2 ∩ · · · ∩ AnnR xn.
Consider then an element r which is in J \ I1: we have
(I :R r) = (I1 :R r) ∩ (J :R r) = (I1 :R r) ∩ R = (I1 :R r)
Now, this is a contradiction, since the first term is a proper ⋆-ideal, while the last one cannot be a ⋆-ideal by 3.3. 
Example 3.9 (A Direct Product of ⋆-null Modules which is not ⋆-Null). Let R be the Krull domain K [X1, X2, . . .]; for every
j ≥ 2, the prime ideal Ij = (X1, Xj)R properly contains the w-maximal ideal X1R, so that the cyclic module R/Ij is w-null.
Consider now the direct productM =∏j≥2 R/Ij: the element having jth coordinate 1+ Ij for every j is co-w, as its annihilator
is ∩j≥2Ij = X1R, which is aw-ideal.
Definition 3.10. Let ⋆ be a semistar operation on R. We denote by τ⋆M the set of all ⋆-null elements of M , and call it the
⋆-null part ofM .
Proposition 3.11. Let ⋆ be a semistar operation on R. For every module M, τ⋆M is a submodule of M.
Proof. Suppose first that ⋆ is stable; if x ∈ τ⋆M then every multiple of x must be ⋆-null, hence in τ⋆M . If x, y ∈ τ⋆M , then
AnnR(x+ y) ⊇ AnnR x ∩ AnnR y, and since ⋆ is stable we obtain (AnnR(x+ y))⋆ = R⋆. Now, if ⋆ is not assumed to be stable,
we still have that an element ofM is ⋆-null if and only if it is ⋆¯-null. Hence, τ⋆M = τ⋆¯M , and we reduce to the first case. 
Proposition 3.12. Let ⋆ be a semistar operation on R, and I an integral ideal of R. Then:
τ⋆R/I = (I ⋆¯ ∩ R)/I = (I ⋆¯/I) ∩ (R/I) = (τ⋆R⋆/I) ∩ R/I
Equivalently, I ⋆¯ ∩ R coincides with the set of the r ∈ R such that rx is ⋆-null.
Proof. Suppose r + I ∈ τ⋆R/I; we know that τ⋆R/I = τ⋆¯R/I , and we have:
R⋆¯ = (AnnR(r + I))⋆¯ = (I :R r)⋆¯ = (I ⋆¯ :R⋆¯ r)
hence r ∈ I ⋆¯ ∩ R. Conversely, if r + I ∈ (I ⋆¯ ∩ R)/I then (AnnR(r + I))⋆¯ = (I ⋆¯ :R⋆¯ r) = R⋆¯, so that (AnnR(r + I))⋆ = R⋆ as
well; thus, r + I is ⋆-null. Finally, similar arguments show that the ⋆-null part of the module R⋆/I is I ⋆¯/I , and it is clear that
for every submodule N of any submoduleM we have τ⋆N = τ⋆M ∩ N . 
Example 3.13 (An Essentially ⋆-Null Module). Consider a one-dimensional valuation domainV withR as value group. Then
we know (see [14, II.4]) that the ideals of V which are not v-ideals are exactly the non-finitely generated ones, including
the maximal ideal P . Moreover, if I is any non-finitely generated ideal properly contained in P , there exists r ∈ P \ I such
that I = rP , or, equivalently, P = (I :V r). It follows that Iv = rV ( P . Now, fix such an I , and consider the cyclic module
xV ∼= V/I: although xV is not v-null, since Iv ≠ V , we want to show that it is ‘‘essentially’’ v-null, that is, τvxV is an essential
submodule of xV ; first, observe that the submodule rxV is isomorphic to V/P , since AnnV rx = (I :V r) = P . In particular,
it is v-null. Now, if y is any nonzero element of xV , say y = sx (hence s /∈ I , and I ( sV ), then smust divide r: indeed, if we
had rV ) sV , we would have I ( sV ( rV , while Iv = rV , so that sV = rV , a contradiction. Thus, we must have r = as for
some a ∈ V , whence asx ∈ rxV . In conclusion, we found that rx is a v-null multiple of every element in xV , so that rxV is an
essential submodule of xV . Moreover, rxV is exactly the set of all v-null elements of xV : if we had a nonzero v-null element
of xV , say z = tx, such that tx /∈ rxV , then r cannot divide t , hence Iv = rV ( tV . However, we must also have (I :V t) = P;
equivalently, I = tP , so that rV = Iv = tV , a contradiction.
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Observe that a similar notion of co-⋆ part or ⋆-neutral part is not equally useful; as shown in the following example, these
subsets are not in general submodules.
Example 3.14. Consider the t operation on a domain R. The t-dimension R is the number of prime t-ideals in a longest chain
of prime t-ideals of R, or infinity if there is no such longest chain. In [19, 2.4], a method is given to build inductively, for every
1 ≤ m ≤ n, B ⊆ {2 . . . n}, |B| = n−m, a local Noetherian domain R such that:
• R has dimension n.
• R has t-dimensionm.
• For each i ∈ B, every prime ideal of height i is a non-t-prime ideal.
In particular, it is possible to find a local three-dimensional domain R with three nonzero prime ideals P ′′ ⊂ P ′ ⊂ P ,
such that P is the maximal ideal of R and is t-prime, P ′ is a non-t-prime ideal and P ′′ is t-prime. It is clear that R/P and R/P ′′
are co-t modules. Now, since P ′ ( P ′t ⊆ P and (P ′ :R r) = P ′ for every r ∈ R \ P ′, we see that P ′ satisfies the condition
(P ′ :R r) ( (P ′ :R r)t ⊆ P ≠ R for each r ∈ R \ P ′. It follows that R/P ′ is a t-neutral module. Now, consider the direct sum
M = R/P ⊕ R/P ′, and any element x = (a, b) ∈ M with a, b ≠ 0 (for instance x = (1 + P, 1 + P ′)). Then the annihilator
of x is P ∩ P ′ = P ′, hence it is a t-neutral element of M . The same is true for the element y = (0,−b). However, their sum
x + y = (a, 0) is a co-t element, since its annihilator is P . Thus, the subset of all t-neutral elements ofM is not a submodule.
A similar argument can be applied to themodule R/P⊕R/P ′ to show that the subsets of its co-t elements is not a submodule.
Example 3.15 (A Domain with no Nonzero ⋆-null Modules). Every module over the domain R = Q + XR[X] has zero v-null
part: indeed, the v-prime ideals of R are exactly the maximal ideals, so that the existence of nonzero v-null elements would
imply the existence of ideals whose v-closure is R but which are also contained in proper v-ideals, a contradiction.
Proposition 3.16. Let ⋆ be a semistar operation on R. Essential extensions of co-⋆¯ (respectively, ⋆-neutral) modules are again
co-⋆¯ (respectively, ⋆-neutral).
Proof. SupposeM is a nonzeromodulewith an essential co-⋆¯ submodule.We first observe that τ⋆M = τ⋆¯M = 0: otherwise,
τ⋆M would have nonzero intersection with the essential co-⋆¯ submodule of M , which is impossible. Now, if x ≠ 0 were a
non-co-⋆¯ element of M , then by 3.5 x should have a ⋆¯-null multiple, which gives a contradiction. In order to prove the
statement for the ⋆-neutral case, recall that ⋆-neutral modules are, in particular, co-⋆¯ modules; then, if D is an essential
extension of a ⋆-neutral module C , Dmust be co-⋆¯, and it cannot contain co-⋆ elements, otherwise there would exist a co-⋆
element contained in C . Thus, D is ⋆-neutral as well. 
Proposition 3.17. Let ⋆ be a semistar operation on R. A module M is co-⋆¯ if and only if τ⋆M = 0.
Proof. Suppose τ⋆M = 0. If x ≠ 0 were a non-co-⋆¯ element ofM , then by 3.5 x should have a ⋆¯-null, hence ⋆-null, multiple,
a contradiction. 
4. Decompositions of injective modules related to semistar operations
We now want to apply the previous notions to injective modules, in order to find a special decomposition induced by
a semistar operation. Thanks to this decomposition, we will be able to understand which direct summand of an injective
module can be described when ⋆-Noetherianity holds.
Lemma 4.1. Let ⋆ be a semistar operation on R. Let A, B, C be, respectively, a ⋆-null, a co-⋆ and a ⋆-neutral module. Then:
1. A⊕ B cannot contain any ⋆-neutral element.
2. B⊕ C cannot contain any nonzero ⋆-null element.
3. A⊕ C cannot contain any co-⋆ element.
Proof. 1. Let x = (a, b) be an element of A⊕ B, and denote by I and J the annihilators of a and b, respectively; suppose by
contradiction that x is ⋆-neutral. Then both a and bmust be nonzero, since by definition neither A nor B can contain ⋆-neutral
elements. We claim that the annihilators I and J must coincide: indeed, if r ∈ I , then rx = (0, rb) is a multiple of both a
⋆-neutral and a ⋆-null element; thus itmust be zero, so that rb = 0 and r ∈ J . Similarly, if s ∈ J , then sx = (sa, 0) is amultiple
of both a ⋆-neutral and a co-⋆ element, so that sa = 0 and s ∈ I . However, I is a ⋆-ideal, while, J⋆ = R⋆, a contradiction.
2. This follows immediately since by 3.7 both B and C are co-⋆¯modules, hence their direct sum is co-⋆¯ as well, and cannot
contain nonzero ⋆¯-null (hence, ⋆-null) elements.
3. Let z = (a, c) be an element of A ⊕ C , and denote by I and J the annihilators of a and c , respectively; suppose by
contradiction that z is co-⋆. Then both a and c must be nonzero, since neither A nor C can contain co-⋆ elements.
Now, if r ∈ I , then rz = (0, rc) is a multiple of both a co-⋆ and a ⋆-neutral element; thus it must be zero, so that rc = 0
and r ∈ J . Similarly, if s ∈ J , then sy = (sa, 0) is a multiple of both a ⋆-null and a co-⋆ element, so that sa = 0 and s ∈ I .
Thus I = J and we have a contradiction, since I⋆ = R⋆, while J⋆ ( R⋆. 
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We recall that a module M satisfies the Exchange Property if, whenever there is a direct decomposition of an arbitrary
module A
A = M ′ ⊕ N =

I
Ai
for some module N , a family of modules Ai indexed by the (possibly infinite) set I , and a moduleM ′ ∼= M , then there always
exist submodules Bi ≤ Ai such that
A = M ′ ⊕

I
Bi

In particular, the class of injective modules enjoys the Exchange Property (see for example [14, IX.8]).
Theorem 4.2. Let ⋆ be a semistar operation on R. Every injective module H admits a direct decomposition
H = A⊕ B⊕ C
where:
• A is the injective hull of the ⋆-null part τ⋆H.• B is the injective hull of a maximal co-⋆ submodule of H.
• C is ⋆-neutral.
Finally, this decomposition is unique up to isomorphism.
Proof. Suppose that H does not contain any co-⋆ element: then, by taking the injective hull of τ⋆H , we can split H into
H = E(τ⋆H)⊕ C . The module C must then be ⋆-neutral, as it contains neither co-⋆ nor ⋆-null elements. Suppose now that
there are nonzero co-⋆ elements inH: then the nonempty family of co-⋆ submodules ofH is inductive and, by Zorn’s Lemma,
has maximal elements. If B′ is such an element, consider its injective hull B = E(B′). Then B is injective, and we can write
H = B ⊕ N , for some submodule N of H . We claim that N has no co-⋆ elements: if there were such an element x then,
since the direct sum of co-⋆modules is co-⋆, B′⊕ xRwould contradict the maximality of B′. Thus, N cannot contain any co-⋆
elements. Moreover, if x is in τ⋆H , then x has can be uniquely written as x = b+ n, for some b ∈ B, n ∈ N; suppose b ≠ 0:
then (AnnR b)⋆ ⊇ (AnnR x)⋆ = R⋆, so that b, being contained in the injective hull of a co-⋆ module, should be a nonzero
⋆-null element with a co-⋆multiple, a contradiction. Thus, x = n ∈ N , hence τ⋆H = τ⋆N ≤ N . Now we simply apply to N
the same initial arguments, obtaining the decomposition N = A⊕ C , with A = E(τ⋆H).
The uniqueness up to isomorphism of this decomposition follows from the Exchange Property: suppose we have two
different decompositions of H = A⊕B⊕C = A′⊕B′⊕C ′, satisfying the stated conditions. Then we can apply the Exchange
Property to A, obtaining H = A ⊕ A′′ ⊕ D, with A′′ direct summand of A′ and D direct summand of B′ ⊕ C ′, say B′ ⊕ C ′ =
D⊕ X . It follows that H/A ∼= A′′⊕D ∼= B⊕ C . However, by 4.1 we know that B⊕ C cannot contain ⋆-null elements, whence
necessarily A′′ = 0 and D ∼= B⊕ C . Now, we have H = A′ ⊕ D⊕ X = A⊕ D, hence H/D ∼= A′ ⊕ X ∼= A. Being isomorphic
to a summand of A, X must contain ⋆-null elements, which contradicts the fact that it is a summand of B′ ⊕ C ′ as well. Thus
X = 0, and A′ ∼= A. The isomorphisms B ∼= B′, C ∼= C ′ are proved in the same way. 
The above decomposition can be improved by assuming ⋆ to be stable.
Corollary 4.3. If ⋆ is a stable semistar operation on R, then the decomposition of an injective module H given in 4.2 reduces to
H = E(τ⋆H)⊕ B
where B is a maximal co-⋆ submodule of H.
Proof. By 4.2, H = A ⊕ B ⊕ C , where A = E(τ⋆H), B is the injective hull of a maximal co-⋆ submodule B′ of H and C is
⋆-neutral. Now, by 3.6, C must be 0, and by 3.16 B must be co-⋆, since it is an essential extension of a co-⋆ module. Thus
B = B′, given the maximality of B. 
Note that there exist domains over which it is possible to define a stable semistar operation ⋆ such that every injective
module H can be written as H = τ⋆H⊕B, thus removing the injective hull from both summands: the class of Krull domains,
with respect to thew operation, provides an example (see [14, IX.6]). The following, which generalizes [20, 8.1], gives many
conditions equivalent to this property.
Theorem 4.4. Let ⋆ be a stable semistar operation on R. Then the following are equivalent:
(i) If M is injective, then so is τ⋆M.
(ii) E(τ⋆M) = τ⋆E(M) for any module.
(iii) The class of ⋆-null modules is closed under taking essential extensions.
(iv) The class of ⋆-null modules is closed under taking injective hulls.
(v) Any injective module H decomposes as H = τ⋆H ⊕ B, where B is co-⋆.
(vi) Let I be an integral ideal of R such that I⋆ ≠ R⋆. Then there exists a ∈ R \ I such that (I :R a) is a ⋆-ideal.
(vii) If M is not ⋆-null, then M has a nonzero co-⋆ submodule.
(viii) For every integral ideal I of R properly contained in I⋆ ∩R, there exists a proper ideal J of R such that J⋆ = R⋆ and I = I⋆ ∩ J .
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Proof. (i)⇒ (viii) Consider the injective module H = E(R/I); by 4.3 and (i), H = τ⋆H ⊕ B, B being co-⋆. Now, denoting by
x the class 1+ I ∈ R/I , we have a unique expression x = t + b, for some t ∈ τ⋆H, b ∈ B, with t necessarily nonzero. Then,
I = AnnR x = AnnR t∩AnnR b, while I⋆∩R = (AnnR t)⋆∩ (AnnR b)⋆∩R = (AnnR b)⋆∩R = AnnR b. Thus, putting J = AnnR t ,
I = I⋆ ∩ J .
(viii)⇒ (vi) If I is a ⋆-ideal there is nothing to prove. Otherwise, by (viii), we can find J such that J⋆ = R⋆ and I = I⋆∩ J . Since
I⋆ ≠ R⋆, J cannot be contained in I⋆: let a ∈ J \ I⋆; then (I :R a) = (I⋆ ∩ J :R a) = (I⋆ :R a) = (I⋆ :R aR⋆) = (I⋆ :R⋆ aR⋆) ∩ R =
(I :R a)⋆ ∩ R.
(vi)⇒ (vii) Let x be a nonzero element ofM which is not ⋆-null: then I = AnnR x is such that I⋆ ≠ R⋆. By (vi), x has a nonzero
multiple axwhich is co-⋆, thus generating a nonzero co-⋆ submodule ofM .
(vii)⇒ (iii) Suppose we have an essential extension N of a ⋆-null moduleM . If N is not ⋆-null, then by (vii) it has a nonzero
co-⋆ submodule, which must have nonzero intersection withM , a contradiction.
(iii)⇒ (iv) Trivial.
(iv) ⇒ (ii) E(τ⋆M) is contained in E(M), and by (iv) it is ⋆-null, so that E(τ⋆M) = τ⋆E(τ⋆M) ≤ τ⋆E(M). In particular,
τ⋆M ≤ τ⋆E(M), and this extension is essential: indeed, if 0 ≠ x ∈ τ⋆E(M) ≤ E(M), then x has a nonzero multiple y in
M; since y must be ⋆-null, it is actually contained in τ⋆M . Thus, τ⋆E(M) is an essential extension of E(τ⋆M) as well, which
forces them to coincide.
(ii)⇒ (v) From 4.3, we know that H decomposes as H = E(τ⋆H)⊕ B. Then we simply apply (ii).
(v)⇒ (i) By (v), H = τ⋆H ⊕ B, hence τ⋆H is necessarily injective. 
Connections with torsion theories
We conclude this section by discussing how the previous results can be interpreted through the lens of torsion theories.
Recall that a couple (T ,Φ) of nonempty classes of R-modules is a torsion theory on R if:
1. HomR(X, Y ) = 0 for each X ∈ T , Y ∈ Φ .
2. T andΦ are maximal with respect to condition (1).
T and Φ are called, respectively, the torsion class and the torsion-free class. If the torsion class is closed under taking
submodules, (T ,Φ) is a hereditary torsion theory. The topic of torsion theories is a well known one, and has been deeply
studied (see for instance [17,22,27]).
As the following shows, semistar operations and hereditary torsion theories are deeply connected. Given a semistar
operation ⋆, we denote by T ⋆ the set of all ⋆-null modules, and byΦ⋆ the set of all co-⋆modules.
Proposition 4.5. Let ⋆ be a stable semistar operation on R. Then the couple (T ⋆,Φ⋆) is a hereditary torsion theory.
Proof. Consider X ∈ T ⋆, Y ∈ Φ⋆, f : X → Y and suppose f ≠ 0. Let x ∈ X be such that f (x) ≠ 0. Then we have
AnnR x ⊂ AnnR f (x), so that f (x) is a ⋆-null element of the co-⋆module Y , a contradiction. Thus T ⋆ andΦ⋆ satisfy condition
(1) in the definition of torsion theory.
We are left to check condition (2); we first prove that, for every moduleM ,M/τ⋆M ∈ Φ⋆; in other words, we will show
that the annihilator of any nonzero element x+ τ⋆M ∈ M/τ⋆M is a ⋆-ideal: indeed, if x ∈ M \ τ⋆M then τ⋆xR = xR ∩ τ⋆M ,
so that (x + τ⋆M)R = (xR + τ⋆M)/τ⋆M ∼= xR/(xR ∩ τ⋆M) = xR/τ⋆xR ∼= (by 3.12) R/(I⋆ ∩ R), where I = AnnR x. Thus, the
annihilator of x+τ⋆M is I⋆∩R ≠ R, which is a ⋆-ideal. As such,M/τ⋆M is inΦ⋆. Now, suppose there is X /∈ T ⋆ which satisfies
condition (1) in the definition of torsion theory: then X contains an element xwhich is not ⋆-null, so that X/τ⋆X ≠ 0. Then
we have a nonzero morphism X → X/τ⋆X , a contradiction. On the other hand, if Y /∈ Φ⋆ satisfies condition (1), then by 3.17
τ⋆Y ≠ 0, so that the inclusion τ⋆Y ≤ Y gives a contradiction. Finally, the torsion theory is hereditary, since every submodule
of a ⋆-null module is obviously ⋆-null. 
We observe that for a non-stable semistar operation ⋆, one has T ⋆ = T ⋆¯, while Φ⋆ is properly contained in Φ ⋆¯. This
implies that, since by 4.5 (T ⋆,Φ ⋆¯) is a torsion theory, the couple (T ⋆,Φ⋆) is not a torsion theory, as it lacks the required
maximality. Thus, in examining the connections between semistar operations and torsion theories, one has to restrict to
stable operations. The main result in this area was given in [10]: it was proved that the set of all stable semistar operations
on R is in an order-preserving bijectionwith the set of all hereditary torsion theories on R, ordered by inclusion of the torsion
classes. The bijection is given by the map sending a stable operation ⋆ to the torsion theory (T ⋆,Φ⋆).
Remark 4.6. The above correspondence provides an interesting point of view on the results we gave concerning the
decomposition of an injectivemodule induced by a semistar operation; by 4.2 and 4.3, fixing a non-stable semistar operation
⋆ allows us to decompose an injectivemoduleH in two different ways, both unique up to isomorphism. First, by considering
⋆ itself, H can be described as the direct sum of three summands: A (injective hull of the ⋆-null part of H), B (injective hull
of a co-⋆ module) and C (⋆-neutral); then, by considering the induced stable operation ⋆¯, H can be described as the direct
sum of two summands: A′ (injective hull of the ⋆¯-null part of H) and B′ (co-⋆¯module). Now, it is clear that A and A′ are equal,
since ⋆-null and ⋆¯-null elements coincide. Moreover, by 3.7, we know that C is a co-⋆¯module, hence the direct sum B⊕ C is
co-⋆¯ as well. It follows that B⊕ C and B′ are isomorphic co-⋆¯modules. Thus, we can see the second decomposition as being
induced by the torsion theory (T ⋆,Φ⋆) associated to ⋆¯: we can then consider A′ as, intuitively, the ‘‘torsion part’’ of H , and
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B′ as its ‘‘torsion-free part’’. This becomes clearer by comparing the direct summands of the two decompositions:
H = A ⊕
Φ⋆
B ⊕ C (⋆)
H = A′
T ⋆¯
⊕ B′
Φ ⋆¯
(⋆¯)
Focusing on B′ and its isomorphismwith B⊕C , we see that ⋆ provides an additional layer of structure inside the torsion-free
class Φ ⋆¯, creating a distinction between the general co-⋆¯modules and those which are also co-⋆; this distinction becomes
evident in the first decomposition, which highlights the ‘‘co-⋆ part’’ of B′. Under this point of view, the difference between
the two classes Φ⋆ ⊂ Φ ⋆¯ can be read as a measure of the non-stability of ⋆. In conclusion, while the notion of hereditary
torsion theory can be translated in terms of just stable operations, non-stable operations still come into play by providing a
refining of the torsion-free class.
5. Injective modules over semistar Noetherian domains
As we saw in the previous section, fixing a semistar operation ⋆ on the domain R allows us to decompose an injective
module as the sum of three modules A, B, C , where B is the essential extension of a co-⋆module. The next results will show
how assuming ⋆-Noetherianity allows us to describe the structure of B, obtaining a complete classification of the injective
hulls of co-⋆ modules. If moreover we are working with a Strong ⋆-Noetherian domain, hence with the stable semistar
operation ⋆¯, the summand B is simply an injective co-⋆¯ module. Then we obtain a classification of injective co-⋆¯ modules,
which fully resembles the classical Noetherian case.
In order to keep our notation simple, we will assume we are dealing with torsion modules (in the classical sense): it is
indeed well known that an injective torsion-free module must be isomorphic to a direct sum of copies of Q , the quotient
field of R.
Proposition 5.1. Let ⋆ be a semistar operation on R. If R is ⋆-Noetherian and I is a proper ⋆-ideal, then there exists a canonical
inclusion of co-⋆modules R/P −→ R/I , where P is a ⋆-prime ideal such that P = (I :R r) for some r in R \ I .
Proof. If I is a prime ideal, there is nothing to prove; otherwise, there are r1, s1 ∈ R \ I such that rs ∈ I . Thus, s ∈ I1 =
(I :R r1) ) I , and I1 is a ⋆-ideal. Once again, if I1 is prime, we stop; otherwise, this procedure can be reiterated, so that we
build an ascending chain of ⋆-ideals In = (I :R rn). By the Ascending Chain Condition on ⋆-ideals, this chain must become
stationary, hence there is n such that P = In is prime. Thus, r = r1 . . . rn is such that P = (I :R r), and the inclusion map is
the multiplication by r . 
Proposition 5.2. Let ⋆ be a semistar operation on R, and suppose R is a ⋆-Noetherian domain. A nonzero module H is injective,
indecomposable and has an essential co-⋆ submodule if and only if H ∼= E(R/P) for some ⋆-prime ideal P. If moreover ⋆ = ⋆¯, then
H is co-⋆.
Proof. SupposeH is injective, has an essential co-⋆ submodule and is indecomposable; the latter, by [23, 2.4], implies thatH
is isomorphic to E(R/I), for some irreducible ideal I . IfM is a co-⋆ essential submodule of H , consider its nonzero submodule
M ′ = R/I ∩M , which is again co-⋆; if 0 ≠ x ∈ M ′ then xR ∼= R/J for some ⋆-ideal J . Now, by 5.1, there exists r ∈ R \ J such
that P = (J :R r) is a ⋆-prime ideal and R/P ≤ R/J ≤ R/I . As such, E(R/P)must be a summand of E(R/I) = H and, since H
is indecomposable, equality must hold. The other implication is trivial. 
The results whichwe are going to givewill frequently involve indexed families of prime ideals (for instance, {Pλ}Λ. Unless
otherwise noted, two elements with different indices need not be distinct primes (that is, it can happen that Pλ = Pµ, for
λ ≠ µ).
We will rely on results from [5,6] concerning Σ-injectivity: recall that a module H is Σ-injective if every direct sum of
copies of H is injective. Thus, in particular, aΣ-injective module must be injective. We also observe that, since finite direct
sums of injective modules are injective, it can be immediately proved that finite direct sums of Σ-injective modules are
Σ-injective. The following theorem, due to Beck, connects Σ-injectivity and ∆-Noetherianity, and is crucial to our
discussion. For a more detailed overview ofΣ-injective modules and their properties, see [14, IX.5].
Theorem 5.3 ([5, 1.11]). Let {Pλ}Λ be a family of prime ideals of R and denote by∆ the set of distinct Pλ’s. Then R is∆-Noetherian
if and only if the module E =Λ E(R/Pλ) isΣ-injective.
We are now ready to begin the study of injective co-⋆modules. However, if we do not assume our semistar operation to
be stable, we are forced to work with injective hulls of co-⋆modules, which are not necessarily co-⋆.
Proposition 5.4. Let ⋆ be a semistar operation on R, and suppose H is a Σ-injective essential extension of a co-⋆ module. Then
there exists a family {Pλ}Λ of ⋆-prime ideals such that, for every λ, RPλ is Noetherian and:
H =

Λ
E(R/Pλ)
In particular, if H is the injective hull of a cyclic co-⋆ module R/I , then the above direct sum must be finite, and I is contained in
each Pλ.
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Proof. Itwas proved in [6] that everyΣ-injectivemodule is isomorphic to a direct sumof indecomposable injectivemodules
of the form E(R/P), where P is a prime ideal such that RP is Noetherian. Thus it is enough to show that the Pλ’s are ⋆-ideals.
This is equivalent to saying that each R/Pλ is a co-⋆module. Now, let x be a nonzero element of R/Pλ: then, being an element
of H , x has a multiple rx which is co-⋆ and which is still contained in R/Pλ, so that its annihilator Pλ must be a ⋆-prime
ideal. To prove the last statement, observe first that the module R/I = xR, where x = 1 + I , must be contained in a finite
direct sum ⊕E(R/Pi), i = 1 . . . n, with summands chosen among the modules E(R/Pλ) appearing in the decomposition of
H , such that each coordinate of x is nonzero. Now, suppose by contradiction that there is another summand E(R/Pλ) in the
decomposition of H , with λ ≠ 1 . . . n. Then we would have a submodule of H which is disjoint from xR. Since the latter is an
essential submodule of H , we find a contradiction, and obtain H = ⊕E(R/Pi). In particular, the decomposition of H is finite.
Finally, since xR has nonzero intersection with each R/Pi, we have that for every i there exists a nonzero rx ∈ R/Pi. Then, for
each i, I ⊆ (I :R r) = AnnR rx = Pi. 
Theorem 5.5. Let ⋆ be a semistar operation on R, and suppose R is a ⋆-Noetherian domain. If M is an essential extension of a
co-⋆module, then M contains as an essential co-⋆ submodule a direct sum of submodules isomorphic to R/P, for various ⋆-prime
ideals P.
Proof. First, we show that every nonzero cyclic submodule of M contains a submodule of the form R/P , for some ⋆-prime
P: indeed, if x ∈ M , then xR has a co-⋆ cyclic submodule rxR ≤ xR. Now, by 5.1, ⋆-Noetherianity implies that rxR (hence, xR)
has a nonzero submodule isomorphic to R/P , for some ⋆-prime ideal P . Now, consider the family of submodules ofM which
are direct sums of co-⋆ cyclic modules of the form R/P: sinceM is nonzero, we just proved that it is nonempty. We can then
partially order it with the relation
C ≺ D ⇔ D = C ⊕ C ′
for some C ′ in the same family. With this ordering, the hypotheses of Zorn’s Lemma are verified (transfinite induction has
to be used), so that the family has maximal elements. Suppose C is one of them; then, if there were a nonzero element y
in M with no nonzero multiple in C , we would have yR ∩ C = 0, and we could then find a submodule isomorphic to R/P
contained in yR, contradicting the maximality of C . Thus, C is essential inM . 
Corollary 5.6. Let ⋆ be a semistar operation on R, and suppose R is a ⋆-Noetherian domain. Then the injective hulls of co-⋆modules
are exactly the direct sums
E

Λ
E(R/Pλ)

for some family {Pλ}Λ of ⋆-prime ideals. The summands E(R/Pλ) are uniquely determined, up to isomorphism.
Proof. This immediately follows by 5.5, since E [⊕E(R/Pλ)] = E [⊕R/Pλ]. The uniqueness of this decomposition (up to
isomorphism) follows from Azumaya’s generalization of the Krull–Remak–Schmidt Theorem (see [1] and [23, 2.7]), once we
observe that given any module of the form H = E(i∈I E(Mi), we can always extract a finite number of summands, and
write
H = E(Mi1)⊕ · · · ⊕ E(Min)⊕ E

i∈J
E(Mi)

where J = I \ {i1, . . . , in}. 
As the above shows, the ⋆-Noetherian case fails to fully resemble the classification of injective modules over Noetherian
domains, since we cannot in general remove the injective hull in which the uniquely determined direct sum is contained.
This can be partially overcome, however: in the following, we denote by N ⋆ the subset of P ⋆ consisting of the ⋆-prime
ideals P such that RP is Noetherian; we are interested in those domains which areN ⋆-Noetherian. This property is verified,
for example, by Strong ⋆-Noetherian domains: it is easy to see that they are P ⋆-Noetherian domains, whence they satisfy
N ⋆ = P ⋆. Mori domains provide a non-Strong ⋆-Noetherian example, since every ideal of a Mori domain is contained in
finitely many v-prime (not just v-maximal) ideals (see [3, 2.2]). Finally, we observe that choosing ⋆ = v in the following
gives the result obtained by Fuchs in [13].
Theorem 5.7. Let ⋆ be a semistar operation on R, and suppose R is both ⋆-Noetherian andN ⋆-Noetherian. Then the injective hulls
of co-⋆modules are exactly the direct sums H = D⊕ C, where:
(a) D =Λ E(R/Pλ), for a family {Pλ}Λ of ⋆-prime ideals with Pλ ∈ N ⋆. Hence, D isΣ-injective.
(b) C = E Γ E(R/Pγ ), for a family {Pγ }Γ of ⋆-prime ideals with Pγ /∈ N ⋆. C has noΣ-injective summand.
Moreover, this decomposition is unique, up to isomorphism.
Proof. Suppose H has the stated decomposition. We simply need to show that it is injective: by N ⋆-Noetherianity and
5.3, D is Σ-injective, hence H = D ⊕ C is injective, being the sum of two injective modules. Conversely, suppose H is the
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injective hull of a co-⋆module, and consider the family S ofΣ-injective submodules of H: if it is empty, then by 5.6 H is the
injective hull of a direct sum⊕E(R/P ′) for some ⋆-prime ideals P ′. Now, if there were some P among these such that RP is
Noetherian, then by 5.3 E(R/P) would be Σ-injective, a contradiction; as such, the statement is verified by taking C = H .
Suppose instead that S is nonempty: then, by 5.4, every element of S must be isomorphic to a direct sum of cyclic modules
E(R/P), for some ⋆-prime ideals P in N ⋆. Since summands of Σ-injective modules are again Σ-injective, we find that the
union of an ascending chain of modules in S is a direct sum of modules E(R/P), P ∈ N ⋆. Thanks to N ⋆-Noetherianity and
5.3, we know that this union is stillΣ-injective, hence in S. Thus S is inductive, so that we can find a maximalΣ-injective
submodule D of H of the stated form. Obviously, the resulting summand C in the decomposition H = D⊕ C cannot contain
anyΣ-injective summands, and it must be of the stated form by the same argument we used for H in the case S = ∅. 
Remark 5.8. In the case discussed in Theorem5.7, while R is not in general Strong ⋆-Noetherian, it is Strong ⋆N ⋆-Noetherian.
This, however, does not give any further information about the structure of injective modules: applying the theorem to ⋆N ⋆ ,
we see that the injective hull H of a co-⋆N ⋆ module decomposes as a sum of injective hulls of some R/P , for P inN ⋆. Thus, H
is the injective hull of a co-⋆module, whichmeans that considering ⋆N ⋆ does not allow us to describe new injectivemodules.
The following example applies Theorem 5.7: in particular, we see that a classical characterization of Noetherian domains
(as those for which every direct sum of injective modules is injective) does not hold for ⋆-Noetherian domains and injective
hulls of co-⋆modules.
Example 5.9. The domain R = Q+XR[X] is a one-dimensional Mori domain, with its v-maximal ideals coinciding with the
maximal ideals. More precisely, there is only one maximal ideal which is not finitely generated, P = XR[X], while all the
other maximal ideals are principal. Now, the localization of R over P is not Noetherian, while localizing over any of the other
maximal ideals gives a Noetherian domain, in fact a DVR. Since every nonzero element of R is contained in finitely many
maximal ideals, it follows that R isNv-Noetherian: thus, every injective hull of a co-v module can be uniquely written as:
Λ
E(R/Pλ)

⊕ E

α
R/P

where each Pλ is chosen among the principal maximal ideals of R and α is a cardinal number. In particular, the injective
module E(R/P) is notΣ-injective, hence there exist direct sums of copies of it which are not injective.
Injective modules over Strong semistar Noetherian domains
As expected, the Strong ⋆-Noetherian case provides the best context for our study.With the added hypothesis of stability,
we can nowwork with injective co-⋆¯modules, and the previous results becomemuch clearer. In particular, choosing ⋆ = w
in the following, we obtain the results of Kim, Kim and Park about StrongMori domains [21], while ⋆ = d covers the classical
Noetherian results by Matlis [23].
Corollary 5.10. Let ⋆ be a semistar operation on R, and suppose R is Strong ⋆-Noetherian. Then:
1. The injective co-⋆¯modules over R areΣ-injective, and they are exactly the direct sums
Λ
E(R/Pλ)
for some family {Pλ}Λ of ⋆¯-prime ideals.
2. This holds in particular for the injective hulls of co-⋆modules, which are obtained by restricting to ⋆-prime ideals.
Proof. By 2.3, R isM⋆-Noetherian, which easily implies that it is P ⋆¯-Noetherian as well. In particular, N ⋆¯ = P ⋆¯, and we
can apply 5.7. 
The analogy with the Noetherian case is made even more manifest by the following. Recall, as we mentioned when
presenting spectral semistar operations, that if every proper ⋆-ideal is contained in a ⋆-prime ideal, then ⋆¯ coincides with
the spectral operation associated to the set of ⋆-prime ideals.
Theorem 5.11. Let ⋆ be a semistar operation on R. The following are equivalent:
(i) R is Strong ⋆-Noetherian.
(ii) Every direct sum of injective hulls of co-⋆modules is injective.
(iii) Every direct sum of injective co-⋆¯modules is injective.
If, moreover, we assume R to have ⋆-finite character, then the following is also equivalent to the above ones:
(iv) For every P ∈M⋆, the module E(R/P) isΣ-injective.
Proof. We observe that if R is the only ⋆-ideal, then the Theorem becomes trivially true. Thus we will assume that there
exist proper ⋆-ideals.
(i)⇒ (ii) Suppose R is Strong ⋆-Noetherian: if H is a direct sum of injective hulls of co-⋆ modules, then by 5.10 each of its
summands can be rewritten as a direct sum of indecomposable injective hulls of co-⋆modules. Thus, H itself is such a sum,
hence it is injective.
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(ii)⇒ (i) The current hypothesis implies that, for every proper ⋆-ideal I , the injective hull of R/I is Σ-injective. By 5.4 we
obtain that I is contained in a ⋆-prime ideal. Then ⋆¯ = ⋆∆, for ∆ = P ⋆. Now, a further application of the hypothesis to
the direct sum H = P∈P ⋆ E(R/P) forces H to be injective. Then, since an injective direct sum of Σ-injective modules is
Σ-injective (see [5, 1.3]), we have that H is Σ-injective as well. Thus, by 5.3, R must be P ⋆-Noetherian. By 2.3, this is
equivalent to R being Strong ⋆∆-Noetherian, for∆ = P ⋆. Since ⋆∆ = ⋆¯, it follows that R is Strong ⋆-Noetherian.
(i)⇔ (iii) Observe that injective hulls of co-⋆¯ modules are just injective co-⋆¯ modules, and simply apply the same above
arguments to ⋆ = ⋆¯, since R is Strong ⋆-Noetherian if and only if it is Strong ⋆¯-Noetherian, trivially.
Finally, assuming ⋆-finite character, we can prove:
(i)⇔ (iv) Let P ∈M⋆. Observe that by 5.3 RP is Noetherian (that is, R is {P}-Noetherian) if and only if E(R/P) isΣ-injective.
Then the result follows by 2.4. 
In the following, we apply the previous results to an example developed in [15, 3.8].
Example 5.12 (A Domain which is Semistar Noetherian for Infinitely many Semistar Operations). Let K be a field, and consider
the Krull domain R = K [X1, X2, . . .] given by the polynomials over K in infinitely many variables. It is well known that R is
Strong Mori, that is,w-Noetherian. Thew-maximal ideals are exactly the height 1 prime ideals of R: if we denote this set by
P1, we can equivalently describe R as aP1-Noetherian domain, thew operation coinciding with the spectral operation ⋆P1 .
Now, for every k ≥ 1, let Pk denote the set of height ≤ k prime ideals of R, and ⋆k the associated spectral semistar
operation. In [15, 3.8], as an application of the generalization of Cohen’s Theorem given in [26], we proved that R is Strong
⋆k-Noetherian; equivalently, R is a Pk-Noetherian domain for every positive integer k. Since R = Rw = P∈P1 RP , each
operation ⋆k is a semistar operation, and they form a decreasing chain:
w = ⋆1 > ⋆2 > ⋆3 > · · · > d
We remark that R has ⋆1-finite character, being a Strong Mori domain, while it has no ⋆k-finite character for every k ≥ 2.
Now, for every fixed n we can apply 5.10, and describe all the injective co-⋆n modules, which obviously include all those
which are co-⋆m, for m ≤ n. They are isomorphic to all the direct sums of indecomposable summands of the form E(R/P),
with P prime ideal with height ≤ n. In particular, we have that every such module is Σ-injective. However, we cannot
simply consider finite height prime ideals, without fixing an upper limit: for example, the module
M =

i≥1
E(R/Pi), Pi = (X1, . . . , Xi)R
is not injective, even if its summands areΣ-injective (RPi beingNoetherian for each i). To see this, observe that it is impossible
for the localizations at the Pi’s of the chain P1 ⊂ P2 ⊂ · · · to become stationary after the same number of steps. Thus R is
not ∆-Noetherian for ∆ = {P1, P2, . . .}, so that by 5.3 M is not Σ-injective. Since each summand of M is Σ-injective, and
since an injective direct sum ofΣ-injective modules must beΣ-injective, we see thatM cannot be injective either.
We conclude by showing how the limitations discussed at the end of Example 5.12 can be circumvented. The following
example is treated in a more general way in our work [15, Ex. 3.10], where we apply a Theorem by Gulliksen [18] in order
to give a sufficient condition for a polynomial ring to be Strong semistar Noetherian.
Example 5.13 (Injective Direct Sums with no Upper Limit on the Height of ⋆-Prime Ideals). We consider once again the do-
main R = K [X1, X2 . . .]. This time, instead of focusing on prime ideals of the same height, we want to select an appropriate
family of prime ideals of different height, in order to avoid the limitations we met in Example 5.12. For every n, we define
Pn = (Xn, Xn+1, . . . , X2n)R
and consider the set∆ of all the Pn’s. Note that every localization of R at each of the Pn’s is Noetherian: indeed, each of them
is a ⋆k-prime ideal for some k, where ⋆k is defined as in 5.12, and R is ⋆k-Noetherian. Moreover, it is immediately checked
that∆ =M⋆∆ and that R has ⋆∆-finite character. Thus, by 2.4, R is Strong ⋆∆-Noetherian. Now, applying this to the study of
co-⋆∆ injective modules, we see that the change of semistar operation allows us to classify modules which the operations
of Example 5.12 could not cover. For instance, we can now see that the co-⋆∆ module
H =

n≥1
E(R/Pn)
is injective, even if the Pn’s have no maximum height.
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