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Abstract
Recurrent convolution (RC) shares the same convolu-
tional kernels and unrolls them multiple steps, which is
originally proposed to model time-space signals. We ar-
gue that RC can be viewed as a model compression strat-
egy for deep convolutional neural networks. RC reduces
the redundancy across layers. However, the performance of
an RC network is not satisfactory if we directly unroll the
same kernels multiple steps. We propose a simple yet ef-
fective variant which improves the RC networks: the batch
normalization layers of an RC module are learned inde-
pendently (not shared) for different unrolling steps. More-
over, we verify that RC can perform cost-adjustable infer-
ence which is achieved by varying its unrolling steps. We
learn double independent BN layers for cost-adjustable RC
networks, i.e. independent w.r.t both the unrolling steps of
current cell and upstream cell. We provide insights on why
the proposed method works successfully. Experiments on
both image classification and image denoise demonstrate
the effectiveness of our method.
1. Introduction
Deep convolution neural networks (DCNNs) have
achieved ground-breaking results on a broad range of com-
puter vision fields, such as image classification [8], image
generation [22], image denoise [28], object detection [23]
and so on. Despite their incredible representational power
for computer vision tasks, DCNNs suffer from two prob-
lems for industrial applications:
First, DCNNs require immense computational demands
and memory demands. For example, ResNet-50 [8] trained
on ImageNet [4] requires billions of floating-point opera-
tions (FLOPs) and hundreds megabyte memory to perform
inference on a single 224 × 224 image.
Second, the inference cost and the computational graph
of DCNNs are fixed for a given size of images. In many
cases, cost-adjustable DCNNs are required. That is DCNNs
should have the ability to adjust their inference cost w.r.t
the real-time resource to achieve a better trade-off between
speed and accuracy [15]. Here, we list three example cases:
1) Run a model on different devices with varied computa-
tion and memory capacities; 2) Multiple models are running
simultaneously on the same device. That is, the resources
assigned to a given model are varied; 3) For web-based ap-
plications, user requests have peaks and valleys.
Those two problems pose a serious challenge on deploy-
ing DCNNs for industrial applications, especially when the
applications run on mobile or Internet-of-Thing (IoT) de-
vices. To address the first problem, two lines of works have
been proposed to obtain more compact DCNNs: 1) com-
pression a pre-trained DCNN by weights pruning, quanti-
zation and sharing [7, 20] while keeping its performance
as much as possible. 2) training a compact DCNN from
scratch by dynamic quantization [11], designing compact
architectures [29] and distilling knowledge from the larger
one [9, 24].
A trivial solution of the second problem is training and
deploying multiple DCNNs for the same task. However, it is
time consuming to train. And when deploying multiple DC-
NNs, the burden of devices will be increased. [10, 17, 26]
train multiple classifiers which branch out of intermediate
network layers. [1, 13] integrate multiple sub-networks
with different width into a single network. [15] changes
the spatial resolution of feature maps at varied depth.
In this paper, we argue that using recurrent convolution
(RC) can obtain both compact and cost-adjustable DCNNs.
RC shares the same convolutional kernels and unrolls them
multiple steps, which is originally proposed to model time-
space signals. Space information is captured by convolu-
tions and time information is captured by unrolling the same
convolutions. For image level tasks, there are no explicit se-
quential inputs. Thus it seems RC is unnecessary. However,
RC has its own rule for image level tasks: suppose there is
an RC network with n RC layers each of which unrolls k
steps, then we say its depth is nk. If the performance of this
network can match the performance of a standard DCNN
with nk layers (other conditions are the same), we could
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say the standard one is compressed by a factor k. In another
word, the RC one is k times more compact than the standard
one. RC networks can be further compressed by other tech-
niques which are complementary to RC. Moreover, if we
train an RC network with different unrolling steps simul-
taneously, then a cost-adjustable RC network is obtained.
That is, we can choose the unrolling steps of that network
when performing inference.
However, the performance is not satisfactory or even
worse when we directly unroll each cell of an RC network
multiple steps. We believe this is caused by batch normal-
ization [12] (BN) layer. A BN layer captures the statistics
of its input. When we share the BN layers across unrolling
steps, we merge those statistics over unrolling steps into a
single mean and variance vector. But there are no reasons
to expect the statistics over different unrolling steps are the
same. Thus, sharing the BN layers and merging the statis-
tics would hurt the performance of an RC network. We
solve this problem by a simple way: we learn independent
BN layers at each unrolling step, i.e. the number of BN lay-
ers is proportional to the unrolling step. Moreover, when
we train a cost-adjustable RC network, we assign different
groups of BN layers to a cell. Each BN group corresponds
to a given step of its upstream cell. We call this double in-
dependent BN, i.e. independent w.r.t both the steps of the
current cell and the upstream cell. We will describe our
method and the insights why it works in detail in section 3
and 4. We highlight the novelties of this work as follows:
• Recurrent convolution has been proposed very early
and many works have used it to solve computer vi-
sion tasks. However, to our knowledge, this is the first
work which explicitly views RC as a network compres-
sion strategy and the first work which compares RC
networks with their corresponding standard ones (with
exactly the same computational graph) strictly.
• We train an RC network with independent BN layers
instead of the shared ones. This significantly improves
its performance, thus indirectly plays a role in network
compression. From a compression point of view, RC
reduces the redundancy across layers, which is ignored
by most direct compression methods.
• We train an RC network with different unrolling steps
simultaneously with double independent BN layers.
This makes the RC network cost-adjustable for infer-
ence.
Experiments on both image classification (semantic
level) and image denoise (pixel level) demonstrate the ef-
fectiveness of our method. The purpose of this paper is to
show the potential of RC for learning compact and cost-
adjustable neural networks.
2. Related Works
Compact Neural Networks: Many works have been
proposed to obtain compact neural networks. Han et
al. [7] compress the parameters of a network by combining
weight pruning, k-means clustering, and Huffman coding.
Their approach is further optimized by [2] using Hessian-
weighted k-means clustering. Each weight is pruned inde-
pendently in these two works. It is observed in [27] that
the practical acceleration is very limited due to the non-
structured pruning. Luo et al. [19] propose ThiNet which
performs filter level pruning. Thus both the number of pa-
rameters and the computational cost are reduced. However,
filters are pruned at each layer greedily. The redundancy
across layers is not considered. Lin et al. [18] use rein-
forcement learning method to train an agency which skips
(equivalent to pruning) some layers. After pruning, all of
those methods require fine-tuning the pruned networks.
Another line of works trains a compact network from
scratch. Zhang et al. [29] design ShuffleNet for mobile
devices which groups filters at each layer and shuffles the
order of channels of features at particular layers. Hin-
ton et al. [9] improve the performance of student (small)
networks by imitating the probabilistic outputs of teacher
(large) networks, which is called knowledge distilling. Fur-
ther, Romero et al. [24] propose FitNets which imitates the
intermediate representations learned by the teachers. The
numbers of filters of students and teachers are not neces-
sary to be equal.
For the first line of works, RC can be viewed as pruning
the parameters of the whole layers. For the second line of
works, RC can be viewed as a compact architecture with the
same depth but fewer parameters.
Cost-adjustable Inference: A network that can per-
form inference at different computational costs depending
on the user requirements, is considered to be capable of
cost-adjustable inference [15]. One popular way for cost-
adjustable inference is to train multiple classifiers at inter-
mediate layers [10, 17, 26]. One can manually set the stop
point based on certain resource constraints. Or one can de-
cide whether to stop based on the response of intermediate
classifiers. The spirits of those works are similar to ours, i.e.
changing the computational depth of networks. However,
the higher layers are not used in these works if we stop at
an early layer. Our work doesn’t suffer from this issue due
to its recurrent nature and only a single classifier is trained.
Instead of reducing the computational depth, Kuen et
al. [15] achieve cost-adjustable inference by dynamically
changing the depth of down-sampling operators. Very re-
cently, [1] (anonymous) integrates multiple sub-networks
with varied width into a single network. And the BN lay-
ers of each sub-network are learned independently, which
is similar to our approach. The difference is that BN layers
are independent over width in their work while BN layers
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Figure 1. Different usages of BN are compared in this figure. Shared BN is shown in (a). Independent BN is shown in (b). See main text
in section 3.1 for more information. Double independent BN for cost-adjustable RC networks is shown in (c). The unified unrolling step
of each cell in (c) ranges from 1 to 3. Different types of lines show the computational path for different unrolling steps. All BN groups in
(c) are independent. See main text in section 4 for details.
are independent over unrolling steps in our work.
Recurrent Neural Networks (RNN): RNN is powerful
for modeling sequential signals [6]. The general state equa-
tion of RNN is:
hi = fw(hi−1, xi) (1)
where f is a set of differentiable operators parameterized by
w. hi is the hidden state of ith step and xi is the sequential
input of ith step. RC network is a particular kind of RNN
whose sequential inputs are processed by convolutions. For
image level tasks, there are no explicit sequential inputs.
Thus the state equation degrades into
hi = fw(hi−1) (2)
We can simply understand hi as the feature maps of a con-
volutional layer.
BN is first introduced into RNN by Laurent et al. [16].
BN is only applied to the sequential inputs, i.e. xi in their
work. Then Cooijmans et al. [3] show it is also helpful to
apply BN to the hidden states. BN layers are shared in both
of these two works. While in our work, we learn indepen-
dent BN layers over unrolling steps.
3. RC for Compact Neural Networks
3.1. Independent BN
The logic behind RC for compact neural networks is easy
to understand. Suppose there is an RC network with n RC
layers each of which unrolls k steps, then we say its depth
is nk. If the performance of this network can match the per-
formance of its corresponding standard one with nk layers,
we could say the standard one is compressed by a factor k.
The word ”corresponding” means the standard network has
exactly the same computational graph compared with the
RC one which is fully unrolled. RC network shares param-
eters of the whole layers and thus reduces the redundancy
across layers.
However, when we directly unroll each cell of an RC
network multiple steps, the performance is not satisfactory
and even worse than the single step network’s. We believe
this is caused by the shared BN layers. BN [12] signifi-
cantly improves the training speed and generalization abili-
ties of DCNNs which is the default choice of most modern
network architectures. In this work, we learn independent
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BN layers at each unrolling step. The number of BN lay-
ers is proportional to the unrolling steps. See Fig. 1(a) and
Fig. 1(b) for comparing those two strategies.
Of course, learning independent BN layers will intro-
duce more BN layers compared with sharing them. How-
ever, both memory costs and computation costs of BN lay-
ers are only a very small proportion of the whole network’s.
For ResNet-50, the percentage of parameters in BN layers
is only 0.21%. Thus using independent BN layers almost
doesn’t increase the device burden.
3.2. Why Independent BN Works
A BN layer captures the first and second order statistics
of its input, then scales and shifts the normalized input by
its learned parameters.
γ
x− µ√
σ2 + ε
+ β (3)
where µ and σ2 are the mean and variance of x respec-
tively. γ and β are the learned scale and shift parameters
by stochastic gradient descent (SGD). If we share BN lay-
ers, the statistics of inputs over different unrolling steps are
summarized as a single mean vector and a single variance
vector. That is the information over steps are lost. Learning
independent BN layers avoids lose of the information over
steps. In fact, there are no reasons to expect the statistics
over different unrolling steps are the same. If this is true, it
is helpless to unroll a cell several steps.
Another reason is learning independent BN layers im-
proves the representation power of an RC network. As men-
tioned earlier, for image level tasks, there are no explicit
sequential inputs. Thus the state equation of an RC cell
is degraded into Eq. 2, i.e. hi = fw(hi−1). The mapping
function fw is exactly the same w.r.t h at each unrolling step
due to the lack of sequential inputs. This limits the repre-
sentation power of RC networks. If we use independent BN
layers at each step, we can re-formalize its state equation as
follows:
hi+1 = fwc(hi,bi+1) (4)
where wc denotes the shared convolutional filters and bi
denotes the parameters of BN layers at ith step. This state
equation is the same as the general state equation of RNN
in Eq. 1. The parameters of BN layers at each step act as
the sequential inputs. Now, the mapping function w.r.t h is
varied at each step. In another word, the mapping function
at ith step is conditioned by bi+1. In this way, the represen-
tation power of an RC network is improved.
3.3. Practical Considerations
Choice of RC Cell: We can choose a single layer or a
group of adjacent layers as an RC cell. Due to its recur-
rent nature, the numbers of input channels and output chan-
nels of an RC cell should be the same. In principle, we can
change the spatial resolution of feature maps inside an RC
cell. However, as we need to unroll each cell varied steps
(See section 4), it is hard to control the spatial resolution if
we change it inside each cell. Thus in this paper, we simply
keep the size of the inputs and outputs of an RC cell fixed.
Training Policy: Denote w as the shared convolutional
filters, L as the final loss and n as the maximum unrolling
step. Then the gradient of L w.r.t w is
∂L
∂w
=
n∑
i=0
∂L
∂hn
∂hn
∂hi
∂hi
∂w
(5)
Multiple terms of gradients are added up as the gradient of
w. Those gradient terms should have belonged to indepen-
dent parameters. That is the shared parameters are updated
more frequently than unshared ones. We empirically find
that setting a smaller learning rate to the shared parameters
achieves better results when training RC networks. Specifi-
cally, the learning rate of shared parameters is set to 50% of
unshared ones in this paper. Gradient clip is also helpful to
stable the training process, especially when n is large.
4. RC for Cost-adjustable Inference
4.1. Double Independent BN
A network is cost-adjustable if it can dynamically change
its computational graph and cost during inference. In sec-
tion 3, we train RC networks whose cells are unrolled with
a fixed step during training and inference. It seems straight-
forward to make an RC network cost-adjustable: we can
unroll each cell with a random step at each iteration during
training. The number of steps is sampled from a pre-defined
discrete distribution at each iteration. Then, one can per-
form inference by unrolling each cell arbitrary step whose
probability is not zero in the pre-defined distribution, based
on users requirements.
We must consider how to use BN in such a case. Because
now the unrolling step is varied but the total number of BN
layers are fixed. A native way to handle this issue is that
we initialize n groups of BN layers for an RC cell, where
n is the maximum unrolling step. ith group corresponds
to ith step. When the sampled step is equal to t at current
iteration, then only the first t groups are used.
However, the performance is not satisfactory for above
straightforward way. We believe this is also caused by BN.
Suppose we have two RC cells, Ci and Ci+1. The output of
Ci is the input ofCi+1. BecauseCi is unrolled with a varied
step, the statistics of its output, i.e. the statistics of Ci+1’s
input are also varied. See Fig. 1(c) for an example. The first
BN layer of Ci+1 can just match the output of Ci with a
fixed step. When we merge the statistics of Ci’s output into
a single mean vector and a single variance vector, we lose
its information over steps. Now, Ci+1 can’t realize which
step its input is generated by.
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Figure 2. Variables of the first independent BN layer over steps trained on CIFAR-10.
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Figure 3. We show the learned parameters of the first BN layer of T2 when C1 unrolls different steps trained on CIFAR-100. See main text
in section 5.3 for details.
As in Eq. 4, the mapping function of each cell is condi-
tioned on its own unrolling step if we use independent BN
layers. Now each cell is also required to be conditioned on
the unrolling step of its upstream cell. Then it can realize
which step its input is generated by. This can be achieved
by introducing more groups of BN layers for each cell. Sup-
pose the maximum step of Ci is m and the maximum step
of Ci+1 is n. Then we need mn groups of BN layers for
Ci+1, instead of n groups. Denote B as a matrix with size
m × n whose element is a group of BN layers for Ci+1. If
the step of Ci is ti and the step of Ci+1 is ti+1 at current
iteration, then only the first ti+1 elements of tith row are
used.
b1,1 b1,2 b1,3 b1,4
b2,1 b2,2 b2,3 b2,4
b3,1 b3,2 b3,3 b3,4
b4,1 b4,2 b4,3 b4,4
(6)
This is an example when ti = 2, ti+1 = 3. Boldface means
the element which is used. We call such strategy double
independent BN, i.e. independent to both ti and ti+1.
4.2. Practical Considerations
How to sample steps: Suppose there are 4 RC cells each
of which has a step ranging from 1 to 3. Then the computa-
tional graph of the overall network has 34 possible combina-
tions. That is the complexity of the overall network grows
fast if the step of each cell is sampled independently. We
empirically find it is hard to train RC networks due to so
many possible combinations.
Algorithm 1 Inference
Require: network architecture N and its parameters, in-
put x, unrolling step s and BN layers B for step s
formodule in N do
ifmodule is recurrent then
for t = 1, 2, ..., s do
x← module(x, bt)
end for
else
x← module(x, b1)
end if
end for
where b is the BN layers of module
Return: x
Algorithm 2 Training
Require: network architecture N , distribution of un-
rolling steps S, BN groups B and loss function L
for i = 1, 2, 3, ... do
sample (x, y) from dataset.
sample s from S
yˆ ← Inference(x, s,Bs)
loss← L(yˆ, y)
back-propagate w.r.t loss and update parameters
end for
In this paper, we set a unified unrolling step to all RC
cells. Specifically, we first draw a single number t for the
pre-defined distribution. Then each cell unrolls t steps at
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current iteration. Now the computational graph has at most
n possible combinations where n is the pre-defined maxi-
mum unrolling step. We empirically find this simple vari-
ation makes RC networks much easier to train. Another
advantage is that only lower triangular elements of B in
Eq. 6 are required. A compromise maybe also work. We
find it is better to assign higher probabilities to larger unroll
steps. Our intuition is that larger unrolling steps correspond
to deeper networks, thus require more iterations to train.
How to train: The training algorithm and the inference
algorithm are shown in Alg. 2 and Alg. 1 respectively. Dur-
ing training, we only sample a single step from S. Then
we perform the forward-backward loop for that step. An
alternative way is that we perform inference and calculate
the loss for all possible steps at each iteration. We sum over
all of those loss terms weighted by the probabilities of their
corresponding steps. And we update the parameters w.r.t
the aggregated loss at once. By such a training strategy, the
performance is improved only marginally but the training
speed is decreased several times. We believe the training
algorithm in Alg. 2 achieves a better trade-off and we use it
in all experiments.
5. Experiments
We evaluate our method on both image classification
which is a fundamental semantic level task and image de-
noise which is a fundamental pixel level task. For image
classification, all of networks are trained with cross-entropy
loss and evaluated with their error rates on validation set.
CIFAR-10 and CIFAR-100 [14] are used as the dataset.
Both CIFAR-10 and CIFAR-100 have 50K training sam-
ples and 10K test samples, each of which is a 32× 32 color
image. The former has 10 classes of images while the latter
has 100 classes of images. For image denoise, all networks
are trained with L2 loss and evaluated with their PSNR on
validation set. We train denoise networks with noise level
15, 25 and 50 respectively on Berkeley segmentation dataset
(BSD) [25]. This dataset has 232 training images and 68 test
images. We follow experimental settings of [28]. Residual
learning for denoise [28] is also used.
argmin
w
‖fw(x) + x− y‖22 (7)
where x is a noisy image and y is its corresponding clean
image. fw(x) is the output of the network. All networks
are implemented in PyTorch [21].
We first check the effectiveness of our method by train-
ing relatively small networks with strictly controlled condi-
tions. For image classification, we use the following archi-
tecture:
Cn1 (64)→ InvPool→ Cn2 (256) (8)
where Cn1 (64) means the first RC cell with 64 channels and
is unrolled n steps. Cn2 (256) means the second RC cell
Table 1. Comparisons between RC networks and standard net-
works on CIFAR. ‘Depth’ is the unrolled depth.
CIFAR-10 CIFAR-100 Parameters Depth
R12 14.46 40.30 1.259M 6
R22 8.53 32.22 1.260M 10
R32 8.44 31.78 1.262M 14
R42 7.65 30.33 1.263M 18
S22 7.93 30.89 2.514M 10
S32 7.41 30.26 3.768M 14
S42 6.86 28.35 5.023M 18
S42 ×0.5 8.32 31.54 1.258M 18
with 256 channels and is unrolled n steps. InvPool is the
invertible downsampling operation described in [5], which
consists in reorganizing the initial spatial channels into the 4
spatially decimated copies obtainable by 2 × 2 spatial sub-
sampling. We use InvPool because it is parameter free
which eliminates the distraction of non-recurrent parame-
ters. The first and last layers are omitted. We apply aver-
age pooling after dn/2eth step for each cell. Each cell is a
preact-resblock [8] which contains two convolutional layers
and two BN layers. For image denoise, we use the follow-
ing architecture:
Cn1 (64)→ Cn2 (64)→ Cn3 (64) (9)
Each cell is a composite of a convolutional layer, a BN
layer, and ReLu activation.
Since the unrolling step of each cell is unitized, we de-
noteRn2 as an RC network with 2 cells each of which unrolls
n steps. And we denote Sn2 as a standard network whose
computational graph is exactly the same as the unrolledRn2 .
n ranges from 1 to 4 for both Eq. 8 and Eq. 9.
5.1. Is RC Helpful?
We evaluate whether unrolling a cell multiple steps help-
ful. We train each network three times, then average the re-
sults. Test errors on CIFAR are shown in Tab. 1. PSNR on
BSD is shown in Fig. 5. The performance is consistently
improved w.r.t unrolling steps. However, the performance
of RC networks can’t match their corresponding standard
ones. This is not surprised. It is worth noting thatR42 whose
original depth is 6 has significant better performance than
S22 whose depth is 10.
Those results indicate that RC is helpful for both seman-
tic level tasks and pixel level tasks. Moreover, the numbers
of parameters of R42 and S
4
2 ×0.5 in Tab. 1 are nearly the
same. But the former has lower errors. This indicates that
RC is valuable for learning compact networks.
5.2. Is Independent BN Helpful?
We evaluate whether learning independent BN layers is
helpful. We compare three different BN usages: without
6
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Figure 4. Denoise examples of R3 with varied unrolling steps.
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Figure 5. We compare the denoise performance in term of PSNR between RC networks and standard networks on BSD. The unrolling step
of RC networks ranges from 1 to 4. Results of denoise level 15, 25 and 50 are shown in (a), (b) and (c) respectively.
Table 2. Test errors on CIFAR of R42 with different BN usages.
No Shared Independent
CIFAR-10 10.37 21.00 7.65
CIFAR-100 38.56 54.52 30.33
Table 3. PSNR on BSD of R42 with different BN usages. ‘-’ indi-
cates the result is not convergent on test set.
No Shared Independent
σ = 15 31.36 - 31.61
σ = 25 28.78 - 29.07
σ = 50 25.77 17.54 26.06
BN, shared BN and independent BN. Results for image
classification and image denoise are shown in Tab. 2 and
Tab. 3 respectively. Using independent BN layers improves
the performance of RC networks by a large margin. Using
shared BN layers has much worse performance than with-
out using BN layers. For denoise, the results on test set are
even not convergent. Moreover, we show the parameters of
the first BN layer of C1 in Fig. 2. Those learned parameters
vary over unrolling steps.
Those results indicate that independent BN plays a very
important role for training RC networks.
Table 4. Test errors on CIFAR of cost-adjustableR2. The boldface
numbers indicate the performance gap between fixed step R2.
Steps 2 3 4
CIFAR-10 8.46(-0.07) 8.08(-0.36) 7.87(+0.02)
CIFAR-100 31.55(-0.34) 31.21(-0.57) 30.67(+0.12)
Table 5. Comparisons between cost-adjustable R4 and standard
networks on CIFAR-100. ‘Depth’ is the unrolled depth.
CIFAR-100 Parameters Depth
R14 25.83 11.250M 18
R24 25.54 11.250M 26
R34 25.29 11.250M 34
S14 26.45 11.217M 18
S24 25.59 17.488M 26
S34 25.22 23.759M 34
5.3. Cost-adjustable Training
We compare cost-adjustable training between fixed step
training on CIFAR. The step of the cost-adjustable RC net-
work ranges from 2 to 4 which is sampled from discrete
distribution {0.2, 0.3, 0.5}. For the fixed step RC networks,
we use the results in Tab. 1. We train cost-adjustable RC
networks via Alg. 2. As shown in Tab. 4, the overall perfor-
mance of cost-adjustable RC networks are competitive with
the fixed step RC networks which are trained independently.
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Figure 6. Examples of how features ofR4 evolve. The second group of columns are features ofC2. The third group of columns are features
of C3. Columns of each group correspond to the steps of each cell. Images in the first column are randomly selected from CIFAR-100.
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Figure 7. Comparisons of cost-adjustable inference.
For step 2 and step 3, the former is even better.
We train a larger network, i.e. ResNet-34 [8] for further
comparisons. ResNet-34 has 4 groups of residual blocks.
We set the number of blocks of each group to 4 for conve-
nience which is slightly different from original ResNet-34.
The first block of each group may change the number of
channels. We simply keep those blocks. The rest of blocks
in each group have same architectures. We replace those
blocks with a single RC block. When each RC block is un-
rolled with its maximum step, the computational graph of
the whole RC network is exactly the same with the standard
one. This RC network has the following architecture:
T1 → Cn1 (64)→ T2 → Cn2 (128)→ (10)
T3 → Cn3 (256)→ T4 → Cn4 (512)
where T is a non-recurrent block. We denote this network
as R4. We show the learned parameters of the fist BN layer
of T2 when C1 unrolls different steps from 1 to 3 trained
on CIFAR-100 in Fig. 3. Those parameters over steps look
similar but they are not exactly the same.
We compare our method with the standard networks with
varied depth in Tab. 5. We compare our method with [17]
which trains multiple intermediate classifiers. We insert
intermediate classifiers after C32 and C
3
3 respectively. We
show how their relative accuracy varies w.r.t their relative
FLOPs. RC network is better than others.
5.4. Visual Analysis
We provide visualizing results which help us understand-
ing RC networks. We show denoise results on BSD in
Fig. 4. We can see how noise is recursively removed as
the unrolling step grows, e.g. the sky region. We show how
feature maps evolve over steps for image classification on
CIFAR-100. Specifically, given an image, we compute its
feature maps at the end of C2 and C3 unrolled by their max-
imum steps. Then we select the channels with maximum
average activations. We show those features in Fig. 6. It
seems that they vary mildly over steps.
6. Conclusions
We have shown that the performance of a network is im-
proved if we unroll its cell multiple steps with independent
BN layers. Thus recurrent convolution indirectly plays a
role in compact neural network representation by reduction
the redundancy across layers. We have shown RC networks
can perform cost-adjustable inference by varying its un-
rolling steps. We propose double independent BN to train
cost-adjustable RC networks. We have provided insights
on why our method works. We believe RC for compact
and cost-adjustable neural networks is a potential direction
which is worth to be further explored.
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