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Abstract
We characterize those square partial matrices whose specified entries constitute a rectan-
gular submatrix that may be completed to an inverse M-matrix. Together with the notion
of an interior inverse M-matrix, this is used to show that any positive matrix is a sum of
inverse M-matrices and to estimate the number of summands needed to represent a given
matrix. Nonnegative matrices are also considered. There are substantial differences from the
analogous problem of decomposing a positive matrix as a sum of totally positive matrices. In
particular, the upper bound on the number of inverseM-matrix summands is much less than
that in the totally positive case (although an example is given to show that the number of totally
positive summands may be less than the required number of inverseM-matrix summands).
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1. Introduction
An invertible matrix A ∈ Mn(R) is anM-matrix if the off-diagonal entries of A
are nonpositive and A−1  0 (entrywise). The nonnegative matrices that occur as
inverses of M-matrices are called inverseM-matrices. We denote the M-matrices
by M and the inverse M-matrices by IM. There is considerable interest in both
classes; see [1,4,5] for a general discussion of their properties. As a subset of Mn(R),
IM has a topological interior, i.e. those matrices, a neighborhood of which is con-
tained in IM. Because we will need to use perturbations somewhat arbitrarily (and
remain inIM), these “interior inverseM-matrices” will be of interest to us, and we
denote them by IIM.
Our motivating interest here is in representing a given positive/nonnegative matrix
in Mn(R) as a sum of IM (or IIM) matrices. When can this be done and how
many summands may be needed? This is analogous to the problem in which theIM
matrices are replaced by the TP (totally positive) matrices, which has been studied
in [7]. However, the two problems are notably different. We give examples for which
a positive matrix is the sum of two TP matrices but not of two IM matrices, and
vice-versa. Moreover, asymptotically the worst case number of IM summands is
much less than that in the TP case for n × n positive matrices.
In order to see that any positive matrix is a sum of IIM matrices and to bound
the required number of summands, we need to understand those rectangular matrices
that occur as submatrices of an IM or IIM matrix in given positions. Of course,
such a submatrix must be nonnegative, but other conditions, which depend upon
the position, are required. In the language of completions [6], we ask which square
partial matrices, whose specified entries constitute a rectangular submatrix, have an
IM completion? We will give a complete answer to this question and pay special
attention to the case of IIM completions.
2. Rectangular submatrices of IM/IIM matrices
Here, we consider a specified rectangular submatrix of an n × n matrix A. If
the given submatrix lies in rows α (= {α1, . . . , αs}, 1  α1 < · · · < αs  n) and
columns β (= {β1, . . . , βt }, 1  β1 < · · · < βt  n), we ask whether the remaining
entries of A can be chosen so that A is IM or IIM. In general, the answer
depends upon the index sets α and β and, in particular, upon α ∩ β. However, as
the IM matrices are permutation similarity invariant (and since any IM matrix
can be bordered with a row and column vector and remain IM), we can assume
wlog that α = α(1) ∪ α(2) and β = β(1) ∪ β(2), that α(2) = β(1), α(1) ∩ β(2) = φ and
α and β consist of consecutive sets of indices, with 1 ∈ α. Of course, either (but
not both) of α(1) or α(2) (β(1) or β(2)) may be empty. For this reason, we partition
our consideration into three possibilities: α(2) = β(1) = φ (the submatrix is fully
nonprincipal; see Theorem 1); α(1) = β(2) = φ (the submatrix is principal, and thus
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square; see Theorem 2); and the (general) hybrid case in which neither of the above
occurs (i.e., the submatrix is partly principal and partly nonprincipal; see Theorems 3
and 4). As usual, A[α, β] denotes the submatrix of A lying in rows α and columns β,
while A(α, β) denotes the submatrix resulting from deletion of rows α and columns
β; A[α, α] and A(α, α) are abbreviated to A[α] and A(α), respectively.
It is not hard to see that an IIM matrix is just an IM matrix whose inverse
happens to have no 0 entries. It is known that an IM matrix in which an entry is
0 must be reducible and that any 0 entries lie in reducing blocks (see [5]). Thus, an
IIM matrix must, at least, be positive.
In the following two lemmas and four theorems, the partially-specified matrix
A, as well as each of its diagonal blocks, is square. The blocks Aij are specified,
while the blocks Xij are unspecified. The identity matrix is I, while J denotes the
matrix with all entries equal to 1. The set of matrices having all off-diagonal entries
nonpositive is denoted by Z.
Lemma 1. Let A =
[
X11 A12
X21 X22
]
∈ Mn(R), where the specified submatrix A12 ∈
Mk,n−k(R) and 1  k  n − 1. If A12 > 0, then
A =
[
I + sJ A12
0 I + tJ
]
∈ IM
for all sufficiently small s, t  0.
Proof. The result follows since
A−1 =

I − s1+ks J −A12 + t1+(n−k)t A12J + s1+ks JA12 − stJA12J(1+ks)(1+(n−k)t)
0 I − t1+(n−k)t J


∈ Z
for all sufficiently small s, t  0. 
Lemma 2. If A =
[
A11 A12
0 A22
]
∈ Mn(R) is in IM, where A11 ∈ Mk(R), A22 ∈
Mn−k(R) and 1  k  n − 1, with A11, A22 ∈ IIM, A12 > 0, A−111 A12 > 0 and
A12 A
−1
22 > 0, then there exists A21 > 0 such that B =
[
A11 A12
εA21 A22
]
∈ IIM for
all sufficiently small ε > 0.
Proof. By [4, p. 114] there exist positive vectors x(2) ∈ Rn−k, y(1) ∈ Rk such that
A−122 x(2) > 0 and (y(1))TA
−1
11 > 0. Let x =
[
0
x(2)
]
∈ Rn, y =
[
y(1)
0
]
∈ Rn. Then
D = A + xyT is a rank 1 perturbation of A and
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D−1 = A−1 − 1
1 + yT A−1x (A
−1x)(yTA−1).
Now
(A−1x)(yTA−1) =
[
C11 C12
C21 C22
]
in which C11 ∈ Mk(R) and C22 ∈ Mn−k(R), and C11, C22 < 0 and C12, C21 > 0
(since A−111 A12 > 0 and A12A−122 > 0). It follows that D−1 ∈ Z (and all entries of
D−1 are nonzero) for all such x, y with ‖x‖ , ‖y‖ sufficiently small. Thus, for all
sufficiently small ε, B = A + εxyT > 0 is inIIM; that is, A21 = x(2)(y(1))T. 
Note that the hypotheses A−111 A12 > 0 and A12A
−1
22 > 0 are required in Lemma
2. The condition A ∈ IM implies that both A−111 A12 and A12A−122 are nonnegative
(since, for example, −A−111 A12A−122  0 from the partitioned form of A−1 and A22 >
0). However, if
A =


1 1 1 2
1 2 1 2
0 0 1 1
0 0 1 2

 ,
then A−111 A12 and A12A
−1
22 are not positive, and the construction in the proof of
Lemma 2 does not result in a matrix B = A + εxyT in IIM (since B−1 contains
entries equal to 0).
Lemma 2 can be interpreted as follows. Since any 0 entry in anIM matrix must
be contained in a reducing block, if the maximal positive diagonal blocks Aii (of
A ∈ IM) are IIM (and the other specified conditions hold), then the 0 entries of
A can be perturbed positively to give a matrix in IIM.
The following four theorems settle the problem of completing a partially-specified
matrix to be either inIM or inIIM (when the specified entries form a rectangular
submatrix A[α, β]). As previously discussed, we let α = α(1) ∪ α(2) and β = β(1) ∪
β(2). The first case is the one in which α2 = β1 = φ.
Theorem 1. Let A =
[
X11 A12
X21 X22
]
. Then A may be completed to an IM (IIM)
matrix if and only if A12  (>)0.
Proof. With X11 = I, X22 = I and X21 = 0, A is IM if and only if A12  0 since[
I A12
0 I
]−1
=
[
I −A12
0 I
]
.
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To prove the IIM case, first note that if A12 > 0, then the matrix[
I + sJ A12
0 I + tJ
]
∈ IM
for all sufficiently small s, t > 0 by Lemma 1. The result now follows since this mat-
rix satisfies the conditions of Lemma 2, and since A12 > 0 is a necessary condition
for completion to an IIM matrix. 
The case that α1 = β2 = φ is now considered.
Theorem 2. Let A =
[
A11 X12
X21 X22
]
. Then A may be completed to an IM (IIM)
matrix if and only if A11 ∈ IM (IIM).
Proof. If A11 ∈ IM, then
[
A11 0
0 I
]
∈ IM. On the other hand, if A can be com-
pleted to an IM matrix, then A11 ∈ IM since every principal submatrix of an
inverseM-matrix is in IM.
For theIIM case, suppose that X22 ∈Mn−k(R), where 1 k  n− 1. If A11 ∈
IIM, then there exists A12 > 0 such that A−111 A12 > 0 (since there exists x > 0
such that A−111 x > 0 for any M-matrix A
−1
11 ). Thus,
[
A11 A12
0 I + sJ
]
satisfies the
conditions of Lemma 2 for all sufficiently small s > 0 since
[
A11 A12
0 I + sJ
]−1
=

A−111 −A−111 A12
(
I − s1+(n−k)s J
)
0 I − s1+(n−k)s J

 ,
and A can be completed toIIM. The converse follows since (by [8, Theorem 4.1])
every principal submatrix of an IIM matrix is in IIM. 
The next theorem considers the case α1 = φ, α2 = β1 /= φ and β2 /= φ. We first
give a lemma that is used in its proof.
Lemma 3. If A=
[
A11 A12
A21 A22
]
∈IM (IMM), then the Schur complement A22 −
A21A
−1
11 A12 ∈ IM (IMM).
Proof. Using the partitioned form of the inverse [3, p. 18], the (2, 2) block of the
M-matrix A−1 is (A22 − A21A−111 A12)−1. Thus, (A22 − A21A−111 A12)−1 is an M-
matrix and A22 − A21A−111 A12 ∈ IM if A ∈ IM. If A ∈ IIM, then A−1 has no
0 entries, and thus (A22 − A21A−111 A12)−1 is an M-matrix with no 0 entries; i.e.,
A22 − A21A−111 A12 ∈ IIM. 
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Theorem 3. Let A =
[
A11 A12
X21 X22
]
. Then A may be completed to an IM (IIM)
matrix if and only if
(i) A11 ∈ IM (IIM);
(ii) A12  (>)0; and
(iii) A−111 A12  (>)0.
Proof. For the IM case, if (i)–(iii) hold, then the result follows since[
A11 A12
0 I
]−1
=
[
A−111 −A−111 A12
0 I
]
.
On the other hand, if
[
A11 A12
A21 A22
]
∈ IM, then clearly (i) and (ii) must hold. Using
the partitioned form of the inverse, the (1, 2) block of
[
A11 A12
A21 A22
]−1
is −A−111 A12
(A22 − A21A−111 A12)−1, thus A−111 A12(A22 − A21A−111 A12)−1  0. By Lemma 3,
A22 − A21A−111 A12  0 and thus A−111 A12  0.
For theIIM case, suppose that 1  k  n − 1, A11 ∈Mk(R), X22 ∈Mn−k(R)
and consider
[
A11 A12
0 I + sJ
]
. If (i)–(iii) hold, then
[
A11 A12
0 I + sJ
]−1
=

A−111 −A−111 A12
(
I − s1+(n−k)s J
)
0 I − s1+(n−k)s J

 ∈ Z
for all sufficiently small s > 0. Thus, such a matrix
[
A11 A12
0 I + sJ
]
satisfying (i)–
(iii) also satisfies the conditions of Lemma 2, and therefore there exists A21 > 0 such
that
[
A11 A12
A21 I + sJ
]
∈ IIM. For the converse, if A =
[
A11 A12
A21 A22
]
∈ IIM,
then clearly (ii) holds and (i) holds by [8, Theorem 4.1]. The proof that (iii) holds
is similar to that of the IM case: the (1, 2) block of A−1 is −A−111 A12(A22 −
A21A
−1
11 A12)
−1
, thus A−111 A12(A22 − A21A−111 A12)−1 > 0. By Lemma 3, A22 −
A21A
−1
11 A12 > 0 and thus A
−1
11 A12 > 0. 
An immediate corollary is that a single positive row (or column) vector may be
completed to IM (or IIM).
Corollary 1. A =
[
a11 A12
X21 X22
]
may be completed to an IM (IIM) matrix if
and only if a11 > 0 and A12  (>)0.
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We note, on considering the transpose of the matrix A in Theorem 3 (and using
permutation similarity), that A =
[
X11 A12
X21 A22
]
may be completed to anIM(IIM)
matrix if and only if
(i) A22 ∈ IM(IIM);
(ii) A12  (>)0; and
(iii) A12A−122  (>)0.
The final case is α1, α2, β1 and β2 /= φ.
Theorem 4. Let
A =

X11 A12 A13X21 A22 A23
X31 X32 X33

 .
Then A may be completed to an IM (IIM) matrix if and only if
(i) A12, A13, A23  (>)0;
(ii) A22 ∈ IM(IIM);
(iii) A−122 A23  (>)0;
(iv) A12A−122  (>)0; and
(v) A13  (>)A12A−122 A23.
Proof. If (i)–(v) hold, the IM case follows since
I A12 A130 A22 A23
0 0 I


−1
=

I −A12A−122 A12A−122 A23 − A130 A−122 −A−122 A23
0 0 I

 .
For the converse, suppose that
A11 A12 A13A21 A22 A23
A31 A32 A33

 ∈ IM.
Clearly (i) and (ii) hold. Since
[
A22 A23
A32 A33
]
∈ IM and[
A22 A23
A32 A33
]−1
=
[
(A22 − A23A−133 A32)−1 −A−122 A23(A33 − A32A−122 A23)−1
−(A33 − A32A−122 A23)−1A32A−122 (A33 − A32A−122 A23)−1
]
≡
[
B11 B12
B21 B22
]
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is anM-matrix, it follows that B−122  0 and B12  0. Thus,
A−122 A23
(
A33 − A32A−122 A23
)−1(
A33 − A32A−122 A23
)
 0
and (iii) holds. Similarly,
[
A11 A12
A21 A22
]
∈ IM and[
A11 A12
A21 A22
]−1
=
[
(A11 − A12A−122 A21)−1 −(A11 − A12A−122 A21)−1A12A−122
−A−122 A21(A11 − A12A−122 A21)−1 (A22 − A21A−111 A12)−1
]
≡
[
C11 C12
C21 C22
]
,
thus −C−111 C12  0 implies that (iv) holds. Finally, since
A11 A12 A13A21 A22 A23
A31 A32 A33

 ∈ IM,
it follows from Theorem 3 that if[
A11 A12
A21 A22
]−1
=
[
C11 C12
C21 C22
]
,
then [
C11 C12
C21 C22
] [
A13
A23
]
 0.
Thus, C11A13 + C12A23  0 and since C−111  0, A13  −C−111 C12A23. Using the
partitioned form of the inverse above for C11 and C12 gives (v).
For the IIM case, suppose that (i)–(v) hold and that X11 ∈Mk(R), where 1 
k  n − 2. If ks /= −1, then
[
I + sJ A12
0 A22
]−1
=

I − s1+sk J −
(
I − s1+ks J
)
A12A
−1
22
0 A−122

 .
Since−
(
I − s1+ks J
)
A12A
−1
22 < 0 for all sufficiently small s > 0,
[
I + sJ A12
0 A22
]
∈
IM for all such s. Thus, this matrix satisfies the conditions of Lemma 2, so there
exists A21 > 0 such that
[
I + sJ A12
εA21 A22
]
∈ IIM for all sufficiently small ε > 0.
Also, [
I + sJ A12
0 A22
]−1 [
A13
A23
]
=
[(
I − s1+ks J
)
(A13 − A12A−122 A23)
A−122 A23
]
> 0
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for all sufficiently small s > 0 by (v) and (iii). Thus, it follows that[
I + sJ A12
εA21 A22
]−1 [
A13
A23
]
> 0
for all sufficiently small ε > 0. Consequently, by Theorem 3, there exist A31, A32,
A33 > 0 such that
I + sJ A12 A13εA21 A22 A23
A31 A32 A33

 ∈ IIM.
For the converse in the IIM case, suppose that
A11 A12 A13A21 A22 A23
A31 A32 A33

 ∈ IIM.
Clearly (i) holds, and (ii) holds since every principal submatrix is in IIM [8,
Theorem 4.1]. Application of Theorem 3 to
[
A22 A23
A32 A33
]
∈ IIM gives (iii), and
similarly the note after Corollary 1 applied to
[
A11 A12
A21 A22
]
∈ IIM gives (iv).
Finally, Theorem 3 also implies that[
A11 A12
A21 A22
]−1 [
A13
A23
]
> 0.
Using the partitioned form of the inverse, this gives(
A11 − A12A−122 A21
)−1
A13 −
(
A11 − A12A−122 A21
)−1
A12A
−1
22 A23 > 0
and (
A11 − A12A−122 A21
)−1(
A13 − A12A−122 A23
)
> 0.
By Lemma 3, A11 − A12A−122 A21 > 0 as it is in IIM, and (v) follows. 
3. A positive matrix as a sum of matrices in IIM
In this section, the results of Section 2 are used to show that any positive matrix
A = [aij ] can be written as a sum of matrices in IIM. In order to show this,
we require a partitioning of the entries of A into disjoint rectangular submatrices.
The row (or column) vectors of A always give such a partition, and the following
definition generalizes this.
Definition 1. A partition of an n × n matrix A > 0 into k  1 rectangular sub-
matrices A[αp, βp], for 1  p  k, where αp = {αp1, αp2, . . . , αp,rp }, βp =
{βp1, βp2, . . . , βp,cp } and 1  rp, cp  n, such that each partial matrix Ap ∈Mn(R)
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with specified part Ap[αp, βp] = A[αp, βp] can be completed to a matrix inIIM,
and such that every position (i, j) for 1  i, j  n lies in one and only one block of
the partition, is called an IIM k-partition of A.
Note that there is an analogous definition of an IM k-partition of a matrix
A  0. Note also that if A ∈Mn(R) and A  0 with aii > 0 for 1  i  n, then
A = ∑nt=1 At with At ∈ IM; for example, if At = [a(t)ij ], let a(t)ii = aiin (1  i 
n), a
(t)
tj = atj (1  j  n and j /= t), and a(t)ij = 0 (1  i  n, i /= t and j /= i).
However, writing a positive matrix A as a sum of matrices inIIM is more difficult
and more interesting (analogous to the problems of writing A  0 or A > 0 as a sum
of TN or TP matrices, respectively; see [7]).
For a given matrix A, let the support of A, denoted supp(A), be {(i, j) : aij /= 0}.
Theorem 5. If an n × n matrix A > 0 has an IIM k-partition, then A can be
written as a sum of k matrices in IIM.
Proof. Write A as a sum of k n × n matrices
A = A1 + A2 + · · · + Ak,
where, for 1  p  k, Ap ≡ [a(p)ij ] and
a
(p)
ij =
{
aij if i ∈ αp and j ∈ βp,
0 otherwise.
Since, by permutation similarity, the nonzero part of A1 can be made to correspond
to the specified part of one of the canonical forms for A given in Theorems 1–4
(or one of these forms bordered by one or more rows and columns), each of the
0 entries of A1 can be positively perturbed (leaving the nonzeros unchanged) so
that the resulting matrix, say Aˆ1, is in IIM. By pre- and post-multiplication by
a positive diagonal matrix, all of the entries in Aˆ1 corresponding to these positive
perturbations can be made arbitrarily small (and positive). Thus, by reversing the
above-mentioned permutation similarity, there exists a matrix, say A(1)1 , in IIM
such that A(1)1 [α1, β1] = A[α1, β1] and all other entries of A(1)1 are positive and
arbitrarily small. In particular, the entries of A(1)1 (α1, β1) may be chosen sufficiently
small so that
A = A(1)1 + A(1)2 + A(1)3 + · · · + A(1)k
and for 2  p  k, supp(A(1)p ) = supp(Ap) and A(1)p  0.
Now similarly, there exists a matrix A(2)2 in IIM such that A
(2)
2 [α2, β2] =
A[α2, β2] and all entries of A(2)2 (α2, β2) are positive and arbitrarily small. In par-
ticular, the entries of A(2)2 (α2, β2) may be chosen sufficiently small so that
A = A(2)1 + A(2)2 + A(2)3 + · · · + A(2)k
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and
(i) supp(A(2)p ) = supp(Ap) and A(2)p  0, 3  p  k, and
(ii) A(2)1 ∈ IIM.
(Note that (ii) is always possible since every matrix in a sufficiently small neighbor-
hood of a matrix in IIM is also in IIM.)
Continuing in this manner, k such steps complete the proof, by, in turn, making
each of the k summands Ap a (full) matrix in IIM. 
Since the set of row (or column) vectors of an n × n positive matrix constitute an
IMM n-partition, we have the following.
Corollary 2. Any n × n matrix A > 0 is a sum of at most n matrices in IIM.
4. Sums with overlapping positions
If A is an n × n positive matrix, we have, thus far, considered decomposing it as a
sum ofIMmatrices by partitioning the entries into blocks, each of which isIIM
completable. This may always be done (e.g. by partitioning by rows) and suggests
that n IM summands (as a worst case) may be best possible. There is no obvious
reason, however, that we should not generally do better by using completable blocks
that overlap (as long as the overlapping entries may be successfully decomposed as
sums), except that in the case of TP sums, it is shown in [7] that a disjoint partition
gives the minimal number of summands. In particular, the minimum of the number
of rows and columns is, in general, best possible [7].
The IIM/IM case is, however, interestingly different. Recall (from Theorem
1) that a fully off-diagonal positive block is always IIM completable, in contrast
to the TP case in which the internal structure of such a block makes an important dif-
ference. In fact, a fully off-diagonal positive block, in conjunction with any specified
positive diagonal entries, is IIM completable. This makes a result of [9] relevant
(see also [2]). We restate it in our own terms as follows (in which αc denotes the
complement of the index set α in {1, 2, . . . , n}).
Lemma 4. Let f (n) be the minimum value of t such that ( tt/2)  n. Then there exist
index sets α1, . . . , αf (n) such that every off-diagonal entry of an n × n matrix A lies
in at least one of the submatrices A[αi, αci ], i = 1, . . . , f (n). Furthermore f (n) is
best possible in this regard.
A table of the first few values of f (n) is given below.
n 1 2 3 4 5 6 7 8 9 10 11 12 · · · 20 21
f (n) 1 2 3 4 4 4 5 5 5 5 6 6 · · · 6 7
98 C.R. Johnson, D.D. Olesky / Linear Algebra and its Applications 409 (2005) 87–99
For example, for n = 6, the 4 index sets α1 = {1, 2, 3}, α2 = {1, 5, 6}, α3 = {2, 4, 6},
α4 = {3, 4, 5} suffice. Since f (n) eventually grows like log2(n), f (n) represents
substantially fewer summands than n for large n.
The fact that the f (n) fully off-diagonal blocks lead to a representation of a
positive matrix as a sum of f (n) IM matrices is straightforward. If the i, j entry
of A = [aij ] appears in hij  1 of the f (n) off-diagonal blocks, allocate 1hij aij to
the i, j position of each block. On the diagonal, allocate 1
f (n)
aii to the ith diagonal
entry of each summand. Complete each summand with 0’s. Then each summand
As is IM and A1 + · · · + Af (n) = A. Note that in the IM case this construction
even works for entrywise nonnegative A with positive diagonal entries. For positive
A, the decomposition into f (n) IIM summands may be carried out by successive
IIM completions of the off-diagonal blocks and perturbation of the remainder, as
in the proof of Theorem 5. We conclude with the following result, which should be
contrasted with the best possible result of [7].
Theorem 6. If A is an n × n entrywise positive (nonnegative, with positive diagonal)
matrix, then A may be written as a sum of f (n) IIM (IM) matrices.
We do not know if f (n) is, in general, the best possible value in Theorem 6.
Clearly two summands is best possible for n = 2. For n = 3, three summands is best
possible as shown by
A =

ε 1 11 ε 1
1 1 ε

 ,
in which ε > 0 is sufficiently small. In this case, A is not the sum of two IM
matrices, although, we note, it is the sum of two TP matrices. The latter may be
seen by writing A as B + BT, with
B =

 ε/2 δ δ21 − δ ε/2 δ
1 − δ2 1 − δ ε/2


for 0 < δ < ε28 and ε sufficiently small. Matrix A is not the sum of twoIMmatrices
because it is not possible to allocate the weight in its off-diagonal positions without
forcing a 2×2 minor in one of the two summands to have the wrong sign.
However, fewerIM summands than TP summands is also possible (as indicated
by the best possible results), even when the best possible number for IM and TP
are the same. For example,
A =

ε ε 1ε 1 ε
1 ε ε


in which ε > 0 is sufficiently small is a sum of 2 IM matrices, but not a sum of 2
TP matrices (see [7]).
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