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Abstract
Machine-to-machine (M2M) constitutes the communication paradigm at the basis of Internet of
Things (IoT) vision. M2M solutions allow billions of multi-role devices to communicate with each other
or with the underlying data transport infrastructure without, or with minimal, human intervention. Current
solutions for wireless transmissions originally designed for human-based applications thus require a
substantial shift to cope with the capacity issues in managing a huge amount of M2M devices. In this
paper, we consider the multiple access techniques as promising solutions to support a large number of
devices in cellular systems with limited radio resources. We focus on non-orthogonal multiple access
(NOMA) where, with the aim to increase the channel efficiency, the devices share the same radio
resources for their data transmission. This has been shown to provide optimal throughput from an
information theoretic point of view. We consider a realistic system model and characterize the system
performance in terms of throughput and energy efficiency in a NOMA scenario with a random packet
arrival model, where we also derive the stability condition for the system to guarantee the performance.
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Fig. 1. Multiple access techniques.
I. INTRODUCTION
Internet of Things (IoT) represents a major technology trend, which is revolutionizing the way
we interact with our surrounding physical environment as our everyday physical objects will be
transformed into information sources [1, 2]. The basic enabler for IoT is the massive connectivity
between devices, e.g. sensors and actuators, and with the underlying data transport infrastructure
without, or with limited, human interaction. Machine-to-machine (M2M) aims at providing this
communication infrastructure for the emerging IoT applications and services in the near future
[3, 4]. The most promising solution proposed for M2M communications is wireless cellular, e.g.,
GSM, GPRS, 3G, WiMAX, as well as Long Term Evolution (LTE) and LTE-Advanced (LTE-A),
due to their excellent coverage, mobility and scalability support, good security features, and the
availability of the infrastructure almost everywhere [5, 6]. The focus of this study is on cellular
M2M communications for massive IoT.
A. Background and Motivations
The third generation partnership project (3GPP) has already initiated several task groups to
standardize several low-power solutions for emerging M2M communications, which are referred
to as machine-type communications (MTC) in the 3GPP terminology. Such solutions include
extended coverage GSM (EC-GSM), LTE for machine-type communication (LTE-M), and narrow
band IoT (NB-IoT) [5, 7]. These standards have been proposed on top of existing cellular
standards by exploiting new control and data channels to increase capacity per cell and power
saving functionality to extend battery life [5].
Moving into the future, major improvements in system performance will require a more
substantial shift from current protocols and designs originally proposed for human based com-
munications. The fact that the data channels are orthogonally allocated to the devices in current
cellular systems makes it a potential bottleneck for future M2M applications, where a large
number of devices want to communicate with the base station (BS) and there are not enough
radio resources to be orthogonally allocated to the devices [8]. We foresee that new multiple
3access (MA) techniques are essential for future cellular systems to enable multiple M2M devices
to effectively share radio resources. This is particularly interesting for M2M applications with
small message sizes, where the same radio resource can be shared between multiple devices to
deliver their messages at the base station.
Focusing in more details on multiple access techniques, they can be divided into two broad
categories [9]: (i) uncoordinated, where the devices transmit data using slotted random access
and there is no need to establish dedicated resources; (ii) coordinated, where devices transmit
on separate resources pre-allocated by the base station. In coordinated MA, the BS knows a
priori the set of devices that have data to transmit [10]. The BS can also acquire the channel
state information (CSI) of these devices based on which it allocates resources to optimize system
throughput.
Multiple access techniques can be also divided into orthogonal and non-orthogonal approaches
(see Fig. 1). In orthogonal MA (OMA), radio resources are orthogonally divided between
devices, where the signals from different devices are not overlapped with each other. Instances of
OMA are time division multiple access (TDMA), frequency division multiple access (FDMA),
orthogonal frequency division multiple access (OFDMA), and single carrier FDMA (SC-FDMA)
[11]. OMA approaches have no ability to combat inter-cell interference; therefore careful cell
planning and interference management techniques are required to solve the interference problem.
Non-orthogonal multiple access (NOMA) allows overlapping among the signals from different
devices by exploiting power domain, code domain (such as code division multiple access), and
interleaver pattern. In NOMA, signals from multiple users are superimposed in the power-domain
and successive interference cancellation (SIC) is used at the BS to decode the messages. NOMA
has been shown to achieve the multiuser capacity region both in the uplink and downlink and
provides better performance than OMA [11].
B. Contributions and Paper Organization
In uplink NOMA multiple devices simultaneously perform transmission in a shared radio
resource; therefore, their transmissions are overlapping [11–13]. NOMA has been already studied
for multiple access in both uplink and downlink of wireless cellular networks, where the number
of devices is usually assumed to be very small, e.g., 2 or 3 users, and the channel state information
is available to optimize the transmit power. However, these assumptions are not valid anymore
in massive MTC. We propose a NOMA-based multiple access strategy for massive MTC with
4random packet arrivals. In the proposed approach, referred to as random NOMA, each MTC
device which has data to transmit randomly chooses a sub-band and encodes its message along
with its terminal identity (ID) and sends the encoded packet over the selected sub-band. As
multiple devices may have selected the same sub-band, their transmissions interfere with each
other. Each device randomly generates a unique seed to encode its message, therefore, the base
station can then decode each device and remove its interference on the remaining devices; thus
performing successive interference cancellation (SIC). We find the optimal resource allocation
strategy, where the optimal number of sub-bands is found for a given available bandwidth to
maximize the throughput of random NOMA. We also find the optimal bandwidth allocation in
order to minimize the energy consumption of the devices.
We derive the necessary condition for the stability of the system under the proposed random
NOMA strategy. We find the maximum arrival rate for a system with an initial backlog such
that the number of devices which are attempting to transmit to the BS in the next time slot does
not increase in time. We derive a weak stability condition, where we find the maximum arrival
rate as a function of the expected number of devices which were not successfully transmitted
in the previous time slot and the expected number of newly generated packets. We also find the
strong stability condition, where we find the maximum arrival rate such that the probability that
the system remains stable (i.e., the number of devices in the next time slot does not increase)
is higher than a threshold value. Moreover, we consider an M2M system with different QoS
requirements and derive the stability condition. We show that random NOMA can support high
packet arrival rates and can simultaneously satisfy the diverse QoS requirements of all devices.
The remainder of the paper is organized as follows. The system model and some existing results
on OMA and NOMA are presented in Section II. The random NOMA strategy is proposed in
Section III. The proposed NOMA strategy is analyzed in Section IV, where we derive the stability
condition for the system and characterize the maximum packet arrival rate at the base station.
System parameters are optimized in Section V. In Section VI, some practical considerations of
massive NOMA in massive IoT are presented. Finally, Section VII concludes the paper.
II. SYSTEM MODEL AND SOME EXISTING RESULTS
A. System Model
We consider a single-cell wireless network consisting of one BS located at the centre and
MTC devices are uniformly distributed around the BS in an angular region with inner and outer
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NOTATION SUMMARY
Notation Description
Ri Inner cell radius
Ro Outer cell radius
Ns Number of frequency sub-bands
W Total available bandwidth (Hz)
Ws The bandwidth of a frequency sub-band (Hz)
α path loss exponent
gi channel gain of the ith device to the BS
ri distance between the ith device and the BS
µref reference SNR
Pt transmit power of MTC device
Pmax maximum transmit power at an MTC device
µr Received SNR at the BS from a device at distance r
G antenna gain
χ large scale shadowing gain
h small scale fading gain
λ New packet arrival rate at the BS
L MTC message size (bits)
Ms Number of available seeds
T (n) duration of a time slot when n devices are transmitting
q(c, n) probability that the maximum number of devices over all the sub-bands is c when the number of active devices in n.
t(k) time slot duration of a sub-band containing k devices
Pc collision probability
(x)k2k1
(xk1 , xk1+1, · · · , xk2 ) ∈ {0, 1, · · · }(k2−k1+1) for k1 ≤ k2
radii Ri and Ro. For simplicity, we assume the BS and MTC devices are equipped each with a
single antenna. We assume that radio resources are divided into Ns frequency sub-bands each
with bandwidth Ws = W/Ns, where W is the total available bandwidth. Table I summarizes the
notations commonly used in this paper.
Following [9, 10, 13], the channel between each MTC device and the BS is modeled by path
loss, shadowing and small scale fading. The received power at the BS from an MTC device
located at distance r with transmit power Pt is given by:
Pr = PtχhGr
−α, (1)
where α is the path loss exponent, χ is the large scale shadowing gain, h is the small scale fading
gain, and G is the antenna gain. Similar to [10], we introduce the term reference signal-to-noise
ratio (SNR), µref , which is defined as the average received SNR from a device transmitting at
maximum power Pmax over the whole bandwidth W located at the cell edge, i.e. at distance Ro.
6The received SNR can then be expressed as follows [10]:
µr =
Pt
Pmax
µrefχh
(
r
Ro
)−α
. (2)
As information symbols might be transmitted over a smaller bandwidth Ws, the effective noise
power will be reduced by a factor W/Ws. Therefore, the received SNR from an MTC device
located at distance r from the BS and transmitting over bandwidth Ws can be expressed as
follows:
µr =
Pt
Pmax
W
Ws
µrefχh
(
r
Ro
)−α
. (3)
We assume that the channel gain χh(r/Ro)−α varies very slowly in time and is known at
the MTC device. This is particularly advantageous for M2M communications as the device
location is usually fixed and the MTC device can obtain accurate channel information in a
timely manner. Moreover, the devices can perform the channel estimation by using regular pilot
signals transmitted by the BS. This assumption will significantly reduce the complexity at the
BS as it does not need to estimate the channel to a very large number of MTC devices usually
involved in M2M communications. Unless otherwise specified in the paper, each MTC device is
assumed to control its transmit power using the channel information, such that the received SNR
at the BS is µ0. Therefore, the transmit power required for an MTC device located at distance
r from the BS to achieve a received SNR µ0 over bandwidth Ws is given by:
Pt = Pmax
µ0
χhµref
(
r
Ro
)α
. (4)
For simplicity, we ignore small-scale fading and shadowing, thus the channel gain and the
transmit power is mainly characterized by the distance of the MTC device to the BS.
Finally, we assume that the packet arrival rate at the BS follows a Poisson distribution with
mean λ packets per second. More specifically, the number of packet transmission requests in a
time interval of duration t is given by Poiss(λt). Each MTC device is assumed to have a message
of length L bits, including the device unique ID. Moreover, we consider slotted transmission
and each device requests for a transmission only at the beginning of a time slot.
B. Non-orthogonal Multiple Access
In this section, we briefly overview the general uplink NOMA strategy and report some upper
bounds on the maximum throughput of a cellular M2M system in coordinated and uncoordinated
scenarios. For further details please refer to [10, 13].
71) The Basic Concept of Uplink NOMA: In NOMA, the devices transmit their messages over
the same frequency band in the same time slot; therefore, their transmissions interfere with each
other. To better understand the basic concept of NOMA, we consider a system consisting of
only two devices which are communicating with the same BS. Let x1 and x2 denote the unity
power signals transmitted from device 1 and device 2, respectively. The received signal at the
base station is represented by:
y =
√
Pr1x1 +
√
Pr2x2 + z, (5)
where z denotes additive white Gaussian noise (AWGN) with variance σ2z . At the BS, successive
interference cancellation (SIC) is implemented, where first x1 is decoded by treating x2 as
interference. Once the receiver correctly decodes x1, it subtracts x1 from the received signal y
and then decodes x2. The receiver decides the order of decoding according to the effective signal
to interference plus noise ratio (SINR) of the devices. For device 1, the SINR at the BS can be
calculated as follows:
SINR1 =
Pr1
Pr2 + σ
2
z
=
Pt1
Pmax
(
r1
Ro
)−α
µref
Pt2
Pmax
(
r2
Ro
)−α
µref + 1
, (6)
where we used (2) and ignored shadowing and small-scale fading for simplicity. After the BS
decodes device 1, it removes its signal from y, and tries to decode x2. The SINR for device 2
at the BS is then given by:
SINR2 =
Pr2
σ2z
=
Pt2
Pmax
(
r2
Ro
)−α
µref . (7)
The rate achieved at the BS for device 1 and 2 are respectively calculated as follows:
R1 = log2 (1 + SINR1) , R2 = log2 (1 + SINR2) . (8)
In NOMA, the performance gain compared to orthogonal multiple access schemes increases
when the difference in channel gains or path loss between the users and the base station is large
[12]. For example, when r = 200m and r2 = 800m, µref = −3dB, and α = 3, using NOMA
device 1 and device 2 can achieve rates R1 = 5.0294 bits/s/Hz and R2 = 0.9847 bits/s/Hz,
respectively, when they are transmitting with full power Pmax = 1W. However, when they use
FDMA and each user transmits over half of the bandwidth with full power, rates R1 = 3.4903
bits/s/Hz and R2 = 0.7823 bits/s/Hz can be achieved for device 1 and 2, respectively, which are
clearly much less than those achieved using NOMA. The same rates as FDMA can be achieved
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Fig. 2. Average throughput versus the arrival rate for different uncoordinated MA techniques. Total available bandwidth is
W = 1 MHz, time slot duration is τs = 1 sec, Pmax = 1 W, µ0 = 0 dB, and the packet length is L = 1000 bits. The minimum
time slot duration for uncoordinated TDMA is considered to be 1 ms and the minimum subchannel bandwidth in uncoordinated
FDMA is considered to be 1 kHz.
for both devices using NOMA, when device 1 and device 2 use only 28% and 74% of their
maximum power, respectively. This shows one the most important advantages of NOMA over
orthogonal multiple access techniques, such as FDMA, where better energy efficiencies can be
achieved using NOMA which is of utmost importance for massive IoT applications.
Fig. 2 shows the maximum throughput versus arrival rate for different multiple access tech-
niques for both coordinated and uncoordinated scenarios. See [13] for the derivation of the
throughput as a function of arrival rate for FDMA, TDMA and general NOMA. In the coordinated
scenario, we assume that the BS has already identified the devices and knows their channels. We
also consider a single radio resource of length τs seconds and bandwidth W Hz. We assume that
the BS performs SIC, where it starts the decoding with the device with the largest channel gain
and treats the signals from other devices as additive noise [10]. In uncoordinated scenario, we
consider that each device performs power control such that the received SNR at the BS for each
device is µ0. A device will only transmit if and only if the transmit power required to achieve
the SNR µ0 at the BS is less than Pmax. For TDMA and FDMA we have assumed that the BS
calculates the optimal frequency and time allocation as discussed in [13]. As can be seen in Fig.
2, NOMA significantly outperforms TDMA and FDMA strategies in the uncoordinated scenario.
However, FDMA can achieve the same throughput as NOMA in coordinated scenarios as the
devices have been identified at the BS which can determine the optimal bandwidth allocation to
accommodate more devices; thus achieving the same throughput performance as NOMA.
9III. THE PROPOSED RANDOM NOMA STRATEGY FOR M2M COMMUNICATIONS
In the proposed random NOMA strategy, the devices use the same radio resources for their
transmissions. That is a device randomly chooses a sub-band for its data transmission and sends
its data through the selected sub-band. The details of the proposed random NOMA strategy are
given below:
1. When all the sub-bands allocated for M2M communications are available (i.e., they have all
been released from the previous transmission), the BS broadcasts a pilot signal over each
sub-band.
2. All the MTC devices which have data to transmit will listen to these pilot signals. Each
MTC device will then choose a sub-band with the highest channel gain (Fig. 3 and Fig. 4)
and will randomly select a seed for its random number generator from a set of Ms available
seeds.
3. Each active device attaches its ID to its message and encodes it using the selected seed and
transmits over the selected sub-band.
4. The BS performs load estimation (Fig. 5-a) and successive interference cancellation (SIC)
to recover the message of each active device (Fig. 5-b).
As the devices perform power control such that their received power at the BS is the same,
the BS can effectively estimate the number of devices over each sub-band by calculating the
received power as it would be proportional to the number of devices. For further details on load
estimation algorithms, please refer to [14]. We assume that the BS broadcasts pilot signals over
all the sub-bands. Using these pilot signals, each device will estimate its channel to the BS over
the different sub-bands and choose the sub-band which has the highest channel gain for its data
transmission. This is particularly interesting for M2M applications where energy efficiency is
very important as most of the devices are battery operated. For the simplicity of analysis in
this paper, we assume that all the sub-bands have the same channel gain to each device; thus
each device will randomly choose a sub-band for its data transmission. This assumption is valid
due to the fact that the channel gains over different sub-bands are independent and devices are
uniformly distributed in the cell.
In existing random access strategies, the device is identified in the random access phase through
exchanging several messages between the device and the BS. This is however inefficient in M2M
communications due to the large number of MTC devices and frequent preamble collisions due
10
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cancellation at the BS for the proposed random NOMA
strategy.
to multiple retransmissions of the access requests by the devices. In our proposed scheme, the
BS cannot identify all the devices before the data transmission phase. This makes the decoding
at the BS more challenging as the BS does not know which channel code each device is using
and what are the other parameters. To solve this problem, we assume that all the devices use
the same channel code for the data transmission. Due to the random number of active devices
in each sub-band, the channel code rate cannot be fixed in order to adapt to random activities
of devices. For this aim, Raptor codes [15], can be used which are rateless and can generate
as many coded symbols as required by the BS. In particular, very low rate Raptor codes have
been shown to perform well in an M2M scenario employing successive interference cancellation
[14]. The code structure is random and can be represented by a bipartite graph; then the BS can
reproduce the same bipartite graph using a pseudo random generator with the same seed. When
more than one device selects the same seed and transmits over the same sub-band, they will
be transmitting using exactly the same code structure; thus the BS cannot differentiate between
them as there is no structural difference between the received codewords. We call this event a
collision.
As the number of devices over each sub-band is random, the maximum achievable rate in
each sub-band is also random. This means that the number of coded symbols that need to be
transmitted over each sub-band is random. Fig. 6-b shows the length of each sub-band in two
consecutive time slots. It is important to note that the duration of each time slot will be mainly
11
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Fig. 6. Time slot duration in the proposed random NOMA strategy (a) over a single sub-band (b) in two consecutive time slots.
determined by the sub-band with the highest number of active devices as its maximum achievable
rate would be lower than the rest.
The BS performs SIC to decode the message of each MTC device (Fig. 5). As the devices
perform power control such that their received SNR at the BS is µ0, the BS can almost accurately
estimate the number of devices from the received signal. It can also determine the maximum
achievable rate in each sub-band. This will be discussed in more details in the next section. The
BS initiates the decoding with the first seed. If it cannot decode any message, it changes the
seed and reattempts the decoding. In this way, those devices which have selected non-collided
seeds will be decoded and later will be acknowledged by the BS. This means that the BS may
need to reattempt the decoding Ms times per sub-band.
IV. ANALYSIS OF THE PROPOSED SCHEME
In this section, we analyze the proposed random NOMA strategy in terms of throughput and
derive the stability condition, where we find the maximum arrival rate such that the system
with an initial backlog remains constant. For this aim, we first need to characterize the time
slot duration, as it is random due to the random number of devices over the sub-bands, and
then find the collision probability in order to find the number of devices which reattempt their
transmissions in the next time slot due to collision. It is important to note that for the purposes
of our analysis in this paper, we ignore the pilot signal transmission time and guard time.
A. Time slot duration
Let ki denote the number of devices which have selected the ith sub-band, where we have
dropped the time index for the ease of notation. Let q(c, n) denote the probability that the
12
maximum number of devices over all the sub-bands is c when the number of active devices is
n. It is then easy to shows that q(c, n) is given by:
q(c, n) =
∣∣∣∣∣
{
(k)Ns1
∣∣∣∣∣
Ns∑
j=1
ki = n ,max
j
kj = c
}∣∣∣∣∣
Nns
. (9)
For sufficiently large n and Ns, we can approximate the number of devices in each sub-band
by a binomial distribution. This is due to the fact that each device randomly and independently
selects among Ns available sub-bands with equal probability. More specifically, the probability
mass function (p.m.f.) of ki for i = 1, · · · , Ns is given by:
P[ki|n] =
(
n
ki
)(
1
Ns
)ki (
1− 1
Ns
)n−ki
, (10)
which can be further approximated by the normal distribution as follows [16]:
P[ki|n] ≈ 1
σs
ϕ
(
ki − nNs
σs
)
, (11)
where ϕ(x) = 1√
2pi
e−
x2
2 and σs =
√
n
Ns
(1− 1
Ns
). We aim at finding the p.m.f. of the maximum
number of devices over all the available sub-bands. We first derive its cumulative mass function
(c.m.f.) as follows:
P
[
max
i
{ki} ≤ `
∣∣∣n] = P [k1 ≤ `, k2 ≤ `, · · · , kNs ≤ `|n]
=
Ns∏
i=1
P [ki ≤ `|n] = P[k1 ≤ `|n]Ns ≈
[
1− Φ
(
`− n
Ns
σs
)]Ns
,
where Φ(x) =
∫∞
x
ϕ(t)dt is the cumulative distribution function (c.d.f.) of the standard normal
distribution. The p.m.f. of the maximum number of devices over all the sub-bands can then be
derived as follows:
q(c, n) ≈
Nsϕ
(
c− n
Ns
σs
) [
1− Φ
(
c− n
Ns
σs
)]Ns−1
σs
(12)
Fig. 7 shows the p.m.f. of the maximum number of devices over all the sub-bands for different
number of active devices and sub-bands. As can be seen in this figure the approximation of q(c, n)
in (12) is in a close agreement with the simulation results.
The duration of a time slot is determined by the sub-band with the highest number of active
devices transmitting in it. The time slot duration can be calculated from Shannon’s capacity
formula as follows:
t(c) =
L
Ws log2
(
1 + µ
1+(c−1)µ
) , c = max
i
ki, (13)
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Fig. 7. The probability mass function of the maximum number of devices over all the available sub-bands.
where µ = W
Ws
µ0 = Nsµ0, as each device transmits over a sub-band with bandwidth Ws rather
than W . The average time slot duration can then be calculated as follows:
T (n) =
n∑
c=dn/Nse
q(c, n)
L
Ws log2
(
1+cµ
1+(c−1)µ
) , (14)
where d.e is the ceil operator.
B. Collision probability
It is clear that the BS cannot detect the devices which have selected the same seed and are
transmitting at the same sub-band. This is because there is no structural difference between the
transmitted codewords from two devices which have selected the same seed and are transmitting
over the same sub-band. As the number of sub-bands is Ns, each device can randomly select a
sub-band and a seed among Ms×Ns different options. The collision probability, defined as the
probability that a given device selects a preamble and seed which have already been selected by
one or more other devices, can be approximated as follows when the number of active devices
is n:
Pc(n) ≈ 1−
(
1− 1
MsNs
)n−1
, (15)
which follows from the fact that a given device selects a specific preamble and seed with
probability 1/(MsNs), and it is not in collision if other devices select different preambles and
seeds, which happens with probability (1− 1/(MsNs))n−1. As the given device can select any
of the MsNs configurations of preambles and seeds, the probability that a given device is not
in collision is simply MsNs(1/(MsNs))(1− 1/(MsNs))n−1. The probability of collision is then
easily derived as (15).
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We determine the minimum number of seeds required for the system to have a collision
probability at most Pc(n) as follows:
Ms ≥ 1
Ns
(
1− (1− Pc(n))
1
n−1
) . (16)
This can be further simplified for Pc(n)→ 0 as follows [10]:
Ms ≥ n− 1
NsPc(n)
, (17)
where the number of required seeds to have a collision probability less than a given value linearly
increases with the number of active devices.
C. The Number of Active Devices in each Time Slot
Let ni denote the number of active devices in the ith time slot, where i ≥ 1. The probability
that ni+1 devices are attempting to deliver their messages to the BS in the (i+ 1)th time slot is
given by:
P[ni+1|ni] =
min{ni+1,ni}∑
j=0
e−λT (ni)
(λT (ni))
ni+1−j
(
ni
j
)
Pc(ni)
j
(ni+1 − j)!(1− Pc(ni))j−ni . (18)
In fact, j out of ni+1 devices might be those packets which have collided in the ith time slot, while
the remaining (ni+1−j) packets are newly generated packets. The number of collided packets is
a random variable which follows a binomial distribution with success probability Pc(ni), as each
device is independently in collision with probability Pc(ni), which is true when the number of
devices is sufficiently large. It can be further approximated by a normal distribution (see (4-35) in
[16]) with mean niPc(ni) and variance ni(1−Pc(ni)) [16, equation 4-95]. The number of newly
generated packets is also a random variable which is assumed to follow a Poisson distribution
with mean λ packets/sec, which can be also approximated by a normal distribution with mean
and variance λT (ni), when λT (ni) is sufficiently large [16, equation 4-107]. These random
variables are mutually independent, therefore, the probability that ni+1 devices are transmitting
in the (i+ 1)th time slot can be calculated by multiplying the probability of j collided devices
and ni+1 − j newly generated packets and taking the summation over j.
Using normal approximations for the number of collided devices and newly generated packets,
(18) can be simplified as follows:
P[ni+1|ni] ≈
exp
(
− (ni+1−µi)2
σ2i
)
√
2piσ2i
, (19)
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where µi = λT (ni) + niPc(ni) and σ2i = λT (ni) + nPc(ni)(1 − Pc(ni)). The average number
of devices in the (i+ 1)th time slot is given by:
E[ni+1|ni] = λT (ni) + nPc(ni). (20)
D. Stability Condition without Delay Constraint
We define the stability condition such that in the steady state, the number of active devices
in the next time slot, including the collided devices in the previous time slot and the newly
generated packets, is not larger than the number of devices in the previous time slot. This way
we make sure that the system can support all the active devices in each time slot and the number
of active devices does not increase in time; otherwise the system will be quickly saturated. As the
number of devices in each time slot is a random variable, we can define two stability conditions
as follows.
1) Weak Stability Condition: The first stability condition, which we refer to as the weak
stability condition, is defined based on the steady state average number of devices that can be
supported by a system with initial backlog n as follows:
λT (n) + nPc(n) ≤ n, (21)
and the maximum arrival rate can be easily characterized by:
λ(weak)max (n) =
n(1− Pc(n))
T (n)
. (22)
The maximum arrival rate that can be supported by the BS is then found by maximizing λ(weak)max (n)
over n, i.e.,
λ(weak)max = max
n
{λ(weak)max (n)}. (23)
2) Strong Stability Condition: The second stability condition, referred to as the strong stability
condition, takes into account the random behavior of the system and is given by:
P
[
Poiss(λT (n)) + Binom(n,Pc) > n
] ≤ , (24)
where  > 0 is the target probability of the system stability, which is a system design parameter.
By using (18), the strong stability condition can be derived as follows:
1−
n∑
n′=0
n′∑
i=0
e−λT (n)
(λT (n))n
′−i
(
n
i
)
Pc
i
(n′ − i)!(1− Pc)i−n ≤ , (25)
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which can be also written as follows by using (19):
Φ(
n− µ
σ
) ≤ , (26)
where µ = λT (n) + nPc(n) and σ2 = λT (n) + nPc(n)(1 − Pc(n)). One could easily find the
maximum arrival rate using (26) as follows:
Φ−1() ≤ n− λT (n)− nPc(n)√
λT (n) + nPc(n)(1− Pc(n))
, (27)
and by solving this inequality with respect to λ we have:
λ(strong)max (n) =
1 + 2n`(1− Pc(n))−
√
1 + 4n`(1− Pc(n))2
2`T (n)
, (28)
where
` :=
1
[Φ−1()]2
. (29)
The maximum arrival rate is then given by
λ(strong)max = max
n
{λ(strong)max (n)}. (30)
Fig. 8 shows the maximum arrival rate versus the initial backlog n, for different numbers
of seeds, Ms, when the total available bandwidth is W = 1 MHz, the number of sub-bands is
Ns = 20, and each device attempts to deliver a message of length L = 1000 bits to the BS. As
can be seen, the system with higher Ms can support more devices as the collision probability
decrease with Ms; so fewer devices will reattempt their transmissions in the following time slot.
Fig. 9 shows the stability regions for different number of sub-bands when the number of seeds
is Ms = 200. With increasing number of sub-bands, the collision probability decreases but on the
other hand the bandwidth of each sub-band will also decrease. This results in longer time slots
as the transmission of the devices takes longer due to smaller bandwidth and lower achievable
rate over each sub-band. As can be seen in Fig. 9, with increasing Ns, the maximum arrival rate
decreases but the system can support a larger initial backlog.
E. Stability Condition with QoS Guarantee
We consider the delay requirement as the QoS metric for the system. More specifically, we
assume that each packet has a delay constraint of dp, which means that the packet must be
delivered at the BS no later than dp seconds after it has been generated at an MTC device.
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We derive the maximum arrival rate as a function of the delay constraint such that the system
remains stable.
Let n1 denote the number of active devices at the first time slot. An active device can then
deliver its message with delay T (n1) with probability 1 − Pc(n1); otherwise it will reattempt
the transmission in the next time slot. More specifically, the device’s message can be delivered
at the BS at the jth time slot with the probability given below:
P[I = j|n1] =
∑
(n)j2
(1− Pc(nj))
j−1∏
i=1
Pc(ni)P[ni+1|ni]. (31)
Let us assume that the BS can change the number of seeds such that the collision probability is
always less than pc regardless of the number of active devices. Then (31) is reduced to:
P[I = j] ≈ (1− pc)pj−1c , (32)
which is a decreasing function of j. The delay can then be characterized as follows:
P[d|λ, n1] =
∑
j
P[d|I = j]P[I = j] =
∑
j
P[I = j]
∑
(n)j2
P[d|n1, · · · , nj]
j−1∏
i=1
P[ni+1|ni]
=
∑
j
P[I = j]
∑
(n)j2
j⊗
i=1
P[di|ni]
j−1∏
i=1
P[ni+1|ni], (33)
where
⊗
is the convolution operator,
P[di|ni] =
 q(ci, ni), di =
L
Ws log2
(
1+ µ
1+(ci−1)µ
) ,
0, otherwise,
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n1 = 100. The packet arrival rate is λ = 100.
and P[ni|ni−1] is given in (18). By using (32) and considering only the first few terms of (33),
i.e., j = 1, 2, (33) can be simplified as follows:
P[d|n1] ≈ (1− pc)P[d|n1] + pc(1− pc)
∑
n2
P[d|n1]⊗ P[d|n2]√
2piσ22
e
− (n2−µ2)2
σ22 , (34)
where µ2 = λT (n1) + npc and σ22 = λT (n1) + n1pc(1− pc). Fig. 10 shows the histogram of the
delay when the total available bandwidth is W = 100 kHz, the number of sub-bands is Ns = 20,
the collision probability is pc = 0.01, and the arrival rate is λ = 100. As can be seen in this
figure, the results obtained from (34) are in a close agreement with the actual histogram of the
delay.
The weak stability condition is defined as follows:
E[d|λ, n1] ≤ dp. (35)
As shown in (22), the maximum arrival rate under the weak stability condition is given by
n(1 − pc)/T (n). Therefore, the maximum initial backlog under the weak stability condition to
satisfy the delay requirement dp is given by:
n(weak,delay)max (dp) = max
n
{
n
∣∣∣∣E [d ∣∣∣∣n, n(1− pc)T (n)
]
≤ dp
}
(36)
and by using (22), the maximum packet arrival rate under the weak stability condition is given
by:
λ(weak,delay)max (dp) =
n
(weak)
max (dp)(1− pc)
T (n
(weak,delay)
max (dp))
. (37)
Similarly, the strong stability condition can also be found as follows:
1−
∫ dp
0
P[d = τ |n, λ]dτ < , (38)
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the maximum initial backlog under the strong stability condition is given by
n(strong,delay)max (dp) = max
n
{
n
∣∣∣∣1− ∫ dp
0
P
[
d = τ
∣∣n, λ(strong)max (n)] dτ < } , (39)
where λ(strong)max (n) is given in (28). The maximum packet arrival rate under the strong stability
condition is then given by:
λ(strong,delay)max (dp) = λ
(strong)
max (n
(strong,delay)
max (dp)). (40)
Fig. 11 shows the maximum arrival rate versus the delay constraint under weak and strong
stability conditions. As can be seen, in delay sensitive condition, i.e., short delay, the number
of devices which can be supported by the proposed NOMA strategy is small, and by increasing
the tolerable delay, the supported arrival rate increases. Also, with increasing the number of
sub-bands, the maximum arrival rate decreases which is due to the fact that by increasing the
number of sub-bands, the available bandwidth per sub-band decreases, which results in a lower
achievable rate over each sub-band.
V. SYSTEM OPTIMIZATION
A. Number of sub-bands
The number of sub-bands and seeds available will determine the overall system performance
as the collision probability and the maximum achievable rate for the proposed random NOMA
strategy will be mainly determined by these two parameters. The base station then needs to find
the optimal values for these parameters to maximize the system throughput or satisfy the QoS
requirements of the devices. It is clear that the collision probability decreases as Ms, the number
of seeds, increases. One could adaptively change the number of seeds according to the incoming
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traffic at the BS to fix the collision probability. However, it is also clear that increasing the
number of seeds adds extra complexity at the BS as the BS should consider a larger number of
seeds while performing SIC.
We first consider the optimization of the supported arrival rate when there is no delay con-
straint. The maximum supported arrival rate according to the strong stability condition without
delay constraint, i.e., (28), for a given , Ms, W and L, is given by:
max
{Ns,n}
1 + 2n`(1− Pc(n))−
√
1 + 4n`(1− Pc(n))2
2`T (n)
, (41)
where T (n), Pc, and ` are respectively given by (14), (15), and (29).
Fig. 12 shows the maximum packet arrival rate versus the number of sub-bands without a delay
constraint. As can be seen in this figure, the maximum packet arrival rate is achieved when the
number of sub-bands is either 3 or 4 for different numbers of seeds. This means that to support
a large number of devices using the proposed random NOMA strategy, the available bandwidth
does not need to be divided into too many sub-bands, only a few sub-bands is sufficient. This
is because when the number of sub-bands increases, the available bandwidth for each sub-band
decreases, which also decreases the maximum achievable rate over each sub-band; therefore,
fewer packets will be delivered over each sub-band.
A similar optimization problem can be defined to find the optimal number of sub-bands to
maximize the supported arrival rate for a given delay constraint. Fig. 13 shows the maximum
packet arrival rate versus the number of sub-bands for different delay constraints dp. As can
be seen, for a given dp, the maximum packet arrival rate can be supported when the whole
bandwidth is used as only one sub-band. In other words, dividing the bandwidth into several
sub-bands degrades the performance of the proposed random NOMA in terms of the packet
arrival rate which can be supported at the BS within a given delay requirement. Therefore, to
satisfy the QoS requirements of a large number of devices using the proposed random NOMA
strategy, the devices should use the whole bandwidth and the BS should control the collision
probability by choosing a larger seed pool.
B. MTC Device Fairness
In the proposed random NOMA strategy, we have assumed that the signals received from
all the devices have the same power at the BS. This way, the devices which are far from the
BS should transmit with higher power to maintain the same received power at the BS. In other
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words, the devices which are far from the BS should spend more energy to achieve the same
throughput performance as the devices close to the BS. One approach to solve this problem is
to allocate bandwidth to the devices according to their distances to the BS, so they can achieve
the same throughput performance with the same energy consumption. For this aim, we divide
the cell into Ns partitions, such that the area covered in each partition is the same. This way
the average number of devices in each partition is the same due to the fact that the devices are
randomly distributed in the cell. Let ri denote the radius of the outer edge of the ith partition
for i = 1, · · · , Ns, where rNs = Ro. Then, it is easy to show that ri is given by:
ri =
√
i
Ns
Ro. (42)
Unlike the original random NOMA presented in Section III, where the devices randomly
choose among Ns available sub-bands of the same bandwidth and their received power at the
BS is the same, here we assume that the total bandwidth is divided into Ns sub-bands, where the
devices in the ith cell partition transmit in the ith sub-band with bandwidth Wi such that their
received SNR at the BS is µi. The non-uniform allocation of the bandwidth to the sub-bands
allows for the derivation of a fair multiple access strategy in terms of the energy consumption,
which is explained in the following.
To have a fair system, we need to guarantee the same average throughput and energy con-
sumption for all the devices regardless of their distances to the BS. To achieve the same average
throughput over all the sub-bands and accordingly all the cell partitions, the average duration of
the sub-bands should be the same. As the devices are randomly distributed in the cell, j out of
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n active devices belong to the ith cell partition with the probability given below:
P[ni = j|n] =
(
n
j
)(
1
P
)j (
1− 1
P
)n−j
, (43)
and the time required for these devices to deliver their messages at the BS in the ith sub-band
is given by (13):
ti(j) =
L
Wi log2
(
1 + µi
1+(j−1)µi
) . (44)
The average duration of the ith sub-band can then be calculated as follows:
T i(n) =
n∑
j=0
L
(
n
j
)(
1
Ns
)j (
1− 1
P
)n−j
Wi log2
(
1 + µi
1+(j−1)µi
) . (45)
This can be simplified for µi being sufficiently small by using the first term of the Maclaurin
series ln(1 + x) = x+O(x2) assuming that x is very small:
T i(n) =
n∑
j=0
L ln(2)
(
n
j
)(
1
Ns
)j (
1− 1
Ns
)n−j
Wi
µi
1+(j−1)µi
=
L ln(2)
Wiµi
n∑
j=0
(
n
j
)(
1
Ns
)j (
1− 1
Ns
)n−j
(1 + µi(j − 1))
(a)
=
L ln(2)
Wiµi
(
1 + µi
(
n
Ns
− 1
))
, (46)
where step (a) follows from the fact that
∑n
j=0
(
n
j
)
(1/Ns)
j(1 − 1/Ns)n−j = 1 and the mean
value of a Binomial distribution with success probability 1/Ns is
∑n
j=0 j
(
n
j
)
(1/Ns)
j(1 −
1/Ns)
n−j = n/Ns. In order to have the same average time duration for all the sub-bands,
we need to satisfy T i(n) = T 1(n) for i = 1, · · · , Ns, which can be rewritten as follows using
(46):
Wi
W1
=
µ−1i +
(
n
Ns
− 1
)
µ−11 +
(
n
Ns
− 1
) ≈ µ1
µi
, (47)
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where the approximation follows from the assumption that the µi’s are very small.
To maintain the same average energy consumption for all the devices, the average transmit
power for all the devices should be the same given that we have required that the average duration
of the sub-bands are the same. By using (4), the average transmit power to achieve SNR µi over
the ith sub-band is given by:
P t,i = Pmax
µi
µrefχh
∫ ri
ri−1
(
r
Ro
)α
2r
R2o
dr = Pmax
µi
µrefχh
rα+2i − rα+2i−1
(2 + α)Rα+2o
. (48)
The average energy consumption of the devices in the ith cell partition, which are transmitting
in the ith sub-band, is given by Ei = T i(n)P t,i. As we assume that the average duration of the
sub-bands are the same, to have the same energy consumption for all the devices, i.e., Ei = E1
for i = 1, · · · , Ns, we need to satisfy P t,i = P t,1, which can be rewritten as follows:
µi =
rα+21
rα+2i − rα+2i−1
µ1 =
µ1
i
α+2
2 − (i− 1)α+22
, (49)
where the last equality was obtained by using (42). By using (47), the bandwidth for the ith
sub-band can be calculated as follows:
Wi =
(
i
α+2
2 − (i− 1)α+22
)
W1. (50)
As we have
∑Ns
i=1Wi = W , we have
W = W1
Ns∑
i=1
(
i
α+2
2 − (i− 1)α+22
)
= Nα+2s W1 (51)
and by using (50), we have:
Wi =
i
α+2
2 − (i− 1)α+22
N
α+2
2
s
W. (52)
This shows that, to have the same energy consumption for all the devices across the cell,
more bandwidth should be allocated to those devices which are far from the BS. Fig. 15 shows
the bandwidth allocation versus the number of devices when the total bandwidth is 1 MHz and
the number of sub-bands (or equivalently the number of cell partitions) is 3. As can be seen,
with increasing the number of devices, the bandwidth will be allocated more evenly between the
sub-bands, which is because n is the dominant term in (47) when n is very large. On the other
hand, when n is relatively small, more bandwidth is allocated to the devices which are located far
from the BS. This shows that the BS needs to have a proper load estimation strategy to allocate
the bandwidth between the sub-bands so as to obtain fairness in the energy consumption and
throughput.
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VI. PRACTICAL CONSIDERATIONS OF MASSIVE NOMA FOR M2M COMMUNICATIONS
NOMA is a promising solution for future wireless communications and can bring many benefits
to cellular systems. This achieved through the effective use of spectrum and higher system
throughput through exploiting the power domain and utilizing non-orthogonal multiplexing [12].
NOMA is compatible with OFDMA and its variants and can be applied on top of OFDMA for
downlink and SC-FDMA for uplink [11]. NOMA can be combined with beamforming and multi-
antenna technologies to improve the system performance [12]. NOMA can be easily combined
with radio resource management and random access techniques to solve the collision and overload
problem in M2M communications. Using clustering and group-based scheduling, NOMA can be
used in M2M communications as the multiple access technique to deliver messages of a group
of devices to the base station or the cluster head.
Although NOMA can improve spectrum efficiency and system capacity, there are many
practical challenges for this technology to be potentially used in real wireless systems for M2M
communications. A summary of most important challenges of NOMA has been presented in
[13]. Here we emphasize two main challenges of massive NOMA and propose some solutions
to effectively solve them and take an step toward developing a more practical massive IoT system
using the NOMA strategy.
A. Optimal Power Allocation and Throughput
As we mentioned earlier, the duration of a sub-band is determined by the rate achieved by the
device with the lowest SINR, as we assumed that devices’ message are received with the same
25
SNR over each sub-band. The minimum rate achieved by the devices in a sub-band containing
c devices is given by:
Rmin = log2
(
1 +
µ0
1 + (c− 1)µ0
)
. (53)
and the effective rate of the device which is decoded in the jth stage of the SIC process is given
by:
Rj = log2
(
1 +
µ0
1 + (c− j)µ0
)
. (54)
However, as the devices do not know the traffic load and randomly transmit over the sub-bands
in a rateless manner, the effective rate cannot be achieved by the devices as all devices must
transmit at rate Rmin. This means that the optimal throughput cannot be achieved, which is
mainly due to the fact that the devices are unknown to the BS, so it cannot optimally determine
the power and rates.
To achieve the full potential of NOMA, the devices’ messages need to be received with
different powers, where the power levels are determined by the BS to optimize the throughput.
However, this is only practical when the BS can identify the devices before the data transmission
so it can optimally determine their received power. This was considered in [14], where the devices
choose their power according to a message broadcasted by the BS. In fact, each device chooses
a weighting coefficient from a pool, and multiply the transmit signal by the selected weight
coefficient. This way higher throughput can be achieved, but extra control messages should be
exchanged between the devices and the BS to determine which device has selected each weight
coefficient. In fact, there is a tradeoff between the amount of overhead and the system throughput.
That is, if the devices can exchange more information to the BS before their data transmission
or ideally be identified at the BS, the BS can determine optimal transmission strategy in terms
of power and rate and broadcast this information to the devices. This is, however, impractical
for massive IoT applications where the message size is usually small, so the overhead must be
kept as small as possible. On the other hand, it would be impractical for the BS to identify
and perform channel estimation to a large number of devices in each time instant. This would
incur huge delay in the system which is not acceptable for most massive IoT applications. The
solution would be to minimize the control overhead by removing the device identification phase
(as in the proposed scheme), and improve the system throughput by optimizing the bandwidth
allocation as discussed in Section V.
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Fig. 16. Parallel interference cancellation for the proposed random NOMA strategy.
B. Delay Imposed from the SIC Process
In the proposed random NOMA strategy, we consider the successive interference cancellation
at the BS, that is the BS starts the decoding of the device with the highest SINR and then
removes its interference from the received signal and continues the decoding of the remaining
devices. In this process, the effective SINR of the devices gradually increases assuming the BS
can successfully decode the previous device. However, this imposed some delay into the system
as a device should wait some time for the previous devices to be decoded by the BS before being
decoded in the SIC process depending on the decoding order chosen by the BS. By considering
that some enhanced IoT-oriented could be characterized by strict delay constraints (e.g., [17]),
this aspect needs to be considered.
To address the delay issue in SIC, we can consider iterative parallel interference cancellation
[18, 19] shown in Fig. 16. This scheme is more attractive from an implementation perspective as
multiple devices are decoded and cancelled from the received signal simultaneously. If a device
fails decoding in the first iteration, it will be decoded again in the subsequent iterations. The
processing power is distributed among multiple parallel demodulators and decoders. Thus the
tradeoff between delay and complexity is well balanced. Moreover, the performance of parallel
IC can approach successive IC with a small number of iterations.
We can also assume that delay sensitive devices use specific random seeds, and accordingly
group the devices based on their delay requirements; this could also be beneficial from an energy
consumption point of view. Similar approaches have been considered in [20, 21] focusing on
splitting random access resources to achieve energy savings. By applying this concept to our
proposal, then Parallel IC is performed on high priority groups (correspond to low latency
devices) to low priority groups (correspond to delay tolerant devices) successively [22]. Iterative
processing can be applied to the devices which fail in the first IC iteration. Note that in any of the
above schemes, even if a device fails to decode, one could attempt to cancel a portion of the users
waveform by performing soft interference cancellation [23]. In this case, minimum mean square
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error estimates of the data symbols can be derived from the soft output of the channel decoder
to reconstruct the waveform. Moreover, most of the processing can be moved to the cloud to
reduce the computing load on the BS. It is also important to note that several approaches have
been proposed in the literature to reduce the complexity of the multiuser detection techniques
for CDMA and WCDMA which can be used here for the proposed random NOMA strategy.
The readers are referred to [18, 19, 23–25] for further details.
C. A brief comparison between Narrow-band IoT and Masive NOMA
As part of 3GPP Release 13, narrow-band IoT (NB-IoT) [26–29] has been standardized for
low end massive IoT, that is the devices require relatively low data rate (∼250 kbps in downlink
direction, ∼20 kbps in uplink with the possibility to aggregate multiple tones to reach the
same speed as in downlink) with relaxed delay requirements (in the order of 10 seconds). The
required bandwidth for NB-IoT is 180 KHz for both uplink and downlink, which enables three
different deployment options due to the small bandwidth. These are i) stand alone operation,
where a GSM operator can replace one GSM carrier (200 kHz) with NB-IoT, ii) guard band
operation, by utilizing the unused resource blocks within an LTE carrier’s guard-band, and iii)
in-band operation, where NB-IoT can be deployed inside an LTE carrier by allocating one of the
Physical Resource Blocks (PRB) of 180 kHz to NB-IoT. Although NB-IoT is an independent
radio interface, it is tightly connected with LTE, which also shows up in its integration in the
current LTE specifications [30].
NB-IoT promises to improve the cellular systems for massive IoT in the following aspects:
1) extended coverage, with a target Maximum Coupling Loss (MCL) of 164 dB, that is the
coverage should be readily available and reliable also in challenging indoor deployments such
as basements, 2) Support of massive number of low throughput devices, where up to 50000
devices can be supported per cell, for the arrival traffic of about 6 packets per second, 3)
Reduced complexity in order lower the device cost, 4) Improved power efficiency in order
to reach a battery life of about 10 years with 5 W/h battery, and 5) Latency, where a delay
requirement of 10 seconds is appropriate for the uplink when measured from the application
’trigger event’ to the packet being ready for transmission from the base station towards the core
network [30].
Despite the fact that NB-IoT can support a large number of devices per cell, it is still based
on a two-step procedure (i.e,. random access followed by data transmission) which is only
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appropriate for low packet arrival rates as it limits the overall channel capacity. Moreover, as the
delay assumption was relaxed in NB-IoT, it does not provide a solution for devices with strict
delay requirements.1
NOMA on the other hand, provides a general framework which substantially improves the
system capacity as each physical resource unit can be used by multiple devices, regardless
of the bandwidth. This means that it can be deployed on top of existing standards, as it is
compatible with OFDMA and SC-FDMA for downlink and uplink in LTE. With appropriate
resource management and cell partitioning, delay sensitive devices can be allocated with higher
bandwidth in the NOMA framework while maintaining the same overall energy per bit for all
devices across the cell. Also, in NOMA devices do not need to perform random access as they
can attach their ID to their messages, and later be identified by the BS. This significantly reduces
the delay.
As a simple comparison with NB-IoT, we consider the total system bandwidth of W = 180
kHz and 12 subbands each of 15 kHz bandwidth. Our simulations show that NOMA can support
arrival rates up to 100 packets per second under the strict delay requirement of 100 msec and
arrival rates of up to 180 packets per second for the delay requirement of 1 sec. This is much
more than what can be supported by NB-IoT which supports around 18 packets per second2,
with a worst case (i.e., for devices with very poor channel coverage) uplink latency of ∼2.8 s
[26]. This shows that NOMA can be used for delay sensitive applications and support a larger
number of devices compared to NB-IoT.
VII. CONCLUSIONS
We considered a random non-orthogonal multiple access strategy for M2M communications,
where multiple devices are allowed to transmit over the same sub-band and the base station
performs successive interference cancellation to decode each device’s message. We derived
system stability conditions, where the maximum packet arrival rate was found with and without
quality of service guarantee. We then found the optimized system parameters, including the
number of sub-bands under these scenarios; optimizing the throughput alone, including a delay
1For delay-constrained applications, 3GPP proposed a further LTE enhancement for machine-type communications, i.e., LTE-
M, a.k.a. eMTC.
2It is worth mentioning that the target capacity for NB-IoT is about 55000 devices per cell sector, which corresponds (by
considering devices transmitting one packet per hour) to a target traffic of ∼15 packets per second.
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constraint, and ensuring user fairness in both throughput and energy consumption. We found
that the optimal strategy differed for each of these conditions. More specifically, we found that
without any delay constraint the whole bandwidth must be divided into only a few (i.e., 3 or 4)
sub-bands to maximize the packet arrival rate which can be supported by the base station. On
the other hand, when a delay constraint is imposed on the system, the whole bandwidth must be
used as only one sub-band to support a large packet arrival rate and satisfy the delay requirement.
This way the collision probability can be controlled by considering a larger pool of seeds, which
are used to construct semi-orthogonal random codewords at different devices. Finally to ensure
user fairness, the bandwidth and received SNR for each sub-band must be optimized such that
more bandwidth is allocated to the devices which are far from the base station.
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