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Minimum Error Bounds for 
Multidimensional Spline Approximation* 
J. B. ROSEN 
Computer Sciences Department, The University of Wisconsin, 
Madison, Wisconsin 53706 
Approximat ion of a smooth function f on a rectangular domain s C E z by a tensor 
product  of splines of degree m is considered. A basis for the product spline is formed 
using a single one-dimensional  spline function. The  approximation is computed,  
us ing linear programming,  so as to minimize the max imum error on a discrete grid 
$2 v C g2, with grid size h. Realistic a posteriori bounds  on the error in the uni form 
norm are given. Convergence of the approximation to a best approximation as h ~ 0 
is shown. The  extension to linear boundary value problems is also discussed. 
1. INTRODUCTION 
A classical problem of approximation theory is that of approximating a smooth 
function f on an interval by functions which depend only on a finite number of param- 
eters. More recent work has generalized this approach to include approximation on 
multidimensional domains and the approximate solution of ordinary and partial 
differential equation boundary value problems. A useful computational implementation 
of such a generalized approximation problem requires both a specific algorithm and 
an error bound which can be computed. An important limitation which must be con- 
sidered, particularly in the case of the error bound, is that the functions can only 
be numerically evaluated at a finite subset of points in the domain of interest. Since the 
computer time required will increase with the number of such points, it is important 
to keep this number as small as possible consistent with accuracy requirements. 
The main purpose of this paper is to relate the uniform error in the approximation 
to the error computed on the finite set of points. This relation, together with linear 
programming, is then used to determine the approximation soas to minimize the bound 
on the error in the uniform norm. The approximating functions chosen are splines of 
specified egree m on an interval, and the tensor product of these for multidimensional 
domains. 
In Section 2, known a priori error bounds, based on interpolating spline approxi- 
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mation, are summarized. Relations are then obtained which give a bound on the 
uniform error over the interval I in terms of the maximum error on the discrete grid I v . 
It is shown (Theorem 1 and corollaries) that these two errors differ in certain cases, 
by a term of order h m+l IIf (re+l) I1, where h is the discrete grid size. Thus for smooth f  
and reasonable values of h the error in the approximation is shown to be essentially 
that attained on the discrete grid I v . Numerical comparison for certain cases given in 
Table 1 (Section 6) shows that the error bound given by Theorem 1 may be orders 
of magnitude smaller than the a priori error bounds. 
Corresponding results for approximation by a tensor product of splines on a 
rectangular domain ~ in /-dimensional Euclidean space are obtained in Section 3. 
A discrete grid D, C ~ is considered, where h is again a measure of the grid size. A 
result, similar to that for the one-dimensional case, giving a bound on the uniform 
error over ~2 is given in Theorem 2 and Corollaries 3.1 and 3.2. The term depending 
on h 'm+l is now proportional to terms involving the derivative o f f  with respect o each 
independent variable. This is in contrast to a priori bounds which depend on 
essentially all of the mixed partial derivatives (see for example [I 1]). As a result it is 
usually a simple matter to choose the grid g2~ so that the error bound is given essentially 
by the error on ~Q,. It follows directly from the error bound that the minimum error 
bound is achieved by minimizing the error on the discrete grid/2 v . This is given as 
Corollary 3.3. 
The question of convergence to the best approximation as the grid size approaches 
zero is considered in Section 4. This is done in terms of approximation by a generalized 
polynomial V(a, x), with n coefficients represented by the vector a. Assuming that 
----- a", is determined so as to minimize the error on each/2v, convergence is shown 
(Theorem 3) as the grid size approaches zero (v --+ oo), with fixed n. In Corollary 4.1 
it is shown that one can obtain as accurate a bound on the uniform error as desired by 
evaluation only (as distinct from minimization) over a finer grid. 
A finite dimensional basis for product splines of degree m with uniform knot size 
is described in Section 5. This basis is formed from a single spline flm(~'), with compact 
support on an interval. This representation simplifies the computation and leads to 
well-conditioned matrices. 
In Section 6 the formulation as a linear programming problem is given. This 
formulation permits the efficient calculation of the product spline approximation and 
its error bound by solving a primal linear programming problem with n + 1 rows. 
Numerical results for approximation on an interval and on a rectangular domain are 
presented. Error bounds are given for these examples, and compared with corre- 
sponding a priori error bounds in the literature (Tables 1 and 2). 
Finally, in Section 7 the earlier results are extended in a natural manner to the 
approximate solution by splines of certain linear boundary value problems. It is 
shown that the approximate solution with a minimum error bound may be obtained 
by solving a single linear programming problem. 
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2. APPROXIMATION ON AN INTERVAL 
We first consider the (one-dimensional) approximation of a given function f(x) on 
the closed interval I = [0, 1], by a suitable spline function. Let s~(A; x) denote a 
spline of degree m with maximum knot size A. We assume that f E C~+1[I], and 
consider the uniform norm II " ]1 = supl[ " 1. A number of papers (for example, see 
[7, 11, 12]) have considered a priori bounds on the error in g~, where sm is the spline 
which interpolatesf at the knots. These bounds are all of the general form 
(2.0 
where km is a constant independent of A andf.  
A more general approach, which includes interpolation as a special case, is the 
construction of a discrete grid of v + 1 points I v C I, such that all knots in I are con- 
tained in lv 9 The grid lv is assumed to be dense in I as v -+ ~.  The grid density is 
measured by 1L I, where 
To simplify the notation, let 
I /~ ] = max min l x - -  y F- (2,2) 
x~I  y~l  v 
h = hO,) = 2 I L  I. (2.3) 
A uniform grid gives h = v -1, i.e., h is the grid size. The discrete seminorm corre- 
sponding to I[ "11 is then given by II "[t~ = maxl v I " I- 
The problem of finding s,~(A, x) so that I I f -  sm 11~ = rain is computationally a 
nice one, and can be solved efficiently using linear programming, as discussed in 
Section 6. Note that if lv consists of just the knots (in 1) of s~(A, x), then this mini- 
mization problem gives the interpolation spline with I l f - - sm Iln --~ 0. The general 
question to be considered in this section is the relation between I I f - -stal l  and 
Il l  - -  sm lib for h < A. 
This relation has been considered, for example, by Cheney [3], assuming only that 
f ~ Lip(A). A bound of the following kind is then obtained 
h [A -k- km llfl[], I lf - s~ II ~ I If - -  s~ [[h + (2.4) 
where km is a constant independent of h andf.  For any fixed spline sin(A, x), it follows 
from the definition of II "lTh and/~ C1 that [ I f -  sm lib ~< I I f - -  sm II. Therefore, as 
h --~ 0 the discrete error IIf - sm lib converges to the uniform error Ilf - s,~ II. 
Denote by #re(h) the spline approximation obtained by minimizing lif - -  s~ lln. It  is 
found computationally that for smooth f and h < A/2, #~(h) is a better approximation 
than the interpolating spline g,~. That is, I l l- #~(h)ll < IIf - -  ~ II for h < A/2. For 
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example, see the computational results in [4] and in Table I (Section 6). One would 
expect that the error bounds (2.1) and (2.4) would reflect this observed behavior, 
especially since (2.4) is an a posteriori bound. In fact, the opposite is found to hold 
generally. That is, for most functions f~ C '~+1 the second term on the right side of 
(2.4) is much larger than the right side of (2.1), unless h ~ A. Therefore, for reasonable 
h, (2.4) gives a very unrealistic bound for the uniform error I l l -  &(h)ll, even though 
the value of I I f -  &(h)llh is known. In order to do better, we must use the smoothness 
of f and get an a posteriori bound with higher order convergence than the linear 
dependence on h given by (2.4). 
A relatively simple problem is basic to much of what follows. We consider the 
approximation of a given function f c C m+t on the interval X = [0, A] by a poly- 
nomial Pro(x) of degree m. We choose a uniform grid Xq C X of q + 1 points, xj = jh, 
j = 0, 1,..., q, where qh = A, and q >~ max{Z, m}. Now let [['t] = maxx ] : f, and 
1] "ll~ = maxx~ [ "]. 
We also need the norm Am of the Lagrangian interpolating polynomial of degree m. 
Let l,n.i(x) be the Lagrangian interpolating polynomials of degree m, for the m + 1 
points xj = j, j = 0, 1,..., m, so that l~.i(xj) = 8ij. Then 
Qm(g; x) = ~ g(xi) lm i(x) (2.5) 
i=o 
is the unique m-th degree polynomial interpolating g at the points x~. Now if 
A m = max Z ]/~.,(x)1, 
xE[O,m] i=0 
(2.6) 
then 
max ]Qm(g; x)] ~ Am max g(xj)t. (2.7) xe[0,m] j 
The values of Am are easily computed and for m = 1, 2,..., 5, are given approximately 
by A1 = 1.00, A 2 = 1.25, A 3 = 1.63, A 4 = 2.21 and A 5 = 3.11. The corresponding 
approximate values of z]m as given by (2.9) below are A1 = 0.5, A2 = 1.67, A3 = 5.5, 
A4 = 18.8, A5 = 67.5. 
For any polynomial Pm(x) on X, the relation between Hf --  Pm ]Tn and [ I f -  P~ [[ is 
then given by 
THEOREM 1. Assume f ~ Cm+I[X], and Xq as described above. Then 
IIf -Pmi l  ~ t Amllf -pm[lh -~ Agnhra+l[lff~n+a) [1' h ~ Aim 
t min Era(f, Pm, h, 0), h ~ Aim 2, ~0~<0~<1 
(2.8) 
57I/5/4-7 
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~vhere 
mm+l 
'~'~ = (m + 1)l '~ '  
E,n(U, P,~, h, 0) = [1 + 7/,,(h, 0) h ~ lif -- P,n Iln + on(h, O) h ~+~ lift ''+x} H, 
[5 1 ,7,.(h, o) = (~ - m~h)O + 5ho , 
1.2 
~.,(h, o) = (m + 1)! (m~ + zl~176 
(2.9) 
Proof. To obtain the first inequality of (2.8) we let p(x) = f (x )  -- P~(x). Assume 
that I P(X)l attains its maximum value 11P 11 at x = g 6 X, that is +p(~) = IIP II- Then 
by a Taylor's expansion about g, we have for x ~ X, 
1 
p(x) = pro(x) :~ (m + 1)~ P("+l)(k)(x -- ,,~)m+l, (2.10) 
where p~(x) is a polynomial of degree m, and ~ is some 
since P~m re+a) ---- 0, we have 
[ pm(x)[ ~ I p(x)t + I x -- ~ ( ~+x iif,~+~} [I. 
(m + 1)[ 
point in X. Now 
(2.:1) 
In particular, for xj ~ Xq, 
[ pm(x~)l ~ II o lib + I xj -- ~ I m+x [if(,,+1 ) II. (2.12) 
(m + 1)! 
Let X~CXq denote a set of m + 1 points, say Xk,Xk+l ..... X~+m, such that 
e [x~, x~+~]. Then for x 3. ~ Xm, we have I xj -- g [ ~< mh, so that 
mm+l 
- -  h"+x Hf (''+x) l[. (2.13) I p,~(xj)[ ~< 11 p lib + (m + 1)l 
Now pm(x) is the unique polynomial of degree m which interpolates the m § 1 values 
p,,(xj), xj ~ Xm. Then by (2.7), since ~ ~ [xe, xk+,~], 
[ Pm(~)l ~ [I p~(x)[I ~ Am max [ Pm(x~)l. xfXm 
(2.14) 
From (2.10), we have ]1P II = I p(~)l = [Pm(~)l,  so that (2.13) and (2.14) give the 
first inequality of (2.8). 
To get the second inequality, we assume h <~ A/m 2 , so that q >/- m~; let n be an 
integer, m~< n ~< q, and consider a subset X, ,CXq of n § 1 points, say 
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xk, xk+l ,..., xk+,~, with ~ r [xk, xk+n]. We wish to use Lemma 2b of [9] on the interval 
[x~, xk+,]. The lemma is modified slightly to take account of the interval of length nh 
instead of 2. Also we let 1t Pm lib = max~x,  I P,"(xr We then obtain the bound 
liP,. II ~< 7,".. lip,. lib, (2.15) 
where 
y,~.,~ = [1 m'(m ~-  1)1-~ m' 
6n ~ ~< 1 + 5n ~ . (2.16) 
Again using (2.12) we have 
(nh) m+l [[f(,"+x)l[ (2.17) liP," Iln ~< [Ipl[h -t- (m + 1)~ 
Combining these two gives 
(nh),"+l Ilf ("+a) [I. (2.18) II p I1 ~< vm,. [l P II~ + v..,. (m + 1)! 
In order that ),,".~--+ 1for fixed m as h--+O(q--~ oo), we require n --~ oo. Atthe same 
time we require nh --+ 0. A suitable choice is n = {m 2 + (q -- me)~ where 0 < 0 < 1; 
and {x} = largest integer in x. Since A = qh >~ mZh, for any selected O, we have 
nh < (m 2 + qO) h = (AO + m~h o) ht-O 
and 
)',".,~ ~ 1 + [5_5. (A --m2h) o + 5hO1-1 hO <~ 1.2. 
.I 
Using these inequalities in (2.18) for any fixed 0 gives I t f -  Pm 11 ~< E,"(f, I'm, h, 0). 
Since this holds for each 0, it holds for the choice of 0 which achieves the minimum for 
any fixed A, m and h <~ A/mL | 
Now consider the approximation of a given f (x)  on the interval I = [13, 1] by a 
spline s,,(A; x) with uniform knot size A. We assume knots at the end points x = 0, 1, 
so that A -1 is an integer. Denote the knots by 1,~ C I. A uniform grid I~, with 
I,j C Iv C / ,  of size h = v -1 is constructed, with h = A/q, where q >~ max{2, m}. A 
bound on the uniform error [ I f - -  Sm [] is now given by 
COROLLARY 2.1. Assume f e Cm+l[I]. Then the error bound of Theorem 1 holds with 
f -- sm replacingf -- P,", and [I "[1~ representing the maximum error on Iv. 
Proof. Since I~ C Iv,  the maximum value of [ f  - -  s," [ at the knots is bounded by 
I l l  - -  s," [[~, so the bound (2.8) certainly holds on I~.  In the intervals of length zl 
between the knots, s,~ is a polynomial of degree m so that Theorem 1 holds. | 
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The requirement that Iv be a uniform grid can be eliminated by using only the second 
inequality in (2.8). 
COROLLARY 2.2. Assume that 11~ I = h/2 <~ A/2m ~, and that f ~ Cm+1[I]. Then the 
second inequality of (2.8) holds with f -  sm replacing f -  Pro, and [1 "[In representing 
the maximum error on I v . 
Proof. Lemma 2b of [9] holds for a nonuniform grid lv, so that the second 
inequality of (2.8) is valid on 1 -- I,~. | 
Finally an asymptotic bound for [If -- sm [[ as h ~ 0 (v ~ oo) follows directly from 
(2.8) and (2.9). 
where 
COROLLARY 2.3. As h -+ O, we have 
[[f--sml[ ~ min ~(f , s~,h ,O) ,  o~<o~<1 (2.19) 
m' 
1.2 
- -  ( ,a 'h l -O)  m+l  l l f   m+l) II II + (m + 1)! 
These bounds are illustrated with numerical results in Section 6. 
3. APPROXIMATION ON A RECTANGULAR DOMAIN 
The results of the previous section for an interval will now be extended to a 
rectangular domain in/-dimensional Euclidean space. We consider approximation by 
a tensor product of splines on this rectangular domain. This more general problem has 
also been considered from the point of view of interpolation (see, for example, [1, 2]). 
The main result is given in terms of the simpler problem of approximation by a 
product of polynomials of degree m, on a square domain. Let G C E ~ denote 
a square domain with sides of length A, and coordinates xj, i = 1,..., l. Thus 
G = {xlxj  ~ [0, A],j = 1,..., l}. Each coordinate is subdivided by a uniform grid 
of q + 1 points, q ~> max{2, m}, where qh = :t, and where the grid includes the end 
points xj = 0, A. We denote by Gq the square grid of (q + 1) z points obtained in this 
way. The norms l] "l] and I[ "[rh will denote the maximum on G and Gq, respectively. 
Given the functionf~ Cm+I[G], we consider its approximation by 
- -  1-[ 
J 
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where the Pm.~(x~) are polynomials of degree m in x~, for x~ c [0, A]. Also let D ra zj 
denote the m-th partial derivative with respect to the variable xj.  Note that 
D'~+aP tx~ = O, j = 1,..., I. 
THEOREM 2. Assume that 
l[ m+l  Dx~ 711 ~< " j ,  j = 1 .... , l (3.1) 
with (r I <~ (r~ <~ "" <~ cq. Then 
wh~e 
and 
[If -Pm II ~ o<o~lmin lh~Z(h, O)[If - P~ lib + ~(h ,  O) h m+l 
1-1 
• ~ o~_kAmk(h, 0)I, (3.2) 
k=0 
h (h, O) = t 
(1 + vm(h, 0) h 0, 
h <~A/m 
h <~ A/m e (3.3) 
I Ammm+l/(m + 1)[, h <~A/m 
h <~ Aim 2. (3.4) 
Proof. Again let p(x)=f (x ) -  P,~(x), and assume that IlPII = l p(2)l, with 
2 = (21,22 .... ,2z). Also let Hj denote the q + 1 grid points corresponding to the 
variable xj,  j = 1 ..... l. It follows that 
II p lib = max [ p(xl, x2 ..... x,)[. xfH j  (3.5) 
Consider the (q + 1) t-t points (21 ,..., 2t, Yt+, .... , y~) with y~ ~ H~., j = t + 1 .... , L 
Assume we know a bound on the maximum of I p(x)[ over these points. That is 
max I p(21 ,..., xt,  Yt+l .... , Yz)[ ~< r 
Y f l i t  
(3.6) 
Now consider any specific selection 33j E H~., j = t + 2 ..... /. We wish to obtain a 
bound on [ p(21 ..... 2t, xt+t, Yt+2 ,..., 33r)[, for xt+ 1 6 [0, A]. Since all variables are held 
fixed except xt+ x , the one-dimensional theory can now be applied. We use the bound 
of Theorem 1, where now [[f(m+l)[I = II Dx,+lfHm+l <~ ~ We have 
max [ p(21 2t, Yt+x, ~t+~ ,..., ~z)[ ~< Ct (3.7) 
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so that for h <~ A/m, the first inequality of (2.8) gives 
I p(~ ,..., ~,+~, P,+~ ,..., P31 
~< max [ p(~x ,..., gt, x~+x, ~+z ,..., ~)l ~< Amr § ~,hm+lgt+~. (3.8) 
xt+x~E0,A] 
Since this holds for every choice ~j E H~, j = t § 2,..., l, we must have 
max I P(gx ,..., ..~'t+l, Yt+~ ..... Y~)I <~ ~:t+x, (3.9) yj~H~ 
where ~f+l satisfies the recursion relation 
~:~+1 : "~m~t § ~tmhm+lgt+l" (3.10) 
Starting with t = O, this recursion has the solution 
l-1 
~z = A,~:o + )~m hm+l ~ ~z-k~m ~. (3.11) 
k=0 
From (3.9) with t + 1 ----- l, we have [ P(x)] ~< sr 9 By (3.5) we choose ~0 ---- [IP ][h, so 
that 
II P II = I p(~)l ~< a j  [I p lib § ;imh m+x ~ ~,_~A k. (3.12) 
k=0 
This is just (3.2) for h ~ Aim. 
In a similar way, we obtain (3.2) for h ~ A/m s, using the corresponding bound 
from (2.8). | 
In order to extend this bound to the approximation off(x) on a rectangular domain 
we consider the domain ~2 C Et: 
I2 ---- {x [ 0 ~< xj ~< b j , j  ----- 1,..., l). (3.13) 
Let SIn(A, x) denote a tensor product of one-dimensional splines of degree m on ~2, 
with uniform knot size A~ ~< A corresponding to the variable xj. The knot sizes are 
determined so that for positive integers p~, j = 1,..., l, we have/zsA ~. = b~. Specifically, 
we consider 
smCA, x) = 1-[ smCAj, x~), (3.14) 
where S,,,(A~, xj) has knots at x~ = 0, A~., 2Aj ,..., b~, and A = maxj A~.. Let ~2a 
denote the grid of I'I~=1 (PJ § 1) points formed by the knots in this way. 
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A finer grid s with ~2a C D~ is constructed by further division of the coordinate 
x~ into uniform intervals of length hj = A j/q, where q ~ max{2, m}. Also let 
h = A/q ~ maxj hi. A bound on the uniform error I I f -  Sm II on s is now given by 
COROLLARY 3.1. Assume f ~ Cm+a[s Then the error bound of Theorem 2 holds with 
f -- Sm repladngf -- P~,  and II "]Jh representing the maximum error on s 
Proof. In each rectangular domain (with sides As) determined by ~2,j the spline 
Sm(A,x) is a polynomial of the formP~(x). Theorem 2then applies to each such domain 
and therefore to the entire domain ~2. | 
As in the one-dimensional c se the requirement that the grid 12~ be uniform can be 
relaxed. Let 1~ denote a one-dimensional grid along the coordinate x~-, such that 
I~, D I,a 9 The finer grid s with Q~ C I2v C s is then gwen by f2~ -~ (]~=l I~.  As 
with Corollary 2.2, we now have 
COROLLARY 3.2. Assume that I Iv~ I ~ h/2 ~ A/m 2, j = 1 .... , l, and that 
f~  Cm+X[12]. Then the bound (3.2)for h ~ ~J/m z holds with f -  S,, replacing f -  P,~ 
and II " lJh representing the maximum error on s . | 
COROLLARY 3.3. For any specific function f e Cm+1[s assume the degree m, the knot 
sizes A~, and the grid 12~ are selected. Then the minimum error bgund for IJf -- S,~ [[ is 
achieved by determining Sm(A, x) so that I I f  - am lib = rain. 
Proof. For any specific f and fixed m, A~ and 12~, the second term in the error 
bound (3.2) is independent of the polynomial P,~(x) used. Similarly, in Corollaries 3.1 
and 3.2 the only term depending on the spline Sm(A , x) is I If-- am tfn. | 
4. CONVERGENCE 
We will consider the question of convergence in the somewhat more general context 
of approximation a closed and bounded omain s C E z, by a generaIized polynomial 
of the form 
V(~, x) = ~ ai~iCx), (4.1) 
i=1 
where the ~oi(x ) are appropriately selected functions on ~2. We wish to approximate 
a given functionf(x) on f2 by V(a, x) for some fixed n, 
Let {s denote a sequence of grids such that {J2v} C 12 and s C O~+ 1. Since 
I 12v [ = maxima minu~o~ [ x -- y [, it follows that [ f2v+ 1 I ~ [ ~Qv ]" We assume that 
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lim,.,oo I/2, I = 0. The norms II " II = maxu I 9 I and [1 " [l, = maxa, { 9 l will be used. 
Also for any specific f, let 
W(c~) = [ I f -  V(~)ll, 
%(~) = I I f -  V(~)lt,. 
(4.2) 
We assume that f  and the ~0~ are such that a best approximation v(~*, x) exists. That is 
wCo~*) = inf W(a). (4.3) 
Let A C E'* be a compact set containing n*, and let a '~  A achieve a minimum of 
W,(a) for n ~ ` 4. That is, 
7t~(a ") = min 7t~Ca). (4.4) 
Finally, we assume that for any n ~ .4, 
~,(~) ~< ~,.~.(~) + o~.. (4.5) 
where 7~ --+ 1 and to, ~ 0 as v ~ oo. 
The quantities actually computed (by linear programming) are a" and 7t,(~v). 
Convergence of W,(~') to 7t(o~ *) as v --+ oo with n fixed, is given by 
TrlEOaEM 3. The sequence {Tt,(~')} converges monotonically upward to W(a*). For 
any v the following bounds hold for 7t(~ *) and 7s(a,), 
(4.6) 
Proof. Consider two grids/2, and/2v+l " Since/2, C ~'~v+l , we have 
1/"tv(O~V+l ) ~ ~T/V+I(O(Y+I )- 
Also since 7t,(~) attains its minimum over a ~ A for a = a', we have W,(~) ~< 7t,(a'+l). 
Therefore, 7t,(a ") ~< W,+l(a'+l), so that {W~(a')} is monotone increasing. 
Since/2, C/2, we have 7t,(a *) ~ 7t(o~*). Then by (4.4) and the fact that o~* ~ .4, we 
have 
~',(~,) ~< ~,(~*) < ~'(~*). (4.7) 
By (4.3) we have 7t(ot *) ~< 7t(a'), and, using (4.5), 
~,(~*) ~< ~(~.) ~< y#,.(~.) + ~.. (4.8) 
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Combining (4.7) and (4.8) gives (4.6). It follows immediately from the monotone 
property of {~(aO}, the fact that 7~-+ 1, %--~ 0 as v -+ o% and (4.6), that 
Y'~(~) t ~'(~*). I 
This theorem will be used in the next section to show the convergence of the spline 
approximation (Theorem 4). 
We conclude this section by showing that once a coefficient vector c~  has been 
determined by minimization on ~2~, an improved bound on ~u(a~) = I l f -  V(a~)][ 
can be obtained by evaluation only, using a finer grid 12~. Note that from (4.2) we need 
only evaluatef(x) -- V(a ~, x) for x ~ J2~ in order to obtain ~up(a~). 
COROLLARY 4.1. Let ~ ~ A be given as in (4.4) and assume that (4.5) holds. Then for 
any ~ such that ~ ~ v and ~2~ C s , we have 
~.v(~o) < ~.,(~.) ~< ~u(~9 < r,~u,(~ v)+ %. (4.9) 
Proof. The first two inequalities follow directly from ~2 vC .(2~ C 12, while the third 
is given by (4.5) with a = a~. | 
5. PRODUCT SPLINE BASIS 
In order to apply the previous results it is necessary to use an appropriate basis for 
the tensor product of splines of specified egree m with specified knots. Such a suitable 
basis for computation is obtained by a slight modification of B-splines [5]. For a 
specified degree m and uniform knot size, this modification uses a single function 
tim(r) and forms a basis on the interval x ~ [0, l] by a linear combination of functions 
f lm(tzx- i). This representation, with the properties discussed below, simplifies the 
computation by leading to well-conditioned matrices with a special structure. For 
simplicity, we discuss only splines of odd degree; a similar basis can be used for splines 
of even degree. 
We define for m ~ 2k -- 1, 
where 
1 ~ (__1)~+ ~ 2k 
. .=_ + h) - ~)~ tim(r) = ~y. Zk  (j ( j  , (5.1) 
Ix% x > 0 (5.2) 
(x)~ = Io, x < o. 
The function tim(r) is symmetric about r = 0, bell-shaped and nonnegative on the 
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interval [--k, k], and vanishes identically outside this interval. More specifically, it 
has the following properties: 
{>0,  I~l  <k  
Lh)  i =o ,  L7 1 = k 
t =0, t~l >k ,  
3m(-~-) = 3m(#, 
/3re(o) > ~,~(-~), ~- # o, 
~, k-1 
I/3m(i)] = ~ tim(i) = 1. 
i=-oo i=l - -k  
(5.3) 
The derivatives/3~)(r), l = 1, 2,..., m, of/3m(~'), are given by 
,~,(.~) _ 1 ~ (j 2k)  
fl~" - (m -- l)! ~ (--1)J+k+t ( j  - -  T)~-*. j=_~ + k (5.4) 
It follows that 
~m(~) e C~-1, 
c~) k f lm(~ )=0,  l = O, 1,..., m- -  1, 
B~m(~) = O, for noninteger 7. 
(5.5) 
Furthermore, since (x) ~ = 1 for x > O, and (x) ~ = 0 for x ~ O, we also have that 
fl~mm)(r) is piecewise constant with discontinuities at r = --k,..., k, and fl~)(r) = fl~m)(j) 
fo r j  ~<T <j+ 1. 
Now consider the interval [0, I] and a uniform knot size A, with/zA = 1. It  can 
be shown that the n =/~ + m functions flm(/zx --  i), i = 1 --  k ..... /z + k --  1 are 
linearly independent on [0, 1]. Therefore, an arbitrary spline of degree m on [0, 1], 
with/z + 1 knots at x = iA, i = 0, 1,...,/z can be represented by 
~+k--1 
s~(o~, x) = E ~ -- i )"  (5.6) 
i=l--k 
Because of the compact support for each fl,~(tzx - -  i) there are at most m + 1 nonzero 
terms in this summation for any fixed x ~ [0, 1]. Furthermore, it can be shown that 
for any x ~ [0, 1], 
~+k--i 
Y~ ~mC~x - i) = 1 (5.7) 
i=l--k 
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so that we always have the bound 
II It sup 1 x)l max I I. (5.8) 
x~[O, l ]  
Finally, the derivatives of s,~(a, x) are given by the easily computed expressions 
d l u+k--1 
dx z sm(o~, x) = I~' 2 ~ -- i), (5.9) 
i=l--k 
where the fi~'(T) are given by (5.4). 
Now consider a rectangular domain/2 C E ~, as given by (3.13). Let Sm(A~) denote 
the class of tensor product splines of degree m on Q, with uniform knot size A t corre- 
sponding to the variable x~. as given by (3.14). A basis for S,~(A~) can readily be con- 
structed using the single function fl,n(r). To accomplish this, we represent any spline 
in S~(Aj) by products of the functions fl~(x~/A~ -- ij).)Specifically, from (3.14) and 
(5.6) we obtain 
ui+k-1 1 
S~(cx, x )= ~ cx,l.,~:..., ~l~/3~ (x~. _ it), (5.10) 
i j=l--k j=l 
j= l  . . . . .  l 
l 
where the coefficient vector a ~ E n, and n = 1--L'=t (/zj + m). Because of the compact 
support, there are at most (m + 1) z nonzero terms in this summation for any fixed 
x ~ I2. Furthermore, using (5.8) and an induction on j, it can be shown that 
I[ Sm 1[ = sup ] Sm(cz, x)] ~ max t ~,., ...... ,, I- 
x~ ~J 
(5.11) 
Other properties of Sin(a, x) follow directly from the properties of flm(~'). In particular, 
we have Dra+lS [a x) = 0 for x /A j  noninteger. 
X i ~k  ' 
To illustrate the behavior of this representation f product splines a contour map 
~ ~3(Y) is shown in Fig. 1. The square x E [--2, 2] y e [--2, 2] of compact support 
is shown with contour lines given by 
f13(x) fla(Y) = .05[fla(0)] 2i, i = 0, 1,..., 19. (5.12) 
The contour for i = 0 is the boundary of the square. It is rather surprising to observe 
that all other contours hown are almost circular. 
The representation (5.10) of a product spline is of the form (4.1), so that Theorem 3 
can now be applied directly to show convergence of the product spline approximation 
as h -+ O. 
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FIG. 1. Contour plot for fl3(x) fl3(Y). 
THEOREM 4. Let the assumptions of Corollary 3.2 hold. Then (4.6) holds with 
~b(~) = I ] f -  S,,(~)[I, y~ = A,?(h, 89 and 
Z--1 
o,. = L.(h, 89 h.~+t E ~,_~.~(h, 89 
k=O 
Proof. The assumption (4.5), with 7, and % as given, is satisfied for Sin(a, x) as 
shown by Corollary (3.2). Therefore, Theorem 3 holds with V(~, x) = S,~(~, x). 
6. LINEAR PROGRAMMING FORMULATION AND COMPUTATIONAL RESULTS 
As shown in Section 3, we obtain a minimum error bound by minimizing the error 
over the discrete grid Qv. We will now summarize the linear programming formulation 
which finds this minimum over ~v. This formulation will be given in the context of 
approximation by a generalized polynomial V(~, x) as given by (4.1) on a discrete 
grid g2, C D of v points. For the purposes of this formulation, these v points may be 
selected in any convenient manner. 
We assume that we are given a functionf(x) on -Q C E ~ and that a best approximation 
V(~*, x) tof(x)  exists on ~Q. We also assume we know a bounded polyhedral set A C E n, 
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such that ~* E d .  We introduce a scalar variable ~: and consider the following problem 
min ts~ -~ ~< V(cq x) -- f (x) <~ ~, Vx eY2~t (6.1) 
~,~ I ~CA )" 
This is a linear programming problem with n + I variables and 2v + ff inequality 
constraints, where ~ ~> n + 1 is the number of inequality constraints required to 
define A. The optimal solution to (6.1), say ~:" and c~  ~ A attain the minimum error over 
s That is, 
~b~(~) = H V(~0 --fH~ = s e~. (6.2) 
It is computationally more efficient o treat (6.1) as an unsymmetric dual problem and 
solve the equivalent primal problem using the standard simplex method [6]. This 
leads to a primal problem with n + I rows and 2v + ~/columns. The computing time, 
therefore, depends primarily on the number n of functions, and only in a secondary 
way on the number v of grid points. The values o f f  on D~ appear as the "cost row" 
in the primal problem, making it easy to use multiple cost row or parametric features 
of most linear programming codes to solve a sequence of problems with different 
functions f(x). In addition to the approximate solution V(a ~, x) and the maximum 
error ~ on X2~, the primal solution basis also gives a set of n + 1 points in sQ~ at which 
the maximum error is attained. Details of this formulation are given in [4] and [8]. 
As an example, consider approximation by the product spline basis S,~(~, x) as 
given by (5.10) on a rectangular domain ~2, using a uniform grid (2,. The grid ~2~ 
is constructed with a uniform interval h~ ~ A/q, corresponding to the coordinate xj.  
Z 
We then have n = [1~--'1 (/x~ q- m) and v = I--[~=1 (q/xj q- 1). 
In order to illustrate the material discussed above, spline approximations have been 
obtained for a number of selected test problems. For each problem the approximation 
sm(~ , x) or Sm(~L x) was determined using linear programming. Error bounds were 
also computed using Corollary 2.1 on the unit interval and Corollary 3.1 on the half- 
square. The best available a priori error bounds for the same problems are also given 
for comparison purposes. 
Results for two test problems on the unit interval x e I = [0, 1] are presented in 
Table 1, the first w i th f  = e 2~ and the second w i th f  ---- ~/0.01 + x. A fixed knot size 
A = 0.1 (t~ = 10) was used with both cubic and quintic splines and several different 
values for the grid size h = A/q. No explicit restriction was placed on ~, that is we 
took A -----E n. The representation sm(~, x) given by (5.6) was used and the best 
approximation s~(~ , x) on the grid I~, with h = (v --  1) -1, was determined by linear 
programming as discussed above. The error ~b~(~ ~) on the grid I~ and the bound on 
~b(~) -- ]If --  sm(~0JI as given by (2.8) are tabulated for each case. For comparison the 
table also gives the a priori error bounds of Hall [7] and $chultz [11] for the corre- 
sponding spline sm determined by interpolation at the knots. A more accurate bound 
57I/5[4-8 
446 ROSEN 
TABLE 1 
Spline Approximation on Unit Interval 
xE[0,1],A = 0.1 
Error Bounds 
f m h Wv(a v) Wr(a v ) Eqn. (2.8) Hall Schultz 
e 8= 3 0.1 0 2.97E-5 - -  1.5E-4 2.4E-3 ~ 
9 z* 3 0.025 1.15E-5 1.36E-5 2.8E-4 - -  
9 2~ 3 0.0125 1.15E-5 1.20E-5 4.3E-5 - -  - -  
e ~" 5 0.1 0 5.5E-8 - -  3.1E-8 8.7E-5" 
~/.01 + x 3 0.1 0 1.92E-2 - -  12.2 0.36 b 
~/.01 + x 3 0.0125 2.31E-3 2.32E-3 8.2E-3 - -  - -  
"v/.-~ + x 5 0.1 0 3.2E-2 - -  96.5 3.C 
C.01 + x 5 0.00625 6.6E-4 7.4E-4 3.6E-3 - -  
Theorem 2.9, Ref. [11]. 
b Theorem 2.8, Ref. [11]. 
on ~b(a ~) is also obtained by the use of a finer grid and Corollary (4.1). This 
finer grid Ir with 17 > v points is chosen with h = (t5 - -  1) -1 sufficiently small so that 
4,~(a ~) ~< 4,(a ~) ~< i,,4,~(~ v) (6.3) 
for some selected i , ,  > A m . In particular, we choose 
//m+t ~< (i m _ A) ~(~) /~ IIf "~+a~ II. (6.4) 
The values i3 ---- 2.0 and In ----- 4.0, were selected. The value of ~b~(~ v) is tabulated and 
in general will be a good estimate for the error ~b(~v), as well as a lower bound. Note 
that the determination of~p(a v) requires no further minimization; only evaluation of the 
error over the finer grid 1~. It  should also be remarked that additional points may be 
added with no difficulty to the grid I v used in the minimization and to the finer grid 
Ip used for evaluation. These additional points should be added where [If~ m+x~ II is 
largest and will improve both the approximation and the error bound. This was done 
for the test problems with f = x / .O~ by adding 10 (unequally spaced) points 
in the interval [0, .05] for both lv and I~. 
Results for the more difficult problem of approximation in two dimensions are 
presented in Table 2. The domain consists of the half-square x ~ [0, 1], y ~ [0, 0.5], 
with the function f = f(x, y) = e 2~u~ The product spline basis S,~(a, x, y) given by 
(5.10) was used with constant knot sizes A~ and Au in the x andy directions. A uniform 
square grid 12 v , with h = .0625 and v = 153 was used in the linear programming 
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TABLE 2 
Approximation by Product Spline on Half-Square 
x e [0, 1], y e [0, 0.5], f = e 2~2,/~  0.02 
447 
Error Bounds 
m A~ A~ h n ~(~v) 7~(c~ v) Eq. (3.2) Schultz a
3 0.333 0.2 b 48 0 2.0E-4 7.6E-4 .024 
3 0.333 0.2 .0625 48 9.37E-6 2.72E-5 2.6E-4 - -  
5 0.5 0.25 b 49 0 1.82E-5 2.1E-4 0.27 
5 0.5 0.25 .0625 49 1.14E-5 1.7E-5 2.0E-4 - -  
a Theorem 3.1 of Ref. [11]. 
b Interpolating spline; h~ = A~, hu ~ Au. 
minimizat ion to obtain ~v and ~b~(~v). Again no explicit restriction was placed on c~. 
A finer uni form square grid X2~ wi th / /=  .02 and ~ = 1326 was used for the evaluation 
to get ~b~(~ ~) and the error bound. The  error bound was computed using (3.2) with 
l = 2 and the first relations in (3.3) and (3.4). For comparison, the interpolating spline 
approximation (interpolation on f2, with h x ~ A~,  h u - -  Au)  and the corresponding 
a priori error bounds of Schultz [11] are also given. 
It is of some interest to see the error curve along a diagonal ine for this two- 
dimensional domain. This  is shown in Fig. 2 for the cubic product spline approxi- 
mation obtained with h = .0625, along the line y I--- 0.5x. Along coordinate directions 
-2  
Error x 10 5 
FIG. 2. Approximation by product spline on half-square. Error along diagonal line. 
Error = e 2~y2 -- Sm. 
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the error curve is close to a Chebyshev polynomial as in the one-dimensional case. 
Along the diagonal line the error curve is seen to oscillate but with unequal positive 
and negative peaks. 
7. EXTENSION TO LINEAR BOUNDARY VALUE PROBLEMS 
The previous results for the approximation of a given function by splines can be 
extended in a natural manner to the approximate solution of certain linear boundary 
value problems. Specifically, we consider problems defined by a linear differential 
operator with constant (or polynomial) coefficients. For such problems the error 
bounds and computational method are applicable with a minimum of difficulty. 
A closely related approach for both linear and nonlinear boundary value problems, 
which, however, does not take advantage of the nice properties of splines, is described 
in [10]. Other methods for the approximate solution of boundary value problems using 
splines have been presented; for example, in [2] and [11]. 
We first consider a differential equation on the interval I = [0, 1]. For a fixed 
q/> 1, let 
q 
L[u] =- Z aj(x) DJu, (7.1) 
j=O 
where at(x ) is a polynomial of degreej on/,  that is at(x ) e Y I i ,  and DJu = u ~j). Given 
a function g e Cm+l[I], with m ~ q + 1, we consider the problem 
L[u] = g on I (7.2) 
subject o q specified linear boundary conditions at x -- 0 (initial value) or at both 
x = 0, 1 (two-point boundary value). We will denote these q boundary conditions by 
B[u] = b. (7.3) 
It will be assumed that a unique solution u(x) on I exists satisfying (7.2) and (7.3). 
The solution is approximated by a spline sin(A; x) with uniformly spaced knots at 
a set of points I,j C I. We restrict he class of splines considered to those satisfying 
(7.3). Since m >7 q + 1, L[sm] is continuous on L Furthermore, since s,~ eI-I, ~ on 
I - -  I,~, DJsm e 1-Ira-j, so that L[sm] e 1-Ira on I -- I~. Therefore, 
Dm+lL[s~] = 0 on I -- Iz .  (7.4) 
The relevant error now is the one in the differential Eq. (7.2). We, therefore, let 
p(x) = g(x) - -  L[s,~] (7.5) 
and now obtain 
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THEOREM 5. Assume that I v is constructed as described for Corollary 2.1 
[Corollary 2.2]. Then the error bound given by (2.8) [second inequality of (2.8)] holds with 
g --L[s~] replacing f -  P~ and g(m+i) replacing f(~+l). 
Proof. The proof of Theorem 1 applies directly to this case using (7.5) and (7.4). 
The extension to the interval I is essentially the same as given in Corollaries 2.1 
and 2.2. | 
It  should be pointed out that an important special case of this theorem occurs 
when g(~+l) = 0. This immediately gives the bounds 
tA,. IIg --Z[s~]llh, h ~ Aim 
I[g - Z[sm][l ~ t[1 + ~m(h, 1)h] Ilg --Z[s~]lln, h ~ Aim 2. (7.6) 
Theorem 5 gives us a bound on the uniform error in the differential equation 
[1 g --  L[sm]]l in terms of the corresponding error on lv .  In order to bound the error 
in the approximate solution [[ u --  sm II we need an additional relation between these 
two quantities. Many problems of the form (7.2) and (7.3), with unique solutions, 
possess the following monotone property which gives us this additional relation: 
MONOTONE PROPERTY. There exists a constant K such that if w is any function with 
B[w] = b and L[w] continuous on I, then 
II u - w II <~ K I1 L [u]  - -  L[w]tl. (7.7) 
Since w = sm satisfies these conditions and since L[u] = g, this monotone property 
immediately allows us to use Theorem 5 to bound ]l u --  sm H in terms of the computed 
(minimized) quantity I I g - L[Sm]H~. 
In order to obtain the approximate solution to (7.2) and (7.3) we again assume a 
uniform knot size and use the representation for sm in terms of the function fl,~(r) as 
given by (5.6). Linear programming may again be used in essentially the same manner 
as discussed in Section 6. 
First considering the boundary conditions (7.3), we use the linearity of B and (5.6) 
to give 
B[sm] = Z a,B[fim] = b. (7.8) 
i 
These relations give q linear equations on the coefficients er i . For example, in the 
initial value problem, B[u] = b represents u(~)(0) = bs, j = 0, 1,..., q - -  1. Then 
(7.8) requires that the ~i satisfy 
u+k--1 
2 =i/3(f(--i) = bj/td , j = 0, 1,..., q - -  1. (7.9) 
i=1--/r 
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These q linear equations are then included in the polyhedral set A. In order to mini- 
mize the error II g - Z[sm]]ln on the discrete set I v , we let 
t~,(x) -~ L[flm(tzx -- i)]. (7.10) 
The minimization is then carried out by solving (6.1) with 
~i+k--1 
V(a, x) = • aif}~(x). (7.11) 
i=l - -k  
The solution to this linear programming problem gives the coefficient vector ~, 
and the corresponding function s~(a ~, x), given by (5.6), which satisfies the boundary 
conditions and minimizes the error in the differential equation on the discrete set Iv. 
Provided a monotone property holds, a bound on the error H u - sm(a~)]] can be easily 
obtained using Theorem 5. 
It should also be noted that the determination of the approximate solution by linear 
programming does not depend on the coefficients aj(x) being polynomials. The compu- 
tational method described can be used to obtain an approximate solution assuming 
only that the coefficients are continuous on L Of course, for this more general case 
the error bounds may not be valid. 
In order to extend the results to linear partial differential equations we consider a 
closed and bounded rectangular domain/2 C E ~ as in Section 3. We denote by 012 the 
boundary of/2. We limit consideration to linear partial differential equations with 
constant coefficients. Let L[u] denote a partial differential operator with constant 
coefficients. It is assumed that the highest partial derivative with respect o any one 
variable occuring in L[u] is not greater than q. Given a function g e Cm+1[/2], with 
m ) q + 1, we consider the problem 
L[u] = g on g2 (7.12) 
subject o appropriate boundary conditions. The boundary conditions are assumed to 
be given in terms of one or more linear boundary operators with constant coefficients. 
I f  differential operators are involved, they satisfy the same restriction on partial 
derivatives as L[u]. We denote these boundary conditions by 
B[u] = b on 0/2. (7.13) 
For example, B might be the identity operator or the normal derivative on each 
boundary face. As in the one-dimensional case, we assume that a unique solution 
u(x) on/2 exists satisfying (7.12) and (7.13). 
For this multidimensional problem the solution is conveniently approximated by 
a product spline SIn(A; x) as used in Corollary 3.1 or Corollary 3.2. Because of the 
derivative restriction assumed onL and B, we have thatL[S,,] and B[Sm] are continuous 
on/2 and 0/2, respectively. Furthermore, since L[Sm] and B[S,~] are at most poly- 
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nomials of degree m in xi on S9 --  g?,~, we have Dm+aLrS 1 _--- 0 and Dm+XBrS 1 = 0 
x i L mJ  ~ i  L ~?~J 
onO-~.  
We could apply the results of Sections 3 and 5 directly to this multidimensional 
problem as we did in the one-dimensional case, except for the one significant difference 
that, in general, we can no longer satisfy the boundary conditions exactly. We must 
therefore take into account he error in both the differential equation and the boundary 
conditions. To apply the bounds of Corollaries 3.1 and 3.2 to the error in the differential 
equations we let p g L[S~] on ~ and assume that m+l = --  ]tD~j ~[l~ ~o~, j= 1,...,l. 
Similarly, for the boundary error we let p = b -  B[Sm] on 00, and assume that 
ff D~ +lb [[0s~  at ,  j = 1,..., 1. We then obtain 
THEOREM 6. Assume that the discrete grid g2~ C s and ~ C ~,  is constructed 
as for Corollary 3.1 or Corollary 3.2. Then the error bond (3.2) holds on 0 with g -- L[ S~] 
replacing f -- Pro, and on Og) with b -- B[S,~] replacing f - P~ . | 
In order to make the best use of these error bounds in determining an approximate 
solution we again need a monotone property to relate the errors in (7.12) and (7.13) 
to the error ]1 u --  Sm Ila. For many boundary value problems a monotone property 
can be obtained in the following form: 
MONOTONE PROPERTY. There exist constants Ka and Kb such that if w is any function 
with L[w] and B[w] continuous on ~ and OQ, respectively, then 
I] u --  w lla ~< Ka [I L[u] -- L[w][Ja + K b ]J B[u] -- B[w]Jler~. (7.14) 
For computational purposes the product spline representation Sin(a; x) given by 
(5.10) is again used. Assuming the monotone property and in view of Theorem 6, 
we can minimize the error bound by solving a linear programming problem related 
to (6.1). To illustrate, we consider the special ease where B is the identity operator 
so that (7.13) requires u = b on each l -  1 dimensional face of the rectangular 
domain Q. Thus the boundary conditions, if considered alone, would lead to a problem 
in E ~-a essentially as given by (6.1) with f = b, for each face of d?. We will also assume 
that Din+a- = Dm+lb = O, i = 1 .... , l. Choose any discrete grid Q~ C ~Q and ~ C Od? 
satisfying the requirements of Corollary 3.1. Then from Theorem 6 and (7.14) we have 
II u - & .  II~ ~< K~;L. z H g[s~] - -  g I1~ + gb~ -1 [I S, .  - -  b II0~ 9 (7.15) 
Thus to find S~(a, x) so as to minimize the error bound we introduce two scalar 
variables ~: and ~, and solve the linear programming problem 
min IKaA,,~ + K Atm-l~ ~_~ xi ~ L[Sm(a, x)] - -  g(x) ~ ~ Vx ~ ~2~t (7.16) 
e,~,o, <~ S~(o:, x) -- b(x) <~ g Vx ~ Of 2,, ~" 
The optimal solution gives the values ~, ~, ~", the approximating spline S,,(~", x), and 
b---1 the minimum error bound KaA~'~ + KbA,,, ~ for [[ u --  Sm(~)lta. 
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