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Backhaul networks are used to interconnect access points and further connect them 
to gateway nodes which are located in regional or metropolitan centres. 
Conventionally, these backhaul networks are established using metallic cables, 
optical fibres, microwave or satellite links. With the proliferation of wireless 
technologies, multi-hop wireless backhaul networks emerge as a potential cost 
effective and flexible solution to provide extended coverage to areas where the 
deployment of wired backhaul is difficult or cost-prohibitive, such as the difficult to 
access and sparsely populated remote areas, which have little or no existing wired 
infrastructure.  
 
Nevertheless, wireless backhaul networks are vulnerable to node or link failures. In 
order to ensure undisrupted traffic transmission even in the presence of failures, 
additional nodes and links are introduced to create alternative paths between each 
source and destination pair. Moreover, the deployment of such extra links and nodes 
requires careful planning to ensure that available network resources can be fully 
utilised, while still achieving the specified failure resilience with minimum 
infrastructure establishment cost.  
 
The majority of the current research efforts focus on improving the failure resilience 
of wired backhaul networks but little is carried out on the wireless counterparts. Most 
of the existing studies on improving the failure resilience of wireless backhaul 
networks concern energy-constrained networks such as the wireless sensor and ad 
hoc networks. Moreover, they tend to focus on maintaining the connectivity of the 
networks during failure, but neglecting the network performance. As such, it calls for 
a better approach to design a wireless backhaul network, which can meet the 
specified failure resilience requirement with minimum network cost, while achieving 
the specified quality of service (QoS).  
 
In this study, a failure resilient wireless backhaul topology, taking the form of a 
ladder network, is proposed to connect a remote community to a gateway node 
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located in a regional or metropolitan centre. This topology is designed with the use of 
a minimum number of nodes. Also, it provides at least one backup path between each 
node pair. With the exception of a few failure scenarios, the proposed ladder network 
can sustain multiple simultaneous link or node failures. Furthermore, it allows traffic 
to traverse a minimum number of additional hops to arrive at the destination during 
failure conditions.  
 
WiMax wireless technology, based on the IEEE 802.16 standard, is applied to the 
proposed ladder network of different hop counts. This wireless technology can 
operate in either point-to-multipoint single-hop mode or multi-hop mesh mode. For 
the latter, coordinated distributed scheduling involving a three-way handshake 
procedure is used for resource allocation. Computer simulations are used to 
extensively evaluate the performance of the ladder network. It is shown that the 
three-way handshake suffers from severe hidden node problem, which restrains 
nodes from data transmission for long period of time. As a result, data packets 
accumulate in the buffer queue of the affected nodes and these packets will be 
dropped when the buffer overflows. This in turn results in the degradation of the 
network throughput and increase of average transmission delay. 
 
A new scheme called reverse notification (RN) is proposed to overcome the hidden 
node problem. With this new scheme, all the nodes will be informed of the minislots 
requested by their neighbours. This will prevent the nodes from making the same 
request and increase the chance for the nodes to obtain all their requested resources, 
and start transmitting data as soon as the handshake is completed. Computer 
simulations have verified that the use of this RN can significantly reduce the hidden 
terminal problem and thus increase network throughput, as well as reduce 
transmission delay. 
 
In addition, two new schemes, namely request-resend and dynamic minislot 
allocation, are proposed to further mitigate the hidden node problem as it deteriorates 
during failure. The request-resend scheme is proposed to solve the hidden node 
problem when the RN message failed to arrive in time at the destined node to prevent 
it from sending a conflicting request. On the other hand, the dynamic minislot 
allocation scheme is proposed to allocate minislots to a given node according to the 
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amount of traffic that it is currently servicing. It is shown that these two schemes can 
greatly enhance the network performance under both normal and failure conditions.  
 
The performance of the ladder network can be further improved by equipping each 
node with two transceivers to allow them to transmit concurrently on two different 
frequency channels. Moreover, a two-channel two-transceiver channel assignment 
(TTDCA) algorithm is proposed to allocate minislots to the nodes. When operating 
with this algorithm, a node uses only one of its two transceivers to transmit control 
messages during control subframe and both transceivers to transmit data packets 
during data subframe. Also, the frequency channels of the nodes are pre-assigned to 
more effectively overcome the hidden node problem. It is shown that the use of the 
TTDCA algorithm, in conjunction with the request-resend and RN schemes, is able 
to double the maximum achievable throughput of the ladder network, when 
compared to the single channel case. Also, the throughput remains constant 
regardless of the hop counts.  
 
The TTDCA algorithm is further modified to make use of the second transceiver at 
each node to transmit control messages during control subframe. Such an approach is 
referred to as enhanced TTDCA (ETTDCA) algorithm. This algorithm is effective in 
reducing the duration needed to complete the three-way handshake without 
sacrificing network throughput. It is shown that the application of the ETTDCA 
algorithm in ladder networks of different hop counts has greatly reduced the 
transmission delay to a value which allows the proposed network to not only relay a 
large amount of data traffic but also delay-sensitive traffics. This suggests that the 
proposed ladder network is a cost effective solution, which can provide the necessary 
failure resilience and specified QoS, for delivering broadband multimedia services to 
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1.1 SCOPE OF THE THESIS 
Although information communication technology (ICT) services are prevalent in 
densely populated and developed urban areas, many geographic regions, particularly 
the sparsely populated remote areas, still remain without access to these services. 
Telecommunication service providers are not keen to extend their services to cover 
these areas, which are often regarded as commercially unviable due to the much 
lower demand for services compared to the urban areas [1]. Also, the provision of 
ICT services to the remote areas incurs high costs, as it requires an appropriate 
backhaul network for delivering broadband telecommunication services to remote 
communities from gateway nodes located in regional or metropolitan centres. 
Moreover, the deployment of wired ICT systems in remote areas is often 
challenging, due to the unavailability of existing infrastructure and the difficult 
topographical conditions, like mountainous terrain, valleys, swamp, etc.  
 
Satellite communication has traditionally been used to provide telecommunication 
services to remote rural areas. Although it is able to provide flexible coverage, its 
total throughput is relatively low of the order of a few Mbps [2]. Often, its use incurs 
a high on-going subscription cost. Because of the large uplink and down-link 
distances, a satellite communication link tends to suffer from excessive round trip 
propagation delay which could be as long as half a second [3]. For this reason, echo 
cancellation is usually applied in satellite links to maintain acceptable quality for 
voice communication. On the other hand, it is desirable to investigate other 
alternative wireless backhaul technologies which could provide cost effective ICT 
services to remote rural regions. One possible solution is to make use of a terrestrial 
broadband wireless backhaul, which could be based on an off-the-shelf radio 
technology, such as the IEEE 802.16 standard. It is envisaged that such a wireless 
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backhaul would be able to support throughput in the order of tens of Mbps in 
conjunction with average delay of less than 150 ms with proper scheduling and 
routing [4].  
 
Nevertheless, the wireless IEEE 802.16 backhaul network is susceptible to 
occasional failures due to local geographical and climate conditions, as well as 
interference caused by other extraneous electrical signals. In order to maintain 
undisrupted traffic transmission, even in the presence of network failures, it is 
essential to incorporate failure resilience in the design of a wireless backhaul 
network. Failure resilience is the ability of a network to perform its designated set of 
functions with minimal sacrifice of quality of service (QoS) when failures occur [5, 
6]. This requires the network to be able to detect possible failures and redirect traffic 
away from failed network segment via alternative paths by adopting some form of 
traffic rerouting scheme. In addition to ensuring the successful arrival of traffic at the 
destination, it is also important to examine the effect of adding extra nodes and links 
to the network for providing failure resilience on the performance of the network 
during both normal and failure conditions.  
 
Most of the existing research efforts tend to focus on improving the failure resilience 
of wired backhaul networks [7-13], but less investigate the wireless counterpart, 
although it has started to draw attention recently [14]. In fact, the design of failure 
resilient wireless backhauls, which requires the consideration of several constraints 
specific to the broadcast nature of wireless, such as interference and transmission 
power, is conspicuously more challenging compared to its wired counterpart. For this 
reason, the majority of existing studies tend to focus on achieving one of the various 
factors, for example, maintaining connectivity among the nodes during failure, but 
do not consider the possible increase of co-channel interference when additional 
nodes and links are incorporated for improving the failure resilience of a network. 
Also, most of these studies are devoted to looking at ways of improving the failure 
resilience of energy-constrained wireless sensor and ad hoc networks [14-20]. 
However, the operational requirements of these networks are quite different from 
wireless backhaul networks. As such, it calls for a better way to design a failure 
resilient wireless backhaul network to achieve a specified QoS requirement while 
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still meeting the specified failure resilience with minimum infrastructure 
establishment cost.  
 
1.2 OBJECTIVES AND ORIGINAL CONTRIBUTIONS 
The primary objectives of this research are:  
a) To design a multi-hop wireless backhaul network that can tolerate multiple 
simultaneous node and link failures for delivering broadband 
telecommunication services to a remote community from a regional or 
metropolitan centre.  
 
b) To investigate ways of realising a multi-hop wireless backhaul through the 
use of minimum number of intermediate nodes while meeting the necessary 
level of failure resilience.  
 
c) To study the performance of the IEEE 802.16 coordinated distributed 
scheduling operating in a failure resilient multi-hop wireless backhaul 
network, and improve on any shortcomings, in order to achieve greater 
throughput and lower transmission delay during normal operation as well as 
under failure conditions.   
 
In order to achieve these aims, the following novel contributions are the highlights of 
this research:  
i) A failure resilient multi-hop wireless backhaul network, which has a high 
degree of resilience and can provide at least a backup path for every node 
pair, is proposed and presented in Section 4.3. Such a network is able to 
sustain multiple simultaneous node and link failures. Also, traffic in the 
network needs only to traverse a minimum number of hops when it is 
rerouted during failures. Moreover, the design of such network is realised 
with the use of a minimum number of nodes.   
 
ii) It is identified that the IEEE 802.16 coordinated distributed scheduling 
suffers from severe hidden node problem in Section 4.4.3. A novel reverse 
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iii) A request-resend scheme is proposed to further reduce the hidden node 
problem, especially in the presence of a node or link failure. With this 
scheme, which is described in Section 5.3.1, a node will send a new request 
when it fails to get its requested minislots due to the hidden node problem. 
The request-resend scheme incorporated with the RN scheme is shown to be 
able to significantly reduce the hidden node problem in the proposed ladder 
network during normal condition. As a result, the throughput achieved is very 
close to the theoretical maximum traffic load that can be supported by the 
network.  
 
iv) A dynamic minislot allocation scheme is formulated to dynamically allocate 
minislots to links according to their level of congestion during failure 
conditions. This scheme involves assigning a larger number of minislots to 
links that are required to reroute traffic. This is done by allocating a few non-
consecutive minislot blocks to these links if continuous minislots are not 
available. The dynamic minislot allocation scheme, when operating in 
conjunction with request-resend and RN, is shown to be able to improve the 
throughput of the ladder network, independent of the number of hop counts, 
during failure condition. A detailed description of this scheme is presented in 
Section 5.3.2.  
 
v) To further improve the throughput performance of the wireless backhaul 
network, a two-channel two-transceiver distributed channel assignment 
(TTDCA) algorithm is proposed to allocate minislots to the individual nodes 
equipped with two transceivers. With this algorithm, which is described in 
Section 6.2, all nodes will tune one of their transceivers to a common channel 
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vi) When operating with the TTDCA algorithm, a node only uses one of its two 
transceivers during the control subframe. An enhanced TTDCA (ETTDCA) 
algorithm is proposed in Section 6.4 to make use of the second transceiver to 
transmit grant information elements (IEs) in the control subframe. It is shown 
that this algorithm is effective in reducing the transmission delay without 
sacrificing the network throughput. 
 
1.3 STRUCTURE OF THE THESIS 
In Chapter 2, the type of failures commonly encountered in a wireless backhaul is 
discussed. This is followed by a description of conventional backhaul topologies and 
their shortcomings. Then, the essential factors that influence the design of a failure 
resilient wireless backhaul are examined before the current research efforts are 
reviewed. The design of wired and wireless failure resilient networks and the 
differences between the two are also identified.  
 
Next, in Chapter 3, the physical and medium access control (MAC) layer 
specifications of the IEEE 802.16 standard are presented. This includes the 
description of the IEEE 802.16 mesh mode frame structure, coordinated distributed 
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scheduling, and the three-way handshake procedure. This is followed by an extensive 
literature review of existing techniques, which have been proposed for improving the 
performance of the coordinated distributed scheduling and three-way handshake, 
such as the alteration of holdoff exponent and holdoff base values, enhancement of 
data scheduling, as well as using multiple frequency channels for transmissions.  
 
In Chapter 4, the various factors considered in the design of a failure resilient 
wireless backhaul network are examined. Then, a simple failure resilient ladder 
network is described in Section 4.3. The IEEE 802.16 three-way (TW) handshake is 
then applied for coordinated distributed scheduling in the proposed ladder network 
and the performance of the network is evaluated. It is shown that the TW handshake 
procedure suffers from a severe hidden node problem and thus a new reverse 
notification (RN) scheme is proposed in Section 4.4.4 to overcome the problem. 
Computer simulated results for the performance of the RN scheme during normal 
condition are presented in Section 4.4.5.  
 
The performance of the RN scheme in the presence of a link or node failure is 
examined in Chapter 5. Two new schemes, namely request-resend and dynamic 
mini-slot allocation, are proposed for incorporation in the standard IEEE 802.16 
coordinated distributed scheduling in conjunction with RN for use in the ladder 
network. The performance of the new schemes is then evaluated during both normal 
and failure conditions. Moreover, the effect of varying the buffer size and packet size 
on the performance of the ladder network is also examined. Furthermore, the 
performance of the ladder network is compared with a network which consists of two 
parallel paths of the same number of hop counts. This has been carried out with the 
networks operating under unidirectional and also bidirectional traffic transmissions.  
 
In Chapter 6, a two-channel two-transceiver distributed channel assignment 
(TTDCA) algorithm is presented in Section 6.2. Then, an enhanced TTDCA 
(ETTDCA) algorithm is proposed in Section 6.4 to make use of both transceivers in a 
node to transmit control messages during the control subframe. The performance of 
such an algorithm during normal and failure conditions is evaluated in Section 6.5. 
The performance of the ladder network in the presence of bidirectional traffics is also 
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investigated. Finally, the major findings are reviewed and recommendations for 
future studies are made in Chapter 7.   
  7
CHAPTER 2  





Backhaul networks are used to interconnect intermediate nodes or base stations to 
gateway nodes which are located in regional or metropolitan centres. Often, these 
backhaul networks link several distant communities in urban, suburban, or rural 
areas, with the aim to provide users in these areas with broadband and 
telecommunication services. These networks are designed to carry large amounts of 
data and real time traffics such as voice and video, which flow to or from the 
gateways via the intermediate base stations. An example of a backhaul network is 









Figure  2-1 An example of backhaul network. 
 
Traditionally, backhaul networks are established using metallic cables, optical fibres, 
microwave or satellite links. Both metallic cables and optical fibres are guided 
transmission media where signals are directed to travel within the physical limits of 
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the medium. In metallic cables, signals are transported in the form of electrical 
current whereas in optical fibres signals are transmitted in the form of light. These 
transmission media are reliable and secure as they are less affected by interference, 
fading, and weather. Moreover, they can provide high transmission speed, making 
them the most appealing options to be deployed in highly populated urban and 
suburban locations. Occasionally, microwave or satellite links are used in areas 
where wired connections are unavailable or difficult to install because of terrain 
constraints. Microwave transmissions can be carried out in licensed or unlicensed 
frequency bands. Often, backhaul networks are established in licensed frequency 
bands to provide reliable and good quality of service (QoS). On the other hand, 
satellite links are established between earth-orbiting communications platforms and 
base stations on earth. Satellite links could be readily set up to provide flexible 
coverage. However, high establishment costs and long propagation delays tend to 
make satellite communication a less attractive option for use in backhaul networks 
[2]. For example, typical propagation delay for satellite links is around 270 ms plus 
processing delay, and this is more than the generally acceptable end-to-end delay of 
150ms for real time services, such as voice telephony [21].  
 
Today, fast growing bandwidth demands for telecommunication services, 
particularly high speed data services such as internet access, video calls and even 
mobile television, are putting great strains on many existing communication 
backhaul networks. Also, there is a tendency nowadays to narrow the so called 
digital divide between the highly populated urban centres, and often remote and 
small rural communities. These have put pressure on service providers to upgrade the 
capacities of backhaul networks in high population density urban areas, and extend 
the coverage range in order to offer broadband services to remote population centres. 
As such, service providers are now looking beyond traditional backhaul technologies 
for a potentially low cost and easy to deploy solution, such as the use of wireless 
technologies, to meet the challenge of providing cost effective broadband services to 
the remote rural communities.  
 
The use of wireless technologies makes rapid deployment of low cost backhaul 
networks possible in locations which are difficult to reach, or with low population 
density. Furthermore, a wireless backhaul can be readily expanded by introducing 
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additional base stations to the existing network, if required, to increase its coverage 
and accommodate more users.  
 
The open broadcast nature of wireless communications tends to make operation of a 
wireless backhaul network susceptible to local geographical and climatic conditions, 
as well as interference caused by other extraneous electrical signals. The former can 
adversely alter the channel characteristics of a wireless link by giving rise to 
excessive waveform distortion and attenuation. On the other hand, interference can 
cause degradation in the signal-to-noise ratio. As a result, a wireless link may lose its 
connectivity leading to what is normally termed link failure. Furthermore, a loss in 
network connectivity can also occur in the event of faulty radio equipment at a node. 
This is usually referred to as a node failure. In order to maintain undisrupted traffic 
transmission, even in the presence of network failures, it is crucial to incorporate 
failure resilience in the design of wireless backhaul networks [22, 23]. Failure 
resilience is defined as the ability of a backhaul network to perform its designated set 
of functions when failures occur, even though this might mean a momentary 
degradation in QoS [5, 6]. As such, a failure resilient wireless backhaul network 
should be able to detect possible failures and minimise potential traffic losses, by 
redirecting traffic away from the failed network segment through the use of some 
form of traffic rerouting scheme. Traffic rerouting is only feasible if alternative paths 
are available between the source and sink nodes in the network. Hence, in order to 
design a failure resilient wireless backhaul network, it is necessary to consider the 
types of possible failures and other factors, such as the network cost, level of 
connectivity, and rerouting schemes.  
 
2.2 BACKHAUL FAILURES 
Two types of transmission failure can occur in a backhaul network, namely node and 
link failures. A communication link failure is detected when traffic fails to arrive at a 
particular node within a specified period of time. Such a failure may occur due to 
congestion caused by heavy traffic, node mobility, the hidden station problem, or 
damage to an upstream node [24]. Although a link failure may involve a single or 
multiple links, in practice, single-link failure is more likely to happen [25, 26]. On 
the other hand, a node failure is caused by equipment breakdown, which in turn 
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could be associated with one or more factors, such as power failure, natural disaster, 
incorrect maintenance or human errors. The occurrence of a node failure is generally 
less frequent than for a link failure. However, a node failure always gives rise to 
more than one link failure. For this reason, greater effort is normally devoted to 
minimise node failure, and provide necessary backup in case when this happens [26, 
27]. 
 
Backhaul failures can further be categorised as either permanent or transient failures. 
The former will usually involve physical repair to restore the normal network 
operation. Node failures may in most cases be considered as permanent failures. 
Conversely, transient failure, which is common in link failures, can often be 
recovered automatically in a very short period of time. As such, its impact on the 
network performance is often transitional. In fact, there is little attempt to try to 
correct for transient failures, as such a move may induce undesirable oscillatory 
behaviour or instability to the network [26]. 
 
Occasionally, the occurrence of a single failure at a link or node may lead to multiple 
such failures in the network. An example is when traffic directed to a failed node is 
redistributed to its neighbouring nodes with the possible consequence of causing 
some of these nodes to become overloaded with traffic and failed. Since the 
occurrences of these events are interrelated, the resulting failures are referred to as 
correlated. Other causes of correlated failures are natural disasters, terror attacks, and 
power outages. 
 
2.3 CONVENTIONAL BACKHAUL TOPOLOGIES 
Backhaul networks are usually established using one or a combination of the basic 
topologies, such as chain, tree, star, and ring, as shown in Figure  2-2(a) ─ (d), 





Network nodes Communication link
 
Figure  2-2 Basic network topologies: (a) chain, (b) tree, (c) star, and (d) ring.  
 
These basic topologies only provide a single link between a given pair of nodes, thus 
making them susceptible to failure in traffic delivery. For a network to be able to 
sustain link or node failure, alternative paths between each pair of nodes will have to 
be established using additional links and nodes. For example, in Figure  2-3(a), a 
bypass route is provided for rerouting traffic in case the original link between the 
source and destination nodes fails. On the other hand, when the intermediate node 
between the source and destination nodes, as shown in Figure 2-3(b), fails, traffic can 
then be rerouted via an alternative route, which bypasses the failed node, to arrive at 
the destination. However, the introduction of any extra link and node will incur 
additional cost to network deployment. For this reason, the design of a failure 
resilient backhaul network calls for careful planning to ensure that the specified level 





Figure  2-3 Addition of a bypass route for: (a) a link failure in the original route; and 
(b) a node failure in the intermediate node. 
 
2.4 CONSIDERATIONS IN THE DESIGN OF FAILURE RESILIENT 
NETWORK 
The design of a failure resilient backhaul network often begins with the use of a 
physical topology graph to represent the network. An example of a topology graph 
that constitutes various network nodes and links is shown in Figure  2-4. In this case, 
each node on the graph represents a network element, such as a base station. Also, 
possible communication links between network nodes are indicated by the lines or 
arcs connecting individual pairs of nodes. When designing a failure resilient 
backhaul network, it is necessary to consider the following factors: 
 
 Deployment cost 
 Type of failures 
 Level of connectivity or failure resilience 
 Traffic rerouting strategy 
 Required quality of service 
 




Figure  2-4 An example of a physical topology graph for a network. 
 
2.4.1 Network Deployment Cost 
The deployment cost of a network is generally associated with the total costs of 
setting up all the necessary network nodes and links. They include costs of equipping 
a node with the required hardware, and the materials used to implement a physical 
link, such as metallic or optical cable in the case of a wired network. In addition, 
there are labour costs involved in installing these nodes and links. The latter depends 
very much on the geographical terrain where the actual installations take place. Both 
of these material and labour costs are highly variable, depending on numerous 
factors, such as types and vendors of equipment, and geographical sites of individual 
nodes and links. For this reason, generalisation of the network deployment budget is 
not practicable. Moreover, it is reasonable to assume that the deployment cost is 
likely to grow with the number of nodes and links required. In order to keep the 
deployment cost low, it then becomes necessary to design a network which is 
capable of meeting the specified performance with as few nodes and links as possible  
[7] .   
 
2.4.2 Type of Failures 
Topology design of a failure resilient backhaul network is also influenced by the type 
of failures encountered. In the case of a node failure, backup paths that are typically 
node-disjointed or not sharing their origin with a failed node, are provided for 
rerouting traffic [28]. For example, as illustrated in Figure  2-5(a), Route 2, which is 
node-disjointed from Route 1, is used to provide backup for the failure of node B or 
C. On the other hand, link disjoint paths are introduced for rerouting traffic during a 
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link failure. In this case, a link disjoint path is one which does not share any segment 
of the route involving the failed link. As shown in Figure  2-5(b), Route 4 is 
considered as link disjointed from Route 3, and it may be used as backup path for the 
two links on Route 3.   
 
Often, a node disjoint path may also provide backup for links on the original route as 
well as the links adjoining the route. Referring again to Figure  2-5(a), Route 2, which 
is a node disjoint path, can also provide backup for the link from node A to node B, 
and that from node C to node D. Likewise, as shown in Figure  2-5(b), Route 4, being 
a link disjoint path, may also act as a backup route for the nodes along the original 
route, i.e., Route 3, say when node Q malfunctions.  
 











Figure  2-5 Backup paths: (a) Route 2 is node-disjointed from Route 1; and (b) link-
disjointed routes, i.e., Route 3 and 4.  
 
Furthermore, node or link disjoint paths are introduced as either dedicated or shared 
protection paths [29]. In the case of dedicated path protection, each individual node 
or link is protected with one or more dedicated alternative paths. In the event of a 
failure, traffic is rerouted via the alternative paths. Figure  2-6(a) shows an example in 
which two dedicated backup paths are provided to protect node Q, and the 
transmission link between nodes P and Q. In this way, a large amount of network 
resource will need to be devoted to provide individual backups for all the nodes and 
links in a backhaul network. Consequently, the practice of providing dedicated path 
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protection becomes very costly. An alternative approach is the shared protection 
scheme, which allows several nodes or links to make use of a small set of backup 
paths. In the simple example of Figure  2-6(b), a shared backup path is used to reroute 
traffic when there is a failure of either node Q or the link from node P to node Q. 
Although the use of shared protection paths often results in savings in network costs, 
it does not necessary guarantee the availability of sufficient restoration capacity in 
the event of multiple node and link failures. Again, referring to Figure  2-6(b), if both 
node Q and the link between node S and node T were to fail, traffic from node P will 
not be able to reach node R. This shortcoming may instead be overcome through the 
use of a combination of dedicated and shared protection as proposed in [30]. Such an 
approach is adopted in this study by providing a dedicated backup path to protect 
against a possible failure in a given network route. In addition, shared path protection 
is introduced to ensure an alternative route is available in case a subsequent failure 
also occurs in the dedicated backup path.  
 
 
Figure  2-6 The backup paths used for rerouting traffic during the failure of node Q or 
the link between node P and Q can be provided as: (a) two distinct dedicated backup 
paths; or (b) a shared backup path.  
 
2.4.3 Level of Connectivity 
To enable a network to sustain multiple link and node failures, the level of 
connectivity among the network nodes has to be increased. Level of connectivity 
refers to the number of links incident on a node. For example, when a node is 
connected to at most two neighbouring nodes, it is said to have low level of 
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connectivity. With this arrangement, a given node will at least have a backup link for 
rerouting its traffic when one of its neighbouring nodes fails. However, it will be 
disconnected from the network if both of its neighbouring nodes were to fail 
simultaneously. This shows that a low connectivity network can only sustain a single 
node or link failure.  
 
In order to cope with multiple simultaneous failures, a network node has to be 
connected to three or more neighbouring nodes. In other words, the network is said 
to have high level of connectivity. Because of the extra number of nodes and links 
needed to achieve the high level of connectivity, it is expected that the deployment of 
such a network will also incur a higher cost. In practice, there is often a trade off 
between connectivity and survivability requirements, and much research efforts must 
be devoted to arriving at an optimum balance between these two factors. For 
networks that are used to support critical applications, such as a communications 
backhaul, high connectivity becomes crucial to ensure these networks are able to 
remain functional even in the presence of multiple link and node failures.   
 
2.4.4 Traffic Rerouting Strategy 
When a node or link fails, traffic is rerouted via an alternative path, which has been 
established based on the adopted traffic rerouting strategy. One approach is to reroute 
traffic from the node immediately before the failed node or link, as shown in Figure 
 2-7(a). Such a strategy is referred as local rerouting. Alternatively, the upstream node 
may send a failure notification message back to the traffic source, as illustrated in 
Figure  2-7(b), which in turn will decide upon an appropriate alternative path for 
rerouting the traffic. Often, the choice of the alternative path is made based on its 
ability to support the required throughput and low delay [31]. Such an approach is 
commonly known as the path rerouting strategy, and is more capacity-efficient. 
However, its operation demands that the source node has complete information of the 
instantaneous traffic conditions within the network, and this may be too difficult to 
realise due to high complexity [11, 32, 33]. Furthermore, the failure notification 
message may need to propagate via multiple hops before it arrives at the source node. 
This may then introduce excessive delay which could prove to be unacceptable for 
delay sensitive applications.  For this reason, local rerouting is often adopted in large 
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scale networks. This is especially true for a network which is prone to link failures, 
such as in a wireless backhaul [6].  
 




First upstream node from 
the failed node






Figure  2-7 Two rerouting strategies: (a) local rerouting, which reroutes traffic from 
the node immediately before the failed node; (b) path rerouting that requires the 
transmission of failure information back to the source node. It will then select an 
appropriate rerouting path.  
 
2.4.5 Quality of Service  
Besides ensuring successful arrival of traffic at a destination node during a node or 
link failure, a network is required to maintain good QoS in terms of throughput and 
delay. This suggests that any backup path used will need to have sufficient capacity 
allocated to it for rerouting the additional traffic. Often, a dedicated backup path 
needs only to have sufficient capacity allocated for rerouting traffic when a specific 
node or link fails. On the other hand, the capacity of a given link or node along a 
shared backup path should be adequate for restoring traffic in the event of failures in 
a number of nodes or links. This may be done by either pre-reserving a certain 
capacity before a failure event or adaptively allocating the required capacity when a 
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failure occurs. The latter will experience a longer restoration time, but it can increase 
the capacity utilisation efficiency to achieve a higher network throughput [34].  
 
Often, traffic needs to traverse a longer path when it is rerouted in the event of a 
network failure. As such, rerouted traffic is likely to incur a higher transmission 
delay. In a conventional circuit-switched backhaul, traffic is transmitted continuously 
via a dedicated transmission channel, and the transmission delay in most cases is 
assumed to be small and not considered as a design factor. On the other hand, when a 
more sophisticated channel access protocol, such as the IEEE 802.16 three-way 
handshake [35], is used to properly coordinate traffic transmissions traversing the 
various network nodes, each individual link is likely to encounter a longer 
connection set up time. Consequently, traffic transmission over a large number of 
hops will incur a high transmission delay [12]. For this reason, during network 
design, it is essential to consider ways of achieving transmission paths with a 
minimum number of hops.    
 
In addition, a node in a wireless backhaul tends to suffer from a higher level of 
transmission interference, compared to its counterpart in a wired network, due to the 
broadcast nature of the wireless environment. Interference occurs when a given node 
lies within the transmission range of other nodes sharing the same frequency channel 
[36]. One way of minimising such interference is to have adjacent nodes transmit at 
different time instances. However, this means that each individual node will only 
have access to a small amount of transmission time. This situation becomes even 
worse, when extra nodes and links are introduced to provide backup paths for failure 
resilience. Consequently, this leads to a reduction in the amount of traffic that can be 
transmitted by a given node within a certain period of time. Such a shortcoming may 
be overcome by having adjacent nodes to adopt a different carrier frequency. In this 
way, adjacent nodes are able to transmit simultaneously their individual traffic 








2.5 EXISTING FAILURE RESILIENT TOPOLOGY DESIGN 
A majority of backhaul networks nowadays are based on the use of metallic cables 
and optical fibres. As such, most of the published studies are still focusing on ways 
of improving failure resilience in wired backhaul networks. Moreover, the 
requirement of failure resilience has also been incorporated into other networks, such 
as access networks, cellular networks, sensor networks, etc [12, 13, 15-19, 28]. Some 
of the approaches adopted to achieve failure resilience in these networks will now be 
reviewed. Such approaches serve as useful guidelines in the design of failure resilient 
wireless backhauls.  
 
2.5.1 Wired Networks 
The design of failure resilient wired backhaul networks is often carried out in two 
stages [7-9]. As described in [7], the locations of individual nodes in a failure 
resilient network are first identified during the first phase of the design procedure. 
Figure  2-8(a) shows an example of these node locations. Next, these nodes are 
numbered in no particular order, as shown in Figure  2-8(b). Communication links are 
then gradually added to the network until each individual pair of nodes has attained 
the minimum specified number of node disjoint paths. Figure  2-8(c) shows the 
topology obtained from the first design phase with an assumed cost of 243. This 
topology is then optimised for cost in the second phase of the design procedure to 
produce the final outcome, as illustrated in Figure  2-8(d), which yields a lower cost 
of 242. The design process is said to be completed, once an optimised topology that 
meets the requirement of the specified minimum number of node disjoint paths is 
obtained. A latter study in [10] further extends the design procedure to also 
incorporate the specification of minimum number of link disjoint paths between each 
node pair in the network topology. Often, it is difficult to perform the optimization 
process in a two-phase design procedure even for a small scale network. In this case, 
heuristic algorithms, such as the approximation methods for the travelling salesman 
problem [37, 38] and the “Bootstrap” heuristic [39], have been proposed to simplify 




Figure  2-8 An example of a two-phase failure resilient wired network design: (a) 
locations of the nodes are specified; (b) random numbering of the nodes; (c) an 
example of the design solution after the first phase; (d) the final outcome after 
optimising the cost in the second phase. 
 
A different approach to designing a failure resilient network is described in [11-13]. 
In the first instance, a minimum cost network is derived. This is then followed by a 
second phase which involves the introduction of additional backup paths to enhance 
the network reliability. Furthermore, the design procedure described in [12] also 
takes into consideration traffic demands and QoS requirements by introducing flow-
balance constraints, and limiting the number of hops for each backup route in an 
attempt to reduce path delay and improve throughput. For large scale networks, 
computationally efficient heuristic algorithms have been proposed for speeding up 
the design process. 
 
The use of two-phase design procedures enables the design of failure resilient 
networks based on mesh topology [11, 12]. On the other hand, a self-healing ring 
topology is proposed in [13]. Both the mesh and ring topologies are popular 
candidates for failure resilient networks, and they have also been adopted in several 
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other studies [5, 40-43]. In case of a mesh topology, nodes are geographically 
dispersed and each node is connected to two or more neighbouring nodes, as shown 
in Figure  2-9.  
 
 
Figure  2-9 Mesh topology. 
 
Mesh topology is particularly attractive for a coverage area where users are quite 
evenly distributed, such as in cellular networks. Although such a topology offers a 
very high level of connectivity to ensure network reliability, its adoption may not 
always be cost-effective. For example, in the case of a backhaul network, which is 
intended for connecting a remote community to a metropolitan centre, there are few 
or no users located along the areas covered by the intermediate nodes. In this 
situation, those intermediate nodes are used merely to relay traffic. Now, if a large 
number of intermediate nodes is deployed to form a mesh network for improving 
failure resilience, it will result in a large amount of network resources being wasted.  
 
Unlike other network topologies, traffic travels only in one direction in a ring 
topology. A self-healing ring topology is constructed as a double-ring structure with 
the traffic flowing in opposite directions around the two rings. During normal 
operation, only one ring is used to transport traffic from one node to the next, as 
illustrated in Figure  2-10(a). However, when a link fails, traffic will be rerouted from 
the faulty link to travel in the opposite direction along the backup ring towards the 
destination node, as shown in Figure  2-10(b). In this case, the alternative path is 
much longer than the direct path. This suggests that traffic under failure condition 
will experience a longer delay to reach its destination. As such, a self-healing ring 
network is not suitable for traffic which is delay sensitive, such as voice traffic. 
  22
    
Figure  2-10 Traffic flow in a self-healing ring: (a) under normal operation; and (b) in 
the presence of a faulty link. 
 
A tree topology has been proposed in [44] to overcome some of the shortcomings 
arising from transmission delay in a self-healing ring topology. An example of a tree 
network, equipped with parallel backup links to provide protection against possible 
link failure, is shown in Figure  2-11(a). It is shown in Figure  2-11(b) that during a 
link failure, traffic is more likely to make use of a shorter rerouting path to arrive at 
the destination node. However, it is also possible that some unprotected branches in 
the topology may fail, thus causing service disruption to certain segments of the 
network.    
 
 
Figure  2-11 Traffic flow in a tree topology equipped with parallel backup links: (a) 
under normal operation; and (b) in the presence of a faulty link. 
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It is possible to design a failure resilient network by carrying out the optimisation 
process involving all the different considerations, such as cost, level of reliability, 
etc., in a single stage. For instance, in [45], with the specified geographical locations 
of the individual nodes and their traffic demand, a joint optimisation of topology 
design and bandwidth capacity allocation has been proposed for minimising the total 
network cost of a survivable optical mesh network. It is shown that a cost saving of 
28 % can be achieved by adopting this approach for the design of a 10 node network.  
 
Furthermore, it is proposed in [46] to jointly optimise both the network topology and 
spare capacity allocation. It also investigates the effect of using local and path 
rerouting strategies on the network cost. It is shown that the use of local rerouting 
will incur a slightly higher cost in link installation and capacity in the order of about 
3 %. This slightly higher cost is considered acceptable as the implementation of local 
rerouting is much simpler than that for path rerouting [32].  
 
All the studies referred to in the above paragraphs concern the design of failure 
resilient networks starting from scratch. Moreover, a study described in [47] looks at 
ways to augment an existing network with additional links, so as to increase its 
failure resilience. Instead of focusing on complete augmentation by providing at least 
two link-disjoint or node-disjoint paths for every node pair, as done in most other 
studies [48-50], it introduces backup paths to different parts of the network according 
to their required levels of protection. Also, it considers several other practical 
networking constraints during the augmentation process, including the influence of 
the geographical terrain on the cost of laying additional cables. In order to minimise 
the cost, shared backup paths are used. A similar study, which involves the 
augmentation of an existing radio access network to make it failure resilient, is 
presented in [51]. In this case, redundant links are introduced to the original network 
on an incremental basis, so as to create a partially meshed and restorable topology. In 
doing this, several practical issues, such as capacities of individual links, network 
cost, and traffic rerouting strategy, have also been considered.   
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2.5.2 Wireless Networks 
Most current research effort on the design of failure resilient wireless network tends 
to be directed to sensor networks, ad hoc networks, and local area networks (LANs). 
With wireless sensor and ad hoc networks, individual nodes are often powered by 
batteries, and this constraint on available energy will influence the design of such 
networks. In order to save energy, wireless sensor and ad hoc networks are often 
established with their nodes located in clusters [15-17, 19, 52]. In each cluster, nodes 
are supposed to directly connect with each other, and one of these nodes is powered 
by a higher capacity battery to act as the cluster head, which is responsible for 
monitoring the operations of all the nodes within the cluster. Also, it has the 
responsibility to take the necessary action in restoring the operation of the cluster 
when a failure occurs. This then means that all the other nodes of a given cluster will 
not be able to communicate with nodes in another cluster in the event that its cluster 
head malfunctions. In an attempt to minimise such an event, periodic checks are 
usually carried out to monitor the status of individual cluster heads [52]. To minimise 
the effect of a cluster head failure, it is possible to arrange for those nodes under its 
supervision to reconnect themselves to operate with other adjacent cluster heads, 
based on the backup information created during the time of clustering. Another 
approach is to have every node connected with at least two neighbouring cluster 
heads [16]. In this case, if one cluster head fails, inter-cluster communication can still 
be maintained via the second cluster head. This strategy may be further extended to 
connect each node in a given cluster to a specified number of cluster heads [17].  
 
Wireless local area networks (WLANs) are established in either ad hoc or 
infrastructure mode [53]. The former refers to a network of nodes, which can directly 
communicate with each other without going through an access point. Conversely, the 
infrastructure mode consists of several basic service sets (BSSs) where each BSS has 
one access point and several nodes. In this case, both intra-BSS and inter-BSS 
communications have to go through the access point. For the infrastructure mode, 
several studies have been devoted to searching for ways to restore connectivity 
between individual nodes and the responsible access point, when the latter happens 
to fail [54, 55]. One way is to reconnect the affected nodes back to the network by 
relaying their traffic through a bridging node, which is in communication with at 
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least one other access point [54]. However, such a scheme will only work when there 
are bridging nodes available within the transmission range of the affected nodes. 
Alternatively, the remaining access points can increase their transmission power to 
avoid any nodes from being disconnected from the network [55].  
  
For a WLAN, which is operating in ad hoc mode and equipped with directional 
antennas, the study described in [56] proposed to improve the failure resilience of the 
network by ensuring each node is connected to two or more neighbouring nodes. In 
this case, the maximum number of neighbouring nodes of a node is bounded by its 
number of available directional antennas. An extension of this work is presented in 
[57], which examines how each node pair could be assigned the maximum possible 
capacity when the network is operating normally, or in the presence of network 
failures.   
 
Furthermore, an iterative method is proposed in [58] for estimating the optimal 
number of backup nodes required to achieve a certain level of failure resilience in a 
given topology. With this scheme, each time after an additional backup node is 
introduced into the network, computation is carried out to estimate the degree of 
improvement in reliability that could be achieved. This is followed by a comparison 
with the additional cost incurred to achieve this improvement. As long as it is 
possible to derive more gain from the network reliability over the cost incurred, the 
process of adding an extra backup node will continue. Now, when the shortest path 
routing scheme is used, it is possible that not all the backup nodes will be involved in 
traffic transmission. In addition, this study does not consider the influence of adding 
backup nodes on network performance metrics, such as throughput and delay.   
 
2.6 SUMMARY 
Owing to their ease of deployment and low establishment cost, wireless backhauls 
have gained increasing popularity as an alternative option to provide modern 
broadband services to remote areas, which have little or no existing wired 
communication infrastructure. However, wireless backhaul networks are vulnerable 
to failures. These failures include node and link failures, which can happen in 
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isolation or simultaneously. It is possible for a single link or node failure to cause a 
large segment of a network to fail. This is particularly true when the network is 
established using either a chain, tree, star or ring topology. In order to ensure 
undisrupted operation even in the event of link and node failures, alternative paths 
are introduced to reroute traffic away from such failures. However, the need for extra 
links and nodes to establish alternative paths is likely to increase the network 
deployment cost. This suggests that careful consideration and planning are needed 
for designing a cost effective failure resilient wireless backhaul network.  
 
This chapter considers several factors which can impact the design of a failure 
resilient wireless backhaul network. These factors include network cost, type of 
failures, level of connectivity, traffic rerouting strategies, and achievable QoS. As a 
wireless backhaul network is used to serve a large population of users, it must have 
high failure resilience and be able to provide acceptable QoS. For it to be cost 
effective, its deployment cost should also be kept to a minimum. However, some of 
these design factors tend to conflict with one another, and a sound compromise is 
often needed to arrive at a practical and cost effective solution. For example, the use 
of less nodes in a network is likely to lead to lower cost and better throughput 
coupled with lower delay. However, it may not allow the specified level of failure 
resilience to be achieved. Table 2-1 shows how the four design factors can be met 
through the quantity of nodes used in a network.  
 
Table  2-1 The influence of the design factors on the number of nodes. 
 
Design factor Number of nodes used 
Network cost Small 
Capacity Small 
Interference Small 
Failure resilience Large 
 
The use of a small number of nodes is likely to reduce the network cost. At the same 
time, each individual node will have a larger share of channel capacity, and it will 
also experience less interference. On the other hand, a high degree of network failure 
resilience will call for the use of a larger number of nodes. It remains a challenge to 
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find a way of arriving at an optimum number of nodes which will simultaneously 
satisfy all these design factors.  
 
So far, the majority of the published papers tend to focus on improving failure 
resilience in wired networks. For those concerning failure resilient wireless 
networks, the focus is directed to sensor and ad hoc networks. Such studies are 
largely aimed at searching for ways to maintain network connectivity in the event of 
node failure, but do not consider the effects on achievable QoS due to the addition of 
links and nodes introduced for failure resilience. As wireless backhaul networks are 
likely to be used for connecting distant remote communities with regional centres, 
they would need to be highly reliable and efficient in the use of spectral resources. 
Also, they must provide good QoS to the users. Therefore, QoS must be included as 
an important factor in the design of a wireless backhaul network. This will be further 
examined in Chapter 4. 
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CHAPTER 3  
IEEE 802.16 COORDINATED DISTRIBUTED 






Since wireless backhaul networks are deployed to serve a large population of users 
within an extended geographical area, a wireless communication protocol, which can 
provide high throughput over long distances, is required. There are two commonly 
used wireless communication protocols, namely IEEE 802.11 standard [59] and 
IEEE 802.16 standard [35]. The IEEE 802.11 standard, which was originally 
designed for indoor usage, can only support a coverage range in the order of a few 
hundred metres. As such, it is not suitable for use in long range wireless backhaul 
networks. On the other hand, the IEEE 802.16 standard [35], popularly known as 
Worldwide Interoperability for Microwave Access (WiMax), allows single-hop 
communications over a distance of up to 50 km [2]. Also, it supports multi-hop 
traffic transmissions to enable greater coverage range. Furthermore, the time division 
duplex (TDD) operating mode of the IEEE 802.16 standard works well with the 
inherently bursty and asymmetric data traffic of wireless backhaul networks [60]. 
With these desirable features, the IEEE 802.16 standard emerges as a promising 
wireless technology for use in wireless backhaul networks.  
 
The IEEE 802.16 standard [35] specifies the air interface, including the physical 
layer and medium access control (MAC) layer specifications, for fixed and mobile 
broadband wireless access systems. The physical layer section of the IEEE 802.16 
standard specifies several operating frequency bands. These frequency bands include 
the 10 – 66 GHz licensed band, as well as the license-exempt bands below 11 GHz 
[35]. In the case of operations at the license-exempt frequencies, the transmissions 
are likely to be subjected to excessive interference and co-existence issues. To ensure 
reliable operation, wireless backhaul networks are scheduled to operate in licensed 
frequency bands.  
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The IEEE 802.16 standard specifies two medium access modes, namely the point-to-
multipoint (PMP), and mesh operating modes. The former is designed for 
communications between a base station and multiple subscriber nodes, which are 
one-hop away. As is common with radio communications, transmission from a base 
station to a subscriber is generally referred to as downlink transmission. On the other 
hand, an uplink transmission is associated with a signal being sent from a subscriber 
node to the base station. In the case of a downlink transmission, the signal is 
broadcast by the base station for reception by all the subscriber nodes located within 
its transmission range. Under this scenario, only the base station is transmitting and 
each subscriber station checks and retains only those data packets, which are 
addressed to it. However, in the uplink direction, it is possible that multiple 
subscriber stations may be competing for the same spectral resource by transmitting 
to the base station at about the same time. To achieve an orderly uplink transmission, 
special procedural rules are followed to coordinate transmissions from individual 
subscriber stations. In the case of PMP operation, the coordination is carried out 
centrally by the base station.  
 
When operating in mesh mode, traffic from a gateway node often has to be relayed 
by other intermediate nodes before reaching its destination. In other words, mesh 
mode is normally associated with multi-hop traffic transmission, which is 
fundamental for any backhaul network. In addition, the physical layer of the mesh 
mode uses an orthogonal frequency division multiplex (OFDM) modulation scheme 
and the MAC layer is based on time division multiple access (TDMA). With the use 
of TDMA, time is partitioned into frames with duration of 2.5ms, 4ms, 5ms, 8ms, 
10ms, 12.5ms, or 20ms, and each frame is further divided into time slots. An 
individual node may occupy one or more such time slots. In this way, multiple nodes 
sharing the same frequency channel will avoid transmitting at the same time. To 
coordinate transmissions by the nodes, two scheduling schemes are defined, namely 
centralised scheduling and distributed scheduling. The former requires a base station 
to gather information on resource requests from all mesh subscriber stations before 
allocating network resources to them. Although this can provide collision-free 
transmissions, the required messages from the subscriber stations would have to 
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propagate via multiple hops before arriving at the base station. Such a situation will 
inevitably cause a long connection set up time.  
 
On the other hand, distributed scheduling may be used to coordinate data 
transmissions of the nodes in a fully distributed fashion, without requiring any 
interaction with the base station [61]. In addition, distributed scheduling can operate 
either uncoordinated or coordinated. Coordinated distributed scheduling allows a 
node to synchronise its transmissions with its two-hop neighbours in order to avoid 
collisions, thus making it more reliable than its uncoordinated counterpart. This 
makes coordinated distributed scheduling a better choice for use in wireless backhaul 
networks.  
 
In this chapter, the frame structure adopted for mesh mode operation with the IEEE 
802.16 standard is first reviewed in Section 3.2. Then, the way coordinated 
distributed scheduling operates is described in Section 3.3. The various factors, 
which will influence the performance of coordinated distributed scheduling, such as 
holdoff exponent, holdoff base, data scheduling, and multi-channel implementation, 
are discussed in Section 3.4. This is followed by a summary of the chapter in Section 
3.5.  
 
3.2 IEEE 802.16 MESH MODE FRAME STRUCTURE 
Figure  3-1 shows the frame structure used for mesh mode operation with the IEEE 
802.16 standard. A single mesh frame is made up of two segments, one for control 
messages and the other for data. The control subframe consists of MSH-CTRL-LEN 
transmission opportunities, each of which consists of seven OFDM symbols. On the 
other hand, the data subframe contains multiple minislots. A control subframe may 
be used for either network control or schedule control purposes. The network control 
subframe is used for transmitting mesh network configuration (MSH-NCFG) and 
mesh network entry (MSH-NENT) messages. These are used to facilitate network 
synchronisation and allow new nodes to join an existing network. For example, when 
a new node intends to join a mesh network, it must first attempt synchronisation with 
the network by listening to the MSH-NCFG messages to obtain the necessary 
network parameters. After that, it will send a MSH-NENT message to seek 
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permission to join the network. Moreover, mesh frames only carry a network control 
subframe on a periodic basis.  
 
 
Figure  3-1 IEEE 802.16 mesh mode frame structure. 
 
Next, a schedule control subframe is used to transmit mesh distributed schedule 
(MSH-DSCH) messages, which are responsible for coordinating transmissions of the 
control subframe as well as the data subframe. This will be further discussed in 
Section 3.3.  
 
3.3 IEEE 802.16 COORDINATED DISTRIBUTED SCHEDULING 
When operating in IEEE 802.16 coordinated distributed scheduling mode, each node 
of the mesh network will regularly transmit MSH-DSCH messages to broadcast not 
only its own transmission schedule for the next MSH-DSCH message but also those 
of its neighbours. A MSH-DSCH message carries two parameters, Next Xmt Mx and 
Xmt Holdoff Exponent. With these two parameters, the eligibility interval, Next Xmt 
Time, for a node to transmit its next MSH-DSCH message is determined, such that  
 




where Xmt Holdoff Exponent can take on any integer value between 0 and 7 
inclusive.  From equation (3.1), the duration of the Next Xmt Time is  
transmission opportunities.  
ExponentHoldoffXmt2
 
After a MSH-DSCH message is transmitted, the node has to holdoff for a period of 
Xmt Holdoff Time, which is equal to transmission 
opportunities. As specified in the IEEE 802.16 standard, the default value for Holdoff 
Base is 4. It then makes the first transmission opportunity after holdoff as its 
temporary next transmission opportunity. This also corresponds to the first 
opportunity which allows it to start competing for transmission resource within the 
control subframe. Meanwhile, its neighbours, located within two hops, may also 
compete for the same transmission opportunity under the following conditions: 
BaseHoldoffExponentHoldoffXmt 2
1) These neighbouring nodes happen to have a Next Xmt Time value 
corresponding to the temporary next transmission slot.   
2) The earliest possible transmission opportunity that these neighbouring nodes 
can transmit again after a holdoff period, also referred to as Earliest 
Subsequent Xmt Time, occurs at or before the temporary next transmission 
slot of the given node. Note that Earliest Subsequent Xmt Time is equal to 
Next Xmt Time + Xmt Holdoff Time.  
3) The next transmission time for these neighbouring nodes being unknown.  
 
 
Figure  3-2 The IEEE 802.16 mesh control subframe contention. 
 
 
For example, as shown in Figure  3-2, Node A is attempting to compete for the 
temporary next transmission opportunity with its two-hop neighbours, say Node B, 
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Node C, and Node D, which fulfil the above Condition 1, 2, and 3 respectively. Each 
of these four nodes will make use of the mesh election algorithm, as specified in the 
IEEE 802.16 standard, to generate a series of pseudo-random values, also known as 
the mixing values, based on the transmission opportunity number and the IDs of all 
the competing nodes. The node that produces the largest mixing value will then win 
the transmission opportunity by setting the temporary next transmission opportunity 
as its next transmission time slot. The winning node will also broadcast a MSH-
DSCH message to inform its neighbours about the occupied transmission 
opportunity. Those nodes that lose out will repeat the same procedure in competing 
for the next available transmission opportunity, until they are able to finally win a 




Figure  3-3 Control subframe hold off and contention. 
 
Figure  3-3 illustrates that, after its current transmission, a given node will holdoff for 
sixteen transmission opportunities. It then sets the first transmission opportunity 
immediately after the holdoff period as its temporary next transmission opportunity. 
From the MSH-DSCH messages it received from its neighbours, it will be able to 
determine the number of competing nodes for the temporary next transmission 
opportunity as well as their respective Next Xmt Time. Subsequently, it makes use of 
the mesh election algorithm to determine whether it will be able to win the 
temporary next transmission opportunity. For the example as shown in Figure  3-3, 
after the given node fails to win the temporary next transmission opportunity, it will 
continue to keep on competing for the subsequent next transmission opportunities 
until it finally succeeds in obtaining one. It will then make this transmission 
opportunity the time slot for transmitting its control message. After that, it will 
broadcast a MSH-DSCH message to inform its neighbouring nodes about the 
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occupied transmission opportunity. By doing so, it is able to avoid collisions in 
MSH-DSCH message transmission with its two-hop neighbours.  
 
Next, in order to ensure collision-free transmissions using the data subframe, the 
coordinated distributed scheduling, specified in the IEEE 802.16 standard, employs a 
three-way (TW) handshake procedure to set up connections between neighbouring 
nodes. This procedure is described in the following section.  
 
3.3.1 Three-way (TW) handshake 
The TW handshake process, as illustrated in Figure  3-4, makes use of the MSH-
DSCH messages to relay the necessary scheduling information. The procedure 
begins when a node, say Node A, is ready to transmit its data packets. It first sends a 
request information element (IE), and the corresponding availability IE, to the 
intended receiving node, say Node B, using a MSH-DSCH message contained in the 
control subframe.  
 
 
Figure  3-4 Three way handshake procedure in IEEE 802.16 coordinated distributed 
scheduling. 
 
A MSH-DSCH request IE carries three parameters, namely Link ID, Demand Level, 
and Demand Persistence. The syntax of a MSH-DSCH request IE is shown in Table 
 3-1. Here, the Link ID is the ID assigned by the transmitting node to the link, along 
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which the request for bandwidth resource is made. The number of minislots 
requested for data transmission is specified by the Demand Level, while Demand 
Persistence indicates the number of frames in which the minislots requested is 
available. The values allowed for Demand Persistence are as tabulated in Table  3-2.  
 
Table  3-1 MSH-DSCH request IE. 
 
Syntax Size Notes 
MSH-DSCH_Request_IE() {   
    Link ID 8 bits  
    Demand Level 8 bits  
    Demand Persistence  3 bits  
    reserved 1 bit Shall be set to 0 
}   
 
 
Table  3-2 Demand persistence values. 
 
Demand persistence value Indication 
0 Cancel reservation 
1 Single frame 
2 2 frames 
3 4 frames 
4 8 frames 
5 32 frames 
6 128 frames 
7 Good until cancelled or reduced 
 
A MSH-DSCH availability IE, on the other hand, contains a list of consecutive 
minislots that are available for transmission by Node A. The syntax of a MSH-DSCH 
availability IE is tabulated in Table  3-3. It conveys six parameters, namely the Start 
Frame Number, Minislot Start, Minislot Range, Direction, Persistence and Channel. 
The Start Frame Number corresponds to the eight least significant bits of the number 
of the frame where the available minislots are found. The first available minislot with 
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the frame is specified by the parameter, Minislot Start, which also occupies 8 bits. 
Then, the Minislot Range indicates the number of minislots that are available to be 
granted. The indication of whether these minislots are otherwise unavailable, or free 
for transmission only, or free for reception only, or available for both transmission 
and reception, is conveyed by the value of the parameter, Direction, as given in Table 
 3-4. The 3 bits allocated for the parameter, Persistence, represent the eight allowed 
number of frames where available minislots are found. The values are the same as 
those tabulated in Table  3-2 for the Demand Persistence parameter used in the 
request IE. Finally, the parameter, Channel, signifies which of the 16 physical 
channels is adopted for the transmission.  
 
Table  3-3 MSH-DSCH availability IE. 
 
Syntax  Size Notes 
MSH-DSCH_Availability_IE() {   
    Start Frame Number 8 bits 8 least significant bits 
of frame number 
    Minislot Start 8 bits  
    Minislot Range 7 bits  
    Direction 2 bits  
    Persistence 3 bits  
    Channel  4 bits  
}   
 
 
Table  3-4 Direction values for MSH-DSCH Availability IE. 
 
Direction value Indication 
0 Minislot range is unavailable 
1 Available for transmission in this minislot range 
2 Available for reception in this minislot range 
3 Available for either transmission or reception 
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Upon receiving these two IEs from Node A, Node B will then determine whether the 
requested number of minislots is actually available for data reception. In the event 
that Node B decides that it is not possible to satisfy the resource request by Node A, 
it will either ignore the request, or allocate fewer minislots than those requested. 
Following this, Node B will send a MSH-DSCH grant IE back to Node A specifying 
the number of minislots to be allocated to it. The MSH-DSCH grant IE, as shown in 
Table  3-5, takes the same syntax as the MSH-DSCH request IE and MSH-DSCH 
availability IE with the exception that the parameter, Direction, now takes on the 
value of one, which indicates that it is a grant IE.   
 
Table  3-5 MSH-DSCH grant IE. 
 
Syntax Size Notes 
MSH-DSCH_Grants _IE() {   
    Link ID 8 bits  
    Start Frame Number 8 bits 8 least significant bits 
of start frame number 
    Minislot Start 8 bits  
    Minislot Range 8 bits  
    Direction 1 bit  
    Persistence 3 bits  
    Channel 4 bits  
}   
 
Finally, the TW handshake process is said to have been completed once the 
requesting node, Node A, accepts the minislots allocation by sending a MSH-DSCH 
confirm IE back to Node B. The MSH-DSCH confirm IE is just a duplicate copy of 
the MSH-DSCH grant IE with the exception that the parameter, Direction, now takes 
on the value of zero to indicate that it is a confirm IE. While this TW handshake is 
going on between Node A and Node B, their neighbouring nodes are also able to 
overhear these exchanges of IEs. This allows them to pick up information on the 
status of Node A and Node B, particularly with regard to those minislots which have 
already been occupied. As a result, those neighbouring nodes will suspend their 
transmissions using the occupied minislots. In this way, the TW handshake 
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procedure is able to prevent transmissions of the neighbouring nodes from colliding 
with one another.     
 
3.4 FACTORS INFLUENCING THE PERFORMANCE OF IEEE 802.16 
COORDINATED DISTRIBUTED SCHEDULING 
When operating in coordinated distributed scheduling mode, a node can only 
transmit data after successfully completing a TW handshake. It is, therefore, essential 
for a node to minimise the time it takes to complete the TW handshake if it is to 
avoid excessive delay in transmitting its data. This also suggests that the node and its 
respective receiving node must be able to exchange their IEs as soon as possible. 
This can only be achieved if both of these nodes adopt a short holdoff time, as well 
as being able to avoid losing out too many times in the contention for control 
transmission opportunities.  
 
As mentioned in Section 3.3, the holdoff time of a node is given by  
 
Holdoff time =  (3.2) 
BaseHoldoffExponentHoldoffXmt 2
 
where the holdoff exponent can take on any integer value between 0 and 7 inclusive, 
and the default value for the holdoff base, as specified in the IEEE 802.16 standard, 
is 4. On the other hand, the number of control transmission opportunities lost due to 
contention, E[S], is calculated based on the type of network topology, which can be 
correlated or general [61]. The former refers to a network of nodes, which are one-
hop neighbours of each other. This differs from nodes in a general topology where 
they tend to have different numbers of neighbouring nodes. There are also those 
nodes, which do not have known schedules, and they are considered to be in 
competition for every transmission opportunity. For the correlated and general 















































































































kN is the number of nodes with unknown schedules, x is the 
holdoff exponent, and xj and xk are the holdoff exponents of node j, and node k, 
respectively. From equations (3.2) to (3.5), it is observed that both the holdoff time 
and E[S] are influenced by the actual holdoff exponent value used. Furthermore, the 
holdoff time is also affected by the holdoff base value. As such, it becomes necessary 
to determine suitable values for the holdoff exponent and holdoff base, in order to 
minimise the time it takes to complete a TW handshake.   
 
3.4.1 Holdoff Exponent  
In [62], it is shown that the use of a small holdoff exponent is desirable for 
minimising the holdoff time and E[S] of a node. However, if all the nodes in a 
network are to make use of a small holdoff exponent, this would likely increase 
contention for transmission opportunities among the nodes. A consequence of this 
undesirable situation is that individual nodes may experience excessive delay in 
transmitting their data packets, as well as not being able to fairly access to 
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transmission opportunities. To overcome such shortcomings, it may be necessary for 
individual nodes to make use of different holdoff exponent values based on 
considerations, such as traffic service priority, operation status (which can either be 
base station, active subscriber station, or idle subscriber station), buffer queue size, 
IE transmission priority, and location in the network. 
 
For nodes that service delay sensitive traffics, it is appropriate for them to adopt a 
small holdoff exponent [61, 63, 64]. This would then allow them to have quicker 
access to transmission opportunities. However, these nodes may become too 
dominant and prevent other nodes, which make use of larger holdoff exponents, from 
being able to access the control subframe. One way to overcome such a shortcoming 
is to introduce a cap on the maximum holdoff time for those nodes which service non 
delay sensitive traffics [63]. Once a node exceeds its specified holdoff threshold, also 
referred to as the virtual holdoff time, it will be allowed to compete for transmission 
opportunities. It is shown that by adaptively assigning holdoff exponent values to the 
nodes, according to the types of traffic they are currently servicing, will allow the 
transmission delay of Voice over Internet Protocol (VoIP) traffic to be reduced by 
20%, when compared with the case that adopts uniform holdoff exponent value [63].  
 
Also, it is possible to set the holdoff exponent value of a node according to its 
operation status, i.e., whether it is operating as a base station, or an active subscriber, 
or an idle subscriber station [64, 65]. Since a base station often has to handle a large 
amount of traffic, it is more appropriate for it to make use of a small holdoff 
exponent, in order to be able to secure more transmission opportunities for 
transmitting its IEs. On the other hand, active subscriber stations can set their holdoff 
exponent values according to the types of traffic, whether real time or non-real time 
that they are currently handling. Idle subscriber stations will have to make use of a 
large holdoff exponent, as they do not have data to transmit. Moreover, individual 
nodes would have to readjust their holdoff exponent values when they change their 
operation status [65].  
 
However, the adjustment of the holdoff exponent based on the operation status of a 
given node has several shortcomings [66]. Firstly, such an approach requires a 
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collaborative routing protocol for determining the status of a particular node. This 
means that each node has to constantly refer to the routing protocol to determine 
whether it has been selected as a potential forwarding node for a routing path. If it is 
selected, the node will then change its operation status to being active and adopt a 
small holdoff exponent. Such a scheme is likely to incur high design and 
implementation complexity. Secondly, as an active node, it can request a number of 
frames during a single TW handshake. This suggests that an active node may not 
necessarily be assigned a small holdoff exponent value all the time. Thirdly, in a 
heavily loaded network, such as a wireless backhaul network, it is likely that all its 
nodes are active most of the time. As such, all the nodes will be assigned a small 
holdoff exponent. Consequently, the network may experience an excessive number 
of contentions for transmission opportunities from all the nodes, thus leading to an 
unnecessarily high level of collisions.  
 
In an attempt to overcome the above shortcomings associated with selecting a 
holdoff exponent value based on the operation status of a given node, it is proposed 
in [67-69] that the buffer queue length may instead be used as a criterion for 
choosing the holdoff exponent value. In this case, the holdoff exponent of a given 
node is set to zero if its packet queue is greater than half of its buffer size. Otherwise, 
a unity holdoff exponent will be adopted. In the case of those less busy nodes, their 
holdoff exponent will be set at two. Now, if a majority of the nodes happens to have 
packet queues of less than half of their buffer size, the holdoff exponent values 1, 2, 
and 3 will be evenly distributed among all the nodes, so as to prevent them from 
adopting the same holdoff exponent value [69]. The use of this scheme leads to an 8 
% increase in throughput and a 2 % decrease in average end-to-end transmission 
delay in a heavily loaded network [69]. This rather small improvement in throughput 
and average delay may not be considered sufficient for the adoption of such a holdoff 
exponent adjustment scheme in a wireless backhaul network which is expected to 
handle heavy traffic.  
 
Another approach for selecting holdoff exponent value is based on the type of IEs 
that a given node is required to send [70]. With this approach, a node will set its 
holdoff exponent to zero when it is sending a confirm or grant IE. On the other hand, 
its holdoff exponent will be set to one when it wants to send a request IE. When there 
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is no IE to be sent, the node will adopt a holdoff exponent value of three. A holdoff 
exponent greater than three is to be avoided, as this will lead to excessive delay in 
transmission. This approach has also been adopted, albeit with some minor 
differences, in other studies as described in [71, 72]. In [71], the holdoff exponent 
value is set to zero if a node is intending to transmit a request or confirm IE. On the 
other hand, in [72], a node will adopt a holdoff exponent value of zero when it 
wishes to send a request or grant IE. Also, in this study, a node will continue to 
maintain the holdoff exponent value for the time it takes to complete its TW 
handshake, provided its buffer is not empty. In this way, the node will be able to 
make use of the same holdoff exponent to execute its next TW handshake. However, 
for a node which has reserved NF frames, where 1281  FN , for data transmissions, 
there is no need for it to execute another TW handshake before the end of NF frames. 
In this case, it is more desirable for the node to raise its holdoff exponent value to 
give other nodes, especially those which still need to carry out TW handshake, a 
better chance of accessing the control subframe. As pointed out in [70], the use of an 
adaptive holdoff exponent based on the type of IE is not effective in enhancing 
throughput and delay under light traffic load conditions.  
 
In addition, the value of holdoff exponent assigned to a node can also be determined 
according to its location in the network [73]. This approach is normally used in a 
wireless mesh network, in which all the subscriber stations are transmitting either 
directly or via other nodes to a base station. As such, those nodes located closer to a 
base station often have to relay a large amount of traffic. Under this condition, they 
need to receive a higher priority for accessing the control subframe to avoid traffic 
congestion.   
 
The schemes described above for adjusting holdoff exponent value in a given node 
are more suited for networks with high node density [74]. On the other hand, for 
sparse networks with only a smaller number of nodes, it is more appropriate to set 
the holdoff exponent to zero. This, in conjunction with the default holdoff base value 




3.4.2 Holdoff Base 
As stated earlier in Section 3.3, the default value for the holdoff base, as specified in 
the IEEE 802.16 standard, is four. With this default value, a node with a holdoff 
exponent of zero, will holdoff for sixteen transmission opportunities after its current 
control message transmission. However, such a long holdoff time may not be 
necessary in the case of a sparse network, where the number of contentions for 
transmission opportunity is generally low [74]. Indeed it is shown in [74] that the use 
of a smaller holdoff base value, i.e., 2, could almost halve the time interval between 
two consecutive MSH-DSCH transmissions. Moreover, simultaneous setting of both 
the holdoff exponent and holdoff base to zero is to be avoided, as this could result in 
nodes competing with one another for every transmission opportunity. This will then 
lead to high control subframe wastage due to the increased likelihood of collisions 
[74]. 
 
It is proposed in [66] to set the holdoff exponent value for a node with a holdoff base 
value of zero, according to the number of its two-hop neighbouring nodes, such that  
 
 Holdoff exponent of node j =  )(log2 jnbr  (3.6) 
 
Where  stands for rounding down to the nearest integer,  is the number of 
nodes within the two-hop neighbourhood of a given node, j, including the node itself. 
Such an approach is considered as a static scheme. In this case, a node, which has a 
large number of two-hop neighbouring nodes, will make use of a large holdoff 
exponent to avoid a high contention rate for transmission opportunity. Conversely, a 
small holdoff exponent value will be adopted if it has a small number of two-hop 
neighbours. It is shown that the adoption of such an approach will result in an 
improvement in utilisation of the control subframe by a factor of 1.35, as well as a 28 
% reduction in the time taken to complete a TW handshake [66].  
  )( jnbr
   
Next, a dynamic approach is introduced in [66] for determining the holdoff exponent 
value for a node which is in the process of setting a data schedule. Such a node will 
be given a higher priority to transmit its confirm IE as soon as it has received a grant 
IE from the receiving node. First, the node will estimate the earliest possible 
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transmission opportunity for it to transmit its confirm IE, TGT_XMT_OPP, which is 
the next transmission opportunity after receiving the grant IE from its receiving node. 
This is carried out based on the scheduling information obtained via the exchanges of 
MSH-DSCH messages among its two-hop neighbouring nodes. A suitable holdoff 
exponent will then be determined according to  
 
Target Holdoff Exponent =  )(log2 k    (3.7) 
 
where  stands for rounding up to the nearest integer, k is the number of 
transmission opportunities between the current transmission opportunity, 
CurrentTxOpp, of the requesting node and the next transmission opportunity, 
TGT_XMT_OPP. Subsequently, the first transmission opportunity in which the node 
will start competing for a transmission opportunity, StartingTxOpp, is determined 
according to  
 
 
Exponent HoldoffTarget 2ppCurrentTxO  OppStartingTx   (3.8) 
 
At the same time, the mesh election algorithm, as described in Section 3.4.1, will 
also be called upon in the determination of the next transmission opportunity for the 
requesting node. If the resultant next transmission opportunity, CalculatedTxOpp, is 
far away from the current value TGT_XMT_OPP, then an iterative approach is used 
to derive a more appropriate TGT_XMT_OPP value. This is done in an attempt to 
find the smallest exponent value that will allow a given node to transmit its confirm 
IE as soon as possible after it has received the grant IE. This is achieved by 
decrementing the Target Holdoff Exponent gradually until it yields a 
TGT_XMT_OPP value, which is smaller than the next transmission opportunity of 
the granting node. Figure  3-5 illustrates an example of steps taken in this dynamic 
approach. 
 
Assume that node 2 wants to establish a data schedule with node 8. Referring to 
Figure  3-5, node 2 will first set its initial TGT_XMT_OPP to a value, say 9, which 
happens to be right after the transmission opportunity when node 8 will be likely to 
transmit its grant IE. From equations (3.7) and (3.8), the Target Holdoff Exponent is 
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calculated to be equal to 3, and the StartingTxOpp value is 10. Node 2 then uses the 
mesh election algorithm to determine whether it can win transmission opportunity 
10. Because of the transmission opportunity contention between node 2 and its two-
hop neighbouring nodes, node 2 can only manage to win transmission opportunity 
16, which occurs much later than the TGT_XMT_OPP value of 9 that it initially set 
for itself. Hence, the Target Holdoff Exponent calculated using equation (3.7) is then 
transferred and becomes the Optimised Holdoff Exponent variable before the value is 
decremented by one. During the second iteration, node 2 is able to win transmission 
opportunity 9, which is still larger than or equal to the initial TGT_XMT_OPP value 
of 9. Therefore, the target holdoff exponent is again recorded as the Optimised 
Holdoff Exponent variable, and this value is decremented by one for use in the 
subsequent iteration. After a third iteration, node 2 manages to win transmission 
opportunity 5, which is less than the initial TGT_XMT_OPP of 9. At this point, the 
iteration process ends, and the Optimised Holdoff Exponent obtained in iteration 2 
will now be used by node 2 to transmit its confirm IE in transmission opportunity 9.  
 
 
Figure  3-5 Illustration of a dynamic approach in arriving at a holdoff exponent: (a) 
the transmission opportunity straight after receiving the grant IE from the receiving 
node, TGT_XMT_OPP, is first estimated. The sending node then uses the mesh 
election algorithm to determine whether it can win TGT_XMT_OPP. However, it 
can only win transmission opportunity 16 in the first iteration; (b) subsequent 
iterations yield the Optimised Holdoff Exponent of 2.  
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According to the IEEE 802.16 coordinated distributed scheduling, a sending node is 
only able to pick up the control message transmission schedules of its two-hop 
neighbours via MSH-DSCH message exchanges, but not from those nodes which are 
two hops away from the receiving node. This scenario is shown in Figure  3-6, which 
indicates that the sending node is aware of the MSH-DSCH transmission schedules 
of those nodes, coloured in black, that are within two hops away. However, the 
MSH-DSCH transmission schedules of the nodes, coloured in red, are not known to 
the sending node. As these red-coloured nodes will also compete with the receiving 
node for access to the control subframe, the estimation made by the sending node 
regarding the transmission opportunity in which the granting node will send its grant 
IE, may then be inaccurate. Hence, it is possible that the holdoff exponent value 
obtained from the dynamic approach may yield a transmission opportunity which 
occurs earlier than the transmission of the grant IE. When this happens, the above 




Figure  3-6 The sending node does not know the MSH-DSCH transmission schedule 
of nodes, coloured in red, which are two-hop away from the receiving nodes.  
 
3.4.3 Data Minislot Allocation 
During a TW handshake, it is possible that a sending node may fail to get any 
minislots granted by the receiving node. Under such a situation, the sending node is 
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likely to be restrained from data transmission for a long period of time. This can 
result in throughput degradation and large transmission delay. For this reason, it is 
important to examine the data minislot allocation process in a TW handshake.  
 
One simple approach is to distribute the available minislots equally among all the 
network nodes [75]. With this approach, the number of minislots allocated to node i, 



















where is the total number of minislots in a frame, N is the number of nodes, and 





Another way is to allocate minislots to a node according to its number of data flows. 
Here, a data flow refers to all the data transmitted between a given pair of source and 
destination nodes [75]. This also means that a larger number of minislots will be 
allocated to those network nodes which happen to carry large data flows, such as in 
the case of a base station in a wireless backhaul network. Consequently, the number 
























1  (3.10) 
 
where and is the number of flows for the node i and node k, respectively. 
However, it is possible that the actual traffic load of a given node may be high, even 
though its number of data flows is low. This suggests that the number of data flows 






In an attempt to overcome the shortcoming of the above flow proportional scheme in 
allocating channel resources, a traffic load dependent minislot allocation scheme is 
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proposed in [75, 76]. With this scheme, a larger number of minislots is allocated to a 
node with higher traffic demand, which is reflected through its number of minislots 
requested.  
 
Besides having to determine the appropriate number of minislots for a node, it is also 
necessary to decide on the number of frames that can be requested by the node. This 
is essential for efficient utilisation of data subframe that leads to improved network 
throughput [77]. In [77], it is proposed that the number of minislots, Dx
 
to be 
allocated is calculated according to  
 
 7 _ _FDx T SymbolTime MSH CTRL LEN M    /  (3.11) 
 
where TF is the frame duration, SymbolTime is the duration of an OFDM symbol in 
the physical layer, MSH-CTRL-LEN is the number of control message transmission 
opportunities in a control subframe, and M is the number of transmissions within a 
two-hop neighbourhood. Also, the number of frames that can be allocated to a node 






Dx R R T

  (3.12) 
 
where RD is the data generating rate, Thandshaking is the time needed to complete a 
three-way handshake, and RPHY is the physical layer data rate. The values of RPHY and 
TF are generally considered as constants, so that RD and Thandshaking can be computed, 
such that  
 
 ' 1D D DR R R     (3.13) 
 ' 1handshaking handshaking handshakingT T T     (3.14) 
 
where  and  are tuning parameters used in the estimations of RD and Thandshaking 
respectively. With considerations given to both fairness and spatial reuse, |Dx| may 









Dx if Dx Dx
Dx
Dx Dx if Dx Dx
  
   (3.15) 
 
where |Dx|min is the minimum number of minislots required by a given node. It is 
shown that after these modifications, the packet loss rate can be reduced by 26 % 
while the minislots utilisation is improved by 19 % under a heavy load condition, 
when compared to the case that adopts random scheduling [77]. However, there is no 
guarantee that the numbers of minislots and frames calculated based on the above 
approach will be available and granted by the receiving node.  
 
In case a receiving node does not have a sufficient number of minislots and frames 
requested by a sending node, it may adjust and allocate resource within its available 
capacity [78]. However, the receiving node is only able to do such an adjustment if 
the reserved bit in the received MSH-DSCH request IE is set at one. Referring to the 
example of Figure  3-7, nodes A and B send a separate request to the same granter, 
node C. Assume that node A requests 128 frames with two minislots in each frame 
starting from Frame i. At about the same time, node B requests to transmit in two 
minislots in Frame i.  
 
 
Figure  3-7 Node A and node B send a separate request to node C. However, one of 
the two requested minislots of node B overlaps in time with that of node A in Frame i.  
 
From Figure  3-7, it can be observed that one of the two requested minislots of node 
B overlaps in time with that of node A in Frame i. Let assume that the request of 
node A arrived first at node C. In this case, Node C will grant the request of node A, 
and reject the one from node B. Now, if node C were allowed to adjust the number of 
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frames requested by node B, it can grant node B two frames, each with one instead of 
two minislots as originally requested, as shown in Figure  3-8. In this way, node B 
will be able to transmit data, albeit at a lower rate, immediately after it has completed 
its TW handshake.  
 
 
Figure  3-8 Node B is granted with two frames, each with one minislot after node C is 
allowed to adjust the number of frames requested by node B. 
 
The above is referred to as the demand persistence adjustment scheme. It allows a 
node whose requested resource would otherwise not be granted to receive a larger 
number of frames, each with less minislots, to make up the total minislots requested 
by the node. However, it would take the node longer to complete sending all its data. 
According to Figure  3-7, node B initially would like to transmit all its data within a 
single frame. Moreover, with its requested resource being reduced by the granting 
node, it would now take two frames for node B to complete its data transmission, as 
shown in Figure  3-8. With the adoption of such an approach, it is shown that the 
average end-to-end delay may be reduced by only 3 % [78].  
 
An alternative approach, called the multi-grant scheme, has been proposed in [79] for 
overcoming the conflict situation, as illustrated in Figure  3-7, between the requests of 
node A and node B. Now, instead of having to allocate resources only in the form of 
consecutive minislots, as specified by the original IEEE 802.16 TW handshake 
process, the multi-grant scheme enables a receiving node to grant multiple non-
consecutive minislots in a frame until one of the following conditions is reached.  
 
1. The requested number of minislots has been fulfilled.  
2. No requested minislot is available.  
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3. The number of allocations has reached the pre-defined threshold, GThres, 
which is introduced to prevent a node from monopolising the network 
bandwidth.  
 
Now, refer again to the previous conflict situation as depicted in Figure  3-7. With the 
above multi-grant scheme, node C is able to allocate two unoccupied non-
consecutive minislots in Frame i to node B, as illustrated in Figure  3-9. With this 
allocation, node B will be able to complete its data transmission in one frame rather 
than two as for the case of Figure  3-8. As a result, the multi-grant scheme is shown to 
yield a 45 % increase in throughput, as well as a 53 % reduction in average 
transmission delay [79].  
 
 
Figure  3-9 With the use of the multi-grant scheme, node C is able to allocate two 
unoccupied non-consecutive minislots in Frame i to node B. 
 
Furthermore, studies described in [80-82] have identified that a request conflict may 
also occur due to the hidden node problem. This occurs when two receiving nodes, 
located beyond the coverage of one another, happen to grant the same set of 
minislots to their respective transmitting nodes. This scenario is illustrated in Figure 
 3-10. In this case, nodes P and R send their requests to nodes Q and S, respectively. 
Node S, being two-hops away from node Q, is unaware of the minislots granted by 
node Q to node P, also selects the same set of minislots to be granted to node R. 
When node R receives the grant from node S, it also overhears the grant from node Q 
to node P. Node R then decides that there is a conflict in the minislots allocation, 
which may lead to a collision at node Q. Consequently, node R restrains itself from 




Figure  3-10 After node R receives the grant from node S and overhears the same 
grant from node Q to node P, it detects a minislot allocation conflict, which restrains 
it from confirming the grant from node S. 
 
Several studies have attempted to overcome the above grant-withdrawal scenario 
caused by the hidden node problem, which in this case arises between nodes Q and S 
[80, 81, 83, 84]. One way is to adopt a regranting procedure, as shown in Figure 
 3-11, so that node S will be able to grant node R a new set of minislots, after it 
detects a handshake failure. In this way, node R is able to confirm the grant of 
minislots and continue to transmit data to node S. However, the grant-withdrawal 
scenario occurs only when nodes do not transmit an availability IE during their 
requests for bandwidth [80, 81]. As with the example illustrated in Figure  3-12, if 
both nodes P and R were to transmit their requests for channel resources in 
conjunction with the use of availability IEs, then node Q will be able to detect a 
request conflict. As a result, node Q will ignore the request from node P, thus 
avoiding the grant-withdrawal scenario. Moreover, this also suggests that the 
regranting scheme will not be able to solve the hidden node problem. Under this 
situation, the hidden node problem may be overcome through the use of multiple 

















3.4.4 Use of Multiple Channels in IEEE 802.16 Coordinated Distributed 
Scheduling 
In a wireless network, co-channel interference occurs at a given node when it 
receives signals simultaneously from more than one sending node. One likely cause 
of this situation is attributed to the hidden node problem. It is well known that the 
above co-channel interference can be avoided if each of the sending nodes employs a 
different frequency channel. Again, consider the example of Figure 3-10, which 
shows nodes Q and S grant the same minislots to nodes P and R, respectively. This 
time, collisions will not occur at node Q, if node P and node R make use of separate 
channels to transmit their data. 
 
There are two ways of implementing multiple frequency channels in a wireless 
network, either equip a node with a single transceiver or multiple transceivers. For 
the former, the node can switch between channels from time-to-time if necessary, but 
this will incur unavoidable delay due to the settling time of the frequency 
synthesiser. On the other hand, when a node is equipped with multiple transceivers, it 
can transmit and receive simultaneously in more than one frequency channel without 
the need to switch between frequencies.   
 
In an IEEE 802.16 wireless backhaul network, a node cannot transmit concurrently 
with its one-hop and two-hop neighbours operating in the same frequency channel. 
This can only be overcome, if different frequency channels are assigned to these one-
hop and two-hop neighbours. The IEEE 802.16 standard specifies sixteen logical 
frequency channels for multi-channel transmissions [84]. Moreover, most current 
research effort tends to focus on assigning frequency channels to network nodes via 
centralised scheduling schemes [85-93]. With these schemes, a base station is 
responsible for allocating frequency channels centrally to all the individual 
subscriber stations.  
 
When operating with distributed scheduling, channel assignment is carried out 
through exchanges of control messages among two-hop neighbouring nodes. For 
example, in a wireless network, which equips its individual nodes with a single radio 
transceiver, all the nodes have to tune to a common frequency channel, for instance, 
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Channel 1, as illustrated in Figure  3-13, for the exchange of control messages. After 
that, each node will then be able to choose a different frequency channel for data 
transmission under the direction of a distributed channel assignment scheme [80, 81, 
84]. With this approach, each node has to record the status of each minislot, frame 
and channel in a three-dimensional bit map, as shown in Figure  3-14.  
 
 




Figure  3-14 A three-dimentional bit map is used to record the status of each minislot, 
frame and channel. In this bit map, an available minislot is indicated using a logical 
“0” bit and logical “1” is used to denote an occupied minislot. 
 
The bit map associated with a given node records not only its own grants and 
confirmations but also the grants and confirmations of its neighbours, even though 
the node itself is not involved in the negotiation for bandwidth allocation. This bit 
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map is used by a receiving node to determine whether the particular minislots 
requested by a sending node are available. A minislot in a particular frame and 
channel is said to be not available for bandwidth grant in the presence of any one of 
the following conditions: 
 
1. The receiving node transmits or receives in the same minislot and frame.  
2. The sending node transmits or receives in the same minislot and frame.  
3. One of the neighbours of the sending node happens to transmit using the 
same minislot, frame, and channel.  
 
To search for free minislots in the bit map, a node will first randomly select a 
frequency channel. This step is necessary in order to reduce the likelihood that a 
given node and its two-hop neighbour, that are out of the interference range of one 
another, grant the same minislots to the node located in between them. The node then 
decides upon the range of frames for which it is allowed to grant minislots. This 
range of frames is referred as the schedule horizon. Once the schedule horizon is 
established, the node will begin its search for available minislots starting from the 
first minislot in the first frame of the schedule horizon. If the first frame of the 
schedule horizon in the selected channel does not have free minislots, the search will 
continue in a different channel. In the event of no free minislots being available from 
the same frame in all the channels, the node will then start to search in the second 
frame. This process continues until the bandwidth requested by the sending node is 
fulfilled or the search has checked all the minislots in all the frames and channels. 
This process is illustrated in Figure  3-15.  
 
Let assume that a given receiving node has to allocate three minislots to a sending 
node. In doing so, it begins the search routine by first randomly selecting one of the 
two possible frequency channels, say channel 1 in the example shown in Figure  3-15. 
It then starts to search for free minislots in the first frame of the schedule horizon, 
i.e., frame 2. Figure  3-15 shows that minislots 3 and 4 of frame 2 in channel 1 are 
available. Hence, these two minislots are selected and the node will in turn send a 
grant IE back to the sending node. Since not all the request of the sending node has 
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been met, the node will continue to search for further free minislots in channel 2. 
Although minislot 4 in channel 2 is available, it overlaps in time with the minislot 4 
in channel 1. As such, it is not a valid resource to be considered for allocation. The 
reason is that a given node cannot operate on two separate channels simultaneously 
using a single transceiver. Once the availability of all the minislots in both channels 
in frame 2 are checked, the node will then continue its search in the second frame of 
the schedule horizon, i.e., frame 3 in this example. As minislot 1 of frame 3 in 
channel 1 is available, and does not overlap in time with minislots 3 and 4 in frame 2 
in channel 1, the node will include this minislot for allocation by sending another 
grant IE back to the sending node. At this point, the entire amount of resource 
requested by the sending node has been met, so this ends the search process. 
 
 
Figure  3-15 Searching for free minislots in a three-dimensional bit map associated 
with a network node equipped with a single radio transceiver operating with multiple 
frequencies. The highlighted boxes represent the schedule horizon where the search 
is to be carried out. 
 
3.5 SUMMARY 
With its ability to support single-hop over a range of up to 50 km as well as multi-
hop wideband radio transmissions, the IEEE 802.16 wireless communication 
technology is attractive for application in wireless backhaul networks. The IEEE 
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802.16 standard defines the specifications for both the physical and MAC layers. 
Also, the standard specifies two operating modes, namely, PMP and mesh. Yet, only 
mesh mode supports multi-hop transmissions, which are crucial for wireless 
backhaul networks. When operating in the mesh mode, transmission in the physical 
layer is carried out using OFDM while the MAC layer is based on TDMA. In order 
to coordinate the transmissions of individual nodes in mesh mode, three scheduling 
schemes are defined, i.e., centralised scheduling, coordinated distributed scheduling, 
and uncoordinated distributed scheduling. For a wireless backhaul network, 
coordinated distributed scheduling offers a better option by requiring substantially 
shorter connection setup time, as well as ensuring collision-free control message 
transmissions [61]. This scheduling scheme makes use of a three-way (TW) 
handshake procedure to establish data transmission schedules between two nodes. As 
a node can only transmit data after it has completed a TW handshake, the time taken 
for this handshaking procedure plays a vital role in determining the achievable 
overall network throughput and transmission delay.  
 
The time for completing a TW handshake is influenced by the holdoff time, and time 
lost during the contention for a transmission opportunity in the control subframe, 
E[S] [61]. Both the holdoff time and E[S] are governed by two parameters, namely, 
the holdoff exponent and holdoff base values. The former is adjusted based on 
specific criteria, which in turn depend on factors such as traffic service priority, 
operation status, buffer queue size, IE transmission priority, and the location of a 
node. For a network involving a large number of nodes constantly contending for 
transmission opportunities, it is more appropriate for these nodes to be assigned with 
different holdoff exponents according to their individual circumstances.  
 
For a sparse network, such as a wireless backhaul, the rate of contentions for 
transmission opportunities is relatively low. Hence, it is possible to make use of a 
small holdoff exponent in order to minimise the time needed to complete a TW 
handshake. Moreover, according to [74], the use of the default holdoff base value of 
4, specified in the IEEE 802.16 standard, is not optimal and can give rise to 
excessive transmission delay. It is proposed in [66] that this may be corrected by 
adopting a holdoff base value according to the network node density. It is shown that 
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the adoption of such an approach can double the control subframe utilisation and 
reduce the duration of a TW handshake by 28 % [66].  
 
During a TW handshake, it is possible that a node may fail to obtain a minislot for 
data transmission. As a result, the node is restrained from transmission. In order to 
minimise the rate of occurrences of such a situation, it becomes essential to search 
for better ways of allocating data minislots. The actual ways that could be adopted 
for data minislots allocation are not specified in the IEEE 802.16 standard. Several 
research studies have been devoted to look at possible ways to carry out data 
minislots allocation, and these include fair allocation among all the network nodes 
[75], flow proportional minislots allocation [75], and traffic load dependent minislots 
allocation [75, 76]. Moreover, possible conflicts may occur during minislot requests 
between neighbouring nodes due to the so called hidden node problem. Several 
schemes have been proposed to overcome such conflicts, including the adjustment to 
the number of requested frames [78], multi-grant of minislots [79], and regranting 
minislots [80, 81]. However, the first of these schemes tends to increase the time 
needed for a node to complete its data transmission. On the other hand, the multi-
grant scheme involves an increase in the overhead of control messages [94]. As for 
the regranting scheme, it fails to overcome conflicts involving minislot requests 
between neighbouring nodes when availability IE is used during a TW handshake. 
This calls for a more effective way to resolve minislot request conflicts and this will 
be further discussed in Chapters 4 and 5. Also, the use of multiple frequency 
channels in overcoming such a conflict will be investigated in Chapter 6.  
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CHAPTER 4  








All the large population centres of the world are today interconnected through a 
complex web of telecommunication backbone infrastructure. However, many regions 
of low population density, particularly those in the outlying areas far away from 
metropolitan centres, remain without access to modern information and 
communication technology (ICT) services. It is envisaged that a multi-hop IEEE 
802.16 wireless backhaul could offer a flexible and cost-effective solution for these 
distant remote community centres to access modern broadband services gateways. In 
order to avoid a possible disruption of telecommunication services in the presence of 
an occasional link or node failure, it is necessary to incorporate alternative paths into 
the network for rerouting traffic. However, the use of extra nodes and links to 
establish the alternative paths requires careful planning so that the specified failure 
resilience is able to be achieved cost effectively.  
 
In this chapter, a simple failure resilient multi-hop IEEE 802.16 wireless backhaul 
network for connecting a remote community to a gateway node located in the 
regional or metropolitan centre is proposed. The various factors considered in the 
design of such a network are first described in Section 4.2. Next, the proposed failure 
resilient IEEE 802.16 wireless backhaul topology is presented in Section 4.3. Then, 
the performance of the proposed topology operating according to the IEEE 802.16 
coordinated distributed scheduling standard is evaluated in Section 4.4.1, and the 
simulation results obtained are presented in Section 4.4.2. The problem encountered 
with the coordinated distributed scheduling is then examined in Section 4.4.3 and 
this is followed by the description of a new scheme proposed for overcoming such a 
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problem in Section 4.4.4. The performance of the new scheme is then analysed in 
Section 4.4.5. Lastly, Section 4.5 summarises the chapter.  
 
4.2 DESIGN FACTORS 
Most published works referred to in Chapter 2 are devoted to the design of failure 
resilient networks in urban or suburban areas. In such networks, the locations of the 
nodes are first determined based on certain specified criteria, such as the subscriber 
population distribution and user traffic demand. Communication links are then 
introduced to connect the various nodes in a manner which will meet the specified 
network requirements, such as failure survivability level and minimum establishment 
cost.  
 
On the other hand, the design of a failure resilient multi-hop IEEE 802.16 wireless 
backhaul network for delivering broadband services from a metropolitan centre to a 
remote community tends to involve the use of long routes. The nodes along these 
long routes often have little or no users around and they merely serve to relay traffic. 
Under this condition, the locations of the nodes are more likely to be determined 
based on the geographical terrains encountered. In an attempt to simplify the design 
problem, it is assumed that the geographical terrain between the remote community 
and the metropolitan centre is homogenous. This then leaves us to consider other 
factors which are likely to influence the design, such as the network cost, failure 
scenario, level of connectivity, interference, traffic rerouting strategy, and 
transmission delay during rerouting, to determine the suitable location of the nodes, 
the number of nodes to cover the distance between the two community centres, and 
also the interconnection links among the network nodes. These factors are discussed 
in Sections 4.2.1 to 4.2.4.  
 
4.2.1 Network Cost 
As mentioned in Section 2.4.1, the deployment cost of a backhaul network is mainly 
attributed to capital equipment and labour costs. These costs are highly variable, 
depending on equipment vendors and the inherent geographical terrains involved [7, 
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47]. Nonetheless, it is reasonable to assume that the deployment cost could be 
minimised by employing as few base stations as possible to satisfy the required 
network performance. As such, a chain topology, as shown in Figure  4-1, is a viable 
option for connecting two distant communities, i.e., Communities X and Y, with the 
least number of base stations.  
 
 
Figure  4-1 A chain topology used for connecting two distant communities, X and Y. 
Each dotted circle represents the coverage of the base station located in its center.  
 
4.2.2 Failure Scenarios 
When the simple chain topology of Figure  4-1 is adopted for the backhaul network, 
communications between Communities X and Y will be disrupted in the event of any 
single node or link failure, as shown in Figure  4-2.   
 
 
Figure  4-2 Traffic from Community Y fails to arrive at Community X due to the 
failure of Link 1. 
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An obvious way of overcoming this shortcoming is to duplicate the chain of nodes to 
provide an additional separate transmission path between the two communities, as 
shown in Figure  4-3(a). Although the resultant two parallel path backhaul network is 
more failure resilient, communications between Communities X and Y will still fail 
if both branches suffer from a single node or link failure as depicted in Figure  4-3(b). 
If required, additional chains of nodes may be introduced to enhance failure 
resilience of the backhaul network, but this will inevitably lead to excessive network 




Figure  4-3 Two parallel links are used to connect two communities, X and Y: (a) the 
network topology; (b) failure of any link or node at both paths will disrupt the data 




Instead, a single chain network may be made to better withstand link and node 
failures by having specific alternative paths introduced to bypass the faulty link and 
node. For example, in Figure  4-4(a), an extra node, A’, is added to the network. It 
connects with both Community X and node A to provide two possible paths between 
Community X and node A. The new path and the original Link 1 are link-disjointed 
from one another, i.e., they do not share a common link.   
 
However, the above solution is not effective in overcoming transmission disruption 
due to a node failure. In this case, extra nodes and links are needed to establish a 
node disjoint path for rerouting traffic away from the faulty node. According to the 
example of Figure  4-4(b), a second node, B’, is added to combine with node A’ in 




Figure  4-4 Backup paths: (a) link disjoint paths between community X and node A; 
(b) node disjoint paths to provide backup for the failure of node A. 
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In an attempt to keep the deployment cost low, only minimum number of extra links 
and nodes are introduced. For this reason, it is essential to be able to make use of 
these extra links and nodes in such a way that they could be shared in protecting 
different faulty links or nodes. As depicted in Figure  4-5, nodes A’, B’, and C’ are 
used to provide a shared backup path for rerouting traffic during a failure which 
could occur at either node A or node B.   
 
 
Figure  4-5 Node A’, B’, and C’ are used to establish a shared backup path for 
rerouting traffic when node A or B fails. 
 
4.2.3 Level of Connectivity and Interference 
As a wireless backhaul network is used to serve a large population of users, it should 
continue to operate even in the event of multiple link or node failures. Such a 
stringent requirement usually means that each link and node would have to be 
protected by providing at least two or more backup paths. In other words, a given 
node will have to be able to communicate with three or more neighbouring nodes. 
Now, if these nodes are equipped with omnidirectional antennas and operating on the 
same frequency, they will give rise to mutual co-channel interference. In order to 
keep the interference level to a manageable level, it is desirable for each node to have 
not more than three neighbours. Again, refer to the network of Figure  4-5, which 
shows that node A is connected to four neighbouring nodes, i.e., nodes X, A’, B, and 
B’. Moreover, we could rearrange the positions of individual nodes in the network, 
as illustrated in Figure  4-6, to limit the number of neighbours for a given node to not 




Figure  4-6 The positions of the individual nodes are rearranged to limit the number 
of neighbouring nodes for a given node to not more than three in order to reduce the 
co-channel interference.  
4.2.4 Traffic Rerouting Strategy and Transmission Delay 
As discussed in Section 2.4.4, the local rerouting strategy is rather simple to 
implement and the rerouted traffic is likely to reach its destination with less delay. 
Such a rerouting strategy is, therefore, attractive for use in a wireless backhaul 
network incorporated with alternative transmission paths. An example of local 
rerouting is shown in Figure  4-7 with the link between nodes B and C failed.  
 
 
Figure  4-7 Local rerouting makes use of the alternative path established from node B 
when the link between node B and C fails. 
 
In this case, an alternative path is established from the node immediately before the 
failed link, i.e., node B, to reroute traffic away from the failed link to travel on the 
alternative path provided by nodes B, B’, C’, and C. Also, this alternative path 
involves only two additional hops compared with the original direct route. 
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Consequently, the additional transmission delay incurred for the rerouted traffic is 
kept to an acceptable level.   
 
4.3 FAILURE RESILIENT TOPOLOGY 
After considering the various design factors discussed in Section 4.2, a relatively 
simple ladder topology is proposed for the implementation of a failure resilient 
wireless backhaul. An example of a six-hop wireless backhaul network connecting 
two distant communities, X and Y, is shown in Figure  4-8.  
 
 
Figure  4-8 A six-hop ladder topology connecting Communities X and Y.  
 
This failure resilient ladder topology consists of two chains of relay nodes, namely 
A, B, C, D, E, and A’, B’, C’, D’, E’, which serve the gateway nodes, X and Y, at 
two distant communities. Each chain is established using the minimum number of 
nodes and links to cover the distance between nodes X and Y. Although only one 
single chain of relay nodes is sufficient to form the wireless backhaul, its operation 
will be disrupted in the presence of a single node or link failure. Through the use of 
an additional chain of relay nodes, it is possible to provide each individual node and 
link of the backhaul with at least one backup path. Such an arrangement is likely to 
incur minimum network deployment cost as it only requires the minimum number of 
additional nodes to realise the necessary backup paths. Furthermore, the two chains 
of relay nodes provide the two shortest direct transmission paths for relaying traffic 
between the two communities, X and Y, during normal operation.  
 
On the other hand, the cross links between each pair of nodes, located at the same 
position along each of the two chains, for example, the link between node A and A’, 
is used to locally reroute traffic bypassing a faulty link or node. The proposed ladder 
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topology is able to sustain multiple link and node failures. In the case of n failures in 
the network, the rerouted traffic only has to traverse at most n additional hops 
compared with travelling by the direct path. Figure  4-9 shows that traffic from 
Community X can be rerouted to arrive at its destined Community Y even though 
both nodes C and E’ were to fail simultaneously.  
 
 
Figure  4-9 The wireless ladder backhaul can survive two simultaneous failures. 
 
However, the proposed ladder topology will not be able to overcome the following 
three scenarios involving multiple failures: 
 
1. Concurrent failures of the two nodes responsible for a cross link, such as 
nodes B and B’ as shown in Figure  4-10(a). 
2. Simultaneous failures of the links occurring at the same hop level in each of 
the two network branches. An example of this scenario is the link failures 
between nodes B’ and C’, and nodes B and C, as shown in Figure  4-10(b). 
3. Failures of two nodes, which occur in consecutive hop sequence across the 
two branches of the ladder network. This scenario is typified by the failures 
of nodes B’ and C, as shown in Figure  4-10(c). 
 
When compared with single failure events, the likelihood of simultaneous 
occurrences of multiple failures is substantially lower [25, 26]. These observations, 
when taken in conjunction with the desire to keep the deployment cost of the 
network to an acceptable level, suggest that the need for the network to sustain all 
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Figure  4-10  The ladder topology will not be able to overcome three failure scenarios: 
(a) concurrent failures of the nodes on a cross links; (b) simultaneous link failures 
occurring at the same hop level in the two branches; (c) failures of two nodes in 
consecutive hop level across the two branches.  
 
In addition to providing an acceptable level of failure resilience, it is also essential 
that any wireless backhaul should be able to deliver good QoS, in terms of high 
throughput and low transmission delay. In the following section, the performance of 
a wireless backhaul network, based on the ladder topology, is evaluated by means of 
computer simulations. 
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4.4 PERFORMANCE EVALUATION OF THE PROPOSED LADDER 
TOPOLOGY  
4.4.1 Simulation Settings 
The two-branch ladder topology, as shown in Figure  4-8, is used to implement a 
multi-hop failure resilient wireless backhaul operating in the coordinated distributed 
scheduling mode as specified in IEEE 802.16 standard. Its performance is evaluated 
using the NCTUns network simulator [95]. First, performance evaluation is carried 
out when the backhaul network is operating normally with different hop counts 
ranging from two to eight. Constant bit rate (CBR) User Datagram Protocol (UDP) 
traffic is used as the data source at the gateway node, X. From node X, the traffic is 
divided equally and delivered to nodes A and A’ to travel along the two branches of 
the ladder network to finally arrive at the destination node, Y.  
 
The NCTUns network simulator employs a simple procedure for a node to search for 
available minislots starting from the first minislot in a frame. If there is no available 
minislot in the frame, the node will repeat the search in the next frame again starting 
from the first minislot. This process continues until either a set of available minislots 
required by the node has been identified, or all the minislots are checked. 
Furthermore, a shortest path routing protocol is adopted in the simulator to direct 
traffic to travel along the shortest paths available to minimise the transmission delay. 
For the ladder topology, the most direct or shortest paths for traffic to travel from 
node X to node Y are formed by the intermediate relay nodes A’, B’, C’, D’, E’ and 
A, B, C, D, E, along the two branches of the network. In addition, several parameters 
need to be set in order to carry out the simulation and they are described in the 
following sections.  
 
4.4.1.1 Number of control transmission opportunities 
As a node will have to compete with its two-hop neighbours in order to obtain a 
transmission opportunity for sending its control message, it is therefore necessary to 
provide a sufficient number of transmission opportunities to allow every node in the 
network to be able to transmit a control message in each frame. By examining the 
ladder topology with different hop counts up to eight, it is observed that a node could 
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have a maximum number of eight two-hop neighbouring nodes. As such, the 
parameter, MSH-CTRL-LEN, which represents the number of control transmission 
opportunities required in the frame structure for operating in the IEEE 802.16 mesh 
mode, is specified as eight. Since all the transmission opportunities are used to 
transmit Mesh Distributed Schedule (MSH-DSCH) messages, the parameter, MSH-
DSCH-NUM, which corresponds to the number of transmission opportunities used to 
transmit the MSH-DSCH messages, is also set at eight.   
 
4.4.1.2 Reservation frame length 
It is expected that a wireless backhaul network will most of the time carry a large 
amount of traffic. Under this condition, traffic will continuously have to be relayed 
by each of the network nodes. It is therefore reasonable for each of these nodes to 
request the maximum allowable number of frames during a three-way (TW) 
handshake to allow it to transmit its traffic continuously. According to the IEEE 
802.16 standard, as discussed in Section 3.3, the maximum number of frames that a 
node can request is 128. Hence, this value of 128 is adopted as the reservation frame 
length for the simulation.  
 
4.4.1.3 Frame duration 
A compromise value of 10 ms is chosen for the frame duration. The use of a longer 
frame duration is likely to increase transmission delay as a node would have to wait 
for a longer period before it can transmit in the next frame. Also, a shorter frame 
length means that there are less minislots available for data transmission [62]. The 
number of minislots contained in a frame is governed by the frame duration and 
MSH-CTRL-LEN, such that  
 
OFDM symbols per frame MSH-CTRL-LEN 7
No. of minislots per frame







 … (4.1) 
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where  stands for rounding up to the nearest integer. The number of OFDM 
symbols per frame is equal to 
 
 sF TT /floor  with TF being the frame duration and Ts is 
the symbol duration. In the NCTUns simulator, Ts = 13.89 s . From equation (4.1), 






















4.4.1.4 Data packet size and buffer size 
A large packet size of 1000 bytes is adopted to allow us to determine the maximum 
throughput that could be supported by the proposed multi-hop wireless backhaul 
network. In addition, a sufficiently large buffer queue length is needed to reduce the 
possibility of buffer overflows, thereby giving rise to packet losses. For the 
simulation, a buffer queue length of 1000 packets is used. A smaller buffer queue 
length will result in frequent buffer overflows even under small traffic load 
conditions.  
 
4.4.1.5 Number of minislots for each link 
The maximum number of minislots that could be allocated to a transmission link 
varies with the number of hops in the network. For fairness, individual links will 
have to equally share the 221 minislots available per frame. To determine the actual 
request size for a given link, it is necessary to first derive the collision domain set 
(CDS) for each link in the network. Here, the CDS of a particular link is defined as 
the number of links, including itself that is potentially in conflict for channel 
resources. For example, in a four-hop ladder topology, as shown in Figure  4-11, link 
L3 is associated with the largest CDS of 7. Within this CDS, there are links which are 
allowed to transmit concurrently without giving rise to collisions, and these links are 
highlighted with the same colour in Figure  4-11. Now, if all the links are to be 
allowed to transmit simultaneously, then only those same coloured links are allowed 
to make use of the same set of minislots in a frame. When this is taken into account, 
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the largest CDS for the 4-hop network of Figure  4-11 will be reduced from seven to 
four. This means that only four distinct sets of minislots may be available to allow 
individual links to transmit data without causing collisions.  
 
It follows that the maximum request size for a link in this four-hop ladder network is 
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 … ( 4.2) 
 
where  stands for rounding down to the nearest integer.   
 
 
Figure  4-11 The largest CDS in a four-hop ladder topology is observed at link L3 
with the value of 7. Within this CDS, the links, which can transmit data 
simultaneously in the four-hop ladder topology, are highlighted with the same colour. 
Note that the cross links are not used under the shortest path routing.  
 
Figure  4-12 shows the distribution of these four sets of minislots for data 
transmission by each of the links based on the above calculated request size. This 
particular example, however, also represents the best scenario of distributing 
minislots in a four-hop ladder network such that each link is being served by the 




Figure  4-12 The calculated request size allows each link to obtain 55 minislots. 
 
Now, as a given node is required to coordinate its data transmission schedule with its 
one-hop and two-hop neighbours through the IEEE 802.16 three-way handshake, 
there is a possibility that it may occasionally fail to get any share of the minislots, if 
all the minislots have already been taken up by its neighbours. One such situation is 
typified by the particular pattern of distribution of the minislot sets in the four-hop 
ladder topology of Figure  4-13(a). In this case, node B’ has to refrain from 
transmission, and eventually its accumulated data packets will overflow its buffer. In 
order to avoid this type of situation, it becomes necessary to increase the number of 
minislot sets to be used for distribution among the individual links. Moreover, this 
will also lead to a reduction in the allowable request size with the consequence of 
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Figure  4-13  Minislot allocation in a four-hop ladder topology: (a) node B’ fails to 
get any minislots with the calculated request size of 55 as all the minislots are used 
by the other links; and (b) the request size is reduced to 44 to allow every link to 
obtain minislots.  
 
As the number of hops in the network increases, the likelihood of the above 
undesirable situation, illustrated in Figure  4-13(a), occurring is also increased. 
However, actual occurrences of such an event are difficult to predict. As such, it is 
proposed that the appropriate request size for use in a ladder network with a given 
number of hops is derived based on the following procedure: 
 
 Use equation (4.2) to first calculate the maximum request size for a given hop 
count. 
 Based on the above calculated request size, verify its suitability with 
computer simulations. If the problem exists, increase the number of minislot 
sets by one, and recalculate the request size. Repeat this step until the 
problem is not observed. 
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The resultant request size obtained in this way will not only substantially reduce the 
problem associated with an event of Figure  4-13(a) but also ensure that its value will 
result in a throughput which is as large as possible. Table  4-1 tabulates the request 
sizes obtained in this way for ladder networks of different hop counts. 
 
Table  4-1The request size for a given number of hops. 
 









4.4.1.6 Traffic data bit rate  
Constant bit rate (CBR) User Datagram Protocol (UDP) traffic is used as the data 
source for performance evaluation. Unlike the TCP-IP traffic model, its generation 
does not involve any specific handshaking procedures. As such, the results from the 
performance evaluation are influenced only by the IEEE 802.16 three-way 
handshake, and not constrained by the way traffic is generated. As discussed earlier 
in this section, the actual request size that could be used by a given node in the ladder 
network varies with the number of hops between the source and destination gateway 
nodes. This means that the maximum bit rate of the UDP traffic that could be 
supported by the proposed ladder network of a given hop count is related to the 
request size used, such that  
 













where B s bN r m o   h  with rs being the request size, mb the number of bits that can 
be transmitted in a minislot, and oh the overhead.  
 
The CBR value computed from equation (4.3) corresponds to the maximum traffic 
load that could be supported by a given network before packet drops start to occur 
due to buffer overflow. In practice, it is expected to realise a lower CBR value. In 
this study, the actual CBR value adopted for use in the proposed ladder network of a 
given hop count has been obtained by gradually reducing its value, starting from the 
computed CBR value, until a very small packet loss of not more than 0.003 % begins 
to appear.  
 
4.4.1.7 Parameters summary 
The various parameters adopted for the performance evaluation by computer 
simulation using the NCTUns network simulator are tabulated in Table  4-2. 
 





Reservation frame length  128 
Frame duration 10 ms 
Number of minislots per frame 221 
Total number of packets  600000 
Number of runs  10 
Packet size  1000 bytes 
Queue buffer length  1000 packets 
 
4.4.2 Simulation Results 
Two performance metrics are used to evaluate the performance of the proposed 
wireless backhaul network, namely maximum achievable throughput, and average 
end-to-end packet transmission delay. The former is determined based on the 
  78
maximum traffic load that the network is able to support, while maintaining no or 
near zero packet loss. Also, the average end-to-end packet transmission delay is 
measured when the maximum achievable throughput is reached. For reliable 
performance measurements, both maximum achievable throughput and average end-
to-end packet transmission delay are given as the ensemble averaged values of ten 
simulation runs, each consisting of 600 Mbytes.  
 
Based on the request size, as tabulated in Table 4-1, the theoretical maximum traffic 
load, Tloadt, that can be applied to a ladder backhaul network of a given hop count is 












where rs is the request size, TF is the frame duration, and m is the number of bits that 
can be transmitted in an OFDM symbol. For 64 QAM-3/4 modulation scheme, m is 







7ENMSH_CTRL_L - frame ain  symbols OFDM ofNumber 
k  (4.5) 
 
where  stands for rounding up to the nearest integer.   Table  4-3 shows the 
resultant theoretical maximum traffic loads that can be supported by ladder backhaul 
networks of two to eight hops. As expected, the maximum traffic load that can be 
supported decreases when the hop count is increased. This is due to the fact that a 







Table  4-3 Maximum traffic loads that can be supported by ladder backhaul networks 
of different hop counts. 
 
Number of hops Request size 
(Minislots) 
Maximum traffic load 
(Mbps) 
2 55 27.19 
3 55 27.19 
4 44 21.75 
5 44 21.75 
6 36 17.80 
7 36 17.80 
8 36 17.80 
 
The IEEE 802.16 TW handshake procedure is applied for coordinated distributed 
scheduling in a wireless backhaul based on the proposed ladder topology. Using the 
parameters of Table  4-2, the performance of the wireless backhaul network 
implemented is evaluated by computer simulation. Table  4-4 shows the maximum 
achievable throughputs and average end-to-end packet transmission delays achieved 
with different hop counts, ranging from two to eight hops.  
 
Table  4-4 Maximum achievable throughput and averange end-to-end packet 
transmission delay when the IEEE 802.16 TW handshake is used in the proposed 
ladder network of different hop counts.  
 
Number of hops Request size Throughput (Mbps) Delay (ms) 








6 0.84 384.04 






As expected the two-hop backhaul can achieve the best maximum achievable 
throughput. However, the network throughput is rapidly degraded as the number of 
hops increases. For example, the throughput degrades by 92.7 % when the hop count 
increases from three to four. In this case, there is a sudden jump in the number of 
occurrences from three to seven for cases involving two or more hidden nodes when 
the hop count is increased from three to four, as shown in Table  4-5. Such a situation 
will reduce the number of minislots allocated to each individual node, leading to a 
decrease in the maximum achievable throughput. Moreover, as the number of hops is 
increased each time beyond four, the increase in the number of occurrences of 2 or 
more hidden nodes tends to be less drastic. As such, the achievable throughputs with 
these networks remain similar as observed from Table 4-4.  
 
Table  4-5 Number of occurences of hidden nodes associated with a multi-hop ladder 
backhaul network for hop counts of two to six. 
 
Number of occurrences Number of 
hidden nodes Two-hop Three-hop Four-hop Five-hop Six-hop 
1 0 2 0 0 0 
2 or above 0 3 7 9 11 
 
The result tabulated in Table  4-4 clearly suggests that the IEEE 802.16 TW 
handshake process is ineffective for application in a multi-hop network. For a ladder 
network with more than two hops, the hidden node problem will impact the TW 
handshaking procedure. As a result, the bandwidth requested by a given node may 
either not be granted or under granted.  
 
Data packets, which have to traverse a larger number of hops before arriving at the 
destination, tend to experience higher average packet transmission delays, as 
indicated in Table  4-4. However, comparison of transmission delays for different hop 
counts becomes more complicated due to the different request sizes used. Strictly, a 
fair comparison can only be made when networks are subjected to a similar traffic 
load, i.e., adopting the same request size. Moreover, simulation shows a rather 
unexpected outcome that the average transmission delay associated with the three 
hop network is much lower than that for the two hop network. This can be explained 
on closer examination of the throughputs achieved with these two networks. Since 
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the throughput of the two hop network is more than twice that of the three hop 
network, this means that the intermediate relay nodes of the former are scheduling 
twice as much traffic load as those of the latter. With this increase in traffic, it is 
likely that the average buffer queue of the two hop network will increase, leading to 
a longer average end-to-end delay. In fact, it is observed from the simulation that the 
average buffer queue lengths of the two and three hop networks are 24 and 6 packets, 
respectively. Also, as shown in Table 4-5, as the number of hops in a ladder network 
increases, the hidden node problem becomes even more prominent. Consequently, 
the hidden node problem will reduce the effectiveness of the IEEE 802.16 TW 
handshake procedure in allocating minislots to individual nodes of the network. As 
such, this leads to a large drop in throughput accompanied by a drastic increase of 
average end-to-end transmission delay. It is clear from the results of Table  4-4 that 
the existing IEEE 802.16 TW handshake process is not useable for a ladder network 
greater than three hops. Proposed improvements to the IEEE 802.16 TW handshake 
process are presented in the later parts of this chapter, and the next chapter. 
 
4.4.3 Hidden Node Problem Associated with the IEEE 802.16 Three-way 
Handshake Protocol 
As discussed in Section 3.4.3, the IEEE 802.16 three-way handshake protocol suffers 
from a serious hidden node problem when applied to a multi-hop ladder network. 
This problem occurs when two receiving nodes, which are outside the receiving 
range of one another, happen to select the same minislots to be granted to their 
respective transmitting nodes [80, 81]. In other words, the effect of such a problem is 
measured in terms of the packet-reception distance rather than the signal interference 
distance. In practice, the latter is usually longer than the former. For example, in 
previous studies concerning IEEE 802.11 networks [59], the interference distance is 
usually set to be twice the packet-reception distance. This suggests that even if a 
node, say node A, cannot receive a packet sent by its immediate neighbouring node, 
such as node B, the signal from node B’, which is two node distance away, may still 
affect the reception of packets at node A. Moreover, in studies concerning the IEEE 
802.16 standard, it is common to consider radio frequency interference arising from 
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the immediate adjacent neighbouring nodes and ignore any accumulative interference 
from other more remote nodes [35, 96, 97].  
 
 
Figure  4-14 Grant withdrawal occurs when node R detects a minislot allocation 
conflict, which refrains it from confirming the grant from node S. 
 
Hidden node problem will cause grant withdrawal, as illustrated in the example of 
Figure  4-14. In this case, both nodes Q and S select the same minislots to be granted 
to nodes P and R, respectively. However, node R will detect a minislot allocation 
conflict when it overhears the grant from node Q. Consequently, node R will not be 
able to confirm the grant of resource by node S. Otherwise, nodes P and R will 
transmit simultaneously, thus giving rise to packet collisions at node Q. Under this 
situation, node R will refrain from data transmission, and this will result in a 
reduction of overall network throughput, and an increase of end-to-end transmission 
delay. Such a problem may be overcome through the use of a regranting scheme [80, 
81]. As shown in Figure  4-15, the use of the regranting scheme allows node S to 
grant a different set of minislots to node R when it does not receive a confirm IE 
from node R. By doing so, node R will be able to transmit data after confirming the 
new grant. Nonetheless, as discussed in Section 3.4.3, grant withdrawal only occurs 
if nodes do not transmit their respective availability IEs when they make requests for 
bandwidth. By transmitting an availability IE during a TW handshake, a node can 





Figure  4-15 Regranting scheme. 
 
 
On the other hand, the transmission of an availability IE during a TW handshake will 
not necessarily eliminate the hidden node problem. One such scenario is shown in 
Figure  4-16. In this example, node P is not aware of node R also requesting the same 
set of minislots. Upon receiving the request and availability IEs of node P, and 
overhearing those from node R, node Q will detect a minislot request conflict. Under 
this condition, node Q will either reject the request of node P, or grant it the 
requested minislots only after node R has finished its transmission to avoid packet 
collisions at node Q. In either case, node P is likely to wait for a long period of time 
before it can transmit data. Moreover, it is interesting to note that the hidden node 
problem does not result in grant withdrawal under the scenario depicted in Figure 
 4-16. Hence, the regranting scheme proposed in [80, 81] is not applicable in the 
situation described in this example. It is also observed that with the example of 
Figure  4-16, the hidden node problem involves two transmitting nodes that are 
separated by two hops, i.e., nodes P and node R. As the number of hops in a network 
increases, this will also lead to a larger number of nodes which have neighbours 
located two hops away. This suggests that an effective solution to the hidden node 








Figure  4-16 Hidden node scenario when the availability IE is used during a three-
way handshake. 
 
4.4.4 Proposed Reverse Notification Control Message 
In this section, an extension is made to the IEEE 802.16 TW handshaking protocol in 
an attempt to overcome the hidden node problem associated with multi-hop 
transmission. This involves the use of a new reverse notification (RN) control 
message, which takes the form of a duplicate copy of an availability IE. With this 
proposed scheme, a RN control message is sent only after a node has received 
request and availability IEs that are not destined for it. This control message can be 
sent in conjunction with either one of the three IEs, i.e., request, grant or confirm, 
within the control subframe. This is made possible by the fact that a node is able to 
send multiple IEs via a single MSH-DSCH message at a given time [35]. In this way, 
it significantly increases the likelihood for the destined node to receive the RN 
message before it attempts to ask for channel resources.  
 
An example of the exchange of a RN message is shown in Figure  4-17. It shows that 
node Q, which overhears the transmission of request IE by node R, will transmit a 
RN to node P. Upon receiving this message, node P will request only those minislots 
which are not listed in the RN IE. By doing so, node P will be able to obtain its 
requested minislots from node Q. For the hidden node problem to be handled 
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effectively, all the neighbouring nodes of node R are also required to send RN 
messages. As the information capacity required in a RN message, which is 





Figure  4-17 An exchange of RN control message. 
 
 
Nevertheless, the inclusion of the RN control message in the TW handshake still 
does not completely resolve the hidden node problem. For example, if node P fails to 
receive a RN message in time before it makes a request for channel resources, then it 
is possible that it will request the same minislots that have already been used by its 
neighbouring nodes. This situation is illustrated in Figure  4-18. However, it is 
observed from computer simulations that the number of occurrences of such an event 
is rather infrequent when the network is operating under normal condition. As such, 
it is expected that the proposed extension to the TW handshake will be able to 
significantly enhance the network throughput.  
 
  86
P Q R S
Request and 





 S to R





availability IEs P to Q 
(same with R to S) 
 
Figure  4-18 A scenario where the RN scheme fails to prevent two two-hop 
neighbouring nodes from making the same resource request. 
 
Due to the broadcast nature of a wireless environment, other nodes in the proximity 
of the one that broadcasts the RN message, say node Q in this case, might also 
receive the same control message. In such a situation, those nodes that intend to send 
data to node Q will either have to defer making requests for minislots, which have 
already been occupied, or request some other available minislots. This is to avoid 
possible collisions at node Q. On the other hand, those nodes that do not intend to 
send a request to node Q will simply ignore the RN control message.  
 
4.4.5 Performance Evaluation of the Reverse Notification Scheme 
The performance of the proposed RN scheme operating in a ladder topology has been 
evaluated using the same simulation settings as given in Section 4.4.1. Figure  4-19 
and Table  4-6 show the maximum achievable network throughputs obtained via the 





























Figure  4-19 Maximum achievable throughputs obtained with different hop counts.  
 
Table  4-6 The maximum achievable throughput for the ladder topology with 
different hop counts operating under IEEEE 802.16 three-way handshake and RN. 
 
Throughput (Mbps) Number of hops Request size 
(minislots) IEEE 802.16 TW 
handshake 
RN 








6 0.84 9.55 





As discussed in Section 4.4.3, the hidden node problem occurs among sending nodes, 
which are located two hops from one another. Now, in the special case of the two-
hop ladder network, as shown in Figure  4-20, all the sending nodes, i.e., Community 
X, node A, and node A’, are only one hop away from each other. In this case, the 
nodes will not encounter the hidden node problem. Therefore, it is expected that the 
same throughput should be achieved with the two-hop ladder network irrespective of 
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whether the original or enhanced TW handshaking process is used. Computer 
simulation results of Figure  4-19 and Table  4-6 have indeed verified this observation.  
 
 
Figure  4-20 As all the sending nodes in the two-hop ladder topology, X, A, and A’, 
are within one-hop of each other, they will not encounter the hidden node problem.  
 
For ladder networks with more than two hops, the effectiveness of the proposed RN 
scheme in mitigating the hidden node problem is well demonstrated by the greatly 
improved throughputs achieved, as shown in Figure  4-19. For instance, the use of 
RN has enabled the three-hop network to achieve the same maximum achievable 
throughput as its two-hop counterpart, thus indicating that the hidden node problem 
is, for practical purposes, mitigated. This observation clearly suggests that the hidden 
node problem is a major cause to the significant throughput degradation in multi-hop 
ladder networks when the IEEE 802.16 TW handshake procedure is used for traffic 
scheduling. As the number of hops is further increased beyond three, the number of 
nodes, which have neighbours located two hops away, also becomes larger. This will 
not only aggravate the hidden node problem but also reduce the request size of 
individual nodes. The former is due to the large contention for transmission 
opportunity experienced by a node when the number of neighbouring nodes is 
increased. A consequence of this is that less RN IEs will be sent. This then lowers 
the likelihood of the RN IEs being received by the relevant nodes before they send 
their request. Consequently, it reduces the effectiveness of the RN scheme in 
mitigating the hidden node problem. The combined effects of the hidden node 
problem and smaller request size result in a reduction in the maximum throughput 
that could be achieved for a ladder network with a larger hop count. In fact, the 
results tabulated in Table  4-3 and Table  4-6 show that the maximum achievable 
throughputs of the wireless backhaul with hop counts larger than three are still far 
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from the theoretical maximum traffic loads that can be supported. Nonetheless, the 
maximum achievable throughput for an 8-hop ladder network achieved through the 
use of RN is almost 14 times larger than that achieved using the original IEEE 
802.16 three-way handshake.  
 
 Table  4-7 Average end-to-end transmission delay for different ladder topologies. 
 





IEEE 802.16 TW 
handshake 
RN 








6 384.04 53.71 






In addition to improving throughputs, the use of the proposed RN scheme also helps 
to significantly lower the average end-to-end packet transmission delay of multi-hop 
ladder networks. For example, as shown in Table  4-7, it is interesting to observe that 
the average end-to-end packet transmission delays achieved with RN for all the 
networks considered are less than 150 ms, which is usually considered as the upper 
limit allowed for services involving delay sensitive real-time traffic. Apparently, 
there is an increase in delay when the enhanced TW handshaking procedure, instead 
of the original one, is used in the 3-hop network. This is largely due to the almost 
four times increase in achieved throughput or equivalent traffic load handled by the 
enhanced TW handshaking scheme. As a result, packets are dropped in the three-hop 
network due mainly to buffer overflow. In other words, an increasing larger number 
of packets are being stored in the buffers of individual nodes, giving rise to queueing 
delay which forms part of the average end-to-end transmission delay. In general, a 
network with a larger hop count is expected to experience an increased average end-
to-end transmission delay, as the traffic has to traverse a longer path before reaching 
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the final destination. However, it is surprising to note that the average end-to-end 
packet transmission delays for hop counts beyond four are lower than that of the 
four-hop ladder network. For those networks, the aggravated hidden node problem, 
due to the increased number of neighbouring nodes, has reduced the amount of 
traffic load that can be applied to the networks. In particular, the traffic load applied 
in the six-hop ladder network to yield the maximum achievable throughput tabulated 
in Table  4-6 is only half of that for the five-hop ladder network. This suggests that 
fewer packets are in the buffer queue of each individual node in the six-hop ladder 
network, and the packets will experience a smaller transmission delay.      
 
Overall, the proposed RN scheme is shown to be very effective in combating the 
hidden node problem, thereby greatly enhancing the maximum achievable 
throughputs, and reducing the average end-to-end packet transmission delays of 
multi-hop ladder networks.  
 
4.5 SUMMARY 
In this chapter, a failure resilient multi-hop IEEE 802.16 wireless backhaul is 
proposed to interconnect a distant remote community to a gateway node located in 
the regional or metropolitan centre. This wireless backhaul network involves long 
routes with few users surrounding the intermediate nodes. Several design criteria are 
identified for determining the feasible node locations as well as the interconnection 
links between these nodes. These criteria include network cost, failure scenarios, 
level of connectivity, interference, traffic rerouting strategy, and transmission delay 
incurred during traffic rerouting. The proposed wireless backhaul takes the form of a 
ladder network topology, which provides at least one backup path for each node pair. 
This ladder topology is able to deliver the coverage between the two community 
centres by making use of a minimum number of nodes while still providing the 
necessary backup paths. With the exception of a few failure scenarios, the proposed 
wireless backhaul network is able to sustain multiple link and node failures.  
 
Moreover, the performance of the ladder network operating with the original IEEE 
802.16 three-way handshake protocol is evaluated, by means of computer 
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simulations using the NCTUns network simulator, in terms of the maximum 
achievable throughput and average end-to-end transmission delay. This has been 
carried out for ladder networks with hop counts ranging from two to eight. The 
results are tabulated in Table  4-4, which shows that the original TW handshaking 
protocol suffers from the hidden node problem, which is well known in multi-hop 
wireless networks. As a result, a four-hop ladder network can only manage to 
achieve a maximum throughput of 0.82 Mbps. At the same time, data packets 
experience a long average end-to-end transmission delay in excess of 300 ms. The 
results of Table  4-4 also provide the necessary reference for comparison with other 
proposed schemes described in this thesis. 
 
A new reverse notification (RN) scheme, which proves to be very effective in 
mitigating the hidden node problem, is proposed in this chapter. Computer 
simulations have verified that great improvement in maximum achievable 
throughputs, as well as reduction in average end-to-end transmission delays, are able 
to be achieved with this new RN scheme. The computer simulated results are shown 
in Figure  4-19 and Table  4-7. Again, for a four-hop ladder network, the use of the 
RN scheme has increased the maximum achievable throughput by almost 22 times 
while reducing the average end-to-end transmission delay by 69%, when compared 
with the use of the original TW handshake protocol. The results also suggest that the 
ladder topology with different hop counts, when incorporated with the proposed 
enhanced IEEE 802.16 TW handshake protocol, is suitable for realising a broadband 
wireless backhaul network for delivering services involving delay sensitive real-time 
traffics.  
 
So far, the results presented in this chapter have been obtained under the condition 
that the hidden node problem is measured in terms of packet-reception distance. In 
the case when the radio interference distance is taken into consideration, the 
performance of RN is likely to be degraded by 20% [96]. Such a relatively small 
degradation in performance will not overshadow the significant improvement in 
network throughput achieved using the proposed RN. Moreover, the results are 
obtained when the network is operating without any node or link failure. In the next 
chapter, the performance of the proposed RN scheme operating under failure 
conditions will be investigated. 
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CHAPTER 5  
PERFORMANCE OF AN IEEE 802.16 WIRELESS 







It is shown in Chapter 4 that the serious hidden node problem associated with the 
IEEE 802.16 three-way (TW) handshake protocol operating in a multi-hop ladder 
network has largely been overcome by incorporating the proposed reverse 
notification (RN) scheme within the TW handshake process. As a result, the 
performance of the network, in terms of throughput and end-to-end transmission 
delay, is significantly enhanced. In this chapter, the performance of the ladder 
network, operating as a wireless backhaul, is evaluated in the presence of failures in 
either link or node.  
 
This chapter is organised as follows. First, the operation of the ladder network 
employing the IEEE 802.16 standard coordinated distributed scheduling, in 
conjunction with the proposed RN scheme, is investigated in Section 5.2. Further 
new modifications to the TW handshake process are presented in Section 5.3 to 
overcome some problematic scenarios which are likely to affect the performance of 
the wireless backhaul in the event of a network failure. Computer simulated results 
achieved through the use of these new schemes under normal operation and failure 
conditions are presented in Section 5.4. Also, the effects on the network performance 
due to the use of different buffer and packet sizes are examined. The performance of 
the ladder network is then compared with the two parallel path network in Section 
5.5. So far, traffic is considered to be flowing in one direction, i.e., from Community 
X to Community Y. In practice, a wireless backhaul has to be able to handle traffics 
emanating from both directions. As such, the performance of the ladder network 
involving bidirectional traffic flows is also evaluated in Section 5.6.  
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5.2 OPERATION OF THE LADDER NETWORK IN THE EVENT OF A 
NODE FAILURE 
Consider a four-hop ladder network as shown in Figure  5-1(a). Under normal 
operating conditions, for node X, there are four other nodes within its 2-hop 
neighbourhood. However, this number is reduced to two when node A fails, as 
shown in Figure  5-1(b). With this reduced number of nodes within its 2-hop 
neighbourhood, node X is likely to experience fewer contentions for transmission 
opportunity from the other nodes. It then becomes possible for node X to be able to 
send a request for resource to its immediate neighbour, node A’ in this case, before 
receiving a RN message from it. This scenario, as pointed out in Section 4.4.4, is one 
that will make the proposed RN scheme ineffective in overcoming the hidden node 
problem. The above is also true if the failure occurs at node A instead of A’.  
 
 
Figure  5-1 The nodes, coloured in red, are within two-hop away from node X, during: 
(a) normal operating condition; (b) when node A fails. 
 
On the other hand, if any one of the other intermediate nodes (B, B’, C, and C’) of 
the 4-hop ladder network were to fail, it is possible for a given normal operating 
node in the network to be associated with a different number of potential hidden 
nodes. To verify this observation, we set out to identify all the potential hidden nodes 
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associated with any of the normal operating nodes when one particular node in the 
network becomes faulty. The results are tabulated in Tables 5-1 to 5-6.  
 
Table  5-1 Hidden nodes encountered by a given node when node A fails. 
 
Node Potential hidden nodes Number of hidden nodes 
X B’ 1 
A’ B, C’ 2 
B’ X, C 2 
B A’, C’ 2 
C’ A’, B 2 
C B’ 1 
 
Table  5-2 Hidden nodes encountered by a given node when node A' fails. 
 
Node Potential hidden nodes Number of hidden nodes 
X B 1 
A B’, C 2 
B’ A, C 2 
B X, C’ 2 
C’ B 1 
C A, B’ 2 
 
 
Table  5-3 Hidden nodes experienced by a given node when node B fails. 
 
Node Potential hidden nodes Number of hidden nodes 
X B’ 1 
A’ C’ 1 
A B’ 1 
B’ X, A, C 3 
C’ A’ 1 




Table  5-4 Hidden nodes encountered by a given node when node B' fails. 
 
Node Potential hidden nodes Number of hidden nodes 
X B 1 
A’ B 1 
A C 1 
B X, A’, C’ 3 
C’ B 1 
C A 1 
 
 
Table  5-5 Hidden nodes encountered by a given node when node C fails. 
 
Node Potential hidden nodes Number of hidden nodes 
X B’, B 2 
A’ C’, B 2 
A B’ 1 
B’ X, A 2 
B X, A’, C’ 3 
C’ A’, B 2 
 
 
Table  5-6 Hidden nodes encountered by a given node when node C’ has failed 
 
Node Potential hidden nodes Number of hidden nodes 
X B’, B 2 
A’ B 1 
A B’, C 2 
B’ X, A, C 3 
B X, A’ 2 
C A, B’ 2 
 
Also, Table 5-7 summarises the number of potential hidden nodes and the 
corresponding number of occurrences according to the location of a node failure.  
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Table  5-7 Number of potential hidden nodes and corresponding number of 
occurrences associated with the failure of a specified node. 
 
Number of occurrences  Number of 
hidden nodes Node A Node A’ Node B  Node B’ Node C Node C’ 
1 2 2 5 5 1 1 
2 or above 4 4 1 1 5 5 
 
It is observed from Table 5-7 that a failure that occurs at any one of the two nodes 
connecting the same cross link across the two branches of the ladder network, for 
example, nodes A and A’, will give rise to the same number of hidden nodes. As 
such, it is expected that the failure of either one of those two nodes will have the 
same effects on the operation of the network. Furthermore, it is observed that when 
either node B or B’ fails, the majority of the other normal operating nodes only 
encounter one single hidden node. On the other hand, when either node C or C’ fails, 
the majority of the other nodes are going to have two or more hidden nodes. This 
suggests that for this 4-hop ladder network, the introduction of the proposed RN in 
the TW handshaking process will have a greater benefit when the failure occurs at 
either node B or B’ instead of at node C or C’. 
 
Next, the performance of the 4-hop ladder network, operating with the IEEE 802.16 
coordinated distributed scheduling in conjunction with the proposed RN, is evaluated 
when a failure occurs in any one of the six intermediate nodes. Again, the same 
simulation settings as described in Section 4.4.1 are adopted for the computer 
simulations using the NCTUns network simulator.  
 
Table  5-8 tabulates the throughputs and average delays obtained when there is a 
failure occurring at one of the intermediate nodes in the 4-hop ladder network. As 
expected, the performance of the ladder network varies according to where a node 
failure occurs. The results show that the highest throughput of 9.11 Mbps is obtained 
when either node B or B’ fails. On the other hand, the network yields the least 
throughput of 6.81 Mbps when the failure occurs at either node C or C’. These 
confirm our earlier observations on the effectiveness of the proposed RN scheme 
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when dealing with a possible node failure in the 4-hop ladder network. The simulated 
results also verify that the same throughput is achieved when the failure occurs at 
any one of the two nodes sharing the same crosslink. The fact that there are hidden 
nodes present around a given node will prevent it from obtaining its requested 
minislots and refrain it from data transmission. Subsequently, this will cause its 
packet queue to build up until finally packets have to be dropped due to buffer 
overflow at the node. Therefore, in order to maintain near zero packet loss, which 
forms the basis for determining the maximum achievable throughput, it becomes 
necessary to lower the traffic load applied to the network. Now, with a lower traffic 
load, the achievable throughput is reduced, but the traffic will also experience less 
delay as fewer data packets are in the queue at each node. This explains the 
observation that when a node failure occurs at either node C or C’, both the resultant 
throughput and delay are lowest among the results of Table 5-8.  
 
Table  5-8 Throughput and delay achieved when a node failure occurred at a different 
location. 
 
Node failure Throughput (Mbps) Average end-to-end delay (ms) 
A 8.18 51.31 
A’ 8.18 52.01 
B 9.11 78.87 
B’ 9.11 78.94 
C 6.81 41.82 
C’ 6.81 41.85 
 
These simulations help us to realise that if we wish to further enhance the throughput 
of the ladder network, it will be necessary to find a way to lessen the likelihood of 
occurrence of the hidden node problem. As a result, a request-resend procedure is 
proposed for incorporation into the RN scheme. This will be described in Section 
5.3.1.  Furthermore, when a node fails, its immediate neighbours will be required to 
handle an increased amount of rerouted traffic. Therefore, a dynamic minislot 
allocation scheme is presented in Section 5.3.2 to allow a node to be able to receive 
the number of minislots appropriate for the traffic load it is servicing at the time.   
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5.3 REQUEST-RESEND AND DYNAMIC MINISLOT ALLOCATION  
5.3.1 Request-resend 
As discussed in the last section, a node failure in a ladder network is likely to 
increase the likelihood of a RN message arriving at the destined node only after it has 
sent out its request for minislots. Such an event is in conflict with the intended 
operation of the proposed RN scheme, as described in Section 4.4.4. To compensate 
for this undesirable situation, it is proposed that the affected node should be allowed 
to transmit a new request when a conflict in the request for minislots is detected. We 
refer to this new approach as request-resend, and Figure 5-2 shows an example of 
how this procedure is carried out with the RN scheme.  
 
P Q R S






 S to R
Confirm R to S
Request and 
availability IEs P to Q 
(same with R to S) 





New confirm P to Q
 
Figure  5-2 The request-resend scheme allows node P to send a new request after 
receiving a RN message from node Q. 
 
Let consider the case that node P, being unaware of the minislots requested by node 
R, makes a request for the same set of minislots to node Q. After it receives the RN 
message from node Q, node P will drop its initial conflicting request and send out a 
new request specifying a different set of minislots. In this way, node Q will be able 
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to grant node P its requested minislots. Consequently, node P is able to transmit its 
traffic straight after confirming the grant to node Q. 
 
Next, consider the situation where there are two additional nodes, M and N, located 
before node P, as shown in Figure  5-3. Let assume that this time node Q sends out a 
new grant straight after receiving the first request from node P, without any 
knowledge of the request from node M to node N. If the new set of minislots granted 
to node P by node Q happens to be the same as the one requested to node N by node 
M, this will lead to another conflict. This time, node P, being adjacent to node N, 
overhears the grant message from node N to node M. As a result, node P cannot 
confirm the new grant it has received from node Q. Now, according to the proposed 
request-resend scheme, instead of node Q making the decision on the set of minislots 
to be assigned to it, node P itself will be able to determine the set of available 
minislots for its own packet transmission that is not in conflict with node M. In this 
case, the information that node P requires to select the set of non-conflicting 
minislots can be derived from the grant message of node N to node M, and the RN 
from node Q. As such, the use of request-resend in conjunction with RN will 
effectively overcome the hidden node problem.  
 
Request and 
availability IEs R to S 
New g
rant Q
 to P Grant
 S to R





availability IEs P to Q 
(same with R to S) 
New confirm P to Q
Request the same 
minislots as the new grant Q to P
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 N to 
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5.3.2 Dynamic Minislot Allocation 
In the event of a node failure, traffic will be rerouted bypassing the faulty node to 
reach the final destination via alternative paths. Hence, neighbours of the failed node 
are likely to have to handle a larger amount of traffic. These nodes will become 
bottlenecks for traffic queues to build up unless they are allowed to request more 
minislots to convey their data packets. Conversely, those nodes that are not involved 
in rerouting traffic may need to decrease their share of minislots. As such, a dynamic 
minislot allocation scheme is proposed for adjusting the minislot allocations 
according to the traffic loads serviced by individual nodes in the event of a node 
failure. The operation of this dynamic minislot allocation scheme involves three 
phases and they are described as follows.  
 
1. Failure detection phase  
 Under normal operation, a node will regularly broadcast MSH-DSCH 
messages containing its own control message transmission schedule and those 
of its neighbouring nodes, in addition to its request for minislots. After sending 
a MSH-DSCH message, the node, with the holdoff exponent value of zero, will 
holdoff for a period of time, which is given by 
Holdoff time = 2Holdoff base + holdoff exponent  
 = 24 + 0  
 = 16 transmission opportunities 
  
 Hence, the node will start competing for transmission opportunities after 
holding off for 16 transmission opportunities. As the maximum number of two-
hop neighbours in a multi-hop ladder network is eight, it is expected that the 
node will be able to win a transmission opportunity within the next 16 
transmission opportunities. As such, a node will be recognized as a failure node 
if it does not transmit a control message within two holdoff periods.  
 
2. Failure recovery phase 
 Upon detecting a node failure, the node preceding the failed node will divert its 
traffic via an alternative path to arrive at another node. At the mean time, it will 
decrease the number of minislots to be requested. The number of minislots that 
it should use is determined according to the procedure described in Appendix 
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 When a grant IE with a failure flag is received by the destined node, it will 
grant its upstream neighbours the same number of minislots that it has received 
from its immediate downstream node. Once again, the failure flag will also be 
included in the grant IE for passing on to the next upstream node. For the nodes 
who overhear the grant IE with a failure flag, they will also use the same 
request size and include a flag in their grant IE. In this way, the failure flag will 
be able to propagate to all the upstream nodes within the network that are still 
operating normally. Ultimately, each individual upstream node will have the 
required information for it to make the necessary adjustment to the number of 
minislots that it could grant.  
 When a node receives from its upstream nodes, which under normal condition 
do not relay traffic to it, or they request for the number of minislots which 
seems larger than normal, it realises that it will have to handle additional 
rerouted traffic. As such, it will ignore the failure flag contained in any 
overheard grant IEs. Also, if it happens to have only one immediate 
downstream node, then it will have to increase its request size for minislots 
sent to this downstream node in order to accommodate the extra traffic that it 
has to serve. The request size may be equal to the total number of minislots 
requested by all its upstream nodes. On the other hand, if there are more than 
one immediate downstream nodes, then it is possible for the node to distribute 
its traffic equally among its downstream nodes. In this case, the request size 
made to each downstream node is equal to the total number of minislots 
requested by all its upstream nodes divided by the number of downstream 
nodes. Note that in a ladder network, each node is connected to three 
neighbouring nodes, so that a given node has a maximum of two immediate 
downstream nodes. Following this, all the subsequent downstream nodes will 
make use of the same request size.  
 As specified in the IEEE 802.16 standard, only minislots in a continuous range 
can be handled by the requesting and granting nodes during a TW handshake. 
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3. Return to normal operation phase  
 Upon receiving the first control message from the failed node after it has been 
restored to operation, its immediate neighbouring nodes will resume the use of 
allocated minislots meant for normal network operation. At the same time, they 
will reset the failure notification flag to inform other nodes in the network 
about the restoration of the failed node to normal operation.  
 
5.4 PERFORMANCE EVALUATION OF REQUEST-RESEND AND 
DYNAMIC MINISLOT ALLOCATION  
The proposed request-resend and dynamic minislot allocation schemes are 
incorporated into the IEEE 802.16 coordinated distributed scheduling and RN for use 
in a four-hop ladder network serving as a wireless backhaul. The performance of the 
backhaul network is first evaluated using the NCTUns network simulator under the 
condition of a single node failure. The simulation settings are as described in Section 
4.4.1. Also, as a failure in any one of the two nodes on a given cross link along the 
two branches in the four-hop ladder network gives rise to the same number of hidden 
nodes, it is only necessary to examine the performance when a single node failure 
occurs at one of the three possible locations along either of the two parallel branches 




Figure  5-4 Node failure locations in the four-hop ladder topology. 
 
The performance of the proposed request-resend scheme is evaluated using the same 
performance metrics adopted in Section 4.4.2, i.e., maximum achievable throughput 
and average end-to-end packet transmission delay. Table  5-9 shows the computer 
simulated throughputs and average delays obtained with the node failure occurring at 
the three possible node locations in the four-hop backhaul. Also presented is the 
theoretical throughput computed based on equation (4.4). From Table  5-9, it is 
observed that the adoption of the proposed request-resend and dynamic minislot 
allocation scheme has significantly enhanced the throughput of the four-hop 
backhaul when compared to the use of only the coordinated distributed scheduling 
and RN. More importantly, it is shown that the throughput remains constant 
regardless of where the node failure occurs. Also, the simulated throughput is now 
approaching the theoretical maximum value. These observations clearly suggest that 
the hidden node problem has largely been mitigated by the request-resend scheme, 
and better bandwidth utilisation is achieved through the use of dynamic minislot 
allocation. Now, with the backhaul being able to support a larger amount of traffic 
while maintaining no or near zero packet loss, it is expected that each node will have 
more packets in its buffer queue. This in turn is likely to result in an increase of 







Table  5-9 Comparison between the throughputs obtained with and without request-
resend and dynamic minislot allocation incoporated into the standard IEEE 802.16 
coordinated distributed scheduling and RN.  
 
Throughput (Mbps) Failure 
location Coordinated 
distributed 









1 8.18 14.28 15.33 137.95 
2 9.11 14.28 15.33 137.96 
3 6.81 14.28 15.33 137.93 
 
 
Next, the above performance evaluation is extended to include ladder backhaul 
networks with hop counts of 2, 3, 5, and 6. The hop count referred to here is the 
number of hops along one of the parallel branches. The resulting computer simulated 
results, in terms of throughput and average end-to-end delay, are tabulated in Table 
 5-10.  
 
Table  5-10 The maximum achievable throughputs and the average end-to-end 
transmission delays achieved with request-resend and dynamic minislot allocation in 
ladder networks of different hop counts operating under the condition of a single 
node failure.  
 
Number of hops Request size Throughput (Mbps) Delay (ms) 
2 110 25.80 70.66 
3 14.28 111.02 




6 27 12.91 152.62 
 
For comparison purposes, the performance of the proposed request-resend and 
dynamic minislot allocation schemes has also been evaluated when the ladder 
network is operating under either normal or failure free condition, or with a single 
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link failure. The simulated results are tabulated in Table 5-11 for the case of normal 
operation, and in Table 5-12 when operating with a single link failure. Note that the 
request sizes used for different hop counts are determined according to the 
procedures described in Section 4.4.1 and Appendix A.2 for the case of normal 
operation, and operating with a single link failure, respectively. As the use of the 
proposed request-resend and dynamic minislot allocation schemes allows similar 
performance to be achieved regardless of where a node or link failure occurs in the 
network, the throughputs and average delays as presented in Table 5-10 and Table 5-
12 correspond to the ensemble average of values obtained for all possible failure 
locations.  
 
Table  5-11 The maximum achievable throughputs and the average end-to-end 
transmission delays achieved with request-resend and dynamic minislot allocation in 
ladder networks of different hop counts operating under normal condition. 
 
Number of hops Request size Throughput (Mbps) Delay (ms) 








6 36 16.02 140.18 
 
Table  5-12 The maximum achievable throughputs and the average end-to-end 
transmission delays achieved with request-resend and dynamic minislot allocation in 
ladder networks of different hop counts operating under the condition of a single link 
failure. 
 
Number of hops Request size Throughput (Mbps) Delay (ms) 
2 44 20.00 77.21 
3 16.02 108.89 




6 31 14.28 149.55 
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Referring to Table 5-10 to Table 5-12, as expected, the request size that could be 
used by a link in the wireless backhaul decreases when the hop count is increased 
from two to six. Consequently, as the hop count of the ladder network increases, the 
maximum achievable throughput becomes smaller. This is true for whether the 
network is operating normally, or in the presence of either a link or node failure.  
Moreover, a single node failure can lead to multiple link failures. As a result, many 
extra minislots will be needed for rerouting traffic, so that those links which are not 
involved in rerouting traffic will have to make use of a lesser number of minislots. 
This suggests why, with the exception of a 2-hop ladder network, a lowest 
throughput is achieved in the case of a node failure.  
 
For a two-hop ladder network, as shown in Figure  5-5, it is possible to make use of a 
request size of 110 minislots in the case of normal operation and in the presence of a 
single node failure. On the other hand, a smaller request size of 88 minislots can only 
be allocated when the two-hop network is suffering from a single link failure. The 
use of this smaller request size also suggests a reduction in the network throughput 
and an increase in the average end-to-end delay when there is a single link failure 
occurring in the two-hop ladder network.   
 
 
Figure  5-5 The number of minislots that could be allocated to each link in a two-hop 
ladder network operating under the conditions (a) failure-free; (b) a single node 
failure; and (c) a single link failure.  
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Figure 5-6 shows the throughputs obtained through the use of: (i) only the IEEE 
802.16 TW handshake, (ii) TW handshake plus RN, and (iii) the proposed 
combination of TW handshake, RN, request-resend, and dynamic minislot allocation, 
in ladder networks of different hop counts. Also, included in Figure 5-6 are the 
theoretical maximum traffic loads that could be supported by ladder networks of 
different hop counts. It is interesting to note the effectiveness of the proposed 
request-resend and dynamic minislot allocation schemes that results in achieving 
throughputs which are approaching the theoretical maximum allowable traffic loads 





























Figure  5-6 Throughputs obtained through the use of: (i) only the IEEE 802.16 TW 
handshake, (ii) TW handshake plus RN, and (iii) the proposed combination of TW 
handshake, RN, request-resend, and dynamic minislot allocation, in ladder networks 
of different hop counts.  
 
So far, computer simulations have been performed based on a packet size of 1000 
bytes. An attempt has been made to further increase the maximum achievable 
throughput through the use of a larger packet size. However, simulated results, 
presented in Figure  5-7, show that the request size used tends to restrict the amount 





























Figure  5-7 Throughputs of the two-hop, five-hop, and six-hop ladder backhauls 
obtained for three different packet sizes. Note that the maximum transmission unit 
(MTU) of Ethernet is 1500 bytes. 
 
As a result, any throughput gain based on the use of packet size above 1000 bytes is 
marginal. Similar results are also observed for the three-hop and four-hop ladder 
networks. These results have been obtained by adopting the proposed request-resend 
and dynamic minislot allocation schemes. 
 
Now, with the hidden node problem associated with a multi-hop ladder network 
largely overcomes through the use of request-resend and dynamic minislot 
allocation, the next step is to examine the influence of the buffer size adopted at each 
node on the maximum amount of traffic load that could be handled by the network. 
In this case, it is assumed that packet loss caused by buffer overflow remains the 
main factor governing the allowable maximum traffic load. On the other hand, a 
quite different scenario is associated with the case that makes use of the original 
IEEE 802.16 coordinated distributed scheduling and RN. For the latter, the severe 
hidden node problem encountered by the original IEEE 802.16 coordinated 
distributed scheduling protocol is the main cause hindering the ability of a node to 
transmit its incoming traffic in a timely fashion. As a result, the traffic queue soon 
builds up and causes its buffer to overflow. Although the use of RN has partially 
improved the situation, there remain special circumstances in which data 
transmission is still being restricted at some nodes due to the hidden node problem. 
The above observations suggest that the use of a longer buffer is likely to give rise to 
a longer end-to-end transmission delay.  
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For comparison, Table  5-13 presents the average end-to-end delays obtained through 
the use of (i) the original IEEE 802.16 coordinated distributed scheduling, (ii) RN, 
and (iii) request-resend and dynamic minislot allocation in ladder networks of 
different hop counts. It is to be noted that the slightly longer delays associated with 
case (iii) have been achieved for higher throughputs as compared to case (ii). 
Nonetheless, the average transmission delays obtained for ladder networks up to a 
hop count of 6 remain below the 150 ms limit generally accepted for services 
involving delay sensitive real-time traffic.  
 
Table  5-13 Average end-to-end transmission delays obtained through the use of (i) 
IEEE coordinated distributed scheduling, (ii) RN, and (iii) request-resend and 
dynamic minislot allocation in wireless ladder backhauls of hop counts up to six. The 
buffer size used is 1000 bytes. 
 








RN Request-resend and 
dynamic minislot 
allocation 
2 70.23 69.67 68.79 
3 
55 
24.16 94.15 98.75 
4 317.73 104.78 110.61 
5 
44 
365.75 83.45 129.15 
6 36 384.04 53.71 140.18 
 
The influence of buffer size on the average end-to-end transmission delay for a 
ladder network that incorporates the request-resend and dynamic minislot allocation 
schemes is illustrated in Figure  5-8. As expected, the average delay tends to decrease 
when a smaller buffer size is used. The delay initially decreases gradually for buffer 
size down to 200 packets, and is followed by a rapid fall in delay thereafter. This is 
true for ladder networks of different hop counts. Although an 18 % reduction in 
average delay could be achieved by adopting a buffer size of 200 packets instead of 
1000 packets for a 5-hop ladder network, this is achieved with a corresponding 
decrease in throughput of 19 %, as shown in Figure  5-9. Moreover, the throughput of 
a ladder network is not significantly affected by the use of buffer sizes ranging from 
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200 to 1000 packets. Observations from Figure  5-8 and Figure  5-9 suggest that 
multi-hop ladder networks, that incorporate the use of request-resend and dynamic 
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Figure  5-8 Variations of average end-to-end packet transmission delay with buffer 
size used in wireless ladder backhauls of three different hop counts. The use of 
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Figure  5-9 Maximum achievable throughputs obtained as a function of the buffer 
size used for ladder networks with hop counts of two, five and six. The use of 
request-resend and dynamic minislot allocation is assumed.    
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Thus far, all the results have been obtained by applying the appropriate traffic load to 
meet the no or near zero packet loss criterion for determining the maximum traffic 
load that could be supported by the network. In addition, Figure  5-10 and Figure 
 5-11 show how the packet drop rate and the average end-to-end packet transmission 

























Figure  5-10 Percentage packet loss as a function of traffic load for the two-hop, five-



































Figure  5-11 Average end-to-end packet transmission delay as a function of traffic 
load for the two-hop, three-hop, and six-hop ladder networks. 
 
 
From Figure 5-10 and Figure 5-11, it is observed that all the three ladder networks 
show an initial gradual increase in both the packet drop rate and average transmission 
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delay with increasing traffic loads. However, as expected, when the traffic load 
approaches a certain threshold, referred here as the maximum allowable traffic load, 
beyond which both the packet drop rate and average transmission delay increase 
rapidly. In fact, as shown in Figure  5-12, there is a deterioration in throughput when 
a given network is loaded with traffic beyond the maximum allowable value. 
Although not shown here, similar observations have also been made for the three-hop 




























Figure  5-12 Throughput of the two-hop, five-hop, and six-hop ladder network when 
the traffic load is increased beyond the maximum allowable value. 
 
5.5 PERFORMANCE ACHIEVED WITH A NETWORK CONSISTING OF 
TWO PARALLEL PATHS WITH THE SAME HOP COUNT  
As discussed in Section 4.2.2, an obvious way to improve the failure resilience of a 
chain network is to duplicate the chain of nodes to result in a two parallel path 
network, as shown in Figure 4-3(a). The operation of such a network is still able to 
sustain a single node or link failure occurring in either one of its two branches. 
Moreover, because of the absence of any cross links, the number of neighbouring 
nodes within two hops of a given node becomes smaller in the case of this two 
parallel path network. As such, during normal operation, each of the two parallel 
paths is able to make use of a larger request size. This is likely to lead to a higher 
throughput than that of a ladder network of the same hop count. On the other hand, if 
one of the two branches suffers from either a node or link failure, then only half of 
the network remains operational, with a consequent significant loss of throughput. 
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Therefore, it remains interesting to examine the performance of such a two path 
network operating with the use of the IEEE 802.16 coordinated distributed 
scheduling in conjunction with RN, request-resend, and dynamic minislot allocation. 
Computer simulated results obtained using the same simulation settings as described 
in Section 4.4.1 are tabulated in Table  5-14 and Table  5-15 for the network operating 
normally and with single failure, respectively.  
 
Table  5-14 The maximum achievable throughputs and average end-to-end packet 
transmission delays obtained for the two parallel path networks of five different hop 
counts operating under normal condition. 
 
Number of hops Request size Throughput (Mbps) Delay (ms) 
2 110 49.97 53.59 
3 25.80 100.17 
4 25.80 107.55 






Table  5-15 The maximum achievable throughputs and average end-to-end packet 
transmission delays obtained for the two parallel path networks of five different hop 
counts operating in the presence of a node or link failure. 
 
Number of hops Request size Throughput (Mbps) Delay (ms) 
2 110 25.80 70.66 










When compared with the results obtained for the ladder networks of comparable hop 
count, as shown in Tables 5-10 to 5-12, the throughputs achieved by the two parallel 
path network under normal condition are indeed higher as expected. When there is a 
single node or link failure, both networks achieve similar throughputs. Moreover, 
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when a single node or link failure occurs in both branches, the two parallel path 
network will cease operation while the ladder network will likely remain operational, 
albeit with a reduction in throughput. 
 
5.6 PERFORMANCE EVALUATION OF REQUEST-RESEND AND 
DYNAMIC MINISLOT ALLOCATION WITH BIDIRECTIONAL 
TRAFFICS 
In practice, traffics in a wireless backhaul are flowing in both directions. This means 
that it is crucial to also examine how a ladder network performs in the presence of 
bidirectional traffics. For the performance evaluation, the computer simulation 
settings, as described in Section 4.4.1, are again adopted. In this case, traffic is being 
relayed in the direction from Community X to Community Y, as well as from Y to 
X.  Also, the request size used is determined according to the procedure presented in 
Appendix B. This request size is meant for those links which are not involved in 
rerouting traffic during a node or link failure. The simulated maximum achievable 
throughputs and average transmission delays are presented in Table  5-16, Table 5-17 
and Table  5-18 for the cases when the network is operating normally, with a single 
node failure, and with a single link failure, respectively.  
 
Table  5-16 Maximum achievable throughputs and average transmission delays 
obtained for the ladder networks of different hop counts operating normally with 
bidirectional traffics. The use of request-resend and dynamic minislot allocation is 
assumed.  












2 12.70 12.70 85.12 87.34 
3 
27 
11.38 11.38 120.41 121.58 
4 10.39 10.39 158.78 158.95 
5 
22 
10.26 10.26 160.51 162.01 




Table  5-17 Maximum achievable throughputs and average transmission delays 
obtained for the ladder networks of different hop counts operating with bidirectional 
traffics in the presence of a single node failure. The use of the request-resend and 
dynamic minislot allocation is assumed.  












2 55 13.11 13.11 72.69 73.43 
3 20 9.04 9.04 132.88 132.45 
4 7.94 7.94 167.71 169.51 
5 
18 
6.97 6.97 172.91 174.77
6 17 6.54 6.54 214.74 216.69 
 
 
Table  5-18 Maximum achievable throughputs and average transmission delays 
obtained for the ladder networks of different hop counts operating with bidirectional 
traffics in the presence of a link failure. The use of the request-resend and dynamic 
minislot allocation is assumed.  
 












2 22 10.39 10.39 95.39 95.66 
3 9.04 
 
In order to support bidirectional traffic flows, the total number of available minislots 
will now have to be divided into two equal sets of minislots, one for each direction. 
As such, the request size for an individual link serving one direction is half or 
slightly smaller than that used to support a unidirectional traffic flow. This in turn 
suggests that the achievable throughput in each direction of the wireless backhaul 
will be roughly half of that for the case with unidirectional traffic. This remains true 
irrespective whether the network is operating under a normal or faulty condition.  
9.04 131.79 131.54 
4 8.67 8.67 161.11 162.23 
5 
20 
7.54 7.54 170.55 171.91
6 18 6.67 6.67 213.54 214.45 
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Also, it is noted that the introduction of bidirectional traffic transmission will 
increase the number of scenarios whereby the hidden node problem could occur in a 
ladder network. One such situation is shown in Figure  5-13, which involves node P 
and node Q that are within two-hop of one another but transmit in different directions 
making requests for the same minislots to node Q. In this case, node P would have to 
send a new request with the use of the request-resend scheme. The occurrences of the 
hidden node problem associated with bidirectional traffics would decrease the 
throughput in ladder networks of different hop counts. Moreover, the scenario of 
Figure  5-13 will not be a problem if node Q is able to send a grant IE back to node P 
before node R makes its request. Under this situation, node R will be informed of the 
minislots granted to node P and it will then avoid making a request for the same 
minislots. A more positive way to avoid the occurrence of such a scenario is to make 
use of a different frequency channel for node R to transmit its data. This approach 
will be further investigated in Chapter 6.  
 
 
Figure  5-13 A possible scenario that hidden node problem could occur in the case of 
bidirectional traffic transmission. 
 
From Tables 5-16 and 5-17, it is a bit surprising to observe that the throughput for a 
two-hop ladder network with a single node failure is indeed larger than that under 
normal network operation. For this particular case, when an intermediate node fails, 
then the ladder network is reduced to a single 2-hop chain network, as shown in 
Figure  5-14(a). Under this situation, each node will be able to obtain 55 minislots to 
transmit data in each direction. On the other hand, when the network is operating 
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normally, the number of minislots that could be allocated to each node for data 
transmission is reduced to only 27, as shown in Figure  5-14(b). This explains why a 
lower throughput is obtained when the 2-hop ladder network is operating normally. 
For completeness, Figure  5-14(c) shows the minislots allocation when a link failure 
occurs in a 2-hop ladder network.  
 
 
























































Figure  5-14 Allocations of minislots for bidirectional traffic transmissions in a 2-hop 
ladder network operating under: (a) a single node failure; (b) normal condition; and 
(c) a single link failure. 
 
Next, the same performance evaluation has also been carried out for the two parallel 
path network. The resulting simulated maximum achievable throughputs and average 
end-to-end packet transmission delays obtained for bidirectional traffic transmissions 
when the network is operating normally and in the presence of a single node or link 







Table  5-19 Maximum achievable throughputs and average end-to-end packet 
transmission delays obtained for the two parallel path networks operating under 
bidirectional traffics during normal operating condition.  
 












2 55 25.80 25.80 69.54 67.82 
3 14.28 14.28 112.57 111.22 
4 14.02 14.02 134.55 137.11 
5 13.85 13.85 151.01 153.77 
6 
31 
13.58 13.58 167.50 171.54 
 
Table  5-20 Maximum achievable throughputs and average end-to-end packet 
transmission delays obtained for the two parallel path networks operating under 
bidirectional traffics in the presence of a single node or link failure.  












2 13.11 13.11 72.98 73.05 
3 
55 
13.05 13.05 115.82 119.44
4 10.00 10.00 138.33 139.69 
5 
44 
9.52 9.52 146.77 147.25
6 31 7.37 7.37 172.22 168.92 
 
When comparing the above results with those obtained for the ladder networks as 
presented in Tables 5-16 to 5-18, it is observed that the resulting throughputs follow 
the same trend as that for the case of unidirectional traffic. For example, a higher 
throughput is obtained with the two parallel path network compared to the ladder 
network. This difference is more significant in the case of normal operating 
condition. Under the normal condition, the two parallel path network may be 
considered as two independent chain networks operating at the same frequency. This 
suggests that the two chain networks must have their nodes separated sufficiently far 
apart so that they do not affect each other’s minislot allocation. As such, the two 
parallel path network also encounters a less severe hidden node problem compared 
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with the ladder network. On the other hand, the former will not survive a single node 
or link failure occurring in both branches of the network.  
 
In general, the decrease in the request size of individual nodes servicing bidirectional 
traffic has reduced the amount of traffic that can be transmitted in a given period of 
time. Consequently, packets will wait in the buffer queue of each intermediate node 
for a longer period of time before they are transmitted. This results in an increase of 
average end-to-end packet transmission delay for both the two parallel path network 
and the ladder network when the networks are engaged in bidirectional traffic 
transmissions.  
 
5.7 SUMMARY  
The RN scheme, discussed in the last chapter, for mitigating the hidden node 
problem in a multi-hop ladder network is shown to be less effective when the 
network suffers a node failure. This is caused by the tendency of a RN message to 
arrive at the destined node only after it has already made a request. Also, the 
presence of a node failure will result in changes in the number of hidden nodes 
associated with the remaining network nodes. This then results in throughput which 
becomes dependent on the actual location of the failing node. Two new schemes, 
referred to as the request-resend and dynamic minislot allocation schemes, when 
operating in conjunction with RN, have been shown not only to overcome the above 
shortcoming, but also to enhance the network throughputs. It is observed that the 
throughputs achieved during normal condition are now very close to the theoretical 
maximum traffic loads that could be supported by ladder networks of different hop 
counts. Furthermore, computer simulations show that the resultant throughputs 
achieved through the use of packet size of 1000, 1200 and 1400 bytes are very 
similar. In addition, the use of a smaller buffer size in each node tends to lower the 
average end-to-end delay. The change is gradual for buffer sizes in the range of 200 
to 1000 packets. Below a buffer size of 200 packets, smaller delays are observed but 
these have been achieved with corresponding decrease in throughput.    
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A subsequent performance comparison between the ladder network and the two 
parallel path network shows that the latter is able to achieve a larger throughput 
during normal operating condition. This is due to the fact that a two parallel path 
network may be considered as two independent chain networks, so that each node 
along the separate chain will have a smaller number of one-hop and two-hop 
neighbouring nodes, compared with a ladder network. As such, a given node in the 
two parallel path network is able to make use of a larger request size to deliver a 
larger throughput. However, when a node or link fails in one of the two parallel 
paths, the throughput will be halved. In the case of a node or link failure occurring in 
both branches, the two parallel path network will cease to operate while the ladder 
network is likely to survive such failures by rerouting traffic around the failed nodes 
using the cross links between the two branches.   
 
In order to support traffic transmissions in both directions, each link in the network 
has to request two different sets of minislots, one for each direction. Since there is a 
fixed number of minislots available for a single channel operation, this means that 
each bidirectional link will have to share a smaller request size, thus leading to a 
lower throughput compared with unidirectional transmission in both the ladder and 
two parallel path networks. Also, the average end-to-end packet transmission delay is 
increased as the amount of traffic that could be transmitted at a given time is 
reduced. Moreover, bidirectional traffic transmissions also give rise to additional 
scenarios relating to the hidden node problem. It will be shown in the next chapter 
that such hidden node scenarios can be resolved through the use of dual frequency 
operation.   
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CHAPTER 6  







In Section 5.4, it is shown that the hidden node problem in a multi-hop WiMax 
wireless network has to a large extent been overcome by incorporating the proposed 
request-resend scheme into the initial channel resource request procedure. This in 
combination with the use of dynamic minislot allocation has significantly improved 
the minislot utilisation efficiency. As a result, the performance of the wireless 
backhaul, based on the proposed ladder network topology, is significantly enhanced 
when operating under normal conditions. However, due to the fact that only a limited 
number of minislots are available for distributing to individual nodes, when 
operating on a single frequency channel, the throughput of the wireless backhaul is 
somewhat constrained. This is especially so for the backhaul of more than three hops. 
In fact, Table 5-11 shows that a maximum throughput of 25.8 Mbps is achieved for a 
backhaul with only two to three hops. Also, it has been identified in Section 5.6 that 
the hidden node problem is even more acute when the backhaul is carrying 
bidirectional traffics. It is envisaged that the use of an additional frequency channel 
may assist in further alleviating the hidden node problem, as well as making more 
minislots available to enhance the throughput of the backhaul.  
 
In Section 6.2, a two-channel two-transceiver IEEE 802.16 distributed channel 
assignment (TTDCA) scheme is described. Its performance, in terms of throughput 
and average delay, is then evaluated and presented in Section 6.3. Also, the influence 
on the network performance due to the use of different holdoff exponent values is 
examined. A modification is then made to the TTDCA scheme to enable the second 
transceiver to operate during the control subframes, as described in Section 6.4. The 
computer simulated results obtained with this modified TTDCA scheme are 
presented in Section 6.5, for ladder networks operating under normal condition, and 
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in the presence of a link or node failure. In the case of bidirectional traffics, the 
results are presented in Section 6.6.  
 
6.2 TWO-CHANNEL TWO-TRANSCEIVER DISTRIBUTED CHANNEL 
ASSIGNMENT 
When a ladder backhaul is operating using a single frequency channel, the concurrent 
transmissions of nodes located within the interference range will give rise to 
transmission collisions. To avoid this situation, different frequency channels may be 
assigned to these nodes to allow them to transmit simultaneously without causing 
collisions. At the same time, more minislots will be made available for data 
transmission. Moreover, to enable concurrent transmissions and receptions by 
individual nodes, they will need to be equipped with multiple transceivers, which 
lead to greater expense. This chapter examines how the use of two transceivers per 
node could enhance the performance of a multi-hop wireless ladder backhaul, in 
terms of throughput and average latency.   
 
Frequency channel allocation in a backhaul network can be carried out either 
centrally or in a distributed fashion. Most of the published algorithms for channel 
and minislot assignments associated with IEEE 802.16 networks are based on 
centralised scheduling, in which a base station is assigned the responsibility for 
allocating minislots to individual subscribing stations upon their requests [85-93]. 
However, such approaches tend to incur long connection set up time as the base 
station needs to gather resource requests from all the subscribing stations before 
allocating network resources to them [61]. A more flexible approach is to let each 
node in the network to coordinate its own transmission schedule with its two-hop 
neighbouring nodes without having to interact with a particular base station. This is 
commonly referred to as distributed channel assignment, which may require less 
connection set up time. This latter option becomes more attractive for the multi-hop 
wireless backhaul proposed in this thesis.  
 
In [80, 81], a multichannel single-transceiver distributed channel assignment 
algorithm is proposed. With this algorithm, each node will tune to a common 
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channel, say channel 1, during the control subframe period to receive control 
messages transmitted by its immediate neighbouring nodes. In this way, a node will 
be able to learn about those minislots that have already been taken and thus avoid 
making a request for them. Also, the node will take note of the availability statues of 
individual minislots in a given frame and channel, and record them in a three-
dimensional bit map, as shown in Figure 3-14. It then makes use of this bit map to 
search for any free minislots using the procedure as illustrated in Figure 3-15. For 
example, it starts by randomly select a channel, and then begins the search in a 
sequential manner starting from the first minislot in the first frame of the channel. If 
no free minislot is available in that channel, the node will continue its search for 
available minislots in the next channel. In the case it fails to find any available 
minislots in the first frame after searching in all the channels, the node will move on 
to continue searching in the second frame. This process continues until either the 
node obtains all the bandwidth it requires, or it has completed its search for available 
minislots in all the frames and channels.   
 
Now, let consider the case which adopts two frequency channels, say CH1 and CH2. 
Accompanied with these two channels are their respective frames and corresponding 
minislots. Moreover, these frames are running at the same time step, i.e., they are 
synchronous. The introduction of an extra channel should, in principle, double the 
number of minislots which could be allocated for data transmission. But as each node 
is equipped with only a single time division duplex (TDD) radio transceiver in the 
schemes outlined in the last paragraph, a given node can only either transmit or 
receive on a particular channel at any one time. This could give rise to the situation 
discussed in the following example. If a given node, say node X, after searching 
through its bit map, discovers that a particular minislot in frame 1 of CH1 is free, it 
then makes a request for this particular minislot to transmit to its neighbour, say node 
Y. Upon receiving the request, node Y goes through its bit map record, and discovers 
that the same numbered minislot in frame 1 of CH2 has already been taken. This 
means that at the time of this minislot, node Y has already committed itself to 
transmit or receive on CH2. Since it is not possible for a node to operate 
simultaneously on both frequencies, node Y will then refuse to grant node X its 
request. This scenario suggests that a receiving node will only be able to grant a 
request for a particular minislot if both the same numbered minislots associated with 
  124
CH1 and CH2 are free. As such, even though there are more minislots available due 
to the use of two frequency channels, not all of them could be allocated for data 
transmission at a given time.  
 
On the other hand, by equipping each node with two TDD transceivers, it is possible 
to overcome the above shortcoming associated with the single transceiver case. 
Based on the same example as discussed in the last paragraph, node Y has prior 
commitment to a certain minislot on CH2 at the time when it received a request from 
node X for granting the use of the same numbered minislot but on CH1. Now, with 
the use of an additional transceiver, node Y is able to transmit or receive on both 
frequencies at the same time. This means that node Y is able to grant node X its 
requested minislot, knowing that it will be possible for it to later receive the data 
conveyed in this minislot on CH1. Consequently, it is proposed that the multichannel 
single-transceiver distributed channel assignment algorithm in [80, 81] be modified 
by equipping a node with one additional transceiver. In particular, a two-channel 
two-transceiver distributed channel assignment (TTDCA) algorithm is considered in 
this chapter. With this algorithm, all the nodes will make use of only one transceiver 
to tune to the common channel, say channel 1, during the control subframe to 
exchange control messages between immediate neighbouring nodes. During data 
subframe, each node will then use both the two transceivers to transmit and receive 
data on CH1 and CH2. At the same time, the availability statues of all the individual 
minislots will be recorded in a three-dimensional bit map. The same procedure, as 
proposed in [80, 81], is adopted here to search the bit map for free minislots. The use 
of two transceivers instead of one in each node has enhanced the flexibility of 
utilising any available free minislots. By referring back to the example shown in 
Figure 3-15, it is shown that the granting node is now able to allocate minislot 4 from 
frame 2 in CH2 to its requesting node even though it overlaps in time with the 
already committed minislot 4 from the same frame in CH1.  
 
In an attempt to lessen the impact of the hidden node problem on the ladder network, 
it is proposed that the links at the same hop count level along the two parallel 
branches be pre-assigned to operate on the same channel, as shown in Figure  6-1(a). 
Furthermore, the two channels, CH1 and CH2, are interchanged at alternate hop 
count levels. It is to be noted that a cross link will operate on the same transmit 
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frequency as the two nodes that it is attached to. For example, the cross links across 
B’B and C’C will be operating on CH1 and CH2 respectively. With this 
arrangement, it is possible to resolve the hidden node problem encountered by those 
nodes that are handling bidirectional traffics in Figure 5-13. Also, organising the two 
frequency channels in this way will reduce the number of nodes that appear hidden 
from a given node. For example, suppose we consider all the nodes are transmitting 
in the same direction, as shown in Figure  6-1(b). Let node C’ transmits on CH2 via 
link L7, which will normally result in node C’ having the largest collision domain set 
(CDS) value, if all the other nodes are also transmitting on the same channel. In this 
case, nodes A’, B, D, and E’ will become the hidden nodes of node C’. Now, by 
arranging nodes B and D to transmit on a different channel, via links L6 and L10, 
respectively, they will no longer be considered as the hidden nodes of node C’. It is 
proposed that the TTDCA algorithm will operate in conjunction with reverse 
notification (RN) and request-resend to further improve the performance of the 
ladder network.  
 
 
Figure  6-1 (a) Channel allocations to individual links in a six-hop ladder network. 
Note that the frequency channels for the cross links are not defined during normal 
condition as they are not used to route traffic; (b) The highlighted nodes, A’, B, D, 
and E’, appear hidden from node C’, which has the largest CDS value.  
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6.3 PERFORMANCE OF THE TWO-CHANNEL TWO-TRANSCEIVER 
DISTRIBUTED ASSIGNMENT ALGORITHM 
In this section, the performance of the TTDCA algorithm operating in conjunction 
with RN and request-resend in a ladder network is evaluated based on the simulation 
settings described in Section 4.4.1. The request size for an individual link is 
calculated following the procedure presented in Appendix C.1.  
 
Table  6-1 shows the resultant maximum achievable throughputs and average end-to-
end packet transmission delays achieved for ladder networks of 2 to 6 hops. For 
comparison purposes, the corresponding throughputs and delays obtained through the 
use of a single frequency channel, which has a total bandwidth equal to half of that of 
the two-channel case, are also included in Table 6-1. As expected, the adoption of the 
TTDCA algorithm has effectively alleviated problems associated with hidden nodes, 
as well as maximising the opportunity for nodes to transmit concurrently. As a result, 
a uniform throughput of 50 Mbps is achieved irrespective of the hop count of the 
ladder network through the use of TTDCA. This throughput is at least double those 
obtained with the single frequency channel case. Also, with TTDCA, individual 
nodes are able to handle a larger amount of traffic, and this gives rise to slightly 
reduced average end-to-end packet transmission delays. 
 
Table  6-1 Maximum achievable throughputs and average end-to-end packet 
transmission delays for ladder networks of different hop counts operating with 




transmission delay (ms) 
Number 
of hops 
TTDCA Single channel TTDCA Single channel 
2 50.00 25.80 57.49 68.79 
3 50.00 25.80 92.17 98.75 
4 50.00 20.00 100.24 110.61 
5 50.00 20.00 116.47 129.15 




As stated in [66, 74], the use of a smaller holdoff base value can reduce the time 
taken to complete a three-way handshake. It then becomes possible to make use of a 
smaller holdoff base value to reduce the average packet transmission delay without 
sacrificing the maximum achievable throughput. Moreover, it is proposed in [66] that 
equation (3.6) may be used to determine a suitable holdoff exponent (hexp) for a 
given node, with a holdoff base of zero, according to its number of neighbouring 
nodes, which are within two-hop away. For example, consider a four-hop ladder 
network as shown in Figure  6-2. The computed values of hexp for the individual 
nodes based on their corresponding numbers of neighbouring nodes, which are 
within two-hop away, are tabulated in Table  6-2.  
 
 
Figure  6-2 Four-hop ladder network. 
 
 
Table  6-2 The computed hexp value of each individual node in a 4-hop ladder 
network together with its number of neighbouring nodes, which are within two-hop 
away.  
Node Number of neighbours Holdoff exponent, hexp 
X 5 2 
A 6 2 
A’ 6 2 
B 8 3 
B’ 8 3 
C 6 2 
C’ 6 2 




It is interesting to note that with the exception of node B and B’, the same hexp value 
of two is found to be suitable for use in the nodes. For node B and B’, although the 
calculated hexp value is 3, they can also utilise the hexp value of 2 as some of their 
neighbours can transmit simultaneously without causing collisions, such as node X 
and Y which are more than two hops away from each other. As such, it is expected 
that the adoption of the hexp value of 2 in a 4-hop ladder network should yield the 
lowest transmission delay. Although not shown here, it has been found that the same 
hexp value of two is also suitable for use in ladder networks of other hop counts, as 
their nodes have the similar number of neighbours. 
 
Four integer values of hexp, ranging from 1 to 4, are then used to determine the 
maximum achievable throughputs and average end-to-end packet transmission delays 
of ladder networks of hop counts from 2 to 6, operating with TTDCA in conjunction 
with RN and request-resend. Computer simulations are carried out using the same 
simulation settings as given in Section 4.4.1, and the holdoff base is set to zero. The 
simulated results obtained are tabulated in Table  6-3.  
 
 
Table  6-3 Maximum achievable throughputs and average end-to-end delays obtained 
for ladder networks of five different hop counts with four different hexp values using 
the TTDCA algorithm. 
Maximum achievable throughput (Mbps) Average end-to-end delay (ms) No 
of 
hops hexp = 4 hexp = 3 hexp = 2 hexp = 1 hexp = 4 hexp = 3 hexp = 2 hexp = 1 
2 50 50 50 50 57.49 35.34 25.36 26.60 
3 50 50 50 50 92.17 68.54 40.57 41.50 
4 50 50 50 50 100.24 78.23 55.27 57.35 
5 50 50 50 50 116.47 92.61 74.96 76.15 
6 50 50 50 50 135.97 123.26 89.95 91.55 
 
Indeed, the transmission delay of the ladder network initially reduces with a decrease 
in the value of hexp used. A minimum delay is obtained when the value of hexp is 
equal to two. The use of a smaller hexp value than two will result in a larger delay. 
This is true for all the five ladder networks considered. The above observation 
verifies that the hexp value calculated using equation (3.6) is in fact optimal. It is also 
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noted that the choice of the hexp value does not affect the maximum achievable 
throughput.  
   
6.4 USE OF SECOND TRANSCEIVER DURING CONTROL SUBFRAME 
According to the TTDCA algorithm, only one transceiver in each node is used to 
tune to the control subframe on the common channel. Now, instead of letting the 
second transceiver be left idle, it is therefore interesting to investigate whether the 
use of this transceiver during the period of the control subframe could further 
improve the performance of the ladder network.  
 
There are two ways of making use of the second transceiver during the control 
subframe period on the second channel. One way is to modify the control subframe 
of this channel to support data transmission. However, in view of the fact that the 
control subframe only occupies 7% of a frame, any gain in throughput is not likely to 
be significant. For this reason, this will not be further considered in this thesis. On 
the other hand, the control subframe of the second channel may be used to speed up 
the completion of a TW handshake process. This may then assist in lowering the 
average end-to-end transmission delay of a given ladder network.  
 
One approach is to further extend the TTDCA algorithm presented earlier in Section 
6.2 to enable a grant IE message to be transmitted using the control subframe of the 
second channel. The procedures carried out within this enhanced TTDCA algorithm, 
hereafter referred to as the ETTDCA algorithm, are best described based on the 
example shown in Figure  6-3. Assume after a given node has sent a request IE using 
the second transmission opportunity in the control subframe of channel 1 (CH1), it 
sets its temporary next transmission opportunity (Tmp Next Xmt Opp) to be two 
transmission opportunities after the current one, i.e., transmission opportunity (Xmt 
Opp) No. 4. Note that, in the context of IEEE 802.16, Tmp Next Xmt Opp is referred 
to as the first transmission opportunity that a node may be able to compete with its 
neighbours for the right to send its next control message, such as the confirm IE. 
After this, the node will make use of the mesh election algorithm, as described in 




Figure  6-3 The ETTDCA algorithm allows the receiving node to send a grant IE on 
CH2 straight after it has received a request IE from a sending node on CH1. 
 
The receiving node will transmit a grant IE back to the sending node in Xmt Opp 3 
on channel 2 (CH2) using the second transceiver. The IEEE 802.16 standard 
specifies that with coordinated distributed scheduling, only one node within a two-
hop neighbourhood is allowed to transmit a control message at a given time in a 
particular channel in order to avoid collision. In the example of Figure  6-3, only the 
sending node is transmitting its request IE in Xmt Opp 2 in CH 1. It is therefore 
possible for the node that is destined to receive this request to respond straight away 
by sending a grant IE using CH2 without the likelihood of a collision. This is 
because no other nodes will transmit on this channel at the particular instant.  
 
Now, through the use of the second transceiver, a receiving node is able to respond to 
a request that it received in the other transceiver on CH1, by sending back a grant IE 
almost straightaway on CH2. In this way, a three-way handshake is very likely to be 
completed within a single frame, as depicted in the example of Figure  6-3. On the 
other hand, upon receiving the grant IE, the node may occasionally fail to win a 
transmission opportunity to send the confirm IE within the same frame on CH1. 
Even then, it is almost certain that the confirm IE could be sent the next frame as 
shown in Figure  6-4. This suggests that a given node will only be restrained from 
data transmission for at most one frame. As such, it is expected that the transmission 
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delay in a ladder network will be significantly reduced by the introduction of the 
ETTDCA algorithm.   
 
   
Figure  6-4 An example of a node being restrained from data transmission for one 
frame using the ETTDCA algorithm. 
 
6.5 PERFORMANCE OF LADDER NETWORK OPERATING WITH 
ETTDCA ALGORITHM  
6.5.1 Operating under normal condition 
By replacing the TTDCA algorithm with the ETTDCA algorithm, the performance 
of the ladder network is again evaluated by means of computer simulation based on 
the same simulation settings as described in Section 4.4.1. Since the two algorithms 
differ only in the way a grant IE is handled during a TW handshake, but not in the 
resource allocation procedure for data transmission, the same request size of 110 
minislots for a transmission link is again adopted here for the ETTDCA algorithm. 
As indicated in Appendix C.1, ladder networks of hop counts from 2 to 6 may make 
use of the same request size of 110 minislots. The simulated maximum achievable 
throughputs and average end-to-end packet transmission delays obtained for ladder 
networks of five different hop counts are tabulated in Table  6-4. Also shown are 
throughput and delay values achieved with four different hexp values. From Table 
 6-4, it is observed that the same maximum achievable throughput of 50 Mbps is 
achieved for all the four hexp values irrespective of the hop count of the ladder 
network. This is because the same request size of 110 minislots for a transmission 
link, as calculated in Appendix C.1, is applied to all the five ladder networks 
considered. As expected, the adoption of the ETTDCA algorithm only affects the 
average end-to-end delay. It is shown in Table 6-4 that for each hop count, a 
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minimum delay is obtained when hexp takes on a value of two, the same as for the 
TTDCA case. In fact the delays obtained with the ETTDCA algorithm at this hexp 
value are up to 18% lower than those presented in Table 6-3 for the TTDCA 
algorithm. Furthermore, the throughputs and delays obtained at this hexp value are 
similar to those shown in Table E-1 of Appendix E for the two parallel path 
networks. This implies that the frequency channel assignment plan, as shown in 
Figure 6-1(a), adopted in the ETTDCA algorithm, is effective in reducing the CDS of 
the ladder network to the same as that of the two parallel path network. 
Consequently, both networks are able to make use of the same request size to achieve 
the same throughput and delay.   
 
Table  6-4 Maximum achievable throughputs and average end-to-end transmission 
delays obtained for ladder networks of five different hop counts and operating with 
four different hexp values using the ETTDCA algorithm. 
Maximum achievable throughput (Mbps) Average end-to-end delay (ms) No 
of 
hops 
hexp = 4 hexp = 3 hexp = 2 hexp = 1 hexp = 4 hexp = 3 hexp = 2 hexp = 1 
2 50 50 50 50 28.08 25.01 24.28 24.95 
3 50 50 50 50 45.38 37.50 36.18 36.86 
4 50 50 50 50 64.66 48.25 45.81 47.06 
5 50 50 50 50 77.83 67.57 63.00 65.48 
6 50 50 50 50 97.45 82.09 73.60 76.38 
 
In general, packet transmissions in a ladder network of larger hop count will 
experience longer average end-to-end transmission delay because the traffic has to 
traverse a longer path before reaching the final destination. Moreover, the values of 
average end-to-end delay obtained with the ETTDCA algorithm, as shown in Table 
6-4, are well below the upper limit normally allowed for services involving delay 
sensitive real-time traffic. This remains the case even for a six-hop ladder network. 
Also, although not shown here, it is worthwhile to comment that the throughput and 
average end-to-end delay achieved with both the ETTDCA and TTDCA algorithms 
follow the same trend, as shown in Figure 5-7 to Figure 5-12 for the single channel 
case, in terms of the buffer size used and the amount of traffic load applied.   
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6.5.2 Operating in the presence of a single node or link failure 
When a ladder network suffers from a node or link failure, those links immediately 
before and after such a fault are required to handle the rerouted traffic in addition to 
their normal loads. For this reason, the request size for a transmission link not 
involved in handling any rerouted traffic will have to be adjusted downward. This is 
dealt with in greater detail in sections C.2 and C.3 of Appendix C for the case of a 
node failure and a link failure, respectively. The values of the request size used for 
evaluating the performance of the ETTDCA algorithm when applied to ladder 
networks of 2 to 6 hops are shown in Table C-2 and Table C-3 for the case of a node 
failure, and a link failure, respectively. For the computer simulations, the value of 
hexp is set at two, while all the other simulation settings are as described in Section 
4.4.1. The simulated performance, in terms of maximum achievable throughput and 
average end-to-end packet transmission delay, for ladder network operating with the 
ETTDCA algorithm in the presence of a single node failure, is shown in Table  6-5.  
 
Table  6-5 The maximum achievable throughputs and average transmission delays 
obtained for ladder networks of five different hop counts operating with the 









2 221 50.00 24.53 
3 34.23 39.11 
4 34.23 52.77 





As discussed in Appendix C.2, when a node failure occurs in a 2-hop ladder network, 
it becomes a single branch 2-hop chain network with only two links. For this special 
case, the two links operate on two separate frequency channels. As such, each of 
these two links is allocated the maximum request size of 221 minislots associated 
with a single frequency channel. On the other hand, a smaller request size of 73 
minislots is applicable for ladder networks of 3 to 6 hops. The above explains why a 
2-hop ladder network achieves a larger throughput of 50 Mbps, while those with 3 to 
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6 hops share the smaller throughput of 34.23 Mbps. The latter is 32% lower than the 
throughput obtained when the network is operating under normal condition. 
Moreover, the average delay is longer by at most 15% for the case of a single node 
failure. Nonetheless, these delays are well within the limit required for supporting 
real time traffics. 
 
Performance evaluation is then repeated for the case when one of the links in a ladder 
network is faulty. In this case, the required request size for a surviving link not 
involved in handling rerouted traffic is calculated, in accordance to Appendix C.3, to 
be equal to 73 minislots. This value is applicable for all the five ladder networks 
considered. Note that, unlike the previous case with a single node failure, the 2-hop 
ladder network is now no longer a special case here. The simulated performance, in 
terms of maximum achievable throughput and average end-to-end packet 
transmission delay, for a ladder network operating with the ETTDCA algorithm in 
the presence of a single link failure is shown in Table 6-6.  
 
Table  6-6 The maximum achievable throughputs and average transmission delays 
obtained for ladder networks of five different hop counts operating with the 









2 34.23 27.68 
3 34.23 40.54 
4 34.23 52.70 





From Table 6-5 and Table 6-6, it is observed that with the exception of the 2-hop 
ladder network, the values for the maximum achievable throughput and average end-
to-end transmission delay obtained are comparable whether a failure occurs in a link 
or node. It is interesting to note that the values obtained are not affected by the 
location of the fault. Moreover, when the values are compared with those obtained in 
the two parallel path networks, as shown in Table E-3 of Appendix E, it is observed 
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that the throughputs of the ladder network with hop count of three to six is 28% 
higher when compared to those obtained for the two parallel path network of the 
same hop counts. Also, the average end-to-end transmission delays of the ladder 
networks are slightly lower than that of the two parallel path networks.  
 
6.6 PERFORMANCE OF THE ETTDCA ALGORITHM OPERATING WITH 
BIDIRECTIONAL TRAFFICS 
As discussed in Section 5.6, in order to support bidirectional traffic transmissions, 
the total number of available minislots per frequency channel is divided into two 
equal sets, one for each direction. Also, with two-frequency two-transceiver 
operation, the two channels are distributed in the same way as described earlier in 
Section 6.2. Figure  6-5 shows the frequency plan of a 4-hop ladder network with the 
two frequency channels, CH1 and CH2, interchanged at alternate hop count levels. 
Also, the links at the same hop count level but transmitting in different directions are 
assigned with the same frequency channel. As for the nodes attached to a cross link, 
say node B and B’, they will transmit via the link using the same frequency channel 
that they use to transmit in the forward direction, i.e., CH1. Since the total number of 
available minislots per frequency channel is being shared equally for transmissions in 
both directions, the request size for an individual link serving a given direction is 
now half of that used to support a unidirectional traffic flow. 
 
 
Figure  6-5 Channel allocations to individual links in a 4-hop ladder network. The 
nodes attached to a cross link will transmit via the link using the same frequency 
channel that they use to transmit in the forward direction. 
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For a ladder network of a given hop count, the request size for a transmission link is 
calculated in accordance to the procedure described in Appendix D. In the case of the 
network suffering from a node or path failure, the calculated request size is meant for 
a transmission link that is not involved in handling rerouted traffic. Note that the path 
between two adjacent nodes is made up of two links, one for each direction. In the 
case of a path failure, it is assumed that both of these links are down. The request 
sizes have been calculated for ladder networks with 2 to 6 hops. These are tabulated 
in Table D-1 for networks that operate normally, in Table D-2 for the case of a single 
node failure, and in Table D-3 when there is a path failure. Based on these values of 
request size, the performance of the ladder network operating with the ETTDCA 
algorithm in handling bidirectional traffics is evaluated by means of computer 
simulation. For the simulations, the value of hexp is set at two. The resultant 
maximum achievable throughputs and average transmission delays obtained for 
ladder networks of 2 to 6 hops are tabulated in Table 6-7 for operation under normal 
condition; in Table 6-8 for the case of a node failure, and in Table 6-9 for the case of 
a path failure.  
 
 
Table  6-7 Maximum achievable throughputs and average transmission delays 
obtained for ladder networks of 2 to 6 hops operating normally with the ETTDCA 
algorithm in the presence of bidirectional traffics.  
 














2 26.67 26.67 29.83 29.01 
3 26.67 26.67 46.87 46.04 
4 26.67 26.67 55.04 55.71 
5 26.67 26.67 72.22 71.78 
6 
55 





Table  6-8 Maximum achievable throughputs and average transmission delays 
achieved with the ETTDCA algorithm for bidirectional traffics in ladder networks of 
2 to 6 hops in the presence of a node failure. 
 














2 110 26.67 26.67 30.33 31.38 
3 44 21.05 21.05 50.12 50.45 
4 16.33 16.33 61.70 62.01 
5 16.33 16.33 79.55 78.63 
6 
36 
16.33 16.33 90.22 90.70 
 
Table  6-9 Maximum achievable throughputs and average transmission delays 
achieved with the ETTDCA algorithm for bidirectional traffics in ladder networks of 
2 to 6 hops operating when one of the intermediate transmission path fails. 
 














2 21.05 21.05 35.94 36.65 
3 
44 
21.05 21.05 50.90 50.32 
4 16.33 16.33 61.56 61.12 
5 16.33 16.33 78.89 78.33 
6 
36 
16.33 16.33 90.89 90.43 
 
 
Table 6-7 shows that when a ladder network is operating with bidirectional traffics 
under normal condition, its throughput in any one direction is about 53% of that 
achieved for the case of unidirectional traffic. This is true irrespective of the hop 
counts of the ladder network. However, when the throughputs of both directions are 
added together, the total is slightly larger than the corresponding value shown in 
Table 6-4 for the case of unidirectional traffic. On the other hand, the average end-to-
end transmission delay encountered by traffic in any one direction is at most 30% 
larger than what could be achieved with unidirectional traffic. Nonetheless, the 
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throughputs and delays obtained are the same as those tabulated in Table E-2 of 
Appendix E for the two parallel path network.  
 
From Table 6-8 and Table 6-9, it is observed that the same maximum achievable 
throughput per direction of 16.33 Mbps is achieved for ladder networks with 4 to 6 
hops, regardless of whether a failure occurs in one of the intermediate nodes or paths. 
This follows the same trend as the results of Table 6-5 and Table 6-6 for the case of 
unidirectional traffic. However, unlike the case of unidirectional traffic, the 
simulated throughputs for networks with lower hop counts of 2 and 3 are 30 % 
higher. Also, it is interesting to note that for each of the five networks considered, the 
total throughput of both directions is comparable with that obtained in the 
unidirectional case.  
 
In the presence of bidirectional traffics, a ladder network equipped with the 
ETTDCA algorithm suffers an increase in average end-to-end transmission delay of 
less than 25 % during a node or path failure. Nonetheless, the actual delays are well 
within the limit normally specified for delay sensitive real time traffics, such as voice 
telephony and interactive multi-media services. 
 
When comparing the above results with those obtained for the two parallel path 
networks in the presence of a failure, as tabulated in Table E-4, a lower throughput is 
obtained with the ladder network. This is due to the fact that a larger request size can 
be adopted in the two parallel path network when it becomes a simple chain network 
in the presence of a node or link failure. However, as discussed in Appendix E.2, 
such a network will cease operation when a failure occurs in both branches of the 
network. On the other hand, the ladder network is likely to survive such an event by 
rerouting traffic away from the failed nodes or links to arrive at the final destination.   
 
6.7 SUMMARY 
As discussed in the previous chapter, the use of the proposed RN and request-resend 
schemes has greatly mitigated the hidden node problem associated with the three-
way (TW) handshake process for resource allocation in an IEEE 802.16 multi-hop 
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wireless backhaul based on a ladder network topology. Moreover, with single 
frequency operation, the number of available minislots to be shared among the 
various nodes and links is rather limited, particularly for networks with a large hop 
count. This greatly constrains the maximum throughput achievable for a ladder 
network. This problem becomes even more acute when the network is called upon to 
support bidirectional traffics. 
 
In this chapter, a two-frequency two-transceiver distributed channel assignment 
(TTDCA) scheme is proposed for maximising the number of concurrent 
transmissions in order to obtain higher maximum achievable throughput in a ladder 
network. With TTDCA, each node is equipped with two time division duplex (TDD) 
radio transceivers to enable the node to simultaneously transmit and receive data, 
albeit on two different frequency channels, say CH1 and CH2. One of these channels 
is designated as the common channel during control subframe for adjacent nodes to 
exchange TW handshake messages. Through these control messages, a node will 
build up a record of the availability statues of minislots in a three-dimensional bit 
map, following the procedure described in [80, 81]. On the other hand, during 
intervals of the data subframe, both channels are used for data transmission and 
reception by each node in the network. 
 
A simple frequency assignment scheme is proposed in Section 6.2 to enable the 
TTDCA algorithm to operate efficiently in a ladder network with two separate 
frequency channels. As shown in Figure 6-1(a), the two links at a given hop count 
level along the two parallel branches of a ladder network are pre-assigned to operate 
on the same channel. The two channels, CH1 and CH2 are then interchanged at 
alternate hop count levels. By operating the TTDCA algorithm in conjunction with 
the RN, request-resend and dynamic minislot assignment schemes, it is shown in 
Table 6-1 that there is more than two fold increase in maximum achievable 
throughputs compared with single frequency operation. This clearly suggests that the 
proposed TTDCA algorithm is effective in not only mitigating the hidden node 
problem but also enhancing the utilisation of available spectrum. Furthermore, the 
throughput remains constant for ladder networks with 2 to 6 hops. The ability to 
achieve a uniform throughput is attractive for network planning. In addition, there is 
a very significant improvement in the average end-to-end transmission delay. For 
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example, the average delay achieved by 6-hop ladder backhaul is slightly less than 
90 ms, which falls well below the limit normally required for supporting real time 
services. This delay has been achieved by setting the value of the holdoff exponent 
(hexp) to two, which happens to yield the lowest delay among the four values of hexp 
considered.  
 
With the TTDCA algorithm, only one frequency channel, i.e., the common channel, 
is utilised during intervals of the control subframe. Instead of leaving the second 
channel idle during a control subframe, an improvement to the TTDCA algorithm is 
proposed in Section 6.4. The new scheme is referred to as enhanced TTDCA or 
ETTDCA algorithm, which allows a receiving node to make use of the second 
channel to transmit its grant IE during a TW handshake process. In this way, a node 
is more likely to be able to complete a three-way handshake within a frame. This 
allows a 6-hop ladder network to achieve an 18% reduction in end-to-end 
transmission delay compared with the use of TTDCA algorithm.  
 
The use of two frequency channels basically doubles the number of minislots 
available for distributing to individual nodes and links. This is even more significant 
when a failure occurs in a node or link. In such a situation, those nodes that have to 
handle the rerouted traffic would have to make use of a larger number of minislots to 
avoid traffic congestion. Computer simulations show that under the condition of a 
single node or link failure, it is possible to achieve a throughput in excess of 34 
Mbps, a 32% reduction when compared with a ladder network that operates 
normally. Moreover, a node or link failure only leads to a 15% increase in average 
end-to-end delay. The same observations apply to ladder networks with a hop count 
of 3 to 6.    
 
It is observed that the proposed ETTDCA algorithm is equally effective in 
supporting bidirectional traffics in ladder networks. In this case, the maximum 
achievable throughput in any one direction is about half that obtained with 
unidirectional traffic. In fact the total throughput from both directions becomes 
slightly more than that of the unidirectional case. The average end-to-end delays in a 
single direction are at most 30% larger than that for the case of unidirectional traffic. 
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Similar trends in throughput and delay are observed for ladder networks of different 
hop counts.  
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CHAPTER 7  





Compared with conventional wired backhaul networks, wireless backhauls are 
potentially more cost effective, and easier to deploy, particularly in difficult 
geographical terrains. Also, a wireless backhaul network may be readily extended by 
adding extra nodes and links to create additional hops or branches to provide greater 
service coverage as the need arises in the future. This make a wireless backhaul 
network especially attractive for delivering low cost broadband services to less 
densely populated communities, often located in remote rural areas. Moreover, 
WiMax wireless technology, based on the IEEE 802.16 standard, has been 
successfully used for point-to-multipoint single-hop last mile broadband 
communications over a distance of up to 50 km. A mesh network version of this 
wireless technology has also been proposed for applications involving multi-hop 
transmission. The latter makes it an attractive candidate for use in wireless backhaul 
networks. To avoid disruption to services, it is necessary for a wireless backhaul to 
remain operational, albeit with a degraded performance, in the presence of node or 
link failures. As such, the main objective of this research has been the design of an 
IEEE 802.16 failure resilient wireless backhaul network capable of delivering 
broadband telecommunication services to a remote community from a regional or 
metropolitan centre. It is envisaged that the wireless backhaul will involve multi-hop 
transmission and meet the QoS requirement for delay sensitive services. Also, failure 
resilience is to be achieved with the use of minimum number of nodes. The main 
conclusions of this study are as follows:  
 
 Chapter 2 provides an introduction to the conventional backhaul topologies, 
which include chain, tree, star and ring. Also, the various factors, such as, 
network deployment cost, type of failures, level of connectivity, traffic 
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 In Chapter 3, the frame structure and coordinated distributed scheduling for 
mesh mode operation, as specified in the IEEE 802.16 standard, are described 
in some detail. Moreover, the various means for improving the performance 
of the scheduling scheme, such as the alteration of holdoff exponent and 
holdoff base values, enhancement of data scheduling, as well as using 
multiple frequency channels for transmission, are examined. This reveals that 
there is still no effective scheme for alleviating the hidden node problem 
encountered in an IEEE 802.16 multi-hop wireless network.   
 
 Following the literature review, a failure resilient backhaul network based on 
the IEEE 802.16 wireless technology has been proposed in Chapter 4. The 
proposed wireless backhaul takes the form of a ladder network, which 
connects two communities, separated by a long distance, using a minimum 
number of intermediate relaying nodes. There is a provision within the 
network of at least one backup path for each node pair, and this enables the 
backhaul to sustain multiple link and node failures.  
 
 In Section 4.4.2, computer simulations, based on the NCTUns network 
simulator, have been carried out to evaluate the performance of the proposed 
ladder backhaul network operating with the IEEE 802.16 three-way (TW) 
handshake procedure incorporated into the coordinated distributed scheduling 
process. It is observed that for ladder networks of more than two hops, the 
maximum achievable throughput of the network degrades rapidly due to 
hidden node problem, which prevents the TW handshake to operate properly 
in allocating channel resources. As a result, a 92.7 % reduction in throughput 
is observed when the hop count of the network is increased from three to 
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 A novel reverse notification (RN) has been proposed in Section 4.4.4 in an 
attempt to alleviate the hidden node problem encountered during the IEEE 
802.16 TW handshake. Computer simulated results, presented in Section 
4.4.5, show that the use of RN has indeed improved the performance of the 
ladder network. In this case, the throughput achieved for a three-hop ladder 
network is now the same as its two-hop counterpart, which does not suffer 
from the hidden node problem. When compared with the original TW 
handshake, the introduction of the RN has allowed a 4-hop network to 
achieve a 22 times improvement in throughput, and a 69% reduction in 
average end-to-end transmission delay. In fact, this rather simple 
modification to the original TW handshake process has enabled ladder 
networks of 4 to 8 hops to achieve an end-to-end transmission delay of less 
than 150 ms, which is usually considered as the upper limit allowed for 
services involving delay sensitive real-time traffic.  
 
 It is shown in Section 5.2 that the effectiveness of the proposed RN is 
reduced in the presence of a node failure, which tends to cause a RN message 
to arrive late at its destined node after it has already made a request. Based on 
this observation, a request-resend scheme is proposed to operate in 
conjunction with RN to more effectively overcome the hidden node problem 
encountered during a TW handshake. Furthermore, a dynamic minislot 
allocation scheme is proposed to adjust the number of minislots allocated to a 
node according to the amount of traffic load handled by the node during a 
node or link failure. The incorporation of these proposed schemes with RN in 
the TW handshake process has enabled ladder networks of two to six hops to 
achieve maximum throughputs that remain constant, regardless of the 
location of a node or link failure. Also, the average end-to-end transmission 
delay achieved for a 6-hop ladder network remains within the 150 ms limit 
required for supporting real time traffics. In fact, during normal operation, the 
throughputs of these ladder networks are approaching the theoretical 
maximum allowable traffic loads of the networks.  
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 In practice, a backhaul network is required to support bidirectional traffics. 
The performance of this mode of operation in the proposed failure resilient 
ladder network has also been evaluated by computer simulation. For single 
frequency operation, the maximum number of minislots available for 
resource allocation to individual nodes is fixed at 221 minislots, and this is 
divided equally for traffic transmission in each direction. As a result, the 
maximum achievable throughput of a ladder network in a given direction is 
expected to be half of that obtained when the network is supporting only 
unidirectional traffic. This has been verified by simulated results, presented in 
Section 5.6, for ladder networks of 2 to 6 hops operating normally or in the 
presence of a single node or link failure. Nonetheless, the total throughput 
from both directions is about the same as that of the unidirectional case.  
 
 To enhance the maximum achievable throughput of a ladder network, it is 
necessary to increase the total number of minislots available for resource 
allocation. As such, a two-channel two-transceiver distributed channel 
assignment (TTDCA) algorithm has been proposed in Section 6.2 to support 
bidirectional traffic transmissions in a ladder network. Associated with this 
TTDCA scheme is a simple frequency assignment plan that assists in 
alleviating the hidden node problem, which would otherwise be made more 
troublesome by having to support communications in both directions. With 
the proposed TTDCA algorithm, it is able to double the maximum achievable 
throughput of a ladder network compared with single channel operation. This 
is true for ladder networks with hop counts of 2 to 6, and operating in either 
normal or failure conditions. Furthermore, the throughput achieved during 
normal operation remains constant regardless of the hop count of the 
network. In addition to the improved throughput, the average end-to-end 
packet transmission delays of the ladder networks are also significantly 
reduced. In particular, when operating with a holdoff exponent of two and a 
holdoff base of zero, it is possible to achieve a minimum transmission delay 
without sacrificing the maximum achievable throughput of the network.  
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 With the TTDCA algorithm, only one frequency channel is used during the 
control subframe while the other is left idle. A better resource utilisation is 
made possible by modifying the TTDCA scheme to make use of the second 
frequency channel to transmit grant IEs in a TW handshake. This new scheme 
is referred to as the enhanced TTDCA or ETTDCA algorithm. The 
introduction of ETTDCA has resulted in a reduction in average end-to-end 
transmission delay of up to 18%, compared with that achieved with the 
TTDCA scheme, while the maximum achievable throughput remains 
unchanged at 50 Mbps. When operating in the presence of either a single 
node or link failure, ladder networks of three to six hops are able to achieve 
the same throughput and average transmission delay. Most importantly, the 
transmission delay of a 6-hop network in the presence of bidirectional traffic 
is around 90ms, which is well below the 150 ms limit normally specified for 
real time traffics. Also, it is noted that under normal condition, the total 
throughput from both directions is slightly more than double that achieved 
with unidirectional traffic.  
 
 The study has indicated that the TW handshake process of the IEEE 802.16 
standard will need to be modified in order for it to operate satisfactorily in 
multi-hop transmissions. It is shown that the incorporation of the newly 
proposed ETTDCA algorithm into the IEEE 802.16 TW handshake process 
has enabled a ladder network to achieve high maximum throughput and low 
average transmission delay during both normal and failure conditions. This 
suggests that the proposed wireless ladder backhaul is not only able to 
support a great amount of data traffic, but is also suitable for relaying delay 
sensitive real time traffic, such as voice and video. Such a failure resilient 
wireless backhaul could form a cost effective option for providing reliable 
and high quality broadband communication services to remote rural 
communities.  
 
 Although a ladder network has been adopted as the unique topology for in-
depth study in this thesis, the proposed RN, request-resend, dynamic minislot 




7.2 FUTURE WORK 
 
The followings are recommended for future work.  
 
 In this research, it is assumed that the geographical terrain between a remote 
community and a metropolitan centre is homogenous to simplify the design 
of a failure resilient wireless backhaul. This scenario is not likely in practice. 
Therefore, it becomes worthwhile to consider how the design of the network 
could be affected by the actual geographical terrains.  
 
 The proposed failure resilient ladder network studied here consists of one 
traffic route linking a remote community and a metropolitan centre. It 
remains interesting and worthwhile to examine how the ladder network will 
perform when additional nodes and links are introduced to link with other 
remote communities.  
 
 The use of directional antennas may assist in reducing co-channel 
interference among the nodes in a wireless network. It would therefore be 
beneficial to investigate whether its use could overcome some of the issues 
associated with the hidden node problem in ladder networks.   
 
 This study concerns the use of traffic with constant bit rate (CBR) in an 
attempt to determine the maximum achievable throughput. It would be 
interesting to learn how well the backhaul network will cope with other types 
of traffic, including internet traffics, where the uplink and downlink rates are 
generally different.   
 
 
APPENDIX A  
CALCULATION OF REQUEST SIZE FOR A TRANSMISSION 




A.1 CASE INVOLVING A NODE FAILURE 
The request size of a transmission link in the presence of a node failure can be 
determined based on the same procedure described in Section 4.4.1. For example, 
with reference to Figure  A-1 for a four-hop ladder network, when node C fails, link 
L4 is identified to be associated with a largest collision domain set (CDS) of 7. Next, 
if we allow those links having the same colour to make use of the same set of 
minislots in a given frame, without the possibility of causing transmission collisions, 
then the largest CDS will be reduced from 7 to 4. 
  
 
Figure  A-1 Link L4 is associated with the largest CDS of 7 when node C fails. Link 
L3 is not included in the CDS as it is not used to handle rerouted traffic. 
 
Now, unlike operating under normal conditions, some of the links in the network 
would need to handle a larger amount of rerouted traffic due to a node failure. Under 
such a condition, these links would need to have access to a larger number of 
minislots in order to avoid traffic congestion. When calculating the request size for a 
transmission link, it becomes necessary to first determine the number of links that are 
involved in handling the rerouted traffic. Again, referring to the example of Figure 
 A-1, it is identified that link L7, and L8 will have to handle the additional rerouted 
traffic. Therefore, each of these two links will be allocated an extra set of minislots in 
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order to support the additional traffic rerouted to them due to failure of node C. To 
avoid possible transmission collisions, these extra sets of minislots must not overlap 
with those already in use by the other links. This means that the CDS value will have 
to be increased from four to six. In other words, the minimum number of required 
minislot sets becomes six. It follows that the maximum request size that could be 





CDSlargest  modified in the required setsminislot  ofNumber 
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 … (A.1) 
 
where  stands for rounding down to the nearest integer.   
 
Though the request size calculated above is determined for a failure occurring at 
node C, this value is equally applicable to a node failure at any of the other 
intermediate nodes in the four-hop ladder network. Computer simulations are used to 
verify that the use of the calculated request size can avoid the specific scenario 
depicted in Figure 4-13(a). Table  A-1 tabulates the request sizes calculated according 
to the above procedure for ladder networks with two to six hops.    
 
Table  A-1 Request sizes allocated to a link not involved in handling rerouted traffic 
when a node fails in ladder networks having two to six hops. 
 








A.2 CASE INVOLVING A LINK FAILURE 
In the case of a link failure, the same procedure, as described in Section A.1, can also 
be used to calculate the request size of a link. With reference to Figure  A-2, when the 
link L11 in the four-hop ladder topology fails, link L4 becomes associated with the 
largest CDS of 7. Again, if we allow the same coloured links to utilise the same 
minislots, the largest CDS is reduced from 7 to 4. Based on a CDS of 4, L8 will have 
to handle double the amount of traffic compared with the other links. As such, it 
needs one additional set of minislots, which must not overlap with those already in 
use by the other links, in order to avoid transmission collision. This means that the 
CDS has to be increased from 4 to 5. Therefore, a minimum of 5 sets of minislots 
will be required to accommodate all the links. As such, the maximum request size for 
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Figure  A-2 Link L4 is associated with the largest CDS of 7 when node C fails. Link 
L3 and L6 are not included in the CDS as they are not used to route traffic. 
 
The above calculated request size remains valid for the failure of any link in the four-
hop ladder topology. This calculated request size is then used as the initial value for 
computer simulations to find a more suitable value which could finally be adopted to 
avoid the undesirable situation depicted in Figure 4-13(a). Table  A-2 shows the 
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request sizes obtained using the above described procedure for ladder networks of 
two to six hops.   
 
Table  A-2 Request sizes allocated to a transmission link not involved in handling 
rerouted traffic when a link failure occurs in ladder networks with two to six hops. 
 







APPENDIX B  
REQUEST SIZE OF A TRANSMISSION LINK IN THE 
PRESENCE OF BIDIRECTIONAL TRAFFICS 
 
 
B.1 OPERATING UNDER NORMAL CONDITION 
To support bidirectional traffic transmissions, each link will need to have access to 
two different sets of minislots, with one set for each direction as indicated by an 
arrow in Figure  B-1. The procedure described in Section 4.4.1 is adopted here to 
identify the request size for each link in either direction. For example, according to 
Figure  B-1, the link L3 is associated with the largest collision domain set (CDS) of 
12. Within this CDS, those same coloured links are able to make use of the same 
minislots for data transmission without causing collisions. Accordingly, the largest 
CDS may be reduced from 12 to 8. This also suggests that a minimum of 8 sets of 











It follows that the maximum request size for a link in a four-hop ladder network with 
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where  stands for rounding down to the nearest integer.  
 
With the calculated request size used as the initial value, computer simulations are 
then carried out to verify its suitability for reducing the occurrence of the undesirable 
situation as depicted in Figure 4-13(a). Table  B-1 shows the request sizes obtained 
for a link in ladder networks with a hop count from two to six.  
Table  B-1 Request sizes for a link in ladder networks with hop counts ranging from 
two to six. 
 







B.2 CASE INVOLVING A NODE FAILURE 
In a ladder network, when a node fails, the CDS value of a link will also change. It is 
therefore necessary to recalculate the CDS of each link in order to identify the largest 
CDS value. For example, when node C in the four-hop ladder network of Figure  B-2 
fails, it is identified that link L3 becomes associated with a largest CDS value of 13. 
This CDS value is reduced to 8 if we consider that those same coloured links are able 
to make use of the same set of minislots for data transmission without causing 
transmission collisions. Next, we note that the three links, L6, L7, and L9, are 
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involved in handling twice as much traffic as the other links. As such, these three 
links will require one additional set of minislots in order to be able to handle the 
traffic without congestion. However, the extra sets of minislots allocated must not 
overlap in time with those already used by the other links, in order to avoid possible 
transmission collisions. In this case, it means that we will need to increase the CDS 
value from 8 to 11. Hence, the maximum request size for a link, which is not 
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Figure  B-2 Link L3 is associated with the largest CDS when node C fails. 
 
As the largest CDS value and the number of links involved in handling rerouted 
traffic remain the same, regardless of the location of a node failure, the calculated 
request size is applicable to a node failure occurring at any one of the intermediate 
locations. Once again, computer simulations are used to identify a more suitable 
request size, if available, for avoiding the undesirable situation as depicted in Figure 
4-13(a). Table  B-2 shows the request sizes for a link, which is not involved in 
dealing with rerouted traffic during a node failure, in ladder networks with hop 
counts of two to six.  
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Table  B-2 Request size for a link, which is not involved in handling rerouted traffic 
during a node failure. For the two-hop ladder network, all the links are to handle 
rerouted traffic, and a request size of 55 is used for all links. 
 







B.3 CASE INVOLVING A LINK FAILURE 
The same procedure as described in the previous section is used to determine the 
request size of a link for a link failure occurring in a ladder network. Now, with 
reference to Figure  B-3, the link L3 is identified to be associated with a largest CDS 
value of 13 when the link between nodes C and Y fails. Again, if we allow all the 
same coloured links to make use of the same sets of minislots, then the largest CDS 
value will be reduced from 13 to 8. Within this reduced CDS, only one link, i.e., L7, 
will be involved in relaying twice as much traffic compared with the other links. As 
such, L7 will be allocated an extra set of minislots, which must not overlap with those 
minislots already in use by the other links, to avoid transmission collision. Taking 
this into consideration, the CDS value is then increased from 8 to 9. It follows that 
the maximum request size that can be allocated to a link not involving in handling 
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Figure  B-3 Link L3 is associated with the largest CDS during the failure of a link 
between nodes C and Y. 
 
The request size calculated based on equation (B.3) is also applicable to any link not 
involved in handling rerouting during the failure of any intermediate link in a 4-hop 
ladder network. With the calculated request size used as the initial value, a more 
suitable value, if it is available, is then determined by computer simulation to 
overcome the problem depicted in Figure 4-13(a). The use of this refined request size 
is likely to lead to a better throughput for the network. Table  B-3 tabulates the 
request sizes to be allocated to those links which are not involved in handling 
rerouted traffic during a link failure in ladder networks with 2 to 6 hops.  
 
Table  B-3 Request sizes for a link, which does not involve in handling rerouted 
traffic during a link failure. 
 








APPENDIX C  
 
CALCULATION OF THE REQUEST SIZE FOR A 
TRANSMISSION LINK OF A LADDER NETWORK OPERATING 




C.1 OPERATING UNDER NORMAL CONDITION 
When a ladder network is operating normally with either the TTDCA or ETTDCA 
algorithm, the request size for a transmission link can be determined following the 
same procedure as presented in Section 4.4.1. First, the link associated with the 
largest collision domain set (CDS) for a given frequency channel is identified. For 
example, for the four-hop ladder network of Figure  C-1, link L1, operating on CH1, 
is found to be associated with a largest CDS of three. Within this CDS, those links 
that share the same colour are allowed to make use of the same minislots without the 
likelihood of causing transmission collisions. In this case, the CDS value for L1 is 
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where  stands for rounding down to the nearest integer.   
 
Table  C-1 shows the request size that could be allocated to a transmission link of a 




Figure  C-1 L1 is associated with the largest CDS. 
 
Table  C-1 Request size for a transmission link of a ladder network with a given hop 
count operating with either the TTDCA or ETTCDCA algorithm under normal 
condition. 
 







C.2 CASE OF A NODE FAILURE 
The procedure, as described in Appendix A.1, for calculating the request size for a 
transmission link in the presence of a node failure remains applicable for a ladder 
network operating with the ETTDCA algorithm. However, when it comes to identify 
the link associated with the largest CDS, it is only necessary to consider those links 
that share the same operating channel. For example, link L1 in the four-hop ladder 
network of Figure  C-2, has the largest CDS of three when node C fails. After 
accounting for the two same coloured links, L2 and L7, that are able to share the same 
set of minislots without the possibility of transmission collisions, the largest CDS is 
then reduced from three to two. Within this particular CDS, link L7 is required to 
handle the extra rerouted traffic, and thus it is assigned one additional set of minislots 
in order to avoid traffic congestion. As a result, the CDS value is increased by one to 
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become three. It then follows that the request size that could be allocated to a link, 
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Figure  C-2 A largest CDS of three associated with link L1 when a failure occurs in 
node C. Note that link L3 has not been considered as it is not used to route traffic. 
 
It can be shown that the largest CDS value and the number of links that are needed 
for handling rerouted traffic remain the same regardless of the location of the failed 
node. As such, the request size calculated using equation (C.2) is applicable for any 
intermediate node of a given ladder network, with the exception of a 2-hop network. 
Table  C-2 tabulates the request sizes calculated according to the above procedure for 
ladder networks with two to six hops operating with the ETTDCA algorithm.  
 
Table  C-2 The request sizes allocated to a link not involved in handling rerouted 
traffic when a node fails in ladder networks having two to six hops. 
  







Note that for a 2-hop ladder network, when a node fails, the remaining two operating 
links will have to handle the rerouted traffic. Since each of these two links is 
operating on a different frequency channel, it will therefore receive allocation of all 
the 221 minislots for that channel. 
 
C.3 CASE OF A LINK FAILURE 
Again, consider the example of a 4-hop ladder network as shown in Figure  C-3. If 
link L11 fails, then we can follow the same procedure described in the previous 
section for a node failure, to calculate the request size for a transmission link not 
involved in handling the additional rerouted traffic. In this case, the request size 
calculated using equation (C.2) is applicable for any intermediate node of a given 
ladder network including a 2-hop network. Table  C-3 tabulates the request sizes that 
could be used when a link failure occurs in ladder networks with 2 to 6 hops.  
 
 
Figure  C-3 A largest CDS of three associated with link L8 when link L11 fails. Link 
L3 and L6 are not taken into consideration as they are not used to route traffic. 
 
Table  C-3 The request sizes allocated to a link not involved in handling rerouted 
traffic, when a link failure occurs in ladder networks having two to six hops. 
 







APPENDIX D  
 
CALCULATION OF REQUEST SIZE FOR A TRANSMISSION 
LINK OF A LADDER NETWORK OPERATING WITH THE 
TTDCA ALGORITHM OR ETTDCA ALGORITHM IN THE 




D.1 OPERATING UNDER NORMAL CONDITION 
When operating with bidirectional traffics, each transmission path between two 
adjacent nodes is made up of two links, one for each direction. As the ETTDCA 
algorithm involves two transceivers operating on two different frequencies, the 
frequency allocation plan used is as shown in Figure 6.5. Again, the procedure 
presented in Appendix B.1 could be used to calculate the request size for a 
transmission link operating on a given frequency channel. For example, let consider 
a 4-hop ladder network as shown in Figure  D-1. It is observed that for channel 1 
(CH1), link L1 is associated with the largest collision domain set (CDS) of 5. Within 
this CDS, those same coloured links could make use of the same set of minislots 
without the possibility of collisions. In view of this, the value of CDS could then be 
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Figure  D-1 Link L1 is associated with the largest CDS of five. 
 
The suitability of the calculated value for the request size, based on equation (D.1), 
could then be verified by means of computer simulation. In a similar way, the values 
of the request size that may be adopted for use in ladder networks with 2 to 6 hops 
are shown in Table  D-1.  
 
Table  D-1 Values of request size for a transmission link in ladder networks with 2 to 
6 hops. 
 







D.2 CASE OF A NODE FAILURE 
For a ladder network operating with the ETTDCA algorithm in the presence of a 
single node failure, the procedure described in Appendix B.2 for single frequency 
operation is still applicable for calculating the request size for a transmission link. In 
this case, the value of the largest CDS associated with a given link is based on a 
particular operating frequency. Now, if we again consider a 4-hop ladder network, as 
shown in Figure  D-2, it is identified that link L5 is associated with the largest CDS of 
6 when node C fails. In view of the fact that links of the same colour within this CDS 
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may make use of the same set of minislots without the likelihood of collision, then 
the value of the CDS could be reduced from 6 to 4. However, within this CDS, links 
L6 and L9 are involved in relaying rerouted traffic. As such, each of these two links is 
allocated one additional set of minislots for this purpose. As these additional 
allocated minislots must not overlap in time with those minislots already assigned to 
other links, it is therefore necessary that the value of the largest CDS is increased 
from 4 to 6. It follows that the request size for a transmission link not involved in 
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where  stands for rounding down to the nearest integer.   
 
 
Figure  D-2 Link L5 is associated with the largest CDS of 6. 
 
For ladder networks of 2 to 6 hops, the calculated request sizes are tabulated in Table 





Table  D-2 Values of the request size for a transmission link not involved in rerouting 
traffic in ladder networks of different hop counts operating with the ETTDCA 
algorithm in the presence of a node failure. 
 







Note that for a 2-hop ladder network, when an intermediate node fails, the remaining 
two operating links will have to handle the rerouted traffic. Since each of these two 
links is operating on a different frequency channel, it will receive an allocation of 
110 minislots to transmit in one direction. As for the 3-hop ladder network, the 
largest CDS is identified at L1 as shown in Figure  D-3. The CDS is reduced to 4 after 
taking into consideration that the same coloured links can make use of the same 
minislots for data transmission. As only link L4 is involved in rerouting traffic, the 
largest CDS is increased from 4 to 5. It follows that the request size for the links not 
involving in rerouting traffic is 44, as tabulated in Table  D-2.   
 
 
Figure  D-3 Link L1 is associated with the largest CDS of 5 when node B of 3-hop 
ladder network fails. 
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D.3 CASE OF A LINK FAILURE 
The procedure described in the previous section can also be adopted for determining 
the request size for a transmission link when a transmission path in a ladder network 
fails. Note that a transmission path between two nodes is made up of two separate 
links, one for each direction. When one of the transmission paths in the network, say 
the transmission path between nodes C and Y in Figure  D-4, fails, it is observed that 
link L8 is associated with the largest CDS of 6. After considering that the same 
coloured links within this CDS can make use of the same set of minislots without the 
possibility of collision, the value of CDS may be reduced from 6 to 4. However, 
since links L7 and L15 are required to relay rerouted traffic, each of them is allocated 
an additional set of minislots, which must not overlap in time with those minislots 
already in use by the other links. As such, the value of CDS will have to be increased 
from 4 back to 6. Based on this CDS, the request size for a transmission link can then 
be calculated using equation (D-2). Following the above procedure, the values of the 
request size for a transmission link, not involved in handling rerouted traffic, in 
ladder networks of five different hop counts are calculated and tabulated in Table 
 D-3. Note that as the largest CDS for the 2-hop and 3-hop ladder networks are 
smaller than that of four-hop, five-hop, and six-hop counterparts, links in those 
networks are able to make use of a larger request size.  
 
 





Table  D-3 Values of the request size for a transmission link not involved in rerouting 
traffic in ladder networks of five different hop counts, operating with the ETTDCA 
algorithm in the presence of a transmission path failure. 
  








APPENDIX E  
 
PERFORMANCE OF TWO PARALLEL PATH NETWORK 





E.1 OPERATING UNDER NORMAL CONDITION 
The performance of two parallel path networks of two to six hops operating normally 
with ETTDCA algorithm is evaluated by means of computer simulation based on the 
simulation settings described in Section 4.4.1. The performance evaluation is carried 
out under unidirectional and bidirectional traffic transmissions. The largest collision 
domain sets (CDS) of the two parallel path network operating under unidirectional 
and bidirectional traffic are the same as those of the ladder network. As such, the 
request sizes for a transmission link, i.e., 110 for the case of unidirectional traffic and 
55 for servicing bidirectional traffic, are again adopted here for the two parallel path 
network. The resultant maximum achievable throughputs and average transmission 
delays obtained for two parallel path networks of five different hop counts under 
unidirectional and bidirectional traffic are tabulated in Table  E-1, and Table  E-2, 
respectively. As expected, with the use of same request size, the two parallel path 
network achieves the same throughput and delay as the ladder network of 












Table  E-1 Maximum achievable throughputs and average end-to-end packet 
transmission delays of the two parallel path networks of five different hop counts in 
the presence of unidirectional traffic. The use of ETTDCA algorithm is assumed. 
 
Number of hops Request size (minislots) Throughput (Mbps) Delay (ms) 
2 50 24.35 
3 50 36.54 
4 50 47.20 





Table  E-2 Maximum achievable throughputs and average transmission delays 
obtained for the two parallel path networks in the presence of bidirectional traffic. 
The use of ETTDCA algorithm is assumed. 
 














2 26.67 26.67 30.36 30.75 
3 26.67 26.67 47.54 48.11 
4 26.67 26.67 56.32 55.42 
5 26.67 26.67 72.66 73.51 
55 
 26.67 6 26.67 86.90 85.35 
 
E.2 CASE OF A FAILURE 
In the event of a node or link failure, the two parallel path network will become a 
single chain network. It is interesting to note that under such condition, the two 
parallel path networks of three to six hops have the same CDS value of 2, regardless 
of whether the network is relaying unidirectional or bidirectional traffic. This 
suggests that in either case, a transmission link will obtain 110 minislots for traffic 
transmission during a failure. As for a two parallel path network with the hop count 
of two, the two remaining links will operate on two different frequency channels, and 
each link will get 221 minislots when the network is handling unidirectional traffic, 
and half of the minislots for bidirectional traffic transmission. Based on these request 
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size values, the performance of the two parallel path networks of two to six hops, 
operating with the ETTDCA algorithm in handling unidirectional and bidirectional 
traffic, is evaluated using the same simulation settings as presented in Section 4.4.1. 
The maximum achievable throughputs and average end-to-end packet transmission 
delays obtained for the parallel path networks of 2 to 6 hops are tabulated in Table 
 E-3 for the case of unidirectional traffic, and in Table  E-4 for handling bidirectional 
traffic.   
 
Table  E-3 Maximum achievable throughputs and average end-to-end packet 
transmission delays of the two parallel path networks of five different hop counts 
operating under ETTDCA algorithm in the presence of unidirectional traffic during a 
node or link failure. 
 
Number of hops Request size (minislots) Throughput (Mbps) Delay (ms) 
2 221 50.00 24.53 
3 26.67 44.76 
4 26.67 56.47 





Table  E-4 Maximum achievable throughputs and average transmission delays of the 
two parallel path networks of two to six hops operating under ETTDCA algorithm in 
the presence of bidirectional traffic when any intermediate node or link fails. 
 














2 26.67 26.67 30.33 31.38 
3 26.67 26.67 48.44 48.41 
4 26.67 26.67 57.19 56.78 
5 26.67 26.67 75.55 74.28 
6 
110 
26.67 26.67 87.69 86.98 
 
The results shown in Table  E-3 and Table  E-4 have indeed verified that the two 
parallel path networks of three to six hops achieve the same throughput and delay 
  170
when handling unidirectional or bidirectional traffic. On the other hand, the two 
parallel path network with hop count of two, operating in the presence of 
unidirectional traffic, achieves almost double the throughput obtained under 
bidirectional traffic. When compared with the results obtained for the ladder 
networks of comparable hop count, as shown in Table 6-5, 6-6, 6-8, and 6-9, it is 
observed that the parallel path network, operating in the presence of unidirectional 
traffic, obtains a lower throughput even though the request size for a transmission 
link in the network is larger compared to that for the ladder network. This is due to 
the fact that the ladder network has two paths available for relaying traffic, each with 
73 minislots. In the presence of bidirectional traffic, each link in the two parallel path 
network can obtain more than twice as many minislots as that obtained by a link in 
the ladder network. As a result, a higher throughput is obtained with the two parallel 
path network compared to the ladder network. However, the former will cease 
operation when a single node or link failure occurs in both branches of the network. 
On the other hand, the ladder network is likely to remain operational by rerouting 
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