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Abstract
In this paper, we study the problem of finding the Euclidean distance to a con-
vex cone generated by a set of discrete points in Rn+. In particular, we are inter-
ested in problems where the discrete points are the set of feasible solutions of some
binary linear programming constraints. This problem has applications in manufactur-
ing, machine learning, clustering, pattern recognition, and statistics. Our problem is a
high-dimensional constrained optimization problem. We propose a Frank-Wolfe based
algorithm to solve this non-convex optimization problem with a convex-noncompact
feasible set. Our approach consists of two major steps: presenting an equivalent con-
vex optimization problem with a non-compact domain, and finding a compact-convex
set that includes the iterates of the algorithm. We discuss the convergence property of
the proposed approach. Our numerical work shows the effectiveness of this approach.
Subject classifications: Frank-Wolfe; Configurable Products; Clustering; Ma-
chine Learning;
1 Introduction
Given a large set of discrete points in Rn+, denoted by Y, in this paper, we are interested
in obtaining the Euclidean distance from a target point to the convex cone generated by
Y, where n is in the order of thousands and m is significantly large. In particular, our
approach is suitable for problems where Y is the set of feasible solutions of some Binary
Linear Programming (BLP) constraints, for which we have m = O(2n). This problem is
represented as minimizing a non-convex function over a convex-noncompact domain.
Our problem is motivated by an application in a large auto manufacturer, in which, n
represents options that define the car configurations, the target point is an estimation of
future demands of options, and the convex cone constitutes the set of all feasible points—
i.e., points that show a producible set of car configurations (Fattahi et al., 2016, 2017). This
problem can generally be found in all manufacturing systems where products are configured
based on a set of options available for the customers. Other applications include variants
of classical clustering problem. In some clustering problems, the objective is to find the
Euclidean distance of a point to the convex hall of a set of points in Rn, called a cluster.
Whereas, our problem is to find the Euclidean distance of a target point to the convex cone
of a set of points in Rn+. If Y is given numerically, our problem can be formulated as a
non-negative least squares problem (see, for example, Franc et al. (2005); Boutsidis and
Drineas (2009); Potluru (2012)).
The well-known Frank-Wolfe Algorithm (FWA) (Frank and Wolfe, 1956), a.k.a. con-
ditional gradient algorithm, has been recently used to solve high-dimensional constraint
optimization problems in machine learning, pattern recognition, clustering, and statistics.
The original FWA minimizes a convex function over a convex-compact domain. Jaggi (2013);
Lacoste-Julien and Jaggi (2015) have looked at the algorithmic variants of the FWA, and
Reddi et al. (2016); Lafond et al. (2016); Hazan and Kale (2012) have recently extended
1
ar
X
iv
:1
70
4.
06
31
1v
1 
 [m
ath
.O
C]
  2
0 A
pr
 20
17
the application of the FWA to minimizing a non-convex objective function and stochastic
optimization.
In this paper, we apply the FWA to a nonconvex optimization problem with a convex-
noncompact domain. We first show that our problem is equivalent to a problem with a
convex objective function and a convex-noncompact feasible set. Then, we show that there
exists a compact-convex set that contains the iterates of the FWA, and we characterize
the diameter of this compact set. Consequently, our proposed Frank-Wolfe based approach
solves this problem at a linear convergence rate, i.e. the optimization error after k iterations
will decrease with O( 1k ).
2 Problem Description
Let Y = {y1,y2, . . . ,ym}, where yi ∈ Rn+, for all i. We assume in this paper that there exists
y ∈ Y such that y 6= 0. Define X := conv(Y), and Z := cone(X). A reference point zˆ ∈ Rn+,
zˆ 6= 0, is given and we have to find a feasible point z∗ ∈ Z which has the closest Euclidean
distance to the reference point zˆ. Our problem then is defined as P ′ : minz∈Z ‖z − zˆ‖22.
This problem can be equivalently represented as P ′′ : minx∈X,λ≥0 ‖λx− zˆ‖22.
Fig. 1 provides an illustration in R3+. Given vectors y1, . . . , y5, we want to find the
distance between a target point, zˆ, and the convex cone generated by y1, . . . , y5.
R3+
y1
y2y3
y4
y5
zˆ R3+zˆ
Z
Figure 1: What is the Euclidean distance between zˆ and the convex cone generated by
{y1,y2,y3,y4,y5}? (Note: y1 = (1, 1, 2), y2 = (0, 2, 3), y3 = (2, 1, 3), y4 = (3, 0, 2), y5 =
(0, 0, 2), and zˆ = (1, 1, 0).)
We are particularly interested in the instances where n is in the order of thousands
and m = O(2n), when Y is the set of feasible solutions to a BLP, in which case n will be
the number of binary variables. This problem is very difficult. Problem P ′ has a convex
objective function, while P ′′ has a non-convex objective function. Moreover, problem P ′
involves nonlinearity in z ∈ Z because of the definition of cone.
Lemma 1 ‖λx− zˆ‖22 is not necessarily convex over the domain x ∈ X, λ ≥ 0.
Proof. Consider an instance ofP ′′ with n = 1, Y = {0, 1}, and zˆ = 0.5. For this instance,
P ′′ can be written as min0≤x≤1, λ≥0(λx − 0.5)2. Fig. 2 shows the graph of (λx − 0.5)2
over the domain 0 ≤ x ≤ 1, 0 ≤ λ ≤ 1. It is seen that the objective function is not convex
(consider, for example, the diagonal from (0,0) to (1,1)). 
A possible approach is to formulate the feasible region of P ′ as a set of mixed-integer
nonlinear programming (MINLP) constraints. The optimal solution z∗ may be in the interior
or boundary of Z. We remark that z∗ can be represented as a non-negative combination of
at most n vectors in Y. Hence, there exists λ1, . . . , λn ∈ R+ and y1, . . . ,yn ∈ Y such that
2
Figure 2: The graph of (λx− 0.5)2 over the domain 0 ≤ x ≤ 1, 0 ≤ λ ≤ 1
z∗ =
∑n
i=1 λiy
i. Therefore, problem P ′ is equivalent to:
P ′ : min
z=
∑n
i=1 λiy
i
λ1,...,λn∈R+
y1,...,yn∈Y
‖z− zˆ‖22,
which is a significantly difficult problem because of the nonlinearity in the objective function
and constraints, and the existence of O(n) continuous and O(n2) discrete variables.
3 Solution Methodology
We apply the Frank-Wolfe Algorithm (FWA) (Frank and Wolfe, 1956; Demyanov and Ru-
binov, 1970), also known as the conditional gradient method. In the literature, the FWA is
used to solve an optimization problem with a convex function over a compact convex domain
(Jaggi, 2013). We remark that problem P ′′ has a non-convex objective function and non-
compact feasible region; hence, the direct application of the FWA is not possible. However,
we show how problem P ′′ can be converted and become suitable for the application of the
FWA.
Define Hzˆ := {z ∈ Rn+|zˆT z = zˆT zˆ} and FHzˆ := {z ∈ Hzˆ|z ∈ Z}. The following theorem
shows that solving problem minz∈FHzˆ ‖z− zˆ‖22, one can obtain an optimal solution for P ′.
Theorem 1 Let zˆ ∈ Rn+\{0}, z∗ = arg minz∈Z ‖z− zˆ‖22, and z∗∗ = arg minz∈FHzˆ ‖z− zˆ‖22.
Then:
(a) z∗ = 0 if and only if FHzˆ = {}, and
(b) if FHzˆ 6= {}, then z∗ = zˆT zˆz∗∗T z∗∗ z∗∗.
Proof. (a, ⇒) We first prove if z∗ = 0, then FHzˆ = {}, using a contradiction. Suppose
that z∗ = 0 and FHzˆ 6= {}. Since FHzˆ is nonempty, then there exists z¯ ∈ FHzˆ. Hence,
using the definition of FHzˆ, we have z¯ ∈ Rn+, zˆT z¯ = zˆT zˆ and z¯ ∈ Z. Moreover, because
zˆT zˆ > 0, then z¯ 6= 0.
Define z¯ := zˆ
T zˆ
z¯T z¯
z¯. Since zˆ
T z¯
z¯T z¯
> 0 and z¯ ∈ Z, then z¯ ∈ Z (because Z is a cone). Since both
zˆ and z¯ are non-zero vectors in Rn+, then zˆT z¯ ≥ 0. Moreover, zˆ and z¯ are not orthogonal
because z¯T zˆ = zˆ
T zˆ
z¯T z¯
z¯T zˆ > 0. In order to contradict the optimality of z∗ = 0, we want
to show the objective value of z¯ is strictly better than that of 0. We have: ‖zˆ − z¯‖22 =
‖zˆ‖22 + ‖z¯‖22 − 2zˆT z¯. Note that ‖z¯‖22 − 2zˆT z¯ = ( zˆ
T zˆ
z¯T z¯
)2z¯T z¯ − 2( zˆT zˆ
z¯T z¯
)zˆT z¯ = −( zˆT zˆ
z¯T z¯
)z¯T z¯ < 0
(because zˆT z¯ = z¯T z¯). Therefore, ‖zˆ − z¯‖22 < ‖zˆ‖22 = ‖zˆ − 0‖22. This contradicts z∗ = 0
because z¯ is feasible and has a strictly better objective value. Hence, FHzˆ = {}.
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Figure 3: Illustration of Hzˆ and FHzˆ. Note that FHzˆ is not bounded.
(a, ⇐) We prove that if FHzˆ = {}, then z∗ = 0. Recall that in this paper we assume
there exists y ∈ Y such that y 6= 0. It follows that there exist x ∈ X and z ∈ Z such that
x 6= 0 and z 6= 0. Since Z is a cone, then 0 ∈ Z. We must show that 0 is optimal (0 has the
smallest objective value among all z ∈ Z).
We claim that if z¯ ∈ Z, then zˆT z¯ ≤ 0. We prove this claim using a contradiction. Let
z¯ ∈ Z such that zˆT z¯ > 0. Define z¯ := zˆT zˆ
zˆT z¯
z¯. Because zˆ
T zˆ
zˆT z¯
> 0 and z¯ ∈ Z, then z¯ ∈ Z.
Moreover, zˆT z¯ = zˆT ( zˆ
T zˆ
zˆT z¯
z¯) = zˆT zˆ. Therefore, z¯ ∈ FHzˆ, meaning that FHzˆ 6= {}. This is a
contradiction; hence, zˆT z¯ ≤ 0, for all z¯ ∈ Z.
Let z¯ ∈ Z. Define z˙ := (1 − zˆT z¯
zˆT zˆ
)zˆ and z¨ := ( zˆ
T z¯
zˆT zˆ
zˆ − z¯). Note that z˙ and z¨ are
orthogonal because z˙T z¨ = (1 − zˆT z¯
zˆT zˆ
)( zˆ
T z¯
zˆT zˆ
zˆT zˆ − zˆT z¯) = 0. Moreover, we have ‖z˙‖22 ≥ ‖zˆ‖22,
because (1 − zˆT z¯
zˆT zˆ
) ≥ 1 (because zˆT z¯ ≤ 0 and zˆT zˆ > 0). The objective value of z¯ is:
‖zˆ − z¯‖22 = ‖zˆ − zˆ
T z¯
zˆT zˆ
zˆ + zˆ
T z¯
zˆT zˆ
zˆ − z¯‖22 = ‖z˙ − z¨‖22 = ‖z˙‖22 + ‖z¨‖22 ≥ ‖z˙‖22 ≥ ‖zˆ‖22 = ‖zˆ − 0‖22.
Therefore, we proved that ‖zˆ − z¯‖22 ≥ ‖zˆ − 0‖22, for all z¯ ∈ Z. Thus, z∗ = 0 is an optimal
solution (there might be other optimal solutions).
(b) Since FHzˆ 6= {}, using part (a), we have z∗ 6= 0. We first claim that z∗T zˆ > 0. Since
z∗, zˆ ∈ Rn+, then, z∗T zˆ ≥ 0. Suppose to the contrary that z∗T zˆ = 0 (meaning that z∗ and zˆ
are orthogonal). Hence, ‖zˆ− z∗‖22 = ‖zˆ‖22 + ‖z∗‖22 > ‖zˆ‖22 = ‖zˆ− 0‖22. Since 0 ∈ Z (see part
(a)), this contradicts the optimality of z∗, because 0 has a strictly better objective value.
We next show that z∗ and z∗∗ are unique. We prove this for z∗ using a contradiction
(the proof for z∗∗ is similar). Suppose that z˙, z¨ ∈ Z such that z˙ 6= z¨ and both z˙ and z¨ are
optimal for problem minz∈Z ‖z− zˆ‖22; hence ‖z˙− zˆ‖22 = ‖z¨− zˆ‖22 ≤ ‖z− zˆ‖22, for all z ∈ Z.
Define z˜ := 12 (z˙+ z¨). Note that z˜ ∈ Z because Z is a convex set. We show that the objective
value of z˜ is strictly better than that of z˙ (or z¨). We have: ‖z˜ − zˆ‖22 = ‖ 12 (z˙ + z¨) − zˆ‖22 =
1
4‖z˙− zˆ‖22 + 14‖z¨− zˆ‖22 + 12 (z˙− zˆ)T (z¨− zˆ) ≤ ‖z˙− zˆ‖22. The equality holds only if the angle
between (z˙− zˆ) and (z¨− zˆ) is 0, in which case we must have z˙ = z¨ (because the lengthes of
vectors (z˙− zˆ) and (z¨− zˆ) are equivalent). This contradicts z˙ 6= z¨; hence z∗ is unique. As
we use the convexity of the feasible region to prove the uniqueness of z∗, the proof for z∗∗
is almost identical (because FHzˆ is a convex set).
Define λ∗ := zˆ
T zˆ
z∗T zˆ . Then, λ
∗ > 0, because zˆT zˆ > 0 and z∗T zˆ > 0. Moreover, λ∗z∗ ∈
FHzˆ, because λ∗z∗ ∈ Z and zˆT (λ∗z∗) = zˆT zˆz∗T zˆ zˆT z∗ = zˆT zˆ. Moreover, z
∗∗
λ∗ ∈ Z, because
1
λ∗ > 0, z
∗∗ ∈ Z, and Z is a cone. Hence, in summary, we have z∗∗, λ∗z∗ ∈ FHzˆ and
z∗∗
λ∗ , z
∗ ∈ Z.
Finally, we prove that z∗∗ = λ∗z∗ using a contradiction. Suppose to the contrary that
4
z∗∗ 6= λ∗z∗ (or 1λ∗ z∗∗ 6= z∗). Since z∗ is unique and 1λ∗ z∗∗ ∈ Z, then we have:
‖z∗ − zˆ‖22 < ‖
1
λ∗
z∗∗ − zˆ‖22
=⇒ ‖z∗ − 1
λ∗
zˆ− (1− 1
λ∗
)zˆ‖22 < ‖
1
λ∗
z∗∗ − 1
λ∗
zˆ− (1− 1
λ∗
)zˆ‖22
=⇒ ‖z∗ − 1
λ∗
zˆ‖22 + ‖(1−
1
λ∗
)zˆ‖22 < ‖
1
λ∗
z∗∗ − 1
λ∗
zˆ‖22 + ‖(1−
1
λ∗
)zˆ‖22
=⇒ ‖z∗ − 1
λ∗
zˆ‖22 < ‖
1
λ∗
z∗∗ − 1
λ∗
zˆ‖22
=⇒ ‖λ∗z∗ − zˆ‖22 < ‖z∗∗ − zˆ‖22.
The second line follows from the fact that (z∗ − 1λ∗ zˆ) and (1 − 1λ∗ )zˆ are orthogonal, and
( 1λ∗ z
∗∗ − 1λ∗ zˆ) and (1 − 1λ∗ )zˆ are orthogonal. On the other hand, since z∗∗ is unique and
λ∗z∗ ∈ FHzˆ, then we must have: ‖z∗∗ − zˆ‖22 < ‖λ∗z∗ − zˆ‖22. This is a contradiction; hence,
z∗∗ = λ∗z∗. Note that λ∗ = zˆ
T zˆ
z∗T zˆ =
z∗∗T z∗∗
zˆT zˆ
. Thus, we showed that z∗ = 1λ∗ z
∗∗ = zˆ
T zˆ
z∗∗T z∗∗ z
∗∗,
and hence the proof is complete. 
According to Theorem 1, we need to solve z∗∗ = arg minz∈FHzˆ ‖z− zˆ‖22. We denote this
problem by P ′′′. If P ′′′ is infeasible, then the optimal solution of P ′ is z∗ = 0; otherwise,
z∗ = zˆ
T zˆ
z∗∗T z∗∗ z
∗∗. In the remainder, we show how the FWA can be applied to solve P ′′′. An
initial feasible point is given z(0) ∈ FHzˆ. At each iteration k = 0, 1, 2, · · · , we compute the
gradient of the objective function at the current point z(k), which is ∇f(z(k)) := (z(k) − zˆ),
and then solve a minimization problem M(k) : minz∈FHzˆ zT∇f(z(k)). The current point
for the next iteration, z(k+1), is then updated. Problem M(k) is formulated as follows:
M(k) : min
y∈Y, λ≥0,
zˆT (λy)=zˆT zˆ
(λy)T∇f(z(k))
We remark that if Y is the set of feasible solutions of a BLP, thenM(k) can be formulated
as a mixed-integer linear programming (MILP) problem with n binary and n+1 continuous
variables. Moreover, if Y is given numerically, then the solution of M(k) is obtained as
miny∈Y:zˆTy 6=0{( zˆ
T zˆ
zˆTy
)yT∇f(z(k))}, which can be performed in O(mn).
The applicability of the FW depends on generating a feasible solution at each iteration.
This is guaranteed if, for example, the feasible region of M(k) is compact. We remark
that FHzˆ is a closed and convex polyhedron, but not necessarily compact because it can be
unbounded (see Fig. 3). We must ensure there exists a nonempty and compact polyhedron—
denote by CFHzˆ—that contains an optimal solution of M(k). This result is not obvious
as illustrated in Fig. 4. Suppose FHzˆ, zˆ, and z(0) are as shown in Fig. 4, and FHzˆ is
unbounded with extreme directions d1 and d2. The objective value of M(0) improves in
the direction of −∇f(z(0)). Hence, the objective value approaches to −∞ in the direction
of d2, and there exists no optimal solution. If this case happens, the FW algorithm cannot
generate z(1) and hence cannot proceed (A situation similar to Fig. 4 never happens as
proven in Theorem 2).
We first show that, if FHzˆ 6= {}, then there exists a nonempty and compact polyhedron,
which we denote by CFHzˆ (C stands for “compact”), that contains an optimal solution
of M(k). We also characterize the diameter of CFHzˆ, which is denoted by D. Define
ρ := maxy∈Y, yT zˆ6=0
yTy
(yT zˆ)2
.
Theorem 2 There exists a nonempty and compact polyhedron, denoted by CFHpˆ, such
that, for all k ≥ 0, the optimal solution of M(k) belongs to CFHpˆ. Moreover, the diameter
of CFHpˆ satisfies: D2 ≤ 2ρ(zˆT zˆ)2.
We remark that ρ is bounded because 0 ≤ yTy
(yT zˆ)2
< +∞, for all y ∈ Y such that
yT zˆ 6= 0. Therefore, Theorem 2 provides a remedy for the unboundedness of the feasible
region. The following Lemma characterizes the extreme points and extreme directions ofHzˆ,
which will be used in the proof of Theorem 2 later in this section. Define N = {1, 2, . . . , n},
I∅ := {i ∈ N |zˆi = 0}, and I1 := {i ∈ N |zˆi > 0}.
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d1
d2
zˆ
z(0)
FHzˆ
−∇f(z(0))
Figure 4: An example to highlight the importance of the existence of CFHzˆ.
Lemma 2 The vertices of Hzˆ are zˆT zˆzˆi ei, for all i ∈ I1, and the extreme directions of Hzˆ
are ei, for all i ∈ I∅, where ei is the vector of all zeros except for i’th entry which is 1.
Proof. Hzˆ is defined by 1 equality and n inequalities; hence, the vertices ofHzˆ are obtained
by setting n − 1 of inequalities to equalities and solving them together with the equation
zˆT z = zˆT zˆ. Consider i′ such that zˆi′ > 0. Setting zˆi = 0, for all i 6= i′, we obtain zˆi′ = zˆT zˆzˆi ;
hence, an extreme point zˆ
T zˆ
zˆi′
ei
′
is found. Therefore, for each i ∈ I1, there exists an extreme
point zˆ
T zˆ
zˆi
ei.
Extreme directions of Hzˆ are the extreme points of the set {d ∈ Rn|zˆTd = 0,d ≥
0,1Td = 1}, where 1 is the vector of appropriate size with all entries equal to 1. This
results in the extreme directions ei,∀i ∈ I∅. 
Proof of Theorem 2. Because FHpˆ is a nonempty polyhedron and FHpˆ ⊆ Rn+, then
FHpˆ does not contain a line, and has some (at least one) extreme points. Moreover,
FHzˆ ⊆ Hzˆ; hence, a direction for FHzˆ is also a direction for Hzˆ. Then, as a corollary
of Lemma 2, a direction of FHzˆ can be represented as a non-negative combination of the
extreme directions of Hzˆ.
We first show that M(k) does not have unbounded optimal value. Suppose to the
contrary that the optimal value of M(k) is unbounded. Let z¯ ∈ FHzˆ be arbitrary. There
must exist a direction d such that: (z¯+ ηd) ∈ FHzˆ, for all η ∈ R+, and the objective value
of (z¯+ η′d) is strictly less than that of (z¯+ η′′d), if η′ > η′′. Vector d can be written as a
non-negative combination of ei’s, i ∈ I∅; hence, there exists ξi ≥ 0, for all i ∈ I∅, such that:
d =
∑
i∈I∅ ξie
i. Let us compute the difference between the objective values of (z¯+η′d) and
(z¯+ η′′d):
(z(k) − zˆ)T ((z¯+ η′d)− (z¯+ η′′d)) = (η′ − η′′)(z(k) − zˆ)Td
= (η′ − η′′)(z(k) − zˆ)T
∑
i∈I∅
ξie
i
= (η′ − η′′)
∑
i∈I∅
ξiz
(k)
i ≥ 0,
where, the last line follows from zˆi = 0, for all i ∈ I∅ (also note that η′ > η′′). This is
a contradiction because the objective value of (z¯ + η′d) is not strictly less than that of
(z¯+ η′′d). Hence, M(k) has a bounded optimal value.
Additionally, since FHpˆ has at least one extreme point and does not contain lines, an
extreme point of FHpˆ must be optimal. This extreme point is in the form of λy, where
0 < λ < +∞ and y ∈ Y. We remark that there might be other alternative optimal solutions
in the same form. However, there cannot be an optimal solution in the form of λy, where
λ = +∞ and y ∈ Y. Hence, let CFHpˆ denote the convex hall of all λy’s, where 0 < λ < +∞
6
and y ∈ Y. Thus, we proved that the optimal solution ofM(k) belongs to CFHzˆ. Moreover,
CFHzˆ is a nonempty and compact polyhedron.
We next obtain an upper bound on the diameter of CFHzˆ. We have:
D2 = max
z1,z2∈CFHzˆ
‖z1 − z2‖22
= max
λiy
iT zˆ=zˆT zˆ, i=1,2,
λ1,λ2>0, y
1,y2∈Y
‖λ1y1 − λ2y2‖22
= max
λiy
iT zˆ=zˆT zˆ, i=1,2,
λ1,λ2>0, y
1,y2∈Y
λ21y
1Ty1 + λ22y
2Ty2 − 2λ1λ2y1Ty2
≤ 2 max
λyT zˆ=zˆT zˆ,
λ>0, y∈Y
λ2yTy
= 2 max
y∈Y, yT zˆ 6=0
( zˆT zˆ
yT zˆ
)2
yTy
= 2(zˆT zˆ)2 max
y∈Y, yT zˆ 6=0
yTy
(yT zˆ)2
The first line follows from the definition of D. In the second line, we use the fact that z1
and z2 must be extreme points of CFHzˆ; hence, they should be in the form of zi = λiyi
where λi > 0, yi ∈ Y, and λiyi must be on the hyperplane zT zˆ = zˆT zˆ. In the forth
line, we eliminate −2λ1λ2y1Ty2 because it is always non-positive. As a result, the problem
decomposes into two identical problems. In the fifth line, we substitute λ with zˆ
T zˆ
yT zˆ
but we
have to ensure that the denominator is non-zero. Hence, the proof is complete. 
Due to Theorem 2, our problem is equivalent to minz∈CFHzˆ ‖z− zˆ‖22, where the objective
function is convex and the feasible region is nonempty and compact. It is well-known (see
for example Jaggi (2013)) that for each k ≥ 1, the iterates z(k) of the FWA satisfy:
‖z(k) − zˆ‖22 − ‖z∗∗ − zˆ‖22 ≤
2D2
k + 2
,
where z∗∗ is the optimal solution of minz∈CFHzˆ ‖z−zˆ‖22. Combining this result with Theorem
2, we obtain:
‖z(k) − zˆ‖22 − ‖z∗∗ − zˆ‖22 ≤
4ρ(zˆT zˆ)2
k + 2
.
Hence, the proposed Frank-Wolfe based approach solves our problem at a linear conver-
gence rate, i.e. the optimization error after k iterations will decrease with O( 1k ).
3.1 Example
We graphically show the steps of applying our approach to the example presented in Figs.
1 and 3. The problem is solved in two FWA iterations. In iteration 0, we start from z(0),
find ∇f(z(0)), and maximize in the direction of −∇f(z(0)) to obtain z˜. Then, z(1) is found
as the closest point to zˆ in the convex combination of z(0) and z˜. In iteration 1, we find
∇f(z(0)), and then obtain z˜, and the algorithm stops.
4 Numerical Results
We test the effectiveness of the FWA on a limited set of problem instances generated ran-
domly. We take |Y| = 1000, and n varies between 100 and 1000 in the increments of 100. We
consider 1, 2, and 5 clusters for each problem size. Let NC denote the number of clusters and
CF denote cluster coefficient—a measure of the closeness of the y’s in a cluster. If CF=0,
then all y’s are randomly distributed in Rn+. In this case, we create each y by randomly
generating n nonnegative numbers. If CF>0, then we assume that the data points from
( (`−1)|Y|NC +1) to (
`|Y|
NC ) are in the `’th cluster and the (
(`−1)|Y|
NC +1)’th data point is the center
of the `’th cluster, for all ` = 1, . . . , NC. The center of cluster `, denoted by yc`, is created
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R3+zˆ
FHzˆ
z(0)
z˜ −∇f(z(0))
z(1)
Iteration 0: z˜ minimizes M(0)
R3+zˆ
FHzˆ
z(0)
z˜ −∇f(z(1))
z(1)
Iteration 1: z˜ minimizes M(1)
Figure 5: Graphical illustration of the first two iterations of the FWA.
randomly. Then, a new point is generated in cluster ` using the formula (CFyc`+ y˙), where
y˙ is generated randomly in Rn+. Obviously, if CF=0, then there is no clustering, and as CF
increases the angle between the points and the center of the cluster becomes smaller. Note
that the lengths of y’s are not important as we are interested in the rays generated by y’s.
Fig. 6 summarizes the result of applying our approach for 1, 2, and 5 clusters, where the
horizontal and vertical axis show the number of dimensions and the number of iterations.
Each point indicates the average of 50 randomly generated instances. Fig. 6 shows that,
as expected, the number of iterations (almost linearly) increases in n. As CF increases, the
number of iterations decreases. Finally, the number of iterations increases in the number of
clusters.
5 Conclusions
In this paper, we described a non-convex optimization problem with a noncompact-convex
domain. This class of problems are found in manufacturing systems, clustering, machine
learning, and statistics. We show how the FWA can be applied to these new class of
problems by first proposing an equivalent problem with a convex objective function over a
convex and non-compact domain, and then finding a compact set that contains the iterates of
the FWA. A numerical example illustrates the steps of our approach. Finally, the numerical
experiment shows the impact of n, number of clusters, and cluster coefficient on the number
of iterations.
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