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Abstract
The paper proves several limit theorems for linear eigenvalue
statistics of overlapping Wigner and sample covariance ma-
trices. It is shown that the covariance of the limiting multi-
variate Gaussian distribution is diagonalized by choosing the
Chebyshev polynomials of the first kind as the basis for the
test function space. The covariance of linear statistics for the
Chebyshev polynomials of sufficiently high degree depends
only on the first two moments of the matrix entries. Proofs
are based on a graph-theoretic interpretation of the Cheby-
shev linear statistics as sums over non-backtracking cyclic
paths.
1. INTRODUCTION
Recently, there was a surge of interest in the spectral properties of over-
lapping submatrices of large random matrices. A seminal study was done
by Baryshnikov [3], which derived the joint eigenvalue distribution for prin-
cipal minors of Gaussian Unitary Ensemble (GUE) and related this distribu-
tion to the last passage percolation problem. Later Johansson and Norden-
stam [15] established the determinantal structure of this joint distribution,
and their results were generalized in [11], [12] and [19] to other unitarily
invariant ensembles of random matrices. Recently, Borodin in [4] and Reed
in [20] obtained limit theorems for eigenvalue statistics of overlapping real
Gaussian matrices. We extend these results further to Wigner and sample
covariance matrices which lack the rotation invariance structure.
1.1. Main Results.
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2FIGURE 1. Overlapping symmetric matrices
1.1.1. Wigner matrices. The overlapping real Wigner matrices, AN and
BN , are two symmetric matrices which are submatrices of an infinite real
symmetric matrix X. This matrix X has independent identically distributed
entries above the main diagonal and independent entries (with a possibly
different distribution) on the main diagonal. The off-diagonal entries of X
are random variables with all moments finite and E (Xij) = 0, E
(
X2ij
)
=
1, and E
(
X4ij
)
= m4. The diagonal terms have all finite moments and
E (Xii) = 0, E (X2ii) = d2.
LetAN have a(N) rows and columns, andBN have b(N) rows and columns.
In addition,AN andBN have ∆(N) rows and columns in common. (See Fig-
ure 1.)
We think about AN and BN as sequences of matrices of increasing size
and we assume that there is a parameter tN that approaches infinity as
N → ∞, and that quantities a(N)/tN , b(N)/tN , and ∆(N)/tN approach
some positive limits a, b, and ∆, respectively.
We define the normalized matrices
A˜N :=
1
2
√
a(N)
AN , and B˜N :=
1
2
√
b(N)
BN .
The normalization is chosen in such a way that the empirical distribution of
the eigenvalues of A˜N and B˜N converges to a distribution supported on the
interval [−1, 1] .
If f : R→ R is a test function, then the corresponding linear statistic for
matrix AN is
N (f, AN) := Tr
[
f
(
A˜N
)]
=
∑
f (λi) ,
3where λi are the eigenvalues of the matrix A˜N . It is the linear statistic of the
eigenvalues of AN after rescaling. We define linear statistics for matrix BN
similarly. Let us also define the centered linear statistics,
N o (f, AN) := N (f, AN)− EN (f, AN) ,
and similarly for N o (f,BN).
We are interested in the joint distribution of these linear statistics whenN
is large. Recall that the Chebyshev polynomials of the first kind are defined
by the formula: Tk (cos θ) = cos kθ. We will prove the following result.
Theorem 1.1. Let AN and BN be overlapping real Wigner matrices. Let
Tk (x) denote the Chebyshev polynomials of the first kind. As N →∞, the
distribution of the centered linear statistics N o (Tk, AN) and N o (Tl, BN)
converges to a two-variate Gaussian distribution with the covariance equal
to
(1)

k
2
(
∆√
ab
)k
, if k = l ≥ 3,
m4−1
2
(
∆√
ab
)2
, if k = l = 2,
d2
4
(
∆√
ab
)
, if k = l = 1,
0, otherwise.
For the author, the motivation for this model came from the paper by
Borodin [4] where a similar problem was considered and solved for matri-
ces whose entries have the same first four moments as the Gaussian random
variable. (The covariances of linear statistics depend only on the first four
moments of matrix entries, as was noted by Anderson and Zeitouni in [2]
and by Tao and Vu in [26]).
Interestingly, Theorem 1.1 shows that the fourth-order moment influ-
ences only the covariance of the Chebyshev polynomials of the second or-
der. (For non-overlapping matrices, this fact can also be deduced from the
formulas in Theorem 3.6 in [18] or Theorem 1 in [21].) Our combinatorial
proof sheds some light on the origin of this phenomenon.
1.1.2. Sample covariance matrices. Next, we study the singular values of
non-symmetric overlapping matrices. This is equivalent to the study of
eigenvalues of certain sample covariance matrices. Namely, let AN and
BN be two submatrices of an infinite random matrix X with independent
4FIGURE 2. Overlapping non-symmetric matrices
identically distributed random entries. Let the entries of X be real random
variables with all moments finite and assume that
(2) E(Xij) = 0, E(X2ij) = 1, and E(X4ij) = m4.
Suppose that AN has a
(N)
1 rows and a
(N)
2 columns, and that BN has b
(N)
1
rows and b(N)2 columns. In addition, suppose that AN and BN have ∆
(N)
1
rows and ∆(N)2 columns in common. (See Figure 2.)
As before, we think about AN and BN as sequences of matrices of in-
creasing size and we assume that there is a parameter tN that approaches in-
finity as N →∞, and that quantities a(N)1 /tN , a(N)2 /tN , b(N)1 /tN , b(N)2 /tN ,
∆
(N)
1 /tN , and ∆
(N)
2 /tN approach some positive limits a1, a2, b1, b2,∆1, and
∆2, respectively.
Let us define the normalized sample covariance matrices
(3) WAN :=
1
2
√
a
(N)
1 a
(N)
2
[
ANA
∗
N −
(
a
(N)
1 + a
(N)
2
)
I
a
(N)
1
]
,
where I
a
(N)
1
is the a(N)1 -by-a
(N)
1 identity matrix, and
(4) WBN :=
1
2
√
b
(N)
1 b
(N)
2
[
BNB
∗
N −
(
b
(N)
1 + b
(N)
2
)
I
b
(N)
1
]
.
5Again, the normalization is chosen in such a way that the empirical dis-
tribution of the eigenvalues of WAN and WBN converges to a distribution
supported on the interval [−1, 1] .
If f : R → R is a test function, then we define the corresponding linear
statistic for matrix WAN as
N (f,WAN ) := Tr [f (WAN )] =
∑
f (λi) ,
where λi are the eigenvalues of the matrix WAN . Hence, this is a linear
statistic of the matrix AN ’s squared singular values. We define linear statis-
tics for matrix WBN similarly. Let us also define the centered linear statis-
tics,
(5) N o (f,WAN ) := N (f,WAN )− EN (f,WAN ) ,
and similarly for N o (f,WBN ). Finally, let
γ :=
∆1∆2√
a1a2b1b2
.
Theorem 1.2. Assume AN and BN are the real random overlapping ma-
trices with the matrix entries that satisfy (2). Let Tk (x) denote the Cheby-
shev polynomials of the first kind. As N → ∞, the distribution of the
centered linear statistics N o (Tk,WAN ) and N o (Tl,WBN ) converges to a
two-variate Gaussian distribution with the covariance equal to{
δkl
k
2
γk, if k > 1,
δkl
(m4−1)
4
γ, if k = 1.
This result parallels the result for Wigner matrices and has the same sur-
prising conclusion that the fourth moment of matrix entries influences only
the covariances of low-degree Chebyshev polynomials. In this case, these
are the first order polynomials.
1.1.3. CLT for continuously differentiable functions. In order to extend our
results to continuously differentiable functions, we have to restrict to mod-
els with matrix entries that satisfy the Poincare inequality property.
We say that a matrix entry Xij satisfies the Poincare inequality property
if there is a constant c > 0 such that for every continuously differentiable
function f (x) , we have
(6) Var (f (Xij)) ≤ cE
(|∇f (Xij) |2) .
6For example, the Poincare inequality property holds for models with Gauss-
ian entries or with entries uniformly distributed on the unit interval but not
for the model with ±1 entries.
We will use the Poincare inequality to bound variances of linear statistics
of large dimensional matrices and prove the tightness of their distributions.
We consider only the case of Wigner matrices. The results can be extended
to the case of sample covariance matrices.
First, let us define the coefficients in the expansion of a function f over
Chebyshev polynomials:
(7) f̂k :=
{
2
pi
∫ 1
−1 f (x)Tk (x)
dx√
1−x2 , for k ≥ 1,
1
pi
∫ 1
−1 f (x)
dx√
1−x2 , for k = 1.
Let F be the linear subspace of functions f : R → R which are differ-
entiable with continuous derivative in the interval Iδ = [1− δ, 1 + δ] , and
grow no faster than a polynomial outside of this interval.
Theorem 1.3. Assume AN and BN are overlapping real Wigner matrices,
and their matrix entries satisfy the Poincare inequality. Then for every pair
of functions f and g in F , the linear statistics N o (f, AN) and N o (g,BN)
converge in distribution to the bivariate Gaussian random variable with the
covariance matrix V :
V11 =
1
2
(
d2
2
(
f̂1
)2
+ (m4 − 1)
(
f̂2
)2
+
m∑
k=3
k
(
f̂k
)2)
V12 =
1
2
(
d2
2
f̂1ĝ1γ + (m4 − 1) f̂2ĝ2γ2 +
m∑
k=3
kf̂kĝk (γ)
k
)
V22 =
1
2
(
d2
2
(ĝ1)
2 + (m4 − 1) (ĝ2)2 +
m∑
k=3
k (ĝk)
2
)
,
where γ = ∆/
√
ab.
1.2. Discussion. Let us put our results in a more general prospective. Lin-
ear statistics of sample covariance matrices have been first investigated in
Jonsson [16], who established the joint CLT for the moments of the empiri-
cal eigenvalue distribution. A recent contribution by Anderson and Zeitouni
[2] extended the study of linear statistics to a very general class of matri-
ces with independent entries of changing variance. They derived a formula
7for the covariance of linear eigenvalue statistics and proved a CLT theorem
for continuously differentiable test functions when the matrix entries satisfy
the Poincare inequality. They have also noted a relation to the Chebyshev
polynomials. Their method is combinatorial, in the spirit of the method of
moments.
For more restricted classes of matrices, namely, for Gaussian and unitar-
ily invariant matrices, important results about linear statistics were estab-
lished in Diaconis-Shahshahani [9], Costin-Lebowitz [7], Johansson [14],
Soshnikov [23] and [24], and Diaconis-Evans [8].
In [18], Lytova and Pastur showed how to use an analytic method to in-
terpolate the results from Gaussian and Wishart ensembles to Wigner and
sample-covariance matrices. For example, they derived a CLT theorem for
test functions in the class C5 (five continuously differentiable derivatives)
when the matrix entries have 5 finite moments. Later, the proofs were sim-
plified and conditions on the test function smoothness were weakened in
[21].
The main novelty of our results is that they extend the investigation to the
spectra of overlapping submatrices. This was started by Borodin in [4] who
investigated the Gaussian case of Wigner matrices. Here we treat the case
of non-Gaussian Wigner and sample covariance matrices.
The second contribution is that we give a combinatorial explanation for
the important role of the Chebyshev polynomials of the first kind. These
polynomials were related to the fluctuations of the empirical eigenvalue
distribution in Johansson (Corollary 2.8 in [14]) by analytical methods, and
this relation was later extended to a dynamical version in Cabanal-Duvillard
[5]. Feldheim and Sodin in [10] explained the combinatorial significance of
the Chebyshev polynomials of the second type in the context of random
matrices, and we extend their work by explaining the role of the Chebyshev
polynomials of the first type.
Finally, recall that from the “four moment theorem” by Tao and Vu [26],
we can expect that the CLT covariance matrix for linear statistics depends
only on the first four moments of the matrix entries. For non-overlapping
matrices, Anderson and Zeitouni in [2] and Lytova and Pastur in [18] de-
rived explicit formulas for the CLT covariance matrix by using combinato-
rial and analytic methods, respectively. In particular, they showed that the
8third moment of matrix entries does not influence the covariance of linear
statistics. We extend these findings to overlapping matrices and find an ad-
ditional interesting fact that in the basis of the Chebyshev T -polynomials,
the fourth moment affects only the covariance of the second or first degree
polynomials, for the Wigner and sample covariance matrices, respectively.
The rest of the paper is organized as follows. In Section 2, we will show
how the Chebyshev polynomials of the first type are related to the non-
backtracking tailless paths on regular and bi-regular graphs. In Section 3,
we will prove the CLT results for simple models in which the entries are
either ±1 or uniformly distributed on the unit circle (Theorems 3.1 and
3.2). In Section 4 we will prove Theorems 1.1 and 1.2. Section 5 is devoted
to the proof of Theorem 1.3. And Section 6 concludes.
2. THE CHEBYSHEV POLYNOMIALS AND NON-BACKTRACKING PATHS
The Chebyshev polynomials of the first and the second kind are defined
by the formulas Tk(cos θ) = cos(kθ) and Uk(cos θ) = sin((k + 1)θ)/ sin θ,
respectively. For k ≥ 2, both the T and U polynomials satisfy the same
recursion. For example, for U polynomials, it is Uk (x) = 2xUk−1 (x) −
Uk−2 (x) . The inital conditions in this recursion are T0(x) = 1 and T1 (x) =
x for T -polynomials and U0(x) = 1 and U1 (x) = 2x for U -polynomials.
The T and U polynomials can be related as follows:
(8) Uk (x) = 2 [Tk (x) + Tk−2 (x) + ...+ Tε (x)] + (ε− 1) ,
where ε = 1 if k is odd and ε = 0 if k is even.
2.1. Regular graphs and Chebyshev polynomials. Let G be a (d+ 1)-
regular graph with the vertex set V = {1, . . . , n} . We will say that the
matrix A is a generalized adjacency matrix if it is Hermitian and if |Auv| =
1 if (u, v) is an edge of G and 0 otherwise.
A path γ is a sequence of vertices (u0, u1, . . . , uk) which are adjacent in
graph G. The length of this path is k. The path is called non-backtracking
if uj+1 6= uj−1. It is closed if uk = u0. A closed path is non-backtracking
tailless if it is non-backtracking and uk−1 6= u1.
Theorem 2.1 and the following remark are essentially due to Feldheim
and Sodin [10]. (See Lemma II.1.1 and Claim II.1.2 in their paper, where
this result is proved for complete graphs.)
9Theorem 2.1 (Feldheim-Sodin). Suppose thatA is a generalized adjacency
matrix for a (d+ 1)-regular graph G. Then for all k ≥ 1,
(9)
∑
u0=u,uk=v
Au0u1Au1u2 . . . Auk−1uk = [Pk (A)]uv
where the sum is over all non-backtracking paths of length k from u to v,
and Pk (x) is a polynomial defined for k = 1, 2 as P1 (x) := x, P2 (x) :=
x2 − (d+ 1), and for k ≥ 3 by the recursion:
(10) Pk (x) := xPk−1 (x)− dPk−2 (x) .
Remark: Pk (x) can be expressed in terms of Chebyshev’sU -polynomials
as follows:
(11) Pk (x) = dk/2Uk
(
x
2
√
d
)
− d(k−2)/2Uk−2
(
x
2
√
d
)
.
Let us use the following notation
(12) A(γ) := Au0u1Au1u2 . . . Auk−1uk ,
where γ is a path (u0, u1, . . . , uk−1, uk).
Theorem 2.2. Suppose that A is a generalized adjacency matrix for a
(d+ 1)-regular graph G. Then for all k ≥ 1,
∑
A(γ) =
 Tr
[
2dk/2Tk
(
A
2
√
d
)]
, if k is odd,
Tr
[
2dk/2Tk
(
A
2
√
d
)
+ (d− 1) In
]
, if k is even,
where the sum on the left hand-side is over all closed non-backtracking
tailless paths γ of length k.
PROOF OF THEOREM 2.2. First we say that a closed non-backtracking
path (u0, u1, . . . , uk−1, u0) has a tail of length l whenever
u0 = uk, u1 = uk−1, . . . , ul = uk−l, and ul+1 6= uk−l−1.
A tailless path, therefore, has a tail of length 0.
Define,
Qk(A) :=
∑
A(γ),
where the sum is over all closed non-backtracking tailless paths of length k.
Note, Theorem 2.1 gives,
Tr[Pk(A)] =
∑
A(γ),
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where the sum is over all closed non-backtracking paths of length k. We
partition the sum depending on the tail length to get,
Tr[Pk(A)] =
∑
A(γ) +
∑
A(γ) + . . .
where the first term on the r.h.s. is the sum over all closed non-backtracking
paths with a tail of length 0, the second term is the sum over all closed
non-backtracking paths with a tail of length 1, etc.
The first term on the r.h.s. is Qk(A). Consider the second term on the
r.h.s. Recall that each γ = (u0, . . . , uk) is non-backtracking with a tail
of length 1. This is true if and only if (u1, . . . , uk−1) is a closed non-
backtracking tailless path of length k−2, u0 = uk, u0 6= u2 and uk 6= uk−2.
Thus, given a fixed (u1, . . . , uk−1) which is closed non-backtracking tail-
less, there are d − 1 choices for the tail (u0, u1) = (uk, uk−1) (u1 = uk−1
has d + 1 neighbors, but u0 6= u2 and uk 6= uk−2). Thus the second term
equals (d− 1)Qk−2(A). Similar considerations show that the third term on
the r.h.s. equals d(d−1)Qk−4(A), the fourth term equals d2(d−1)Qk−6(A),
the fifth term equals d3(d− 1)Qk−8(A), etc. Therefore,
Tr[Pk(A)] = Qk(A)+(d−1)Qk−2(A)+d(d−1)Qk−4(A)+d2(d−1)Qk−6(A)+. . .
Consider the l.h.s. Recall that
P1(x) = x = 2
√
d T1
(
x
2
√
d
)
,
P2(x) = x
2 − (d+ 1) = 2d T2
(
x
2
√
d
)
+ (d− 1).
Also, whenever k ≥ 3 and odd, equations (8) and (11) give,
Pk(x) = 2d
k/2Tk
(
x
2
√
d
)
+d(k−2)/2(d−1)
[
2Tk−2
(
x
2
√
d
)
+ · · ·+ 2T1
(
x
2
√
d
)]
.
Finally, whenever k ≥ 3 and even, equations (8) and (11) give,
Pk(x) = 2d
k/2Tk
(
x
2
√
d
)
+d(k−2)/2(d−1)
[
2Tk−2
(
x
2
√
d
)
+ · · ·+ 2T0
(
x
2
√
d
)
− 1
]
.
A proof by induction then gives the required result. 
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2.2. Bipartite biregular graphs and Chebyshev polynomials. A bipar-
tite graph is a graph whose vertices belong to two sets, V and W, such that
the vertices in V are connected only to vertices in W and vice versa. A
bipartite graph is (c+ 1, d+ 1)-regular if every vertex in V is connected to
c+ 1 vertices in W, and every vertex in W is connected to d+ 1 vertices in
V.
Let G be a (c+ 1, d+ 1)-regular graph with |V | = n and |W | = m.
Consider an n-by-m matrix A. We will identify row indices with elements
of V and column indices with elements ofW.We say that an n-by-mmatrix
A is a generalized adjacency matrix for a bipartite graph G, if |Auv| = 1 for
(u, v) ∈ G and Auv = 0 otherwise.
We define
(13) A2(γ) := Av0w1Av1w1 . . . Avk−1wkAvkwk ,
where γ is a path (v0, w1, v1, . . . , wk, vk) .
Let us define the following quantity
(14) Rk (A, v0, vk) =
∑
A2(γ),
where the summation is over all non-backtracking paths γ of length 2k from
v0 to vk.
The following two results are essentially due to Feldheim and Sodin [10].
(However, their expressions for Rk in terms of Chebyshev polynomials are
incorrect. Compare their Lemma IV.1.1 and Claim IV.1.2.)
Theorem 2.3. Suppose that the matrix A is a generalized adjacency matrix
for a (c+ 1, d+ 1)-regular bipartite graph G. Then for all k ≥ 1,
(15) Rk (A, v0, vk) = [Fk (AA∗)]v0vk ,
where Fk(x) are polynomials, which for k = 1, 2 are defined as F1(x) :=
x− (c+ 1) and F2(x) := x2 − (2c+ d+ 1)x+ (c+ 1)c, and for k ≥ 3, by
the following recursion:
Fk(x) := (x− (c+ d))Fk−1(x)− cdFk−2(x).
12
Note that if we define
U˜k (x) := (cd)
k/2 Uk
(
x− (c+ d)
2
√
cd
)
,
where Uk are the Chebyshev polynomials of the second kind and Uk := 0
for k < 0, then, for k ≥ 1,
(16) Fk(x) = U˜k(x) + (d− 1)U˜k−1(x)− dU˜k−2(x).
This can be checked by verifying the recursion for Fk(x).
PROOF OF THEOREM 2.3. It is easy to check the statement for k = 1.
Indeed,
[F1(AA
∗)]v0v1 = [AA
∗−(c+1)I]v0v1 =
{ ∑
w1
Av0w1Av1w1 , if v0 6= v1,∑
w1
Av0w1Av1w1 − (c+ 1), if v0 = v1.
Thus, since A is an adjacency matrix of a (c + 1, d + 1)-regular bipartite
graph,
[F1(AA
∗)]v0v1 =
{ ∑
(v0,w1,v1)
Av0w1Av1w1 , if v0 6= v1,
0, if v0 = v1,
where the sum, when v0 6= v1, is over all paths (v0, w1, v1). Note that,
when v0 6= v1, all paths (v0, w1, v1) are necessarily non-backtracking. Also,
when v0 = v1, there are no non-backtracking paths (v0, w1, v1). Therefore
[F1(AA
∗)]v0v1 = R1(A, v0, v1), by definition.
For k ≥ 2, consider ∑
A2(γ),
where the sum is over all paths γ = (v0, w1, v1, . . . , wk, vk) for which
(v0, w1, v1, . . . , wk−1, vk−1) and (vk−1, wk, vk) are both non-backtracking.
There are three possibilities for such paths:
• wk−1 6= wk.
• wk−1 = wk and vk−2 6= vk.
• wk−1 = wk and vk−2 = vk.
These possibilities are illustrated in Figure 3.
The first possibility is satisfied if (v0, w1, v1, . . . , wk, vk) is non-backtracking.
Thus the sum over all terms which satisfy the first possibility isRk(A, v0, vk).
The second possibility is satisfied if (v0, w1, v1, . . . , wk−1, vk) is a non-
backtracking path of length 2(k − 1), vk−2 6= vk−1 and vk−1 6= vk. Thus,
13
FIGURE 3. Three possibilities
summing over all terms which satisfy the second possibility, each fixed
(v0, w1, v1, . . . , wk−1, vk) which is non-backtracking is included d−1 times
(there are d − 1 choices for the edge (wk−1, vk−1) since wk−1 has d + 1
neighbors and vk−1 /∈ {vk−2, vk}). Therefore the sum over all terms which
satisfy the second possibility is (d− 1)Rk−1(A, v0, vk).
The third possibility is satisfied if (v0, w1, v1, . . . , wk−2, vk−2) is a non-
backtracking path of length 2(k−2), (vk−2, wk−1, vk−1) is a non-backtracking
path, wk−2 6= wk−1, and (vk−1, wk, vk) is the path (vk−2, wk−1, vk−1) in
reverse. Thus, summing over all terms which satisfy the third possibil-
ity, each fixed (v0, w1, v1, . . . , wk−2, vk−2) which is non-backtracking is in-
cluded (c + 1)d times when k = 2 and cd times when k ≥ 3. (These
are the number of choices of the path (vk−2, wk−1, vk−1) with the above re-
strictions. To see this, note vk−2 is fixed and has c + 1 neighbors. Thus,
since wk−2 6= wk−1, there are c + 1 choices for wk−1 when k = 2 and c
choices for wk−1 when k ≥ 3. Also given such a choice for wk−1, note that
wk−1 has d+ 1 neighbors. Thus, since vk−1 6= vk−2, there are d choices for
vk−1.) Thus the sum over all the terms which satisfy the third possibility
is (c + 1)dRk−2(A, v0, vk−2) = (c + 1)dRk−2(A, v0, vk) when k = 2, and
cdRk−2(A, v0, vk) when k ≥ 3.
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Alternatively note that, by definition,∑
A2(γ) =
∑
vk−1
Rk−1(A, v0, vk−1)R1(A, vk−1, vk),
where the sum on the l.h.s. is over all paths for which (v0, w1, v1, . . . , wk−1, vk−1)
and (vk−1, wk, vk) are both non-backtracking, and the sum on the r.h.s. is
over all vk−1 ∈ V . For k ≥ 2, the above observations thus give,∑
vk−1
Rk−1(A, v0, vk−1)R1(A, vk−1, vk)
= Rk(A, v0, vk) + (d− 1)Rk−1(A, v0, vk) + (c+ 1k=2)dRk−2(A, v0, vk).
A proof by induction then gives the required result. 
Now, let us define
(17) T˜k (x) := (cd)
k/2 Tk
(
x− (c+ d)
2
√
cd
)
,
where Tk are the Chebyshev polynomials of the first kind.
Theorem 2.4. Suppose that the matrix A is a generalized adjacency matrix
for a (c+ 1, d+ 1)-regular bipartite graphGwith vertex set V ∪W. Assume
c ≥ d. Then for all k ≥ 1,∑
A2(γ) = Tr
[
2T˜k (AA
∗) + sc,d,kI
]
where the sum is over all closed non-backtracking tailless paths of length
2k that start with a vertex in V , and
sc,d,k =
(c− d)(−d)k + cd− 1
d+ 1
.
Proof of Theorem 2.4 is similar to the proof of Theorem 2.2 and is de-
ferred to Appendix.
3. LINEAR STATISTICS OF POLYNOMIALS FOR SIMPLE MODELS
We will use the results of the previous section to prove Theorems 3.1 and
3.2 below, which are versions of Theorems 1.1 and 1.2 for models with a
special distribution of entries.
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3.1. Wigner matrices. Assume in this section thatX is an infinite random
Hermitian matrix with zero diagonal entries. We consider two possibilities
for off-diagonal entries. Either the entries take values ±1 with probability
1/2, or they are uniformly distributed on the unit circle. (The second model
is not needed for the proof of Theorem 1.1. However, the results for this
model can be obtained without any additional effort and they give a hint
what happens in the situation with complex-valued entries.)
Matrices AN and BN are principal square submatrices of X of the size
a(N) and b(N), respectively. The normalized matrices A˜N are defined as
follows:
A˜N :=
1
2
√
(a(N) − 2)AN , and B˜N :=
1
2
√
(b(N) − 2)BN .
The choice of a(N)−2 instead of a(N) and b(N)−2 instead of b(N) is clearly
not essential for first-order asymtotics. However it makes some formulas
shorter. Recall that if f : R → R is a test function, then its linear statistic
for matrix AN is
N (f, AN) := Tr
[
f
(
A˜N
)]
=
∑
f (λi) ,
where λi are the eigenvalues of the matrix A˜N . The quantity N (f,BN) is
defined similarly. The centered statistics N o (Tk, AN) and N o (Tl, BN) are
obtained by subtracting the corresponding expectation values.
Theorem 3.1. Let Tk (x) denote the Chebyshev polynomials of the first kind.
As N → ∞, the distribution of the centered linear statistics N o (Tk, AN)
and N o (Tl, BN) converges to a two-variate Gaussian distribution with the
covariance equal to
(18)
 δkl k2β
(
∆√
ab
)k
, if min {k, l} ≥ 3,
0, if min {k, l} ≤ 2,
with β = 1 for the model with ±1 entries and β = 2 for the model with
entries on the unit circle.
Proof of Theorem 3.1: We will only compute the limit covariance of
N o (Tk, AN) andN o (Tl, BN). The proof for higher moments follows from
a similar combinatorial analysis. This analysis is sketched below in the
proof of the corresponding theorem for sample covariance matrices.
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Note that AN and BN are generalized adjacency matrices for complete
graphs GAN and GBN . These graphs are (aN − 1)- and (bN − 1)-regular,
respectively. Therefore, by Theorem 2.2 the covariance ofN o (Tk, AN) and
N o (Tl, BN) equals to:
(19)
1
4(aN − 2)k/2(bN − 2)l/2
∑
γ,γ′
[EA(γ)B(γ′)− EA(γ)EB(γ′)] ,
where the sums are over all pairs of non-backtracking tailless (“NBT”)
cyclic paths γ and γ′ of length k and l, respectively, and B(γ′) is defined
analogously to A(γ). Consider the sum
(20)
∑
γ,γ′
[EA(γ)B(γ′)− EA(γ)EB(γ′)] ,
and assign a graph and a type to each term in this sum. The graph is formed
by the edges of the NBT closed paths γ and γ′. The type of a pair of paths
(γ, γ′) is the graph together with a pair of paths on this graph, which are
induced by γ and γ′. We understand that the original labels of the vertices
are removed in the sense that two pairs of paths (γ, γ′) belong to the same
type if they can be obtained each from the other by re-labeling of vertices.
Matrices A and B are submatrices of an Hermitian matrix X and by
assumption the entries of X are either ±1 with equal probability (case β =
1) or uniformly distributed on the unit circle (β = 2). It follows that
E
[
(Aij)
k1(Aji)
k2(Bij)
k3(Bji)
k4
]
=

1, if β = 1 and k1 + k2 + k3 + k4 ≡ 0(mod 2),
1, if β = 2 and k1 + k3 = k2 + k4,
0, otherwise.
In addition, the entries corresponding to different edges are independent.
Hence, the only types that bring a non-zero contribution to the sum (20) are
those in which paths traverse every edge an even number of times.
Also, the contribution of every term with a disconnected graph is zero,
since in this case the paths γ and γ′ are disjoint, and the contribution of
EA(γ)B(γ′) is cancelled by the contribution of EA(γ)EB(γ′).
Now, consider the sum of all terms that have their graphs equal to the
cycle on k vertices. This only happens if l = k > 2 (there are no cycles of
length 1 or 2 in the underlying graph).
If k = l > 2, then EA(γ)EB(γ′) = 0 and E[A(γ)B(γ′)] = 1. (In the
case β = 2, this expectation is 1 only if γ and γ′ have opposite orientations.)
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Note that each cyclic graph corresponds to 2k different types of paths
(γ, γ′) since every NBT path can start from any of k possible vertices in V
and the paths can have either the same or opposite orientations. (Recall that
the types are different only if they cannot be obtained by a re-labeling of
the graph. Hence, the type is determined by the offset of the starting point
and the orientation of one path relative to the other.) In the case β = 1 both
orientations contribute and in the case β = 2, only opposite orientations
contribute. So the number of contributing types is 2
β
k.
In order to estimate the number of terms within each type, we note that
since both paths are on the cycle, the vertex labels are common to both
A and B matrices. Since the number of rows and columns common to
matrices A and B is by definition ∆(N), the number of choices of k (non-
equal) labels is
(∆(N))(∆(N) − 1) . . . (∆(N) − k + 1) = (∆(N))k +O (k2 (∆(N))k−1) .
Hence, the total number of contributing terms with the cyclic graph can be
estimated as
2
β
k
(
∆(N)
)k
+O
(
k3
(
∆(N)
)k−1)
.
Each of these terms brings a contribution of 1 to the sum (20). After the
normalization given in (19), we find that the contribution of these terms to
the covariance is asymptotically k
2β
(
∆√
ab
)k
.
The next step is to show that the contribution of all other terms is negli-
gible for all other types if N is large. The crucial observation here is that
every vertex in the graph of a pair (γ,γ′) has the degree greater or equal to
two, since the paths γ and γ′ are NBT.
Consider the case l = k. Fix a type of (γ,γ′) and assume that the graph
is not a cycle of length k. First, suppose that there exists an edge of the
graph which is traversed by the NBT paths more than twice. Then the total
number of edges in the graph is < k, hence the number of vertices is also
less than k (using the fact that each vertex must have the degree of at least
2). The number of types with this graph is bounded by a function of k that
counts the number of pairs of paths on the graph. The number of labellings
of a graph with less than k vertices is bounded by (a(N) + b(N))k−1. The
number of non-isomorphic graphs with less than k vertices is bounded by
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another function of k. Hence the total number of pairs (γ,γ′) with non-
cyclic graphs is bounded by ck(a(N) + b(N))k−1, where ck is a constant that
depends on k only. Finally, the contribution of each term is bounded by 1
by our assumption on the entries of the matrix X . Since we normalize by
dividing by a multiple of (tN)k, these considerations imply that the sum of
all considered terms gives a negligible contribution for large N provided
that k is fixed.
Next, suppose that every edge in a type’s graph is traversed exactly twice
by the NBT paths, hence the number of edges is k. Since the graph is not a
cycle, one of the vertices must have the degree of at least 3 (since the graph
is connected and all vertices have the degree of at least 2). Since the sum
of vertex degrees is twice the number of edges it follows that the number
of vertices is < k. By the same argument as in the previous paragraph the
contribution of the sum of these terms is negligible.
If k 6= l, then either the graph is not a cycle or some of the edges is
traversed more than twice, and we find by a similar argument that contribu-
tions of all types are negligible. 
3.2. Sample covariance matrices. In this section we assume that AN and
BN are submatrices of an infinite random matrix X whose entries are either
±1 with equal probability or are uniformly distributed on the unit circle.
For the first case we set β = 1 and for the second, β = 2.
Let us define the normalized sample covariance matrices in the following
form:
WAN :=
1
2
√(
a
(N)
1 − 1
)(
a
(N)
2 − 1
) [ANA∗N − (a(N)1 + a(N)2 − 2) Ia(N)1 ] ,
where I
a
(N)
1
is the a(N)1 -by-a
(N)
1 identity matrix, and define WBN similarly.
The normalization is chosen in such a way that the empirical distribution
of eigenvalues of WAN and WBN converges to a distribution supported on
the interval [−1, 1] . Define
N (f,WAN ) := Tr [f (WAN )] =
∑
f (λi) ,
where λi are the eigenvalues of the matrix WAN , and let
(21) N o (f,WAN ) := N (f,WAN )− EN (f,WAN ) .
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The linear statistics for the matrix WBN are defined similarly. Recall that
there is a parameter tN that approaches infinity as N →∞, and that quan-
tities a(N)1 /tN , a
(N)
2 /tN , b
(N)
1 /tN , b
(N)
2 /tN ,∆
(N)
1 /tN , and ∆
(N)
2 /tN approach
some positive limits a1, a2, b1, b2, ∆1, and ∆2, respectively.
Theorem 3.2. Let Tk (x) denote the Chebyshev polynomials of the first kind.
As N →∞, the distribution of the centered linear statistics N o (Tk,WAN )
and N o (Tl,WBN ) converges to a two-variate Gaussian distribution with
the covariance equal to
δkl
k
2β
γk,
if min {k, l} > 1 and 0 otherwise. Here, γ := ∆1∆2√
a1a2b1b2
, β = 1 for the
model with ±1 entries and β = 2 for the model with entries on the unit
circle.
PROOF OF THEOREM 3.2: Let
Xk (AN) =

(
a
(N)
1 − 1
)(
a
(N)
2 − 1
)
t2N
k/2N o (Tk,WAN )
= (tN)
−k
[
N
(
T˜k[a
(N)
1 − 1, a(N)2 − 1], ANA∗N
)
− EN
(
T˜k[a
(N)
1 − 1, a(N)2 − 1], ANA∗N
)]
(22)
where T˜k are as in (17):
T˜k[c, d] (x) := (cd)
k/2 Tk
(
x− (c+ d)
2
√
cd
)
,
Let Xk (BN) be defined similarly.
Then it is enough to check that for N → ∞, the distribution of the ran-
dom variables Xk (AN) and Xl (BN) converges to a two-variate Gaussian
distribution with the covariance matrix equal to
(23) δkl
k
β
(
(a1a2)
k (∆1∆2)
k
(∆1∆2)
k (b1b2)
k
)
,
if min {k, l} > 1 and 0 otherwise.
In order to prove this, note that the matrix AN is a generalized adjacency
matrix for a complete bipartite graph G. The vertex sets of G have a(N)1 and
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a
(N)
2 vertices, respectively. In particular, the graph is
(
a
(N)
1 , a
(N)
2
)
-regular.
By Theorem 2.4, we see that
2Xk(AN) =
1
(tN)
k
∑
A2(γ)− r(N)A ,
where the sum is over all NBT paths γ that start with a vertex in V , and r(N)A
depends only on a(N)1 and a
(N)
2 and, therefore, is non-random. A similar
formula holds for Xk(BN).
Since r(N)A and r
(N)
B are not random, we only need to understand the joint
distribution of (tN)
−k∑A2(γ) and (tN)−l∑B2(γ′), where B2(γ′) is de-
fined analogously to A2(γ). In particular, we need to show that in the limit
of large N this distribution is Gaussian and to compute its covariance. The
pattern of the argument is well-known (see, for example, Section 2.1 in
Anderson, Guionnet, Zeitouni [1]) and for this reason we will be concise.
Consider the case k = l. (The case of k 6= l is similar and will be omit-
ted.)
1. Covariance We are interested in estimating the following object:
lim
N→∞
Cov (Xk (AN) , Xk (BN))
= lim
N→∞
1
4 (tN)
2k
∑
γ,γ′
[EA2(γ)EB2(γ′)− EA2(γ)EB2(γ′)] ,
where the sum is over all pairs of non-backtracking tailless (“NBT” ) cyclic
paths of length 2k each. Note that for k = 1, the number of such paths is
zero. In the following we assume k > 1.
Consider the normalized sum
1
(tN)
2k
∑
γ,γ′
[EA2(γ)EB2(γ′)− EA2(γ)EB2(γ′)] ,
and assign a graph and a type to each term in this sum. This is done as
for Wigner matrices with a small modification. Namely, since the original
graph is bipartite, the term graphs are also bipartite and we will keep the
information about the partition.
Let v ∈ V and w ∈ W . Consider the term where path γ goes k1 times
from v to w, and k2 times from w to v. In addition, let γ′ go k3 times from v
to w, and k4 times from w to v. MatricesA andB are submatrices of matrix
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X and the entries of X are either ±1 with equal probability (case β = 1) or
uniformly distributed on the unit circle (β = 2). Therefore,
E
[
Ak1vwAvw
k2
Bk3vwBvw
k4
]
=

1, if β = 1 and k1 + k2 + k3 + k4 ≡ 0(mod 2),
1, if β = 2 and k1 + k3 = k2 + k4,
0, otherwise.
In addition, the entries corresponding to different edges are independent.
Hence, the only types that bring a non-zero contribution to the sum are
those in which paths traverse every edge an even number of times.
Similar to the case of Wigner matrices, the contribution of every term
with a disconnected graph is zero.
Now, consider the sum of all terms with the graph equal to the cycle on
2k vertices. Since both paths are on this cycle, the vertices must have the
labels that are common to both A and B matrices. Repeating the argument
from the proof of Theorem 3.1, we find that the contribution of the terms
with the cyclic graph has the limit (2/β)k (∆1∆2)
k . (The first factor is from
the choice of path orientations on the cycle, and the second factor is from
the choice of starting points. Note that although the cycle has the length
2k, there are only k possible starting points since the paths must start with
a vertex in a particular partition.)
The next step is to show that the contribution of all other types is negli-
gible if N is large. This is done in the same way as in the proof of Theorem
3.1. The crucial observation is that the paths γ and γ′ are NBT and there-
fore every vertex in a graph of the pair (γ,γ′) must have the degree greater
or equal to two.
We conclude that
lim
N→∞
Cov (Xk (AN) , Xk (BN)) =
k
2β
(∆1∆2)
k .
Similarly,
lim
N→∞
Cov (Xk (AN) , Xk (AN)) =
k
2β
(a1a2)
k , and
lim
N→∞
Cov (Xk (BN) , Xk (BN)) =
k
2β
(b1b2)
k .
2. Higher moments
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The argument for higher moments is similar. Consider an m-th joint
moment,
E
([
(2tN)
−k∑A2(γ)]ma [(2tN)−l∑B2(γ′)]mb) ,
where ma + mb = m and γ and γ′ are NBT cyclic paths of length 2k and
2l, respectively. When we expand this expression, we obtain,
(2tN)
−kma−lmb
∑
EA2(γ1) . . . A2(γma)B2(γma+1) . . . B2(γm),
The type of a term in this expansion is given by a graph and m NBT cyclic
paths. Non-negligible contributions arise only if k = l and come from
the types whose graph is the union of disjoint cycles of length 2k. Every
edge in these cycles must be traversed by the NBT paths exactly twice, and
therefore exactly two paths traverse a cycle. Therefore, every type with a
non-negligible contribution corresponds to a matching on the set of m NBT
paths: The paths are matched if they traverse the same cycle.
Let a particular matching on paths be fixed. The number of the m-tuples
of paths that correspond to this matching converges asymptotically to the
product c1c2 . . . cm/2 (tN)
km, where ci = 2kβ (a1a2)
k , if the i-th pair in the
matching pairs γs with γt, and max{s, t} ≤ ma (that is, the paths in the i-th
pair are both from the factors A2(γ) in 3.2), ci = 2kβ (b1b2)
k , if min{s, t} >
ma, and ci = 2kβ (∆1∆2)
k , otherwise.
Hence, in the limit the sum of normalized contributions over all match-
ings coincides exactly with the Wick formula for the higher moments of the
two-variate Gaussian distribution with the covariance matrix (23). (See Zee
[27]). 
4. MATRICES WITH MORE GENERAL DISTRIBUTION OF MATRIX
ENTRIES
4.1. Wigner. Proof of Theorem 1.1: The idea of the proof is to use Wigner
matrices from Section 3, for which the covariances of the Chebyshev poly-
nomials have been already computed, and then calculate how a change in
the moments of matrix entries affect these covariances.
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The key formula is the following expression, valid for matrices that sat-
isfy assumptions of Theorem 1.1,
lim
N→∞
Cov
(
Tr
[(
AN/
√
tN
)k]
,Tr
[(
BN/
√
tN
)l])
=
d2klC(k−1)/2C(l−1)/2∆a
k−1
2 b
l−1
2 + (m4 − 1) kl
2
Ck/2Cl/2∆
2a
k
2
−1b
l
2
−1
+
∞∑
r=3
2kl
r
 ∑
si≥0
2
∑
si=k−r
∏
Csi

 ∑
ti≥0
2
∑
ti=l−r
∏
Cti
∆ra k−r2 b l−r2 .(24)
HereCk :=
(
2k
k
)
/ (k + 1) are the Catalan numbers, which count the number
of planar rooted trees with k edges. If k is not integer, then we set Ck = 0.
This formula comes from counting the contribution of various types in
the expansion similar to (19). It is significantly more complicated because
the paths can now be backtracking and can have loops associated to the
diagonal terms. The first term comes from the contribution of the paths (γ,
γ′) that traverse two trees with (k − 1)/2 and (l− 1)/2 edges, respectively.
These trees are disjoint except that they hang from a common vertex and
the paths have a loop at this vertex. The factor kl comes from a choice
of starting points on the trees and the factor ∆a
k−1
2 b
l−1
2 comes from the
label counting. (In particular, ∆ comes from the number of labels for the
common vertex.) The factor d2 also comes from the common vertex.
Similarly, the second term comes from two trees with k/2 and l/2 edges,
respectively, that are glued along one edge. There are k/2 × l/2 choices
for this edge and 2 possible orientations for the gluing. The factor m4 − 1
comes from the glued edge.
The third term comes from two graphs each of which is a cycle of length
r with attached trees. The graphs are glued along the cycle. The third term
equals to the count of such graphs, multiplied by kl, which is the number
of choices of starting points, and by 2, which is the number of possible
orientations for the gluing.
One can find a sketch of the proof for this formula (for the case d2 = 2,
m4 = 3) in Borodin’s paper [4] in the discussion after formula (4). We omit
the details.
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We can understand the limit covariance of linear statistics as a bi-linear
functional on the space of all polynomials:
(25) α(P,Q) := lim
N→∞
Cov
(
Tr
[
P
(
AN√
tN
)]
,Tr
[
Q
(
BN√
tN
)])
,
where P and Q are two polynomials.
Then, (24) gives a representation of this bi-linear functional as a sum of
three bi-linear functionals (corresponding to the three terms in the formula
(24)):
(26) α(P,Q) = α1(P,Q) + α2(P,Q) + α3(P,Q).
We will evaluate these functionals at the Chebyshev’s polynomials T˜k,a (x) :=
Tk (x/2
√
a).
Note that by (24), α1(xk, xl) is not zero only if both k and l are odd, in
which case,
α1(x
k, xl) = d2klC(k−1)/2C(l−1)/2∆a
k−1
2 b
l−1
2
= d2
(
k
k−1
2
)(
l
l−1
2
)
∆a
k−1
2 b
l−1
2
=
d2∆
(2pii)2
∫
|z|=c1
(
z +
a
z
)k dz
z2
×
∫
|w|=c2
(
w +
b
w
)l
dw
w2
.(27)
By the standard property of the Chebyshev’s polynomials, Tk(12(x +
x−1)) = 1
2
(xk + x−k) for x 6= 0. Hence,
(28)
T˜k,a
(
z +
a
z
)
= Tk
(
1
2
(
z√
a
+
√
a
z
))
=
1
2
[(
z√
a
)k
+
(√
a
z
)k]
.
By (27), (28), and the bi-linearity of α1, we have:
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α1(T˜k,a, T˜l,b) =
d2∆
(2pii)2
∫
|z|=c1
T˜k,a
(
z +
a
z
) dz
z2
×
∫
|w|=c2
T˜l,b
(
w +
b
w
)
dw
w2
=
d2∆/4
(2pii)2
∫
|z|=c1
[(
z√
a
)k
+
(√
a
z
)k]
dz
z2
×
∫
|w|=c2
( w√
b
)l
+
(√
b
w
)l dw
w2
.
This is different from zero if and only if k = l = 1, in which case we find
(29) α1(T˜1,a, T˜1,b) =
d2
4
∆√
ab
.
Similarly, α2(xk, xl) is non-zero only if both k and l are even, and then,
α2(x
k, xl) = (m4 − 1) kl
2
Ck/2Cl/2∆
2a
k
2
−1b
l
2
−1
= 2(m4 − 1)
(
k
k
2
− 1
)(
l
l
2
− 1
)
∆2a
k
2
−1b
l
2
−1
=
2(m4 − 1)∆2
(2pii)2
∫
|z|=c1
(
z +
a
z
)k dz
z3
×
∫
|w|=c2
(
w +
b
w
)l
dw
w3
.(30)
Therefore,
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α2(T˜k,a, T˜l,b) =
2(m4 − 1)∆2
(2pii)2
∫
|z|=c1
T˜k,a
(
z +
a
z
) dz
z3
×
∫
|w|=c2
T˜l,b
(
w +
b
w
)
dw
w3
=
(m4 − 1)∆2/2
(2pii)2
∫
|z|=c1
[(
z√
a
)k
+
(√
a
z
)k]
dz
z3
×
∫
|w|=c2
( w√
b
)l
+
(√
b
w
)l dw
w3
.
This expression is not zero if and only if k = l = 2, in which case it is
(31) α2(T˜2,a, T˜2,b) =
m4 − 1
2
∆2
ab
.
Suppose now we takeAN andBN in equation (24) to be Wigner matrices
in Section 3. In this case d2 = m4 − 1 = 0. Theorem 3.1 and equation (24)
then give
α3(T˜k,a, T˜l,b) =
 δkl k2
(
∆√
ab
)k
, if min {k, l} ≥ 3,
0, if min {k, l} ≤ 2.
This formula, and formulas (26), (29), and (31) complete the proof of The-
orem 1.1. 
4.2. Sample Covariance. We proceed as in the previous section about
Wigner matrices. The covariance of the linear statistics for a special model
has been already computed in Theorem 3.2). We define the bi-linear form
(32) α(P,Q; {mk}|∞k=3) := limN→∞Cov (Tr [P (WAN )] ,Tr [Q (WBN )]) ,
where P and Q are two polynomials, and mk are the moments of the matrix
entries. Let {m′k}|∞k=3 denote a specific sequence of moments, with m′k = 0
for odd k and m′k = 1 for even k. Define
α2(P,Q) := α(P,Q, {m′k}|∞k=3),(33)
α1(P,Q) := α(P,Q, {mk}|∞k=3)− α2(P,Q).(34)
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Then,
(35) α(P,Q, {mk}|∞k=3) = α1(P,Q) + α2(P,Q).
Since α2(P,Q) is known from Theorem 3.2, we only need to calculate α1.
The quantities α1(xk, xl) are calculated in the next two results.
Lemma 4.1.
α1(x
k, xl) = (m4 − 1) γRk (a1, a2)Rl (b1, b2) .
Here, Rk (a1, a2), k ≥ 1, is defined as follows:
Rk (a1, a2) =
(
a1 + a2
2
√
a1a2
)k√
a2
a1
×
k∑
s=1
( −1
a1 + a2
)s(
k
s
)
s
s∑
t=1
[
s
t
]
at1a
s−t
2 ,
where [
s
t
]
:=
1
s
(
s− 1
t− 1
)(
s
t− 1
)
.
These coefficients are called Narayana numbers and they frequently occur
in combinatorial problems. In particular, they count the number of rooted
planar trees with n edges and k leaves, and also the number of partitions of
the set [n] = {1, . . . , n} that have k blocks.
This lemma follows from the combinatorial analysis of graph contri-
butions. Its proof is postponed to the end of this section. Surprisingly,
Rk (a1, a2) can be computed quite explicitly and its value does not depend
on a1 or a2.
Lemma 4.2.
Rk (a1, a2) =
{
− 1
2k
(
k
k−1
2
)
, if k is odd,
0 if k is even.
The proof of this lemma is also postponed to the end of this section.
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Proof of Theorem 1.2: By using Lemmas 4.1 and Lemma 4.2, we find
that α1(xk, xl) is non-zero if and only if k and l are odd, and then,
α1(x
k, xl) =
(m4 − 1)γ
2k+l
(
k
k−1
2
)(
l
l−1
2
)
=
(m4 − 1)γ
(2pii)2
∫
|z|=c1
(
1
2
(
z +
1
z
))k
dz
z2
×
∫
|w|=c2
(
1
2
(
w +
1
w
))l
dw
w2
.(36)
Hence,
α1(Tk, Tl) =
(m4 − 1)γ
(2pii)2
∫
|z|=c1
Tk
(
1
2
(
z +
1
z
))
dz
z2
×
∫
|w|=c2
Tl
(
1
2
(
w +
1
w
))
dw
w2
=
(m4 − 1)γ
(2pii)2
∫
|z|=c1
1
2
[
zk + z−k
] dz
z2
×
∫
|w|=c2
1
2
[
wl + w−l
] dw
w2
,
which is non-zero if and only if k = l = 1, in which case
α1(T1, T1) =
(m4 − 1) γ
4
.
Then, equation (35) and Theorem 3.2 give the statement of the theorem.

Proof of Lemma 4.1: We use the definition of WAN and WBN in equa-
tions (3) and (4), and note that by the binomial theorem,
Tr
(
ANA
∗
N
2
√
a1a2N
− a1 + a2
2
√
a1a2
IN
)k
=
k∑
s=1
(−1)s
(
k
s
)
Tr
(
ANA
∗
N
2
√
a1a2N
)s(
a1 + a2
2
√
a1a2
)k−s
+N
(
a1 + a2
2
√
a1a2
)k
,(37)
and similarly for matrix BN . Next, we consider the following expression:
(38) E
(
Tr (ANA
∗
N)
k Tr (BNB
∗
N)
l
)
− ETr (ANA∗N)k ETr (BNB∗N)l .
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By formula (37) the covariance in definition (32) is a linear combination
of these expressions for appropriate k and l.
As usual, we expand expression (38) as a sum of the expected products
of matrix entries. Every product can be coded by two paths on a graph.
The following statements are easy to check. Every edge in a graph must be
traversed at least twice. Only connected graphs contribute. The only graphs
that contribute are therefore either trees, or graphs with only one cycle. The
types corresponding to the graphs with a cycle contribute only if each edge
is traversed exactly twice. Hence the contribution of such graphs involves
only the second moment of matrix entries. This contribution is the same for
the special model, and therefore (by definition (34) and by linearity) these
graphs contribute zero to α1(xk, xl).
The graphs that involve moments higher than the second are trees. Each
of the two paths on a tree traverse a sub-tree and the entire tree is given
by these (two) sub-trees glued along an edge. One of these sub-trees has k
edges and another one has l edges. The corresponding paths have lengths
2k and 2l, respectively, and they traverse every edge of the corresponding
tree twice.
Recall that the graphs are partitioned. Some of its vertices correspond
to rows of matrices AN and BN and some to columns. In order to count
valid labellings corresponding to a particular type, suppose that the sub-tree
with k edges has t1 row vertices and k + 1 − t1 column vertices, and the
sub-tree with l edges has t2 row vertices and l + 1 − t2 column vertices.
(We set the matrix size parameter tN equal to N here, and use letter t for
a different purpose.) The subtree with k vertices corresponds to matrix AN
and its row and column vertices can be labeled in a(N)1 and a
(N)
2 different
ways, respectively. The only exceptions are a row and a column vertices
that belong to glued edge. These vertices can be labeled in ∆(N)1 and ∆
(N)
2
different ways, respectively. Similarly for the subtree that corresponds to
matrix BN . Thus, the contribution of this type is
(m4 − 1)∆(N)1 (a(N)1 )t1−1(a(N)2 )k−t1∆(N)2 (b(N)1 )t2−1(b(N)2 )l−t2
+O
(
Nk+l−1
)
.
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(Here, we have the factor m4 − 1 and not m4 because we subtract the cor-
responding contribution for the special model with m′4 = 1.) Hence, for
(39) Cov
(
Tr
(
ANA
∗
N
2
√
a1a2N
)k
,Tr
(
BNB
∗
N
2
√
b1b2N
)l)
,
as N →∞, the contribution of this type converges to
(m4 − 1) 1
2k+l
(
a2
a1
)k/2−t1 (b2
b1
)l/2−t2 ∆1
a1
∆2
b1
= (m4 − 1) γ 1
2k+l
(
a2
a1
)k/2−t1+1/2(b2
b1
)l/2−t2+1/2
.(40)
In order to calculate the number of types with this contribution, we need
the following lemma.
Lemma 4.3. The number of the non-isomorphic bipartite planar rooted
trees with n edges that have k vertices in one of the partitions equals the
Narayana number
[
n
k
]
.
Let us postpone the proof of this lemma. It implies that the number of
types with contribution (40) is given by
kl
[
k
t1
][
l
t2
]
.
(The prefactor kl corresponds to the choice of the tree edges that are glued
together in the graph.) Therefore, the total contribution of trees to (39)
converges to
(41)
(m4 − 1) γkl
2k+l
k∑
t1=1
[
k
t1
](
a2
a1
)k/2−t1+1/2 l∑
s2=1
[
l
t2
](
b2
b1
)l/2−t2+1/2
.
By using (37) and (41), we obtain the formula in the claim of Lemma
4.1. 
Proof of Lemma 4.3: The proof is based on a bijection between bipar-
tite planar rooted trees and polygon systems corresponding to non-crossing
partitions. The bijection appears in Callan and Smiley in [6] who use it to
derive several results about non-crossing partitions. However, the connec-
tion with Narayana numbers has not been noticed.
First, let us explain the correspondence between non-crossing partitions
and polygonal systems. Recall that a non-crossing partition of [n] = {1, . . . , n}
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FIGURE 4. An NC polygon diagram with superimposed bicol-
ored plane tree. Polygon sides↔ tree edges. The NC
partition is (1, 6, 10)(2, 3, 4)(5)(79)(8). (Graphics is
courtesy Callan and Smiley.)
is one for which no 4-tuple a < b < c < d has a and c in one block and
b and d in another. This implies that if the elements of [n] are realized as
points on the circle, and neighboring elements within each block are joined
by line segments, then a non-crossing partition will appear as a system of
non-overlapping polygons. It is clear that the number of polygons equals to
the number of blocks in the partition.
The bijection of these polygonal systems with bipartite planar trees works
as follows. Let the polygons be colored yellow and the remaining regions of
the disk colored white. Place a vertex in each region of the disk, both yellow
and white. Join vertices in adjacent regions by edges. Then allow each
vertex to inherit the color of the region it is in to get the desired bicolored
plane tree. Figure 4 explains this bijection with an example. See [6] for a
proof that this is indeed a bijection.
Note that the number of vertices in one of the partitions of the tree corre-
sponds to the number of polygons in the polygonal system. It follows that
the number of the bipartite planar rooted trees with n edges and k vertices
in one of the partitions equals the number of non-crossing partitions of [n]
with k blocks, which is known to be equal to the Narayana number
[
n
k
]
. 
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Proof of Lemma 4.2: Recall that the Narayana polynomials are defined
as
Nn (x) =
n∑
k=1
[
n
k
]
xk.
Hence, if we take x = a1/a2, then we have
Rk (a1, a2) =
1
2k
(1 + x)k x−
k+1
2
×
k∑
s=1
( −1
1 + x
)s
s
(
k
s
)
Ns (x) .
Next, we use the fact that Ns (x) are related to a particular case of the
Jacobi polynomials. Namely,
Nn (x) =
x
n
(x− 1)n−1 P (1,1)n−1
(
x+ 1
x− 1
)
.
(This fact was apparently first noted in Proposition 6 of [17].) By substitut-
ing this identity into the previous formula, we get
Rk (a1, a2) =
1
2k
(
1 + x√
x
)k √
x
x− 1(42)
×
k∑
s=1
(
−x+ 1
x− 1
)−s(
k
s
)
P
(1,1)
s−1
(
x+ 1
x− 1
)
.
Next, we use the contour integral formula for the Jacobi polynomials:
P (α,β)n (t) =
1
2pii
∮ (
1 +
t+ 1
2
z
)n+α(
1 +
t− 1
2
z
)n+β
z−n−1dz,
with the integration along a small circle around the zero. (See formula 4.4.1
in [25].) It follows that
k∑
s=1
(−t)−s
(
k
s
)
P
(1,1)
s−1 (t) =
1
2pii
∮ k∑
s=1
(−tz)−s
(
k
s
)(
1 + tz +
t2 − 1
4
z2
)s
dz
=
1
2pii
∮
(−tz)−k
(
1 +
t2 − 1
4
z2
)k
dz,
where we used the binomial theorem in the last step. This is zero for even
k. For odd k we calculate:
k∑
s=1
(−t)−s
(
k
s
)
P
(1,1)
s−1 (t) = −
1
tk
(
k
k−1
2
)(
t2 − 1
4
) k−1
2
.
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Next, we set t = (x+ 1)/(x− 1) in (42). Since(
1 + x
2
√
x
)k √
x
x− 1 =
(
t√
t2 − 1
)k √
t2 − 1
2
,
hence, for odd k,
Rk (a1, a2) = −2−k
(
k
k−1
2
)
.

5. LINEAR STATISTICS OF CONTINUOSLY DIFFERENTIABLE
FUNCTIONS
5.1. Preliminary remarks. In this section we study the limit distribution
for the centered linear statisticsN o (f, AN) andN o (g,BN) , when f and g
are continuously differentiable functions. First, consider the case of poly-
nomial f and g. Recall that the coefficients f̂k and ĝk are defined as follows:
(43) f̂k :=
{
2
pi
∫ 1
−1 f (x)Tk (x)
dx√
1−x2 , for k ≥ 1,
1
pi
∫ 1
−1 f (x)
dx√
1−x2 , for k = 1,
and similarly for ĝk. By the orthogonality of Chebyshev polynomials, one
can write:
f =
∞∑
k=0
f̂kTk and g =
∞∑
k=0
ĝkTk,
and for polynomial f and g, the summations in these series are over a finite
number of terms.
Here is a corollary of Theorem 1.1.
Corollary 5.1. For the real overlapping Wigner matrices AN and BN , and
for polynomial functions f and g, the random variables N o (f, AN) and
N o (g,BN) converge in distribution to a two-variate Gaussian variable
with the covariance
C (f, g) =
1
2
[
d2
2
f̂1ĝ1γ + (m4 − 1) f̂2ĝ2γ2 +
∞∑
k=3
kf̂kĝk (γ)
k
]
,
where γ = ∆/
√
ab.
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Now let us outline the plan of the proof of Theorem 1.3.
(1) Take a sequence of polynomials Pf,m and Pg,m that approximate f
and g, respectively, in a suitable norm. LetWm be the two-variate Gaussian
distribution which is the limit for the joint distributions of N o (Pf,m, AN)
and N o (Pg,m, BN) as N → ∞. Show that the sequenceWm converges to
a limit, a Gaussian distributionW , as m→∞.
(2) Prove that the joint distributions of pairs N o (f, AN) and N o (g,BN)
form a tight family with respect to N. Let {YN} denote this family and let
Y be one of its limit points.
(3) Show that a suitably defined distance between Y andWm converges
to zero as m→∞.
From (1) and (3), we can conclude that Y must coincide withW . Since
this is true for every limit point Y , we will be able to infer that N o (f, AN)
and N o (g,BN) converge toW as N →∞.
Before proceeding with this plan, let us derive some preliminary results.
First, we will need some additional facts about expansions in Cheby-
shev polynomials. Consider the change of variable x = cos θ, where θ ∈
[−pi, pi] , and define F (θ) = f (cos θ). If f(x) is absolutely continuous
on [−1, 1] , then F (θ) is absolutely continuous on [−pi, pi]. By a standard
property of Chebyshev polynomials, Tn
(
1
2
(eiθ + e−iθ)
)
= 1
2
(einθ + e−inθ).
Therefore, the coefficients f̂n in the expansion of f in the series of Cheby-
shev’s polynomials correspond to the Fourier coefficients in the Fourier ex-
pansion of F (θ):
F (θ) =
1
2
∞∑
n=0
f̂n
(
einθ + e−inθ
)
.
First, we are going to show that if f is continuously differentiable, then∑∞
n=1 n
∣∣∣f̂n∣∣∣2 <∞. This will show that the entries of the covariance matrix
V, defined in the statement of Theorem 1.3, are finite. In fact, this holds for
a more general class of functions, namely, for the continouous embedding
of the Sobolev class W 1,p.
Lemma 5.2. If f ′ ∈ Lp ([−1, 1] , dx) with p > 1, then
∞∑
n=1
n
∣∣∣f̂n∣∣∣2 ≤ cp ‖f ′‖2p <∞.
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Proof: If f ′ ∈ Lp ([−1, 1] , dx) with p ≥ 1, then∫
|F ′ (θ)|p dθ 
∫ pi
−pi
|f ′ (cos θ) sin θ|p dθ

∫ 1
−1
|f ′ (x)|p (1− x2)p/2 dx√
1− x2

∫ 1
−1
|f ′ (x)|p dx.
(The notation A(f)  B(f) for two non-negative functionals A and B
means that there is a constant c, independent of f , such thatA(f) ≤ cB(f).)
Hence, F ′ ∈ Lp ([−pi, pi] , dθ) . Moreover, since the interval is finite,
hence F ′ ∈ Ls if 1 ≤ s ≤ p.
Recall that the Fourier coefficients ofF ′ are i
2
nf̂n. Take an s ∈ (1,min(2, p))
and define r := s/ (2− s) > 1. Then by the Ho¨lder inequality,
∞∑
n=1
n
∣∣∣f̂n∣∣∣2 ≤ ( ∞∑
n=1
1
nr
)1/r( ∞∑
n=1
∣∣∣nf̂n∣∣∣2q)1/q ,
where q = r/ (r − 1) = 1
2
s/ (s− 1) . The first series on the r.h.s of this
inequality is convergent because r > 1. Since 2q > 1, the Hausdorff-Young
inequality is applicable, and( ∞∑
n=1
∣∣∣nf̂n∣∣∣2q)1/(2q) ≤ ( 1
2pi
∫
|F ′(x)|s dx
)1/s
 ‖f ′‖s .
It follows that
(44)
∞∑
n=1
n
∣∣∣f̂n∣∣∣2 ≤ c ‖f ′‖2s ≤ c˜ ‖f ′‖2p <∞.

Lemma 5.3. For sequences x := {xk}∞k=1 and y = {yk}∞k=1 , define 〈x, y〉κ :=
d2
2
x1y1 + (m4 − 1)x2y2 +
∑∞
n=3 nxnyn and ‖x‖2κ := 〈x, x〉 . Then ‖·‖κ is
a Hilbert norm induced by the scalar product 〈x, y〉κ .
Proof is by verification that 〈c, d〉κ is a scalar product.
Recall that F is the class of functions continuously differentiable on the
interval Iδ = [−1− δ, 1 + δ] , that grow no faster than a polynomial at
infinity. For functions f ∈ F , we define ‖f‖κ :=
∥∥∥{f̂i}∞
i=1
∥∥∥
κ
, where f̂i is
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the coefficients of the expansion of f in Chebyshev’s polynomials. This is
a seminorm on F . (It is zero on the subspace spanned by constants.)
5.2. Proof of Theorem 1.3. First, let us approximate the derivative f ′ by
polynomials P˜f,m (x) of degree m. So we take P˜f,m (x) so that
(45) sup
x∈Iδ
∣∣∣f ′ (x)− P˜f,m (x)∣∣∣ ≤ εm → 0 as m→∞.
Define
Pf,m (x) := f (−1− δ) +
∫ x
−1−δ
P˜f,m(t)dt.
Then, we have
|f (x)− Pf,m (x)| ≤
∫ x
−1−δ
∣∣∣f ′ (t)− P˜f,m(t)∣∣∣ dt ≤ cεm,
where c is a constant. Hence
(46) sup
x∈Iδ
|f (x)− Pf,m (x)| ≤ cεm → 0 as m→∞.
From (45) and (46) it follows that ‖f − Pf,m‖Lip → 0, where ‖·‖Lip is the
Lipschitz norm on the interval Iδ. (For differentiable functions, Lipschitz
norm is defined by ‖h‖Lip := supx∈Iδ |h (x)|+ supx∈Iδ |h′ (x)| .)
In addition, ‖f ′ − P ′f,m‖p is bounded by ‖f ′ − P ′f,m‖∞. This implies, by
(44) and (45), that
‖f − Pf,m‖κ < cεm → 0 as m→∞.
In particular, by the triangle inequality,
∣∣‖f‖κ − ‖Pf,m‖κ∣∣ → 0 as m →
∞, and also (since ‖f‖κ + ‖Pf,m‖κ ≤ 3 ‖f‖κ for sufficiently large m),∣∣‖f‖2κ − ‖Pf,m‖2κ∣∣→ 0 as m→∞.
We define Pg,m similarly.
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By Corollary 5.1, asN →∞,TrPf,m
(
A˜N
)
and TrPg,m
(
B˜N
)
converge
in distribution to a bivariate Gaussian variableWm with the covariance ma-
trix Vm, where
(Vm)11 =
1
2
‖Pf,m‖2κ
(Vm)12 =
1
2
(
d2
2
(̂Pf,m)1(̂Pg,m)1γ + (m4 − 1) (̂Pf,m)2(̂Pg,m)2γ2 +
m∑
k=3
k(̂Pf,m)k (̂Pg,m)kγ
k
)
(Vm)22 =
1
2
‖Pg,m‖2κ .
The diagonal entries (Vm)11 and (Vm)22 converge to
1
2
‖f‖2κ and 12‖g‖2κ,
which are the diagonal entries of the matrix V, defined in the statement of
Theorem 1.3. The off-diagonal term (Vm)12 can be written as〈
Pf,m − f, P (γ)g,m
〉
κ
+
〈
f, P (γ)g,m − g(γ)
〉
κ
+
〈
f, g(γ)
〉
κ
,
where
P (γ)g,m (x) : =
m∑
k=1
(̂Pg,m)kγ
kTk (x) , and
g(γ) (x) : =
m∑
k=1
ĝkγ
kTk (x) .
The first two terms are small by the application of the Schwartz inequality
for the scalar product 〈·, ·〉κ , and the third term coincides with V12. Hence
we can conclude that ‖Vm − V ‖ converges to zero asm→∞. This implies
that the Gaussian distributionsWm converge to the Gaussian distributionW
with the covariance matrix V. This finishes the first step of the proof.
In order to prove tightness for the family of joint distributions ofN o (f, AN)
and N o (g,BN) (with respect to parameter N ), we are going to prove that
the norms of their covariance matrices are bounded. In fact, it is enough to
prove that variances of each of N o (f, AN) and N o (g,BN) are bounded,
since then the covariance will be bounded automatically.
Here, we rely heavily on the Poincare inequality property (“PI”) of the
matrix entries. The essential feature of the PI property is that it is well
behaved with respect to taking the product of measures. By definition, the
measure η on R has the PI property, if for some cη > 0 and all differentiable
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functions f,
Varη (f) ≤ cη
∫
|f ′ (x)| η (dx) .
Then, if ηK = ⊗Ki=1ηi with ηi = η and if h : RK → R is a differentiable
function, then
VarηK (h) ≤ cη
∫
‖∇h (x)‖ ηK (dx) .
By approximation, this can be further extended to the case when h is Lips-
chitz. In particular, if h is a Lipshitz function on RK , then we have
(47) VarηK (h) ≤ cη ‖h‖Lip .
Next, recall that N (f, AN) = Trf
(
AN/
√
4a(N)
)
. By using the facts
about the behavior of the PI property with respect to scaling and taking
products, we find that the joint distribution of the matrix entries ofAN/
√
4a(N)
satisfies the PI property with the constant c/a(N). At the same time, if the
function f (x) is Lipschitz on R, then the function Trf (X) is Lipshitz on
the space of aN -by-aN Hermitian matrices, and
‖Trf‖Lip ≤ c
√
aN ‖f‖Lip .
(See Lemma 1.2. in [13]). Hence, by using (47), we find that
(48) Var
(
Trf
(
AN/
√
4a(N)
))
≤ Ccη ‖f‖Lip ,
where C is an absolute constant and cη depends only on the distribution of
matrix entries.
A complication arises since under our assumptions, f is assumed Lip-
schitz only on the interval Iδ = [−1− δ, 1 + δ]. Outside of Iδ, we only
know that it has a polynomial growth. In order to handle this complication,
we can write f as a sum of two functions: f = f1 + f2, with f1 Lips-
chitz and bounded everywhere on R, ‖f1‖Lip < ∞, and f2 vanishing on
Iδ/2 : [−1− δ/2, 1 + δ/2] and having a polynomial growth. Then (48) can
be applied to bound Var
(
Trf1
(
AN/
√
4a(N)
))
.
In addition, from the results about the spectra of Wigner matrices, it is
known that the probability for AN/
√
4a(N) to have an eigenvalue outside of
Iδ/2 becomes exponentially small in N, as N grows. This implies that
E
[
Trf2
(
AN/
√
4a(N)
)]2
→ 0, as N →∞.
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Since for two random variables, ξ1 and ξ2, it is true that
√
Var (ξ1 + ξ2) ≤√
Var (ξ1) +
√
Var (ξ2), we can conclude that
lim sup
N→∞
Var
(
Trf
(
AN/
√
4a(N)
))
≤ c ‖f‖Lip ,
where the Lipschitz norm is taken over the interval Iδ.
A similar argument holds for the random variable Trg
(
BN/
√
4b(N)
)
,
and therefore the norm of the covariance matrices of these two random
variables is bounded. This shows that the joint distributions of the pairs
N o (f, AN) and N o (g,BN) form a tight family and concludes the second
step of the proof.
Next, let Y be a limit point for the distributions YN of {N o (f, AN) ,
N o (g,BN)}, so that YNk → Y in distribution for a sequence of Nk. We are
going to estimate the difference between the characteristic functions of the
distributions Y andWm.
For convenience, we will assume that all relevant random variables are
realized on a single probability space so that convergence in distribution re-
flects convergence almost surely. In this realization, let YNk and Wm,Nk de-
note (two-dimensional) random variables that have the same joint distribu-
tion as {N o (f, ANk) ,N o (g,BNk)} and {N o (Pf,m, ANk) ,N o (Pg,m, BNk)} .
The variables YNk and Wm,Nk converge almost surely to random vari-
ables Y and Wm, that have the distributions Y and Wm, respectively. Let
t = (t1, t2) ∈ R. Then,
∣∣EeitY − EeitWm∣∣ = ∣∣∣∣E exp(it limNk→∞YNk
)
− E exp
(
it lim
Nk→∞
Wm,Nk
)∣∣∣∣
≤ lim sup
N→∞
|E exp (itYNk)− E exp (itWm,Nk)|
= lim sup
N→∞
|E exp (it (YNk −Wm,Nk))− 1| ,
where the inequality follows from Fatou’s lemma.
By using (48), we have
lim sup
Nk→∞
Var
[
Trf
(
AN/
√
4a(N)
)
− TrPf,m
(
AN/
√
4a(N)
)]
≤ c ‖f − Pf,m‖Lip ,
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which implies that for the first component of the vector YNk −Wm,Nk we
have the following bound:
(49) lim sup
Nk→∞
E [(YNk −Wm,Nk)1]2 ≤ c ‖f − Pf,m‖Lip .
A similar expression can be written for the second component of YNk −
Wm,Nk .
Now, let ξ1 := (YNk −Wm,Nk)1 and ξ2 := (YNk −Wm,Nk)2. Note that
Eξ1 = Eξ2 = 0. Then,
|E exp (is (t1ξ1 + t2ξ2))− 1| ≤ 2s2Var (t1ξ1 + t2ξ2)
≤ 2s2
(
t1
√
Varξ1 + t2
√
Varξ2
)2
,
where the first inequality is a consequence of inequality II.3.14 on p.278 in
Shiryaev [22]. By using (49) and its analogue for the function g, we find:
lim sup
Nk→∞
|E exp [it (YNk −Wm,Nk)]− 1| ≤ c ‖t‖2 max
{
‖f − Pf,m‖Lip , ‖g − Pg,m‖Lip
}
,
which implies that∣∣EeitY − EeitWm∣∣ ≤ c ‖t‖2 max{‖f − Pf,m‖Lip , ‖g − Pg,m‖Lip} .
By our choice, as m → ∞, Pf,m and Pg,m converge to f and g, respec-
tively, in the Lipschitz norm. Hence, the random variables Wm converge in
distribution to Y. This concludes the third and final step of the proof. As
explained before, these three steps imply that {N o (f, AN) ,N o (g,BN)}
converge in distribution to the Gaussian random variable W. 
6. CONCLUSION
We computed the joint distribution of the eigenvalue statistics for two
models of overlapping random matrices. For both the Wigner and sample
covariance cases, we found that the covariance matrix for linear statistics of
Chebyshev’s T -polynomials has the diagonal structure, and that its diagonal
entries depend polynomially on the matrix overlap.
The computed covariances are different from those found in Borodin’s
paper for Gaussian matrices. However, the covariances of linear statistics
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of Chebyshev’s T -polynomials are the same as in case of the Gaussian ma-
trices provided that the degree of the polynomials is higher than 2 in the
Wigner case and higher than 1 in the sample covariance case.
For matrices whose entries satisfy the Poincare inequality property, we
extended the results to all continuously differentiable functions.
APPENDIX A. PROOF OF THEOREM 2.4:
Define
Sk :=
∑
A2(γ),
where the sum over all closed non-backtracking tailless (“NBT”) paths γ of
length 2k that start from a vertex in V. Define S˜k similarly except that every
path in the sum must start with a vertex in W .
By Theorem 2.3,
Tr[Fk(AA
∗)] =
∑
A2(γ),
where the sum over all closed non-backtracking paths of length 2k that start
from a vertex in V. We partition the sum depending on the tail length to get,
Tr[Fk(AA
∗)] =
∑
A2(γ) +
∑
A2(γ) + . . . ,
where the first sum on the r.h.s. is the sum over all closed non-backtracking
paths with a tail of length 0, the second term is the sum overall non-backtracking
paths with a tail of length 1, etc.
The first term on the r.h.s. is Sk. The second term is (d−1)S˜k−1. Indeed,
a tail always contributes the factor of 1 to the product, hence the second term
equals the sum over all NBT paths of length 2(k−1) that start from a vertex
in W multiplied by the number of valid choices for the tail. By a similar
counting, we find that the third term on the r.h.s. equals (c − 1)dSk−2, the
fourth term equals (d− 1)cdS˜k−3, the fifth term equals (c− 1)cd2Sk−4, etc.
Therefore,
Tr[Fk(AA
∗)] = Sk + (d− 1)S˜k−1 + (c− 1)dSk−2
+(d− 1)cdS˜k−3 + (c− 1)cd2Sk−4 + ...
Note that the shift transformation
γ = (v0, w1, v1, . . . , wk, v0)→ γ′ = (w1, v1, . . . , wk, v0, w1)
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defines a bijection of the NBT paths that start with a vertex in V to NBT
paths that start with a vertex in W, and
A2(γ) = A2(γ
′).
Hence, S˜k = Sk for all k, and
Tr[Fk(AA
∗)] =
[
Sk + cdSk−2 + (cd)2Sk−4 + . . .
]
+(d− 1) [Sk−1 + cdSk−3 + . . .]
−d [Sk−2 + cdSk−4 + . . .] .
In order to infer the dependence of Sk onAwe define the polynomial Sk (x)
by the formula
Sk (x) = 2T˜k (x) +
(c− d) (−d)k + cd− 1
d+ 1
for k ≥ 1 and Sk (x) = 0 for k ≤ 0. Then, by using equations (8) and (16),
we check that:
Fk(x) =
[
Sk (x) + cdSk−2 (x) + (cd)
2 Sk−4 (x) + . . .
]
+ (d− 1) [Sk−1 (x) + cdSk−3 (x) + . . .]
−d [Sk−2 (x) + cdSk−4 (x) + . . .] .
This implies the statement of the theorem. 
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