Abstract. We prove that if p ≥ 1 and −1 ≤ r ≤ p − 1 then the binomial sequence np+r n , n = 0, 1, . . ., is positive definite and is the moment sequence of a probability measure ν(p, r), whose support is contained in 0, p p (p − 1) 1−p . If p > 1 is a rational number and −1 < r ≤ p − 1 then ν(p, r) is absolutely continuous and its density function V p,r can be expressed in terms of the Meijer G-function. In particular cases V p,r is an elementary function. We show that for p > 1 the measures ν(p, −1) and ν(p, 0) are certain free convolution powers of the Bernoulli distribution. Finally we prove that the binomial sequence np+r n is positive definite if and only if either p ≥ 1, −1 ≤ r ≤ p − 1 or p ≤ 0, p − 1 ≤ r ≤ 0. The measures corresponding to the latter case are reflections of the former ones.
Introduction
This paper is devoted to binomial sequences, i.e. sequences of the form (1) np + r n For r = −1 this measure has an atom at x = 0. If in addition p > 1 is a rational number, −1 < r ≤ p − 1, then ν(p, r) is absolutely continuous and the density function V p,r can be expressed in terms of the Meijer G-(and consequently of the generalized hypergeometric) functions. In particular cases V p,r is an elementary function. Similar problems were studied in [5, 6] for Raney sequences (3) np + r n r np + r (called Fuss sequences if r = 1). It was shown that if p ≥ 1 and 0 ≤ r ≤ p then the Raney sequence (3) is positive definite and the corresponding probability measure µ(p, r) has compact support contained in [0, c(p)]. In particular µ(2, 1) is the MarchenkoPastur distribution, which plays an important role in the theory of random matrices, see [15, 8, 10] . Moreover, for p > 0 we have µ(p, 1) = µ(2, 1) p−1 , where " " denotes the multiplicative free convolution.
The paper is organized as follows. First we study the generating function D p,r of the sequence (1) . For particular cases, namely for p = 2, 3, 3/2, we express D p,r as an elementary function. In the next part we prove that if p ≥ 1 and −1 ≤ r ≤ p − 1 then the sequence is positive definite and the support of the corresponding probability measure ν(p, r) is contained in [0, c(p)]. If p > 1 is rational and −1 < r ≤ p − 1 then ν(p, r) can be expressed as the Mellin convolution of modified beta measures, in particular ν(p, r) is absolutely continuous, while ν(p, −1) has an atomic part at 0. Note that the positive definiteness of the binomial sequence (1) was already proved in [5] under more restrictive assumptions (namely, that 0 ≤ r ≤ p − 1) and the proof involved the multiplicative free and the monotonic convolution.
In the next section we study the density function V p,r of the absolutely continuous measures ν(p, r), where p > 1 is rational, −1 < r ≤ p − 1. We show that V p,r can be expressed as the Meijer G-function, and therefore as linear combination of the generalized hypergeometric functions. In particular we derive an elementary formula for p = 2.
Then we concentrate on the cases p = 3 and p = 3/2. For particular choices of r (namely, r = 0, 1, 2 for p = 3 and r = −1/2, 0, 1/2 for r = 3/2) we express V p,r as an elementary function (Theorem 5.1 and Theorem 5.2).
Some of the sequences (1) have combinatorial applications and appear in the Online Encyclopedia of Integer Sequences [13] can be found in OEIS as A165817, A005809, A045721 and A025174 respectively. We also shed some light on sequence A091527:
(OEIS). Perhaps the most important is
n , as well as on A061162, the even numbered terms of the former (see remarks following Theorem 5.2).
In Section 6 we study various convolution relations involving the measures ν(p, r) and µ(p, r). For example we show in Proposition 6.2 that the measures ν(p, −1) and ν(p, 0) are certain free convolution powers of the Bernoulli distribution.
In Section 7 we prove that the binomial sequence (1) is positive definite if and only if either p ≥ 1, −1 ≤ r ≤ p − 1 or p ≤ 0, p − 1 ≤ r ≤ 0. The measures corresponding to the latter case are reflections of those corresponding to the former one. Similarly, the Raney sequence (3) is positive definite if and only if either p ≥ 1, 0 ≤ r ≤ p or p ≤ 0, p − 1 ≤ r ≤ 0 or else r = 0 (the case r = 0 the corresponds to δ 0 ). Quite surprisingly, the proof involves the monotonic convolution introduced by Muraki [7] .
Finally, we provide graphical representation for selected functions V p,r .
Generating functions
In this part we are going to study the generating function 
Proof. These formulas are consequences of the following elementary identities:
It turns out that D p,r is related to the generating function
of the Fuss numbers. This function satisfies equation
with the initial value B p (0) = 1 (5.59 in [3] ), and Lambert's formula
(5.61 in [3] ), it is sufficient to study the functions B p . The simplest cases for B p are: Proposition 2.4. For all r ∈ R and |z| < 4/27 we have
Proof. It is easy to check that 3n + r n = As a byproduct we obtain two hypergeometric identities:
Corollary 2.5. For a ∈ R, |u| < 1 we have
Remark. One can check, that (18) and (19) are alternative versions of the following known formulas:
(21) (7.4.1.28 and 7.4.1.29 in [12] ). Indeed, putting 
Proof. If n = 2k then the coefficient at z n on the right hand side is
Now assume that n = 2k + 1. Then 3n/2 + 1 n
On the other hand
Now we find formulas for these two hypergeometric functions.
Lemma 2.7.
Proof. We know that 2 F 1 (a, b; c| z) is the unique function f which is analytic at z = 0, with f (0) = 1, and satisfies the hypergeometric equation:
(see [1] ). Now one can check that this equation is satisfied by the right hand sides of these equations (22) and (23) for given parameters a, b, c.
Now we are ready to express B 3/2 as an elementary function.
Proof. In view of the previous lemmas we have
cos 4β
27 cos β sin 3 β
Now we provide formula for D 3/2,r .
Corollary 2.9. For all r ∈ R and 3|z| √ 3 < 2 we have
Note also a hypergeometric expression for D 3/2,r :
Proposition 2.10. For all r ∈ R and 3|z| √ 3 < 2 we have
If, in turn, n = 2k + 1 then the coefficient at z n is 3 + 2r 2
(5 + 2r)(7 + 2r)(9 + 2r)(11 + 2r) . . .
which proves the odd case.
Mellin convolution
In this part we are going to prove that if p ≥ 1 and −1 ≤ r ≤ p − 1 then the sequence (1) is positive definite. Moreover, if p > 1 is rational and −1 < r ≤ p − 1 then the corresponding probability measure ν(p, r) is absolutely continuous and is the Mellin product of modified beta distributions, see [2] .
Writing p = k/l we will tacitly assume that k, l are relatively prime, although this assumption is not necessary in the sequel.
Proof. Assuming that mp + r + 1 = 0, −1, −2, . . ., we have
. Now we apply the Gauss's multiplication formula:
which gives us:
Applying to (27) we get (24).
Similarly as in [6] we need to change the enumeration of α's. Note that here this modification depends not only on k, l but also on r.
Lemma 3.2. Suppose that k, l are integers such that 1 ≤ l < k and that
where · denotes the floor function. In addition we put j 0 := 0 and
Then the sequence { α j } k j=1 is a permutation of {α j } k j=1 and we have β j ≤ α j for all j ≤ k.
Proof. If j = j i , 1 ≤ i ≤ l, then we have to prove that
which is equivalent to
but this is a consequence of the definition of j i and the inequality x ≤ x. Now assume that
which concludes the proof.
Recall that for probability measures µ 1 , µ 2 on the positive half-line [0, ∞) the Mellin convolution (or the Mellin product) is defined by
for every Borel set A ⊆ [0, ∞). This is the distribution of the product X 1 · X 2 of two independent nonnegative random variables with X i ∼ µ i . In particular, µ • δ c is the dilation of µ:
If both the measures µ 1 , µ 2 have all moments
finite then so has µ 1 • µ 2 and
for all m. If µ 1 , µ 2 are absolutely continuous, with densities f 1 , f 2 respectively, then so is µ 1 • µ 2 and its density is given by the Mellin convolution:
Similarly as in [6] we will use the modified beta distributions (see [2] ):
where u, v, l > 0 and B denotes the Euler beta function. The nth moment of b(u+v, u, l) is
We also define b(u, u, l) := δ 1 for u, l > 0. Now we are ready to prove Theorem 3.3. Suppose that p = k/l, where k, l are integers such that 1 ≤ l < k, and that r is a real number, −1 < r ≤ p − 1. Then there exists a unique probability measure ν(p, r) such that mp+r m is its moment sequence. Moreover, ν(p, r) can be represented as the following Mellin convolution: is its moment sequence.
Proof. It follows from the fact that the class of positive definite sequence is closed under pointwise limits.
Recall that if {s n } ∞ n=0 is positive definite, i.e. is the moment sequence of a probability measure µ on R, then {(−1) n s n } ∞ n=0 is the moment sequence of the reflection µ of µ: µ(X) := µ(−X). For the binomial sequence we have:
(which in particular implies (13)), hence if the binomial sequence (1), with parameters (p, r), is positive definite then it is also positive definite for parameters (1 − p, −1 − r) and we have
Therefore, if either p ≥ 1, −1 ≤ r ≤ p − 1 or p ≤ 0, p − 1 ≤ r ≤ 0 then the binomial sequence (1) is positive definite (for illustration see Figure 1 ). We will see in Theorem 7.2 that the opposite implication is also true. Let us also note relations between the measures ν(p, −1), ν(p, 0), ν(p, p − 1) and observe that ν(p, −1) has an atomic part. 
Proof. Both formulas follow directly from (7): for n ≥ 1 we have
and for n ≥ 0
Applying Meijer G-function
We know already that if p > 1 is a rational number and −1 < r ≤ p − 1 then ν(p, r) is absolutely continuous. The aim of this section is to describe the density function V p,r of ν(p, r) in terms of the Meijer G-function (see [9] for example) and consequently, as a linear combination of generalized hypergeometric functions. We will see that in some particular cases V p,r can be represented as an elementary function. Proof. If np+r +1 / ∈ −N 0 then the statement is a consequence of the equality Γ(z +1) = zΓ(z). Now recall that for the reciprocal gamma function we have
for m ∈ N 0 (see formula (3.30) in [4] ). Therefore, if np + r + 1 = −N , with N ∈ N 0 , then
where we used the identity a n = n−a−1 n (−1) n .
Note two identities which the functions ψ p,r satisfy:
For rational p > 1 and r ∈ R we define function V p,r (x) as the inverse Mellin transform of ψ p,r (σ):
whenever exists, see [14] for details. Then (41,42) imply
It turns out that if p > 1 is rational, r ∈ R, then V p,r exists and can be expressed as Meijer function.
Theorem 4.2. Let p = k/l > 1, where k, l are integers such that 1 ≤ l < k, and let r ∈ R. Then V p,r exists and can be expressed as
1−p and the parameters α j , β j are given by (25) and (26). Moreover, ψ p,r is the Mellin transform of V p,r , i.e. we have
Writing the right hand side as Ψ(σ/l − 1/l)c(p) σ , using the substitution σ = lu + 1 and the definition of the Meijer G-function (see [9] for example) we obtain On the other hand, since k j=1 (β j − α j ) = −1/2 < 0, we can apply formula 2.24.2.1 from [12] . Substituting x := c(p)z 1/l we have
In view of the assumptions for the formula 2.24.2.1 in [12] , the last equality holds provided (σ/l − 1/l) > − min j β j = −(1 + r)/k. Now we are able to describe the measures ν(p, r) for rational p.
Corollary 4.3. Assume that p = k/l, where k, l are integers, 1 ≤ l < k. If −1 < r ≤ p − 1 then the probability measure ν(p, r) is absolutely continuous and V p,r is the density function, i.e.
Proof. This is a consequence of Theorem 3.3, (47), the uniqueness part of the Riesz representation theorem for linear functionals on C[0, c(p)] and of the Weierstrass approximation theorem.
Now applying Slater's theorem (see [4] or (16.17.2) in [9] ) we can represent V p,r as a linear combination of generalized hypergeometric functions.
Theorem 4.4. For p = k/l, with 1 ≤ l < k, r ∈ R and x ∈ (0, c(p)) we have
and the parameter vectors of the hypergeometric functions are
Proof. It is easy to check that if i = j then the difference β i − β j of coefficients (26) is not an integer and the Slater's formula is applicable, see [9] .
The easiest case is p = 2. x ∈ (0, 4). In particular
The density V 2,0 gives the arcsine distribution ν(2, 0). Note that if |r| > 1 then V 2,r (x) < 0 for some values of x ∈ (0, 4).
Proof. We take k = 2, l = 1 so that c(2) = 4, z = x/4 and
Using the Euler's reflection formula, and the identity Γ(1 + r/2) = Γ(r/2)r/2, we get
We also need formulas for two hypergeometric functions, namely . Now we can write
which concludes the proof of the main formula. For the particular cases we use the identity: cos 1 2 arccos(t) = (t + 1)/2.
Remark. Observe that
It means that if X, Y are random variables such that X ∼ ν(2, 0) and Y ∼ ν(2, −1/2) then X 2 ∼ 4Y . This can be also derived from the relation
(sequence A001448 in OEIS).
From (36) we obtain
Proof. We have c(3/2) = √ 27/2,
For r = −1/2 the second term vanishes and we have
For r = 0 we note that c(3, 3, 2, 0) = 0 and we get
Finally, by (37) we have V 3/2,1/2 (x) = √ 3zV 3/2,0 (x), which leads to the third formula.
Let us mention that the integer sequence on (0, 6 √ 3) (see Theorem 5.2) and its generating function is D 3/2,−1/2 (4z) (see Corollary 2.9). The even numbered terms constitute sequence A061162, i.e.
so this is the moment sequence for the density function
on the interval (0, 108). From (36) we can also write down the measures ν(3, −1) and ν(3/2, −1):
Some convolution relations
In this part we are going to prove a few formulas involving the measures ν(p, r), the measures µ(p, r) studied in [5, 6] , and various types of convolutions. First we observe that the families ν(p, r) and µ(p, r) are related through the Mellin convolution.
Proposition 6.1. For c > 0 define probability measure η(c) by
Then for p > 1, 0 < r ≤ p we have
Proof. Since the moment sequence of η(c) is
, it is sufficient to note that
Note that Theorem 5.1 in [5] is a consequence of Theorem 3.4 and Proposition 6.1. For a compactly supported probability measure µ on R define its moment generating function by
For two such measures µ 1 , µ 2 we define their monotonic convolution (due to Muraki [7] )
. It is an associative, noncommutative operation on probability measures on R.
Let µ be a probability measure with compact support contained in the positive halfline [0, +∞) and µ = δ 0 . Then the S-transform, defined by
can be used to describe the dilation D c µ, the multiplicative free power µIndeed, putting w =
. Therefore
Similarly, putting v = z p−z+pz
Now it remains to note that the S-transform of αδ 0 + (1 − α)δ a , with 0 < α < 1, a > 0, is 1+z a (1−α+z) and recall that S µ(2,1) (z) = (1 + z) −1 .
Let us note two particular cases:
The necessary conditions for positive definiteness
This section is fully devoted to the necessary conditions for the positive definiteness of the binomial (1) and Raney (3) sequences.
For the Raney sequence (3) we have We are going to prove that these statements fully characterize positive definiteness of these sequences. We will need the following Lemma 7.1. Let {s n } ∞ n=0 be a sequence of real numbers and let w : (a, b) → R be a continuous function, such that w(x 0 ) < 0 for some x 0 ∈ (a, b) and there is N such that s n = b a x n w(x) dx for n ≥ N . Then {s n } ∞ n=0 is not positive definite.
Proof. Put w 0 (x) := w(x)x 2N and a n := s 2N +n . Then a n := Proof. We need only to prove that these conditions are necessary.
First we note that the maps (p, r) → (1 − p, −1 − r) and (p, r) → (1 − p, −r) are reflections with respect to the points (1/2, −1/2) and (1/2, 0) respectively. Therefore it is sufficient to confine ourselves to p ≥ 1/2. First we will show that if the binomial sequence (1) (resp. the Raney sequence 3) is positive definite and p ≥ 1/2 then p ≥ 1 (or r = 0 in the case or Raney sequence).
We will use the fact that if a sequence {s n } ∞ n=0 is positive definite then s 2n ≥ 0 and det (s i+j ) n i,j=0 ≥ 0 for all n ∈ N. Then the condition det (s i+j ) Assume that 1/2 ≤ p < 1, r ∈ R and that the binomial sequence (1) is positive definite. Then (72) implies that −1 ≤ r ≤ 0 and 
