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Sommaire
L’intelligence artiﬁcielle est un domaine de l’informatique étudiant la conception
d’agents intelligents. Un agent est une entité acquérant de l’information sur son en-
vironnement par ses capteurs et agissant sur son environnement à travers ses ac-
tionneurs. Certains agents existent seulement dans le domaine logiciel, comme par
exemple un agent intelligent pour un jeu vidéo, alors que d’autres existent dans le
monde physique, tels les robots mobiles. Les domaines des jeux vidéo et de la robo-
tique partagent certaines caractéristiques, dont la nécessité de prendre des décisions
en temps réel dans un environnement dynamique ainsi qu’une vue incomplète sur cet
environnement. Ce mémoire est divisé en deux chapitres. Le premier chapitre traite
d’une approche de planiﬁcation de trajectoires exploitant la géométrie d’une classe
particulière de robots omnidirectionnels non-holonomes aﬁn de calculer des chemins
adéquats leur permettant d’atteindre une destination désirée. Les résultats obtenus
avec cette approche tendent à démontrer qu’elle est plus eﬃcace que les algorithmes
traditionnels de planiﬁcation de trajectoires grâce à l’information additionnelle prise
en compte lors du calcul. Le second chapitre décrit l’architecture décisionnelle de
l’agent intelligent SPAR qui est en mesure de jouer de façon autonome des parties
de StarCraft : Brood War, un jeu de stratégie en temps réel. L’architecture de SPAR
inclut entre autres des algorithmes de planiﬁcation de trajectoires similaires à ceux du
premier chapitre. Elle permet de faire face plus facilement et de façon plus rigoureuse,
en comparaison avec les architectures existantes, aux nombreuses diﬃcultés propres à
ce type de jeu. Ces diﬃcultés incluent un degré élevé de concurrence dans les actions
et une multitude d’unités à contrôler dans un contexte temps réel. L’agent SPAR a
participé aux volets 2011 et 2012 de la compétition AIIDE de StarCraft et à l’édition
2012 de la compétition SSCAI où il a obtenu à chaque fois des résultats honorables.
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Sommaire
Mots-clés: Intelligence artiﬁcielle; robotique; planiﬁcation de trajectoires; architec-
ture décisionnelle; environnement avec des adversaires; jeux de stratégie en temps
réel.
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Introduction
L’intelligence artiﬁcielle est un domaine de l’informatique étudiant la conception
d’agents intelligents. Un agent est une entité acquérant de l’information sur son en-
vironnement par ses capteurs et agissant sur son environnement à travers ses ac-
tionneurs. Certains agents existent seulement dans le domaine logiciel, comme par
exemple un agent intelligent pour un jeu vidéo, alors que d’autres existent dans le
monde physique, tels les robots mobiles. Un agent est généralement considéré intelli-
gent s’il agit de façon à maximiser son utilité espérée [30]. La conception d’un agent
intelligent nécessite la mise en place d’une architecture au sein de laquelle aura lieu
l’intégration et la coordination de diﬀérents processus de perception et de prise de
décision. Par exemple, certains de ces processus peuvent être attitrés au calcul de
trajectoires réalisables dans l’environnement, et ont donc recours aux algorithmes de
planiﬁcation de trajectoires. Lorsque les actions de l’agent nécessitent des ressources
disponibles en quantité limitée et que diﬀérents processus recommandent des actions
diﬀérentes, un processus d’arbitrage peut être chargé de déterminer les actions aux-
quelles il convient d’allouer les ressources présentement disponibles. L’objectif du
projet de recherche consistait d’une part à élaborer un algorithme de planiﬁcation
de trajectoires pour un robot mobile, et d’autre part à concevoir l’architecture d’un
agent intelligent permettant entre autres l’intégration de tels algorithmes.
Ce mémoire est divisé en deux chapitres. Le premier chapitre traite d’une approche
de planiﬁcation de trajectoires exploitant la géométrie d’une classe particulière de
robots omnidirectionnels non-holonomes aﬁn de calculer des chemins adéquats leur
permettant d’atteindre une destination désirée. Le second chapitre décrit l’architec-
ture décisionnelle de l’agent intelligent SPAR qui est en mesure de jouer de façon
autonome à un jeu de stratégie en temps réel.
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Chapitre 1
Planiﬁcation de trajectoires pour
un robot omnidirectionnel
non-holonome
Les robots mobiles omnidirectionels, c’est-à-dire ceux qui peuvent se déplacer
dans n’importe quelle direction sans changer leur orientation, oﬀrent une meilleure
manoeuvrabilité dans les environnements non contrôlés. Modéliser la cinématique de
tels robots constitue un problème diﬃcile et plusieurs approches possibles ont ainsi été
étudiées. Une des approches les plus appropriées pour un robot non-holonome consiste
à modéliser l’espace de vélocité du robot comme le déplacement autour de son centre
instantané de rotation (CIR) [8]. Ce chapitre présente un planiﬁcateur de trajectoires
permettant de calculer des trajectoires eﬃcaces pour un tel robot se mouvant dans
un environnement parsemé d’obstacles. L’espace d’actions est modélisé en termes de
changement au CIR et de déplacement autour de celui-ci. Le planiﬁcateur est basé
sur l’algorithme RRT (Rapidly-Exploring Random Trees) qui échantillonne l’espace
d’actions pour trouver une trajectoire réalisable reliant un état initial à l’état ﬁnal
désiré. La contribution principale de ce travail a été la déﬁnition et l’implémentation
d’une nouvelle technique d’échantillonnage adaptatif prenant en considération les
contraintes particulières reliées à l’espace d’actions basé sur le CIR. À noter que
le contenu de cette section a également été rapporté dans l’article [9].
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omnidirectionnel non-holonome
1.1 Description du problème
Un bon nombre d’applications actuelles ou potentielles de robots mobiles néces-
sitent de la part du robot l’exploration et le déplacement dans des environnements
contigus. Pour de telles applications, des plateformes mobiles omnidirectionnelles
oﬀrent une meilleure manoeuvrabilité que les plateformes à roues diﬀérentielles. Les
robots omnidirectionnels peuvent se déplacer latéralement ou selon une trajectoire
rectiligne sans avoir à changer leur orientation. Un mouvement de translation le long
d’une trajectoire particulière peut également être combiné avec une rotation aﬁn que
le robot arrive à destination avec l’orientation désirée.
L’auteur de ce mémoire a contribué à déﬁnir puis implémenter un algorithme de
planﬁcation pour le robot AZIMUT-3 (dépeint dans la ﬁgure 1.1), le troisième d’une
série de prototypes développés par le laboratoire IntRoLab de l’Université de Sher-
brooke [22, 26]. Il s’agit d’un robot omnidirectionnel non-holonome. Ce type de robot
est plus complexe à contrôler que les plateformes holonomes. Cette complexité dé-
coule du fait que les plateformes non-holonomes sont contraintes dans leur espace de
vélocité atteignable ; en d’autres mots, leur nombre de degrés de liberté contrôlables
est strictement inférieur à leur nombre total de degrés de liberté [23]. Par exemple,
une voiture est non-holonome car elle ne peut se déplacer latéralement. Néanmois,
les robots non-holonomes oﬀrent plusieurs avantages motivant leur existence. Par
exemple, l’utilisation de roues motrices conventionnelles réduit leur coût de produc-
tion et permet d’améliorer la ﬁabilité de l’odométrie, ce qui est crucial pour plusieurs
applications.
Il existe plusieurs approches pour contrôler la cinématique d’un robot omnidirec-
tionnel à roues. L’état de vélocité d’AZIMUT-3 est modélisé par son déplacement
autour du centre instantané de rotation (CIR). Le CIR est déﬁni comme le point
unique dans le référentiel du robot qui n’est instantanément pas en mouvement par
rapport au robot. Dans le cas d’un robot qui, tel AZIMUT-3, est muni de roues mo-
trices conventionnelles, cela correspond au point d’intersection des axes de propulsion
des roues (voir ﬁgure 1.2). Déplacer le CIR nécessite donc la réorientation des roues
du robot.
Le châssis du robot constitue une contrainte physique sur la rotation de chacune
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1.1. Description du problème
Figure 1.1 – La plateforme AZIMUT-3 dans sa conﬁguration à roues
Figure 1.2 – Exemple de CIR
des roues autour de leur axe de direction. Ces contraintes introduisent des disconti-
nuités dans l’angle de direction de certaines roues quand le CIR se déplace de façon
continue autour du robot. En fait, un changement minime dans la position du CIR
peut nécessiter une réorientation des roues, de façon à ce qu’au moins une roue doive
eﬀectuer une rotation complète de 180 degrés. Cette rotation n’est pas instantanée
car le temps nécessaire dépend en eﬀet de la vitesse maximale de rotation de la
roue. Pendant cette réorientation des roues, le CIR n’est plus déﬁni ; comme le robot
est contrôlé par le CIR, celui-ci doit être arrêté jusqu’à ce que la réorientation soit
complétée et que le nouveau CIR soit déﬁni. Le problème consiste donc à concevoir
un planiﬁcateur de trajectoires retournant une trajectoire faisable évitant autant que
possible ces réorientations de roues aﬁn de minimiser la durée et d’améliorer la ﬂuidité
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des déplacements du robot.
1.2 État de l’art
1.2.1 Planiﬁcation et transformation de chemins
La planiﬁcation de chemins pour les robots holonomes constitue un problème plus
simple que son analogue pour les robots non-holonomes. Les planiﬁcateurs “tradition-
nels” pour robots holonomes génèrent des chemins praticables évitant les obstacles
présents dans l’environnement. Comme AZIMUT-3 est un robot omnidirectionnel, il
lui est possible de suivre ces chemins, moyennant un certain nombre de réorientations
des roues – à l’inverse, par exemple, d’une voiture qui ne pourrait directement suivre
un chemin demandant un déplacement latéral.
Les planiﬁcateurs de trajectoires traditionnels sont basés principalement sur deux
types d’approches : les approches combinatoires (exactes) et les approches par échan-
tillonnage [23]. Les approches combinatoires n’ont pas recours aux approximations ;
elles trouvent un chemin directement à travers l’espace d’états continu. Ces approches
sont complètes, au sens où elles permettent de garantir qu’une solution sera trouvée si
elle existe et rapportent correctement qu’aucune solution n’existe dans le cas contraire.
Le temps de calcul nécessaire pour trouver une solution exacte est exponentiel par
rapport au nombre de dimensions de l’espace d’état, ce qui en fait l’inconvénient
principal de ce type d’approche. À l’opposé, les approches par échantillonnage ré-
duisent la complexité du problème en choisissant plusieurs états discrets et en les
liant ensemble pour former un arbre ou un graphe d’échantillons interconnectés [23].
Ces approches ne peuvent couvrir l’ensemble de l’espace d’états, mais augmentent
la densité de couverture à mesure que de nouveaux échantillons sont générés. Elles
sont donc probabilistiquement complètes, c’est-à-dire que leur probabilité de trouver
une solution si elle existe approche 1 à mesure que le temps de calcul augmente, sans
jamais pouvoir aﬃrmer déﬁnitivement qu’une solution n’existe pas. Bien que leur
complexité en général soit également exponentielle par rapport au nombre de dimen-
sions, les approches par échantillonnage prennent habituellement beaucoup moins de
temps à trouver une solution que les approches combinatoires.
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Les chemins générés par les planiﬁcateurs traditionnels ne sont pas nécessairement
appropriés pour AZIMUT-3 tels quels car ils peuvent nécessiter un grand nombre de
réorientations de roues. Une solution possible consiste plutôt à générer de tels chemins
à l’aide d’un planiﬁcateur traditionnel puis à transformer ces chemins en trajectoires
optimisées pour AZIMUT-3. Cependant, nous ne croyons pas que cette approche soit
appropriée, car elle se limite à l’optimisation locale d’un chemin potentiellement mal
formé, et ne consacre aucun eﬀort à la découverte de solutions globalement préférables.
1.2.2 Approches basées sur les RDTs
Une alternative possible consiste à prendre directement en compte les contraintes
cinématiques liées au CIR et à la vélocité du robot aﬁn de minimiser les réorientations
de roues. Les approches basées sur les RDTs (Rapidly Exploring Dense Trees) peuvent
remplir ce rôle. Ces approches construisent incrémentalement un arbre de recherche
améliorant progressivement la densité de la couverture de l’espace d’états. La racine
de l’arbre correspond à l’état courant du robot. À chaque itération, l’algorithme sé-
lectionne un nouvel échantillon selon une certaine séquence dense d’états et tente de
relier l’arbre à cet échantillon. Pour ce faire, l’algorithme trouve le nœud de l’arbre le
plus près de l’échantillon et génère une action amenant le robot le plus près possible
de l’échantillon en question.
Figure 1.3 – Exemple de RRT tiré de [23]
Dans le cas particulier où la séquence d’états utilisée est aléatoire plutôt que dé-
terministe, l’arbre est appelé RRT (Rapidly Exploring Random Tree). Un exemple de
RRT est illustré à la ﬁgure 1.3. En réalité, les RDTs en général font partie des ap-
proches par échantillonnage pour robots holonomes décrits dans la sous-section 1.2.1,
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mais demeurent également applicables pour les robots non-holonomes car ils ne né-
cessitent pas l’existence d’une trajectoire réalisable triviale entre deux états.
1.3 Approche retenue
Cette section décrit l’approche retenue pour le robot AZIMUT-3. L’espace des
actions possibles du robot est modélisé comme l’espace des changements possibles
de CIR. Nous avons adopté une approche de planiﬁcation inspirée de l’algorithme
RRT pour échantillonner l’espace des actions aﬁn de trouver une trajectoire réalisable
reliant un état initial à l’état ﬁnal désiré. Aﬁn de générer des trajectoires ﬂuides, nous
avons utilisé une technique d’échantillonnage adaptatif prenant en considération les
contraintes particulières reliées à l’espace d’actions basé sur le CIR.
1.3.1 Modélisation de la cinématique du robot
L’espace de vélocité du robot est modélisé par le déplacement de celui-ci autour
de son CIR. En tant que point 2D dans le référentiel du robot, la position du CIR
peut être représentée en coordonnées cartésiennes ou polaires par deux paramètres
indépendants. Cependant, des singularités surviennent quand le robot se déplace en
ligne droite. En eﬀet, dans ce cas, le CIR se trouve à l’inﬁni. Une alternative consiste
à représenter le CIR par sa projection sur une sphère unitaire tangente au référentiel
du robot et alignée au centre du châssis. Cette procédure produit une paire de points
antipodaux sur la surface de la sphère, tel qu’illustré sur la ﬁgure 1.4. En utilisant
cette représentation, le CIR à l’inﬁni est projeté sur l’équateur de la sphère. Consé-
quemment, passer d’une position près de l’inﬁni à une autre (par exemple, passer d’un
léger virage à gauche à un léger virage à droite) correspond simplement à un court
déplacement du CIR près de l’équateur de la sphère.
Dans les sections suivantes, nous déﬁnissons Λ = {(u; v;w) : u2 + v2 + w2 = 1}
comme l’ensemble des CIR possibles sur la sphère unitaire (en coordonnées carté-
siennes), et μ ∈ [−μmax(λ);μmax(λ)] comme le déplacement autour d’un λ ∈ Λ parti-
culier, avec μmax(λ) la vitesse maximale de déplacement.
Les roues d’AZIMUT-3 ont des limitations en rotation dûes à leur position par rap-
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Figure 1.4 – Modélisation de l’espace de vélocité du robot. R(0; 0; 1) représente le
centre du châssis.
port au châssis du robot. Étant donné que ces limitations couvrent un angle d’exacte-
ment 180˚ , chaque CIR correspond à une conﬁguration unique de roues, et vice-versa.
Ces limitations restreignent les trajectoires le long desquelles le CIR peut se dépla-
cer. En eﬀet, chaque limitation crée une frontière distincte dans l’espace des CIR ;
à chaque fois que le CIR franchit une telle frontière, l’une des roues doit “instan-
tanément” subir une rotation de 180˚ pour être correctement enlignée par rapport
au nouveau CIR. Comme le CIR doit être déﬁni pour permettre le déplacement du
robot, celui-ci doit s’arrêter pour entreprendre la réorientation de la roue appropriée.
Un exemple d’une telle situation pour AZIMUT-3 est illustré à la ﬁgure 1.5. Pour
faciliter la compréhension de la ﬁgure, les coordonnées du CIR sont données en forme
polaire.
L’ensemble des limitations divise l’espace des CIR en plusieurs zones (voir la
ﬁgure 1.6), telles que les transitions entre chaque zone sont très ineﬃcaces en terme
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(a) CIR at (0.8; 0.43) (b) CIR at (0.8; 0.51)
Figure 1.5 – Transition du CIR à travers une limitation de roues requérant une rota-
tion de 180˚ de la roue arrière droite
Figure 1.6 – Modes découlant des limitations sur la rotation des roues
de déplacement du robot, et peuvent demander dans le pire cas une réorientation des
roues. Sur la ﬁgure, le robot est représenté par un carré pointillé. Dans le reste du
chapitre, nous référons dorénavant à ces zones de limitation comme les “modes” du
robot.
1.3.2 Modélisation de l’espace d’états
La représentation de l’espace d’états du robot dépend beaucoup du type de robot
à modéliser. Pour AZIMUT-3, un état s ∈ S est exprimé comme s = (ξ ;λ), où
ξ = (x; y; θ) ∈ SE(2) représente la posture robot et λ son CIR courant, tel qu’illustrée
sur la ﬁgure 1.4.
Comme mentionné précédemment, le CIR doit être déﬁni en tout temps pour
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permettre au robot de se déplacer de façon sécuritaire. Raisonner sur le CIR plu-
tôt que sur les angles individuelles des roues permet donc d’éviter d’exprimer des
conﬁgurations de roues incorrectes. Étant donné qu’un CIR donné correspond à une
conﬁguration de roues unique, le planiﬁcateur de trajectories peut donc directement
utiliser le CIR sans introduire d’ambiguïté sur la conﬁguration de roues sous-jacente.
De plus, comme AZIMUT-3 peut atteindre sa vitesse maximale en quelques dixièmes
de seconde, l’accélération n’est pas prise en compte par le planiﬁcateur. Nous modé-
lisons donc les changements de vitesse comme instantanés – ce qui explique pourquoi
la vélocité du robot n’est pas incluse dans les variables d’état.
Une trajectoire σ correspond à une séquence de n paires ((u1,Δt1), . . . , (un,Δtn))
où ui ∈ U est une action appliquée pendant une durée Δti. L’action est quant à elle
représentée par l’état de vélocité visé : u = (λ;μ), respectivement le nouveau CIR à
atteindre et le déplacement désiré autour de ce CIR.
Il est nécessaire de pouvoir calculer l’état s′ résultant de l’application de l’action u
pour une certaine durée Δt à l’état courant s. Comme les équations exprimant les dé-
rivées instantanées des variables d’état selon u sont non-linéaires et plutôt complexes,
nous utilisons plutôt le simulateur cinématique d’AZIMUT-3 comme une boîte noire
pour calculer les nouveaux états résultants s′ . Le simulateur implémente la fonction
K : S × U → S = s′ → K(s,u) à l’aide de techniques de calcul numérique d’inté-
grales. Notons que ce simulateur n’a pas été développé par l’auteur de ce mémoire,
mais seulement intégré au planiﬁcateur.
1.3.3 Algorithme de planiﬁcation
Notre algorithme de planiﬁcation de trajectoires (algorithme 1.1) suit l’approche
par RRT en faisant itérativement l’expansion d’un arbre de recherche des trajectoires
réalisables, jusqu’à ce que l’une d’entre elles atteigne le but. La racine de l’arbre
de recherche correspond à l’état initial du robot sinit. À chaque itération, un état
aléatoire srand est généré (ligne 3). L’algorithme calcule ensuite son plus proche voisin
snear (ligne 4) et sélectionne une action (ligne 5) qui, une fois appliquée à partir de
l’état snear, produit une trajectoire se terminant près du nouvel échantillon srand. Un
planiﬁcateur local (ligne 6) trouve ensuite l’état sans collision le plus loin possible le
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long de la trajectoire générée. Le problème de planiﬁcation est résolu lorsque qu’une
telle trajectoire passe dans la région Cgoal associée au but.
Algorithme 1.1 Planificateur-RRT(sinit,C goal)
Algorithme RRT de planiﬁcation de trajectoires, retourne une trajectoire σ
1. T ← un arbre de racine sinit
2. répéter jusqu’à ce que le temps alloué soit écoulé
3. srand ← GénérerÉchantillonAléatoirement()
4. snear ← SélectionnerNoeudAÉtendre(srand, T )
5. (u,Δt) ← SélectionnerAction(srand, snear)
6. snew ← PlanificateurLocal(snear,u,Δt)
7. ajouter snew à T.Noeuds
8. ajouter (snear, snew,u) à T.Branches
9. if Cgoal est atteint
10. return ExtraireTrajectoire(snew)
11. return échec
De façon similaire aux approches basées sur les roadmaps probabilistes, les ap-
proches basées sur les RRTs échantillonnent progressivement l’espace d’états. La pro-
babilité de trouver une solution augmente à mesure que de nouvelles branches sont
ajoutées à l’arbre de recherche. Une fonction d’échantillonnage couvrant complète-
ment l’espace d’état garantit donc la complétude probabiliste de l’approche. Il est
toutefois important de choisir une fonction d’échantillonnage appropriée au problème.
Une fonction d’échantillonnage naïve (par exemple, échantillonnage uniforme de l’es-
pace d’état) perd son eﬃcacité quand l’espace libre Cfree contient des passages étroits,
car ceux-ci peuvent ne pas contenir suﬃsamment d’échantillons et ainsi compromettre
la génération de trajectoires empruntant ces passages. Ainsi, certaines approches ex-
ploitent la géométrie des obstacles dans l’environnement pour adapter la fonction
d’échantillonnage en conséquence [20, 33], alors que d’autres utilisent des techniques
d’apprentissage machine pour adapter l’échantillonnage de façon dynamique durant
la planiﬁcation [5, 15].
Nous souhaitons déﬁnir pour AZIMUT-3 une fonction d’échantillonnage qui, en
plus de maintenir la complétude probabiliste de l’approche, permet également d’opti-
miser la durée et la ﬂexibilité des trajectoires. Optimiser la ﬂexibilité des trajectoires
inclut :
– la minimisation du nombre de changements de mode ;
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– la minimisation du nombre de déplacements à rebours – c’est-à-dire des dépla-
cements où le robot s’avance, s’arrête, puis repart à reculons dans la direction
opposée. Ces déplacements sont indésirables car ils ne paraissent pas naturels.
But et métrique
L’objectif du planiﬁcateur de trajectoires consiste à générer des trajectoires ﬂuides
permettant au robot de rejoindre le plus rapidement possible un emplacement dé-
siré dans l’environnement. Étant donné une trajectoire σ = ((u1,Δt1), . . . , (un,Δtn)),
nous déﬁnissons les déplacements à rebours comme les paires consécutives d’actions
(ui,ui+1) où |τi − τi+1| ≥ 3π4 , avec τi = arctan(λv,i,λu,i) − sign(μi)π2 qui représente
la direction de déplacement approximative du robot. Soient (s0, . . . , sn) dénotant la
séquence d’états produits par l’application des actions dans σ à partir d’un état initial
s0. De façon similaire, nous déﬁnissons les changements de mode comme les paires
consécutives d’états (si, si+1) où mode(λi) = mode(λi+1). Aﬁn d’évaluer la qualité
des trajectoires, nous spéciﬁons une métrique q à minimiser telle que
q(σ) = t + c1m + c2r (1.1)
où c1, c2 ∈ R+ sont des facteurs de pondération ; t, m et r sont respectivement la
durée, le nombre de changements de mode et le nombre de déplacements à rebours le
long de la trajectoire σ.
Sélection d’un nœud à étendre
La ligne 4 de l’algorithme 1.1 sélectionne un état srand vers lequel on souhaite
étendre une branche de l’arbre de recherche. Comme cela permet de trouver des
solutions plus rapidement [23], l’algorithme a une faible probabilité Pg de sélectionner
directement l’emplacement désiré à atteindre, mais génère autrement un échantillon
aléatoirement à partir d’une distribution uniforme. La ligne 5 choisit un nœud existant
snear de l’abre à étendre vers le nœud précédemment sélectionné srand. Conformément
à la technique introduite dans [12], nous alternons entre deux fonctions heuristiques
pour eﬀectuer ce choix.
Avant qu’une solution réalisable ne soit trouvée, l’arbre est étendu principalement
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par une fonction heuristique d’exploration. Cette fonction sélectionne comme nœud
à étendre le voisin le plus près de l’état srand, dû au fait que la trajectoire entre ces
deux noeuds sera probablement courte et ne nécessitera donc que peu de vériﬁcations
de collision, ce qui accélère la recherche. Ce voisin est donc déterminé comme suit :
snear = argmin
si∈T.Nodes
Dexp(si, srand) (1.2)
La métrique permettant de calculer la distance entre deux états s1 et s2 est donnée
par
Dexp(s1, s2) =
√
(x2 − x1)2 + (y2 − y1)2
+ 1
π
|θ2 − θ1|
+ 12π
∑
j∈[1;4]
|β2,j − β1,j|
(1.3)
qui correspond donc à la distance euclidienne standard en 2D étendue par la somme
pondérée de la diﬀérence d’orientation du châssis et des roues du robot.
Cette fonction heuristique est souvent utilisée dans les approches basées sur les
RRTs car elle permet à l’arbre de recherche de croître rapidement vers les régions non
explorées de l’espace d’état. En fait, la probabilité qu’un nœud donné soit étendu (soit
le plus proche voisin de srand) est proportionnel à l’aire de sa région de Voronoï [35].
Les noeuds avec peu de voisins rapprochés ont donc une plus grande probabilité d’être
étendus.
Au moment où une solution est trouvée, une plus grande emphase est mise sur
une fonction heuristique d’optimisation qui tente de lisser les trajectoires générées,
incluant la solution trouvée. Conséquemment, l’algorithme ne choisit plus le plus
proche voisin de srand selon la fonction de distance Dexp (1.3), mais plutôt selon la
somme pondérée de leur coût cumulé et de leur coût estimé jusqu’à srand. Étant donné
deux états s1 et s2, nous déﬁnissons la nouvelle distance comme :
Dopt(s1, s2) = q(σs1) + c3 h2(s1, s2) (1.4)
où q(σs1) est le coût cumulé de la trajectoire à partir de l’état initial jusqu’à l’état
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s1 (voir (1.1)), h(s1, s2) est le coût estimé de s1 à s2, et c3 ∈ R+ est un facteur
de pondération. L’algorithme sélectionne snear comme le nœud ayant la plus petite
distance Dopt à srand, ou plus formellement snear = argmin
si∈T.Nodes
Dopt(si, srand).
Nous établissons h(s1, s2) comme une borne inférieure sur la durée du déplacement
de s1 jusqu’à s2, qui est trouvée en calculant le temps nécessaire pour rejoindre s2 en
ligne droite à vitesse maximale
h(s1, s2) =
√
(x2 − x1)2 + (y2 − y1)2/μmax (1.5)
Comme h(s1, s2) est une borne inférieure, le coût cumulé q(σs1) et le coût estimé
h(s1, s2) ne peuvent pas contribuer à parts égales à la distance Dopt(s1, s2). Si c’était
le cas, le nœud le plus près (dans le sens de la distance Dopt) à un nœud arbitraire sj
serait toujours le nœud racine, car
h(sroot, sj) ≤ q(σsi) + h(si, sj) ∀si, sj (1.6)
Nous donnons donc à h(s1, s2) une contribution quadratique à la distance totale. Ceci
a pour but de favoriser la sélection de noeuds relativement près de srand, car le coût
total augmente rapidement en fonction de la distance.
Quand l’objectif consiste à trouver une solution réalisable aussi rapidement que
possible, la fonction heuristique d’optimisation (1.4) n’est pas utilisée du tout, et
l’algorithme se ﬁe plutôt sur la fonction heuristique standard d’exploration (1.3).
Cependant, quand une fenêtre ﬁxe de temps est allouée à l’algorithme, celui-ci utilise
les deux fonctions heuristiques simultanément. En eﬀet, avant de trouver une solution,
la fonction heuristique d’exploration bénéﬁcie d’une plus grande probabilité d’être
choisie, alors que la fonction heuristique d’optimisation est choisie plus souvent dès
qu’une solution réalisable a été trouvée. Combiner ces deux fonctions heuristiques est
utile car l’optimisation de trajectoires peut être bénéﬁque même avant qu’une solution
soit trouvée. Similairement, continuer à utiliser la fonction heuristique d’exploration
même après la découverte d’une solution peut parfois permettre à l’algorithme de
trouver une meilleure solution qu’il a initialement manqué.
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Sélection d’une action
La ligne 6 de l’algorithme 1.1 sélectionne une action u avec une durée Δt qui, une
fois appliquée à un nœud snear, fait croître une nouvelle branche de l’arbre le plus
près possible de l’état srand. Les obstacles ne sont pas considérés dans ce calcul.
Comme il est possible de connaître de façon relativement précise la trajectoire
suivie par le robot AZIMUT-3 étant donné une certaine action u, nous pouvons
échantillonner l’espace d’actions avec un fort biais vers les actions eﬃcaces. À noter
que la vélocité μu du robot devrait idéalement être réduite à proximité des obstacles.
Présentement, cette contrainte est ignorée en assignant toujours μu = ±μmax(λu), ce
qui commande au robot de se déplacer constamment à vitesse maximale. De plus,
nous ne requérons pas que l’orientation du robot θ soit tangente à sa trajectoire.
Soient pnear = (xnear; ynear) et prand = (xrand; yrand) les coordonnées du châssis
aux états snear et srand respectivement. Il est possible de déﬁnir une inﬁnité de cercles
passant par les points pnear et prand. Chaque cercle exprime deux trajectoires cur-
vilignes diﬀérentes (deux arcs de cercle disjoints) pouvant être suivies par le robot
pour rejoindre l’état srand, en assumant que les roues du robot sont déjà alignées
vers le centre du cercle. Dans ce contexte, le signe de μu détermine quel arc (le plus
petit ou le plus grand) le long duquel le robot se déplacera. Les centres de ces cercles
passent tous par la bisectrice du segment [pnear ;prand], qui peut être exprimé en forme
paramétrique par
lλ(k) =
1
2(pnear − prand) + kv (1.7)
où v · (pnear − prand) = 0. Cette ligne représente donc l’ensemble des CIR permettant
une connexion directe à l’état srand.
Cependant, certains CIR sont préférables à d’autres, car ils permettent d’éviter
des changements de mode. À cet eﬀet, nous restreignons lλ au segment comprenant
les CIR dans le même mode que le CIR original ; en d’autres mots tous les k où
mode(lλ(k)) = mode(λnear) (voir la ﬁgure 1.6). Si un tel segment existe, il est possible
d’y échantillonner directement une valeur ku ∈ ]kmin; kmax[ et assigner λu = lλ(ku),
un CIR acceptable qui ne nécessite pas de changement de mode pour rejoindre la
destination srand. Cependant, un échantillonnage uniforme le long du segment n’est
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pas adéquat : nous préférions en eﬀet que les points plus distants aient moins de
couverture, car ils correspondent à des variations négligibles des angles de direction
des roues, et donc à des variations négligeables de trajectoires.
Nous traitons ce problème en échantillonnant plutôt un CIR sur la sphère unitaire
(représentée sur la ﬁgure 1.4). À cet eﬀet, le segment des CIR possibles est projeté sur
la sphère, produisant ainsi un arc de grand cercle paramétrable par un angle λ = λ(φ),
où φ ∈ [φmin;φmax]. L’algorithme échantillonne ensuite φu = Un(φmin, φmax) de façon
uniforme, à partir duquel il calcule directement le CIR désiré λu = λ(φu). En consi-
dérant la relation entre cet angle et le point correspond sur le plan global du sol, plus
loin du robot se trouve le point, le moins de chance il a d’être sélectionné. Échan-
tillonner un angle le long du grand cercle plutôt qu’un point le long du segment de
droite fournit donc une distribution de probabilité plus appropriée pour sélectionner
le CIR.
Comme la valeur de λu et |μu| a été déterminée, il reste maintenant à décider du
signe de μu et de Δt, la durée du déplacement selon u. Le signe de μu est simplement
assigné de façon à générer des déplacements le long du plus petit arc de cercle. La
durée du déplacement est ensuite calculée comme le temps nécessaire pour connecter
pnear à prand le long de l’arc de cercle centré à λu, étant donné |μu| = μmax(λu).
L’algorithme 1.2 décrit le mécanisme de sélection d’action. À noter qu’en plus
d’introduire une probabilité additionnelle Pl de générer des trajectoires en ligne droite,
nous échantillons de façon “naïve” – c’est-à-dire, sans considération pour les modes –
avec une probabilité Pn.
1.4 Évaluation
Les expérimentations ont été eﬀectuées avec la librairie OOPSMP 1 [28]. Étant
donné que le robot AZIMUT-3 et le simulateur utilisé par le planiﬁcateur utilisent
tous deux le même modèle cinématique pour calculer les déplacements du robot, nous
croyons que les résultats obtenus en simulation devraient être relativement ﬁdèles à
la réalité.
Le tableau 1.1 résume les valeurs utilisées pour les paramètres décrits dans (1.1), (1.4)
1. http ://www.kavrakilab.rice.edu
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Algorithme 1.2 SélectionnerAction(srand, snear)
Algorithme de sélection d’action, retourne (u,Δt) ∈ (U,R≤0)
1. if Un(0, 1) < Pl
2. λu ← (u; v; 0) le CIR à l’inﬁni
3. else
4. trouver lλ(k) = kv + m
5. projeter lλ(k) sur la sphère unitaire, ce qui donne λ(θ) = (u, v, w)
6. if Un(0, 1) < Pn
7. λu ← λ(Un(0, π))
8. else
9. trouver [θmin, θmax] tel que ∀θ∈[θmin,θmax]mode(λ(θ)) = mode(λsnear )
10. if [θmin, θmax]
11. λu ← λ(Un(0, π))
12. else
13. λu ← λ(Un(θmin, θmax))
14. μu ← ±μmax(λu), de façon à choisir le plus petit arc de cercle
15. Δt ← le temps nécessaire pour atteindre srand le long de l’arc de cercle
16. return (λu;μu) et Δt
Tableau 1.1 – Paramètres utilisés
q(σ) (1.1) Dopt (1.4)
c1 c2 c3 Pg Pl Pn
2.5 2.5 0.5 0.025 0.25 0.1
et pour les diﬀérentes probabilités. Les facteurs de pondération c1 et c2 ont tous deux
été assignés la valeur 2.5, ce qui indique que chaque changement de mode ou déplace-
ment à rebours contribue l’équivalent de 2.5 secondes additionnelles au coût total. La
fonction heuristique d’exploration est sélectionnée 70% du temps avant qu’une solu-
tion soit trouvée, et 20% du temps une fois qu’une solution est trouvée. L’algorithme
“biaisé” proposé a été comparé avec un algorithme “naïf” ne tenant pas compte des
changements de mode ni des déplacements à rebours. Cet algorithme naïf est en fait
un cas dégénéré de l’algorithme proposé, au sens où il minimise la métrique (1.1)
dans le cas particulier où c1 = c2 = 0 (optimisation de la durée de la trajectoire seule-
ment), et sélectionne toujours une action de façon naïve, c’est-à-dire avec Pn = 1. La
comparaison a porté sur la durée de déplacement du robot (en secondes), le nombre
de changements de mode requis, le nombre de déplacements à rebours eﬀectués ainsi
que la valeur de la métrique (1.1).
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Tableau 1.2 – Comparaison d’un algorithme naïf et de notre solution proposée
Algorithme Durée de
déplacement
(secondes)
Nombre de
changements
de mode
Nombre de
déplacements
à rebours
Valeur de la
métrique q(σ)
Env #1 Naïf 36.36 4.71 0.71 49.91Biaisé 32.41 2.65 0.46 40.19
Env #2 Naïf 38.09 6.46 0.46 55.39Biaisé 33.46 3.41 0.45 43.11
Env #3 Naïf 48.70 12.96 1.19 84.08Biaisé 45.18 10.48 1.92 76.18
Env #4 Naïf 60.42 5.18 0.84 75.47Biaisé 51.72 3.29 0.52 61.25
(a) Env #1 (5 se-
condes)
(b) Env #2 (10 se-
condes)
(c) Env #3 (25 se-
condes)
(d) Env #4 (20 se-
condes)
Figure 1.7 – Environnements et temps alloué à chaque requête
Un processeur Intel Core 2 Duo 2.6 GHz avec 4 GB of RAM a été utilisé pour
les expérimentations. Les résultats sont présentés dans le tableau 1.2. Exactement 50
requêtes générées aléatoires ont dû être résolues pour chaque environnement, avec un
temps ﬁxe alloué pour à chaque requête. Cependant, le temps alloué n’était pas le
même pour chaque environnement, car certains sont plus complexes que d’autres (voir
ﬁgure 1.7) et nous voulions maximiser le nombre de requêtes résolues avec succès.
La ﬁgure 1.8 présente des exemples de trajectoires générées par les diﬀérents al-
gorithmes – incluant un algorithme sélectionnant le CIR de façon aléatoire. Les deux
premiers exemples incluent plusieurs virages secs correspondant à des changements
de mode et des déplacements à rebours indésirables, alors que le dernier exemple ap-
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(a) Trajectoire issue d’un algo-
rithme aléatoire
(b) Trajectoire issue de l’algo-
rithme naïf
(c) Trajectoire issue de notre al-
gorithme proposé
Figure 1.8 – Comparaison des trajectoires créées par un algorithme aléatoire, naïf et
biaisé avec l’environnement #4
paraît plus naturel. Cependant, il est important de noter que l’algorithme ne produit
pas systématiquement des trajectoires de belle allure, car en général des garanties de
qualité sont diﬃciles à obtenir en utilisant des techniques d’échantillonnage.
Les résultats tendent à démontrer que notre algorithme biaisé est supérieur à l’al-
gorithme naïf dans tous les environnements. En eﬀet, en minimisant le nombre de
changements de mode et de déplacements à rebours, l’algorithme biaisé non seule-
ment améliore la ﬂuidité des trajectoires, mais diminue également la durée requise
de déplacement. Dans les environnements contenant une grande quantité d’obstacles
comme l’Env #3, les trajectoires réalisables sont détériorées par un grand nombre de
changements de mode. Pour éviter ces changements de mode, l’algorithme biaisé doit
augmenter le nombre de déplacements à rebours, ce qui explique les résultats un peu
inférieurs pour cet élément en particulier.
1.5 Travaux futurs
Un nouvel algorithme basé sur les RRTs et permettant de planiﬁer des trajectoires
pour les robots omnidirectionnels non-holonomes a été présenté. Il a été démontré
qu’en prenant explicitement en compte les contraintes cinématiques de tels robots,
un planiﬁcateur de trajectoires peut grandement améliorer la ﬂuidité et l’eﬃcacité de
telles trajectoires.
À titre de travaux futurs, il serait possible d’étendre le planiﬁcateur RRT aﬁn
d’intégrer des contraintes d’orientation du châssis du robot le long de la trajectoire
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et d’adapter la vélocité du robot selon sa proximité avec les obstacles. Une deuxième
extension possible consiste à calculer des plans plus expressifs en mesure de conseiller
des actions de rétroaction quand le robot dévie trop de sa trajectoire planiﬁée dû
à l’inévitable imprévisibilité de l’environnement. Dans le cas d’AZIMUT-3, cela im-
plique le déﬁ additionnel de s’assurer que le CIR reste aussi loin que possible des
frontières des zones de contrôles, aﬁn d’éviter les changements de mode indésirés.
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Chapitre 2
Architecture décisionnelle pour les
jeux RTS
Ce chapitre décrit l’architecture de l’agent intelligent SPAR (System for Planning
and Adversarial Recognition) qui est en mesure de jouer de façon autonome à Star-
Craft : Brood War, un jeu de stratégie en temps réel. Celle-ci permet de faire face
plus facilement et de façon plus rigoureuse, en comparaison avec les architectures
existantes, aux nombreuses diﬃcultés propres à ce type de jeu.
2.1 Mise en contexte
2.1.1 Jeux RTS
Un jeu de stratégie en temps réel (Real-Time Strategy, RTS) est un type de jeu
vidéo où plusieurs joueurs, chacun contrôlant une civilisation évoluant dans un champ
de bataille virtuel (souvent appelé carte), tentent d’anéantir les civilisations des autres
joueurs. Dans ce type de jeu, les actions des joueurs sont exécutées en simultané et
de façon continue, par opposition aux jeux de stratégie au tour par tour où chaque
joueur prend des décisions dans son propre tour de jeu seulement. Les joueurs doivent
prendre le contrôle du territoire aﬁn d’y recueillir des ressources servant à construire
des routes et des bâtiments, à rechercher des technologies et à recruter diverses unités
qui serviront à la défense du territoire ainsi qu’à l’invasion des territoires occupés par
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les joueurs adverses. Un joueur désirant réaliser une telle invasion doit être en mesure
de diriger eﬃcacement les combats, en manœuvrant ses unités de façon à exploiter
les faiblesses de l’adversaire et parfois même en contrôlant individuellement chaque
unité impliquée dans les aﬀrontements. Des exemples de jeux RTS populaires sont
illustrés dans la ﬁgure 2.1.
(a) StarCraft : Brood War (b) Total Annihilation
(c) Jeu RTS conçu avec le moteur ORTS (d) Wargus (un clône de Warcraft II conçu
avec le moteur Stratagus)
Figure 2.1 – Exemples de jeux RTS
Dans les jeux RTS, il arrive souvent que des joueurs artiﬁciels (non-humains)
contrôlent certaines factions et soient amenés à aﬀronter ou à interagir avec les joueurs
humains. Habituellement, les joueurs artiﬁciels n’ont pas comme objectif principal de
gagner la partie, mais plutôt d’enrichir l’expérience de jeu des joueurs humains en
leur oﬀrant un déﬁ adapté à leur niveau d’aptitude. Cela se traduit habituellement
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par la possibilité de choisir le niveau de diﬃculté des joueurs artiﬁciels.
Au même titre que la robotique, les jeux RTS constituent un banc d’essai intéres-
sant pour tester diﬀérentes techniques d’intelligence artiﬁcielle car ils oﬀrent plusieurs
déﬁs diﬃciles à surmonter. En particulier, une observabilité partielle de l’état du jeu
vient complexiﬁer la prise de décision d’agents intelligents. De plus, par opposition
aux jeux de table tels les dames ou les échecs, d’autres déﬁs additionnels incluent des
contraintes de temps réel, des actions posées de façon simultanée par tous les joueurs,
une multitude d’unités à contrôler dans un contexte adversariel et la nécessité de pla-
niﬁer de façon eﬃcace la collecte et l’allocation des ressources à travers le temps. De
plus, les jeux RTS ont l’avantage d’être ludiques, peu dispendieux (même gratuits)
et, contrairement aux bancs d’essai axés sur la robotique, ne nécessitent pas d’étape
supplémentaire d’intégration avec des composants matériels possiblement imprécis.
Dans l’état actuel des choses, des joueurs humains de calibre relativement faible sont
en mesure de vaincre les meilleurs agents intelligents disponibles dans les jeux RTS
grâce entre autres à de meilleures capacités de raisonnement temporel et spatial, de
planiﬁcation à long terme, de reconnaissance des plans et de modélisation de l’adver-
saire [7].
Plusieurs compétitions ont été mises en place aﬁn d’encourager la recherche dans
le domaine des jeux RTS. Comme les jeux disponibles sur le marché ne sont pas
munis d’interfaces de programmation suﬃsamment étoﬀées pour permettre le déve-
loppement d’agents artiﬁciels intelligents, plusieurs projets visant à créer un système
ouvert de jeux RTS ont vu le jour au ﬁl des années. En particulier, Buro [6] a mis sur
pied en 2002 le système ORTS 1 qui permet la spéciﬁcation de diﬀérents jeux RTS et
la création de parties en réseau avec des participants humains ou artiﬁciels. De plus,
en 2004 Ponsen et al. [29] ont démarré un projet similaire appelé Stratagus. Ensuite,
en 2009, une équipe de développeurs a conçu l’interface de programmation BWAPI 2
(Brood War Application Programming Interface) permettant l’intégration d’agents in-
telligents au jeu RTS StarCraft : Brood War, l’un des jeux RTS les plus populaires de
tous les temps. L’interface BWAPI agit comme intermédiaire entre l’agent intelligent
et le jeu StarCraft : d’une part, elle rend accessible l’état observable de la partie, et
1. https ://skatgame.net/mburo/orts/
2. http ://code.google.com/p/bwapi/
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d’autre part elle convertit les commandes de l’agent en un format accepté par le jeu.
Dû à la popularité du jeu, l’interface BWAPI est rapidement devenue l’outil de choix
pour le développement d’agents intelligents dans les jeux RTS.
2.1.2 Agents intelligents
La déﬁnition générale d’un agent est celle d’une entité qui acquiert de l’information
sur son environnement par ses capteurs et agit sur son environnement à travers ses
actionneurs. Un agent est considéré intelligent s’il agit de façon à maximiser son
utilité espérée [30]. En général, un agent intelligent doit intégrer plusieurs capacités
essentielles, nommément la perception, la compréhension de l’environnement, la prise
de décision et l’exécution des actions choisies.
La perception consiste en la cueillette d’information sur l’environnement par le
biais de données provenant des capteurs de l’agent. En général, chaque joueur est
en mesure d’observer seulement une partie restreinte de la carte à tout moment,
dépendamment de la position de ses unités et bâtiments et de ceux de joueurs alliés,
chaque unité disposant d’un champ de vision individuel plus ou moins limité. Le reste
de la carte est plongé dans le brouillard de guerre (voir la ﬁgure 2.2).
La compréhension de l’environnement consiste en l’analyse et l’interprétation de
l’information fournie par les processus de perception. Il s’agit d’un problème ouvert
couvrant diﬀérents niveaux de complexité et dont les méthodes de résolution relèvent
généralement du domaine de la fusion de données. Dans les jeux RTS, le plus bas
niveau consiste à analyser les données sensorielles (l’état du jeu) pour inférer cer-
taines propriétés spatio-temporelles sur les entités présentes sur la carte, telles leur
déplacement et leur appartenance potentielle à un groupe d’unités se déplaçant de
concert. À un plus haut niveau on peut retrouver des processus de reconnaissance de
plans qui ont comme objectif d’identiﬁer et catégoriser les menaces présentes dans
l’environnement.
La prise de décision consiste en la sélection d’une action ou d’un sous-ensemble
d’actions parmi les alternatives possibles, en tenant compte d’un critère de préférence
ou d’utilité. Il existe également diﬀérents niveaux d’abstraction pour la prise de déci-
sion, du contrôle de bas niveau des unités dans leurs tâches respectives (micro-gestion)
26
2.1. Mise en contexte
Figure 2.2 – Brouillard de guerre
jusqu’au choix de stratégie à adopter (macro-gestion). Diﬀérentes techniques de prise
de décision adaptées au niveau d’abstraction peuvent être utilisées. Dans certains
cas, la décision est basée seulement sur l’état actuel et les alternatives immédiates
ou à très court terme ; on parle ici de décisions myopes. Dans d’autres cas, la prise
de décision tient compte des eﬀets escomptés de l’enchaînement des actions à plus
long terme ; on parle alors de décisions séquentielles. Le domaine de la planiﬁcation
en intelligence artiﬁcielle [13] permet d’explorer l’espace des séquences d’actions aﬁn
de déterminer les plus prometteuses.
L’exécution des actions consiste en la mise en œuvre et le suivi du déroulement des
actions sélectionnées. Le suivi des actions demeure nécessaire dans un environnement
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non-déterministe, car il est possible que l’exécution des actions nécessite certaines
préconditions pouvant être invalidées durant le cours de la partie. Le processus d’exé-
cution doit donc adapter l’exécution des actions selon les modiﬁcations ayant lieu
dans l’environnement. Par exemple, une unité en charge de la construction d’un bâ-
timent à un emplacement précis doit retarder temporairement la construction si une
unité diﬀérente est présentement en transition dans cet emplacement.
L’ensemble des processus de perception, de compréhension de l’environnement,
de prise de décision, et d’exécution des actions qui coexistent au sein d’un agent
intelligent doivent être coordonnés entre eux tout au long du déroulement de la partie.
Le rôle principal de l’architecture consiste à intégrer et coordonner ces processus aﬁn
d’assurer la cohérence du comportement global de l’agent. Chacun de ces processus
ainsi que les mécanismes de coordination fournis peuvent intégrer des techniques
d’apprentissage leur permettant de s’améliorer de façon autonome avec l’expérience.
2.2 Description du problème
Le problème consiste à déﬁnir et à implémenter les mécanismes de coordination
des processus de perception, de compréhension de l’environnement, de prise de déci-
sion et d’exécution par un agent intelligent aﬁn qu’il soit en mesure de jouer de façon
autonome à un jeu RTS. On suppose que le jeu fournit la capacité de perception (une
interface permettant de lire l’état observable du jeu) et la capacité d’action (les com-
mandes ou eﬀecteurs permettant de contrôler les unités de l’agent). Les commandes
peuvent inclure, par exemple, le déplacement d’une unité ou la construction d’un
bâtiment à un endroit spéciﬁque.
Les animations aﬃchées à l’écran dans les jeux vidéo sont divisées en unités dis-
crètes de temps appelées frames. On suppose aussi que le jeu met automatiquement
à jour l’état de la partie (à la ﬁn de chaque frame) selon les commandes nouvelle-
ment envoyées et celles déjà en cours d’exécution. Ainsi, le nouvel état observable est
disponible au début du frame suivant.
Les requis de l’architecture sont donc les suivants :
1. Permettre l’intégration modulaire des processus de perception, de compréhen-
sion de l’environnement, de prise de décision et d’exécution des actions.
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L’intégration des processus est considérée comme “modulaire” lorsque les in-
teractions entre ces processus s’eﬀectuent à travers des interfaces bien déﬁnies,
de façon à ce que l’implémentation de chacun n’ait pas d’incidence sur celle
des autres. Ceci permet de faciliter la comparaison entre diﬀérentes implémen-
tations d’un même processus, car chacune peut être remplacée par une autre
de façon transparente pour le reste du système. Cette modularité assure aussi
que l’implémentation d’un processus puisse autant que possible évoluer indé-
pendamment de celle des autres ; par exemple, en prenant la décision d’implé-
menter des comportements de bas niveau avec des machines à états ﬁnis, il y a
un risque d’inﬂuencer la façon de représenter l’espace d’états ou d’actions dans
les algorithmes de planiﬁcation qui les manipulent. Une intégration modulaire
des processus contribue donc à ce que SPAR demeure un banc d’essai facile à
utiliser au cours des prochaines années.
2. Assurer une coordination eﬃcace et ﬂexible des processus.
La coordination des diﬀérents processus est nécessaire aﬁn d’assurer un compor-
tement globalement cohérent de l’agent. Par exemple, la décision d’attaquer un
certain emplacement par un processus de prise de décision doit éventuellement
se traduire par la mise en œuvre par le processus d’exécution des commandes ap-
propriées de bas niveau permettant d’accomplir cette action précise, et non pas
une autre action jugée plus appropriée par le processus d’exécution. L’architec-
ture doit donc fournir des mécanismes à travers lesquels les diﬀérents processus
peuvent échanger de l’information entre eux (directement ou indirectement) et
faire évoluer cette information dans le temps.
3. Assurer le respect des contraintes de temps réel.
À chaque frame, le jeu aﬃche à l’écran une nouvelle image ; la fréquence de ra-
fraîchissement indique le nombre d’images aﬃchées par seconde. Une fréquence
de rafraîchissement minimale doit être conservée aﬁn d’assurer la ﬂuidité des
animations. En conséquence, si l’agent intelligent partage un ﬁl d’exécution avec
le processus de rafraîchissement du jeu, il ne doit pas étirer son traitement sur ce
ﬁl au-delà d’un certain délai maximal. Idéalement, l’architecture devrait donc
faciliter le respect de cette contrainte par les processus en cours d’exécution.
Le deuxième type de contrainte de temps réel réfère au fait que comme le jeu
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avance continuellement, les diﬀérents processus opérant de concert au sein de
l’agent intelligent doivent produire leurs résultats respectifs avant que ces ré-
sultats ne deviennent obsolètes ou inutilisables. Par exemple, la prédiction de
l’emplacement le plus probable où l’armée ennemie va attaquer n’est plus d’au-
cune utilité après que l’armée ennemie ait eﬀectivement complété son attaque.
Idéalement, l’architecture devrait donc fournir des mécanismes permettant de
privilégier l’exécution de processus devant produire leurs résultats rapidement.
4. Permettre un débogage facile des diﬀérents processus intégrés à l’architecture.
Tout logiciel suﬃsamment complexe peut faire l’objet de défauts de conception
à diﬀérents stades de son développement. Dans le cas d’un agent intelligent,
ces défauts de conception peuvent causer des conséquences néfastes comme un
comportement inapproprié ou carrément un plantage de l’agent en cours d’exé-
cution. Une fois qu’une telle conséquence a été observée, la correction du défaut
de conception sous-jacent passe entre autres par l’utilisation d’un débogueur,
qui permet d’interrompre un processus aﬁn d’exécuter pas-à-pas chaque ligne de
son code source et d’inspecter son état interne. La plupart des environnements
de développement fournissent un tel débogueur. Cependant, la seule utilisation
d’un débogueur n’est habituellement pas idéale dans toutes les situations, car
celui-ci ne permet de voir l’état interne de l’agent que ponctuellement. Hors la
détection des défauts de conception eux-mêmes ainsi que le diagnostic de ces
défauts requièrent idéalement la présence de mécanismes permettant d’inspec-
ter l’état de l’agent en temps réel et d’automatiser la détection d’incohérences
dans son état.
2.3 État de l’art
2.3.1 Architecture générale
L’architecture d’un agent intelligent peut prendre diﬀérentes formes, dépendam-
ment du type d’environnement dans lequel il évolue [30]. L’objectif de base d’un agent
intelligent pour un jeu RTS consiste à gagner la partie. Nous nous intéressons particu-
lièrement aux agents basés sur des buts ou plus généralement sur un modèle d’utilité,
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car ils permettant d’assurer une certaine autonomie de l’agent dans la réalisation de
cet objectif. L’architecture SAPHIRA [18, 19] constitue un point de départ intéres-
sant pour poser les bases de l’architecture d’un agent intelligent basé sur des buts ou
sur un modèle d’utilité. Bien que SAPHIRA ait été conçue à l’origine pour les robots
mobiles, les concepts sous-jacents sont également applicables dans d’autres domaines
d’application tels les jeux RTS.
Les composants principaux de SAPHIRA sont illustrés dans la ﬁgure 2.3. Direc-
Figure 2.3 – L’architecture SAPHIRA pour robots mobiles (image tirée de [18])
tement connectés aux capteurs, diﬀérents processus de perception (par exemple la
reconnaissance d’objets et de surface) rendent disponible le résultat de leurs calculs
dans une zone mémoire partagée, appelée Local Perceptual State (LPS). Cette zone
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mémoire permet de maintenir une représentation géométrique de l’espace autour du
robot qui guide les processus de prise de décision. Ces processus incluent des com-
portements réactifs à base de règles de logique ﬂoue qui se réfèrent directement aux
lectures de capteurs pour envoyer des commandes aux actionneurs, des comporte-
ments orientés-but qui utilisent les représentations internes emmagasinées dans la
LPS (tels l’enregistrement des murs du corridor à suivre) en plus des lectures de
capteurs, et des tâches de navigation (telles l’atteinte d’une destination particulière).
Par-dessus ces comportements, un module de contrôle délibératif nommé PRS-Lite,
une version allégée du Procedural Reasoning System [16], détermine quand l’activation
et la désactivation des comportements particuliers doit avoir lieu, dépendamment des
buts présentement poursuivis par le robot. L’architecture SAPHIRA a été implémen-
tée et déployée avec succès sur le robot mobile Flakey 3, qui a participé à l’édition
1992 et 1993 de la compétition AAAI sur les robots mobiles. De plus, SAPHIRA était
livrée avec les robots Pioneer, ce qui a contribué à sa popularité [1].
SAPHIRA combinait des idées des architectures dites délibératives avec d’autres
concepts tirés des architectures dites comportementales, ce qui, toujours selon cette
terminologie [24], en faisait une architecture dite hybride. Une architecture délibéra-
tive nécessite la mise en place et la maintenance de représentations symboliques du
monde permettant à un processus de planiﬁcation d’y prédire les eﬀets des actions fai-
sables aﬁn de générer un plan d’actions optimisé. Ce type d’architecture permet à un
agent d’agir de façon stratégique dans les domaines relativement statiques, mais n’est
malheureusement pas adaptée aux domaines hautement dynamiques et bruités néces-
sitant des réactions rapides aux événements imprévisibles. Un exemple d’architecture
basée sur la planiﬁcation est proposée par Ambros et Steel [2]. Les architectures com-
portementales couplent plus directement les données sensorielles avec les commandes
à envoyer aux actionneurs par l’utilisation de règles simples associant les stimuli de
l’environnement aux réponses à exécuter inscrites au sein de processus distribués in-
teragissant les uns avec les autres appelés comportements. Cette forme d’architecture
permet à l’agent de faire preuve d’une plus grande réactivité face aux changements
dans l’environnement, mais limite dans une certaine mesure son autonomie aux seules
règles simples préétablies. La Subsumption Architecture introduite par Brooks [4] est
3. http ://www.ai.sri.com/people/ﬂakey/
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un exemple d’architecture comportementale. Conséquemment, les architectures hy-
brides tentent de combiner les avantages des deux types d’architectures précédentes
en faisant interagir des composants comportementaux permettant de satisfaire les
contraintes temps réel avec d’autres composants délibératifs en mesure de mener à
terme un raisonnement à plus long terme.
De plus, d’autres architectures dites cognitives tentent de modéliser les processus
intervenant dans la cognition humaine [11]. Les architectures cognitives sont typique-
ment utilisées dans un contexte d’entraînement d’opérateurs humains aﬁn de com-
prendre les erreurs posées par les opérateurs et d’en déduire les causes. Ce type d’ar-
chitecture oﬀre également un attrait pour le développement d’agents intelligents, dans
la mesure où la modélisation de l’intelligence humaine au sein de l’agent peut lui per-
mettre de prendre des décisions rationnelles. Les architectures cognitives SOAR [21]
et ACT-R [3] demeurent les deux exemples les plus populaires.
2.3.2 Architecture spéciﬁque aux jeux vidéo
Les architectures proposées spéciﬁquement dans les jeux vidéo tendent à exhiber
des structures et propriétés spéciﬁques aux contraintes présentes dans ce type d’appli-
cation. Par exemple, Cutumisu et Szafron [10] proposent l’utilisation de ﬁles multiples
de comportements pour encapsuler des ensembles de comportements d’un agent en
rôles, lesquels changent dynamiquement selon l’état du jeu et les interactions avec les
autres agents. Leur architecture supporte plusieurs représentations de comportements,
incluant les machines à états ﬁnis, les machines à états hiérarchiques, les scripts, les
arbres de comportements et les réseaux de tâches hiérarchiques. Les comportements,
étiquetés comme proactifs, réactifs ou latents, sont maintenus dans plusieurs ﬁles de
priorité diﬀérente et guident les interactions de l’agent avec l’environnement, inter-
actions qui à leur tour provoquent l’instanciation de nouveaux comportements, selon
les rôles courants de l’agent. Pour démontrer la pertinence de leur architecture pro-
posée, les auteurs l’ont implémentée dans le jeu vidéo de rôle Neverwinter Nights.
Cependant, bien que les auteurs aient démontré l’applicabilité de l’architecture dans
un environnement avec un nombre limité d’agents, il semble incertain que sa mise à
l’échelle dans un jeu RTS impliquant des centaines d’unités soit possible.
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Plus spéciﬁquement dans les jeux RTS, Scott [31] discute de la séparation des diﬀé-
rentes fonctionnalités nécessaires en gestionnaires telle qu’adoptée dans le jeu Empire
Earth. Typiquement, un gestionnaire est nécessaire pour chacune des fonctionnalités
suivantes : choisir une stratégie à adopter, rechercher les technologies nécessaires en
fonction de cette stratégie, déterminer où construire les bâtiments, gérer la récolte
des matériaux, recruter des unités, faire la reconnaissance des territoires ennemis et
contrôler les unités lors des combats. Cette séparation des tâches est aussi adoptée
par McCoy et Mateas [25] qui identiﬁent les gestionnaires nécessaires en analysant
les décisions prises par des joueurs experts dans le cadre du jeu Wargus. Ces derniers
utilisent le langage ABL (A Behavior Language) permettant la spéciﬁcation de com-
portements réactifs et l’interaction entre les diﬀérents gestionnaires par le mécanisme
de déﬁnition de buts présent dans le langage. L’approche de séparation des fonction-
nalités en gestionnaires est déﬁnitivement intéressante. Cependant, elle nécessite que
le programmeur déﬁnisse explicitement les fonctionnalités de haut niveau nécessaires,
plutôt que de laisser émerger ces fonctionnalités à travers un raisonnement sur les ac-
tions pouvant être posées. C’est pour cette raison que nous considérons l’architecture
proposée par ces auteurs comme trop restrictive, et préférons laisser cette séparation
en gestionnaires simplement comme une implémentation possible des processus de
prise de décision.
Pour leur part, Wintermute et al [34] ont créé le système SORTS (Soar/ORTS)
en connectant le moteur de jeux ORTS à l’architecture cognitive SOAR. Le sys-
tème SORTS modélise au sein de SOAR l’habileté humaine de groupement d’objets
similaires et la restriction de l’attention pour fournir de l’information aux agents in-
telligents qui l’utilisent. Il oﬀre également une capacité de planiﬁcation collaborative
de chemins et permet d’attacher aux unités des comportements de bas niveau expri-
més à l’aide de machines à états ﬁnis. Plusieurs agents intelligents basés sur SORTS
ont été implémentés et ceux-ci ont produit de bons résultats lors de la compétition
ORTS 2006. Cependant, le système SORTS ne semble pas satisfaire directement nos
requis, car l’obligation de comprendre le format des entrées/sorties de SOAR rend
plus diﬃcile la création des processus nécessaires, et l’utilisation de SOAR comme
“boîte noire” complique grandement le débogage.
34
2.4. Description de l’architecture proposée
2.4 Description de l’architecture proposée
	

	



	


		

		


		
	
 

!

	
"	

#$"%
#$


	&
'(
	
	
)	
	"	&	
		
	
*
+
,	&
#$"%
	

	


		


-
.*
	
'(
"	&		

.	
		
 "			

-%
	
-
.*
	
Figure 2.4 – Architecture de l’agent intelligent SPAR
L’architecture de l’agent intelligent SPAR est illustrée dans la ﬁgure 2.4. L’organi-
sation dans SAPHIRA des processus en diﬀérents niveaux d’abstraction et la présence
d’un dépôt de données centralisé a servi d’inspiration pour notre architecture. En ef-
fet, une telle forme d’organisation facilite le développement modulaire des diﬀérents
processus coexistants au sein de l’architecture, car en évoluant au sein d’une couche
donnée chacun raisonne à un niveau d’abstraction particulier. De plus, cette orga-
nisation facilite la coordination des processus, en leur permettant de partager et de
mettre à jour l’information disponible dans le dépôt de données et en limitant les
échanges directs aux interfaces unidirectionnelles de communication fournies par les
couches inférieures aux couches supérieures.
Les processus d’analyse de la situation (à gauche dans la ﬁgure) récupèrent l’état
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observable du jeu, en font une analyse et stockent le résultat de leurs calculs dans
la zone mémoire croyances et connaissances. Cette information est utilisée par les
processus de prise de décision (à droite dans la ﬁgure) pour déterminer ultimement
les commandes appropriées à exécuter par les unités contrôlables. L’exécution et
le suivi de l’exécution de ces commandes est assurée par la couche des comporte-
ments réactifs. Cependant, il n’est pas toujours possible d’exécuter l’ensemble des
commandes suggérées car certaines d’entre elles sont mutuellement exclusives ; par
exemple, deux commandes diﬀérentes nécessitant l’utilisation d’une même ressource
non partageable (comme un bâtiment particulier) ou la consommation de matériaux
disponibles en nombre insuﬃsant. Conséquemment, il est de la responsabilité du mo-
dule d’arbitrage d’allouer les ressources aux processus en faisant la demande lorsque
celles-ci deviennent disponibles et de déterminer les processus à favoriser dans l’allo-
cation de ces ressources.
Les processus d’analyse de la situation et de prise de décision sont organisés en
couches hiérarchiques et raisonnent chacun à des niveaux d’abstraction diﬀérents.
Dans la ﬁgure, chacun des huit rectangles de part et d’autre de la zone mémoire
croyances et connaissances représente une couche particulière d’analyse de la situa-
tion ou de prise de décision. Chaque couche oﬀre une interface d’appel de fonctions
à la couche qui lui est immédiatement supérieure ; de cette façon, les couches supé-
rieures ne sont dépendantes que de cette interface, et non pas de l’implémentation
sous-jacente des couches inférieures. Cette forme d’organisation augmente donc la
modularité de l’architecture, car une même couche peut donc être implémentée de
plusieurs façons diﬀérentes, en autant qu’elle se conforme à l’interface à respecter. De
plus, une couche donnée peut correctement fonctionner sans l’existence d’une couche
de niveau supérieure, ce qui permet de désactiver les couches supérieures pour plus
facilement tester cette couche en question.
Seules les couches en bleu ont fait l’objet d’une implémentation ; celles en gris
font seulement partie de la vision globale de l’architecture. À l’intérieur de chaque
couche, de plus petits rectangles indiquent les diﬀérentes capacités participant à l’im-
plémentation de cette couche. Encore une fois, les petits rectangles gris dénotent des
capacités n’ayant pas encore été implémentées ou n’ayant pas encore été intégrées
à l’architecture. Bien que les concepts inhérents à chaque couche soient généraux,
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les capacités en question sont spécialisées ici pour le jeu StarCraft et l’interface de
communication BWAPI.
2.4.1 Analyse de la situation
Perception
La perception consiste en la cueillette d’information sur l’environnement par le
biais des capteurs de l’agent. Dans notre cas, l’ensemble de cette information est ren-
due disponible par l’interface BWAPI qui, conformément à l’information accessible
aux joueurs humains, fournit les caractéristiques du terrain et celles des unités vi-
sibles, mais n’oﬀre aucune information sur les unités couvertes par le brouillard de
guerre, et ne fournit qu’une information partielle sur certaines unités dotées de mé-
canismes de camouﬂage particuliers. De plus, contrairement aux joueurs humains qui
sont contraints de percevoir une partie seulement de la carte à tout moment par le
biais de leur fenêtre sur le jeu (voir la ﬁgure 2.5), un agent intelligent a accès par
BWAPI à l’ensemble de la carte à tout moment.
Analyse des données
L’analyse des données consiste en l’examen des données sensorielles acquises par
le processus de perception et en leur consolidation en de nouvelles structures plus
simples d’utilisation. L’architecture fournit en premier lieu des fonctionnalités d’ana-
lyse statique de la carte qui permettent de la décomposer en un graphe exprimant
la connectivité entre diﬀérentes régions. Cette analyse est réalisée par la librairie
BWTA 4 (Brood War Terrain Analyzer), un outil utilisant l’interface BWAPI et dont
le fonctionnement est décrit dans [27]. La librairie BWTA a été intégrée dans l’archi-
tecture. Un aperçu du résultat de l’analyse de la carte est illustré dans la ﬁgure 2.6.
De plus, l’architecture oﬀre un mécanisme permettant de raisonner sur les unités
ennemies présentement non perceptibles (c’est-à-dire, non accessibles via BWAPI).
En eﬀet, comme indiqué dans la section précédente, BWAPI fournit l’information
4. http ://code.google.com/p/bwta/
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Figure 2.5 – Vue partielle sur la carte pour les joueurs humains
appropriée sur les unités visibles de la carte, mais garde cachées certaines caractéris-
tiques des unités camouﬂées ou couvertes par le brouillard de guerre. L’architecture
pallie en partie cette lacune en fournissant un mécanisme permettant de conserver
un historique de l’apparition et des déplacements des unités ennemies, ce qui per-
met à l’agent de raisonner également sur les unités présentement inaccessibles. Par
exemple, sur la ﬁgure 2.7, les rectangles rouges représentent des unités présentement
inaccessibles mais dont les attributs (incluant leur dernière position connue) ont été
conservés en mémoire. Cette information est particulièrement utile pour déterminer
dans quelle région une attaque devrait être initiée. En eﬀet, les territoires occupés
par le joueur adverse sont souvent plongés dans le brouillard de guerre, car celui-ci
s’eﬀorce typiquement d’éliminer le plus tôt possible les éclaireurs envoyés en recon-
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Figure 2.6 – Aperçu de l’analyse eﬀectuée par la librairie BWTA, tiré de http ://-
code.google.com/p/bwta/
naissance par l’agent. En conservant en mémoire l’information la plus à jour sur les
défenses propres à chaque région, SPAR peut ainsi lancer une attaque dans la région
la moins bien défendue.
De plus, l’architecture supporte divers processus permettant d’interpréter les per-
ceptions de l’environnement pour en déduire la capacité des unités à inﬂuencer l’état
du jeu à partir de l’état courant. Ces processus produisent des cartes d’inﬂuence [32]
constituées de diﬀérentes cellules où sont aggrégés certains attributs des unités dont
leurs points de vie, leurs dégâts estimés, leur portée, leur vitesse et leur disposition.
Ces cartes d’inﬂuence permettent de faciliter l’implémentation d’algorithmes néces-
sitant des formes de raisonnement spatial, où raisonner sur les unités individuelles
présentes dans une certaine zone nécessiterait de trop grandes ressources de calcul,
mais se limiter aux cellules des cartes d’inﬂuence demeure possible. Par exemple, sur
la ﬁgure 2.8, les rectangles rouges formant un quadrillage indiquent le niveau de me-
nace ennemie terrestre associé à chaque cellule, une information utilisée par l’unité
robotique (Probe) envoyée en reconnaissance pour rester hors de portée des unités en-
nemies. Le niveau d’intensité du rouge correspond directement au niveau de menace ;
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Figure 2.7 – Informations sur les unités présentement inaccessibles
ainsi, les rectangles à droite sont dessinés avec un rouge plus terne que ceux à gauche,
ce qui indique un niveau de menace inférieur.
Reconnaissance tactique
La reconnaissance tactique consiste en l’utilisation des données ainsi abstraites
pour reconnaître les actions exécutées par l’adversaire, et de ce fait en inférer les
plans suivis à court et moyen terme. Par exemple, ce processus pourrait évaluer la
destination ou l’objectif le plus probable d’un groupe d’unités ennemies se déplaçant
de concert vers le territoire occupé par l’agent, ou encore correctement discerner les
agissements particuliers d’un certain nombre d’unités ennemies tentant de leurrer
les troupes de l’agent en territoire défavorable ou dans un piège. L’architecture ne
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Figure 2.8 – Menace terrestre posée par les unités ennemies
fournit présentement pas de capacités de reconnaissance tactique (ni de formes de
représentation de ces plans), mais de telles capacités pourraient être intégrées dans
le futur.
Reconnaissance stratégique
La reconnaissance stratégique tente d’évaluer l’objectif à plus long terme de l’ad-
versaire, incluant les moyens utilisés pour l’atteindre. Présentement, aucune capacité
de reconnaissance stratégique n’est incluse dans l’architecture. Cependant, l’approche
décrite dans [17] pourrait être utilisée dans SPAR pour reconnaître le build order pré-
sentement suivi par l’adversaire. Un build order est une progression linéaire en début
de partie d’actions de production d’unités, de recherche de technologies et de gestion
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de ressources. Un joueur choisit son build order en espérant qu’il lui permette d’obtenir
un avantage sur son adversaire, ce qui dépend du build order choisi par l’adversaire en
question. Théoriquement, une immense quantité d’alternatives existent, étant donné
qu’un joueur est libre d’eﬀectuer les actions de production, recherche et gestion de
ressources de son choix. Cependant, la majeure partie de ces alternatives ne sont pas
viables car leur adoption résulte en des probabilités de victoire insatisfaisantes pour
le joueur.
Les diﬀérents build orders viables font l’objet d’études exhaustives par la commu-
nauté, qui les raﬃnent et en découvrent de nouveaux à mesure que le jeu atteint sa
maturité. Les principaux build orders pour le jeu StarCraft sont disponibles sur de
nombreux sites web 5. L’approche décrite dans [17] utilise un sous-ensemble de ces
build orders préalablement décrits dans un formalisme particulier (voir ﬁgure 2.9)
et retourne un ensemble d’hypothèses associant chaque build order à une probabi-
lité d’être celui réellement suivi par l’adversaire. Une fois rendue disponible, cette
R(W) B(SP) R(W, 2) R(Z, 6) R(W) R(O)
R(W, 5) B(SP) R(W, 2) R(Z, 6)R(O)
R(W, 5) R(O) R(W, 3) R(Z, 6)B(SP) R(W, 3) B(H)
5 Pool
Scout Atk
Scout Atk
9 Pool
12 Pool
Figure 2.9 – Sous-ensemble de la librairie de plans de la race Zerg (image tirée de [17])
5. Par exemple, sur http ://wiki.teamliquid.net/starcraft
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information pourrait par exemple permettre à SPAR d’adapter son build order pour
maximiser son avantage sur l’adversaire.
2.4.2 Prise de décision
Décisions stratégiques
Les décisions stratégiques concernent la sélection de la stratégie à adopter par
l’agent. Une stratégie particulière dicte à l’agent :
– Le moment où il convient d’établir de nouvelles bases et les territoires sur les-
quels les établir ;
– Les technologies à rechercher ;
– La composition d’armée à recruter.
L’architecture permet la déﬁnition par un programmeur d’un nombre arbitraire de
stratégies pouvant être suivies à n’importe quel moment au cours de la partie. Une
stratégie agressive pourrait ainsi privilégier le recrutement d’unités de combat au
détriment d’unités de récolte de matériaux, alors qu’une stratégie conservatrice au-
rait comme objectif l’établissement et la défense de nouvelles bases d’opérations. Un
exemple de stratégie agressive consiste à eﬀectuer un Zealot rush : négliger la construc-
tion de nouvelles bases et la recherche de technologies au proﬁt d’une attaque hâtive
d’unités terrestres disponibles à faible coût.
L’implémentation courante utilise initialement une stratégie aléatoire, puis se base
ensuite sur des règles de production pour déterminer la meilleure stratégie à adopter
(voir ﬁgure 2.10). Ces règles sont évaluées par rapport à l’information rendue dispo-
nible dans les croyances et connaissances. Par exemple, si une unité de reconnaissance
rapporte que le joueur adverse est en train d’investir massivement dans la création
d’unités aériennes, SPAR choisira une stratégie privilégiant le recrutement d’unités
anti-aériennes.
Décisions tactiques
Les décisions tactiques consistent à mettre en place les actions appropriées aﬁn de
réaliser les objectifs décrétés par la couche stratégique. Pour ce faire, similairement
à [25], l’architecture permet la mise en place de multiples gestionnaires chacun en
43
Chapitre 2. Architecture décisionnelle pour les jeux RTS
	

			
		
		














	
	
	
		

	



 !	
" 
Figure 2.10 – Décisions stratégiques à base de règles
charge d’un aspect spéciﬁque de la partie, reﬂétant ainsi les considérations d’un joueur
humain expert. Chaque gestionnaire se base sur l’information rendue disponible dans
les croyances et connaissances pour ainsi les actions appropriées au moment opportun
(voir ﬁgure 2.11). Peu importe la stratégie courante adoptée, les mêmes gestionnaires
sont actifs tout au long de la partie.
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Figure 2.11 – Décisions tactiques implémentées par des gestionnaires
Les gestionnaires pourraient être remplacés dans le futur par un planiﬁcateur cen-
tralisé produisant des plans d’actions et combinant dans un même algorithme l’en-
44
2.4. Description de l’architecture proposée
semble des considérations propres à chaque gestionnaire ainsi remplacé. Le domaine
de la planiﬁcation en intelligence artiﬁcielle [13] s’intéresse à de tels planiﬁcateurs. Un
tel planiﬁcateur centralisé n’a cependant pas encore été développé, comme l’indique
le rectangle gris dans la ﬁgure 2.4.
Actions
Les actions tentent d’atteindre les objectifs donnés par la couche tactique en
attachant les comportements appropriés aux unités disponibles. L’objectif de chaque
action est inclus dans ses paramètres ; par exemple, une action de construction prend
en entrée une contrainte sur la zone de construction ainsi que le type de bâtiment
à construire et a donc comme objectif de mener à terme la construction dans la
zone indiquée. Chaque action instancie au ﬁl de son exécution les comportements
nécessaires dans l’atteinte de cet objectif. Une action de construction instancie donc
un comportement de déplacement d’unité pour amener une unité choisie jusqu’à la
zone de construction, puis un second comportement complétant la construction du
bâtiment en tant que telle (voir ﬁgure 2.12). Une action termine lorsque ses objectifs
sont atteints, lorsqu’il est devenu impossible d’atteindre les objectifs ou lorsque la
couche supérieure annule l’action.
Figure 2.12 – Exemple d’action : action de construction
L’ensemble des actions disponibles doivent être déﬁnies par le programmeur. Par
opposition aux comportements de la couche inférieure, les actions doivent exister
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à un niveau d’abstraction suﬃsant pour permettre leur manipulation par la couche
supérieure de décisions tactiques. Pour SPAR, les actions incluent le recrutement d’un
certain nombre d’unités, la construction d’un bâtiment, le déplacement d’un groupe
d’unités, l’exploration d’une région par un groupe d’unités, l’attaque d’une région par
un groupe d’unités et la recherche d’une technologie. Les actions sont implémentées
à l’aide de machines à états ﬁnis (ﬁnite-state machines, FSM) simpliﬁant la gestion
d’événements.
Comportements
Les comportements sont des processus réactifs responsables d’envoyer les com-
mandes de bas niveau aux unités individuelles. L’exécution des commandes elles-
mêmes est assurée par l’interface BWAPI, qui les transmet au jeu StarCraft. Les
comportements tiennent compte des changements rapides et imprévisibles dans l’état
du jeu en réagissant aussi rapidement que possible aux événements observés. Un
comportement peut transmettre directement les commandes adéquates aux unités ou
instancier un sous-comportement si nécessaire ; dans le deuxième cas, une hiérarchie
de comportements est ainsi créée. De façon similaire aux actions, l’objectif de chaque
comportement est inclus dans ses paramètres ; par exemple, un comportement d’at-
taque prend en entrée une unité ainsi qu’une cible donnée et a donc comme objectif de
faire en sorte que l’unité détruise la cible. Un comportement termine lorsque ses ob-
jectifs sont atteints, lorsqu’il est devenu impossible d’atteindre les objectifs ou lorsque
la couche supérieure annule l’action.
L’ensemble des comportements disponibles doivent être déﬁnis par le program-
meur. Les comportements existent à un niveau d’abstraction inférieur à celui des
actions, fonctionnent typiquement à une fréquence plus élevée et sont autorisés à
envoyer des commandes de bas niveau aux unités. Aﬁn d’assurer la réactivité des
comportements, ceux-ci sont également implémentés grâce à des machines à états
ﬁnis. Un exemple de comportement est illustré dans la ﬁgure 2.13, où un transpor-
teur aérien (Shuttle) améliore la mobilité d’une unité robotique lente mais puissante
(Reaver) en la déposant à des endroits stratégiques pour qu’elle fasse feu.
Un autre exemple de comportement consiste en le déplacement d’une unité jus-
qu’à une destination désirée. Le jeu StarCraft utilise à l’interne des algorithmes de
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Figure 2.13 – Exemple de comportement : Reaver Drop
planiﬁcation de chemins pour guider en temps réel l’unité vers sa destination, même
face aux changements dynamiques dans l’environnement. Ces algorithmes internes
au jeu ne sont toutefois pas toujours appropriés, car ils ignorent la dangerosité des
chemins proposés. Pour pallier cette limitation, l’architecture fournit également des
algorithmes de planiﬁcation de chemins en temps réel ; ces algorithmes sont en mesure
de calculer le chemin le plus court pour une unité donnée qui la rapprocherait autant
que possible d’une destination tout en évitant les cases impraticables et les menaces
présentes dans l’environnement. Le degré de menace est obtenue par les cartes d’in-
ﬂuence décrites dans la sous-section 2.4.1. Le problème revient à trouver le chemin
oﬀrant le meilleur compromis entre sécurité et eﬃcacité, c’est-à-dire à minimiser la
menace encourue le long du chemin tout en minimisant également la longueur de ce
chemin. Un exemple de chemin prenant en compte la menace est aﬃché dans la ﬁ-
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gure 2.14, où un Probe contourne le rayon d’action de l’unité de défense ennemie aﬁn
de se rapprocher de son objectif. Dans la ﬁgure, les x représentent des cases où le
Probe n’a pas la possibilité de passer, et les nombres indiqués en vert, jaune, ou rouge
représentent la menace ennemie reliée à chaque case et tirée de la carte d’inﬂuence
appropriée. Le comportement de déplacement d’unité utilise donc ces algorithmes
pour calculer un chemin appropriée évitant le menace.
Figure 2.14 – Planiﬁcation de chemins
2.4.3 Arbitrage
Chaque commande envoyée à une unité requiert l’utilisation d’un certain nombre
de ressources pour en permettre l’exécution. Les ressources en question peuvent être
renouvelables ou non-renouvelables. Les ressources renouvelables incluent les unités
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mobiles de l’agent, qui peuvent faire l’objet de commandes de déplacement ou d’at-
taque de façon répétée dans le temps, et les bâtiments de l’agent qui sont sollicités
régulièrement pour recruter des unités et développer des technologies. Les ressources
non-renouvelables incluent les matériaux disponibles sur la carte, qui sont récoltés
par les joueurs au cours de la partie pour mener à bien le recrutement d’unités, la
construction de bâtiments et le développement de technologies.
Chaque joueur dispose à tout moment d’une certaine quantité de ressources pou-
vant être utilisée pour exécuter ces commandes. Or de multiples commandes peuvent
requérir des ressources non-partageables ; par exemple, deux commandes diﬀérentes
pourraient nécessiter l’utilisation exclusive d’un même bâtiment ou la consommation
irréversible de certains matériaux disponibles en quantité limitée. C’est au module
d’arbitrage que revient la responsabilité de déterminer les processus auxquels allouer
les ressources disponibles parmi ceux en faisant la demande. Cette décision est basée
sur plusieurs critères, dont la quantité nécessaire de ressources par rapport à la quan-
tité disponible et la priorité assignée à la demande par rapport aux autres demandes.
Le module d’arbitrage planiﬁe l’allocation des ressources en tentant de minimiser le
temps d’attente de chaque demande pondéré par sa priorité. Il est décrit en plus de
détails dans l’annexe A.
2.4.4 Flot d’exécution
L’interface BWAPI et l’agent intelligent y étant connecté (e.g. SPAR) existent au
sein du processus système du jeu StarCraft. Le jeu StarCraft, l’interface BWAPI et
SPAR mettent chacun en place les ﬁls d’exécution suivants :
– Le jeu StarCraft fait usage d’une dizaine de ﬁls d’exécution pour assurer le
déroulement appropriée de la partie.
– L’interface BWAPI utilise un ﬁl d’exécution supplémentaire partagé avec l’agent
intelligent.
– L’architecture met également en place des ﬁls d’exécution auxiliaires dépen-
damment du nombre de processeurs disponibles.
L’ensemble des processus décrits dans les sections précédentes peuvent être exécutés
sur le ﬁl d’exécution principal (celui partagé avec BWAPI) ou sur des ﬁls d’exécution
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auxiliaires mis en place par l’architecture. C’est au programmeur de prendre cette
décision, car lancer un processus sur un ﬁl d’exécution auxiliaire requiert du travail
supplémentaire de synchronisation.
Fil d’exécution principal
Figure 2.15 – Flot de contrôle du ﬁl d’exécution principal de BWAPI
Le ﬂot d’exécution du ﬁl principal à l’intérieur d’un frame est représenté sur la ﬁ-
gure 2.15. L’interface BWAPI met d’abord à jour l’état du jeu selon les commandes
reçues lors du frame précédent. Cette mise à jour inclut le déplacement des unités
à une nouvelle position, la création de nouvelles unités lorsque leur recrutement est
terminé, etc. Chaque joueur est en mesure de percevoir un certain sous-ensemble des
changements ayant eu lieu sur la carte, dépendamment de leur vue respective sur
celle-ci. Un certain nombre de ces changements tels que l’apparition d’une nouvelle
unité dans une portion observable de la carte, la destruction d’une unité visible et la
création d’une nouvelle unité constituent des événements potentiellement importants
pour l’agent BWAPI facilite la découverte par l’agent de ces événements importants
en les lui publiant directement. Une fois ces événements publiés, BWAPI laisse la pos-
sibilité à l’agent d’exécuter du code pendant un certain temps en lui signiﬁant le début
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du nouveau frame. L’agent tire proﬁt de cette période de temps pour sélectionner les
commandes appropriées à assigner aux unités contrôlables, puis cède ensuite l’exécu-
tion à BWAPI qui remet à jour l’état du jeu en fonction de ces nouvelles commandes,
redémarrant ainsi le cycle. Pour sa part, SPAR utilise cette période de temps pour
exécuter ses processus d’analyse de la situation et de prise de décision, ces derniers
se chargeant de sélectionner les commandes appropriées à envoyer aux unités.
Un nombre minimal de frames par seconde (typiquement 40) est requis pour s’as-
surer de la ﬂuidité des animations. Par conséquent, le traitement d’un frame sur le
ﬁl d’exécution principal ne doit pas s’étirer au-delà d’un certain temps (1/40e de
seconde). Aﬁn de respecter cette contrainte de temps réel, le code de l’agent intelli-
gent en cours d’exécution sur ce ﬁl doit donc prévoir des mécanismes pour céder la
place à BWAPI lorsqu’il n’y a plus de temps disponible. Il faut toutefois noter qu’un
grand nombre de processus système peuvent coexister avec le jeu StarCraft, ajoutant
ainsi un degré de non-déterminisme dans l’allocation des processeurs disponibles ; en
conséquence, même si cette contrainte est satisfaite par l’agent il n’est pas garanti
que le nombre minimal de frames par seconde soit toujours respecté.
Ordonnancement des tâches
Aﬁn de satisfaire de façon rigoureuse à la contrainte de temps réel sur le ﬁl d’exé-
cution principal, l’ensemble du code de l’agent intelligent à exécuter sur ce ﬁl est
subdivisé en tâches, avec la contrainte que chaque tâche nécessite un temps pro-
cesseur minimal et régulier. Une tâche particulière requérant un temps processeur
ininterrompu trop important doit ainsi être morcelée en plusieurs sous-tâches aﬁn
de permettre de suspendre temporairement son exécution. Par exemple, la mise à
jour d’une carte d’inﬂuence au complet doit être morcelée en plusieurs sous-tâches
mettant à jour diﬀérentes parties de la carte. L’ensemble des processus d’analyse de
la situation et de prise de décision décrits précédemment peuvent donc soumettre
périodiquement des tâches à exécuter sur le ﬁl d’exécution principal.
Chaque tâche inclut entre autres les numéros des frames minimal et maximal aux-
quels on aimerait qu’elle soit exécutée. Par exemple, une tâche en charge de la mi-
crogestion d’une unité critique impliquant dans un combat pourrait demander d’être
exécutée aussitôt que possible, alors qu’une autre tâche responsable du suivi du re-
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crutement d’une unité ne doit pas être exécutée avant que le temps nécessaire au
recrutement de l’unité soit écoulé. Le numéro maximal indique le frame maximal au-
quel on souhaiterait que la tâche soit exécutée, si par malheur il advenait à manquer
de temps de façon prolongée sur le ﬁl d’exécution principal. Par contre, étant donné
l’absence de garantie sur le temps processeur utilisé par BWAPI à chaque frame, il
est impossible de garantir que cette dernière préférence soit respectée.
L’architecture fournit un ordonnanceur interne chargé d’exécuter les tâches lui
ayant été soumises sur le ﬁl d’exécution principal jusqu’à ce que la limite de temps
pour le frame courant soit atteinte. Si certaines tâches ne peuvent être exécutées du-
rant le frame courant faute de temps, leur exécution est simplement reportée au pro-
chain frame. Or, certaines d’entre elles sont peut-être plus prioritaires que d’autres ;
dans ce cas advenant un manque de temps on souhaiterait que l’exécution des tâches
moins prioritaires soit reportée au frame suivant. Ainsi, chaque tâche inclut également
un indicateur dénotant sa priorité par rapport aux autres tâches, reﬂétant ainsi la la-
titude dont elle dispose pour rendre disponible les résultats attendus. L’ordonnanceur
peut de cette façon exécuter les tâches selon leur priorité.
Un exemple d’ordonnancement des tâches est illustré dans la ﬁgure 2.16. Dans cet
exemple, les trois tâches en rouge de basse priorité n’ont pas pu être exécutées avant
que leur numéro maximal de frame d’exécution soit atteint et seront donc exécutées
avant les autres tâches durant le prochain frame.
En résumé, deux inconvénients principaux sont liés à l’utilisation du ﬁl principal :
la nécessité de morceler une tâche longue en plusieurs sous-tâches interruptibles et
l’incertitude sur le frame exact durant lequel la tâche en question sera exécutée.
Fils d’exécution auxiliaires
Avant d’éviter ces inconvénients, l’architecture met place des ﬁls d’exécution auxi-
liaires permettant l’exécution ininterrompue de diverses tâches diﬃciles ou incom-
modes à morceler. Ces tâches sont toutefois également soumises à une contrainte
de temps réel, au sens où elles doivent produire leurs résultats respectifs avant que
ceux-ci ne deviennent obsolètes ou inutilisables. Sur un système doté d’un seul proces-
seur, ces ﬁls d’exécution auxiliaires compétitionnent avec le ﬁl d’exécution principal
pour l’utilisation du processeur, risquant ainsi de violer la contrainte temps réel de
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Figure 2.16 – Ordonnancement des tâches sur le ﬁl d’exécution principal
BWAPI si les tâches y étant exécutées requièrent beaucoup de ressources de calcul.
Cependant, une fois déployés sur un système possédant plusieurs processeurs, ces
ﬁls d’exécution supplémentaires permettent de tirer avantage de la capacité de cal-
cul accrue du système. Par défaut, l’architecture rend disponible un nombre de ﬁls
d’exécution auxiliaires égal au nombre de processeurs supplémentaires disponibles,
exploitant ainsi l’ensemble des processeurs disponibles.
Cependant, un inconvénient signiﬁcatif lié à l’utilisation de ﬁls d’exécution auxi-
liaires découle du fait que l’interface BWAPI n’est pas synchronisée pour le traitement
multiﬁl ; en eﬀet, seul le ﬁl d’exécution principal peut lire l’état de BWAPI susceptible
d’évoluer d’un frame à l’autre ou soumettre des commandes à exécuter aux unités. Un
ﬁl d’exécution auxiliaire devant faire appel à un élément non synchronisé de BWAPI
doit donc déléguer l’opération en question au ﬁl d’exécution principal.
Présentement dans SPAR, seules les tâches de planiﬁcation de chemins pour les
unités individuelles sont assignées aux ﬁls d’exécution auxiliaires. Comme elles ne
peuvent faire appel à BWAPI directement, ces tâches reçoivent en paramètre un
instantané (snapshot) de l’état de la partie au moment présent, calculent des chemins
appropriés à partir de cet instantané et, possiblement quelques frames plus tard,
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publient les chemins trouvés sur le ﬁl d’exécution principal.
2.4.5 Outils de débogage
La librairie BWAPI oﬀre un certain nombre d’outils facilitant le débogage d’agents
intelligents. Entre autres, elle permet d’aﬃcher des formes et du texte à l’écran, par-
dessus le rendu de StarCraft. Ceci donne donc la possibilité d’aﬃcher de l’information
pertinente sur l’état interne de l’agent lors du déroulement de la partie.
De plus, l’architecture de l’agent SPAR oﬀre un grand nombre d’outils facilitant la
détection et le diagnostic de problèmes rencontrés lors de l’exécution. Les principaux
outils sont les suivants :
– Par défaut, les agents intelligents chargés avec la librairie BWAPI n’ont aucun
ﬂux de sortie standard. L’architecture redirige ce ﬂux vers un terminal en mode
texte permettant de visualiser le résultat de commandes de débogage.
– Une interface graphique permet également d’observer l’état interne de l’agent en
temps réel. En particulier, on peut y voir la hiérarchie complète des processus
et l’ensemble des demandes de ressources en attente.
– Un mécanisme de vériﬁcation automatisée de cohérence permet de détecter le
plus tôt possible les incohérences dans l’état de l’agent. Il utilise des assertions
pour interrompre l’exécution de l’agent lorsque nécessaire.
– Chaque événement intéressant est enregistré dans un journal des événements
(un ﬁchier persistant sur disque), ce qui facilite le diagnostic de problèmes sur-
venant pendant l’exécution.
Ces mécanismes sont décrits en plus de détails dans l’annexe C.
2.5 Évaluation
2.5.1 Résultats
SPAR a eu l’occasion de se mesurer à d’autres agents intelligents en participant
aux éditions 2011 et 2012 de la AIIDE StarCraft AI Competition et à l’édition 2012 de
la Student StarCraft AI Tournament (SSCAI). La AIIDE StarCraft AI Competition
est organisée au sein de la conférence AIIDE depuis 2010 et demeure ouverte à tous
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les développeurs, alors que la compétition SSCAI permet à des étudiants intéressés
par le développement d’agents artiﬁciels dans les jeux d’aﬀronter leurs confrères et de
gagner des prix en argent. Les résultats obtenus par les diﬀérentes versions de SPAR
dans ces compétitions sont présentés dans le tableau 2.1. Il convient de noter que
ces résultats ne sont pas forcément signiﬁcatifs, car ils ne réﬂètent que partiellement
la qualité de l’architecture ; en eﬀet, d’autres agents conçus possiblement de façon
très simple mais tirant proﬁt de connaissances expertes de leur concepteur peuvent
quand même récolter un grand nombre de victoires. À titre d’exemple, un certain
agent dans l’édition 2011 de la AIIDE StarCraft AI Competition implémentait sys-
tématiquement une certaine attaque hâtive d’unités faibles mais rapides (Zergling
Rush) requérant une microgestion avancée des unités disponibles pour la contrer. Les
adversaires dépourvus de cette capacité de microgestion – incluant SPAR – perdaient
donc inévitablement la partie, malgré leur architecture plus évoluée.
Tableau 2.1 – Résultats de compétitions
Victoires Défaites Plantages % Victoires Position
AIIDE 2011 194 166 52 0.539 6/13
AIIDE 2012 766 889 2 0.463 7/10
SSCAI 2012 38 8 0 0.792 6/49
La version de SPAR soumise pour la compétition AIIDE 2011 souﬀrait d’un cer-
tain degré d’instabilité car nous avons manqué de temps pour compléter certaines
fonctionnalités. Malgré un nombre très élevé de plantages – qui, dans le tableau, sont
inclus dans les défaites – SPAR a tout de même obtenu de bons résultats dans cette
compétition. Après la compétition AIIDE 2011, outre des améliorations critiques de
stabilité, peu de modiﬁcations ont pu être apportées à SPAR à temps pour AIIDE
2012. Comme ses adversaires se sont par contre renforcis, l’agent SPAR a obtenu des
résultats plus mitigés lors de l’édition 2012 de cette compétition. Finalement, lors
de la compétition SSCAI 2012, SPAR a aﬀronté un groupe d’adversaires variés mais
plus faibles. La faiblesse relative de ses adversaires lui a permis d’obtenir des résultats
honorables quoique peu signiﬁcatifs vu le faible nombre de parties jouées.
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2.5.2 Retour sur les requis
Revenons sur les requis de l’architecture présentés initialement dans la section 2.2.
Premièrement, l’architecture assure l’intégration modulaire des processus de percep-
tion, de compréhension de l’environnement, de prise de décision et d’exécution des
actions car chaque couche communique avec la couche inférieure à travers des inter-
faces bien déﬁnies, ce qui permet d’en changer l’implémentation facilement. De plus,
comme le fonctionnement d’une couche donnée ne nécessite pas l’existence d’une
couche supérieure, il est possible de désactiver toutes les couches supérieures pour
permettre de tester celle-ci. Par contre, cette forme d’organisation consomme une
certaine quantité supplémentaire de ressources de calcul et nécessite légèrement plus
d’eﬀorts de développement car une opération lancée par une couche supérieure à
exécuter par une couche inférieure doit passer par toutes les couches intermédiaires.
De plus, l’architecture assure une coordination eﬃcace et ﬂexible des processus en
cours, ce qui permet de préserver la cohérence globale du comportement de l’agent.
D’une part, la coordination se manifeste à travers les interfaces unidirectionnelles
de communication fournies par les couches inférieures aux couches supérieures, qui
permettent aux couches supérieures de synchroniser leurs représentations internes
avec celles des couches inférieures. Par exemple, lors de la réception d’une directive
en provenance de la couche chargée des décisions stratégiques indiquant la nouvelle
stratégie à adopter, la couche responsable des décisions tactiques mettra à jour son
propre état interne et initiera à son tour la synchronisation de son état avec les
couches inférieures, jusqu’à ce qu’éventuellement les commandes envoyées aux unités
reﬂètent cette nouvelle stratégie. D’autre part, la coordination s’opère par le biais du
partage et de la mise à jour par les couches d’analyse de la situation de l’informa-
tion disponible dans le dépôt de données des croyances et connaissances, information
qui est subséquemment récupérée par les couches de prise de décision. Ce dépôt de
données permet aux processus de mettre à jour de façon collaborative l’information
reliée à leurs propres domaines d’expertise, à mesure que des sources d’information
additionnelles leur permet de dériver de nouveaux résultats.
D’autre part, le respect des contraintes de temps réel liées au maintien d’un certain
nombre minimal de frames par seconde est facilité par la décomposition des diﬀérentes
activités entreprises par les couches en termes de tâches, ainsi que par l’utilisation
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d’un ordonnanceur pour répartir l’exécution de ces tâches à travers le temps limité
disponible selon leur priorité demandée. La priorité assignée à chaque tâche permet
ainsi de reﬂéter la latitude dont chaque processus dispose pour rendre disponible les
résultats attendus. De plus, la mise en place de ﬁls d’exécution auxiliaires sur un sys-
tème multiprocesseur assurent que les tâches incommodes à morceler mais nécessitant
un temps processeur considérable peuvent être exécutées de manière ininterrompue
sans aﬀecter négativement le ﬁl d’exécution soumis aux contraintes de temps réel.
Enﬁn, l’architecture fournit un grand nombre de mécanismes permettant de faci-
liter le débogage de l’agent intelligent, pour entre autres inspecter son état en temps
réel et y automatiser la détection d’incohérences. En particulier, le terminal en mode
texte et l’interface graphique permettent d’observer l’état interne de l’agent au fur et
à mesure de la progression de la partie. Les assertions et la vériﬁcation automatisée
de cohérence permettent de détecter le plus tôt possible les incohérences dans l’état
de l’agent. Finalement, le journal des événements facilite le diagnostic de problème
survenant pendant l’exécution.
2.6 Conclusion
Nous considérons que l’architecture respecte à un niveau suﬃsant les requis énon-
cés au début du chapitre, ce qui en fait une base solide pour l’expérimentation de
diﬀérents algorithmes d’analyse de la situation et de prise de décision à tester au sein
du banc d’essai StarCraft. À titre de travaux futurs, il serait possible d’intégrer des
fonctionnalités de reconnaissance tactique et stratégique à l’agent SPAR, aﬁn de lui
permettre d’orienter ses décisions en fonction des éléments connus ou estimés concer-
nant les actions eﬀectuées et les stratégies adoptées par l’adversaire. De plus, il serait
intéressant de remplacer certains gestionnaires chargés de décisions tactiques locales
par un planiﬁcateur produisant des plans d’actions d’un point de vue global. Finale-
ment, une autre extension possible consiste à permettre à plusieurs agents intelligents
de collaborer au sein d’une équipe partageant des objectifs communs. Ceci nécessi-
terait d’étendre l’architecture pour permettre le support de diﬀérentes techniques de
coordination multi-agent.
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Ce mémoire a abordé deux problèmes diﬀérents. Le premier chapitre a présenté
une approche de planiﬁcation de trajectoires pour une classe particulière de robots
omnidirectionnels non-holonomes qui inclut le robot mobile AZIMUT-3. L’état de
vélocité du robot est modélisé par son déplacement autour du centre instantané de
rotation (CIR), qui correspond à l’intersection des axes de propulsion des roues. Le
châssis du robot contraint la rotation des roues autour de leur axe de direction ;
un changement dans la position du CIR peut donc nécessiter l’immobilisation du
robot et une réorientation subséquente des roues telle qu’au moins une roue doit
eﬀectuer un demi-tour complet. L’approche de planiﬁcation de trajectoires proposée
suit l’approche par RRT et biaise le choix du CIR de façon à minimiser le nombre de
réorientations de roues nécessaires. Les résultats obtenus avec cette approche tendent
à démontrer qu’elle est plus eﬃcace que les algorithmes traditionnels ne tenant pas
compte explicitement des réorientations de roues dans les déplacements suggérés. À
titre de travaux futurs, il serait possible d’étendre le planiﬁcateur RRT aﬁn d’intégrer
des contraintes d’orientation du châssis du robot le long de la trajectoire et d’adapter
la vélocité du robot selon sa proximité avec les obstacles.
Le second chapitre a décrit l’architecture décisionnelle de l’agent intelligent SPAR
qui est en mesure de jouer de façon autonome des parties de StarCraft : Brood War, un
jeu de stratégie en temps réel. Celle-ci permet de faire face plus facilement et de façon
plus rigoureuse, en comparaison avec les architectures existantes, aux nombreuses
diﬃcultés propres à ce type de jeu. L’architecture proposée permet d’intégrer de
façon modulaire les processus de perception, de compréhension de l’environnement,
de prise de décisions et d’exécution des actions, tout en assurant leur coordination
par l’utilisation de mécanismes de partage et de maintenance de l’information. Elle
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facilite également le respect des contraintes de temps réel par la décomposition des
diﬀérents processus en tâches atomiques et par l’ordonnancement par priorité de ces
tâches. L’agent SPAR a participé aux volets 2011 et 2012 de la compétition AIIDE
et à l’édition 2012 de la compétition SSCAI où il a obtenu à chaque fois des résultats
honorables. Des travaux futurs intéressants consisteraient entre autres à intégrer dans
l’architecture des capacités de reconnaissance de plan, aﬁn d’assister l’agent dans sa
compréhension de l’environnement et des actions de l’adversaire.
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Annexe A
Arbitrage
Dans les jeux RTS, les commandes à envoyer aux unités et bâtiments contrôlables
nécessitent habituellement l’utilisation ou la consommation de ressources. Chaque
joueur dispose à tout moment d’une certaine quantité de ressources pouvant être
utilisées pour exécuter ces commandes. Toutefois, ces ressources peuvent ne pas être
présentement disponibles en quantité suﬃsante, auquel cas le joueur doit collecter
les ressources manquantes avant d’exécuter la commande. De plus, dans les jeux
RTS un joueur a typiquement de multiples préoccupations, par exemple la construc-
tion de bâtiments permettant de recruter des troupes, le recrutement de ces troupes
et la recherche de technologies. Mener à bien ces activités simultanément nécessite
l’exécution de diverses commandes. Or de multiples commandes peuvent requérir des
ressources non-partageables ; par exemple, deux commandes diﬀérentes pourraient
nécessiter l’utilisation exclusive d’un même bâtiment ou la consommation irréver-
sible de certains matériaux. Un mécanisme d’arbitrage permettant de déterminer les
processus demandeurs à favoriser dans l’allocation de ces ressources aux commandes
est donc nécessaire. Cet annexe pose d’abord le problème de façon formelle, décrit
deux techniques intuitives mais ineﬃcaces permettant de le résoudre, puis enchaîne
avec notre technique proposée prenant en entrée un modèle prédictif d’accumulation
de ressources lui permettant de construire un horaire d’allocation des ressources en
question. Finalement, les diﬀérentes techniques sont comparées entre elles sur des
problèmes représentatifs.
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A.1 Description du problème
Une ressource est dite renouvelable si elle redevient disponible une fois son uti-
lisation terminée, alors qu’une ressource non-renouvelable disparaît une fois utilisée.
Soit un agent intelligent évoluant dans un jeu RTS et :
– fcourant, le numéro du frame courant ;
– R, les types de ressources non-renouvelables (e.g. minéraux, gas et psi) ;
– A = R × N, les ressources non-renouvelables disponibles au frame courant ;
– T , les types de ressources renouvelables (e.g. les types de bâtiments) ;
– I = {(t, fmin)} avec t ∈ T, fmin ∈ N, les instances de ressources renouvelables
(e.g. 1ère ressource de type T1, 2e ressource de type T1, etc.) chacune étant
disponible immédiatement (fmin ≤ fcourant) si aucune activité ne s’y déroule ou
un certain nombre de frames dans le futur (fmin > fcourant) si la ressource en
question est présentement utilisée ;
– D, un ensemble de demandes de ressources.
Déﬁnition A.1. Une demande de ressource d ∈ D est un uplet (p, fmin, Q, t, fdurée)
où :
– p ∈ R est la priorité de la demande, assignée arbitrairement par le processus
demandeur ;
– fmin ∈ N est le premier frame auquel la demande peut être satisfaite ;
– Q : R → N est la quantité de ressources non-renouvelables nécessaires ;
– t ∈ T est le type de ressource renouvelable nécessaire ;
– fdurée ∈ N est la durée nécessaire de réservation de la ressource renouvelable.
À noter que notre formulation d’une demande de ressource est quelque peu li-
mitative, car un seul type de ressource renouvelable peut être spéciﬁé. Notons aussi
que certaines demandes de ressource pourraient ne nécessiter aucune ressource non-
renouvelable, ce qui n’est pas directement prévu par notre formulation ; dans ce cas, il
suﬃt simplement d’ajouter un certain type taucun dans T , tel que I contient (concep-
tuellement) une inﬁnité d’instances de taucun disponibles immédiatement, et de faire
en sorte que ces demandes nécessitent une instance de type taucun. Comme une in-
ﬁnité d’instances de type taucun sont disponibles, aucun conﬂit sur ces instances ne
peut avoir lieu.
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Le problème consiste à allouer les ressources disponibles aux diﬀérentes demandes
en minimisant le temps d’attente de chaque demande et en respectant son indicateur
de priorité. L’horaire d’allocation X garde trace de l’allocation eﬀective des ressources
pour chaque demande.
Déﬁnition A.2. Une allocation de ressources x ∈ X est un triplet (d, fallocation, i)
où :
– d ∈ D est la demande pour laquelle les ressources ont été allouées ;
– fallocation ∈ N≥fmin(d) est le frame durant lequel les ressources ont été allouées à
la demande d ;
– i ∈ I tel que t(i) = t(d) est la ressource renouvelable (du bon type) allouée à la
demande d.
Plus formellement, le problème consiste à allouer les ressources disponibles selon
un horaire d’allocation X minimisant une certaine fonction objective F (X), sous la
contrainte que l’allocation des ressources à une certaine demande d(x) lors du frame
fallocation(x) ne peut avoir lieu que si les ressources sont eﬀectivement disponibles à
ce frame. Par exemple, une fonction objective possible consiste à calculer la somme
des temps d’attente pour chaque demande pondérés par leur priorité :
F (X) =
∑
x∈X
(
(fallocation(x) − fmin(d(x))) · p(d(x))
)
Toutefois, une source d’incertitude vient complexiﬁer le problème : bien que les
ressources disponibles au frame courant soient connues (A et I), la quantité de res-
sources qui seront acquises durant les frames futurs demeure inconnue. Ceci implique
que l’horaire d’allocation X ne peut pas être généré complètement hors ligne, mais
doit plutôt être adapté selon l’évolution de la situation. Une solution au problème
prend donc la forme d’un algorithme Allouer : (fcourant, A, I,D) → X appelé de fa-
çon répétée à chaque frame avec comme paramètres la nouvelle quantité de ressources
disponibles ainsi que les demandes encore en attente, et allouant possiblement les res-
sources nécessaires à certaines de ces demandes.
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A.2 Approches myopes
Plusieurs solutions intuitives à ce problème peuvent être mises en place. Deux
solutions simples prenant des décisions de façon locale sont présentées dans cette
section. La première s’eﬀorce de satisfaire autant de demandes que possible aﬁn de
minimiser le temps d’attente global, alors que la deuxième donne plus d’importance
au respect de la priorité des demandes.
A.2.1 Allocation immédiate des ressources
Une première façon de procéder consiste à satisfaire les demandes pouvant l’être
immédiatement, et simplement passer outre – pour le frame courant – les demandes
“lourdes” exigeant une trop grande quantité de ressources (algorithme A.1). Ceci
permet de minimiser le temps d’attente de ces demandes, mais augmente le temps
d’attente des demandes lourdes plus prioritaires qui se retrouvent continuellement
ignorées.
Algorithme A.1 AllouerMaximumDemandes(fcourant, A, I,D)
Allocation myope ignorant les demandes présentement impossibles à satisfaire
1. X ← ∅
2. Sort D such that d1 ≺ d2 ↔ p(d1) > p(d2) ∨ (p(d1) = p(d2) ∧ fmin(d1) < fmin(d2))
3. for each d ∈ D
4. if fmin(d) = 0 ∧ ∃i ∈ I such that {t(i) = t(d) ∧ fmin(i) ≤ fcourant}
5. if A ≥ Q(d)
6. id ← (i ∈ I) such that {t(i) = t(d) ∧ fmin(i) ≤ fcourant}
7. X ← X ∪ (d, fcourant, i)
8. I ← I \ {i}
9. A ← A − Q(d)
10. return X
La ligne 2 trie les demandes en ordre de priorité, puis de frame d’activation. Pour
chaque demande, les lignes 4 et 5 vériﬁent respectivement si une ressource renouvelable
appropriée et si suﬃsamment de ressources non-renouvelables sont disponibles au
frame courant. Si c’est le cas, les lignes 6 à 9 allouent les ressources nécessaires à la
demande d.
64
A.2. Approches myopes
Exemple A.2.1. Soient les types de ressources non-renouvelables R = { M, G},
respectivement les minéraux et le gaz, ainsi que :
– A = (100 M) les ressources présentement disponibles ;
Et les demandes D = {d1, d2} triées en ordre de priorité, où :
– d1 = (400 M) une demande prioritaire de construction de Nexus ;
– d2 = (100 M) une demande de construction de Pylon.
– d3 = (50 M) une demande de recrutement de Probe.
Comme la demande d1 ne peut être satisfaite immédiatement, l’algorithme A.1 al-
loue plutôt les ressources disponibles à la demande d2. Une fois que 50 M seront
disponibles, l’algorithme allouera similairement les ressources à la demande d3. Étant
donné la grande quantité de ressources requises par la demande d1, celle-ci est donc
continuellement ignorée – frame après frame – au proﬁt des demandes nécessitant
moins de ressources.
A.2.2 Allocation en réservant les ressources insuﬃsantes
Une deuxième méthode consiste à réserver les ressources insuﬃsantes jusqu’à ce
que la quantité nécessaire soit accumulée (algorithme A.2). Cette méthode permet
Algorithme A.2 AllouerRessourcesRéservation(fcourant, A, I,D)
Allocation myope réservant les ressources nécessaires jusqu’à satisfaction des de-
mandes
1. X ← ∅
2. Sort D such that d1 ≺ d2 ↔ p(d1) > p(d2) ∨ (p(d1) = p(d2) ∧ fmin(d1) < fmin(d2))
3. for each d ∈ D
4. if fmin(d) = 0 ∧ ∃i ∈ I such that {t(i) = t(d) ∧ fmin(i) ≤ fcourant}
5. id ← (i ∈ I) such that {t(i) = t(d) ∧ fmin(i) ≤ fcourant}
6. if A ≥ Q(d)
7. X ← X ∪ (d, fcourant, i)
8. I ← I \ {i}
9. A ← A − Q(d)
10. return X
de minimiser le temps d’attente des demandes lourdes ; en eﬀet, si une demande ne
peut être satisfaite immédiatement par manque de ressources, les autres demandes
moins prioritaires ne le seront pas non plus, à moins que leurs besoins se limitent
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aux ressources n’ayant pas été réservées par les demandes précédentes. Par contre,
comme les demandes moins prioritaires doivent absolument attendre la satisfaction
des demandes plus prioritaires, leur temps d’attente s’en trouve augmenté.
La ligne 2 de nouveau trie les demandes en ordre de priorité, puis de frame
d’activation. Pour chaque demande, la ligne 4 vériﬁe si une ressource renouvelable
appropriée est disponible au frame courant. De plus, si suﬃsamment de ressources
non-renouvelables sont également disponibles, l’ensemble de ces ressources sont al-
louées à la demande (lignes 6 et 7). Dans tous les cas, les lignes 8 et 9 réservent les
ressources disponibles, aﬁn qu’elles ne puissent pas être utilisées pour satisfaire les
autres demandes.
Exemple A.2.2. Reprenons l’exemple A.2.1 de la section précédente. Soient :
– A = (100 M) les ressources présentement disponibles ;
Et les demandes D = {d1, d2} triées en ordre de priorité, où :
– d1 = (400 M) une demande prioritaire de construction de Nexus ;
– d2 = (100 M) une demande moins prioritaire de construction de Pylon.
Plutôt que passer outre la demande “lourde” d1, l’algorithme A.2 réserve les 400
minéraux nécessaires, et par le fait même empêche la satisfaction immédiate de la
demande moins prioritaire d2.
A.3 Approche prédictive
Les algorithmes d’allocation décrits dans la section précédente tiennent seulement
compte de la quantité courante de ressources disponibles, sans intégrer d’information
sur la quantité future de ressources accumulées. La solution décrite dans cette section
planiﬁe l’allocation des ressources dans le temps, selon un modèle temporel d’accu-
mulation de ressources. Elle se veut une amélioration par rapport à l’algorithme A.2 :
en eﬀet, contrairement à ce dernier qui réserve l’ensemble des ressources nécessaires
jusqu’au moment où la demande prioritaire est satisfaite, la solution présentée dans
cette section réserve seulement le sous-ensemble des ressources qui n’auront pas été
acquises entretemps. Elle évite ainsi de bloquer inutilement des ressources présente-
ment disponibles qui auraient pu être allouées immédiatement à d’autres demandes,
et ce sans retarder le moment où la demande prioritaire sera satisfaite.
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Exemple A.3.1. Dans les prochains exemples, le frame courant fcourant = 0 pour
faciliter la compréhension. Soient :
– A(0) = (100 M, 125 G) les ressources présentement disponibles ;
– A(200) = (≥ 150 M, 150 G) les ressources qui seront accumulées après 200
frames ;
Et les demandes D = {d1, d2} triées en ordre de priorité, où :
– d1 = (50 M, 150 G) une demande prioritaire de recrutement de High Templar ;
– d2 = (100 M) une demande moins prioritaire de construction de Pylon.
L’algorithme A.2 appliqué à cette situation réserve les ressources nécessaires à d1
jusqu’à ce que suﬃsamment de G soit disponible, c’est-à-dire après 200 frames.
Conséquemment, la demande d2 peut être satisfaite seulement quand 150 M sont
disponibles, c’est-à-dire au frame 150. Cependant, dans cette situation une alternative
strictement préférable consiste à satisfaire d2 immédiatement (plutôt qu’attendre 200
frames), tout en conservant la même période d’attente pour d1 (200 frames), étant
donné que suﬃsamment d’unités de minéraux auront été acquises entretemps.
À noter que les démonstrations des théorèmes présentés dans cette section sont
toutes disponibles dans l’annexe B.
A.3.1 Modèle d’accumulation de ressources
Déﬁnition A.3. Un modèle d’accumulation de ressources A˜ est une fonction
N≥fcourant → (R × R) prédisant la quantité de ressources non-renouvelables accumu-
lées un certain nombre de frames dans le futur.
En particulier, A˜(fcourant) doit correspondre aux ressources disponibles au frame
courant A. La fonction modélisée par A˜ doit être monotone croissante – pas né-
cessairement de façon stricte – pour chacune des ressources, car elle représente une
accumulation (équation (A.1)).
A˜(f) ≤ A˜(fj) ↔ f ≤ fj (A.1)
La fonction A˜ doit également être inversible, de telle sorte que A˜−1 : (R × R) → N
prédit le numéro de frame à partir duquel une certaine quantité de ressources aura
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été accumulée par l’agent. En d’autres mots, soit Q : R → R, le frame A˜−1(Q) doit
être tel que :
A˜(f) < Q pour f < A˜−1(Q)
A˜(f) ≥ Q pour f ≥ A˜−1(Q)
(A.2)
La fonction A˜−1(Q) doit retourner ∞ si elle prévoit que la quantité de ressources
Q ne sera jamais disponible. Un certain modèle A˜ peut n’être valide que pour le
frame courant, car un nouveau modèle d’accumulation révisé doit être rendu dispo-
nible au prochain frame si les ressources nouvellement acquises ne correspondent pas
exactement aux prédictions.
L’accès à un modèle d’accumulation de ressources A˜ permet de planiﬁer l’alloca-
tion des ressources dans le temps, en calculant un horaire d’allocation prédictif X˜ basé
sur ce modèle qui minimise la fonction F (X˜). L’horaire X˜ peut alors être utilisé pour
guider l’allocation réelle des ressources, en y extrayant le sous-ensemble des demandes
recommandées pour le frame courant (voir l’algorithme A.3). La justesse des décisions
Algorithme A.3 AllouerRessourcesSelonModèle(fcourant, A˜, I,D)
Allocation prédictive selon un modèle d’accumulation de ressources
1. X˜ ← CalculerHoraireAllocationPrédictif(fcourant, A˜, I,D)
2. return {x ∈ X˜ such that fallocation(x) = fcourant}
recommandées par F (X˜) dépendra de la diﬀérence entre le modèle A˜ et le rythme
réel d’accumulation des ressources dans la partie ainsi que de la qualité de l’horaire
F (X˜) lui-même. En particulier, si le modèle coïncide exactement avec le rythme réel –
et si aucune ressource renouvelable n’est supprimée ou ajoutée entretemps – on aura
X = X˜, et X sera donc optimal si X˜ l’est également.
Comme trouver X˜ constitue un problème d’optimisation non-linéaire en nombres
entiers [14], un certain nombre de solveurs existants peuvent s’acquitter de cette
tâche. Malheureusement, ces techniques requièrent typiquement un temps de calcul
considérable, ce qui les rend diﬃciles (voire impossibles) d’utilisation dans un contexte
de temps réel où seule une fraction de seconde est disponible. Les sections suivantes
décrivent une technique heuristique permettant de trouver rapidement un horaire
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d’allocation X˜ potentiellement sous-optimal.
A.3.2 Modèle de réservation de ressources
Déﬁnition A.4. Un modèle de réservation de ressources R est une fonction
N≥fcourant → (R × R) indiquant la quantité de ressources non renouvelables n’étant
pas disponibles un certain nombre de frames dans le futur. La fonction R doit être
croissante car elle représente aussi une accumulation. Donc étant donné fi, fj ∈
N≥fcourant , on a :
R(fi) ≤ R(fj) ↔ fi ≤ fj (A.3)
On veut que la croissance des ressources non-disponibles soit limitée par le rythme
d’accumulation des ressources. Donc étant donné fi, fj ∈ N≥fcourant , on a :
R(fj) ≤ R(fi) + (A˜(fj) − A˜(fi)) ↔ fi ≤ fj (A.4)
En résumé, ces deux contraintes résultent en les inégalités suivantes pour n’importe
quels frames fi et fj :
R(fi) ≤ R(fj) ≤ R(fi) + (A˜(fj) − A˜(fi)) ↔ fi ≤ fj (A.5)
Déﬁnition A.5. Étant donné un modèle d’accumulation de ressources A˜ et un mo-
dèle de réservation de ressources R, la fonction A˜−R prédit la quantité de ressources
non-renouvelables disponibles un certain nombre de frames dans le futur.
En réorganisation l’équation (A.4), on obtient que la quantité de ressources dis-
ponibles est également croissante dans le temps :
fi ≤ fj ↔ R(fj) ≤ R(fi) + (A˜(fj) − A˜(fi))
↔ A˜(fi) − R(fi) ≤ A˜(fj) − R(fj)
(A.6)
A.3.3 Horaire de réservation de ressources
Un horaire de réservation de ressources permet de représenter de façon compacte
un modèle de réservation de ressources en gardant trace des réservations ayant lieu à
diﬀérents frames précis.
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Déﬁnition A.3.1. Un horaire de réservation de ressources H = {hi=1..|H|} est un
ensemble de paires h = (f,R) où :
– f ∈ N≥fcourant est un numéro de frame ;
– R : R → R est la quantité de ressources non-disponibles au frame f ;
– le premier élément h1 représente toujours le frame courant, et est donc tel que
f(h1) = fcourant.
Par extension, nous noterons A˜(h) plutôt que A˜(f(h)) l’application d’un modèle A˜
pour le frame f(h) associé à un élément h ∈ H. Les éléments dans H sont triés selon
f , sans doublon :
f(hi) < f(hi+1) pour i = 1, . . . , |H| − 1 (A.7)
Similairement à la fonction R, on requiert les inégalités suivantes sur les éléments de
H :
R(hi) ≤ R(hi+1), pour i = 1, . . . , |H| − 1 (A.8)
R(hi+1) ≤ R(hi) + (A˜(hi+1) − A˜(hi)), pour i = 1, . . . , |H| − 1 (A.9)
Théorème A.3.1. Étant donné un horaire H, on peut généraliser les équations (A.8)
et (A.9) à n’importe quelle paire d’éléments hi et hj :
R(hi) ≤ R(hj) ≤ R(hi) + (A˜(hj) − A˜(hi)), pour i ≤ j (A.10)
Un horaire de réservation de ressources conserve la quantité de ressources non-
renouvelables non-disponibles à diﬀérents frames précis dans le temps. Il est cependant
possible d’en dériver la quantité non-disponible à n’importe quel frame futur f ≥
fcourant, pas seulement ceux indiqués précisément dans l’horaire. L’algorithme A.4
réalise cette opération.
La ligne 1 recherche l’élément hi situé immédiatement avant ou exactement au
frame f . Un tel élément hi est garanti d’exister car le premier élément de l’horaire
est toujours tel que f(h1) = fcourant. Si l’élément hi est le dernier de l’horaire – et
donc f se situe au-delà de l’horaire – RA˜,H(f) retourne simplement à la quantité non-
disponible associée au dernier élément de l’horaire (lignes 3 et 6). Sinon, RA˜,H(f) est
calculée en majorant la quantité non-disponible au prochain élément R(hi+1) par la
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Algorithme A.4 RA˜,H(f)
Calcul des ressources non-disponibles à un certain frame
1. hi ← arg max
h∈H
f(h) such that f(h) ≤ f
2. if i = |H|
3. Rnext ← −∞
4. else
5. Rnext ← R(hi+1) − (A˜(hi+1) − A˜(f))
6. return max(R(hi), Rnext)
quantité de ressources acquises entretemps (A˜(hi+1)−A˜(f)), jusqu’à concurrence de la
quantité non-disponible à l’élément précédent R(hi) (lignes 5 et 6). Intuitivement, la
quantité de ressources non-disponibles à un moment donné correspond aux ressources
requises par les investissements passés plus celles réservées pour les investissements
futurs qu’il sera impossible d’acquérir entretemps.
Exemple A.3.2. La ﬁgure A.1 illustre un exemple d’horaire où la ligne bleue repré-
sente le modèle A˜ d’acquisition des unités de M, alors que la ligne orange indique
la quantité non-disponible R. Dans cet exemple, 75 M ont été réservés pour le frame
100. Comme 25 M seront acquis entre le frame 0 et le frame 100, seulement 50 M sont
réservés au frame 0.
Figure A.1 – Exemple d’horaire où 75 unités de minéraux ont été réservées pour le
frame 100
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Théorème A.3.2. RA˜,H(f) = R(hi) si un élément hi ∈ H existe tel que f(hi) = f .
Théorème A.3.3. RA˜,H(f) respecte la déﬁnition A.4 d’un modèle R de réservation
de ressources.
Calcul de la disponibilité des ressources
Pour être en mesure de correctement réserver les ressources dans un horaire, il
faut connaître le frame futur auquel ces ressources deviendront disponibles. Étant
donné un modèle A˜ et un horaire H, l’algorithme A.5 calcule le numéro du frame f
auquel la quantité de ressources non-renouvelables Q : R → N deviendra disponible,
c’est-à-dire telle que A˜(f) − RA˜,H(f) ≥ Q.
Algorithme A.5 [A˜ − RA˜,H ]−1(Q)
Calcul du frame de disponibilité des ressources
1. if ∃h ∈ H such that (A˜(h) − R(h)) < Q
2. return f(h0)
3. else
4. hi ← arg max
h∈H
f(h) such that (A˜(h) − R(h)) < Q
5. return A˜−1(R(hi) + Q)
L’algorithme tente d’abord de trouver une première borne inférieure sur le nu-
méro de frame f , en cherchant l’élément le plus tardif de l’horaire où la quantité de
ressources disponibles n’est pas suﬃsante (ligne 1). Si un tel élément n’existe pas,
l’algorithme retourne f(h0) (ligne 2), c’est-à-dire le frame courant, car les ressources
sont disponibles immédiatement. Sinon la ligne 4 pose hi comme étant cet élément.
L’élément hi représente une borne inférieure du numéro f de frame à trouver, c’est-à-
dire on a f(hi) < f , qu’on justiﬁe comme borne inférieure car la quantité de ressources
disponibles (A˜−RA˜,H) augmente de façon monotone (équation (A.6)). Les ressources
deviennent disponibles au moment où la quantité de ressources accumulées rejoint
la quantité demandée Q additionnée à la quantité non-disponible R(hi) de la borne
inférieure (ligne 5).
Exemple A.3.3. La ﬁgure A.2 illustre un exemple d’horaire où la ligne bleue repré-
sente le modèle A˜ d’accumulation de M, alors que la ligne orange indique la quantité
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non-disponible RA˜,H . La ligne rouge représente la diﬀérence (A˜ − RA˜,H), c’est-à-dire
la quantité de ressources disponibles. Dans cet exemple, comme 25 M sont disponibles
à partir du frame 100, la fonction [A˜ − RA˜,H ]−1(25) retournerait conséquemment le
frame 100.
Figure A.2 – Ressources disponibles selon le temps
Théorème A.3.4. L’algorithme A.5 calcule correctement le premier frame f tel que
A˜(f) − RA˜,H(f) ≥ Q.
Ajout d’un élément
Un horaire est étendu en y insérant des éléments intermédiaires, une opération
qui conserve les propriétés de l’horaire et qui ne modiﬁe pas l’état des réservations.
Pour ce faire, étant donné un horaire H, l’algorithme A.6 y dérive un nouvel élément
au frame f si un tel élément n’existe pas déjà.
Théorème A.3.5. Soit H ′, l’horaire retourné par l’algorithme A.6 résultant de l’ajout
d’un élément dans H. Pour tout frame f ∈ N≥fcourant , on a :
RA˜,H(f) = RA˜,H′(f)
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Algorithme A.6 AjouterElementDansHoraire(H, f, A˜)
Dérivation d’un nouvel élément dans l’horaire
1. if  ∃h ∈ H such that f(h) = f
2. Rnew ← RA˜,H(f)
3. hnew ← (f, A˜(f), Rnew)
4. H ← H ∪ hnew
5. return H
Théorème A.3.6. Le nouvel horaire H ′ retourné par l’algorithme A.6 respecte la
déﬁnition A.3.1.
A.3.4 Réservation de ressources
La réservation de ressources dans un horaire permet de garder trace à travers le
temps des ressources qui sont mises de côté pour les diﬀérentes demandes de res-
sources.
Déﬁnition A.3.2. Étant donné un modèle de réservation de ressources R et une
quantité de ressources Q : R → N à réserver pour le frame f , un algorithme de
réservation de ressources doit produire un nouveau modèle de réservation de ressources
R′ tel que :
– Une quantité Q de ressources n’est plus disponible à partir du frame f :
R′(fi) = R(fi) + Q pour fi ≥ f (A.11)
– La quantité de ressources non-disponibles ne décroît pas :
R′(fi) ≥ R(fi) pour fi ∈ N≥fcourant (A.12)
– R′ respecte la déﬁnition A.4.
Il existe plusieurs méthodes permettant de procéder à la réservation tout en gé-
nérant un nouvel horaire respectant ces propriétés. L’algorithme A.7 implémente une
de ces méthodes, en incrémentant la quantité de ressources non-disponibles aux diﬀé-
rents éléments d’un horaire H de façon appropriée. Si un élément au frame f n’existe
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Algorithme A.7 ReserverRessourcesDansHoraire(H, f,Q, A˜)
Réservation de ressources dans l’horaire
1. H ← AjouterElementDansHoraire(H, f, A˜)
2. hj ← arg min
h∈H
f(h) such that f(h) > f
3. for i = j to |H|
4. R(hi) ← R(hi) + Q
5. for i = j − 1 to 1
6. Rnext ← R(hi+1) − (A˜(hi+1) − A˜(hi))
7. R(hi) ← max(R(hi), Rnext)
8. return H
pas déjà, la ligne 1 l’ajoute d’abord à l’horaire. Les lignes 2 et 3 ajoutent la quantité
Q au total des ressources non-disponibles pour l’élément nouvellement ajouté et les
éléments suivants dans l’horaire. Finalement, les lignes 4 à 7 ajoutent au total des res-
sources non-disponibles pour les éléments précédents une certaine quantité ≤ Q qui
dépend des réservations déjà présentes dans l’horaire par rapport au modèle d’acquisi-
tion des ressources A˜. Comme l’algorithme réserve les ressources le plus tard possible
dans l’horaire, la quantité à ajouter décroît (ou plutôt, peut décroître) à mesure que
l’algorithme s’approche du début de l’horaire, jusqu’à potentiellement devenir nulle
si le modèle A˜ prédit que suﬃsamment de ressources seront acquises entretemps.
Théorème A.3.7. Le nouvel horaire retourné par l’algorithme A.7 respecte la déﬁ-
nition A.3.1.
Théorème A.3.8. L’algorithme A.7 respecte la déﬁnition A.3.2.
Théorème A.3.9. L’algorithme A.7 est optimal, au sens où il satisfait la déﬁni-
tion A.3.2 tout en minimisant en tout temps la quantité de ressources non-disponibles.
Un horaire peut posséder la propriété additionnelle de maintenir la quantité de
ressources non-disponibles inférieure ou égale à la quantité de ressources accumulées
– ou en d’autres mots, réserver seulement ce que l’on a accumulé. Si cette contrainte
est maintenue sur tous les éléments individuels de l’horaire, alors elle l’est également
pour le domaine de RA˜,H(f) au complet.
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Théorème A.3.10. Soit un horaire H tel que :
R(hi) ≤ A˜(hi), pour i = 1, . . . , |H| (A.13)
Alors :
RA˜,H(f) ≤ A˜(f), pour f ∈ N≥fcourant (A.14)
Cette propriété additionnelle de l’horaire (équation (A.13)) peut être maintenue
si on réserve toujours les ressources dans l’horaire au moment où celles-ci sont dispo-
nibles.
Théorème A.3.11. Si H respecte l’équation (A.13) et f est tel que :
A˜(f) − RA˜,H(f) ≥ Q (A.15)
Alors l’horaire H ′ retourné par l’algorithme A.7 respecte encore l’équation (A.13).
A.3.5 Allocation prédictive des ressources
Les sections précédentes décrivent des mécanismes permettant de garder trace des
ressources réservées à travers le temps. L’algorithme A.8 utilise ces mécanismes pour
générer un horaire prédictif d’allocation de ressources X˜ aux diﬀérentes demandes
basé sur le modèle d’accumulation A˜. Il trie d’abord les demandes de ressources en
ordre de priorité (ligne 2). Il construit ensuite un horaire de réservation de ressources
avec initialement aucune réservation pour le frame courant (ligne 3). Pour chaque
demande, l’algorithme vériﬁe si au moins une ressource renouvelable du bon type n’a
pas encore été assignée (ligne 5), calcule le frame auquel suﬃsamment de ressources
non-renouvelables seront disponibles (ligne 6), trouve la meilleure ressource renou-
velable candidate (ligne 8), puis alloue les ressources dans l’horaire d’allocation X˜
au moment opportun (lignes 9 à 12). Ce moment correspond au plus tard des trois
occurrences suivantes :
– fdisp : le frame où suﬃsamment de ressources non-renouvables seront dispo-
nibles ;
– fmin(d) : le premier frame où la demande d peut être satisfaite ;
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Algorithme A.8 CalculerHoraireAllocationPrédictif(fcourant, A˜, I,D)
Calcul d’un horaire d’allocation des ressources
1. X˜ ← ∅
2. Sort D such that d1 ≺ d2 ↔ p(d1) > p(d2) ∨ (p(d1) = p(d2) ∧ fmin(d1) < fmin(d2))
3. H ← {(fcourant, 0)}
4. for each d ∈ D
5. if ∃i ∈ I such that t(i) = t(d)
6. fdisp ← [A˜ − RA˜,H ]−1(Q(d))
7. if fdisp = ∞
8. i ← min
i∈I|t(i)=t(d)
such that i1 ≺ i2 ↔ ComparerRessources(max(fdisp, fmin(d)), i1, i2)
9. fallocation ← max(fdisp, fmin(d), fmin(i))
10. H ← ReserverRessourcesDansHoraire(H, f,Q(d), A˜)
11. I ← I \ {i}
12. X˜ ← X˜ ∪ (d, fallocation, i)
13. return X˜
– fmin(i) : le frame où la ressource renouvelable i devient disponible.
Étant donné un frame f à partir duquel on souhaite utiliser une certaine ressource
renouvelable, l’algorithme A.9 compare les ressources renouvelables candidates selon
un ordre total de préférence. Une ressource disponible avant ou pendant le frame f
Algorithme A.9 ComparerRessources(f, i1, i2)
Comparaison de deux ressources renouvelables
1. f1 ← fmin(i1)
2. f2 ← fmin(i2)
3. if sign(f1 − f) = sign(f2 − f)
4. return f1 ≤ f2
5. else
6. return |f1 − f | ≤ |f2 − f |
est préférée à une ressource disponible plus tard que f (lignes 3 et 4). Si les deux
ressources sont disponibles avant (respectivement après) f , la ressource disponible le
plus près possible de f est préférée (lignes 5 et 6).
Rappelons que l’algorithme AllouerRessourcesSelonModèle introduit précédem-
ment (algorithme A.3) eﬀectue donc l’allocation eﬀective des ressources selon l’horaire
d’allocation X˜ calculé par l’algorithme A.8.
Exemple A.3.4. Reprenons l’exemple A.3.1. Soient :
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– A˜(0) = (100 M, 125 G) les ressources présentement disponibles ;
– A˜(200) = (≥ 150 M, 150 G) les ressources que le modèle A˜ estime disponibles
après 200 frames ;
Et les demandes D = {d1, d2} triées en ordre de priorité, où :
– d1 = (50 M, 150 G) une demande prioritaire de recrutement de High Templar ;
– d2 = (100 M) une demande moins prioritaire de construction de Pylon.
L’algorithme A.3 initialise d’abord l’horaire H = {(0 → ∅)}, puis considère la de-
mande d1. On a fdisp = 200 et la fonction ReserverRessourcesDansHoraire met à
jour l’horaire en conséquence, qui devient H = {(0 → 125 G), (200 → 50 M, 150 G)}.
L’algorithme A.3 considère ensuite d2. On a alors fdisp = 0 car (A˜(0) − R(0)) =
(100 M, 0 G), puis la fonction ReserverRessourcesDansHoraire met à jour l’ho-
raire, qui devient H = {(0 → 100 M, 125 G), (200 → 150 M, 150 G)}, et alloue donc
immédiatement les ressources nécessaires à d2.
L’algorithme d’allocation n’est cependant pas optimal, comme l’illustre l’exemple
suivant.
Exemple A.3.5. Reprenons l’exemple précédent, mais en changeant le nombre de
Maccumulés au frame 200. Soient :
– A˜(0) = (100 M, 125 G) les ressources présentement disponibles ;
– A˜(200) = (149 M, 150 G) les ressources que le modèle A˜ estime disponibles
après 200 frames ;
Et les demandes D = {d1, d2} triées en ordre de priorité, où :
– d1 = (50 M, 150 G) une demande prioritaire de recrutement de High Templar ;
– d2 = (100 M) une demande moins prioritaire de construction de Pylon.
L’horaire après considération de la demande d1 demeure H = {(0 → 125 G), (200 →
50 M, 150 G)}. Cependant, pour d2 on a fdisp > 200 (plutôt que 0) car 50 minéraux
sont déjà réservés pour d1, empêchant ainsi l’allocation immédiate des ressources pour
d2.
Une diﬀérence potentielle d’une seule unité de M cause donc une diﬀérence de
plus de 200 frames dans l’allocation des ressources pour d2. Dans cette situation, une
meilleure solution consisterait plutôt à satisfaire d2 immédiatement, quitte à retarder
d1 d’un ou deux frames.
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Quand l’algorithme rencontre des demandes impossibles à satisfaire dans le frame
courant, il réserve les ressources nécessaires le plus tardivement possible dans l’ho-
raire, contrairement à l’algorithme A.1 qui ignore simplement ces demandes. Consé-
quemment, il n’occasionne pas de famine pour les demandes lourdes – c’est-à-dire
celles demandant une grande quantité de ressources – car celles-ci seront satisfaites
quand les ressources nécessaires deviendront disponibles. Par ailleurs, contrairement
à l’algorithme A.2, il ne réserve pas l’ensemble des ressources nécessaires à une de-
mande jusqu’à sa satisfaction, mais plutôt seulement le sous-ensemble des ressources
qui ne pourront être acquises entretemps. Cela permet de satisfaire les autres de-
mandes moins prioritaires plus rapidement, tout en conservant le même frame pour
la demande en question.
Théorème A.3.12. L’algorithme A.3 maintient comme invariant de boucle le respect
de la déﬁnition A.3.1 par l’horaire H.
Théorème A.3.13. L’algorithme A.3 maintient comme invariant de boucle le respect
de l’équation (A.13) par l’horaire H.
A.4 Évaluation
L’algorithme décrit dans la section précédente a fait l’objet d’une comparaison
avec les algorithmes myopes décrits dans la section A.2. À titre de rappel, les entrées
nécessaires (décrites dans la section A.1) sont les suivantes : {R,A, T, I,D}. Les types
de ressources non-renouvelables modélisées sont respectivement les minéraux, le gaz
et le psi : R = { M, G , P }. Les types de ressources renouvelables T correspondent
aux types de bâtiments de la race Protoss 1. Les ressources disponibles A et I et les
demandes D requérant ces ressources sont inspirées de situations typiques dans le jeu
StarCraft.
A.4.1 Environnement contrôlé
Cette section décrit la comparaison des diﬀérentes versions des algorithmes eﬀec-
tuée dans un environnement contrôlé – à l’extérieur de l’agent SPAR. Toutefois, les
1. http ://starcraft.wikia.com/wiki/Category StarCraft_Protoss_buildings
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expérimentations mises en place ont été conçues de façon à ressembler aussi ﬁdèlement
que possible aux situations réelles rencontrées par l’agent.
Comme tous les algorithmes inclus dans la comparaison sont déterministes, il est
nécessaire d’exécuter plusieurs simulations d’un même type de problème aﬁn de rendre
les résultats signiﬁcatifs. Les expérimentations ont donc été divisées en plusieurs types
de problème, où chaque type de problème inclut dans sa déﬁnition un certain nombre
de variables aléatoires introduisant une variation dans les données d’entrée. Chaque
type de problème est simulé à plusieurs reprises, chaque fois en échantillonnant des
valeurs aléatoires diﬀérentes.
Le premier type de problème P1 est posé comme suit :
– Le frame initial correspond au frame 0.
– Les quantités initiales des ressources non-renouvelables A(0) = (a1 M, a2 G , a3 P )
sont tirées de distributions uniformes discrètes, avec a1 ∼ U(0, 250), a2 ∼
U(0, 100) et a3 ∼ U(0, 10).
– Les ressources non-renouvelables sont accumulées à un rythme constant, c’est-
à-dire A(f) = (a1 + 0.25f M, a2 + 0.1f G , a3 + 0.01 P ) pour f ∈ N.
– Les instances de ressources renouvelables I correspondent à 3 bâtiments de type
Gateway et 1 bâtiment de type Nexus, tous disponibles immédiatement. On a
donc initialement I = {(Gateway1, 0), (Gateway2, 0), (Gateway3, 0), (Nexus, 0)}.
L’ensemble des bâtiments existants reste toujours constant d’un frame à l’autre,
bien que leur frame de disponibilité soit mis à jour en fonction des allocations
aux demandes par les algorithmes.
– L’ensemble D contient un nombre |D| de demandes, où |D| ∼ U(5, 15). Chaque
demande correspond à un des modèles de demandes inclus dans le tableau A.1, la
correspondance étant établie à partir des probabilités indiquées dans la colonne
marquée d’un pourcentage. Les colonnes subséquentes indiquent respectivement
la priorité p d’une telle demande, la quantité de ressources non-renouvelables
nécessaires Q, le type de ressource renouvelable nécessaire t (s’il y a lieu) ainsi
que la durée de réservation fdurée de celle-ci. Le frame minimum d’allocation
suit une distribution uniforme discrète, avec fmin(d) ∼ U(0, 2000).
Le type de problème P1 est échantillonné à 500 reprises ; chacun des échantillons
correspond à un problème concret particulier aidant à départager les algorithmes.
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Tableau A.1 – Modèles de demandes
% p Q t fdurée
Nexus 10 350 (400 M)
Pylon 20 400 (100 M)
Gateway 10 50 (150 M)
Probe 20 150 (50 M, 1 P ) Nexus 300
Zealot 10 100 (100 M, 2 P ) Gateway 600
Dragoon 10 100 (125 M, 50 G, 2 P ) Gateway 750
High Templar 10 100 (50 M, 150 G, 2 P ) Gateway 750
Dark Templar 10 100 (125 M, 100 G, 2 P ) Gateway 750
Chaque problème concret est ensuite simulé à partir du frame initial jusqu’à ce que
l’ensemble des demandes aient été satisfaites, selon les indications de l’algorithme
d’allocation associé. La valeur donnée par la fonction objective F (X) est ensuite
calculée à partir des temps d’attente de chaque demande. La fonction objective utilisée
est la suivante :
F (X) =
∑
x∈X
(
(fallocation(x) − fmin(d(x))) · p(d(x))
)
Tableau A.2 – Résultats empiriques
Exact Pess/2 Opt*2 Zéro Inﬁni Max Rés
P1 %F¯ 3.70 4.40 3.03 5.11 5.24 5.11 5.93
%Fmax 30.67 30.67 30.39 44.28 44.28 44.28 34.45
P2 %F¯ 7.96 7.96 7.96 1.85 2.22 1.85 9.38
%Fmax 54.30 54.30 54.30 31.25 31.25 31.25 54.30
P3 %F¯ 2.19 14.45 4.18 18.16 18.23 18.16 23.07
%Fmax 25.41 48.27 29.81 64.12 64.12 64.12 64.94
P4 %F¯ 21.04 21.04 21.04 0.01 0.47 0.01 23.14
%Fmax 98.84 98.84 98.84 2.57 18.22 2.57 98.84
Comme les valeurs de F (X) varient grandement en fonction du nombre de de-
mandes, il n’est pas approprié de les agglomérer pour, par exemple, en calculer la
moyenne. Nous convertissons plutôt ces valeurs en pourcentage aﬁn de les manipu-
ler plus facilement. Étant donné que le Xˆ optimal n’est pas connu – et donc que
F (Xˆ) demeure également inconnu – les pourcentages sont plutôt calculés en fonc-
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tion du meilleur résultat obtenu par les algorithmes pour ce problème. Pour chaque
problème, le tableau A.2 indique donc pour chaque algorithme le pourcentage moyen
d’écart (%F¯ ) par rapport au meilleur résultat connu ainsi que le pire pourcentage
d’écart (%Fmax) de l’ensemble des simulations.
Les algorithmes suivants sont inclus dans la comparaison :
– Exact : algorithme A.8 avec un modèle d’accumulation de ressources égal au
rythme réel d’accumulation, c’est-à-dire A˜ = A.
– Pess/2 : algorithme A.8 “pessimiste” avec un modèle d’accumulation de res-
sources moitié trop petit par rapport au rythme réel d’accumulation, c’est-à-dire
A˜ = 0.5A.
– Opt/2 : algorithme A.8 “optimiste” avec un modèle d’accumulation de res-
sources deux fois trop grand par rapport au rythme réel d’accumulation, c’est-
à-dire A˜ = 2A.
– Zéro : algorithme A.8 assumant qu’aucune ressource non-renouvelable ne sera
accumulée après le frame courant, c’est-à-dire tel que A˜(f) = A(fcourant) pour
tout f ∈ N≥fcourant .
– Inﬁni : algorithme A.8 assumant qu’un nombre illimité de ressources non-
renouvelables seront disponibles immédiatement après le frame courant, c’est-
à-dire tel que A˜(f) = ∞ pour tout f ∈ N>fcourant .
– Max : algorithme A.1, celui-ci ayant comme stratégie d’ignorer les demandes
présentement impossibles à satisfaire.
– Rés : algorithme A.2, celui-ci réservant l’ensemble des ressources nécessaires
jusqu’à la satisfaction des demandes.
Les algorithmes Zéro et Inﬁni peuvent être considérés comme des variantes dégé-
nérées de l’approche prédictive car ils ont un comportement similaire – mais pas tout
à fait identique – à l’algorithme Max. Leurs hypothèses respectivement du pire et du
meilleur cas d’accumulation de ressources non-renouvelables entraînent paradoxale-
ment la même absence de considération pour le futur. Dans le premier cas, comme on
suppose qu’aucune nouvelle ressource ne sera jamais ajoutée, les ressources nécessi-
tant trop de ressources ne pourront jamais être satisfaites ; donc réserver les ressources
présentement disponibles pour ces demandes n’est d’aucune utilité – mieux vaut plu-
tôt allouer ces ressources aux demandes moins exigeantes. Dans le deuxième cas, on
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prend comme hypothèse qu’une quantité arbitrairement grande de ressources sera ac-
cumulée au prochain frame et qu’il n’est donc pas nécessaire de limiter les dépenses ;
conséquemment l’ensemble des demandes pouvant être satisfaites immédiatement le
seront. Le comportement est légèrement diﬀérent lors de la présence de ressources re-
nouvelables qui sont parfois réservées par l’algorithme A.8 pour des demandes futures,
par opposition à l’algorithme A.1 qui ne met jamais en place de telles réservations.
Tel que décrit précédemment, le type de problème P1 consiste en un nombre aléa-
toire de requêtes à satisfaire un certain nombre minimum de frames dans le futur
(fmin(d)). Pour ce type de problème, les trois premiers algorithmes basés sur l’ap-
proche prédictive produisent les meilleurs résultats car, par opposition aux autres
algorithmes, ils prennent en considération les demandes à venir plus prioritaires en
réservant les ressources nécessaires à celles-ci dans un horaire. En particulier, l’algo-
rithme optimiste Opt*2 produit en moyenne de meilleurs résultats que l’algorithme
Exact. Ceci s’explique probablement par le fait qu’en assumant un plus grand taux
d’accumulation de ressources, l’algorithme Opt*2 accélère l’allocation de ressources
aux demandes moins prioritaires, et trouve ainsi un meilleur compromis entre le res-
pect des demandes prioritaires et la minimisation du temps d’attente des demandes
moins prioritaires que l’algorithme Exact. À l’opposé, l’algorithme Pess/2 retarde
l’allocation des ressources et oﬀre ainsi de moins bonnes performances.
Étant donné qu’un grand nombre de variables peuvent avoir une inﬂuence sur les
performances des algorithmes respectifs, nous avons seulement fait varier les variables
que nous estimions les plus discriminantes. Le type de problème P2 est similaire en
tous points au problème P1 – incluant les caractéristiques exactes de tous les pro-
blèmes générés – sauf pour le frame minimal d’allocation de chaque demande qui
est déplacé à 0 (c’est-à-dire fmin(d) = 0). Comme indiqué dans le tableau, les ré-
sultats pour P2 sont très diﬀérents de P1 : les algorithmes allouant immédiatement
les ressources disponibles (Zéro, Inﬁni et Max) obtiennent de meilleurs résultats que
les algorithmes prédictifs, car ceux-ci n’ont plus l’avantage de connaître en avance
les demandes à satisfaire dans le futur, et leur stratégie de minimiser le temps d’at-
tente des demandes prioritaires causent de plus longs temps d’attente pour les autres
demandes.
Le type de problème P3 est encore une fois similaire au problème P1, mais pour
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chaque problème concret la première demande est remplacée par une demande de
Nexus à satisfaire à partir du frame 2000 (fmin(d1) = 2000). Comme une demande de
Nexus nécessite une grande quantité de minéraux (400 M), les algorithmes de compor-
tement similaire à Max sont susceptibles de l’ignorer pendant une période de temps
substantielle en allouant entretemps les ressources disponibles aux autres demandes
en attente. Étant donné la haute priorité de la demande de Nexus (p(d1) = 350), un
tel comportement détériore considérablement la qualité de la solution calculée par la
fonction objective F (X). L’algorithme Exact oﬀre ainsi les meilleures performances
pour ce type de problème en réservant suﬃsamment de minéraux pour satisfaire la
requête immédiatement au frame 2000.
Le type de problème P4 ramène la priorité de toutes les demandes à une même
valeur – la priorité 100 a été utilisée pour ces tests. Dans ce contexte, l’algorithme
Max est presque optimal, car comme toutes les demandes contribuent de façon égale
à la fonction objective, il est approprié de satisfaire une demande aussitôt que les
ressources nécessaires deviennent disponibles. À noter qu’en général, l’algorithme Max
serait donc très eﬃcace si la fonction objective F (X) dépendait seulement du temps
d’attente des demandes et non de leur priorité. Nous posons l’hypothèse qu’il n’est
cependant pas optimal car étant confronté à deux demandes diﬀérentes pouvant être
satisfaites, seul l’ordre arbitraire dans lequel ces demandes sont considérées guide la
décision de l’algorithme. Les algorithmes procédant par réservation ont par contre
des performances médiocres pour ce type de problème, étant donné qu’ils traitent
également les demandes dans l’ordre de leur frame minimal d’allocation, réservant
inutilement des ressources pour les demandes en tête de ﬁle. Leur ineﬃcacité serait
grandement atténuée si les demandes étaient ordonnées selon les ressources qu’elles
nécessitent quand leurs priorités sont similaires.
Les résultats suggèrent également que l’ensemble des variations de l’algorithme
prédictif (incluant les variations dégénérées Zéro et Inﬁni) donnent systématique-
ment de meilleurs résultats que l’algorithme myope de réservation Rés. Ces résultats
peuvent potentiellement être expliqués par le principe intuitif derrière l’algorithme
prédictif qui consiste à améliorer le temps d’attente de certaines demandes sans dé-
tériorer le temps d’attente des demandes plus prioritaires, occasionnant ainsi des
améliorations strictement bénéﬁques dans l’horaire. La démonstration formelle est
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laissée comme travail futur.
L’algorithme Exact utilisant un modèle prédictif d’accumulation de ressources
ﬁdèle à la réalité obtient généralement de meilleurs résultats que l’algorithme pessi-
miste Pess/2, mais obtient des résultats comparables à l’algorithme optimiste Opt*2.
Paradoxalement, un modèle prédictif plus précis peut donc détériorer les résultats.
Ceci s’explique par le fait qu’un modèle moins précis peut parfois accélérer ou retar-
der l’allocation de ressources à une demande individuelle, mais ce faisant améliorer
la qualité de la solution globale.
A.4.2 Intégration dans SPAR
L’approche a également été implémentée dans l’architecture de l’agent SPAR et
a été utilisée dans la dernière compétition auquelle l’agent SPAR a participé. Le mo-
dèle d’accumulation de ressources utilisé est un ensemble de fonctions linéaires avec
un taux de variation dérivé entre autres du nombre d’unités actuellement en charge
de la collecte. À noter que dans un contexte de partie réelle, une autre source d’in-
certitude non traitée par notre formulation du problème vient le complexiﬁer : de
nouvelles demandes de ressources non connues d’avance peuvent être ajoutées à D
durant n’importe quel frame. En général, dans ce contexte les demandes de faible
priorité peuvent éventuellement se trouver en état de famine si elles sont continuel-
lement ignorées au proﬁt d’autres demandes plus prioritaires s’ajoutant à D. Une
solution possible consiste à faire évoluer la priorité de ces demandes non prioritaires
dans le temps. Ce problème n’a cependant pas été observé en pratique dans les parties
réelles auxquelles nous avons été témoins.
De plus, lors d’une partie réelle il n’est pas possible de poser le rythme d’accu-
mulation des ressources comme indépendant de l’allocation de ces mêmes ressources
aux demandes, car certaines demandes peuvent avoir un eﬀet sur le rythme d’ac-
cumulation. Par exemple, l’allocation des ressources nécessaires à une demande de
recrutement de Probe ajoutera potentiellement un travailleur supplémentaire aﬀecté
à la collecte des ressources. Ceci implique donc qu’une formulation plus juste de notre
problème incluerait une variation du modèle d’accumulation en fonction des demandes
allouées, c’est-à-dire A˜(X, f) au lieu de A˜(f).
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A.5 Conclusion
Cet annexe a décrit diﬀérentes approches d’arbitrage permettant de déterminer
les demandes auxquelles les ressources disponibles devraient être allouées. Les deux
premières techniques myopes prennent des décisions locales sans considération pour le
futur, alors qu’une troisième technique tire avantage d’un modèle prédictif d’accumu-
lation de ressources. Les résultats obtenus en comparant les techniques suggèrent que
chacune a ses avantages et ses inconvénients qui deviennent visibles lorsque confron-
tées à un type de problème particulier.
À titre de travaux futurs, il serait premièrement intéressant d’améliorer la gestion
des ressources renouvelables. En eﬀet, présentement chaque demande est limitée à
une seule ressources renouvelable ; de plus, l’algorithme prédictif présenté ne considère
pas dans sa planiﬁcation la possibilité de réutiliser une même ressource renouvelable
pour une deuxième demande – à preuve, notons que la durée de réservation fdurée(d)
n’est jamais utilisée dans l’algorithme. De plus, l’algorithme prédictif doit être étendu
pour prendre en compte les priorités relatives des demandes en jeu, plutôt qu’utili-
ser simplement leur priorité pour déterminer l’ordre dans lequel elles sont traitées.
Un algorithme ainsi étendu pourrait par exemple décider de retarder l’allocation des
ressources à certaine demande prioritaire au proﬁt d’une autre demande moins priori-
taire, si le temps d’attente ainsi écourté est suﬃsant pour compenser l’augmentation
de celui de la demande prioritaire. En particulier, comme mentionné précédemment,
une technique permettant de considérer tous ces éléments à fois consiste à poser le
problème à résoudre comme un problème de programmation non-linéaire en entiers
et vériﬁer si des solveurs existants sont en mesure de trouver des solutions eﬃcaces
dans un contexte de temps réel.
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Démonstrations
Dans cet annexe, nous fournissons les démonstrations des théorèmes présentés
dans la section A.3.
B.1 Démonstrations
Démonstration du Théorème A.3.1. Par induction.
Cas de base : R(hi) ≤ R(hi) ≤ R(hi) + (A˜(hi) − A˜(hi))
Pas d’induction : soit
R(hi) ≤ R(hi+k) ≤ R(hi) + (A˜(hi+k) − A˜(hi)), pour une valeur de k ≥ 0
On veut prouver que l’inégalité est également vériﬁée pour la valeur k+1, si l’élément
hi+k+1 existe (c’est-à-dire si k+ i+1 ≤ |H|). Par les équations (A.8) et l’(A.9), on a :
R(hi+k) ≤ R(hi+k+1) ≤ R(hi+k) + (A˜(hi+k+1) − A˜(hi+k))
Et en combinant les deux équations :
R(hi) ≤ R(hi+k+1) ≤ R(hi) + (A˜(hi+k) − A˜(hi)) + (A˜(hi+k+1) − A˜(hi+k))
→R(hi) ≤ R(hi+k+1) ≤ R(hi) + (A˜(hi+k+1) − A˜(hi))
On a donc R(hi) ≤ R(hi+k) ≤ R(hi) + (A˜(hi+k) − A˜(hi)) pour n’importe quel k tel
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que 0 ≤ k ≤ |H| − i, ce qui clôt la démonstration.
Démonstration du Théorème A.3.2. On souhaite prouver que l’algorithme A.4 re-
tourne une valeur égale à celle stockée dans l’horaire lorsqu’une telle valeur existe.
Soit hi ∈ H tel que f(hi) = f .
Si i = |H|, on a RA˜,H(f) = R(hi) trivialement (lignes 3 et 6).
Sinon, on a (lignes 5 et 6) :
RA˜,H(f) = max(R(hi), R(hi+1) − (A˜(hi+1) − A˜(f)))
= max(R(hi), R(hi+1) − (A˜(hi+1) − A˜(hi)))
Or par l’équation (A.9), on a :
R(hi+1) ≤ R(hi) + (A˜(hi+1) − A˜(hi))
→R(hi+1) − (A˜(hi+1) − A˜(hi)) ≤ R(hi)
→max(R(hi), R(hi+1) − (A˜(hi+1) − A˜(hi))) = R(hi)
→RA˜,H(f) = R(hi)
Démonstration du Théorème A.3.3. On souhaite prouver que la fonction RA˜,H(f) res-
pecte les équations (A.3) et (A.4) lorsqu’appliquée à un horaire respectant la déﬁni-
tion A.3.1.
Soient fi, fj ∈ N≥fcourant tels que fi < fj. En appliquant la ligne 6 de l’algorithme,
on obtient :
RA˜,H(fi) =max(R(hi), Rnext_i) et
RA˜,H(fj) =max(R(hj), Rnext_j)
Où hi et hj sont tels que (par la ligne 1 de l’algorithme) :
f(hi) ≤ fi
f(hj) ≤ fj
f(hi) ≤ f(hj)
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Prouvons d’abord le respect de l’équation (A.3), c’est-à-dire RA˜,H(fi) ≤ RA˜,H(fj).
Deux cas se présentent :
– Cas 1 : f(hi) = f(hj) ↔ hi = hj
Si hi = h|H|, on a :
RA˜,H(fi) = RA˜,H(fj)
→ RA˜,H(fi) ≤ RA˜,H(fj)
Sinon on a :
max(R(hi), R(hi+1) − (A˜(hi+1) − A˜(fi))) ≤
max(R(hj), R(hj+1) − (A˜(hj+1) − A˜(fj)))
→ RA˜,H(fi) ≤ RA˜,H(fj)
Car tout est égal des deux côtés de l’inégalité sauf A˜(fi) et A˜(fj), et A˜(fi) ≤
A˜(fj) par l’équation (A.1).
– Cas 2 : f(hi) < f(hj)
Par la ligne 1 de l’algorithme, on a :
fi < f(hi+1)
Ce qui entraîne, par l’équation (A.1) :
(A˜(hi+1) − A˜(fi)) ≥ 0
Par l’équation (A.8), on a R(hi) ≤ R(hi+1), d’où :
max(R(hi), R(hi+1) − (A˜(hi+1) − A˜(fi))) ≤ R(hi+1)
→RA˜,H(fi) ≤ R(hi+1)
(B.1)
Comme f(hi) < f(hj) → f(hi+1) ≤ f(hj) par hypothèse du cas, par
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l’équation (A.10) on obtient :
R(hi+1) ≤ R(hj)
Or comme R(hj) ≤ RA˜,H(fj) (par l’usage de l’opérateur max dans la déﬁnition
de RA˜,H(fj)) :
R(hi+1) ≤ RA˜,H(fj)
→RA˜,H(fi) ≤ RA˜,H(fj) (par l’équation (B.1))
Prouvons ensuite le respect de l’équation (A.4), c’est-à-dire RA˜,H(fj) ≤ RA˜,H(fi)+
(A˜(fj) − A˜(fi)).
– Cas 1 :
f(hi) =f(hj) ↔ hi = hj
RA˜,H(fi) =R(hi) ≥ Rnext_i
RA˜,H(fj) =R(hj) ≥ Rnext_j.
Comme RA˜,H(fi) = RA˜,H(fj), et (A˜(fj) − A˜(fi)) ≥ 0 par l’équation (A.1), on a
simplement :
RA˜,H(fj) ≤ RA˜,H(fi) + (A˜(fj) − A˜(fi))
– Cas 2 :
f(hi) <f(hj)
RA˜,H(fi) =R(hi) ≥ Rnext_i
RA˜,H(fj) =R(hj) ≥ Rnext_j
Donc en complétant :
RA˜,H(fi) = R(hi) ≥ Rnext_i = R(hi+1) − (A˜(hi+1) − A˜(fi))
→R(hi+1) ≤ R(hi) + (A˜(hi+1) − A˜(fi))
(B.2)
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Par l’équation (A.10) (et par f(hi) < f(hj) → f(hi+1) ≤ f(hj)) , on a :
R(hj) ≤ R(hi+1) + (A˜(hj) − A˜(hi+1))
Par hypothèse du cas (équation (B.2)) :
R(hj) ≤ R(hi) + (A˜(hi+1) − A˜(fi)) + (A˜(hj) − A˜(hi+1))
→R(hj) ≤ R(hi) + (A˜(hj) − A˜(fi))
Et comme f(hj) ≤ fj, on a A˜(hj) ≤ A˜(fj) par l’équation (A.1) :
→R(hj) ≤ R(hi) + (A˜(fj) − A˜(fi))
→RA˜,H(fj) ≤ RA˜,H(fi) + (A˜(fj) − A˜(fi))
– Cas 3 :
RA˜,H(fi) =R(hi) ≥ Rnext_i
RA˜,H(fj) =Rnext_j ≥ R(hj)
Donc en complétant :
RA˜,H(fi) = R(hi) ≥ Rnext_i = R(hi+1) − (A˜(hi+1) − A˜(fi))
→R(hi+1) ≤ R(hi) + (A˜(hi+1) − A˜(fi))
RA˜,H(fj) = Rnext_j = R(hj+1) − (A˜(hj+1) − A˜(fj)) > R(hj)
(B.3)
Par l’équation (A.10), on a :
R(hj+1) ≤ R(hi+1) + (A˜(hj+1) − A˜(hi+1))
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Par l’hypothèse du cas (équation (B.3)) :
R(hj+1) ≤ R(hi) + (A˜(hi+1) − A˜(fi)) + (A˜(hj+1) − A˜(hi+1))
→R(hj+1) ≤ R(hi) + (A˜(hj+1) − A˜(fi))
→R(hj+1) ≤ R(hi) + (A˜(fj) − A˜(fi)) + (A˜(hj+1) − A˜(fj))
→R(hj+1) − (A˜(hj+1) − A˜(fj)) ≤ R(hi) + (A˜(fj) − A˜(fi))
→RA˜,H(fj) ≤ RA˜,H(fi) + (A˜(fj) − A˜(fi))
– Cas 4 :
RA˜,H(fi) =Rnext_i ≥ R(hi)
RA˜,H(fj) =R(hj) ≥ Rnext_j
(B.4)
Donc en complétant :
RA˜,H(fi) = Rnext_i = R(hi+1) − (A˜(hi+1) − A˜(fi)) ≥ R(hi)
Notez qu’ici que l’hypothèse du cas (équation (B.4)) implique f(hi) < f(hj)
(strictement inférieure). Car sinon, en assumant hi = hj :
RA˜,H(fi) = R(hi+1) − (A˜(hi+1) − A˜(fi)) ≥ R(hi)
RA˜,H(fj) = R(hj) ≥ R(hj+1) − (A˜(hj+1) − A˜(fj))
→R(hi+1) − (A˜(hi+1) − A˜(fi)) ≥ R(hj+1) − (A˜(hj+1) − A˜(fj))
→A˜(fi) ≥ A˜(fj)
Ce qui contredit l’équation (A.1).
Par l’équation (A.10) (et par f(hi) < f(hj) → f(hi+1) ≤ f(hj)) , on a :
R(hj) ≤ R(hi+1) + (A˜(hj) − A˜(hi+1))
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Et comme f(hj) ≤ fj, on a A˜(hj) ≤ A˜(fj) par l’équation (A.1) :
R(hj) ≤ R(hi+1) + (A˜(fj) − A˜(hi+1))
→R(hj) ≤ R(hi+1) − (A˜(hi+1) − A˜(fi)) + (A˜(fj) − A˜(fi))
→RA˜,H(fj) ≤ RA˜,H(fi) + (A˜(fj) − A˜(fi))
– Cas 5 :
RA˜,H(fi) =Rnext_i ≥ R(hi)
RA˜,H(fj) =Rnext_j ≥ R(hj)
Donc en complétant :
RA˜,H(fi) = Rnext_i = R(hi+1) − (A˜(hi+1) − A˜(fi)) ≥ R(hi)
RA˜,H(fj) = Rnext_j = R(hj+1) − (A˜(hj+1) − A˜(fj)) ≥ R(hj)
Par l’équation (A.10), on a :
R(hj+1) ≤ R(hi+1) + (A˜(hj+1) − A˜(hi+1))
→R(hj+1) ≤ R(hi+1) + (A˜(fj) − A˜(hi+1)) + (A˜(hj+1) − A˜(fj))
→R(hj+1) − (A˜(hj+1) − A˜(fj)) ≤ R(hi+1) + (A˜(fj) − A˜(hi+1))
→R(hj+1) − (A˜(hj+1) − A˜(fj)) ≤ R(hi+1) − (A˜(hi+1) − A˜(fi)) + (A˜(fj) − A˜(fi))
→RA˜,H(fj) ≤ RA˜,H(fi) + (A˜(fj) − A˜(fi))
Démonstration du Théorème A.3.4. On veut donc prouver :
A˜(fi) − RA˜,H(fi) < Q pour fi < f
A˜(fi) − RA˜,H(fi) ≥ Q pour fi ≥ f
Si l’horaire ne contient pas d’élément tel que A˜(h)−R(h) < Q et comme le frame
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fcourant fait toujours partie de l’horaire, par les lignes 1 et 2 on a :
A˜(fcourant) − RA˜,H(fcourant) ≥ Q
Et donc f = fcourant. De plus, par l’équation (A.6) on a A˜(fi) − RA˜,H(fi) ≥ Q pour
fi > f , ce qui prouve le théorème pour ce cas particulier.
Si l’horaire contient un élément hi tel que A˜(hi) − R(hi) < Q, par les lignes 4 et
5 de l’algorithme on a
f = A˜−1(R(hi) + Q)
Par l’équation (A.2), ceci entraîne :
A˜(fi) ≥ R(hi) + Q pour fi ≥ f (B.5)
A˜(fi) < R(hi) + Q pour fi < f (B.6)
De plus, si un élément suivant hi existe, on y dispose de suﬃsamment de ressources :
A˜(hi+1) − R(hi+1) ≥ Q (B.7)
Prouvons que A˜(f) − RA˜,H(f) ≥ Q. On a RA˜,H(f) = max(R(hi), Rnext) (lignes 5
et 6 de l’algorithme A.4). Deux cas se présentent :
– Cas 1 : RA˜,H(f) = R(hi) ≥ Rnext Par l’équation (B.5) :
A˜(f) ≥ R(hi) + Q
→A˜(f) ≥ RA˜,H(f) + Q
→A˜(f) − RA˜,H(f) ≥ Q
– Cas 2 : RA˜,H(f) = Rnext = R(hi+1) − (A˜(hi+1) − A˜(f)) > R(hi). Par
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l’équation (B.7), on a :
A˜(hi+1) − R(hi+1) ≥ Q
→A˜(f) + A˜(hi+1) − R(hi+1) − A˜(f) ≥ Q
→A˜(f) − (R(hi+1) − (A˜(hi+1) − A˜(f))) ≥ Q
→A˜(f) − RA˜,H(f) ≥ Q
Comme fi ≥ f , par l’équation (A.6) on a ﬁnalement :
A˜(fi) − RA˜,H(fi) ≥ Q
Ce qui prouve qu’il y a suﬃsamment de ressources disponibles à partir du frame f .
Prouvons maintenant qu’il n’y a pas suﬃsamment de ressources au frame précé-
dent, c’est-à-dire :
A˜(f − 1) − RA˜,H(f − 1) < Q
Par les lignes 6 et 7 de l’algorithme A.4, on a RA˜,H(f − 1) = max(R(hi), Rnext).
Si l’élément hi+1 existe, on a Rnext = R(hi+1) − (A˜(hi+1) − A˜(f − 1)).
Par l’équation (B.6) :
A˜(f − 1) < R(hi) + Q
→A˜(f − 1) − Q < R(hi)
Par l’équation (B.7) on a A˜(hi+1) − R(hi+1) ≥ Q, d’où :
A˜(f − 1) − (A˜(hi+1) − R(hi+1)) < R(hi)
→R(hi+1) − (A˜(hi+1) − A˜(f − 1)) < R(hi)
→Rnext < R(hi)
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Et donc RA˜,H(f − 1) = max(R(hi), Rnext) = R(hi). Or par l’équation (B.6) :
A˜(f − 1) < R(hi) + Q
→A˜(f − 1) < RA˜,H(f − 1) + Q
→A˜(f − 1) − RA˜,H(f − 1) < Q
Et donc une quantité insuﬃsante de ressources est disponible au frame précédent.
Pour les frames fi < f , par l’équation (A.6) on a :
A˜(fi) − RA˜,H(fi) < Q
Ce qui prouve que la quantité de ressources disponibles reste insuﬃsante jusqu’avant
le frame f .
Démonstration du Théorème A.3.5. On souhaite prouver que la dérivation par
l’algorithme A.6 d’un nouvel élément intermédiaire dans un horaire ne modiﬁe pas
l’état des réservations de cet horaire.
Si un élément h tel que f(h) = f existe déjà dans H, H ′ reste inchangé (H ′ = H)
et donc RA˜,H(f) = RA˜,H′(f) trivialement. Sinon, un nouvel élément hnew est inséré
dans H, ce qui résulte en le nouvel horaire H ′.
– Cas 1 : l’élément hnew est inséré à la ﬁn de H, tel que H ′ = {h1, h2, ..., h|H|, hnew}.
Par la ligne 3 de l’algorithme A.4, on a :
R(hnew) = R(h|H|)
– Sous-cas 1 : fcourant ≤ f < f(h|H|). Par les lignes 5 et 6 de l’algorithme A.4,
on a :
RA˜,H(f) = max(R(hi), Rnext)
RA˜,H′(f) = max(R(hi), Rnext)
Où hi est la borne inférieure de f . Dans ce sous-cas, RA˜,H(f) = RA˜,H′(f)
trivialement.
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– Sous-cas 2 : f(h|H|) ≤ f < f(hnew). Par application de l’algorithme A.4, on
a :
RA˜,H(f) = R(h|H|)
RA˜,H′(f) = max(R(h|H|), R(hnew) − (A˜(hnew) − A˜(f)))
En remplaçant Rnew :
RA˜,H′(f) = max(R(h|H|), R(hnew) − (A˜(hnew) − A˜(f)))
= max(R(h|H|), R(h|H|) − (A˜(hnew) − A˜(f)))
Or (A˜(hnew) − A˜(f)) ≥ 0 par l’équation (A.1), d’où :
RA˜,H′(f) = R(h|H|)
= RA˜,H(f)
– Sous-cas 3 : f(hnew) ≤ f . Par la ligne 3 de l’algorithme A.4, on a :
RA˜,H(f) = R(h|H|)
RA˜,H′(f) = R(h|H|)
D’où RA˜,H(f) = RA˜,H′(f).
– Cas 2 : l’élément hnew est inséré entre deux éléments intermédiaires hj et hj+1
de H, tel que H ′ = {h1, ..., hj, hnew, hj+1, ..., h|H|}. Par les lignes 5 et 6 de
l’algorithme A.4, on a :
R(hnew) = max(R(hj), R(hj+1) − (A˜(hj+1) − A˜(hnew)))
– Sous-cas 1 : fcourant ≤ f < f(hj) Par l’application de l’algorithme A.4, on a :
RA˜,H(f) = max(R(hi), Rnext))
RA˜,H′(f) = max(R(hi), Rnext))
Où hi est la borne inférieure de f . Dans ce sous-cas, RA˜,H(f) = RA˜,H′(f)
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trivialement.
– Sous-cas 2 : f(hj) ≤ f < f(hnew). Par application de l’algorithme A.4, on a :
RA˜,H(f) = max(R(hj), R(hj+1) − (A˜(hj+1) − A˜(f)))
RA˜,H′(f) = max(R(hj), R(hnew) − (A˜(hnew) − A˜(f)))
En remplaçant Rnew :
RA˜,H′(f) = max(R(hj), R(hnew) − (A˜(hnew) − A˜(f)))
= max(R(hj),max(R(hj), R(hj+1) − (A˜(hj+1) − A˜(hnew))) − (A˜(hnew) − A˜(f)))
= max(R(hj), R(hj) − (A˜(hnew) − A˜(f)), R(hj+1) − (A˜(hj+1) − A˜(f)))
Or (A˜(hnew) − A˜(f)) ≥ 0 par l’équation (A.1), d’où :
RA˜,H′(f) = max(R(hj), R(hj) − (A˜(hnew) − A˜(f)), R(hj+1) − (A˜(hj+1) − A˜(f)))
= max(R(hj), R(hj+1) − (A˜(hj+1) − A˜(f)))
= RA˜,H(f)
– Sous-cas 3 : f(hnew) ≤ f < f(hj+1). Par application de l’algorithme A.4, on a :
RA˜,H(f) = max(R(hj), R(hj+1) − (A˜(hj+1) − A˜(f)))
RA˜,H′(f) = max(R(hnew), R(hj+1) − (A˜(hj+1) − A˜(f)))
En remplaçant Rnew :
RA˜,H′(f) = max(R(hnew), R(hj+1) − (A˜(hj+1) − A˜(f)))
= max(max(R(hj), R(hj+1) − (A˜(hj+1) − A˜(hnew))), R(hj+1) − (A˜(hj+1) − A˜(f)))
= max(R(hj), R(hj+1) − (A˜(hj+1) − A˜(hnew)), R(hj+1) − (A˜(hj+1) − A˜(f)))
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Or A˜(hnew) ≥ A˜(f) par l’équation (A.1), d’où :
RA˜,H′(f) = max(R(hj), R(hj+1) − (A˜(hj+1) − A˜(hnew)),
R(hj+1) − (A˜(hj+1) − A˜(f)))
= max(R(hj), R(hj+1) − (A˜(hj+1) − A˜(f)))
= RA˜,H(f)
– Sous-cas 4 : f(hj+1) ≤ f . Identique au sous-cas 1.
Démonstration du Théorème A.3.6. On souhaite vériﬁer que les équations (A.7), (A.8)
et (A.9) sont toutes respectées par le nouvel horaire H ′ retourné par l’algorithme A.6.
Si un élément h tel que f(h) = f existe déjà dans H, H ′ reste inchangé (H ′ = H)
et respecte donc encore la déﬁnition A.3.1.
Sinon, un nouvel élément hnew est inséré dans H, ce qui résulte en le nouvel horaire
H ′. L’équation (A.7) est respectée trivialement, car hnew n’est inséré dans H que si
aucun élément correspondant au frame f n’existe déjà (ligne 1).
Prouvons maintenant que les équations (A.8) et (A.9) sont également respectées.
Les deux cas suivants peuvent s’appliquer :
– Cas 1 : l’élément hnew est inséré à la ﬁn de H, tel que H ′ = {h1, h2, ..., h|H|, hnew}.
Par la ligne 3 de l’algorithme A.4, on a :
R(hnew) = R(h|H|)
→R(h|H|) ≤ R(hnew) ≤ R(h|H|) + (A˜(hnew) − A˜(h|H|))
Les équations (A.8) et (A.9) sont donc respectées pour les éléments (h|H|, hnew)
et demeurent respectées par hypothèse pour les éléments {h1, h2, ..., h|H|}.
– Cas 2 : l’élément hnew est inséré entre deux éléments intermédiaires hi et hi+1
de H, tel que H ′ = {h1, ..., hi, hnew, hi+1, ..., h|H|}. Tel qu’indiqué aux lignes 5 et
6 de l’algorithme A.4, on a :
R(hnew) = max(R(hi), R(hi+1) − (A˜(hi+1) − A˜(hnew)))
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Par l’utilisation de l’opérateur max, on a également :
R(hi) ≤ R(hnew)
Et donc l’équation (A.8) est respectée pour les éléments (hi, hnew).
Prouvons ensuite que l’équation (A.8) est également respectée pour les éléments
(hnew, hi+1), c’est-à-dire R(hnew) ≤ R(hi+1).
– Sous-cas 1 : R(hnew) = R(hi) ≥ Rnext. Par hypothèse (équation (A.9)), on a :
R(hi) ≤ R(hi+1)
→R(hnew) ≤ R(hi+1)
– Sous-cas 2 : R(hnew) = Rnext > R(hi). Par l’équation (A.1), on a :
A˜(hi+1) ≥ A˜(hnew)
→R(hi+1) − (A˜(hi+1) − Anew) ≤ R(hi+1)
→R(hnew) ≤ R(hi+1)
Les autres éléments {h1, ..., hi} et {hi+1, ..., h|H|} respectent l’équation (A.8) par
hypothèse.
Prouvons maintenant l’équation (A.9) pour les éléments (hi, hnew), c’est-à-dire
R(hnew) ≤ R(hi) + (A˜(hnew) − A˜(hi)).
– Sous-cas 1 : R(hnew) = R(hi) ≥ R(hi+1) − (A˜(hi+1) − A˜(hnew))
Par l’équation (A.1), on a :
A˜(hnew) ≥ A˜(hi)
→R(hi) ≤ R(hi) + (A˜(hnew) − A˜(hi))
→R(hnew) ≤ R(hi) + (A˜(hnew) − A˜(hi))
– Sous-cas 2 : R(hnew) = R(hi+1) − (A˜(hi+1) − A˜(hnew)) > R(hi)
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Par l’équation (A.9), on a :
R(hi+1) ≤ R(hi) + (A˜(hi+1) − A˜(hi))
→R(hi+1) − (A˜(hi+1) − A˜(hnew)) ≤
R(hi) + (A˜(hi+1) − A˜(hi)) − (A˜(hi+1) − A˜(hnew))
→R(hi+1) − (A˜(hi+1) − A˜(hnew)) ≤ R(hi) + (A˜(hnew) − A˜(hi))
→Rnext ≤ R(hi) + (A˜(hnew) − A˜(hi))
→Rnew ≤ R(hi) + (A˜(hnew) − A˜(hi))
Prouvons maintenant l’équation (A.9) pour les éléments (hnew, hi+1), c’est-à-
dire R(hi+1) ≤ R(hnew) + (A˜(hi+1) − A˜(hnew)).. En partant de la déﬁnition de
R(hnew), on a :
R(hnew) = max(R(hi), R(hi+1) − (A˜(hi+1) − A˜(hnew)))
→R(hi+1) − (A˜(hi+1) − A˜(hnew)) ≤ Rnew
→R(hi+1) ≤ Rnew + (A˜(hi+1) − A˜(hnew))
Les autres éléments {h1, ..., hi} et {hi+1, ..., h|H|} respectent l’équation (A.9) par
hypothèse.
Démonstration du Théorème A.3.7. On souhaite vériﬁer que les équations (A.7), (A.8)
et (A.9) sont toutes respectées par le nouvel horaire retourné par l’algorithme A.7.
Dans un premier temps, le théorème A.3.6 assure que l’horaire H retourné à la
ligne 1 respecte la déﬁnition A.3.1. L’algorithme modiﬁe ensuite cet horaire et retourne
le nouvel horaire H ′ = {h′1, ..., h′j−1, h′j′ , ..., h′|H′|} avec
R(h′i) =
⎧⎨
⎩
max(R(hi), R(h′i+1) − (A˜(hi+1) − A˜(hi))) : i = 1...j − 1
R(hi) + Q : i = j...|H ′|
L’équation (A.7) est respectée trivialement car les numéros de frame f de l’horaire
H ′ ne sont pas modiﬁés.
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Prouvons l’équation (A.8). Pour les éléments hi=j...|H′|−1, on a :
R(hi) ≤ R(hi+1)
→R(hi) + Q ≤ R(hi+1) + Q
→R(h′i) ≤ R(h′i+1)
Pour les éléments hi=1...j−1, on a :
– Cas 1 : R(h′i) = R(hi). Or par l’équation (A.8) :
R(hi) ≤ R(hi+1)
Par les lignes 4 et 7 de l’algorithme, on a :
R(hi+1) ≤ R(h′i+1)
D’où, en combinant les deux équations :
R(hi) ≤ R(h′i+1)
→R(h′i) ≤ R(h′i+1)
– Cas 2 : R(h′i) = R(h′i+1) − (A˜(hi+1) − A˜(hi)). Par l’équation (A.1) :
A˜(hi) ≤ A˜(hi+1)
→A˜(hi+1) − A˜(hi) ≥ 0
→R(h′i+1) − (A˜(hi+1) − A˜(hi)) ≤ R(h′i+1)
→R(h′i) ≤ R(h′i+1)
Prouvons ensuite l’équation (A.9). Pour les éléments hi=j...|H′|−1, on a par l’équation (A.9) :
R(hi+1) ≤ R(hi) + (A˜(hi+1) − A˜(hi))
→R(hi+1) + Q ≤ R(hi) + Q + (A˜(hi+1) − A˜(hi))
→R(h′i+1) ≤ R(h′i) + (A˜(hi+1) − A˜(hi))
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Pour les éléments hi=1...j−1, on a :
– Cas 1 : R(h′i) = R(hi) ≥ R(h′i+1) − (A˜(hi+1) − A˜(hi)).
R(hi) ≥ R(h′i+1) − (A˜(hi+1) − A˜(hi))
→R(h′i+1) ≤ R(hi) + (A˜(hi+1) − A˜(hi))
→R(h′i+1) ≤ R′(hi) + (A˜(hi+1) − A˜(hi))
– Cas 2 : R(h′i) = R(h′i+1) − (A˜(hi+1) − A˜(hi)).
R(h′i+1) = R(h′i+1)
→R(h′i+1) = R(h′i+1) − (A˜(hi+1) − A˜(hi)) + (A˜(hi+1) − A˜(hi))
→R(h′i+1) = R(h′i) + (A˜(hi+1) − A˜(hi))
→R(h′i+1) ≤ R(h′i) + (A˜(hi+1) − A˜(hi))
Démonstration du Théorème A.3.8. On veut prouver que le nouveau modèle de ré-
servation de ressources RA˜,H′ dérivé de l’horaire H ′ retourné par l’algorithme A.7
respecte l’équation (A.11), l’équation (A.12) et la déﬁnition A.4.
Prouvons tout d’abord le respect de l’équation (A.11), c’est-à-dire :
RA˜,H′(fi) = RA˜,H(fi) + Q pour fi ≥ f
Par l’algorithme A.4, on a :
RA˜,H(fi) = max(R(hi), Rnext) et
RA˜,H′(fi) = max(R(h′i), R′next)
Comme i ≥ j, par les lignes 3 et 4 de l’algorithme on a :
R(h′i) = R(hi) + Q (B.8)
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Si h′i est le dernier élément de l’horaire (c’est-à-dire i = |H| = |H ′|), alors on a :
RA˜,H(fi) = R(hi) et
RA˜,H′(fi) = R(h′i)
Or par l’équation (B.8) :
R(h′i) = R(hi) + Q
→RA˜,H′(fi) = RA˜,H(fi) + Q
Sinon, l’élément h′i+1 existe. Comme i+1 ≥ j, par les lignes 3 et 4 de l’algorithme
on a :
R(h′i+1) = R(hi+1) + Q (B.9)
Deux cas sont possibles :
– Cas 1 : RA˜,H′(fi) = R(h′i) ≥ R′next = R(h′i+1) − (A˜(hi+1) − A˜(fi)). Par les
équations (B.8) et (B.9) :
R(h′i) ≥ R(h′i+1) − (A˜(hi+1) − A˜(fi))
→R(hi) + Q ≥ R(hi+1) + Q − (A˜(hi+1) − A˜(fi))
→R(hi) ≥ R(hi+1) − (A˜(hi+1) − A˜(fi))
D’où RA˜,H(fi) = R(hi) ≥ R(hi+1) − (A˜(hi+1) − A˜(fi)) = Rnext. Or par
l’équation (B.8) :
R(h′i) = R(hi) + Q
→RA˜,H′(fi) = RA˜,H(fi) + Q
– Cas 2 : RA˜,H′(fi) = R′next = R(h′i+1) − (A˜(hi+1) − A˜(fi)) ≥ R(h′i). Par les
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équations (B.8) et (B.9) :
R(h′i+1) − (A˜(hi+1) − A˜(fi)) ≥ R(h′i)
→R(hi+1) + Q − (A˜(hi+1) − A˜(fi)) ≥ R(hi) + Q
→R(hi+1) − (A˜(hi+1) − A˜(fi)) ≥ R(hi)
D’où RA˜,H(f) = Rnext = R(hi+1) − (A˜(hi+1) − A˜(fi)) ≥ R(hi). Or par
l’équation (B.9) :
R(h′i+1) − (A˜(hi+1) − A˜(fi)) = R(hi+1) + Q − (A˜(hi+1) − A˜(fi))
→RA˜,H′(fi) = RA˜,H(fi) + Q
Prouvons ensuite le respect de l’équation (A.12), c’est-à-dire :
RA˜,H′(fi) ≥ RA˜,H(fi) pour fi ∈ N≥fcourant
Par l’algorithme A.4, on a :
RA˜,H(fi) = max(R(hi), Rnext) et
RA˜,H′(fi) = max(R(h′i), R′next)
Par les lignes 7 et 8 de l’algorithme on a :
R(h′i) ≥ R(hi) (B.10)
Si h′i est le dernier élément de l’horaire (c’est-à-dire i = |H| = |H ′|), alors on a :
RA˜,H(fi) = R(hi) et
RA˜,H′(fi) = R(h′i)
Or par l’équation (B.10) :
R(h′i) ≥ R(hi)
→RA˜,H′(fi) ≥ RA˜,H(fi)
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Sinon, l’élément h′i+1 existe. Par les lignes 7 et 8 de l’algorithme on a :
R(h′i+1) ≥ R(hi+1) (B.11)
Comme RA˜,H′(fi) = max(R(h′i), R′next), avec R′next = R(h′i+1)− (A˜(hi+1)− A˜(fi)),
on peut dériver :
RA˜,H′(fi) ≥ R(h′i) et (B.12)
RA˜,H′(fi) ≥ R(h′i+1) − (A˜(hi+1) − A˜(fi)) (B.13)
Soit RA˜,H(fi) = max(R(hi), Rnext), avec Rnext = R(hi+1) − (A˜(hi+1) − A˜(fi)).
Deux cas sont possibles :
– Cas 1 : RA˜,H(fi) = R(hi) ≥ Rnext = R(hi+1) − (A˜(hi+1) − A˜(fi)). Par les
équations (B.10) et (B.12) :
RA˜,H′(fi) ≥ R(h′i)
→RA˜,H′(fi) ≥ R(hi)
→RA˜,H′(fi) ≥ RA˜,H(fi)
– Cas 1 : RA˜,H(fi) = Rnext = R(hi+1) − (A˜(hi+1) − A˜(fi)) ≥ R(hi). Par les
équations (B.11) et (B.13) :
RA˜,H′(fi) ≥ R(h′i+1) − (A˜(hi+1) − A˜(fi))
→RA˜,H′(fi) ≥ R(hi+1) − (A˜(hi+1) − A˜(fi))
→RA˜,H′(fi) ≥ RA˜,H(fi)
Finalement, comme l’horaire H ′ respecte la déﬁnition A.3.1 (voir le théorème A.3.7),
il en découle que le modèle RA˜,H′ respecte la déﬁnition A.4 (voir le théorème A.3.3),
ce qui termine la démonstration.
Démonstration du Théorème A.3.9. Voir le théorème A.3.8 pour la preuve que
l’algorithme A.7 respecte la déﬁnition A.3.2.
Soit RA˜,H′ , un modèle de réservation de ressources dérivé de l’horaire H ′ produit
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par l’algorithme A.7 et R′′, un modèle produit par un autre algorithme respectant la
déﬁnition A.3.2. On souhaite prouver que pour tout f ∈ N≥fcourant , on a :
RA˜,H′(f) ≤ R′′(f)
Prouvons tout d’abord que R(h′i) ≤ R′′(f(h′i)) pour tout h′i ∈ H ′.
Soit j tel que déﬁni à la ligne 2 de l’algorithme. Par l’équation (A.11), on a pour
i ≥ j :
R(h′i) = R′′(f(h′i)) = R(hi) + Q
→R(h′i) ≤ R′′(f(h′i))
Pour les éléments hi tels que i < j, on prouve le résultat par induction.
Cas de base : R(h′j) ≤ R′′(f(h′j)).
Pas d’induction : soit
R(h′j−k) ≤ R′′(f(h′j−k))
On veut prouver que l’inégalité est également vériﬁée pour l’élément h′j−k−1, si celui-ci
existe (c’est-à-dire si j − k − 1 > 0). En d’autres mots, on veut prouver que :
R(h′j−k−1) ≤ R′′(f(h′j−k−1))
Par les lignes 6 et 7 de l’algorithme, on a R(h′j−k−1) = max(R(hj−k−1), R(h′j−k) −
(A˜(h′j−k) − A˜(h′j−k−1))). Or par l’équation (A.12) :
R(hj−k−1) ≤ R′′(f(h′j−k−1))
En reprenant l’hypothèse du pas, on a également :
R(h′j−k) ≤ R′′(f(h′j−k))
→R(h′j−k) − (A˜(h′j−k) − A˜(h′j−k−1)) ≤ R′′(f(h′j−k)) − (A˜(h′j−k) − A˜(h′j−k−1))
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Or par l’équation (A.4) :
R′′(h′j−k) ≤ R′′(h′j−k−1) + (A˜(h′j−k) − A˜(h′j−k−1))
→R′′(h′j−k) − (A˜(h′j−k) − A˜(h′j−k−1)) ≤ R′′(h′j−k−1)
Et donc :
R(h′j−k) − (A˜(h′j−k) − A˜(h′j−k−1)) ≤ R′′(f(h′j−k)) − (A˜(h′j−k) − A˜(h′j−k−1))
→R(h′j−k) − (A˜(h′j−k) − A˜(h′j−k−1)) ≤ R′′(h′j−k−1)
D’où :
max(R(hj−k−1), R(h′j−k) − (A˜(h′j−k) − A˜(h′j−k−1))) ≤ R′′(f(h′j−k−1))
→R(h′j−k−1) ≤ R′′(f(h′j−k−1))
Prouvons maintenant que RA˜,H′(f) ≤ R′′(f) pour n’importe quel frame f , et pas
seulement ceux associés aux éléments hi.
On a RA˜,H′(f) = max(R(h′i), R(h′i+1) − (A˜(h′i+1) − A˜(f))) par l’algorithme A.4.
– Cas 1 : RA˜,H′(f) = R(h′i) ≥ R(h′i+1) − (A˜(h′i+1) − A˜(f)). Par l’équation (A.12),
on a :
R(h′i) ≤ R′′(f(h′i))
Comme f ≥ f(h′i), par l’équation (A.3) on a :
R(h′i) ≤ R′′(f)
→RA˜,H′(f) ≤ R′′(f)
– Cas 2 : RA˜,H′(f) = R(h′i+1) − (A˜(h′i+1) − A˜(f)) ≥ R(h′i).
Comme R(h′i+1) ≤ R′′(f(h′i+1)) (prouvé plus haut), on peut en dériver :
R(h′i+1) − (A˜(h′i+1) − A˜(f)) ≤ R′′(f(h′i+1)) − (A˜(h′i+1) − A˜(f))
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Or par l’équation (A.4), on a :
R′′(f(h′i+1)) ≤ R′′(f) + (A˜(h′i+1) − A˜(f))
→R′′(f(h′i+1)) − (A˜(h′i+1) − A˜(f)) ≤ R′′(f)
D’où :
R(h′i+1) − (A˜(h′i+1) − A˜(f)) ≤ R′′(f)
→RA˜,H′(f) ≤ R′′(f)
Démonstration du Théorème A.3.10. Prouvons que RA˜,H(f) ≤ A˜(f).
Soit RA˜,H(f) = max(R(hi), Rnext_i) par la ligne 6 de l’algorithme A.4. Si RA˜,H(f) =
R(hi), on a par l’équation (A.13) :
R(hi) ≤ A˜(hi)
→RA˜,H(f) ≤ A˜(hi)
Et comme f(hi) ≤ f , on a par l’équation (A.1) :
A˜(hi) ≤ A˜(f)
D’où :
RA˜,H(f) ≤ A˜(f)
Si RA˜,H(f) = Rnext_i = R(hi+1)−(A˜(hi+1)−A˜(f)) plutôt, on a par l’équation (A.13) :
R(hi+1) ≤ A˜(hi+1)
→R(hi+1) + A˜(f) ≤ A˜(hi+1) + A˜(f)
→R(hi+1) − (A˜(hi+1) − A˜(f)) ≤ A˜(f)
→RA˜,H(f) ≤ A˜(f)
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Démonstration du Théorème A.3.11. On souhaite prouver que l’horaire H ′ retourné
par l’algorithme A.7 est tel que :
R(h′i) ≤ A˜(h′i), pour i = 1, . . . , |H ′|
L’horaire retourné à la ligne 1 respecte encore l’équation (A.13) car R(hnew) =
RA˜,H(f) ≤ A˜(f) (par le théorème A.3.10). L’algorithme modiﬁe ensuite cet horaire
et retourne le nouvel horaire H ′ = {h′1, ..., h′j−1, h′j′ , ..., h′|H′|} avec
R(h′i) =
⎧⎨
⎩
max(R(hi), R(h′i+1) − (A˜(hi+1) − A˜(hi))) : i = 1...j − 1
R(hi) + Q : i = j...|H ′|
Par hypothèse du théorème, les éléments hi=j...|H′| sont tels que :
A˜(hi) − R(hi) ≥ Q
→R(hi) + Q ≤ A˜(hi)
→R(h′i) ≤ A˜(hi)
Ce qui prouve l’équation (A.13) pour ces éléments. Pour les éléments hi=1...j−1, on a :
– Cas 1 : R(h′i) = R(hi). Par hypothèse :
R(hi) ≤ A˜(hi)
→R(h′i) ≤ A˜(hi)
– Cas 2 : R(h′i) = R(h′i+1) − (A˜(hi+1) − A˜(hi)). En assumant que l’élément h′i+1
respecte l’équation (A.13), on a :
R(h′i+1) ≤ A˜(hi+1)
→R(h′i+1) − A˜(hi+1) ≤ 0
→R(h′i+1) − (A˜(hi+1) − A˜(hi)) ≤ A˜(hi)
→R(h′i) ≤ A˜(hi)
Ce qui prouve l’équation (A.13) pour tous les éléments hi=1...j−1 par induction, avec
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hj comme base et le procédé ci-haut comme pas.
Démonstration du Théorème A.3.12. L’horaire H vide initialisé à la ligne 2 de l’al-
gorithme respecte trivialement la déﬁnition A.3.1. La seule modiﬁcation répétée de
l’horaire H a lieu à la ligne 9 par la fonction ReserverRessourcesDansHoraire (al-
gorithme A.7). Or le théorème A.3.7 assure que l’horaire résultant respecte encore
la déﬁnition A.3.1. On peut donc conclure que l’horaire H respecte toujours cette
déﬁnition.
Démonstration du Théorème A.3.13. L’horaire H vide initialisé à la ligne 2 de l’al-
gorithme respecte trivialement l’équation (A.13). La seule modiﬁcation répétée de
l’horaire H a lieu à la ligne 9 par la fonction ReserverRessourcesDansHoraire (algo-
rithme A.7). Or la ligne 8 assure que le frame f envoyé en paramètre à l’algorithme A.7
est tel que :
f ≥ fdisp
De plus, par le théorème A.3.4 on a :
A˜(fdisp) − RA˜,H(fdisp) ≥ Q(d)
Or, par l’équation (A.6) on a également :
A˜(f) − RA˜,H(f) ≥ Q(d)
Et ﬁnalement, le théorème A.3.11 assure donc que l’horaire retourné par
l’algorithme A.7 respecte encore l’équation (A.13).
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Annexe C
Outils de débogage
Dans cet annexe, nous donnons plus de détails sur les outils de débogage oﬀerts par
l’architecture de l’agent intelligent SPAR. L’agent intelligent SPAR est écrit en C++
et requiert le compilateur Visual C++ 2008, une contrainte liée à l’utilisation de la
librairie BWAPI. Certains outils de débogage sont oﬀerts directement par le langage
C++ ou par la librairie BWAPI plutôt que par l’agent lui-même ; c’est pourquoi les
outils de débogage sont présentés dans trois sections distinctes.
C.1 C++
Le langage C++ donne entre autres la possibilité d’inclure des assertions dans le
code.
C.1.1 Assertions
Les assertions sont des prédicats placés à des endroits précis dans le programme
et considérés vrais par le programmeur. Elles ne doivent pas causer d’eﬀet de bord,
car elles sont susceptibles d’être exclues de la compilation dans les versions optimi-
sées. Si une assertion n’est pas vériﬁée, un message d’erreur comme celui dans la
ﬁgure C.1 sera aﬃché. Un utilisateur doit alors fermer la fenêtre en sélectionnant une
des options ; il a entre autres la possibilité de déboguer le code fautif.
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Figure C.1 – Exemple d’assertion
C.2 BWAPI
Les outils suivants sont rendus disponibles directement par la librairie BWAPI à
tous les agents intelligents en faisant usage.
C.2.1 Symboles de débogage de BWAPI
Les symboles de débogage de BWAPI permettent de déboguer le code de la librairie
elle-même, incluant sa pile d’appels et sa mémoire interne. Par contre, l’inclusion de
ces symboles ralentit le déroulement du jeu à un point tel qu’ils ne sont utilisables
que dans des scénarios minimalistes, pas dans des parties complètes.
C.2.2 Aﬃchage à l’écran via BWAPI
La librairie BWAPI permet aux concepteurs d’agents intelligents d’aﬃcher des
informations de débogage directement à l’écran, par-dessus le rendu de StarCraft. Un
exemple est illustré dans la ﬁgure C.2, où du texte est aﬃché sur le côté gauche de
l’écran, et des formes circulaires et rectangulaires sont dessinées du côté droit.
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Figure C.2 – Aﬃchage à l’écran via BWAPI
C.3 SPAR
Les outils suivants sont rendus disponibles par l’architecture de l’agent SPAR.
C.3.1 Symboles de débogage de SPAR
Les symboles de débogage de SPAR permettent de déboguer le code de l’agent
mais désactivent les optimisations.
C.3.2 Vériﬁcation de cohérence automatisée
Certains mécanismes de vériﬁcation intégrés à l’architecture aident à dépister et
corriger les erreurs de programmation, surtout celles ayant trait à la gestion manuelle
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de la mémoire. Ces mécanismes sont rendus nécessaire par le fait que le langage de
programmation C++, contrairement au Java ou au C#, ne prend pas en charge la
gestion de la mémoire de façon automatique à l’aide d’un ramasse-miettes.
– Un premier mécanisme vériﬁe que chaque objet construit durant la durée de vie
de SPAR est ultimement détruit à un certain point, aﬁn de détecter les fuites de
mémoire. La liste des objets n’ayant pas été détruits est aﬃchée dans la console
à la ﬁn de chaque partie.
– Certains objets sont associés à un compteur de références qui garde trace du
nombre d’objets externes référant à ce composant, et qui déclenche automati-
quement la destruction de l’objet quand le nombre de références atteint 0. Un
second mécanisme s’assure que chaque objet externe retirant une référence vers
un tel objet a déjà obtenu auparavant une référence vers cet autre composant.
– Un troisième mécanisme vériﬁe que chaque composant abonné à un certain
événement retire correctement son abonnement avant d’être détruit, aﬁn d’éviter
des appels de fonctions vers un objet n’existant plus.
C.3.3 Journal des événements
Être témoin du déclenchement de certains événements peut faciliter le débogage
de l’agent SPAR. Les événements jugés intéressants incluent présentement les fonc-
tions de rappel BWAPI, le démarrage d’actions et de comportements et l’arrêt de
ceux-ci. Cependant, n’importe quel événement est susceptible d’être ajouté à cette
liste. Les événements sont classés par thème, et chaque événement révèle un niveau
particulier de détail (par exemple le démarrage d’une action de combat peut être
considéré de haut niveau, alors que le changement de statut d’une certaine arme est
de plus bas niveau). Un niveau de détail associé à chaque thème peut être réglé aﬁn
de ﬁlter les événements jugés peu importants ou trop détaillés. Le déclenchement de
chaque événement jugé suﬃsamment important est consigné dans un ﬁchier journal
sauvegardé sur disque (ﬁgure C.3), et aﬃché dans le terminal en mode texte décrit
dans la section suivante. Si à un moment donné l’agent plante de manière non gra-
cieuse (par exemple, lors d’une erreur de segmentation), il est donc possible de revoir
l’ensemble des événements ayant eu lieu avant sa fermeture.
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Figure C.3 – Fichier journal
C.3.4 Terminal en mode texte
Par défaut, les agents intelligents chargés avec la librairie BWAPI n’ont aucun
ﬂux de sortie standard (stdout). Dans le cas de SPAR, nous avons redirigé ce ﬂux
vers un terminal en mode texte (ﬁgure C.4) chargé dynamiquement et permettant de
visualiser le résultat de commandes de débogage. Ce terminal est utilisé entre autres
pour aﬃcher certains événements ayant lieu lors du déroulement de la partie.
C.3.5 Interface graphique
Une interface graphique conçue avec les librairies Qt est également attachée à
l’architecture (voir ﬁgure C.5). Cette interface permet de visualiser certaines infor-
mations reliées à l’état interne de l’agent SPAR, comme par exemple la hiérarchie
complète des processus et l’ensemble des demandes de ressources en attente.
C.3.6 Conﬁgurations de compilation
Plusieurs conﬁgurations diﬀérentes de SPAR peuvent être compilées, chacune com-
binant diverses options et attributs de débogage. Les conﬁgurations disponibles sont
listées dans le tableau C.1. Chaque conﬁguration a une utilité propre :
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Figure C.4 – Terminal en mode texte
– La version Debug est utile pour diagnostiquer des problèmes ayant rapport à
BWAPI, car elle permet de visualiser la logique interne de BWAPI, incluant sa
pile d’appel et sa mémoire interne. Par contre, elle ralentit le déroulement du
jeu à un point tel qu’elle n’est utilisable que dans les scénarios minimalistes, et
non dans une partie complète.
– La version Release est la version standard pour tester le comportement de SPAR
lors de scénarios et de parties complètes.
– La version ReleaseWithoutAssert permet également de tester SPAR lors de scé-
narios et de parties complètes, mais garantit en plus que SPAR jouera de façon
continue sans nécessiter d’intervention humaine, car les assertions y sont désac-
tivées.
– La version ReleaseFinal est optimisée pour les tournois, car elle n’inclut aucune
option de débogage.
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Figure C.5 – Interface graphique
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Tableau C.1 – Conﬁgurations de compilation
Debug Release
Release
Without
Assert
Release
Final
Symboles de débogage de
BWAPI x
Aﬃchage via BWAPI x x x
Symboles de débogage de
SPAR x x x
Assertions x x
Vériﬁcation de cohérence x x x
Journal des événements x x x
Terminal en mode texte x x x
Interface graphique x x x
120
Bibliographie
[1] Pioneer 3 Operations Manual, ActivMedia Robotics, 2006.
[2] J. Ambros-Ingerson et S. Steel, « Integrating planning, execution and monito-
ring, » dans Proceedings of the Seventh National Conference on Artiﬁcial Intel-
ligence, 1988, pp. 83–88.
[3] J. R. Anderson, D. Bothell, M. D. Byrne, S. Douglass, C. Lebiere, Y. Qin et al.,
« An integrated theory of the mind, » Psychological review, vol. 111, no. 4, pp.
1036–1060, 2004.
[4] R. Brooks, « A robust layered control system for a mobile robot, » IEEE Journal
of Robotics and Automation, vol. 2, no. 1, pp. 14–23, mars 1986.
[5] B. Burns et O. Brock, « Sampling-based motion planning using predictive mo-
dels, » dans Proceedings of the IEEE International Conference on Robotics and
Automation, 2005.
[6] M. Buro, « ORTS: A hack-free RTS game environment, » dans Computers and
Games. Springer, 2003, pp. 280–291.
[7] M. Buro et D. Churchill, « Real-time strategy game competitions, » AI Magazine,
vol. 33, no. 3, pp. 106–108, septembre 2012.
[8] G. Campion, G. Bastin, et B. d’Andréa-Novel, « Structural properties and clas-
siﬁcation of kinematic and dynamic models of wheeled mobile robots, » IEEE
Transactions on Robotics and Automation, vol. 12, no. 1, pp. 47–62, 1996.
121
BIBLIOGRAPHIE
[9] S. Chamberland, É. Beaudry, L. Clavien, F. Kabanza, F. Michaud, et M. Lau-
ria, « Motion planning for an omnidirectional robot with steering constraints, »
dans 2010 IEEE/RSJ International Conference on Intelligent Robots and Sys-
tems (IROS). IEEE, 2010, pp. 4305–4310.
[10] M. Cutumisu et D. Szafron, « An architecture for game behavior AI: Behavior
multi-queues, » dans Proceedings of the 5th Artiﬁcial Intelligence for Interactive
Digital Entertainment Conference (AIIDE), 2009, pp. 20–29.
[11] W. Duch, R. J. Oentaryo, et M. Pasquier, « Cognitive architectures: Where do
we go from here ? » Frontiers in artiﬁcial intelligence and applications, vol. 171,
p. 122, 2008.
[12] E. Frazzoli, M. A. Dahleh, et E. Feron, « Real-time motion planning for agile au-
tonomous vehicles, » AIAA Journal on Guidance, Control on Dynamics, vol. 25,
no. 1, pp. 116–129, 2002.
[13] M. Ghallab, D. Nau, et P. Traverso, Automated Planning: Theory and Practice.
San Francisco, CA: Morgan Kaufmann Publishers, 2004.
[14] O. K. Gupta et A. Ravindran, « Nonlinear integer programming and discrete
optimization. » ASME, 1983.
[15] D. Hsu, J.-C. Latombe, et H. Kurniawati, « On the probabilistic foundations of
probabilistic roadmap planning, » dans Proceedings of the International Sympo-
sium on Robotics Research, 2005.
[16] F. F. Ingrand, M. P. Georgeﬀ, et A. S. Rao, « An architecture for real-time
reasoning and system control, » IEEE Expert, vol. 7, no. 6, pp. 34–44, 1992.
[17] F. Kabanza, P. Bellefeuille, F. Bisson, A. R. Benaskeur, et H. Irandoust, « Op-
ponent behaviour recognition for real-time strategy games, » dans Proceedings
of the AAAI Workshop on Plan, Activity and Intent Recognition (PAIR), 2010,
pp. 29–36.
[18] K. Konolige et K. Myers, « The Saphira architecture for autonomous mobile
robots, » dans Artiﬁcial Intelligence and Mobile Robots, D. Kortenkamp, R. P.
122
BIBLIOGRAPHIE
Bonasso, et R. R. Murphy, éditeurs. Cambridge, MA: The MIT Press, 1998,
pp. 211–242.
[19] K. Konolige, K. Myers, E. Ruspini, et A. Saﬃotti, « The Saphira architecture:
A design for autonomy, » Journal of Experimental and Theoretical Artiﬁcial In-
telligence, vol. 9, pp. 215–235, 1997.
[20] H. Kurniawati et D. Hsu, « Workspace importance sampling for probabilistic
roadmap planning, » dans Proceedings of the IEEE/RSJ International Confe-
rence on Intelligent Robots and Systems, 2004.
[21] J. E. Laird, A. Newell, et P. S. Rosenbloom, « Soar: An architecture for general
intelligence, » Artiﬁcial Intelligence, vol. 33, no. 1, pp. 1–64, 1987.
[22] M. Lauria, I. Nadeau, P. Lepage, Y. Morin, P. Giguère, F. Gagnon, D. Létour-
neau, et F. Michaud, « Design and control of a four steered wheeled mobile
robot, » dans Proceedings of the 32nd Annual Conference of the IEEE Industrial
Electronics, 7-10 Nov 2006, pp. 4020–4025.
[23] S. M. LaValle, Planning Algorithms. Cambridge University Press, 2006.
[24] M. J. Mataric et F. Michaud, « Behavior-based systems, » Handbook of Robotics,
pp. 891–906, 2008.
[25] J. McCoy et M. Mateas, « An integrated agent for playing real-time stra-
tegy games, » dans Proceedings of the 23rd Conference on Artiﬁcial Intelligence
(AAAI), 2008.
[26] F. Michaud, D. Létourneau, M. Arsenault, Y. Bergeron, R. Cadrin, F. Gagnon,
M.-A. Legault, M. Millette, J.-F. Paré, M.-C. Tremblay, P. Lepage, Y. Morin,
J. Bisson, et S. Caron, « Multi-modal locomotion robotic platform using leg-
track-wheel articulations, » Autonomous Robots, vol. 18, no. 2, pp. 137–156, 2005.
[27] L. Perkins, « Terrain analysis in real-time strategy games: An integrated ap-
proach to choke point detection and region decomposition, » dans Proceedings of
the 6th Artiﬁcial Intelligence and Interactive Digital Entertainment Conference
(AIIDE), 2010.
123
BIBLIOGRAPHIE
[28] E. Plaku, K. Bekris, et L. E. Kavraki, « OOPS for motion planning: An online
open-source programming system, » dans Proceedings of the IEEE International
Conference on Robotics and Automation, 2007, pp. 3711–3716.
[29] M. J. V. Ponsen, S. Lee-Urban, H. Muñoz Avila, D. W. Aha, et M. Moli-
neaux, « Stratagus: An open-source game engine for research in real-time strategy
games, » dans Proceedings of the 2005 IJCAI Workshop on Reasoning, Repre-
sentation, and Learning in Computer Games, 2005, pp. 78–83.
[30] S. Russell et P. Norvig, Artiﬁcial Intelligence: A Modern Approach, 3e édition.
Prentice Hall, 2010.
[31] B. Scott, « Architecting an RTS AI, » dans AI Game Programming Wisdom,
S. Rabin, éditeur. Rockland, MA: Charles River Media, Inc., 2002.
[32] P. Tozour, Inﬂuence Mapping. Rockland, MA: Charles River Media, Inc., 2001,
pp. 287–297.
[33] J. van den Berg et M. Overmars, « Using workspace information as a guide to
non-uniform sampling in probabilistic roadmap planners, » International Journal
on Robotics Research, pp. 1055–1071, 2005.
[34] S. Wintermute, J. Xu, et J. Laird, « SORTS: A human-level approach to real-time
strategy AI, » dans Proceedings of the Third Artiﬁcial Intelligence and Interactive
Digital Entertainment Conference (AIIDE), 2007, pp. 55–60.
[35] A. Yershova, L. Jaillet, T. Simeon, et S. LaValle, « Dynamic-domain RRTs:
Eﬃcient exploration by controlling the sampling domain, » dans Proceedings of
the IEEE International Conference on Robotics and Automation, 2005.
124
