Abstract Classification forests, as discussed in Chapter ??, have a series of advantageous properties which make them a very good choice for applications in medical image analysis. Classification forests are inherent multi-label classifiers (which allows for the simultaneous segmentation of different tissues), have good generalization properties (which is important as training data is often scarce in medical applications), and are able to deal with very high-dimensional feature spaces (which allows the use of non-local and context-aware features to describe the input data). In this chapter we demonstrate how classification forests can be used as a basic building block to develop state of the art systems for medical image analysis in two challenging applications. These applications perform the segmentation of two different types of brain lesions based on 3D multi-channel magnetic resonance images (MRI) as input. More specifically, we discuss (1) the segmentation of the individual tissues of high-grade brain tumor lesions, and (2) the segmentation of multiple-sclerosis lesions.
Introduction
In this chapter, we demonstrate with two applications how classification forests can be used to develop state of the art segmentation systems for medical image analysis. Specifically, in Section 1.2 we discuss a method for segmentation of the individual tissues of high-grade brain tumors, and in Section 1.3 we present a method for segmentation of multiple-sclerosis (MS) lesions. These two methods employ classification forests as the major building block, and achieve high quality results in their respective domains, using multi-channel magnetic resonance (MR) images as input.
From a methodological point of view, the tumor segmentation application investigates an integration of initial probabilities as an additional input for the classification forest. The MS lesions segmentation application uses the classification forest directly, though employs different feature types. Further, for the MS application, we present an analysis of the forest parameters and the discriminative power of the individual feature types and input channels.
Why use classification forests for medical image analysis?
We choose to employ classification forests because of (1) their efficiency in handling high-dimensional feature spaces, (2) their ability to perform simultaneous multi-label classification, and (3) their good generalization properties. In some more detail:
1. The efficiency of classification forests in dealing with high-dimensional spaces allows us to use non-local and context-aware features, which describe spatial locations based on a larger surrounding, and span a very high-dimensional feature space. Context-aware features have two possible advantages. First, these features have the potential to successfully classify labels which cannot be distinguished in a lower-dimensional feature space. Second, our experiments indicate that learning based on context-aware features has an inherent regularizing effect on the results. The interesting property of this regularization is that it is not explicitly modeled, but learned from the training data, resulting in a form of application-specific regularization. 2. Classification forests are inherently multi-label classifiers. This property allows us to classify different tissues simultaneously, simplifying the modeling of the distributions of the individual classes. This is in contrast to other classifiers such as SVMs which are inherently binary classifiers. In order to separate multiple classes, these classifiers usually employ a certain multi-class strategy (e.g. hierarchically, or in the one-versus-all manner). For these strategies, several classes have to be grouped together, which can make the distribution inside the aggregate group more complex than the distribution of each individual class. 3. The good generalization ability of classification forests is important in the medical image analysis field in general and our setting in particular, because of the 1 Segmentation of Brain Lesions from multi-channel MRI 3 inherent challenges in collecting and annotating large amounts of data for supervised learning.
Classification forests for segmentation of brain tumor tissues
In this section, we present our work in which we use classification forests as a major building block to perform tissue-specific segmentation of brain tumors in multichannel MR images. 1 We focus on high-grade glioma tumors. These tumors grow rapidly, infiltrate the brain in an irregular way, and often create extensive vasculature networks. The fast growth and the high blood consumption by the active cells (AC) causes the death of the cells on the inside of the tumor, which then form the so-called necrotic cores (NC). Therefore, the necrotic core is surrounded by a varyingly thick layer of active cells. Together, the necrotic core and the active cells form the gross tumor (GT). Usually, the tumor itself is surrounded by a varying amount of edema (E), in which there is an increased risk of finding isolated tumor infiltration. Due to the complexity of the bio-mechanical processes involved, high-grade gliomas have extremely irregular shape, heterogeneous appearance and varying location -for an example, please compare the figs. 1.1 and 1.3. For further information on high-grade gliomas, please see [1] .
In standard clinical routine, the diagnosis and treatment of high-grade gliomas is based on multi-channel MR images. The single channels are 3D MR scans obtained with different protocols. Multi-channel scans are used since each protocol captures different properties of the tumor. The standard clinical modalities are: T1 after injection of gadolinium contrast agent (T1-gad), T1, T2, and FLAIR. As an example of the complementary nature of the modalities, one can observe that T1-gad highlights the active cells as high-intensities, while T2 and FLAIR better visualize the edema (cf. Figure 1.1) . Additionally, in our work, we consider two further channels from diffusion tensor imaging (DTI), which have the potential to provide further information about the tumor structure: the so-called DTI-p and DTI-q maps [14] . We will refer to the multi-channel MR data by I = (I T1-gad , I T1 , I T2 , I FLAIR , I DTI-q , I DTI-p ).
Our goal is to segment high-grade gliomas as well as the individual tissue components automatically and reliably. This would (1) speed-up the inter-active delineation of the tissue components through fast and accurate initialization, and (2) allow direct volume measurements. Delineation of tissue components is crucial for radiotherapy and surgery planning and is currently performed manually in a labor intensive fashion. Volume measurements are critical for the evaluation of treatment [26] , but are seldom performed since manual tumor segmentation is often impractical in a routine clinical setting.
While most previous research has focused on the segmentation of gross tumor [7, 10, 25] , or tumor and edema [3, 6, 13, 24] , we perform a tissue-specific segmentation of three relevant tissues types: active cells (AC), necrotic core (NC), and edema (E) -as also do [2, 24] . Distinguishing between volumes of individual tissue types, especially active cells and necrotic core, is an important step for assessment of treatment response. For example, an effective drug might not change the gross tumor volume while still transforming active into necrotic cells. To detect this change, the volumes of both of these tissues must be monitored.
Motivation for using classification forests
The efficiency of classification forests in dealing with high-dimensional spaces allows us to use non-local and context-aware features. These features span a much larger space than those considered by previous learning-based works on tumor segmentation, which use features which represent spatial points in the patient only very locally [2, 9, 18, 24, 25] . Context-aware features have two potential advantages. First, they enable the method to classify labels which cannot be distinguished in a lower-dimensional feature space. Second, our experiments suggest that learning based on context-aware features has an inherent regularizing effect on the results, which is enhanced in our approach through the additional use of initial probabilities.
The inherent multi-label ability of classification forests is in contrast to most classifiers previously employed for tumor segmentation. Work which classifies multiple labels often uses SVMs [2, 24] , which are inherently binary classifiers. In order to classify different tissues, they are applied hierarchically [2] , or in the one-versus-all manner [24] . For these approaches, several classes have to be grouped together, and this step can make the distribution of the aggregate group more complex than the distribution of each individual class. For example, the intensity distribution of a tumor consisting of AC and NC tissues, which have very different representations in the multi-channel data (cf. Figure 1.1) , is likely to be more complex than the distributions of the single classes. We circumvent this potential problem by classifying all tissues simultaneously, which requires us only to handle distributions of individual classes. , based on the local intensity information alone. In a second step, we combine the initial probabilities (B) with the input data from (A), resulting in a higher-dimensional multi-channel input for the classification forest. Through a simultaneous multi-label classification, based on non-local and context-aware features as well as initial tissue probabilities, the forest yields high-quality segmentation results (C).
Method: Classification forests with initial probabilities
Our approach is based on classification forests as presented in Chapter ??. Previously, several works have applied discriminative learning techniques to tumor segmentation [2, 3, 7, 18, 24, 25] . Mostly, a learning method using comparably local features is combined with a regularization step, for example by modeling the boundary [8, 12] , or by applying a variant of a random field spatial prior (MRF/CRF) [3, 7, 25] . The schematic overview of our approach is given in Figure 1 .2. Besides using application-specific feature types to represent the input data, we adapt the standard classification forest by providing it with rough initial class probabilities as input, additionally to the raw input data. In its effect, this step is similar to the idea of auto-context from [23] and Chapter ??. In contrast to auto-context, we do not use the same type of classifier for the initial probabilities and the actual classification. Instead, for the estimation of initial probabilities, we use posterior probabilities based on intensity-based Gaussian Mixture models (GMM) for the single tissues. In comparison to computing the initial probabilities by classification forests, the GMMbased modeling has the advantage of a faster training, at the cost of a lower quality of the probability estimates (cf. Figure 1 .5). We describe the estimation of the initial probabilities in Section 1.2.2.1.
The advantage of an auto-context-type approach is that is has an applicationspecific regularizing effect, which is learned based on the input data. With such a regularization approach, we achieve high-quality results without using an explicit regularization model. This not only results in a more application-specific inherent 6 Geremia et al.
regularization, but due to the omission of an explicit regularization module, our approach has a low model complexity.
Besides the use of initial tissues probabilities, the second important characteristic of our approach is that we use spatially non-local and context-aware features, with their advantages as discussed above. We describe the types of the the context-aware features that we use in Section 1.2.2.2.
As described in the introduction, we classify the four classes C = {B, AC, NC, E} for background (B), active cells (AC), necrotic core (NC), and edema (E). Based on the tissue-specific segmentation results, we define the gross tumor as GT=AC∪NC. The MR data I = (I T1-gad , I T1 , I T2 , I FLAIR , I DTI-q , I DTI-p ) serves as input data, while the learning is based on expert voxel-wise manual annotations of the training data set.
Estimating initial probabilities
As the first step of our approach, we estimate the initial class probabilities for a given patient as posterior probabilities based on the likelihoods obtained by training a set of GMMs on the training data. For each class c ∈ C, we train a single GMM, which captures the likelihood p(I|c) of the multi-dimensional intensity for this class. For a given testing data set I, the GMM-based posterior probability p GMM c for the class c is estimated for each point p∈R 3 by
with p c denoting the prior probability for the class c, based on its relative frequency. We can now use the probabilities p GMM c (p)= p GMM (c|p) directly as input for the decision forests, in addition to the multi-channel MR data I. So now, our data for one patient becomes
For simplicity, we will denote single channels by C j . Please note that we can use the GMM-based probabilities for maximum a posteriori classification byĉ = arg max c p GMM (c|p). We will use this for a base line comparison in Section 1.2.3.
Spatially non-local and context-aware feature types
We employ three features types, which are intensity-based and parameterized. These features describe a point to be labeled based on its non-local neighborhood, which makes them context-aware. We denote the parameterized feature types by x type params . During training, the type and parameters for the features are randomly drawn at every node. Every instantiated and selected feature x corresponds to one dimension of the feature space F with dimension d . Our feature space is much higher-dimensional than those used in previous work.
We use the following notation: p is a spatial location to be assigned a class label, and C j is an input channel. R l (p) denotes a p-centered and axis aligned 3D box region in C j with edge lengths l = (l x , l y , l z ), and u∈R 3 is an offset vector.
• Feature Type 1 -Intensity difference: This feature type measures the intensity difference between p in a channel C j 1 and an offset point p + u in a channel C j 2
• Feature Type 2 -Mean intensity difference: This feature type measures the difference between intensity means of a box around p in C j 1 , and a box around an offset point p + u in the (potentially different) channel C j 2
• Feature Type 3 -Intensity range along ray: This feature type captures the intensity range along a 3D line between p and p+u in one channel. This type is designed with the intuition that structure changes can yield a large intensity change, e.g. NC being dark and AC bright in T1-gad.
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Evaluation
We evaluate our approach on a set of multi-channel 3D MR data for 40 patients suffering from high-grade gliomas. All data is acquired prior to treatment on the same MR scanner. For all 40 patients, a manual segmentation of the three classes of AC, NC, and E is obtained in 3D with an interactive segmentation tool. We try to keep the amount of data pre-processing at a minimum. We perform skull stripping of MR channels [20] , and for each patient we perform an affine intra-patient registration of all channels to the T1-gad image. We also avoid a full bias-field correction, and only align the mean intensities of the images within each channel by a global multiplicative factor. All these steps are fully automatic.
The evaluation reports the Dice score between the manual segmentations and the results. Besides the the tissue-specific segmentation results, we also evaluate the segmentation quality for the gross tumor (GT) by defining it as GT=AC∪NC.
Experiments
We perform an extensive series of cross-validation experiments to evaluate our method. For this, the 40 patients are randomly split into non-overlapping training and testing data sets. To investigate the influence of the size of the training set and generalization properties of our method, we perform experiments with following training/testing sizes: 10/30, 20/20, 30/10. For each of the three ratios, we perform 10 tests, by randomly generating 10 different training/testing splits.
To demonstrate the influence of the single components of the method, we also perform tests on forests without GMMs, and compare to the results of GMM only. Finally, we investigate the influence of using DTI, by performing all experiments also with MR input only. Overall, this results in 30 random training sets, and 600 tests for each of the 6 approaches. The evaluation is performed with all images sampled to isotropic spatial resolution of 2mm, and forests with T =40 trees of depth D=20. With these settings, the training of one tree takes 10-25 min, and testing 2-3 min, depending on the size of training set and the number of channels. The algorithm and feature design were done on an independent 20/20-fold. Comparison to quantitative results of other approaches is difficult for a number of reasons, most prominently the different input data. To provide some indicative context, we cite results of a recent work from [2] . There, the mean and standard deviation for a leave-one-out cross-validation on 10 glioma patients, based on multichannel MR are as follows: GT: 77±9, AC: 64±13, NC: 45±23, E: 60±16. Our results compare favorably. For our 30/10-tests we get: GT: 90±9, AC: 85±9, NC: 75±16, E: 80±18, and for the more challenging 10/30-tests (less training data), we get GT: 89±9, AC: 84±9, NC: 70±19, E: 72±23. Sensitivity to variation of parameters is tested by varying T ∈ [15, 40] and D∈ [12, 20] , for the ten 30/10-tests. The results are summarized in Figure 1 .5. We observe robustness to the selection of these values, especially T .
Classification forests for segmentation of MS lesions
In this section, we present the application of classification forests to the challenging task of segmentation of multiple sclerosis lesions. 2 Multiple Sclerosis (MS) is a chronic, inflammatory and demyelinating disease that primarily affects the white matter of the central nervous system [11] . Automatic detection and segmentation of MS lesions can help diagnosis and patient follow-up. It offers an attractive alternative to manual segmentation which remains a timeconsuming task and suffers from intra-and inter-expert variability. However, MS lesions show a high variability in appearance and shape which makes automatic segmentation a challenging task. In particular, MS lesions lack common intensity and texture characteristics, their shapes are variable and their location within the white matter varies across patients.
Our segmentation problem can be formalized as a binary classification of voxel samples into either background or lesions. Taking advantage of context-aware features in the classification task is key to detect the appearance differences of MS lesions with respect to healthy brain tissue. Subsequently, we use the classification forest technique for MS lesion segmentation. We exploit a specific discriminative symmetry feature which stems from the assumption that the healthy brain is approximately symmetric with respect to the mid-sagittal plane and that MS lesions tend to develop in asymmetric ways. We then show how the forest combines the most discriminative channels for the task of MS lesion segmentation.
Data
The MICCAI 2008 Grand Challenge (MSGC) [22] makes publicly available two datasets through their website: a public dataset of labeled MR images which can be used to train a segmentation algorithm; and a private dataset of unlabeled cases on which the algorithm should be tested. The public dataset contains 20 cases which are labeled by a medical expert rater. The private dataset contains 25 cases, each annotated by three expert raters. For each case, 3 MR volumes are provided: a T1-weighted image, a T2-weighted image and a FLAIR image.
We sub-sample and crop the images so that they all have the same size, 159 × 207 × 79 voxels, and the same resolution, 1 × 1 × 2 mm 3 . RF acquisition field inhomogeneities are corrected [15] and inter-subject intensity variations are normalized [17] . The images are then aligned on the mid-sagittal plane [16] . A spatial prior is added by registering the MNI atlas [4] to the anatomical images, each voxel of the atlas providing the probability of belonging to the white matter (P WM ), the grey matter (P GM ) and the cerebrospinal fluid (P CSF ). Please see also Figure 1 .6.
Both anatomical images and spatial priors will be treated under the unified term channel, and denoted C ∈ (I T1 , I T2 , I FLAIR , P WM , P GM , P CSF ). Fig. 1.6 Sample case from the public Grand Challenge dataset. From left to right: preprocessed T1-weighted (I T1 ), T2-weighted (I T2 ) and FLAIR MR images (I FLAIR ), the associated ground truth GT and the registered white matter atlas (P WM ).
Feature types
For the segmentation of MS lesions, we compute three types of intensity-based features. The actual feature types differ from the ones used for brain tumors in Section 1.2.2.2 in order to match the specifics of the MS lesion segmentation. However, it is interesting to note that the feature types for both tasks are similar in nature, and most importantly, both use the idea of spatial context-awareness. Of the following feature types, the first one is local, measuring only the local intensity in one single channel, while the other two are non-local and context-aware.
• Feature type 1 -Local intensity: This local feature type measures the intensity in channel C at the location p, where C is either an MR image, or a prior channel
• Feature type 2 -Context-rich: This non-local feature type compares the intensity at the voxel of interest p with mean intensities of distant regions, in possibly different channels. More specifically, it compares the local voxel value in channel C 1 with the mean value in channel C 2 over two 3D boxes R 1 and R 2 within an extended neighborhood. Here, R i stands for R l i (p + u i ), that is, a box with side lengths l i , centered around an offset point p + u i . The feature type thus reads
where C 1 and C 2 can be both, intensity or prior channels. The regions R 1 and R 2 are sampled randomly in a large neighborhood of the voxel v (cf. Figure 1.7) . The sum over these regions is efficiently computed using integral volume processing [19] .
• Feature type 3 -Symmetry: The second context-aware feature compares the voxel of interest at p with its symmetric counterpart with respect to the mid- sagittal plane, noted S(p)
where C j is restricted to be an intensity channel. Instead of comparing with the exact symmetric S(p) of the voxel, we consider, respectively, its 6, 26 and 32 neighbors in a sphere S (cf. Figure 1 .7), centered on S(p). We obtain a softer version of the symmetric feature which which loosens the hard symmetric constrain and reads
(1.9)
Experiments
We train a classification forest on the whole public dataset from the MS Lesion Challenge, i.e. 20 labeled cases. Forest parameters are fixed to the following values: number of random regions |T | 950, number of trees T = 30, tree depth D = 20, lower bound for the information gain I min = 10 −5 , and the posterior threshold τ posterior = 0.5. Considerations that lead to these parameter values are detailed in Section 1.3.4.2. The MSCG website carried out a complementary and independent evaluation of our algorithm on the previously unseen private dataset. The results, reported in Table 1.1, confirm a significant improvement over [21] which won won the MICCAI MS Segmentation Challenge 2008. The presented approach achieves, on average, a slightly higher true positive rate (TPR), which is beneficial, and a comparable false positive rate (FPR), but with lower volume difference (VD) and surface distance (SD) values (see Table 1 .1). Pair-sample p-values were computed for the t-test on the private dataset. Results show significant improvement over the method presented in [21] on SD, p = 4.2 · 10 −6 and p = 6.1 · 10 −3 for CHB and UNC raters respectively. [21] . The relative mean improvement over the algorithm from [21] on the private dataset is defined as RI = (score RF − score Souplet )/score Souplet , as well as the p-value. The independent quantitative evaluation confirms an improvement over [21] , with significant improvements in boldface. Our approach achieves a slightly higher true positive rate (TPR) and a comparable false positive rate (FPR), but with much lower volume difference (VD) and surface distance (SD) values.
Discussion

Interpretation of segmentation results
Although segmentation results include most MS lesions delineated by the expert (see Figure 1 .8), we observe that some MS lesions are missing. Missed MS lesions are located in specific locations which are not represented in the training data, e.g. in the corpus callosum (see Figure 1 .8, slice 38). This is a limitation of the supervised approach. In this very case, however, the posterior map highlights the missed lesion in the corpus callosum as belonging to the lesion class with high uncertainty. Low confidence (or high uncertainty) reflects the incorrect spatial prior inferred from an incomplete training set. Indeed, in the training set, there are no examples of MS lesions appearing in the corpus callosum. On the contrary, the classification forest is able to detect suspicious regions with high certainty. Suspicious regions are visually very similar to MS lesions and widely represented in the training data, but they are not delineated by the expert, e.g. the left frontal lobe lesion again in Figure 1 .8, slice 38. The appearance model and spatial prior implicitly learned from the training data points out that hyper-intense regions in the FLAIR MR sequence which lie in the white matter can be considered as MS lesions with high confidence.
Influence of forest parameters
This section aims at understanding the effect of the number of trees T and their depth D on the quality of segmentation results.
A 3-fold cross-validation on the public dataset is carried out for each parameter combination. Segmentation results are evaluated for each combination using two different metrics: the area under the receiver operating characteristic (ROC) curve . 3 The results are reported in Figure 1 .9. This analysis was carried out a posteriori using out-of-bag samples. We observe that 1) for a fixed depth, increasing the number of trees leads to better generalization; 2) for a fixed number of trees, low depth values lead to underfitting while high depth values lead to overfitting; 3) overfitting is reduced by increasing the number of trees.
Forest parameters were selected in a safety-area with respect to under-and overfitting. The safety-area corresponds to a sufficiently flat region in the evolution of the areas under the ROC and precision-recall curves. We also observe that the performance of the classifier stabilizes for sufficiently large forests. Fig. 1.9 Influence of forest parameters on segmentation results. Both curves were plotted using mean results from a 3-fold cross validation on the public dataset. Left: the figure shows the influence of forest parameters on the area under the precision-recall curve. Right: the figure shows the influence of forest parameters on the area under the ROC curve. The ideal classifier would ensure area under the curve to be equal to 1 for both curves. We observe that 1) for a fixed depth, increasing the number of trees leads to better generalization; 2) for a fixed number of trees, low depth values lead to underfitting while high values lead to overfitting; 3) overfitting is reduced by increasing the number of trees.
Analysis of the relevance of feature types and channels
Unlike other classifiers, classification forests provide an elegant way of ranking the employed features according to their discriminative power. In this section, we aim at better understanding which are the most discriminative feature types (local, contextrich or symmetric) and input channels for the task of MS lesion segmentation.
As a first step of the analysis, we compute the statistics of how often the single feature types are selected, without taking into account the depth at which the features are chosen. We observe that local features were selected in 24% of the nodes, context-rich features were selected in 71% of the nodes whereas symmetry features were selected in 5% of the nodes.
In the second step of the analysis, we focus on the depth at which a given feature was selected. We find that for every tree in the forest, the root node always applies a local test on the FLAIR sequence. This means that out of all available features types, with all randomly drawn parameters, x loc FLAIR was found to be the most discriminative. At the second level of the tree, a context-rich feature on spatial priors (x cont WM,GM ) appears to be the most discriminative over all trees in the forest. The major effect of this feature is to discard all voxels which do not belong to the white matter.
The optimal decision sequence found while training the forest can thus be thought of as a threshold on the FLAIR MR sequence followed by an intersection with the white matter mask. Interestingly, this sequence matches the first and second step of the pipeline proposed by the winner method of the MICCAI 2008 challenge [21] . Note that in our case, this sequence is automatically generated by the forest during the training process.
Chapter Summary and Discussion
In this chapter, we have demonstrated the power of classification forests when applied to the difficult tasks of segmenting high-grade brain tumors and MS lesions. We show how classification forests can be adapted to medical image analysis settings, such that they achieve high-quality results. Furthermore, we analyze of the influence of the forest parameters, and present an investigation of the importance of the single features and input channels.
Classification forests allow us to use non-local and context-aware features, to perform simultaneous classification of the individual tissues, and to generalize well to unseen data, even with only a relatively small training set. We leverage these advantageous properties of classification forests to achieve highly accurate results in both applications.
For the segmentation of brain tumors, we use classification forests as a fundamental building block and augment it by integrating the initial test-specific probabilities for the single tissues. Since our approach has an inherent regularizing effect, which is data and application based, we can omit an explicit regularization module, which results in a system with a comparably low model complexity.
For the segmentation of MS lesions, we employ three types of features based on multi-channel intensity, and tissue priors. These features result in a context-aware classification forest, which improves the results on one of the state of the art algorithms on the public MS challenge dataset.
Regarding the input channels, in the MS lesion example, we employ prior tissue probabilities as input, additionally to the specific patient test data. In the tumor segmentation example, we have seen that using tissue-specific initial probabilities as additional input can have a beneficial and regularizing effect.
The choice of feature types depends heavily on the application. However, this step can be decoupled from the core forest functionality which makes the approach very flexible. While the particular choice of the feature types varies in our two examples, the chosen intensity-based features are similar in nature. They are intensity-based and efficient to compute, and demonstrate convincingly the potential of context-aware features in medical image analysis applications.
