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Abstract
A theorem of Varchenko gives the order of decay of the leading term of the asymptotic expansion of
a degenerate oscillatory integral with real-analytic phase in two dimensions. His theorem expresses this
order of decay in a simple geometric way in terms of its Newton polygon once one is in certain coordinate
systems called adapted coordinate systems. In this paper, we give explicit formulas that not only provide
the order of decay of the leading term, but also the coefficient of this term. There are three rather different
formulas corresponding to three different types of Newton polygon. Analogous results for sublevel integrals
are proven, as are some analogues for the more general case of smooth phase. The formulas require one to
be in certain “superadapted” coordinates. These are a type of adapted coordinate system which we show
exists for any smooth phase.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we are interested in the following type of oscillatory integral. Suppose S(x, y)
is a smooth real-valued function defined in a neighborhood of the origin in R2, and φ(x, y) ∈
C∞c (R2) is real-valued and supported in a small neighborhood of the origin. We define
✩ This research was supported in part by NSF grant DMS-0654073.
E-mail address: greenbla@uic.edu.0022-1236/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2009.06.015
1760 M. Greenblatt / Journal of Functional Analysis 257 (2009) 1759–1798JS,φ(λ) =
∫
R2
eiλS(x,y)φ(x, y) dx dy (1.1)
Here λ is a real parameter and we want to understand the behavior of JS,φ(λ) as λ → +∞. Oscil-
latory integrals of the form (1.1) and their higher-dimensional analogues come up frequently in
several areas of analysis, including PDE’s, mathematical physics, and harmonic analysis. For
example, such oscillatory integrals arise when analyzing the decay of Fourier transforms of
surface-supported measures such as in [10]. We refer to Chapter 8 of [16] for an overview of
such issues. The stability of oscillatory integrals (1.1) under perturbations of the phase function
S(x, y) is connected to various issues in complex geometry and has been considered for example
in [13] and [17].
Since one can always factor out an eiλS(0,0), it does no harm to assume that S(0,0) = 0. If
∇S(0,0) = 0, in a small enough neighborhood of the origin one can integrate by parts arbitrarily
many times in (1.1) and get that JS,φ(λ) decays faster than CNλ−N for any N . Hence in this
paper we always assume that the origin is a critical point for S; that is, we assume that
S(0,0) = 0, ∇S(0,0) = 0
In this case, if S(x, y) is real-analytic, using resolution of singularities (see [8] for an elementary
proof) one always has an asymptotic expansion
JS,φ(λ) ∼
∞∑
j=0
(
dj (φ)λ
−sj + d ′j (φ) ln(λ)λ−sj
) (1.2)
Here {sj } is an increasing arithmetic progressions of positive rational numbers independent of φ
deriving from the resolution of singularities of S. We always assume s0 is chosen to be mini-
mal such that in any sufficiently small neighborhood U of the origin d0(φ) or d ′0(φ) is nonzero
for some φ supported in U . In this paper, we will give explicit formulas for the leading term
of (1.2) once one is in certain coordinate systems which we call “superadapted”, in analogy
with the adapted coordinate systems of [17]. In the smooth case, we will find appropriate weaker
analogues.
Definition 1.1. The oscillatory index of S is defined to be s0. If in any small neighborhood of the
origin there is some φ for which d ′0(φ) is nonzero, then we say s0 has multiplicity 1. Otherwise,
we say it has multiplicity zero.
In the case where S is a smooth function whose Hessian determinant at the origin is nonvan-
ishing, one can do a smooth coordinate change such that S(x, y) becomes ±x2 ± y2 in the new
coordinates. Then one can use the well-known one-dimensional theory (see Chapter 8 of [16])
and explicitly obtain an asymptotic expansion for JS,φ(λ); the leading term will be given by
2πi
D
1
2
φ(0,0)λ−1 where D denotes the Hessian determinant of S at the origin. Hence our concern
in this paper will be when D = 0; that is, when S has a degenerate critical point at the origin.
In the real-analytic situation, there is a close relationship between JS,φ(λ) and the function
IS,φ() defined by
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∫
{(x,y): 0<S(x,y)<}
φ(x, y) dx dy (1.3)
Analogous to (1.2), when S(0,0) = 0 the functions IS,φ() and I−S,φ() have asymptotic ex-
pansions which we may write as
IS,φ() ∼
∞∑
j=0
(
cj (φ)
rj + c′j (φ) ln()rj
) (1.4a)
I−S,φ() ∼
∞∑
j=0
(
Cj (φ)
rj +C′j (φ) ln()rj
) (1.4b)
Analogous to before, {rj } is an increasing arithmetic progression of positive rational numbers
independent of φ deriving from the resolution of singularities of S, and r0 is chosen to be minimal
such that in any sufficiently small neighborhood U of the origin there is some φ supported in U
for which at least one of c0(φ), c′0(φ), C0(φ), or C′0(φ) is nonzero.
Using well-known methods (see Chapter 7 of [2]), when the oscillatory index is less than 1,
corresponding to the degenerate case, r0 = s0 and the coefficient of the leading term of (1.2) can
always be expressed in terms of those of the corresponding terms of (1.4a) and (1.4b). Often IS,φ
and I−S,φ are easier to deal with than JS,φ due to the absence of cancellations which can make
it difficult to find lower bounds for JS,φ directly.
The IS,φ are closely related to the HS,U defined by
HS,U () =
∣∣{x ∈ U : 0 < S(x, y) < }∣∣ (1.5)
Here U is a small open set containing the origin, and the goal is to understand how HS,U ()
behaves as  → 0. Many of our results concerning the IS,φ() will immediately imply corre-
sponding results about the HS,U (). Specifically, one chooses φ1 supported in U and equal to 1
outside some δ-neighborhood of the boundary of U , then chooses φ2 equal to 1 on U and sup-
ported on a δ-neighborhood of U . One compares the theorems for IS,φ1() and IS,φ2() and then
lets δ go to zero if necessary. In the case where S has an isolated zero at the origin, for  small
enough the set {x ∈ U : 0 < S(x, y) < } will be a subset of a set where the theorems hold, so
one can simply take φ = 1 and then HS,U () = IS,φ() for such .
In [17], Varchenko developed some ideas that went a long way towards understanding the
case of degenerate real-analytic phase. To describe his work, we need some pertinent definitions.
Definition 1.2. Let S(x, y) =∑a,b sabxayb denote the Taylor expansion of S(x, y) at the origin.
Assume there is at least one (a, b) for which sab is nonzero. For any (a, b) for which sab = 0, let
Qab be the quadrant {(x, y) ∈ R2: x  a, y  b}. Then the Newton polygon N(S) of S(x, y) is
defined to be the convex hull of the union of all Qab .
In general, a Newton polygon consists of finitely many (possibly zero) bounded edges of
negative slope as well as an unbounded vertical ray and an unbounded horizontal ray.
Definition 1.3. The Newton distance d(S) of S(x, y) is defined to be inf{t : (t, t) ∈ N(S)}.
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to Newton polygons, so as to distinguish from the x–y variables of the domain of S(x, y). The
line in the t1–t2 plane with equation t1 = t2 comes up so frequently it has its own name:
Definition 1.4. The bisectrix is the line in the t1–t2 plane with equation t1 = t2.
A key role in the above theorems as well as our theorems to follow is played by the following
polynomials.
Definition 1.5. Suppose e is a compact edge of N(S). Define Se(x, y) by Se(x, y) =∑
(a,b)∈e sabxayb . In other words Se(x, y) is the sum of the terms of the Taylor expansion of
S corresponding to (a, b) ∈ e. If S(x, y) is real-analytic, we use the same terminology when e is
the vertical or horizontal ray of N(S).
In [17], Varchenko showed that when S is real-analytic the oscillatory index is always at most
1
d(S)
, and that there is necessarily a coordinate system in which it is actually equal to 1
d(S)
. He
also showed that the coordinate change to such coordinates can always be made of the form
(x, y) → (x, y −f (x)) or (x, y) → (x −f (y), y) for real analytic f . Coordinate systems where
d(S) achieves the maximum possible value are referred to as “adapted coordinates”. He also
showed that the multiplicity of the oscillatory index is equal to 1 if and only if there are adapted
coordinates where the bisectrix intersects N(S) at a vertex. Otherwise the multiplicity is 0; the
leading term of (1.2) will not have the ln(λ) factor in it. The issue of finding an expression for the
leading coefficient d0(φ) or d ′0(φ) is not treated in [17]. However, in the case where the S(x, y)
has a critical point of finite Milnor number at the origin, it is shown in [17] that the leading
coefficient d0(φ) or d ′0(φ) is some fixed multiple of φ(0,0) depending on the phase; precisely
which multiple is not determined. These results were later extended in [15] to convex finite-type
functions.
Smooth analogues are proven in [11] and [10]. In [11] it is shown that adapted coordinates
exist in the smooth case. In [10] it is shown that in smooth adapted coordinates one has the
estimate |JS,φ(λ)| <C ln |λ||λ|−
1
d(S) for large |λ|. There are also operator versions of such results.
For example, in [12] it is proven that ‖ ∫ eiλS(x,y)φ(x, y)f (y) dy‖L2 < C|λ|− 12d(S˜) ‖f ‖L2 for
real analytic phase, where S˜(x, y) = S(x, y) − S(0, y) − S(x,0). The exponent 1
2d(S˜)
is sharp.
Generalizations to smooth phase were proven in [14] and [9]. These results use subdivisions into
curved regions as will be done here. However, there are significant differences since one gets
stronger results for operators; in particular, adapted coordinates are not needed.
Our theorems below will require us to be in certain adapted coordinate systems which we call
“superadapted” coordinate systems:
Definition 1.6. One is in superadapted coordinates if whenever e is a compact edge of N(S)
intersecting the bisectrix, both of the functions Se(1, y) and Se(−1, y) have no real zero of order
d(S) or greater other than possibly y = 0.
It can be shown that an equivalent definition is obtained by stipulating the same condition on
Se(x,1) and Se(x,−1) instead of Se(1, y) and Se(−1, y); we choose the y-variable for definite-
ness. In Section 7 we will prove any phase function can be put in superadapted coordinates using
some ideas from two-dimensional resolution of singularities.
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nondegenerate if and only if d(S) = 1.
Proof. Write S(x, y) = ax2 + bxy + cy2 +O(|x|3 + |y|3). The only way d(S) could be greater
than 1 is for either a and b to both be zero, or for c and b to both be zero. In either case, the
Hessian at the origin is zero and the phase is degenerate. So we assume that d(S) = 1, and we
will show that in a superadapted coordinate system the phase is nondegenerate.
First consider the case where N(S) has a vertex at (1,1). Then b = 0 and either a or c is zero.
Suppose a = 0 but c = 0; we claim that this implies the coordinate system is not superadapted.
For in this case there is an edge e connecting (1,1) and (0,2). Then Se(x, y) = bxy + cy2 and
thus Se(1, y) = by + cy2 has a zero at − bc = 0, inconsistent with the definition of superadapted.
Thus in a superadapted coordinate system, if N(S) has a vertex at (1,1) and a = 0, then c = 0
and thus the Hessian is nonzero at the origin; the phase is nondegenerate. The case where c = 0
but a = 0 leads to a similar contradiction. We conclude that if N(S) has a vertex at (1,1) and
d(S) = 1 then the phase is nondegenerate.
Next, consider the case where (1,1) is in the interior of an edge e of N(S). In this case, the
endpoints of e are (2,0) and (0,2). Hence a and c are nonzero. In a superadapted coordinate
system, one must have that S(1, y) = a + by + cy2 has no real zeroes other than y = 0. Since
a = 0, this is equivalent to a+by+ cy2 having no real zeroes at all, which happens exactly when
b2 < 4ac. This is equivalent to the Hessian determinant at the origin being nonzero, and thus the
phase is nondegenerate in this situation too. This completes the proof of Lemma 1.0. 
We now come to our theorems. We will use the shorthand d to denote the Newton distance
d(S). If N(S) intersects the bisectrix in the interior of an edge, bounded or unbounded, we denote
this edge by e0 and its slope by − 1m , where 0m∞. We use the shorthand S0(x, y) to denote
Se0(x, y).
Theorem 1.1 is our main result. It gives explicit expressions for the leading term of (1.4a) in
superadapted coordinates. Applying the theorem to −S gives analogous formulas for the expan-
sion (1.4b). As indicated above, (1.4a)–(1.4b) directly imply formulas for the leading term of the
asymptotic expansion (1.2) in the degenerate case; these are given in Theorem 1.2.
Theorem 1.1. Suppose S(x, y) is a smooth phase function in superadapted coordinates with
d > 1. If the function φ(x, y) is supported in a sufficiently small neighborhood of the origin,
then r0 = 1d and the following hold:
(a) Suppose the bisectrix intersects N(S) in the interior of a compact edge. Define the function
S+0 (x, y)
− 1
d to be S0(x, y)−
1
d when S0(x, y) > 0 and zero otherwise. Then we have
lim
→0
IS,φ()

1
d
= (m+ 1)−1φ(0,0)
∞∫
−∞
(
S+0 (1, y)
− 1
d + S+0 (−1, y)−
1
d
)
dy (1.6)
In particular, if S(x, y) is real-analytic then the coefficient c′0(φ) in (1.4a) is always zero and
c0(φ) is given by (1.6).
(b) Suppose the bisectrix intersects N(S) at a vertex (d, d). Let sddxdyd denote the correspond-
ing term of the Taylor expansion of S; hence sdd = 0. Denote the slopes of the two edges of
N(S) meeting at (d, d) by s1 and s2, where −∞ s2 < s1  0. Then
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→0
IS,φ()

1
d ln()
= η(S)|sdd |− 1d φ(0,0)
(
1
s1 − 1 −
1
s2 − 1
)
(1.7)
Here η(S) = 4 if sdd > 0 and d is even, η(S) = 2 if d is odd, and η(S) = 0 if sdd < 0 and d
is even.
(c) Suppose S(x, y) is real-analytic and the bisectrix intersects N(S) in the interior of the
horizontal ray. Write S0(x, y) = a(x)yd where a(x) is real-analytic. Let α(x) denote the
one-dimensional measure of {y: 0 a(x)yd  1}. In particular, α(x) = |a(x)|− 1d when d is
odd. Then c′0(φ) = 0, and c0(φ) is given by
c0(φ) =
∞∫
−∞
α(x)φ(x,0) dx (1.8)
The case where the bisectrix intersects the interior of the vertical ray has the analogous
formula.
As can be seen, parts (a)–(c) give quite different formulas. Correspondingly, in our subsequent
theorems we break up into three cases. Case 1 is when the bisectrix intersects N(S) in the interior
of a compact edge, Case 2 is when the bisectrix intersects N(S) at a vertex (d, d), and Case 3
is when the bisectrix intersects N(S) in the interior of one of the unbounded rays. Notice that in
Cases 1 and 3, for a given φ(x, y) the expressions of Theorem 1.1 depend only on S0(x, y), and
that in Case 2 it depends on sddxdyd as well as the slopes of the edges of N(S) meeting at (d, d).
Our next theorem gives the oscillatory integral version of Theorem 1.1 for the real-analytic
case.
Theorem 1.2. Assume S(x, y) is real-analytic and is in superadapted coordinates with d > 1.
Then s0 = 1d . In Cases 1 and 3, the coefficient d ′0(φ) of (1.2) is always zero and d0(φ) is given
by
d0(φ) = Γ (
1
d
)
d
(
ei
π
2d c0(φ)+ e−i π2d C0(φ)
) (1.9a)
In Case 2, one has
d ′0(φ) = −
Γ ( 1
d
)
d
(
ei
π
2d c′0(φ)+ e−i
π
2d C′0(φ)
) (1.9b)
Proof. We will be sketchy here since the method for proving Theorem 1.2 from Theorem 1.1 is
well known; we refer to Chapter 7 of [2] for more details. Note that
JS,φ(λ) =
∞∫ (
∂IS,φ()
)
eiλ d +
∞∫ (
∂I−S,φ()
)
e−iλ d (1.10a)0 0
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∞∫
0
eiλt tα ln(t)mγ (t) dt = ∂
m
∂αm
Γ (α + 1)
(−iλ)α+1 +O
(
λ−l
) (1.10b)
Inserting (1.4a) and (1.4b) into (1.10a) and using Theorem 1.1 and (1.10b) gives the theorem. 
Comment 1. One does need that d > 1 for Theorem 1.2 to hold. When S(x, y) has a nonde-
generate saddle critical point, there are coordinates where S(x, y) = xy. This falls under Case 2,
and one has that c′0(φ) = C′0(φ). This means that the two terms of (1.9b) will cancel. And in fact
when φ(0,0) = 0, |IS,φ()|, |I−S,φ()| ∼ | ln()|, while |JS,φ(λ)| ∼ λ−1.
Comment 2. In Cases 1 and 2, the expressions (1.9a) and (1.9b) for d0(φ) and d ′0(φ) will always
be nonzero when d > 1 and φ(0,0) = 0. This is because the expressions given by Theorem 1.1
for c0(φ), C0(φ), c′0(φ), and C′0(φ) are real multiples of φ(0,0), while the ratio of the e
i π2d and
e−i π2d factors is never real when d > 1.
Comment 3. In any dimension, when the phase satisfies an appropriate nondegeneracy con-
dition there are reasonably explicit formulas for the leading coefficient of the leading term of
the asymptotic expansion of oscillatory integrals such as (1.1). Such formulas are proven in [6]
and [5].
Next, we give some less precise C∞ analogues for the IS,φ(). The lower bounds involve
I|S|,φ() = IS,φ()+ I−S,φ() =
∫
{(x,y): |S(x,y)|<} φ(x, y) dx dy.
Theorem 1.3a. Suppose now that S(x, y) is a smooth phase function in superadapted coordi-
nates with d > 1. If φ is supported in a sufficiently small neighborhood of the origin, then there
is a positive BS,φ such that:
In Cases 1 and 3 one has
∣∣IS,φ()∣∣<BS,φ 1d (1.11)
In Case 2 one has
∣∣IS,φ()∣∣<BS,φ | ln()| 1d (1.12)
One has some analogous lower bounds for I|S|,φ(). They are sharp in Cases 1 and 2, and al-
most sharp in Case 3. (Sharp lower bounds do not hold in general in Case 3, as explicit examples
show.)
Theorem 1.3b. Suppose we are in the setting of Theorem 1.3a. Suppose also that φ(0,0) = 0.
In Case 1 there exists an AS,φ > 0 such that for  sufficiently small we have
∣∣I|S|,φ()∣∣>AS,φ 1d (1.13a)
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∣∣I|S|,φ()∣∣>AS,φ∣∣ln()∣∣ 1d (1.13b)
In Case 3, one has analogous almost-sharp lower bounds, at least if φ(x, y) is nonnegative.
Namely, for any δ > 0 one has
∣∣I|S|,φ()∣∣>AS,φ,δ 1d +δ (1.13c)
The next lemma will be used to show that the three cases of superadapted coordinates are
mutually exclusive.
Lemma 1.4. Assume S(x, y) is smooth and is in Case 3 of superadapted coordinates with d > 1.
Then for any M one can find a smooth function SM(x, y) such that SM − S has a zero of order
at least M at the origin, but such that in a small enough neighborhood U of the origin one has
∫
U
∣∣SM(x, y)∣∣− 1d dx dy < ∞ (1.14)
Proof. Suppose for example that the bisectrix intersects N(S) in the interior of the horizontal
ray. Then SM(x, y) = S(x, y)+ xM agrees with S(x, y) to order M at the origin and has Newton
distance less than that of S(x, y). The Newton distance is also greater than 1 for M large and
the relevant polynomials (SM)e(1, y) and (SM)e(−1, y) have zeroes of order at most 1. Hence
SM(x, y) is in Case 1 superadapted coordinates and one can apply Theorem 1.1(a) to conclude
that (1.14) is finite for a small enough neighborhood U of the origin. 
Lemma 1.5. Any smooth degenerate phase S(x, y) can be put in superadapted coordinates in
exactly one of Cases 1, 2, or 3.
Proof. In Section 7 we will show that one can always put S(x, y) into some superadapted coor-
dinate system. Eqs. (1.11) (for S(x, y) and −S(x, y)) and (1.13b) cannot simultaneously hold,
so a Case 2 coordinate system cannot be put in a Case 1 or 3 coordinate system. Suppose S(x, y)
has a Case 3 coordinate system as well as a Case 1 coordinate system; we will derive a contradic-
tion. Since it has a Case 3 coordinate system, we may adjust S(x, y) to arbitrarily high order and
cause (1.14) to hold. In its Case 1 coordinates, an adjustment of high enough order will not affect
the fact that it is in Case 1 and thus Eq. (1.11) will still hold. Using the well-known relationship
between Lp norms and distribution functions (on the function (I|S|,φ())−1), one then gets that
the integral (1.14) in the new coordinates is infinite, a contradiction. Thus the three cases are
mutually exclusive. 
For oscillatory integrals with smooth phase, one has some analogues of Theorem 1.3. It should
be noted that Theorem 1.6a can be proved using the results of [10].
Theorem 1.6a. Suppose S(x, y) is smooth and is in superadapted coordinates with d > 1 In
Cases 1 and 3 as λ → ∞ one has
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In Case 2 one has
∣∣JS,φ(λ)∣∣<Cλ− 1d ln(λ) (1.15b)
Theorem 1.6b. Suppose φ(x, y) is nonnegative with φ(0,0) > 0.
In Case 1, one has
lim sup
λ→∞
∣∣∣∣JS,φ(λ)
λ− 1d
∣∣∣∣> 0 (1.16a)
In Case 2, one has
lim sup
λ→∞
∣∣∣∣ JS,φ(λ)
λ− 1d ln(λ)
∣∣∣∣> 0 (1.16b)
In Case 3, for any δ > 0 one has
lim sup
λ→∞
∣∣∣∣JS,φ(λ)
λ− 1d −δ
∣∣∣∣= ∞ (1.16c)
Although we will not prove it here, it can be shown with some additional argument that the
conditions on φ(x, y) in (1.16a)–(1.16b) can be weakened to just that φ(0,0) = 0.
In all of Cases 1–3 we will divide the domain of integration of the expressions (1.1) and (1.3)
for JS,φ and IS,φ into 4 parts, depending on whether or not x and y are positive or negative.
Adding the resulting formulas and estimates will give the theorems. Without loss of generality
we will always focus on the x, y > 0 as the other quadrants are always dealt with the same way.
Hence our goal is to understand I+S,φ and J
+
S,φ , where
I+S,φ() =
∫
{(x,y): x>0,y>0,0<S(x,y)<}
φ(x, y) dx dy (1.17a)
J+S,φ(λ) =
∫
{(x,y): x>0,y>0}
eiλS(x,y)φ(x, y) dx dy (1.17b)
In turn, the domains of (1.17a)–(1.17b) will be written as the union of various “curved triangles”
(such as those of Lemma 2.0 below). On a given curved triangle, one typically Taylor expands
S(x, y) or one of its derivatives and then uses Van der Corput-type lemmas in the x or y direction
to get a desired estimate. For the oscillatory integrals, the traditional van der Corput (see Chapter
8 of [16]) is used, while for sublevel integrals the version of [4] is used. Van der Corput-type
lemmas have been considered in some detail, such as in [1] and [3], as well as the early work of
Vinogradov [18]. We refer to [3] for further results and references.
Throughout this paper, we will often have a constant C appearing on the right-hand side of
an inequality. This always denotes a constant depending on S and φ. Occasionally we will need
further constants C′, C′′, etc which also depend on S and φ.
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Suppose G is an open subset of R2. Then throughout the course of this paper we will make
frequent use of IGS,φ() and J
G
S,φ(λ) defined by
IGS,φ() =
∫
{(x,y)∈G: 0<S(x,y)<}
φ(x, y) dx dy (2.1a)
JGS,φ(λ) =
∫
G
eiλS(x,y)φ(x, y) dx dy (2.1b)
A certain type of G comes up in several contexts in this paper, and relevant estimates we need
for IGS,φ() and J
G
S,φ(λ) are given by the following lemma.
Lemma 2.0. Suppose for some A,m > 0, 0 < δ < 1, we let G = {(x, y) ∈ [0, δ] × [0, δ]: 0 <
y < Axm}, and suppose there are nonnegative integers a and b with a > b and a  2 such that
for some constant C0 the following holds on G,
∂by S(x, y) > C0x
a (2.2a)
If b = 1, assume also that
∂2yS(x, y) < C0x
a−m (2.2b)
If b = 0, instead of (2.2b) assume also that a >m+ 1 and that for some constant C1 we have
∂xS(x, y) > C1x
a−1, ∂2xS(x, y) < C0xa−2 (2.2c)
Then for some ζab > 0 and C depending on S, φ, and C0 (and C1 if b = 0), if the support of φ is
contained in [−δ, δ] × [−δ, δ] one has
∣∣IGS,φ()∣∣<C m+1a+mb Aζab (2.3a)∣∣JGS,φ(λ)∣∣<C|λ|− m+1a+mb Aζab (2.3b)
Proof. We first consider the case where b > 0; we will do the b = 0 argument afterwards. By
(2.2a) and the Van der Corput’s lemma in the y direction (see [4] for example) one has that for a
given x we have
∣∣{y: ∣∣S(x, y)∣∣< }∣∣<C 1b x− ab (2.4)
As a result, if Gx denotes the vertical cross section of G at x, of length Axm, then one has
∣∣{y ∈ Gx : ∣∣S(x, y)∣∣< }∣∣<C min(Axm,  1b x− ab ) (2.5)
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∣∣IGS,φ∣∣<C
δ∫
0
min
(
Axm, 
1
b x−
a
b
)
dx (2.6)
It is natural to break the integral (2.6) into two parts, depending on whether or not Axm > 
1
b x− ab .
The two quantities are equal at x0 = A− ba+mb  1a+mb . The left integral becomes
x0∫
0
Axm dx = A
m+ 1x
m+1
0 =
1
m+ 1A
a−b
a+mb 
m+1
a+mb (2.7)
The right integral is computed to be

1
b
δ∫
x0
x−
a
b dx < 
1
b
∞∫
x0
x−
a
b dx
= b
a − b 
1
b x
a−b
b
0 =
b
a − bA
a−b
a+mb 
m+1
a+mb (2.8)
Adding together, we obtain that |IGS,φ | <CA
a−b
a+mb 
m+1
a+mb as needed.
The estimates for JGS,φ(λ) for b  2 are done in a similar fashion. First suppose b  2. Then
one can use the usual Van der Corput’s lemma (see [16, Chapter 8]) in the y direction to obtain∣∣∣∣
∫
Gx
eiλS(x,y)φ(x, y) dy
∣∣∣∣<C|λ|− 1b x− ab (2.9)
This is the analogue to (2.4) with  replaced by |λ|−1. As a result, similar to (2.6) we get
∣∣JGS,φ∣∣<C
δ∫
0
min
(
Axm, |λ|− 1b x− ab )dx (2.10)
The result is ∣∣JGS,φ∣∣ CA a−ba+mb |λ|− m+1a+mb (2.11)
This gives (2.3b). We next prove (2.3b) when b = 1. If one integrates by parts in the y variable
one gets several terms each of which can be bounded using (2.2a) and (2.2b). If one works it out,
one gets that these terms are bounded by C|λ|−1x−(a+m). It is thus natural to split the integral into
two parts at the x0 satisfying |λ|−1x0a+m = 1, in other words, at x0 = |λ|− 1a+m . We accordingly
write G = G1 ∪G2, with G1 the portion where x0 < |λ|− 1a+m . We then have
J
G1 (λ) < C|G1| <C′A|λ|−m+1m+a (2.12)S,φ
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∣∣JG2S,φ(λ)∣∣<C
∫
G2
|λ|−1x−(m+a)  C
1∫
|λ|− 1a
Axm∫
0
|λ|−1x−(m+a) dy dx
= CA
1∫
|λ|− 1a+m
|λ|−1x−a dx < CA|λ|−m+1m+a (2.13)
Adding (2.12) to (2.13) give the oscillatory integral estimates for b = 1.
We now consider the oscillatory integral when b = 0. Here we do the integrations by parts
in the x direction. This time, by (2.2a) and (2.2c) an integration by parts incurs a factor of
|λ|−1x−a . Hence we subdivide G = G1 ∪ G2, where G1 = {(x, y) ∈ G: 0 < x < |λ|− 1a }. Note
that the measure of G1 is A|λ|−m+1a , so that
∣∣JG1S,φ(λ)∣∣<CA|λ|−m+1a (2.14)
For the G2 piece one obtains
∣∣JG2S,φ(λ)∣∣<C
∫
G
|λ|−1x−a =
1∫
|λ|− 1a
Axm∫
0
|λ|−1x−a dy dx
= C|λ|−1
1∫
|λ|− 1a
Axm−a dx
= CA|λ|−m+1a (2.15)
(For the last equality we use the hypothesis that a > m + 1.) Adding (2.14) to (2.15) gives the
estimate we seek (2.3b). Lastly, we prove the bounds for IGS,φ() when b = 0. In this case, since|S(x, y)| >C0xa , we have
∣∣IGS,φ∣∣<C∣∣{(x, y) ∈ G: C0xa < }∣∣<C′{(x, y) ∈ G: x <  1a }= C′′A m+1a (2.16)
This concludes the proof of Lemma 2.0. 
In Lemmas 2.1 and 2.2 below, S(x, y) is a smooth phase function in Case 1 or 2 of super-
adapted coordinates with d > 1. If there is a compact edge E of N(S) such that the bisectrix
contains either the upper vertex of E or an interior point of E, then we denote the equation
of this edge by t1 + mt2 = α, and for some large but fixed number N we let A1 = {(x, y) ∈
[0,1] × [0,1]: y < 1
N
xm}. Similarly, if there is some edge E′ with equation t1 + m′t2 = α′
such that the bisectrix contains either the lower vertex of E′ or an interior point of E′, we let
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1
m′ }. Note that in Case 1 both A1 and A2 exist. We fo-
cus our attention on IAiS,φ() and J
Ai
S,φ(λ). The relevant information about them (if they exist) is
provided by the following lemma.
Lemma 2.1. There exists an η > 0 such that if the support of φ(x, y) is sufficiently small, then
for i = 1,2 we have
∣∣IAiS,φ()∣∣<C 1d N−η (2.17)∣∣JAiS,φ(λ)∣∣<C|λ|− 1d N−η (2.18)
Proof. By symmetry, it suffices to prove the bounds for A1. Let (a, b) denote the lowest ver-
tex of E. Thus b < a. Since (a, b) and (d, d) are both on E, we have a + mb = (1 + m)d or
1
d
= m+1
a+mb . We will show that the hypotheses of Lemma 2.0 hold for these values of a, b, and
m, setting A = N−1. Since 1
d
= m+1
a+mb , Lemma 2.1 will follow. For a large but fixed M , we
write S(x, y) =∑p<M,q<M spqxpyq +EM(x, y). By standard estimates, for 0 α,β M we
have
∣∣∂αx ∂βy EM(x, y)∣∣<C(|x|M−α + |y|M−β) (2.19)
We can write
∂by S(x, y) =
∑
p<M,q<M−b
s′pqxpyq + ∂byEM(x, y) (2.20)
Here s′a0 = 0. We next show that the sum in (2.20) is dominated by the term s′a0xa in a suffi-
ciently small neighborhood of the origin. To this end, note that (a,0) is a vertex of the Newton
polygon of ∂by S(x, y), and that a horizontal ray and an edge of this Newton polygon with equa-
tion t1 + mt2 = a intersect at (a,0). As a result, for any term s′pqxpyq in the sum of (2.20)
other than s′a0xa , either p  a, or p < a, q > 0, and p + mq  a. Correspondingly, we let
T1 = {(p, q): p < a,0 < q < M − b, p + mq  a} and T2 = {(p, q): a  p M, 0  q 
b − a, (p, q) = (a,0)} and we rewrite (2.20) as
∂by S(x, y) = s′a0xa +
∑
T1
s′pqxpyq +
∑
T2
s′pqxpyq + ∂byEM(x, y) (2.21)
We examine a given term s′pqxpyq in the T1 sum. Since (x, y) is in the domain A1, one has
y < x
m
N
. As a result, |s′pqxpyq | < |s′pqN−qxp+mq |  |s′pqN−qxa|. Thus so long as N is cho-
sen sufficiently large (depending on M), we may assume that the absolute value of the T1
sum is at most 14 |s′a0|xa . We next examine a term s′pqxpyq in the T2 sum. Here we have|s′pqxpyq | < |s′pqxa|(|x| + |y|). Hence if we are in a sufficiently small neighborhood of the ori-
gin, we can assume the absolute value of the T2 sum is also at most 14 |s′a0|xa . Lastly, by (2.19),
in a sufficiently small neighborhood of the origin |∂byEM(x, y)| is also bounded by 14 |s′a0|xa .
Putting these together, we conclude that on the domain A1 we have
∣∣∂by S(x, y)∣∣> 1 ∣∣s′a0∣∣xa (2.22)4
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Lemma 2.0, giving Lemma 2.1. When b = 0, in order to apply Lemma 2.0 one needs also
that a > m + 1 and that (2.2c) holds. But taking an x derivative of S(x, y) just shifts the
Newton polygon to the left by 1, so exactly as in (2.22) the first and second derivative con-
ditions of (2.2c) will hold. As for the requirement that a > m + 1, note that (d, d) and (a,0)
are on the line t1 + mt2 = α and that d > 1. This means a = a + m0 = d + md > 1 + m as
needed.
Lastly, we show that the supplemental hypothesis (2.2b) holds when b = 1. It helps to
view things in (x, y′) coordinates where (x, y) = (x, xmy′). The condition (2.2b) becomes
that |∂2
y′S(x, x
my′)|  Cxa+m. Also, since the terms spqxpyq of S(x, y)’s Taylor expansion
with minimal p + mq (= α) are exactly the terms of SE(x, y), the expansion S(x, y) =∑
p<M,q<M spqx
pyq + EM(x, y) becomes of the following form, where TM is a polynomial
in y′ and a fractional power of x,
S
(
x, xmy′
)= xαSE(1, y′)+ xα+TM(x, y′)+EM(x, xmy′) (2.23)
Using (2.23) and the error estimates (2.19) we have |∂2
y′S(x, x
my′)| Cxα . But (a, b) = (a,1)
is on the line t1 + mt2 = α and therefore a + m = α. This gives the second derivative
bounds of (2.2b), and thus the hypotheses of Lemma 2.0 hold. This concludes the proof of
Lemma 2.1. 
Lemma 2.2. Let S(x, y) be a smooth phase function in Case 1 or 2 superadapted coordinates
with d > 1. Suppose e is a compact edge of N(S) intersecting the bisectrix and has equation
given by t1 + mt2 = α. Define B = {(x, y) ∈ [0,1] × [0,1]: xmN < y < Nxm}, where N is some
large but fixed constant. Then if the support of φ(x, y) is sufficiently small, depending on N , one
has the estimates |IBS,φ()| <CN
1
d and |JBS,φ(λ)| <CN |λ|−
1
d
.
Proof. In the above (x, y′) coordinates one has
IBS,φ() =
∫
{(x,y′)∈[0,1]×[N−1,N ]: 0<S(x,xmy′)<}
xmφ
(
x, xmy′
)
dx dy′
JBS,φ(λ) =
∫
[0,1]×[N−1,N ]
eiλS(x,x
my′)xmφ
(
x, xmy′
)
dx dy′
In view of (2.23), the zeroes of Se(1, y′) might be expected to play a significant role in the
analysis. To this end, we assume that N is large enough so that any zeroes of Se(1, y′) for y′ > 0
are in [N−1,N ], and denote these zeroes by z1, . . . , zk (if there are any). Let v1, . . . , vk denote
the orders of these zeroes, and let Ii denote the interval [zi − 1N , zi + 1N ]. By (2.23) and the error
term derivative estimates (2.19) we can assume that on the (sufficiently small, depending on N )
support of φ(x, xmy′), if (x, y′) ∈ [0,1] × Ii then
∣∣∂vi′ S(x, xmy′)∣∣ Cxα (2.24a)y
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We now translate this into the original (x, y) coordinates. Each [0,1] × Ii becomes a set Di of
the form {(x, y) ∈ [0,1] × [0,1]: (zi − 1N )xm < y < (zi + 1N )xm}, and on Di (2.24a) becomes∣∣∂viy S(x, y)∣∣ Cxα−mvi (2.25a)
In the case of vi = 1, (2.24b) becomes∣∣∂2yS(x, y)∣∣ Cxα−2m (2.25b)
Since we are superadapted coordinates, 0 < vi < d . Thus (m+ 1)vi < (m+ 1)d . Since (d, d) is
on the edge e, we have α = (m+ 1)d . Thus (m+ 1)vi < α or α −mvi > vi . As a result, the sets
Di have vertical cross sections of length 2N x
m and satisfying (2.25a)–(2.25b) with α−mvi > vi .
Hence after doing a coordinate change of the form (x, y) → (x, y − f (x)), we are in the set-up
of Lemma 2.0 and for some η > 0 we get
∣∣IDiS,φ∣∣ C m+1α N−η (2.26a)∣∣JDiS,φ∣∣ C|λ|−m+1α N−η (2.26b)
Since m+1
α
= 1
d
the above becomes
∣∣IDiS,φ∣∣ C 1d N−η (2.27a)∣∣JDiS,φ∣∣ C|λ|− 1d N−η (2.27b)
Next, write [N−1,N] − ∪iIi as the union of intervals Ji . Then since Se(1, y′) has no zeroes on
any Ji , by the expansion (2.23) and the error derivative bounds (2.19), if δN is sufficiently small
then on [0, δN ] × Ji we have∣∣∂xS(x, xmy′)∣∣>CNxα−1, ∣∣∂2xS(x, xmy′)∣∣<C′Nxα−2 (2.28)
Separating at x = |λ|− 1α and integrating the right portion by parts in x using (2.28) as in the
proof of Lemma 2.0 gives∣∣∣∣
∫
[0,δN ]×Ji
eiλS(x,x
my′)xmφ
(
x, xmy′
)∣∣∣∣dx dy′ <C′′N |λ|−m+1α (2.29a)
Converting back into (x, y) coordinates and using that 1
d
= m+1
α
, (2.29a) becomes the following,
where Ei denotes the set [0, δN ] × Ji in the (x, y) coordinates.∣∣∣∣
∫
eiλS(x,y)φ(x, y) dx dy
∣∣∣∣ C′′N |λ|− 1d (2.29b)
Ei
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small δN > 0 and some CN (not necessarily the same constant as above). As a result,∣∣∣∣
∫
{(x,y′)∈[0,δN ]×Ji : 0<S(x,xmy′)<}
xmφ
(
x, xmy′
)
dx dy′
∣∣∣∣

∣∣∣∣
∫
{(x,y′)∈[0,δN ]×Ji : 0<CNxα<}
xmφ
(
x, xmy′
)
dx dy′
∣∣∣∣
<C′N

1
α∫
0
xm dx
= C′N
m+1
α (2.30a)
Again going back to the (x, y) coordinates and using that 1
d
= m+1
α
, we conclude that
∣∣∣∣
∫
{(x,y)∈Ei : 0<S(x,y)<}
φ(x, y) dx dy
∣∣∣∣ CN 1d (2.30b)
Lemma 2.2 now follows by adding (2.29b)–(2.30b) to (2.27a)–(2.27b). 
3. Case 1 proofs
Assume now that we are in Case 1. We start by proving the upper bounds for smooth phase.
Theorem 3.1. The right-hand sides of (1.11) and (1.15a) hold.
Proof. In Case 1 of superadapted coordinates, the domain of integration of I+S,φ() or J
+
S,φ(λ)
is the union of A1, A2, and B , where A1 and A2 are as in Lemma 2.1 and where B is as in
Lemma 2.2 for the edge of N(S) intersecting the bisectrix. Thus the theorem follows by fixing
some N and adding the inequalities of Lemmas 2.1 and 2.2 to the corresponding inequalities for
the other quadrants. 
The next lemma will be useful in getting the formulas for the real-analytic case.
Lemma 3.2. Suppose S(x, y) is a smooth Case 1 phase function like before. Then there is a
natural number D < d and a neighborhood U of the origin such that if φ(x, y) is supported
in U and is zero on a neighborhood of the origin, then |IS,φ()| <C 1D .
Proof. It suffices to fix some N and show that each IAiS,φ(), I
Di
S,φ(), I
Ei
S,φ() satisfies the upper
bounds, where the Di and Ei correspond to the edge of N(S) intersecting the bisectrix. We start
with IAiS,φ . Without loss of generality we may take i = 1. Since φ(x, y) is zero on a neighborhood
of the origin, there is some δ > 0 such that φ(x, y) is zero for (x, y) ∈ A1 with 0 < x < δ.
(2.22) says that ∂eS(x, y) is bounded below on A1, where e < d denotes the y-coordinate of they
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lemma in the y direction, we have
∣∣{y ∈ Ax1: 0 < S(x, y) < }∣∣<C 1e (3.1)
Thus we have
∣∣IA1S,φ()∣∣ C
1∫
δ
∣∣{y ∈ Ax1: 0 < S(x, y) < }∣∣dx < C 1e (3.2)
This is the desired estimate for e > 0. If e = 0, then (2.22) says that S(x, y) is bounded below on
the support of the integrand of IA1S,φ() and then (3.2) holds trivially. Thus we have the desired
bounds for the IA1S,φ(). The I
Di
S,φ() are dealt with in a similar way. This time, one uses (2.24a)
to obtain |IDiS,φ()| <C
1
vi
.
Lastly, we look at the |IEiS,φ()|. As mentioned below (2.29b), by (2.23) one has |S(x, y)| >
Cxα on each Ei . Hence since φ(x, y) is zero on a neighborhood of the origin, |S(x, y)| is
bounded below on the support of the integrand of IEiS,φ() and (3.2) again holds trivially. This
completes the proof of Lemma 3.2. 
We now move to the Case 1 formulas of Theorems 1.1. We write φ = φ1 + φ2, where φ1
is supported in a smaller neighborhood of the origin and φ2 is zero on a neighborhood of the
origin. By Lemma 2.3, lim→0
IS,φ2 ()

1
d
= 0 and therefore lim→0 IS,φ()

1
d
= lim→0 IS,φ1 ()

1
d
. Hence
when proving the limit (1.6) one can always replace φ by φ1 at will, regardless of how small the
support of φ1 is.
Our strategy will involve fixing N and analyzing the IEiS,φ1 , where φ1 has small support de-
pending on N . Lemma 2.1 and (2.27a) will ensure that the contributions of the IDiS,φ1 and I
Ai
S,φ1
will be O(N−η) smaller than that of the IEiS,φ1 as  goes to zero. Letting N go to infinity will
give lim→0
I+S,φ1 ()

1
d
=∑i lim→0 I
Ei
S,φ1
()

1
d
. Adding up the latter limits along with their analogues
in the other three quadrants will give (1.6).
Proof of (1.6). It suffices to assume φ(0,0) > 0 as the general case can be obtained by writing
φ = φ′ − φ′′ where φ′(0,0) and φ′′(0,0) are positive. We work in the (x, y′) coordinates like
above. Namely, we write
I
Ei
S,φ() =
∫
′ m ′
xmφ
(
x, xmy′
)
dx dy′ (3.3){(x,y )∈[0,1]×Ji : 0<S(x,x y )<}
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deal with EM(x, xmy′)), we may let δ > 0 such that on [0, δ] × Ji either S(x, xmy′) is negative,
or we have
0 <
(
1 − 1
N
)
S
(
x, xmy′
)
 xαS0(1, y′)
(
1 + 1
N
)
S
(
x, xmy′
) (3.4)
Shrinking δ further if necessary, we assume δ is small enough so that on [0, δ] × Ji we have
φ
(
x, xmy′
)
<
(
1 + 1
N
)
φ(0,0) (3.5)
As described above, one can multiply φ(x, y) by a cutoff function supported on |x| < δ without
affecting lim→0
I
Ei
S,φ1
()

1
d
. Hence we assume φ(x, y) is supported on |x| < δ, and that the multi-
plying cutoff was chosen so that for (x, y′) ∈ [0, δ] × Ji , Eq. (3.5) holds. We also assume the
multiplying cutoff was chosen so that for (x, y′) ∈ [0, δ2 ] × Ji one has
(
1 − 1
N
)
φ(0,0) < φ
(
x, xmy′
) (3.6)
We now proceed to our main estimates. If S(x, xmy′) is negative on [0, δ] × Ji , IEiS,φ() becomes
zero. If on the other hand (3.4) holds, then by (3.4) and (3.5) one has
I
Ei
S,φ()
(
1 + 1
N
)
φ(0,0)
∫
{(x,y′)∈[0,δ]×Ji : 0<xαS0(1,y′)<(1+ 1N )}
xm dx dy′ (3.7a)
On the other hand, by (3.4) and (3.6) we also have
I
Ei
S,φ()
(
1 − 1
N
)
φ(0,0)
∫
{(x,y′)∈[0, 12 δ]×Ji : 0<xαS0(1,y′)<(1− 1N )}
xm dx dy′ (3.7b)
We now change coordinates from x to x′ = xm+1 in the integrals (3.7a)–(3.7b). Using the fact
that α
m+1 = d , which follows from the fact that (d, d) is on the line t1 + mt2 = α, (3.7a)–(3.7b)
become the following, where δ′ = δm+1.
I
Ei
S,φ() (m+ 1)−1
(
1 + 1
N
)
φ(0,0)
∫
{(x,y′)∈[0,δ′]×Ji : 0<xdS0(1,y′)<(1+ 1N )}
dx dy′ (3.8a)
I
Ei
S,φ() (m+ 1)−1
(
1 − 1
N
)
φ(0,0)
∫
{(x,y′)∈[0, 1 δ′]×J : 0<xdS (1,y′)<(1− 1 )}
dx dy′ (3.8b)
2 i 0 N
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I
Ei
S,φ() (m+ 1)−1
(
1 + 1
N
)
φ(0,0)
∫
Ji
min
(
δ′,
[(
1 + 1
N
)

] 1
d
S0(1, y′)−
1
d
)
dy′ (3.9a)
I
Ei
S,φ() (m+ 1)−1
(
1 − 1
N
)
φ(0,0)
∫
Ji
min
(
δ′
2
,
[(
1 − 1
N
)

] 1
d
S0(1, y′)−
1
d
)
dy′ (3.9b)
These can be written as
I
Ei
S,φ()

1
d
 (m+ 1)−1
(
1 + 1
N
) d+1
d
φ(0,0)
∫
Ji
min
(
δ′
[(1 + 1
N
)] 1d
, S0(1, y′)−
1
d
)
dy′ (3.10a)
I
Ei
S,φ()

1
d
 (m+ 1)−1
(
1 − 1
N
) d+1
d
φ(0,0)
×
∫
Ji
min
(
δ′
2[(1 − 1
N
)] 1d
, S0(1, y′)−
1
d
)
dy′ (3.10b)
We now take limits of (3.10a)–(3.10b) as  → 0. We obtain
lim inf
→0
I
Ei
S,φ()

1
d
 (m+ 1)−1
(
1 − 1
N
) d+1
d
φ(0,0)
∫
Ji
S0(1, y′)−
1
d dy′ (3.11a)
lim sup
→0
I
Ei
S,φ()

1
d
 (m+ 1)−1
(
1 + 1
N
) d+1
d
φ(0,0)
∫
Ji
S0(1, y′)−
1
d dy′ (3.11b)
Note that the integrals here are automatically finite since we are in superadapted coordinates and
therefore all zeroes of S0(1, y′) are of order at most d − 1. We now take limits as N → ∞. If
the endpoints of Ji are two zeroes z and z′ of S0(1, y′), then the interval will converge to [z, z′].
Otherwise, the left endpoint of Ji may converge to zero and the right endpoint may go off to ∞.
In any event, the Ji goes to some (possibly unbounded) interval Ki , and (3.11a)–(3.11b) both
converge to
(m+ 1)−1φ(0,0)
∫
Ki
S0(1, y′)−
1
d dy′ (3.12)
The integral in (3.12) is finite since S0(1, y′) must have degree greater than d and has no zeroes
of order d or greater since the coordinate system being used is superadapted.
Furthermore, as N → ∞, the upper bounds of Lemma 2.1 and (2.27a) for IDiS,φ() and IAiS,φ()
go to zero. There is no issue of the constants appearing depending on N due to the cutoffs’
dependence on N ; the bounds of Lemma 2.1 and (2.27a) depend on ‖φ‖∞ and no other properties
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I+S,φ1 ()

1
d
is given by the sum of (3.12) over all i, along with
their analogues in the other three quadrants. This gives exactly (1.6) (recall the terms where
S(x, xmy′) is negative gives no contribution) and we are done.
Lastly, we prove (1.13a) of Theorem 1.3a. Either S0(1, y) is positive for some y > 0 or
−S0(1, y) is positive for some y > 0. Since the result we are trying to prove is symmetric in S and
−S, without loss of generality we may assume that S0(1, y) has this property. Then (1.6) says
that |IS,φ()| >AS,φ 1d for sufficiently small . This implies (1.13a) since |I|S|,φ()| |IS,φ()|
and we are done. 
4. Case 2 proofs
We now assume S(x, y) is a smooth phase function in Case 2 of superadapted coordinates
with d > 1. Hence the bisectrix intersects N(S) at (d, d). As in the Case 1 proofs, we consider
I+S,φ() and J
+
S,φ(λ) and we will do some subdivisions of the domains of these integrals to prove
the estimates and formulas. We proceed as follows. If (d, d) is the lower vertex of a compact
edge e2, denote its equation by t1 +m2t2 = α2. Where N is a large natural number, fixed for now,
we let A2 = {(x, y) ∈ [0,1] × [0,1]: x < 1N y
1
m2 } and B2 = {(x, y) ∈ [0,1] × [0,1]: 1N y
1
m2 <
x < Ny
1
m2 }. Define C2 = A2 ∪ B2. If (d, d) is not the lower vertex of a compact edge (i.e.
(d, d) is on the vertical ray), then define C2 = {(x, y) ∈ [0,1] × [0,1]: x < yL}. Here L is
large number to be determined by our future arguments. Similarly, if there is a compact edge
e1 whose upper vertex is (d, d), we write its equation as t1 + m1t2 = α1. We then let A1 =
{(x, y) ∈ [0,1] × [0,1]: y < 1
N
xm1} and B1 = {(x, y) ∈ [0,1] × [0,1]: 1N xm1 < y < Nxm1}.
We then define C1 = A1 ∪ B1. If (d, d) is not the upper vertex of a compact edge, then define
C1 = {(x, y) ∈ [0,1] × [0,1]: y < xL}.
In all cases, define D = [0,1] × [0,1] − (A2 ∪ B2) We will see that the terms IDS,φ() and
JDS,φ(λ) dominate; the contributions from C1 and C2 to the main term of the asymptotics can be
made arbitrarily small as L → ∞. In fact, for the case when Ci comes from a compact edge,
Lemmas 2.1 and 2.2 give that
∣∣IAiS,φ()∣∣<CN−η 1d , ∣∣IBiS,φ()∣∣<CN 1d (4.1a)∣∣JAiS,φ(λ)∣∣<CN−η|λ|− 1d , ∣∣JBiS,φ(λ)∣∣<CN |λ|− 1d (4.1b)
Lemma 4.1. For sufficiently small  we have
∣∣IDS,φ()∣∣<C∣∣ln()∣∣ 1d , ∣∣JDS,φ(λ)∣∣<C ln |λ||λ|− 1d (4.2a)
Furthermore, for i = 1,2 if Ci derives from the horizontal or vertical ray we have
∣∣ICiS,φ()∣∣< CL+ 1
∣∣ln()∣∣ 1d , ∣∣JCiS,φ(λ)∣∣< CL+ 1 ln |λ||λ|− 1d (4.2b)
Proof. We start with the proof of (4.2a). We divide D = D1 ∪ D2, where D1 = {(x, y) ∈ D:
y < xm}. Here m is chosen such that if e1 exists, then m < m1, and if e2 exists then m > m2.
The estimates for D1 and D2 are proven the same way, so we restrict our attention to proving the
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EM(x, y), where like in (2.19) for 0 α,β M we have
∣∣∂αx ∂βy EM(x, y)∣∣<C(|x|M−α + |y|M−β) (4.3)
Correspondingly, we have
∂dy S(x, y) =
∑
a<M,b<M−d
s′abxayb + ∂dy EM(x, y) (4.4)
The Newton polygon of ∂dy S(x, y) has a vertex at (d,0) and thus s′d0 = 0. If (d, d) is the lower
vertex of some compact edge e2, then there is a compact edge e′ of the Newton polygon of
∂dy S(x, y) containing (d,0) with equation t1 +m2t2 = d . Hence every nonzero s′abxayb appear-
ing in (4.4) satisfies a +m2b d and we can rewrite (4.4) as
∂dy S(x, y) = s′d0xd +
∑
a<d,0<b<M−d,a+m2bd
s′abxayb
+
∑
da<M,0b<M−d, (a,b)=(d,0)
s′abxayb + ∂dy EM(x, y) (4.5)
If (d, d) is not the lower vertex of such a compact edge, (4.5) is still valid if we take the first
sum to be empty. If the first sum is not empty, then since y < N−m2xm2 for all (x, y) ∈ D, if
(x, y) is in D then each term s′abxayb in the first sum of (4.5) is bounded in absolute value by
N−m2b|s′ab|xa+m2b N−m2b|s′ab|xd . Thus if N were chosen sufficiently large, the absolute value
of the whole first sum is less than 14 |s′d0|xd .
Next, note that the absolute value of a given term s′abxayb in the second sum is at most
|s′ab|xd(x + y). As a result, if the support of φ(x, y) is sufficiently small, then for (x, y) in this
support the absolute value of the second sum is also at most 14 |s′d0|xd . Similarly, if the support
of φ(x, y) is sufficiently small, then by (4.2) and the fact that y < xm, for (x, y) in this support
|∂dy EM(x, y)| can also be assumed to be at most 14 |s′d0|xd . Consequently, for such (x, y) in the
support of φ we can assume
∣∣∂dy S(x, y)∣∣> 14
∣∣s′d0∣∣xd (4.6)
Denote the vertical cross section of D at x by Dx . By (4.6) and the measure version of Van der
Corput’s lemma, for each x in this range we have
∣∣{y ∈ Dx : 0 < S(x, y) < }∣∣<C 1d 1
x
Also, |{y ∈ Dx : 0 < S(x, y) < }| is at most |Dx |, which is at most xm if the support of φ is
sufficiently small, which we may assume. Thus we have
∣∣{y ∈ Dx : 0 < S(x, y) < }∣∣<C min
(
xm, 
1
d
1
)x
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∣∣IDS,φ()∣∣<C
1∫
0
min
(
xm, 
1
d
1
x
)
dx (4.7)
For small enough , the quantities xm and 
1
d
1
x
are equal at x0 = 
1
(m+1)d , with xm smaller on the
left and 
1
d
1
x
smaller on the right. Doing a computation gives
1∫
0
min
(
xm, 
1
d
1
x
)
dx = 1
m+ 1
1
d + 1
(m+ 1)d
∣∣ln()∣∣ 1d (4.8)
Hence |IDS,φ()| < C|ln()|
1
d as desired. As for the JDS,φ(λ), by (4.6) the traditional Van der
Corput’s lemma in the y direction gives∣∣∣∣
∫
Dx
eiλS(x,y)φ(x, y) dy
∣∣∣∣ C|λ|− 1d x−1 (4.9)
Consequently, we have
∣∣JDS,φ(λ)∣∣<C
1∫
0
min
(
N−mxm, |λ|− 1d 1
x
)
dx (4.10)
This is exactly (4.8) with  replaced by |λ|−1. Thus instead of (4.8) for large |λ| we get the
estimate ∣∣JDS,φ(λ)∣∣<C ln|λ||λ|− 1d (4.11)
This completes the proof of (4.2a). Eq. (4.2b) is done the same way; the only difference is that
xm is replaced by xL. Eq. (4.8) and its oscillatory integral analogue then give (4.2b) and we are
done. 
We now have proven the upper bounds for the smooth case:
Lemma 4.2. Eqs. (1.12) and (1.15b) hold.
Proof. Add (4.2a) to (4.2b) or (4.1a)–(4.1b). 
Our next result is an analogue of Lemma 3.2.
Lemma 4.3. There is a neighborhood U of the origin such that if φ(x, y) is supported in U and
φ(x, y) is zero in a neighborhood of the origin, then
∣∣IS,φ()∣∣<C 1d , ∣∣JS,φ(λ)∣∣<C|λ|− 1d (4.12)
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I
Bi
S,φ(), and J
Bi
S,φ(λ). Thus it suffices to prove these upper bounds for IDS,φ() and JDS,φ(), as
well as ICiS,φ(λ) and J
Ci
S,φ(λ) if they derive from the vertical or horizontal ray. These are all done
basically the same way, so we restrict our attention to IDS,φ() and J
D
S,φ(). As in the proof of
Lemma 4.1, we divide D = D1 ∪D2 along the curve y = xm. The two pieces are done similarly,
so we will only consider D1, the part where y < xm. 
Each vertical cross section (D1)x of the set D1 is the a subset of the interval [0, xm]. Hence
there is some δ > 0 such that on D, φ(x, y) = 0 for x < δ. Doing the y integration first we have
∣∣ID1S,φ()∣∣<C
1∫
δ
∣∣{y ∈ (D1)x : 0 < S(x, y) < }∣∣dx (4.13)
By (4.6), |∂dy S(x, y)| is bounded below on x > δ. Hence by the Van der Corput’s lemma in the
y direction, we have |{y ∈ (D1)x : 0 < S(x, y) < }| < C 1d uniformly in x > δ. Inserting this
back into (4.13) gives the desired bounds. For the oscillatory integral, one similarly uses the Van
der Corput’s lemma in the y direction to get | ∫
(D1)x
eiλS(x,y)φ(x, y) dy| <C|λ|− 1d uniformly in
x > δ. Thus
∣∣JD1S,φ(λ)∣∣=
∣∣∣∣∣
1∫
δ
( ∫
(D1)x
eiλS(x,y)φ(x, y) dy
)
dx
∣∣∣∣∣<C|λ|− 1d (4.14)
These are the sought-after bounds for JDS,φ(λ) and we are done.
We now proceed to the proof of the explicit formula (1.7). The general methodology is
similar to that of the Case 1 arguments of Section 3. If one writes φ = φ1 + φ2, where φ1 is
supported in a smaller neighborhood of the origin and φ2 is zero on a neighborhood of the
origin then by Lemma 4.3, lim sup→0
I+S,φ()
ln()
1
d
= lim sup→0
I+S,φ1 ()
ln()
1
d
and lim inf→0
I+S,φ()
ln()
1
d
=
lim inf→0
I+S,φ1 ()
ln()
1
d
. So when proving (1.7) one can always replace φ by φ1 at will, regardless
of how small the support of φ1 is.
We will show if one first chooses the parameter L of (4.2b) sufficiently large, and then chooses
φ1 to be supported in a sufficiently small neighborhood of the origin, then the above limsup and
liminf, added to their analogues from the other three quadrants, can both be made as arbitrarily
close to the limit given in (1.7). To do this, in view of (4.2b), it suffices to show that if the
support of φ1 is sufficiently small, the quantities lim sup→0
IDS,φ1
ln()
1
d
and lim inf→0
IDS,φ1
ln()
1
d
, can
be made arbitrarily close to the appropriate expression. For a fixed L we will find lower bounds
for the limsup and upper bounds for the liminf. In doing so, we will choose the parameter M
of the Taylor expansions in terms of L, and then the parameter N of (4.1a)–(4.1b) in terms
of L and M . Analogous to in Section 3 taking limits as L goes to infinity, both expressions
will converge to the same limit. Adding this limit to its analogues in the other 3 quadrants will
give (1.7).
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expansion S(x, y) =∑a,b sabxayb of S at the origin.
Lemma 4.4. There are constants β and C depending on S(x, y), and a neighborhood U of the
origin depending on S(x, y) and L, such that |S(x, y)− sddxdyd | < |CL−βxdyd | on D ∩U .
Proof. Analogous to (4.5), we may Taylor expand
S(x, y)− sddxdyd =
∑
M>ad,M>bd, (a,b)=(d,d)
s′abxayb
+
∑
a<d,M>b>d,a+m2bα2
sabx
ayb
+
∑
M>a>d,b<d,a+m1bα1
sabx
ayb
+EM(x, y) (4.15)
Here the second term is nonempty only if (d, d) is the lower vertex of a compact edge, and the
third term is nonempty only if (d, d) is the upper vertex of a compact edge.
The first sum can be made less than 1
L
xdyd in absolute value by making the radius of U suffi-
ciently small depending on M and S(x, y). If the second sum is nonempty, then the domain D is
a subset of {(x, y) ∈ [0,1] × [0,1]: 0 < y < N−m2xm2}. As a result if one changes coordinates
from (x, y) to (x, y′), where y′ = xm2y, D becomes a subset of D′ = {(x, y) ∈ [0,1]×[0,1]: 0 <
y < N−m2}. Observe that a given term sabxayb of the second sum becomes sabxa+m2b(y′)b .
Since a +m2b  α2 and b > d in each term in the second sum, the entire sum can be written as
y′(xα2(y′)d)f (x, y′) for some f (x, y′) which is a polynomial in y and a fractional power of x.
Thus the sum is of absolute value at most CMN−m2xα2(y′)d in a small enough neighborhood of
the origin. Note that sddxdyd = sddxd+dm2(y′)d , and this is equal to sddxα2(y′)d since (d, d) is
on the edge with equation t1 +m2t2 = α2. As a result, in the original (x, y) coordinates, the sum
is of absolute value at most CMN−m2xdyd . Thus if one chooses N sufficiently large for fixed L
and M , one has the desired bounds.
The third sum is dealt with in exactly the same way, reversing the roles of the x and y axes.
Since D necessarily lies in the range x
1
L > y > xL, the error term EM(x, y) can be made less than
1
L
xdyd by making the radius of U sufficiently small. This completes the proof of Lemma 4.4. 
Proof of (1.7). As before it suffices to assume φ(0,0) > 0 as the general case can be obtained
by writing φ = φ′ − φ′′ where φ′(0,0) and φ′′(0,0) > 0 are positive. Let δL > 0 be such that on
the ball B(0, δL) one has(
1 −L−β)φ(0,0) < φ(x, y) < (1 +L−β)φ(0,0) (4.16)
Further assume that δL is small enough that B(0, δL) ⊂ U , where U is as in the previous lemma.
Let ψ(x, y) be a nonnegative cutoff function such that 0  ψ  1, ψ(x, y) is supported on
B(0, δL), and ψ(x, y) = 1 on [0, δL2 ] × [0, δL2 ]. Then by the discussion following (4.14) we may
replace φ(x, y) by φ(x, y)ψ(x, y) without affecting the liminf or limsup. We have
ID () <
(
1 +L−β)φ(0,0)∣∣{(x, y) ∈ D: 0 < S(x, y) < }∣∣S,φ
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(
1 +L−β)φ(0,0)∣∣{(x, y) ∈ D: 0 < (sdd −CL−β)xdyd < }∣∣ (4.17a)
In addition,
IDS,φ() >
(
1 −L−β)φ(0,0)∣∣∣∣
{
(x, y) ∈ D ∩
([
0,
δL
2
]
×
[
0,
δL
2
])
: 0 < S(x, y) < 
}∣∣∣∣
>
(
1 −L−β)φ(0,0)
×
∣∣∣∣
{
(x, y) ∈ D ∩
[
0,
(
δL
2
]
×
[
0,
δL
2
])
: 0 <
(
sdd +CL−β
)
xdyd < 
}∣∣∣∣ (4.17b)
If sdd < 0, then by (4.17a) IDS,φ() = 0 for large enough L. For sdd > 0, we need the following
lemma, whose proof is routine.
Lemma 4.5. Suppose 0 <m2 <m1 and δ0 > 0. Then as t → 0,
∣∣∣∣
{
(x, y) ∈ (0, δ0] × (0, δ0]: xm1 < y < xm2, y < t
x
}∣∣∣∣
=
(
1
m1 + 1 −
1
m2 + 1
)
t ln(t)+O(t)
∣∣∣∣
{
(x, y) ∈ (0, δ0] × (0, δ0]: 0 < y < xm2, y < t
x
}∣∣∣∣= − 1m2 + 1 t ln(t)+O(t)
We now apply Lemma 4.5 to (4.17a)–(4.17b). We get that
IDS,φ() <
(
1 +L−β)(sdd −CL−β)− 1d φ(0,0) 1d ln()
(
1
m1 + 1 −
1
m2 + 1
)
+C 1d (4.18a)
IDS,φ() >
(
1 −L−β)(sdd +CL−β)− 1d φ(0,0) 1d ln()
(
1
m1 + 1 −
1
m2 + 1
)
−C 1d (4.18b)
(When (d, d) is on the horizontal ray one substitutes m1 = L, and when it is on the vertical ray
one substitutes m2 = 1L .) Hence we have
lim sup
→0
IDS,φ()

1
d ln()

(
1 +L−β)(sdd −CL−β)− 1d φ(0,0)
(
1
m1 + 1 −
1
m2 + 1
)
(4.19a)
lim inf
→0
IDS,φ()
1 
(
1 −L−β)(sdd +CL−β)− 1d φ(0,0)
(
1
m1 + 1 −
1
m2 + 1
)
(4.19b)
 d ln()
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m1+1 − 1m2+1 ), where now m1
is taken as ∞ when (d, d) is on the horizontal ray and m2 is taken as 0 when it is on the vertical
ray. Hence by the discussion following (4.14) we conclude that
lim
→0
I+S,φ()

1
d ln()
= s−
1
d
dd φ(0,0)
(
1
m1 + 1 −
1
m2 + 1
)
Letting si be the slope − 1mi of the edge t1 +mit2 = αi , this becomes
lim
→0
I+S,φ()

1
d ln()
= s−
1
d
dd φ(0,0)
(
1
s1 − 1 −
1
s2 − 1
)
(4.20)
In summary, if sdd > 0 then (4.20) gives the contribution to (1.7) from the upper right-hand
quadrant. If sdd < 0 then the contribution is zero as mentioned above Lemma 4.5. Adding this
to its analogues over the other three quadrants gives exactly the formula of (1.7) and we are
done. 
Our final task is to prove (1.13b):
Proof of (1.13b). Since the result is symmetric in S and −S, we may replace S by −S if nec-
essary and assume that sdd > 0. As in the proof of (1.13a), we write φ = φ1 + φ2, where φ1 is
nonnegative and φ2 is zero on a neighborhood of the origin. By Lemma 4.3, lim→0
I|S|,φ2 ()
ln()
1
d
= 0.
So to prove (1.13b) it suffices to show |I|S|,φ1()| > AS,φ1 | ln()|
1
d for some AS,φ1 > 0.
Since |I|S|,φ1()|  |IS,φ1()|, it further suffices to show that |IS,φ1()| > AS,φ | ln()|
1
d for
some AS,φ1 . For this we use Lemma 4.4, which implies that there is a δ > 0 such that on
([0, δ] × [0, δ])∩D we have
S(x, y) <
3
2
sddx
dyd (4.21)
As a result, shrinking δ to ensure that |φ(x, y)| > 12 |φ(0,0)| on [0, δ] × [0, δ] if necessary, we
have
∣∣IS,φ1()∣∣> 12
∣∣φ(0,0)∣∣∣∣∣∣
{
(x, y) ∈ D ∩ ([0, δ] × [0, δ]): 3
2
sddx
dyd < 
}∣∣∣∣ (4.22)
Using Lemma 4.5, we conclude that there is some AS,φ1 with |IS,φ1()| > AS,φ1 | ln()|
1
d as
needed. This gives (1.13b) and we are done. 
5. Case 3 proofs
In this section, S(x, y) is a smooth phase function in Case 3 of superadapted coordinates with
d > 1. We restrict ourselves to the situation where the bisectrix intersects the horizontal ray in
its interior, as the case of a vertical ray is entirely analogous. Thus the lowest vertex of N(S) is
of the form (c, d), where c < d and d is also the Newton distance of S. As in Sections 3 and 4
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+
S,φ(λ). We divide [0,1] × [0,1] into
two parts. For a sufficiently large positive integer k (to be determined by our arguments), we
let D1 = {(x, y) ∈ [0,1] × [0,1]: y < xk} and D2 = {(x, y) ∈ [0,1] × [0,1]: y > xk}. Our first
lemma is the following.
Lemma 5.1. |ID1S,φ()| <C
1
d and |JD1S,φ(λ)| <C|λ|−
1
d
.
Proof. As in Cases 1 and 2, we write the Taylor expansion of S at the origin as S(x, y) =∑
a<M,b<M sabx
ayb + EM(x, y), where for 0  α,β M the function EM(x, y) satisfies the
error estimates
∣∣∂αx ∂βy EM(x, y)∣∣<C(|x|M−α + |y|M−β) (5.1)
The d th y-derivative can be written as
∂dy S(x, y) =
∑
a<M,b<M−d
s′abxayb + ∂dy EM(x, y) (5.2)
Furthermore the Newton polygon of ∂dy S(x, y) has a vertex at (c,0), contained either in the
vertical ray of N(∂dy S) or an edge of N(∂dy S) with equation t1 + mt2 = c with m > 0. Hence
each (a, b) in the sum of (5.2) satisfies a +mb c. Analogous to (4.5) we rewrite (5.2) as
∂dy S(x, y) = s′c0xc +
∑
a<c,0<b<M−d,a+mbc
s′abxayb
+
∑
ca<M,0b<M−d, (a,b)=(c,0)
s′abxayb + ∂dy EM(x, y) (5.3)
In the case where (c,0) is on a vertical ray of N(∂dy S), the first sum of (5.3) is empty. We now
argue like after (4.5). Since y < xk for all (x, y) ∈ D1, if (x, y) is in D1 each term s′abxayb
in the first sum of (4.5) is bounded in absolute value by |s′ab|xa+kb  |s′ab|xk−m(xa+mb) 
|s′ab|xk−m+c . Thus as long as k were chosen greater than m, which we may assume, then if
the support of φ(x, y) is sufficiently small, then for (x, y) in this support, the absolute value of
the whole first sum is less than 14 |s′c0|xc . Also, the absolute value of a given term s′abxayb in the
second sum is at most |s′ab|xc(x+y). As a result, for such (x, y) the absolute value of the second
sum is also at most 14 |s′c0|xc. Similarly, using (5.1) and the fact that 0 < y < xk , for such (x, y)
the quantity |∂dy EM(x, y)| can also be assumed to be at most 14 |s′c0|xc . Consequently, for these
(x, y) we have
∣∣∂dy S(x, y)∣∣> 14
∣∣s′c0∣∣xc (5.4)
As a result, by the measure version of Van der Corput’s lemma of [4], for each x in this range we
have
∣∣{y: 0 < S(x, y) < }∣∣<C 1d x− cd (5.5)
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∣∣ID1S,φ()∣∣<C
1∫
0

1
d x−
c
d dx = C′ 1d (5.6)
This is the desired upper bound for ID1S,φ(). As for the oscillatory integral analogue, by (5.4) the
normal Van der Corput’s lemma in the y direction gives
∣∣∣∣
∫
eiλS(x,y)φ(x, y) dy
∣∣∣∣ C|λ|− 1d x− cd (5.7)
Hence by integrating first with respect to y one has
∣∣JD1S,φ(λ)∣∣<C
1∫
0
|λ|− 1d x− cd dx = C′|λ|− 1d (5.8)
This completes the proof of Lemma 5.1. 
It turns out that one gets stronger estimates for the ID2S,φ() and J
D2
S,φ(λ). Observe that since
c < d , the quantity 1+k
c+kd is greater than
1
d
. We have the following.
Lemma 5.2. |ID2S,φ()| <C
1+k
c+kd and |JD2S,φ(λ)| <C|λ|−
1+k
c+kd
.
Proof. We will verify the hypotheses of Lemma 2.0, with the roles of the x and the y variables
reversed. Because (c, d) is the rightmost vertex of N(S), the Newton polygon of ∂cxS(x, y) has a
single vertex at (0, d). The Taylor expansion of ∂cxS(x, y) can be written in the form
∂cxS(x, y) = r0dyd +
∑
0a<M,db<M,(a,b) =(0,d)
rabx
ayb +EM(x, y) (5.9)
Similar to elsewhere in this paper, bounding the error term using the fact that x < y
1
k on D2, in
a small enough neighborhood of the origin on D2 one has
∣∣∂cxS(x, y)∣∣> 12 |r0d |yd
Thus if c  2, one can apply Lemma 2.0 and immediately get this lemma. If c = 1, to apply
Lemma 2.0 one also needs that |∂2xS(x, y)| < Cyd−
1
k
. But in fact since the Newton polygon of
∂2xS(x, y) is a subset of {(x, y): y  d}, by expanding as in (5.9) one even has the stronger
estimate |∂2xS(x, y)| < Cyd . Thus Lemma 2.0 applies here. If c = 0, to apply Lemma 2.0
one needs (2.2c) to hold (with the x and y variables reversed) which here means one needs
|∂yS(x, y)| > Cyd−1 and |∂2yS(x, y)| < C′yd−2. Since the Newton polygon of ∂iyS(x, y) has a
single vertex at (0, d − i) this holds as in the c = 1 case. Lastly, to apply Lemma 2.0 for c = 0
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k
+ 1. We can make this true simply choosing k large enough since d is
at least 2. This completes the proof of Lemma 5.2. 
Corollary 5.3. (1.11) and (1.15a) hold in Case 3.
Proof. Add the estimates from Lemmas 5.1 and 5.2 and their analogues from the other three
quadrants.
Next, we prove the lower bounds of (1.13c). Since we are not trying to prove sharp estimates,
the arguments are not that intricate. Assume φ(x, y)  0 with φ(0,0) > 0, and let M be some
large positive integer. We examine the behavior of S(x, y) on the set ZN = {(x, y): x > 0, xN <
y < 2xN } for N sufficiently large. We Taylor expand S(x, y) =∑a<M,b<M sabxayb +EM(x, y)
as above. If N is large enough, the term scdxcyd dominates this Taylor expansion much the way
r0dyd dominates (5.9) or s′c0xc dominates (5.3). Hence in a small enough neighborhood U of
the origin, on ZN we have
∣∣S(x, y)∣∣< 2|scd |xcyd (5.10)
Shrinking U , we may assume that |φ(x, y)| > 12 |φ(0,0)|. Hence for cφ = 12 |φ(0,0)| we have
I|S|,φ() > cφ
∣∣{(x, y) ∈ U ∩ZN : 2|scd |xcyd < }∣∣ (5.11)
It is easy to compute that the curve y = 2xN intersects the curve 2|scd |xcyd =  at x = a 1Nd+c
for some a depending on S(x, y). Hence for  sufficiently small the measure of the set in the
right-hand side of (5.11) is at least the measure of the portion of ZN between x = a2 
1
Nd+c and
x = a 1Nd+c , given by a′ N+1Nd+c where now a′ also depends on N . Thus we can write
I|S|,φ() > c′S,φ,N
N+1
Nd+c (5.12)
Since d > c, the exponent in (5.12) is larger than 1
d
but as N → ∞ it tends to 1
d
. This gives us
(1.13c).
We now move to the case of real-analytic phase. Our goal here is to prove Theorem 1.1(c).
So assume S(x, y) is real-analytic. It suffices to show that lim→0
IS,φ()

1
d
exists and is given
by (1.8). As in Cases 1 and 2, we will give an expression for lim→0
I+S,φ()

1
d
and the full limit
will follow by adding this and the analogues from the other quadrants. Also, by Lemma 5.2,
lim→0
I
D2
S,φ()

1
d
= 0 so it suffices to show lim→0 I
D1
S,φ()

1
d
exists and has the desired value. Because
the bisectrix intersects N(S) in the interior of its horizontal ray and (c, d) is the lowest vertex of
N(S), the real-analytic S(x, y) can be written as
S(x, y) = scdxcyd + xc+1ydg(x)+
∑
sabx
ayb (5.13a)bd+1
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S
(
x, xky′
)= scdxc+kd(y′)d + xc+kd+1(y′)dg(x)+ ∑
bd+1
sabx
a+kb(y′)b (5.13b)
Since the line t1 + mt2 = α is an edge of N(S) containing (c, d), each (a, b) in the sum (5.13a)
satisfies a +mb c +md . Furthermore, b > d , and therefore
a + kb = a +mb + (k −m)b c +md + (k −m)b > c +md + (k −m)d = c + kd
Hence we can rewrite
∑
bd+1 sabxa+kb(y′)b as xc+kd+1(y′)d+1f (x, y) where f (x, y) is real-
analytic. Thus we have
S
(
x, xky′
)= scdxc+kd(y′)d + xc+kd+1(y′)dg(x)+ xc+kd+1(y′)d+1f (x, y′) (5.14)
In the (x, y′) coordinates ID1S,φ() becomes
I
D1
S,φ() =
∫
{(x,y′)∈[0,1]×[0,1]: 0<S(x,xky′)<}
xkφ
(
x, xky′
)
dx dy′ (5.15)
Let d ′ be between c and d . The exact value of d ′ will be dictated by our arguments. Then the
portion of (5.15) over x < 
1
d′(k+1) has absolute value at most C
∫  1d′(k+1)
0 x
k dx = C 1d′ . Since
this is o(
1
d ), this portion of the integral will can be removed without affecting lim→0
I
D1
S,φ()

1
d
. In
other words, we may replace ID1S,φ() by I ′S,φ() where
I ′S,φ() =
∫
{(x,y′)∈[
1
d′(k+1) ,1]×[0,1]: 0<S(x,xky′)<}
xkφ
(
x, xky′
)
dx dy′ (5.16)
We now fix x > 
1
d′(k+1) and look at the set Ex = {y ∈ [0,1]: 0 < S(x, xky′) < }. We may
assume the support of φ(x, y) is small enough so that if φ(x, y) = 0 then x is small enough so
that
∣∣xc+kd+1(y′)dg(x)∣∣+ ∣∣xc+kd+1(y′)d+1f (x, y)∣∣< 1
2
|scd |xc+kdyd (5.17)
Note that if scd is negative, by (5.14) and (5.17) S(x, xky′) is always negative and thus I ′S,φ() =
0. So assume that scd > 0. Then by (5.14) and (5.17) we have
Ex ⊂
{
y ∈ [0,1]: 0 < scdxc+kdyd < 2
}⊂ [0,C 1d x− c+kdd ] (5.18)
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1
d′(k+1) , we have

1
d x−
c+kd
d   1d −
c+kd
d(d′)(k+1) =  kd
′+d′
d(d′)(k+1) 
− c+kd
d(d′)(k+1) =  k(d
′−d)+(d′−c)
dd′(k+1)
Hence if d ′ were chosen close enough to d , there is some η′ > 0 such that for x  
1
d′(k+1) one
has 
1
d x− c+kdd < η′ and thus
Ex ⊂
[
0,Cη′
] (5.19)
Next, we write I ′S,φ() = I ′′S,φ()+ I ′′′S,φ(), where
I ′′S,φ() =
∫
{(x,y′)∈[
1
d′(k+1) ,1]×[0,1]: 0<S(x,xky′)<}
xkφ(x,0) dx dy′ (5.20a)
I ′′′S,φ() =
∫
{(x,y′)∈[
1
d′(k+1) ,1]×[0,1]: 0<S(x,xky′)<}
xk
(
φ
(
x, xky′
)− φ(x,0))dx dy′ (5.20b)
Note that due to (5.19), the factor (φ(x, xky′)−φ(x,0)) in (5.20b) is bounded in absolute value
by C′η′ , so we have
I ′′′S,φ() C′η
′
∫
{(x,y′)∈[
1
d′(k+1) ,1]×[0,1]: 0<S(x,xky′)<}
xk dx dy′ (5.21)
In (5.21), we perform the y integration by inserting the second inclusion of (5.18). We then have
I ′′′S,φ() C′′η
′
1∫

1
d′(k+1)
xk
1
d x−
c+kd
d dx dy′
 C′′′ 1d +η′
1∫
0
x−
c
d dx = C′′′′ 1d +η′ (5.22)
Thus lim→0
I ′′′S,φ()

1
d
= 0. Hence lim→0 I
′
S,φ()

1
d
= lim→0 I
′′
S,φ()

1
d
, and our goal now becomes to
prove the latter limit gives the portion of (1.8) coming from the upper right quadrant. Next, we
rewrite I ′′S,φ() as
I ′′S,φ() =
1∫
1′
xkφ(x,0)
∣∣{y′: 0 < S(x, xky′)< }∣∣dx dy′ (5.23) d (k+1)
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scdx
c+kd+xc+kd+1g(x) is a real-analytic function in a neighborhood
of the origin, which we denote by h(x). Then by (5.14) we have
S
(
x, xky′
)= (scdxc+kd + xc+kd+1g(x))((y′)d + xh(x)(y′)d+1f (x, y′)) (5.24)
Since scd is being assumed to be positive, in (5.24) (scdxc+kd + xc+kd+1g(x)) 1d is positive and
there is j (x, y′) with ∂yj (x,0) = 1 and ∂xj (x,0) = 0 such that (5.24) can be rewritten as
S
(
x, xky′
) 1
d = (scdxc+kd + xc+kd+1g(x)) 1d j (x, y′) (5.25)
Consequently, in (5.23), one has
∣∣{y′: 0 < S(x, xky′)< }∣∣
= ∣∣{y′: 0 < j(x, y′) <  1d (scdxc+kd + xc+kd+1g(x))− 1d }∣∣ (5.26)
By the inverse function theorem, (x, j (x, y′)) has an inverse function which can be written as
(x, k(x, y′)) for some k(x, y′) which satisfies ∂yk(x,0) = 1 and ∂xk(x,0) = 0 By (5.19) the
interval of (5.26) has length at most Cη′ . As a result, as long as  is small enough we can use a
linear approximation to k(x, y′) and get that
∣∣{y′: 0 < j(x, y′) <  1d (scdxc+kd + xc+kd+1g(x))− 1d }∣∣
=  1d (scdxc+kd + xc+kd+1g(x))− 1d + η′O( 1d (scdxc+kd + xc+kd+1g(x))− 1d ) (5.27)
Thus we have
I ′′S,φ() =
1∫

1
d′(k+1)
xkφ(x,0)
1
d
(
scdx
c+kd + xc+kd+1g(x))− 1d dx
+O
(
η
′
1∫

1
d′(k+1)
xk
∣∣φ(x,0)∣∣ 1d (scdxc+kd + xc+kd+1g(x))− 1d dx
)
(5.28)
Because η′ > 0, the ratio of the second term to  1d goes to zero as  > 0 (assuming the integral
is finite, which we will see shortly). Thus the second term does not contribute to lim→0 I
′′
S,φ()

1
d
and we have
lim
→0
I ′′S,φ()

1
d
=
1∫
0
xk
(
scdx
c+kd + xc+kd+1g(x))− 1d φ(x,0) dx
=
1∫ (
scdx
c + xc+1g(x))− 1d φ(x,0) dx (5.29)
0
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Going back to the definition of g(x), S(x, y) = (scdxc + xc+1g(x))yd + O(yd+1). As a result,
(5.29) translates into the part of Eq. (1.8) coming from the upper right-hand quadrant. (Recall
that (5.29) is for scd > 0 and that the limit is zero when scd < 0.) Adding the analogous expres-
sions from the remaining three quadrants gives (1.8) and we are done. 
6. Proof of Theorem 1.6b
Suppose S(x, y) is a smooth phase function in Case 1 superadapted coordinates, and φ(x, y)
is nonnegative with φ(0,0) > 0. Let ψ(t) be a nonnegative function in Cc(R) such that ψ(t) > 1
on [−1,1]. Then by (1.13a), if j is sufficiently large we have
∣∣∣∣
∫
ψ
(
2j S(x, y)
)
φ(x, y) dx dy
∣∣∣∣>
∣∣∣∣
∫
{(x,y): |S(x,y)|<2−j }
φ(x, y) dx dy
∣∣∣∣>AS,φ2− jd (6.1)
We also have
∫
ψ
(
2j S(x, y)
)
φ(x, y) dx dy = 2−j
∫ (∫
ψˆ
(
2−j λ
)
eiλS(x,y) dλ
)
dx dy
= 2−j
∫
ψˆ
(
2−j λ
)(∫
eiλS(x,y)φ(x, y) dx dy
)
dλ
= 2−j
∫
ψˆ
(
2−j λ
)
JS,φ(λ) dλ (6.2)
In order to prove (1.16a), we argue by contradiction. Suppose that we were in the setup of (1.16a)
but lim supλ→∞ | JS,φ(λ)
λ
− 1
d
| = 0. Then for any δ > 0, we may let Mδ be such that for |λ| > Mδ we
have |JS,φ(λ)| < δ|λ|− 1d . We then have
∣∣∣∣2−j
∫
ψˆ
(
2−j λ
)
JS,φ(λ) dλ
∣∣∣∣
=
∣∣∣∣2−j
∫
|λ|<Mδ
ψˆ
(
2−j λ
)
JS,φ(λ) dλ+ 2−j
∫
|λ|>Mδ
ψˆ
(
2−j λ
)
JS,φ(λ) dλ
∣∣∣∣
<C2−jMδ + 2−j δ
∫
|λ|>Mδ
∣∣ψˆ(2−j λ)∣∣|λ|− 1d dλ (6.3)
In turn, Eq. (6.3) is bounded by
C2−jMδ + 2−j δ
∫
R
∣∣ψˆ(2−j λ)∣∣|λ|− 1d dλ = C2−jMδ + 2− jd δ
∫
R
∣∣ψˆ(λ)∣∣|λ|− 1d dλ
< C2−jMδ +C′δ2− jd (6.4)
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j
d
. On the other hand, by (6.1), it must also
be at least AS,φ2−
j
d
. This gives a contradiction if δ were chosen less than AS,φ2C′ . This contradiction
implies that lim supλ→∞ | JS,φ(λ)
λ
− 1
d
| is in fact positive, giving (1.16a).
That the lim sup of (1.16c) is positive is proven from (1.13c) exactly as (1.16a) is proven from
(1.13a), so we do not include a proof here. Since it holds for all δ > 0 the lim sup is automatically
infinite. Eq. (1.16b) is proved similarly to (1.16a), using (1.13b) in place of (1.13a). Namely,
suppose S(x, y) is a smooth phase function in Case 2 superadapted coordinates, and φ(x, y) is a
nonnegative function with φ(0,0) > 0. Using (1.13b) we have
∣∣∣∣
∫
ψ
(
2j S(x, y)
)
φ(x, y) dx dy
∣∣∣∣>
∣∣∣∣
∫
{(x,y): |S(x,y)|<2−j }
φ(x, y) dx dy
∣∣∣∣
>AS,φ
j
d
2−
j
d (6.5)
Exactly as above we also have
∫
ψ
(
2j S(x, y)
)
φ(x, y) dx dy = 2−j
∫
ψˆ
(
2−j λ
)
JS,φ(λ) dλ (6.6)
Proceeding by contradiction again, suppose (1.16b) does not hold. Therefore for every δ > 0
there is some Lδ such that for |λ| >Lδ we have |JS,φ(λ)| < δ|λ|− 1d ln |λ|. Analogous to (6.3) we
have
2−j
∣∣∣∣
∫
ψˆ
(
2−j λ
)
JS,φ(λ) dλ
∣∣∣∣<C2−jLδ + 2−j δ
∫
|λ|>Lδ
∣∣ψˆ(2−j λ)∣∣|λ|− 1d ln |λ|dλ
 C2−jLδ + 2−j δ
∫
R
∣∣ψˆ(2−j λ)∣∣|λ|− 1d ln |λ|dλ (6.7)
Changing variables, this in turn is equal to
C2−jLδ + 2− jd δ
∫
R
∣∣ψˆ(λ)∣∣|λ|− 1d ln(2j |λ|)dλ
= C2−jLδ + 2− jd δ
∫
R
∣∣ψˆ(λ)∣∣|λ|− 1d ln |λ|dλ+ j2− jd ln(2)δ ∫
R
∣∣ψˆ(λ)∣∣|λ|− 1d dλ
< C2−jLδ +C′′δj2− jd (6.8)
If j is sufficiently large, (6.4) is at most 2C′′δj2−
j
d , while by (6.5) it is at least AS,φ jd 2
− j
d
. This
is a contradiction if δ < AS,φ2dC′′ . Therefore lim supλ→∞ | JS,φ(λ)ln(λ)λ− 1d | must in fact be positive. Hence
we have (1.16b) and we are done.
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In this section we prove the existence of superadapted coordinates for smooth phase functions.
Here we always assume S(x, y) is a smooth phase function defined on a neighborhood of the
origin such that S(0,0) = 0 and S(x, y) has nonvanishing Taylor expansion at the origin. The
three cases of superadapted coordinates can be written as follows:
Case 1. The bisectrix intersects N(S) in the interior of a bounded edge e and any real zero r = 0
of Se(1, y) or Se(−1, y) has order less than d(S).
Case 2. The bisectrix intersects N(S) at a vertex (d, d) and if e is a compact edge of N(S)
containing (d, d) then any real zero r = 0 of Se(1, y) or Se(−1, y) has order less than d(S).
Case 3. The bisectrix intersects N(S) in the interior of one of the unbounded edges.
Lemma 7.0. Any superadapted coordinate system is adapted.
Proof. By the main theorem of [8], if U is a small enough neighborhood of the origin and
0 denotes the supremum of the numbers  for which
∫
U
|S|− is finite, then d(S)  1
0
, with
d(S) = 1
0
in Cases 1–3. Hence if one is in Cases 1, 2, or 3, one is in adapted coordinates. 
Case 2 has some special features for which the following preliminary lemma will be useful.
Related lemmas occur in [13] and [17].
Lemma 7.1. Suppose the bisectrix intersects N(S) at a vertex (d, d) but is not in superadapted
coordinates. Correspondingly, let e be a compact edge of N(S) containing (d, d) such that
Se(1, y) or Se(−1, y) has a zero of order d or greater. If (d, d) is the upper vertex of e, then
Se(x, y) is of the form cxα( yxm − r)d for positive integers α,m and some nonzero c, r . If (d, d) is
the lower vertex of e, then Se(x, y) has the analogous form c′yα′( x
ym
′ − r ′)d with c′, r ′ = 0 and
α′,m′ positive integers.
Proof. We first consider the case where (d, d) is the upper vertex of e. Write the equation of e
as t1 + mt2 = α. We will show that these values of m and α work. Note that if sabxayb appears
in Se(x, y) then a + mb = α. We factor out xα , writing Se(x, y) = xαTe(x, y). Each term of
Te(x, y) is now of the form tabxa−αyb with (a − α)+mb = 0 or (a − α) = −mb. Thus we have
tabx
a−αyb = tab
(
y
xm
)b
(7.1)
Consequently for a polynomial P(z), we can write
Se(x, y) = xαP
(
y
xm
)
(7.2)
Plugging in x = 1 or −1, we see that P(y) is a polynomial of degree d with a real zero r of
order d or greater. Therefore we must have P(y) = c(y − r)d for some c = 0. Hence Se(x, y) =
1794 M. Greenblatt / Journal of Functional Analysis 257 (2009) 1759–1798cxα(
y
xm
− r)d . Since x can only appear to integer powers, m must be an integer and therefore α
is as well. Also, since it comes from an edge Se(x, y) contains multiple terms. Hence r = 0 and
we are done with the case where (d, d) is the upper vertex of e. 
The case where (d, d) is the upper vertex of e is done similarly. Since Se(1, y) or Se(−1, y)
has a zero r = 0 of order d or more, Se(x, y) has zeroes of order d along some curve y = rxm.
Hence Se(x,1) or Se(−x,1) has a zero not at the origin of order d or more and the above
argument applies, reversing the roles of the x and y variables.
Lemma 7.2. Suppose one is not in superadapted coordinates. Suppose e is an edge of N(S)
intersecting the bisectrix in its interior with equation t1 + mt2 = α for m 1 such that Se(1, y)
has a zero r = 0 of order k  d(S). Then m is an integer and both Se(1, y) and Se(−1, y) have
a zero of order k not at the origin.
Proof. Exactly as (7.2), there is some polynomial Q(y) such that for x > 0 we have
Se(x, y) = xαQ
(
y
xm
)
(7.2′)
Plugging in x = 1, we see that Q(y) = Se(1, y).
We now show that m must in fact be an integer. To see this, note that if m were not an integer,
then the degrees of the powers of y appearing in Se(1, y) would have to be separated by at
least 2. Hence Se(1, y) would have to be of the form yβR(yc) for some β  0, c 2, where R is
a polynomial. Next, since (d(S), d(S)) is on N(S), we have α = (1+m)d(S). Since m> 1 when
m  1 is not an integer, the maximum possible value of y on the line t1 + mt2 = (1 + m)d(S)
for t1, t2  0 is m+1m d(S) < 2d(S). Thus the degree of yβR(yc) is less than 2d(S), and hence the
degree of R(y) is less than 2d(S)
c
 d(S). Hence the zeroes of R(y) are of order less than d(S),
implying the zeroes of Se(1, y) = yβR(yc) other than y = 0 are of order less than d(S). This
contradicts our assumption that Se(1, y) has a zero r = 0 of order k  d(S) and we conclude that
m is an integer.
Note that since m is an integer so is α. Consequently by (7.2′) if m is even, then Se(1, y) =
±Se(−1, y), while if m is odd one has Se(1, y) = ±Se(−1,−y). Hence in either case both
Se(1, y) and Se(−1, y) have a zero of order k not at the origin. This completes the proof of
Lemma 7.2. 
The next lemma is the crux of this section. To set it up, suppose S(x, y) is not in superadapted
coordinates and the bisectrix intersects the interior of an edge e. Then since Se(1, y) or Se(−1, y)
has a zero r = 0 of order k  d(S), Se(x, y) has zeroes of order k at any point on a curve of the
form y = rxm. Hence Se(x,1) or Se(x,−1) has a zero of order k away from the origin. Thus we
may switch the roles of the x and y axes if we want and assume e has equation t1 +mt2 = α for
m 1; by Lemma 7.2 m is an integer and Se(1, y) has a zero r = 0 of order k.
Lemma 7.3. Suppose S(x, y) is not in superadapted coordinates and the bisectrix intersects the
interior of an edge e. As described above, switching the x and y axes if necessary, write the
equation of e as t1 +mt2 = α for an integer m 1 and assume Se(1, y) has a zero r = 0 of order
k  d(S). Then there is a coordinate change of the form (x, y) → (x, y + a(x)) such that a(x)
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the following more general version of Case 2.
Case 2′. The bisectrix intersects N(S) at a vertex (d, d).
Proof. Let Q(y) = Se(1, y), and let (p, q) denote the upper vertex of the edge e; necessarily
q > d(S). We will find a smooth function a(x) such that S′(x, y) = S(x, y + a(x)) is in one of
the following two mutually exclusive categories.
Category 1. S′(x, y) is either in Cases 1, 2′, or Case 3.
Category 2. The bisectrix intersects the interior of an edge e′ of N(S′) with equation t1 +m′t2 =
α′, m′ >m 1, such that the upper vertex (p′, q ′) of e′ satisfies q ′ < q and such that S′(x, y) is
not in Case 1. (In particular by Lemma 7.2 S′
e′(1, y) has a zero of order  d(S′).)
Lemma 7.3 will then follow; there can be at most q iterations of Category 2.
We first consider the case where k < q . The function Q(y + r) has a root at y = 0 of order k.
We choose a(x) = rxm and define S′(x, y) = S(x, y + a(x)) = S(x, y + rxm). Note that t1 +
mt2 = α is a supporting line of N(S′) as it was for N(S), and that there is an edge E of N(S′) on
this line whose upper vertex is (p, q). Observe that S′E(x, y) = Se(x, y + rxm) = xαQ( yxm + r).
Since Q has a zero of order k at r , the lowest power of y appearing in S′E(x, y) is yk and
therefore E’s lower vertex is at a point (j, k) for some j . Since both vertices of E have y-
coordinates at least d(S), they are both in the portion of the line t1 + mt2 = α on or above
(d(S), d(S)). Thus the edge E lies wholly on or above the bisectrix. If the bisectrix intersects
N(S′) at a vertex or inside the horizontal or vertical rays, one is in Category 1. Otherwise, it
must intersect N(S′) in the interior of an edge e′ whose upper vertex is either (j, k) or a lower
vertex. And because t1 + mt2 = α is a supporting line for N(S′) and e′ lies below E, e′ will
have equation t1 + m′t2 = α′ for some m′ > m 1. Thus we are either in Case 1 superadapted
coordinates (which is in Category 1) or we are in Category 2. Hence when k < q , S′(x, y) is in
either Category 1 or 2 and we are done.
It remains to consider the situation where r is a zero of Q(y) of order q . In this case we have
Q(y) = c(y − r)q for some c. For a large integer n we expand S(x, y) as
S(x, y) = cxα
(
y
xm
− r
)q
+ Tn(x, y)+En(x, y) (7.3)
Here the polynomial Tn(x, y) are the terms of S’s Taylor expansion with exponents less than n.
For all 0 β,γ < n one has
∣∣∣∣∂β+γ En∂xβ∂yγ (x, y)
∣∣∣∣<C(|x|n−β + |y|n−γ ) (7.4)
Note that
S
(
x, xmy
)= cxα(y − r)q + xα+1T ′n(x, y)+En(x, xmy) (7.5)
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my)
xα
, so that
s(x, y) = c(y − r)q + xT ′n(x, y)+ x−αEn
(
x, xmy
) (7.6)
We claim that the function s(x, y) is smooth on a neighborhood of (0, r). Off the y-axis smooth-
ness holds because S(x, y) is smooth. One can show that a given derivative of s(x, y) exists when
x = 0 and equals that of c(y − r)q + xT ′n(x, y) for large enough n by examining the difference
quotient of a one-lower order derivative of (7.6), inductively assuming this lower-order deriva-
tive exists and has the right value when x = 0. Eq. (7.4) ensures that the difference quotient of
the lower derivative of x−αEn(x, xmy) tends to zero as x goes to zero. We conclude that s(x, y)
is smooth on a neighborhood of (0, r).
We next use the smooth implicit function theorem on ∂q−1s
∂yq−1 and find a smooth function k(x)
defined in a neighborhood of x = 0 such that k(0) = r and ∂q−1s
∂yq−1 (x, k(x)) = 0. Transferring this
back to S(x, y) we have
∂q−1S
∂yq−1
(
x, xmk(x)
)= 0 (7.7)
Thus if we let a(x) = xmk(x) and S′(x, y) = S(x, y + xmk(x)), for all x we consequently have
∂q−1S′
∂yq−1
(x,0) = 0 (7.8)
Thus for every a the Taylor series coefficient S′a q−1 is zero.
Next, since t1 + mt2 = α is a supporting line for N(S), this line is also a supporting line
for N(S′) and intersects N(S′) at the single vertex (p, q). If S′(x, y) is in Category 1 we have
nothing to prove, so we may assume we are not in Category 1. Let e′ denote the edge of N(S′)
intersecting the bisectrix and denote its equation by t1 + m′t2 = α′. Since e′ lies within the set
t1 + mt2  α and is no higher than the vertex (p, q) of N(S′) that is on the supporting line
t1 + mt2 = α, we have m′ > m  1. If the upper vertex (p′, q ′) of e′ satisfies q ′ < q , one is in
Category 2 and we are done. So we assume this upper vertex is (p, q) itself.
If S′
e′(1, y) has a real zero r
′ = 0 of order k < q , one is in the situation above (7.3); there is a
smooth b(x) such that S′(x, y + b(x)) = S(x, y + a(x)+ b(x)) is in Category 1 or 2 as needed.
The only other possibility is that S′
e′(1, y) has a single zero r
′ = 0 of order q . But this cannot
happen. For this would imply S′
e′(x, y) = c′xα
′
(
y
xm
′ − r ′)q has a nonvanishing yq−1 term. Con-
sequently, for some a the Taylor series coefficient S′a q−1 would be nonzero, contradicting (7.8).
Thus the case where S′
e′(1, y) has a single zero of order q does not occur, and we are done with
the proof of Lemma 7.3. 
The final step of the proof of the existence of superadapted coordinates is the following.
Lemma 7.4. Suppose one is in Case 2′; that is, the bisectrix intersects N(S) at a vertex (d, d).
Then there exists a smooth coordinate change fixing the origin after which one is in Case 2 of
superadapted coordinates.
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coordinates. Then (d, d) is on an edge e of N(S) such that Se(1, y) or Se(−1, y) has a zero r = 0
of order d or greater. By Lemma 7.1, Se(x, y) is of the form cxα( yxm − r)d or cyα( xym − r)d
for positive integers α,m and some nonzero c, r , the first corresponding to the case where e
lies below (d, d) and the second corresponding to where it lies above (d, d). Switching axes
if necessary, assume that Se(x, y) = cxα( yxm − r)d . One can argue as in (7.3)–(7.8) to obtain
a function of the form T (x, y) = S(x, y + a(x)) such that the bisectrix intersects N(T ) at the
vertex (d, d), but such that as in the last paragraph of the proof of Lemma 7.3 if (d, d) is the
upper vertex of an edge e′ of N(T ) then Te′(1, y) does not have a zero of order d (or greater).
We also must have that Te′(−1, y) has no zero of order d or greater; for if it did by Lemma 7.1
we could write Te′(x, y) in the form cxα( yxm − r)d , which would imply Te′(1, y) also has such a
zero, a contradiction.
There still remains the possibility that (d, d) is the lower vertex of a compact edge f of N(T )
such that Tf (1, y) has a zero of order d or greater. By Lemma 7.1, if this happens Tf (x, y) is of
the form cya( x
yg
− r)d where g is an integer. Again using the argument from (7.3) onwards, this
time reversing the roles of the x and y variables, there is a smooth coordinate change of the form
β : (x, y) → (x − ygh(x, y), y) such that if one denotes T ◦ β by S′, then if (d, d) is the lower
vertex of an edge f ′ of N(S′) then S′
f ′(x,1) and S
′
f ′(x,−1) do not have any zeroes of order d
or greater other than x = 0. This means S′
f ′(1, y) and S
′
f ′(−1, y) also have no such zero. For
if one of the functions did, S′
f ′(x, y) would have zeroes of order d along some curve y = sxn,
which would imply either S′
f ′(x,1) or S
′
f ′(x,−1) had zeroes of order d or greater away from the
origin, a contradiction.
Furthermore, the slope of e′ is of the form − 1
m′ for m
′ a positive integer and g > 1
m′ . As a
result, e′ is an edge of N(S′) containing (d, d) and the coordinate change β did not change any
of the terms of Te′(x, y). Thus S′e′(x, y) = Te′(x, y) and all zeroes of S′e′(1, y) and S′e′(−1, y)
other than y = 0 have order less than d . Hence we are in superadapted coordinates and the proof
of Theorem 7.4 is complete. 
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