Theoretic analysis shows that the output power of the distributed generation system is nonlinear and chaotic. And it is coupled with the microenvironment meteorological data. Chaos is an inherent property of nonlinear dynamic system. A predicator of the output power of the distributed generation system is to establish a nonlinear model of the dynamic system based on real time series in the reconstructed phase space. Firstly, chaos should be detected and quantified for the intensive studies of nonlinear systems. If the largest Lyapunov exponent is positive, the dynamical system must be chaotic. Then, the embedding dimension and the delay time are chosen based on the improved C-C method. The attractor of chaotic power time series can be reconstructed based on the embedding dimension and delay time in the phase space. By now, the neural network can be trained based on the training samples, which are observed from the distributed generation system. The neural network model will approximate the curve of output power adequately. Experimental results show that the maximum power point of the distributed generation system will be predicted based on the meteorological data. The system can be controlled effectively based on the prediction.
Introduction
As the energy and environmental stresses increased, the distributed generation system has become the best energy supply options. The distributed generation system has been noted by many countries and regions as one of the first elements which saves primary energy and reduces greenhouse gas emissions [1] . It is a well-established technology with high efficiency and very low pollutant emissions. It achieves small installation space, low maintenance, and long life service. The system can allow a wide range of operating conditions to match thermal and electric end-user requirements. The building owner can invest in an on-site system to supply power using nonrenewable or renewable technologies. The on-site systems can also supply the heating and cooling integrated with heat exchangers, solar thermal collectors, and absorption chillers [2] .
The operation and control of distributed generation system are facing a stringent challenge to keep the efficiency and stability of the system [3] . The major breakthrough has not been made in the effective solutions for optimal dispatch and control strategy of distributed generation system. On the other hand, the existence of the uncertainty in the supply available from renewable generators has caused severe difficulty for the control and optimization of the system. The distributed generation system is a very complicated nonlinear system with time varying. Chaos is an inherent property of nonlinear dynamic system. Therefore, the kinetic forms of distributed generation system must be chaotic. The forecasting of chaotic time series is widely applied in many fields [4] . The intention of chaotic time series forecasting is to establish a nonlinear model of the dynamic system based on real time series in the reconstructed phase space. The most common methods of chaotic time series forecasting mainly include global forecasting method [5] , local-region forecasting method [6] , self-adapting forecasting method [7] , and Lyapunov exponent forecasting method [8] .
The output power of the distributed generation system and the environmental meteorology are strongly coupled. The chaotic time series of the microenvironment meteorological data and the output power are obtained by analysis of the previous meteorology rules in this region. In this paper, we build the model of the microenvironment meteorology and the output power of the distributed generation system based on neural network and chaos time series forecasting. The neural network is trained based on the training samples, which are chaotic time series obtained from the distributed generation system. The neural network approximates the curve of output power adequately. The functional relationships between the output power and the meteorological data are fitted to build the chaos forecasting model of the output power. The maximum power point is tracked by the chaos forecasting model in the conversion process between the renewable energy sources and the conventional energy sources. Then, different kinds of energy system are controlled harmoniously and banded together closely. The model of the system is mostly established based on accurate data. The error is general among experimental data owing to the disturbance. The precision of forecasting model based on neural network depends on the generalization of neural network. In order to improve the neural network predictor, the structure and parameters of the model should be optimized.
The Distributed Generation System
With the increasing demand for energy, the shortage of energy sources in the world is becoming more and more serious. At the same time, the consumption of the traditional energy sources aggravates the environmental pollution. Therefore, the utilization and the critical technology of renewable energy source have been paid more and more attention. The combined cooling, heating, and power systems have been considered as the best solution of future energy supply [9, 10] . This paper deals with the power forecasting of renewable distributed energy system as depicted in Figure 1 . The distributed generation systems operate based on the idea of the comprehensive step utilization of different grades heat energy [11] . The operation of the system is the conversion process of different grades energy. The different subsystems are mutually interrelated and constrained during the operation of the system. So the operation of the distributed generation system is a complex process with many factors.
The distributed generation system can be conceptually seen as being composed of the combination of local subsystems producing electricity, heat, cooling, and so on. Figure 2 shows the basic layout with the relevant energy flows. The core of the system is represented by one chemical block and two main physical blocks: the biomass gas generating system, the lithium bromide absorption refrigeration cycle, and the plate heat exchanger.
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The chemical reaction is the process in which biomass gas is converted to electrical energy in the biomass gas generating system. The available solid biomass resources with low calorific value are convertible to gas. Small electricity generators are powered by biogas or natural gas. As one bioenergy technology, biomass gas generating technology can provide clean energy. The biomass gas generating system consumes large amounts of solid reject and generates enormous amounts of thermal and electrical energy. The waste heat of the generating unit is used to drive the lithium bromide absorption refrigeration cycle and the plate heat exchanger.
The heat exchanging processes are physical reactions. The refrigerant vapour is generated in evaporator of the lithium bromide absorption refrigerator. Then, the lithium bromide solution will become dilute because amount of vapour is absorbed by the solution in absorber. The dilute solution is sent back to the heat exchanger by the circulating pump. The solution is concentrated and further heated by steam or hot water in the generator. The temperature of cool dilute solution rises through heat exchanger between the generator and the absorber. The metal plates are used to transfer heat between two fluids in a plate heat exchanger. The lithium bromide solution and refrigerant water are fed into tubes of the plate heat exchangers. The system also includes monitoring system, energy management system, and control system. The safe and stable running of the distributed generation system is ensured.
The powers of different subsystems are all subject to the fluctuation of the external environmental state, meaning the renewable energy is intermittent. The efficient control is a serious challenge in long cycle, security, and steady running. Therefore, it is very necessary for the prediction research of the renewable energy system. The real information can be supplied to distribution system if applicable. The short-term power forecasting can improve system operating efficiency and flexibility.
Phase Space Reconstruction of Chaotic Time Series
Generally, only a single scalar time series can be measured from a real physical system. So the phase space reconstruction from time series is the first stage in nonlinear time series analysis of data from chaotic systems [12] . All possible state variables cannot usually be obtained by the observation of a real process. Either not all state variables are measured or not all of them can be known. However, due to the couplings between the components of a chaotic system, we can reconstruct a phase space from a single observation by a time delay embedding [13] . Supposing that a continuous time dynamical system is described as follows:
where is the state variable and is the kinetic equation of the system, the continuous system will become a discrete system after discretization:
where is discrete state variable and is discrete kinetic equation. According to Taken's embedding theorem, some state variants of the original system can be analyzed by observing the system state ( ). The most common technique is time delay method for phase space reconstruction. A scalar time series ( ), where = 1, 2, . . . , , can be embedded into an -dimensional space to represent the dynamic system as follows:
where = 1, 2, . . . , , is embedding dimension, and is the delay time.
The phase space reconstruction system is an orthogonal projection from -dimensional space to -dimensional subspace. The inherent evolution law of the dynamic system can be described in the form of an -dimensional mapping. The linear smooth mapping is defined as follows:
where ℎ is the prediction time domain.
The forecasting model is derived from the expression of the mapping equation (see (4)). But it is difficult to introduce the analytical expression in practice. The forecasting model based on neural network can be trained by training samples such as [ ( ), ( + ℎ)]. The neural network model can approximate the linear smooth mapping adequately.
The delay time and embedding dimension play an important role in the phase space reconstruction according to a scalar time series. However, it is often extremely difficult to choose the parameters such as embedding dimension and delay time for phase space reconstruction. Normally, the delay time and embedding dimension are chosen independently. However, in recent years, some researchers contend that the delay time and embedding dimension are interrelated; that is, the delay time window should be estimated firstly for the choice of delay time and embedding dimension [14] . The delay time window can be ascertained using C-C method. However, the exact selection of delay time can only be practicable by conventional C-C method. This paper tries to use the improved C-C method to select embedding window [15] . The embedding window is first estimated based on the mean correlation integral. Then, the delay time can be chosen according to the conventional C-C method. The embedding dimension can be obtained according to the relation between embedding window and delay time. Owing to the mean correlation integral with a clear physical meaning, the optimal embedding window can be estimated objectively. In accordance with the above method, the parameters of phase space reconstruction can be estimated accurately.
Echo State Network
Echo state network (ESN) is a new-style recurrent neural network with a sparsely connected hidden layer [16, 17] . The weights and connectivity of hidden layer are randomly assigned and are fixed. The weights of output layer can be learned from training samples. The discrete-time neural network with input units, internal network units, and output units is governed by the following state updating equation:
where ( ), ( ), and ( ) denote the activations of input units, internal units, and output units at time step , respectively. Furthermore, ( ) is a -dimensional input signal, ( ) = ( 1 ( ), . . . , ( )), ( ) is a -dimensional internal state, ( ) = ( 1 ( ), . . . , ( )), and ( ) is a -dimensional output signal, ( ) = ( 1 ( ), . . . , ( )), is a sigmoid function (usually the logistic sigmoid or the tanh function), is the reservoir weight matrix, in is the input weight matrix, and is the output feedback weight matrix. The output of the neural network can be obtained according to the following equation:
where is the activation functions of output units, ( + 1) and ( + 1) are the internal activation vectors and the output activation vectors at time step + 1, respectively, and is the output weight matrix. Figure 3 shows the basic network architecture.
The training of echo state network can be done in two stages: sampling and weight computation. During the sampling stage of the training, the echo state network is driven by the input sequence ( ), which yields the internal states ( ). The outputs of echo state network can be obtained using the system equations (5)- (6) . The desired outputs ( ) are written into the output units and pumped into the internal states through the back projection connections. The internal states ( ) are collected into a state collection matrix M. Likewise, the teacher outputs ( ) are collected into the rows of a teacher output collection matrix T. The teacher signal series ( ) is approximated as a linear combination of the internal states ( ) by the following equation:
where is the number of the output weights and is the output weight corresponding to internal state ( ).
The mean squared training error is defined as
where is the time steps, for which the teacher signal is written into the output unit. The output weight matrix can be computed such that the mean squared training error MSE is minimized. Therefore, the optimization of output weight matrix is to minimize the objective function to make neural network approximate the mapping from input to output. The computation of output weight matrix is a linear regression problem. The solution of output weight matrix is ill-posed by linear regression algorithm. The desired output weight matrix which minimizes MSE can be obtained by multiplying the pseudoinverse of M with T:
where M is the state collection matrix and T is the teacher output collection matrix. Then, the output weight matrix can be obtained based on the ready-made functions in Mathematica or Matlab. The optimal output weight matrix with minimized training error is implemented in echo state network. Now, the neural network predictor is ready for forecasting of the input-output time series.
Forecasting Algorithm Based on Echo State Network
Nonlinear time series forecasting is an important portion of current science and technology [18] . Generally, it is very difficult to obtain the mathematical models of complex dynamic systems. The system parameters such as input, output, and internal states are only measured. The univariate time series of a special parameter of the system can be established. The prediction of time series is very often generated by nonlinear forecasting models. The very common forecasting models are based on the chaos models or neural network models. The forecasting methods of nonlinear time series include indirect forecasting and direct forecasting. The method of single-step forecasting has higher accuracy in practical applications. The direct multisteps forecasting model is concerned with the estimation of the system output at some time steps based on the mapping of input and output. There is no accumulation error for direct forecasting algorithms without the feedback of errors. However, with the increase of time steps, the forecasting model will be more complex. The singlestep forecasting model can carry out indirect multisteps forecasting through iterations. But the error of forecasting model accumulates along with time. The method of direct multisteps forecasting is applied to forecast the time series of distributed generation system power in this paper. A detailed description of each implement step of the forecasting algorithm is as follows: 
Simulation and Analysis
The equations of the distributed generation system are normally unknown. The interaction among the subsystems can be analyzed based on the dynamics system theory. The system law in the multidimensional phase space will be investigated based on the evolution track of the maximum power. During the operation of the distributed generation system, the maximum power was recorded every day. We gained a rich supply of data which would normally be accessible. In this paper, we collected 1000 data points, including 800 training datasets and 200 test data sequences. The data collection system consists of two parts, data acquisition and normalization processing. The process of data normalization can suppress the electromagnetic interferences and improve the generalization ability of neural network model. The method of normalization processing is provided. The equation of linear transformation can be represented as shown below:
where max is the maximum of the power sequence, min is the minimum of the power sequence, and is the maximum power on the th day.
The Choice of Experimental Parameters.
The problem of detecting and quantifying chaos is a key step for the intensive studies of nonlinear systems. The Lyapunov exponents are the important indexes to quantify the sensitivity on initial conditions for a dynamical system. If the dynamical system is chaotic, at least one Lyapunov exponent must be positive. Therefore, we only need to calculate the largest Lyapunov exponent to judge the chaotic characters. The largest Lyapunov exponent characterizes the rate exponential divergence of the nearby trajectories in the reconstructed phase space. There are also lots of algorithms to estimate the largest Lyapunov exponent of an experimental time series. In this paper, the largest Lyapunov exponent was calculated with small amount of data. The estimate of the largest Lyapunov exponent is 0.13 bit/s (shown in Figure 4) .
The embedding dimension and the delay time are chosen based on the improved C-C method. Then, we obtain embedding dimension = 10 and delay time = 8. The phase space is reconstructed based on the embedding dimension and the delay time. The attractor of chaotic power time series is shown in Figure 5 . In practice, there will always be some form of corrupting noise. Thus, any real time series, even if mostly deterministic, will contain some randomness. The evolution of the distributed generation system being chaotic means that every point in the reconstructed space is approached arbitrarily but not coincident on the pseudo periodic orbits. signal is written into the output unit for times = 1, . . . , 800. The internal states ( ) = ( 1 ( ), . . . , 20 ( )) for = 1, . . . , 800 are collected as a row of a state-collecting matrix M of size 800 × 20 during the sampling period. At the same time, the teacher outputs ( ) are collected into a row of a matrix T of size 800 × 1. Then, we can compute output weights for linear output unit ( ) such that the teacher time series ( ) is approximated as a linear combination of the internal activation time series ( ) by (9) . The multistep prediction can be obtained with testing samples. The predictor can forecast multistep value directly with different time domain.
The Analysis of Simulation
The result of direct prediction based on echo state network for the maximum power series of the distributed generation system is shown in Figure 6 . The solid line denotes the predicted value; the dotted line is for the observed value. We observe that the prediction model based on echo state network has high accuracy in direct prediction owing to the coincidence of prediction and actual curve. The max prediction error is about 0.17 (shown in Figure 7 ). Figure 8 is the error of the traditional multilayer perceptron. The predictor based on echo state network has higher accuracy.
Conclusion
The microenvironment meteorological data are coupled with the output power of the distributed generation system. Theoretical proof and experimental results show that the output power of the distributed generation system is chaotic time series. The prediction of chaotic time series is to establish a nonlinear model of the dynamic system based on real time series in the reconstructed phase space. Firstly, we should detect and quantify chaos for the intensive studies of nonlinear systems. If the largest Lyapunov exponent is positive, the dynamical system must be chaotic. Secondly, the embedding dimension and the delay time are chosen based on the improved C-C method. The attractor of chaotic power time series can be reconstructed based on the embedding dimension and delay time in the phase space. Lastly, the neural network model is trained based on the training samples, which are obtained from the distributed generation system. The neural network will approximate the curve of output power adequately. The maximum power point of the distributed generation system will be tracked based on the meteorological data. The measuring errors are unavoidable among experimental data due to the disturbance and many other factors. The prediction precision of the neural network model is largely dependent on the generalization of neural network. Therefore, we should optimize the structure and parameters of the model for better performance. Experimental results show that the prediction model based on echo state network has high accuracy. The chaotic prediction model can approximate the mapping between the maximum power point of the distributed generation system and the meteorological data. The echo state network model can make rather remarkably
