We In the process we demonstrate a remarkable connection with the parameters obtained in the singularity analysis of this class of equations.
Introduction
There are two possible two-dimensional algebras, abelian and solvable. The abelian one has the Lie Bracket 1 [Γ 1 , Γ 2 ] LB = 0 and the solvable one has [Γ 1 , Γ 2 ] LB = Γ 1 . Each has two repre- sentations. 2 The four algebras are listed in Table 1 . The reason for the two representations is that one can have either
(1.1)
Types II and IV are of the former variety, termed connected, and Types I and III are of the latter variety, termed unconnected [19, Kap 18] . The representative equations [19, Kap 19] are obtained in the usual way. For the differential equation y = f (x, y, y ) (1.2) to be invariant under the algebra of Type I it must take the form y = f (y, y ) (1.3) to be invariant under Γ 1 . Invariance under Γ 2 demands the absence of y from f and so we have the canonical form listed in Table 1 . The other forms are obtained similarly.
Observations.
• Equations of Types II and IV, the connected ones, are readily reduced to quadratures since they are linear. We have y = f (x) dx dx and y = exp f (x) dx dx, (1.4) respectively.
• For Type I we have The second quadrature may not be so simple.
• For Type III 1 x = y f (y ) , ln x − ln x 0 = dy f (y ) (1.6) and the same comment applies.
• In the cases of Types I and III there are certain forms of f (y ) for which the equation can be linearized by means of a point transformation [24] .
Abraham-Shrauner [1] considered the linearization of what she called the modified Painlevé-Ince equation [13, 22] , videlicet y + σyy + βy 3 = 0, ( The method of Abraham-Shrauner was to raise the order of (1.7) to the third by means of the Riccati transformation y = α w w (1.10) which is associated with the homogeneity symmetry, w∂ w , of the third-order equation. 3 The reduction of the third-order equation to the second-order equation, (1.9) , is achieved by means of the transformationȳ = α 2 w x w −2 ,x = α log w, which is a variation on the usual transformation for the reduction of an autonomous equation. Equation (1.7), with or without specific values of the parameters σ and β, arises in a multitude of disparate situations and has been the subject of a number of studies [7, 14, 15, 18, 20] . For general values of the parameters it is invariant under the two Lie point symmetries Γ 1 = ∂ x and Γ 2 = −x∂ x + y∂ y (1.11) and so is a member of Lie's Type III class of equations. The transformation between the standard form given in Table 1 to a form invariant under the symmetries of (1.11) is given by X = y, Y = x −1 . The general second-order equation invariant under the symmetries of (1.11) has the form
and it is evident that (1.7) corresponds to the arbitrary function in (1.12) being linear. In this paper we examine Eq. (1.12) from the point of view of its potential for linearization and the possession of the Painlevé Property for specific functions in the equation. In this we supplement the earlier work of Feix et al. [9] . Briefly our results are these. There is a wider class of functions than (1.7) for which (1.12) can be linearized by means of nonlocal transformation. For these equations there is an intimate relationship between the parameters of the singularity analysis and the structure of the reduced equation. For these particular equations we make a further analysis of the symmetry properties-one recalls that (1.7) possesses eight Lie point symmetries for a specific relationship between the parameters-to determine any further connections between the symmetry and singularity analyses of this class of equations.
The paper has the following structure. In Section 2 we consider the theoretical investigation of the singularity behaviour of (1.12) and establish some general results which in themselves are quite suggestive. We devote Section 3 to the consideration of certain specific examples suggested by the theoretical development of Section 2. We revert to symmetry analysis in Section 4 to give a detailed examination of the specific examples of Section 3. This includes a discussion of the representation of the Complete Symmetry Group in the cases for which the Painlevé Test is passed and yet there is no increase in the number of Lie point symmetries over the two of the general equation (1.12). We make our concluding remarks in Section 5.
Singularity analysis: General considerations
The general form of a second-order differential equation invariant under the two symmetries
where f is an arbitrary function of its argument. To determine the leading order behaviour we make the substitution 4 x = (ατ ) −p , where τ = t − t 0 and t 0 is the location of the putative singularity, and after a little manipulation we find that (2.1) becomes
For an arbitrary function, f , it is evident that p = 1 which is in accordance with the Γ 2 symmetry. In fact one is using a specific form (q = 1) of the rescaling symmetry instead of the more general −qt∂ t + x∂ x which is the same as having a leading order behaviour of the form x ∼ (τ q ) −1 . Type III has a specific algebra for the canonical forms of its symmetries and the two representations are easily related [9] . The coefficient, α, of the leading order term is a solution of
Obviously one has the expectation of the potential for many principal branches. The existence of such a possibility in reality is one of the purposes of this paper. Next we determine the resonances. We set x = (ατ ) −1 + μτ r−1 . After some initial simplification equation (2.1) becomes
and we expand this to the first power in μ [9] . The first terms on each side repeat the equation for the leading order coefficient. After we have removed those terms and divided by α 3 μτ r , we have
We see that in the case for which f is a constant, i.e.,
the nongeneric resonance is at r = 4 and this is in accord with the well-established result of the Painlevé Analysis for this particular instance of an Emden-Fowler equation. Note that the existence of an integral resonance places demands upon both the function and its derivative due to the defining equation, (2.3), for α.
We recall that this analysis can be used to generate next to leading order behaviour for arbitrary functions, f , which do not necessarily possess the Painlevé Property [11] . Indeed one would imagine that be the case for most functions, f .
We turn now to a specific class of functions of which the modified Painlevé-Ince equation treated by Abraham-Shrauner is a particular instance. Before we do so there are two observations to make. The approach by Abraham-Shrauner included the introduction of Types I and II hidden symmetries by means of an increase of order of the original second-order equation to a thirdorder equation and then the reduction of the third-order equation to a different second-order equation by means of another symmetry. The symmetries available for each operation are limited in the absence of a knowledge of the solutions of the affected equations. A typical candidate for the raising operation is the Riccati transformation, x =ẇ/αw, which is a consequence of the existence in the third-order equation of the homogeneity symmetry, w∂ w . 5 A suitable candidate for the reduction of the third-order equation to a second-order equation is a symmetry reflecting the presence of an ignorable variable in the third-order equation although one can look some other symmetry containing a combination of the variables.
In the case of (2.1) the initial second-order equation is autonomous and we keep α a constant. Under the Riccati transformation (2.1) becomes the third-order equation
We now use the standard reduction for an autonomous equation, u = w and v =ẇ, to obtain
where v denotes the derivative dv/du, which has a markedly Eulerian structure and we write v(u) = ψ(ρ) and u = exp[ρ] so that now we have
where ψ denotes the derivative dψ/dρ. We introduce ζ = ψ 2 so that (2.10) becomes
where the prime on ζ continues to denote differentiation with respect to ρ, and make a formal Taylor expansion about −α to the first-order term. We then make use of 2α 2 = f (−α) and r = 4 + f (−α)/(α) to simplify Eq. (2.11) to the simple linear equation
Of course this is just a formal relation since the expansion was truncated and there was no consideration of the radius of convergence. We do note, however, that the 'expansion' is exact for f no more than linear in its original argument ofẋ/x 2 . This is about as far as one can fruitfully progress with a general function, f , and we look to particular examples.
Some specific equations
We noted that (1.7) is a linear function of the similarity variable in the function f of the general equation (1.12). We consider some simple polynomial forms for f to provide a set of explicit results thereby clarifying the remaining ambiguities of the behaviour of Eq. (2.1).
f 0 is a constant
The equation is
which is an instance of the well-known and much-studied Emden-Fowler equation.
The coefficient of the leading order term, (ατ ) −1 , is given by 2α 2 = −a. The nongeneric resonance is just r = 4 since the derivative of f is zero.
The third-order equation obtained from (3.1) by the Riccati transformation, x = αẇ/w,
(w has been factored from the equation obtained). The linearized equation is
where w = exp[ρ] andẇ 2 = ζ , and one can take the Lie point symmetries of (3.3) and express them as symmetries of (3.1) with the exception of the one corresponding to w∂ w at the thirdorder level which is consumed in the reduction from the third-order equation to the original second-order equation, (3.1). On the other hand the symmetry, ∂ t , which enables the reduction from (3.2) to (3.3), is restored, since [∂ t , w∂ w ] LB = 0, as a symmetry of (3.1). Note that the timetransformation is given by t = ζ −1/2 e ρ dρ which is manifestly nonlocal. When one takes the eight Lie point symmetries of (3.3) back to the original equation, most of these become nonlocal since the Emden-Fowler equation has only two Lie point symmetries.
We note that this precise form, (3.2), may be integrated to wẅ − 2ẇ 2 = C. We can also write (3.2) as ...
i.e., effectively we multiply the equation by the integrating factor, (wẅ) −1 , to regainẅ = −aw 3 . If we combine these two integrals, we have aw 4 + 2ẇ 2 = −C which can be reduced to the quadrature of
This can be expressed as an elliptic integral. Compare this with the solution of the original equation
so that
i.e., x and w have the same form. Equation (3.2) possesses the three Lie point symmetries, ∂ x , x∂ x and w∂ w . This is another curious point-as with the Vawda equation [26] -that the increase in the number of symmetries going up is usually not that great whereas in making the correct choice the increase in going down is seen to be dramatic. One should not expect this to be a generic feature as can be tested easily by a comparison of the numbers of point symmetries gained and lost in going to and from second-and third-order equations of maximal symmetry by the various possible transformations generated by the symmetries [2, 16] . The contrast between experience and reality is doubtless due to selectivity. There is no need to seek additional symmetries by diversely devious routes for an equation already well-endowed with Lie point symmetries.
f is linear
The equation
is really the equation, particularly for the values of the parameters constrained by a = b 2 /9, which started the series of papers [1, 7, 14, 15, 18, 20] over a long period of time devoted to this equation and its general relatives as subsumed into (2.1). The coefficient in the leading order term, (ατ ) −1 , and nongeneric resonance are given by
the third-order equation is
and the reduced linear second-order equation is (2.12). Not surprisingly one has two possible routes to find autonomous first integrals of (3.10). The integrals are
so that the solution of (3.10) is reduced to the quadrature
from which it is evident that a 'good' value of r would ease the performance of the quadrature greatly. We recall that for (3.8) with a = b 2 /9, r = 1, −2 depending upon whether the Laurent expansion is to be given as a Right Painlevé Series or a Left Painlevé Series. In either case the quadrature in (3.12) is routine. The further question is raised for r not one of the values for which the solution in (3.12) is known to be expressible in terms of an analytic function and yet r is an integer. The Painlevé Test is passed, but there is no indication from (3.12) that w can be expressed as an analytic function of t − t 0 .
f is a quadratic
and α and r are given by
14)
The third-order equation obtained by the Riccati transformation,
We note that the third-order equation does not have the same level of simplification as was seen in (3.2) and (3.10) unless c and r have specific values. Moreover, the linearization of the reduced equation does not work as before. In terms of the variables w = exp[ρ] andẇ = ζ and the transformation in time being t = ζ −1 dρ, the reduced second-order equation is
which can be linearized by means of the further transformation ψ = ζ 2+c (with the usual logarithmic variation for c = −2) to
Even though we have passed the theoretical limit of the approximation made above in the discussion of the general case, the reduction to the same form is possible. We do note a further obstacle to the existence of an analytic solution in the value of the exponent in the definition of ψ . As an example we consider the case for which a = −1, b = 0, c = −1 and r = 2. The equation
has the linearized form
with solution
in which we have taken a peculiar set of constants to make the subsequent expressions look reasonable. Although other possible values of the constants of integration affect the precise form of the solution, they do not substantially alter the process of arriving at that solution. From (3.20) we obtain in succession
We note that the Lie point symmetries of (3.18) are ∂ t and −t∂ t + x∂ x , i.e. there is no point symmetry additional to that possessed by (2.1). Since (3.18) is a very specific equation, there must be additional symmetry present. As a second-order equation three symmetries are required to specify it completely [4, 5] and so there must necessarily be some nonlocal symmetry to complete the specification. We return to this question in Section 4 as it is pertinent to several of the specific forms occurring in our analysis.
f a cubic polynomial
Now the equation is
and we have
The third-order equation and the basic reduced second-order equation are
and
where the Riccati transformation is x = αẇ/w and dα 3 − (2 + c)α 2 + bα − a = 0. The reduction of order is achieved with the transformation w = exp[ρ],ẇ 2 = ζ and t = ζ −1/2 e ρ dρ. The second-order equation is not a pretty sight! The ultimate term precludes the possibility to render (3.27) as a linear second-order equation so that in terms of linearizability of Lie's equations of Type III by means of nonlocal transformations of the types considered here we have reached our limit. Since (3.27) has the two obvious symmetries of autonomy and homogeneity in the dependent variable, we can reduce the equation to a first-order equation of homogeneous form by setting p = ζ and q = ζ to obtain
If we write q = ps, (3.28) becomes
and its solution is reduced to the quadrature ds (c − 3αd + 2)s − r + αds 2 + dp p = constant. (3.30)
The quadrature may always be performed, but, as ever, the return to the original variables, as x(t), may not be possible in closed form. However, there is the distinct possibility that this route could be more advantageous for numerical integration than the original presentation of the equation.
f a power law
In the case that f be a power law (2.1) can be written in the parameter-free form
with the exception of the particular value n = 2 for which we must include a constant k. There is homogeneity in both dependent and independent variables and the equation is
(3.32)
We note that this is the 'potential' form of the generalised Kummer-Schwarz equation [17] and is a linear equation for all values of the parameter, k, since it can be written as
Hence, (3.32) has eight Lie point symmetries. For k = 1 these are
and a suitably modified set is found for the case k = 1. Although the eight Lie point symmetries exist for all k, the requirement for the possession of the Painlevé Property is stricter. Note that the solution is
The solution is analytic for the values k = 1 − 1/n, n ∈ Z + , and k = 1. For k = 1 + 1/n, n ∈ Z + , the solution has a pole of order n and is elsewhere analytic. For k = 1 − 1/n, n ∈ Z + , and k = 1 the solution in (3.35) possesses the Painlevé Property in the sense of a linear equation. There are no singularities to move. The corresponding third-order equation is (2.12). This concludes the list of special cases. General considerations suggested that just the class of equations reported by Abraham-Shrauner [2] would have been linearizable by this method, but we have seen that a more general class of equations exists which is linearizable in this way. We have noted the connection between the nongeneric resonance of the singularity analysis and the form of the linearized equation when linearization be possible. Any connections between symmetry and singularity analysis are matters to be noted (see Section 4) . In the classes of equations satisfactorily treated here we have seen that the linear second-order equation obtained by the succession of nonlocal transformations contained the value of the nongeneric resonance as an integral component when the value of the coefficient of the leading order term was also used. To those who seek some unity in the divers approaches to integrability such confluences are most gratifying, albeit rare, experiences.
Algebraic considerations of special cases
We noted just above the connection between the linearization of the class of equations here considered and the appearance of the nongeneric resonance. However, in a sense that number appears as a convenient label for a formula since the symmetry analysis used thus far imposed no demands upon the values of r. That it followed as a natural consequence is in itself remarkable enough. Symmetry analysis is not as demanding as singularity analysis when it comes to the analytic quality of the admitted solutions of the differential equations under consideration. Here we make a brief investigation of the effects of the tighter requirements of the singularity analysis upon the existence of additional Lie point symmetries for these equations in terms of the special values imposed upon the parameters.
Generically the systems under our consideration, videliceẗ
are invariant under the two Lie point symmetries, ∂ t and −t∂ t + x∂ x , for that is how we created the equation. If we give an expression for the function f , this has the equivalent meaning of the imposition of an additional symmetry, indeed perhaps several as it is not immediately apparent that these two symmetries plus another are elements of a representation of the complete symmetry group of these second-order equations. 6 Nevertheless we do have some possible equations of 6 A classic example is the Ermakov-Pinney equation [8, 23] which belongs to the class of equations under consideration provided one makes a point transformation of the equation from its usual form. The Ermakov-Pinney equation is invariant under the action of a representation of sl(2, R) yet the algebra is insufficient to specify it completely. The route to its complete specification proved to be difficult [21] .
explicit form and it behoves us to examine them for additional symmetries. In fact we examine each class under a particular facility of LIE that identifies special values of the parameters of an equation for which the possibility of additional symmetry and hence more useful properties exists. In consequence we are able to identify integrable systems from both the viewpoints of Lie and Painlevé. We return to the matter raised in Section 3.3, that being the complete specification in terms of symmetry of (3.18). As we remarked above, the equation in hand is a second-order differential equation so the number of symmetries required to specify it completely is three. Γ 1 and Γ 2 have already made the requirement that the general second-order equation be of the form (4.1). Since we have run out of point symmetries, there is the need to search for a nonlocal one, and bearing in mind the procedure followed for (1.7) we assume the existence of a symmetry for (4.1) of the form
Firstly we have to identify ξ and that is achieved by imposing the second extension of the symmetry on the equation. The second extension of Γ 3 is
and its application to (3.18) when (3.18) is taken into account gives
from which it follows that
Hence,
The action of the second extension of Γ 3 on (4.1) gives f = v 2 + c where c is a constant and v is the argument of the function f . That means that we have managed to obtain Eq. (3.18) up to an arbitrary constant, which can be rescaled in a fairly obvious fashion.
We identify the equations of interest as (3.2), (3.10), (3.15) , (3.26) , (3.36) and (3.37). Of these the first four possess only the obvious symmetries of ∂ t , t∂ t and w∂ w , i.e., the procedure of an increase of order has not revealed any Type I hidden symmetries. On the other hand both (3.36) and (3.37) have the additional Lie point symmetry, w log w∂ w .
For Eqs. (3.36) and (3.37) we have the four symmetries ∂ t , t∂ t , w∂ w and w log w∂ w . Since four symmetries are necessary to specify a third-order equation completely, we look to these four symmetries for the two equations. Obviously one starts with ∂ t which gives ... w = f (w,ẇ,ẅ). Now we are left with w log w∂ w , which seems a bit complicated to give success to the matter, but, when we calculate the third extension and then apply it to the equation above, after a certain amount of simplification we obtain
the solution of which is
where K is the arbitrary constant of integration and ρ = wẅ/ẇ 2 . In terms of w and its derivatives the equation invariant under the actions of these four symmetries is
which is precisely (3.36). Naturally (3.37) follows when we put K = 2. Thus the four Lie point symmetries are sufficient to specify the class of equations (3.36) but insufficient to specify completely (3.37). As in the case of (3.18) one must look to find the nonlocal symmetries necessary for the complete specification of (3.37). This may be achieved through the reduction of order of (3.37) via a variation of the usual Euler transformation. We take the zeroth-and first-order invariants of ∂ t to be u = log w and v = log w to obtain the linear second-order equation
which has the eight Lie point symmetries
A representation of the complete symmetry group of (4.13) is [5] given by Σ 1 , Σ 2 and Σ 3 . A once extended symmetry of (3.37), say Δ = ξ∂ t + η∂ w + ζ ∂ẇ, where ζ =η −ẇξ , is expressed in terms of u and v as (4.15) and this is compared with a general symmetry of (4.13)
to give the relations
in which Ξ and H are expressed in terms of w and its derivatives. Using one of the theorems on the transitivity of Complete Symmetry Groups [6] we obtain a representation of the Complete Symmetry Group of (3.37) to be
plus the ∂ t which was used to reduce (3.37) to (4.13).
Of particular interest is the identification of the complete symmetry group of the constant, linear and quadratic cases presented in Section 3 via the reduced second-order equation.
As a starting point we can look at the construction of a representation of the complete symmetry group of the reduced second-order equation
The calculation of the Lie point symmetries of (4.19) is a routine matter [12, 25] . They are 20) and its complete symmetry group is easily found to comprise the symmetries, Γ 1 , Γ 2 and Γ 3 , for example.
For the general quadratic case we have
Note that, if c = 0, we obtain the third-order differential equation, (3.10), i.e., the linear case, and furthermore, if we put r = 4, Eq. (4.21) becomes the constant case of (3.2). This implies that, once one has identified the complete symmetry group of (4.21), one has completely specified the equations of all cases mentioned above. A general symmetry of (4.19) is Σ = Ξ∂ ρ + H ∂ ζ and the first extension of a symmetry of (4.21) Δ = ξ∂ t + η∂ w + (η −ξẇ)∂ẇ Using again one of the theorems on the transitivity of Complete Symmetry Groups [6] we obtain a representation of the Complete Symmetry Group of (4.21) to be
w ṙ w 2+c dt ∂ t , Δ 3 = t∂ t (4.25) plus the ∂ t , which was used for the reduction of order, by just transforming the Γ 1 , Γ 2 and Γ 3 symmetries, respectively, which completely specify Eq. (4.19) . Note that the complete symmetry groups for the linear and constant cases of Section 3 follow from (4.25) with c = 0 and both c = 0 and r = 4, respectively.
Conclusion
Abraham-Shrauner [1] demonstrated how the modified Painlevé-Ince equation can be linearized by means of a nonlocal transformation which is obtained by means of an increase of order of the second-order equation to a third-order equation and a subsequent return to a secondorder equation by means of a transformation generated by a symmetry different to that created by the original increase in order. We have shown that this technique applies to a greater number of nonlinear second-order ordinary differential equations belonging to the class of the equations, as does the modified Painlevé-Ince equation, having the properties of invariance under time translation and self-similarity. In so doing we were able to relate the transformation to increase the order and the final form of the linearized equation to two parameters which are characteristic of the singularity analysis. These are the coefficient of the leading order term and the nongeneric resonance. We must emphasise that the nongeneric resonance need not be an integer. The equations were constructed to have the exponent of the leading order term as −1 from the choice of coefficients in the self-similar symmetry. In terms of our general analysis this is not critical, but it does enable us to relate to the earlier work of Abraham-Shrauner. That the nongeneric resonance need not be integral means that we do not require the solution of the equation to be analytic for the process which we have described to the possible. In this respect our analysis has more than a little of the spirit of that found in Géromini et al. [11] . There is greater freedom in the parameters of the equations which can be linearized than if the integral condition be imposed. When that condition is imposed, there exists a constraint on the parameters in the equation as one would expect. This is the price to pay for the solution to be analytic.
