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Quantum control of atomic systems is largely enabled by the rich structure of selection rules
in the spectra of most real atoms. Their macroscopic superconducting counterparts have been
lacking this feature, being limited to a single transition type with a large dipole. Here we report
a superconducting artificial atom with tunable transition dipoles, designed such that its forbidden
(qubit) transition can dispersively interact with microwave photons due to the virtual excitations
of allowed transitions. Owing to this effect, we have demonstrated an in-situ tuning of qubit’s
energy decay lifetime by over two orders of magnitude, exceeding a value of 2 ms, while keeping the
transition frequency fixed around 3.5 GHz
Out of the many quantum information processing plat-
forms [1], circuit quantum electrodynamics (QED) stands
out because macroscopic superconducting artificial atoms
have a natural tendency to interact strongly with ra-
diation [2, 3]. As a price for strong interactions, a
circuit atom suffers from energy decay by spontaneous
emission into its diverse solid-state dissipative environ-
ment [4]. To give a few examples, a microwave pho-
ton emitted by a superconducting qubit can be absorbed
by out-of-equilibrium quasiparticles in superconducting
leads (quasiparticle loss) [5–8]; by two-level defects in the
oxide layers (dielectric loss) [9, 10]; or simply by spuri-
ous electromagnetic modes of the measurement circuitry
(Purcell effect) [11]. Controlling such a complex envi-
ronment is a tremendous task, and, despite impressive
progress [12, 13], energy decay remains a major limitation
for circuit QED systems [14]. Therefore, it is tempting
to find a way to inhibit energy decay of a qubit by de-
coupling it from an arbitrary environment without losing
quantum control over it.
An interesting example of such a system is an optical
atomic clock [15]. Its host atom (or ion) has a highly
controlled and long-lived clocking transition despite the
fact that the atom faces a fixed dissipative environment –
the vacuum. This is made possible by a rich structure of
selection rules in the spectra of many even hydrogen-like
atoms and ions. For instance, the transition S1/2 − P1/2
of a Ca+ ion has a relatively large transition dipole and
belongs to the “allowed” type with a radiative lifetime of
the order of 10 ns. A similar frequency transition (vis-
ible) S1/2 − D5/2 sees the same radiative environment,
and yet its lifetime exceeds 1 s. This transition is “for-
bidden” as its dipole is nulled by the symmetry of atomic
wave functions, and the long lifetime is due to a much
weaker quadrupolar coupling. One can then encode a
qubit onto the forbidden (clocking) transition and yet ef-
ficiently read it out by measuring the state-dependent flu-
orescence of the allowed transition. Other allowed tran-
sitions are often utilized for qubit state preparation by
optical pumping and two-tone Raman drives [16]. More-
over, even a two-qubit remote gate operation can be per-
formed on a pair of decoupled atomic clock qubits by a
joint quantum measurement [17].
Inspired by this atomic clock example, one may ask
the following questions with regard to superconducting
qubits: (i) can we engineer a forbidden transition in a
superconducting circuit, and how would its quality fac-
tor Q1 grow upon reducing the transition dipole? (ii) can
a forbidden transition still interact with a cavity mode
in order to perform measurement and multi-qubit opera-
tions? Unfortunately, common superconducting circuits
lack the selection rule diversity of real atoms. In fact,
their spectra correspond to either a two-level system or
a weakly anharmonic oscillator, and thus are limited to
only one transition type [18].
In this work we have designed a fluxonium artificial
atom [19] such that it combines both allowed and forbid-
den transitions. Moreover, unlike real atoms, here the
transition dipoles are continuously and broadly tunable
by magnetic flux. We show that even with a vanish-
ing transition dipole, a qubit still undergoes a finite and
purely dispersive (longitudinal) interaction with cavity
photons, enabled by the other atomic transitions with
large dipoles. This effect allowed us to explore energy
relaxation in our circuit in the regime of extreme decou-
pling from environment. The measured quality factor of a
qubit transition, deliberately confined to a narrow range
near 3.5 GHz, scales linearly with the inverse square of
the transition’s dipole, and reaches a benchmark value of
Q1 > 4× 107 corresponding to T1 > 2 ms.
Compared to original fluxonium design, here we have
replaced the single weak junction with a flux-tunable
split-junction and coupled it capacitively to a 3D copper
cavity using a mm-size antenna (Fig. 1a). The result-
ing modified fluxonium can be viewed as a 3D transmon
shunted by a large linear inductance of a Josephson array
(Fig. 1b). The circuit Hamiltonian, given by Eq. (A1),
is defined by the inductive energy of the Josephson chain
EL, the charging energy of the total capacitance EC ,
and the variable Josephson energy of the split-junction
ar
X
iv
:1
70
5.
07
87
3v
1 
 [c
on
d-
ma
t.s
up
r-c
on
]  
22
 M
ay
 20
17
2Tr
an
sit
ion
 di
po
le
Josephson energy EJ (GHz)
(a)
h0| |1i
h0| |2i, h1| |3i
(b) (c) …
 
1 µm
EJ( 1)
EC EL 1  2
 
(d)
in out
flu
xo
niu
m
ca
vit
y
Icoil
|3i
|2i
|1i
|0i
FIG. 1. (a) Images of a double loop fluxonium device in a 3D cavity. The SQUID loop is much smaller in area than the main
loop, and the antenna is connected directly to the split-junction. (b) Circuit models of a double-loop fluxonium atom (top) and
its coupling to a 3D copper cavity (bottom). (c) Lowest 4 energy levels of the atom accurately positioned in the double-well
potential profile, U(φ), along with their calculated wave-functions. (d) The inter-well fluxon transition 0−1 (magenta arrow in
(c)) has a vanishing transition dipole 〈0|φ|1〉 and hence is of the “forbidden” type. The intra-well plasmon transitions 0−2 and
1− 3 (blue and red arrows in (c), respectively) by contrast have transition dipoles of order unity and are thus of the “allowed”
type.
EJ(φ1), as well as by the two fluxes φ1 and φ2 pierc-
ing the split-junction and the main loops, respectively.
The generalized flux φ in the inductance is a position-
like quantum variable of the circuit (we take all fluxes in
units of ~/2e). It moves in an effective potential given
by U(φ) = ELφ
2/2−EJ(φ1) cos(φ+φJ(φ1)−φ2), where
EJ(φ1) and φJ(φ1) are given by Eq. (A2). Kinetic en-
ergy is given by the term 4ECn
2, where n = −i∂φ is a
momentum-like continuous variable conjugate to φ.
Two distinct transition types emerge in our circuit in
the regime EL/EJ  1 and EJ/EC & 10. The for-
mer condition ensures that the potential U(φ) consists of
multiple Josephson wells, whose depth and elevation are
tuned by the external fluxes φ1 and φ2, respectively. The
latter condition weakens quantum tunneling such that
every low energy state of the circuit tends to localize in-
side a single well (Fig. 1c). The intra-well transitions are
called plasmons by analogy with plasma oscillations in
junctions. Similar transitions occur in a transmon [20],
except that here a plasmon remains charge-insensitive
even for a small value of EJ/EC due to the inductive
shunt [21]. The inter-well transitions are called fluxons.
These are accompanied by a twist in the superconduct-
ing phase along the fluxonium main loop by 2pi. A fluxon
is analogous to the transition of a flux qubit [22], except
that it is about 102−103 times less sensitive to flux noise
due to the large number of junctions in the fluxonium
loop [23]. As long as the two adjacent wells are offset
against each other, the two states connected by a fluxon
would have a vanishing overlap [24]. Fluxon is therefore
a “strongly forbidden” transition in the sense that any
operator O(φ) would have an exponentially small matrix
element for sufficiently large ratio EJ/EC . By contrast,
plasmons are “strongly allowed” (Fig. 1d), because their
transition dipoles, naturally defined as matrix elements
of φ, are all near unity for a broad range of values of
EJ/EC [25].
Because of the vanishing transition dipole, the trans-
verse interaction of a fluxon with a cavity mode is negli-
gible. However, we found that there is a purely dispersive
longitudinal interaction between the two in the form of
Hint = χσza
†a, where a is the photon annihilation op-
erator, and σz is the fluxonium Hamiltonian projected
onto its two eigenstates connected by a fluxon (see ap-
pendix A 2). The origin of a finite dispersive shift χ can
be understood as follows. In the state 0, which can be
approximately viewed as the vibrational ground state of
the lower well, fluxonium shifts the bare cavity resonance
by an amount χ0, due to virtual excitations of the lower
well (blue) plasmon. The shift χ0 grows as the plas-
mon frequency approaches the cavity resonance, and has
a relatively large magnitude similar to that of a typical
transmon qubit. Analogously, the state 1 shifts the cav-
ity by an amount χ1, due the higher well (red) plasmon.
Since the lower and higher well plasmons have different
frequencies, χ0 6= χ1, giving rise to a finite dispersive
shift χ = χ1 −χ0. Quantitatively, the values of χ0(1) are
found by summing contributions from virtual excitations
of every transition starting from the states 0(1), and in
general there is no reason for the two to be equal [26].
The spectrum of our artificial atom is revealed by a
two-tone transmission spectroscopy signal measured as
a function of the spectroscopy tone frequency and the
current in the external coil that creates a global flux
bias (Fig. 2). The readout tone was irradiated near
the cavity’s resonance at 10 GHz. Due to linearity
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FIG. 2. (a) Transmission near cavity resonance (scale not shown) as a function of the coil current and spectroscopy tone
frequency. Cavity resonance is off the scale at about 10 GHz. Dashed lines represent a fit to the circuit model in Fig. 1b
(see text). Left inset: a zoom-in on the smallest fluxon-plasmon splitting region. Right inset: values of seven splittings visible
in the main plot vs. calculated value of E
1/2
J . (b) A section of spectroscopy data from (a) retaken at a higher spectroscopy
tone power, which reveals two-photon processes. Theory prediction for the two-photon resonances matches data without fitting
(dashed red lines). (c) Illustrations of the one-photon and two-photon splittings visible in (b), created with extracted circuit
parameters.
of the coil, it is safe to assume that φ1,2 = β1,2Icoil,
where Icoil is the coil current and β1,2 are flux coup-
ing constants. The two observed resonances vary with
the coil current in a sophisticated quasi-periodic man-
ner (Fig. 2a). Nevertheless, the two fit remarkably well
to the numerically-obtained lowest transitions of the cir-
cuit Hamiltonian (Eq. A1) involving only six adjustable
parameters: EC , EL, EJ1 , EJ2 , β1, β2. Here EJ1,2 are the
Josephson energies of the two junctions in the SQUID.
Having established a tight correspondence between the
data and a simple circuit model of our atom, we now
proceed to interpret the most essential spectral features
of the data in Fig. 2a.
The quasi-periodicity of the spectrum as a function of
the coil current corresponds to changing the external flux
in the main loop by a flux quantum, i.e. φ2 → φ2 + 2pi.
The SQUID loop has a much smaller area and hence a
much larger period. The point of inversion symmetry of
the spectrum at Icoil ≈ 45.5 mA corresponds to biasing
the SQUID loop with a half a flux quantum, i.e φ1 = pi,
and the Josephson energy EJ(φ1 = pi) = |EJ1 − EJ2 |
reaches its minimum. The separation of the spectrum
into fluxons and plasmons is particularly apparent in
the region 38 mA < Icoil < 42 mA. The weakly flux-
dependent transition with multiple sweet-spots is the
lower-well plasmon. Due to the presence of the induc-
tive shunt, plasmon’s frequency is not a monotonic func-
tion of EJ , although it reduces with EJ on average. The
transition that changes linearly with the coil current in
a zigzag pattern is a fluxon. The avoided crossings cor-
respond to a full hybridization of a fluxon with a plas-
mon (Fig. 2a, left inset). The frequency splitting quan-
tifies the strength of inter-well transitions, varying from
100 MHz at Icoil = 38.56 mA, where a fluxon is well
defined, to over 1 GHz near φ1 = pi, where this notion
becomes vague. The top inset of Fig. 2a illustrates that
at sufficiently large values of EJ , the logarithm of the
splitting scales as E
1/2
J , in agreement with the WKB de-
scription of tunneling.
Two-photon resonances appear at a higher spec-
troscopy tone power and match theory without ad-
justable parameters (Fig. 2b). Thus, at Icoil ≈ 39.4 mA,
we observe a two-photon transition to the 4th excited
state of the circuit, which lies above the barrier. Coin-
cidentally, this two-photon resonance landed right inside
the small frequency gap formed by the conventional one-
photon fluxon-plasmon splitting. As the offset between
the two wells increases further, we observe a two-photon
avoided crossing of the second and third excited states at
Icoil ≈ 39.8 mA. It corresponds to a hybridization of a
fluxon with a two-plasmon excited state of the lower well.
The two-photon data also reveals that the plasmon’s an-
harmonicity is about 700 MHz, a value significantly larger
than that of conventional transmons, but similar to re-
cently developed capacitively-shunted flux qubits [27].
In order to proceed to analysis of energy relaxation
data, we also need the knowledge of transition dipoles of
our artificial atom. Measuring them accurately is hard.
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FIG. 3. (a) The measured lifetime T1 of the 0− 1 transition
(markers) and its frequency (solid line). Dotted lines are the
dielectric loss prediction corresponding to the loss tangent val-
ues of 2× 10−5 and 2× 10−6. Measured dispersive shift (blue
markers) and calculated dispersive shifts, taking into account
all transitions to higher levels (solid line) and only states 0
and 1 (dashed line). Note that χ decreases much slower than
T1 grows. (b) Example of time-domain measurements: Rabi
oscillation trace (red), pi-pulse echo trace (green), and energy
relaxation trace (blue) all measured simultaneously with an
interleaved pulse sequence. The inset shows periodic mea-
surements of T1 during a period of about one hour.
Instead, we can simply calculate them using the parame-
ters of the circuit Hamiltonian obtained from fitting the
spectroscopy data. This approach is justified by the fact
that our simple four-parameter Hamiltonian (Eq. A1) ap-
pended by the two current-to-flux conversion constants
β1,2, matches multiple atomic transitions with intricate
current dependence over a large range frequencies and
has a power-broadened line-width not exceeding 0.1%.
Controlled inhibition of energy decay in our circuit is
most clearly demonstrated by measuring the lifetime of
the lowest 0 − 1 transition as we tune the coil current
through the plasmon-fluxon anticrossing, shown in the
lower inset of Fig. 2a. Indeed, we observed a drastic
enhancement of the T1 time from T1 < 10 µs at the
plasmon side to T1 > 1 ms at the fluxon side (Fig. 3a).
To interpret the data quantitatively, we turned to the
model of dielectric loss, commonly encountered in trans-
mon qubits [10]. This model echoes the observed en-
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FIG. 4. Measured energy decay time of the second excited
state (markers) and the 0− 2 and 1− 2 transition frequency
(solid lines). The transition 1 − 2 dominates the decay in
the given interval of coil currents. Dashed lines represent the
dielectric loss for the same parameters as in Fig. 3a
hancement of T1 and requires the bounds on the ef-
fective loss tangent of the split-junction to lie between
2 × 10−5 < tanα < 2 × 10−6. For the same range
of coil currents, we plot the calculated dispersive shift
χ, which remarkably does not drop significantly at the
fluxon side of the anticrossing (Fig. 3b). The measured
dispersive shift, extracted from the Rabi oscillations am-
plitude, agrees reasonably well with theory (Eq. A6),
without using any assumptions. In sharp contrast, the
dispersive shift, calculated taking into account only the
0 and 1, drops rapidly with the increase of T1, thereby
emphasizing the importance of plasmons in enabling the
dispersive circuit QED with a forbidden transition.
Rabi oscillations along with pi-pulse echo experiments
demonstrate that a fluxon remains coherent even when
its transition dipole suppressed to the extent that T1 >
1.5 ms (Fig. 3c). The coherence time T2, given by the
characteristic decay time of the echo signal, is given by
T2 ≈ 2 µs, and is likely limited by the first-order flux
noise in both the main and the SQUID loops. The decay
of the readout signal following a pi pulse on a qubit fits
the exponential function well and repeated experiments
did not produce more than a factor of two variation of T1
within about one hour (Fig. 3c - inset). This leads us to
believe that the fluctuation of T1 values in Fig. 3a occurs
on longer than a one hour time scale.
For a control experiment, we note that the transitions
1− 2 and 0− 2 become forbidden at the plasmon side of
the anticrossing, i.e. for Icoil < 38.55 mA. To test this
idea, we have measured the decay of the readout signal
following a pi-pulse applied to the 0−2 transition (Fig. 4).
Again, we observed long relaxation times reaching values
over 600 µs at a point corresponding to the 0 − 2 tran-
sition frequency of about 6.5 GHz and 2 − 1 transition
frequency of about 2.8 GHz. The measured T1 values, as
a function of Icoil, fall within the bounds imposed by the
same dielectric loss models previously applied to the 0−1
decay data at the other side of the anticrossing (Fig. 3).
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FIG. 5. Energy decay times for transitions 0 − 1 (blue)
and 1− 2 (red) taken from a narrow range of frequencies vs.
the corresponding transition dipole squared. (a,c) Frequency
range 3.5 − 4.5 GHz, dashed lines represent loss tangent
bounds of 2×10−6 < tanα < 2×10−5 for (a) and normalized
quasiparticle density bounds of 5×10−7 < xqp < 5×10−6 for
(c). (b,d) Frequency range 2.5−3.5 GHz, dashed lines repre-
sent loss tangent bounds of 1.5×10−6 < tanα < 1.5×10−5 for
(b) and normalized quasiparticle density bounds of 2×10−7 <
xqp < 2 × 10−6 for (c). The data in (c,d) is plotted vs. the
effective transition dipole for non-linear coupling to quasipar-
ticle tunneling in the split-junction, defined in Eq. (A11).
We also note, that the direct decay channel 2 − 0 turns
out to be negligible compared to the indirect channel
2 − 1 − 0. Given that the transition 1 − 0 here decays
much faster than 2− 1, we therefore associate the decay
of the 2-state with the environment at the frequency of
the 2− 1 transition.
Finally, we have collected energy decay times for the
lowest transition taken at a number of special values
of Icoil such that the transition dipole d01, given by
d01 = 〈0|φ|1〉, vastly varies while the transition frequency
is confined to a narrow interval 3.5 − 4.5 GHz. All such
transitions lose energy to the essentially identical envi-
ronment. Therefore, Fermi’s golden rule predicts that
at zero temperature 1/T 1→01 ∝ (d01)2 for an arbitrary
linearly-coupled environment. Our data obeys this sim-
ple scaling for the values of T1 spanning a remarkable
range of over two orders of magnitude (Fig. 5a). De-
spite some fluctuations, the data clearly shows that the
dramatic enhancement of T1 of a qubit occurs solely
due to the reduction of its transition dipole. Because
the suppression of d01 deep in the fluxon regime has no
classical analog, the observed scaling evidences that the
energy decay occurs by a spontaneous emission rather
than by a thermal activation. Data for the neighboring
2.5 − 3.5 GHz frequency range, including relaxation of
the 2− 1 transition, confirms our conclusion (Fig. 5b).
The only known non-linear loss mechanism in which
coupling to the bath cannot be described using the ma-
trix elements of φ is quasiparticle tunneling across the
small junctions [8, 28]. The effective transition dipole dqpij
is responsible for the coupling to quasiparticles turns out
to be a more complex function of φ, given by Eq. (A11).
Plotting the measured T1’s as a function of the calculated
value of (dqpij )
2, we find the same as for the linear dissipa-
tion (Fig. 5c,d). The similarity of the two data sets, (a,b)
and (c,d) of Fig. 5, reflects the simple fact that the fluxon
transition is forbidden irrespective of the loss mechanism
because of the vanishing overlap of the qubit states wave
functions illustrated in Fig. 1c
In conclusion, we have realized an artificial circuit
atom with tunable selection rules and demonstrated a
dispersive circuit QED with a strongly forbidden atomic
transition. The observation of a quality factor as high as
Q1 > 4× 107, without showing signs of saturation upon
reducing the transition dipole, validates the general idea
of protecting qubits from an arbitrary dissipative envi-
ronment. Our specific method of inhibiting energy decay
came with a disadvantage that the fluxon is first-order
flux sensitive. Nevertheless, its coherence time was over
2 µs thanks to the large inductance of the Josephson ar-
ray comprising the fluxonium main loop. Our experiment
is thus a natural starting point for implementing more
sophisticated protection schemes [29], e.g. those based
around 0− pi qubits, which rely on a similar mechanism
for protecting against energy decay, but offer additional
protection from dephasing and gate errors [30, 31].
Future improvements to this experiment include en-
hancing the fluxon’s dispersive shift by arranging the
plasmons closer to the cavity, utilizing Raman transitions
to speed-up single-qubit gate operations, and increasing
the chain inductance to further suppress flux noise. The
combination of forbidden and allowed transitions in a
single artificial circuit atom makes it useful for a range
of quantum applications, from testing the limits of en-
ergy relaxation in macroscopic circuits and exploring the
driven dynamics of meta-stable quantum systems to con-
trolling photonic states of cavities [32, 33] and creating
coherently interacting spin 1/2 registers for quantum an-
nealers [34, 35].
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6Appendix A: Theoretical methods
1. Tunable Fluxonium Hamiltonian
The Hamiltonian of the fluxonium atom with a split-
junction is given by
Ha = 4ECn
2 + EL
φ2
2
− EJ(φ1) cos(φ− φJ(φ1)− φ2).
(A1)
The charging energy EC = e
2/2C contains the total ca-
pacitance C including the dominant antenna contribution
that shunts the split-junction of the fluxonium. The in-
ductive energy scale is defined as EL = EJA/N , where
EJA is the Josephson energy of the array junctions and
N is the total number. The tunable Josephson energy
EJ(φ1) is given by the relations
EJ(φ1) = EJΣ| cos φ1
2
|
√
1 + d2 tan2
φ1
2
(A2)
φJ(φ1) = arctan (d tan
φ1
2
) (A3)
EJΣ = EJ1 + EJ2, d = |EJ1 − EJ2|/EJΣ. (A4)
2. Circuit QED with a forbidden transition
The coupling of the atom to a 3D cavity mode is given
by a transverse linear coupling in the form of
HcQED = Ha + ~ωca†a+ gn(a+ a†), (A5)
where a is the photon annihilation operator, ωc is the
cavity mode frequency, and g is an empirical coupling
constant.
Applying second-order perturbation theory, one ob-
tains the following expression for the dispersive shift, χj ,
of the cavity by the atomic state j:
χj =
g2
16E2C
∑
k 6=j
ω3jk
ω2jk − ω2c
× (djk)2. (A6)
The transition dipoles djk are given by djk = 〈j|φ|k〉.
Here we have taken into account that φ and n are linearly
related via 2en = C(~/2e)φ˙.
The most important property of Eq. (A6) can be illus-
trated with Fig. 1c. Namely, the fluxon’s dispersive shift
χ01 6= 0 even though d01 → 0. Moreover, χ01 can be of
the same order of magnitude as χ02,13 (plasmon shifts) if
ω02 6= ω13 and either ω13 ≈ ωc or ω02 ≈ ωc. This leads
to a purely dispersive coupling of the fluxon transition
0− 1 to the cavity, given by an effective Hamiltonian
Hfluxon-photon = ~(ωc + χ01σz)a†a. (A7)
3. Energy relaxation rates
a. Dielectric loss and other linear dissipation
The linear coupling of an atomic transition to a spe-
cific environment is given by the interaction Hamiltonian
Hint = (~/2e)φI, where I represents the collective en-
vironmental degree of freedom and φ is the generalized
coordinate of the atom. According to Fermi’s golden rule,
relaxation rate is given by
1/T j→i1 =
1
~2
|dij |2S(ωij), (A8)
where S(ωij) is the spectral density of noise of the envi-
ronmental variable I at the transition frequency ωij . In
the case of the commonly encountered dielectric loss [10],
the dissipation presumably originates from filling the
shunting capacitance C with a lossy dielectric, charac-
terized by a loss tangent, tan δ. In that case S(ω) =
2(~ω)2RQC tan δ, and
1/T j→i1 |dielectric loss = 2 tan δRQCω2ij × d2ij , (A9)
where we have introduced reduced superconducting re-
sistance quantum, RQ = ~/4e2 ≈ 1 kΩ. Note that when
the coupling is via the charge variable n or a different re-
laxation mechanism (e.g. Purcell effect), the expression
(A8) still holds, but S(ω) will be a different function of
frequency.
b. Quasiparticle loss
Quasiparticle tunneling across the small junction of
fluxonium has been recently identified as a peculiar non-
linear dissipation source. Here the coupling Hamilto-
nian must be written as Hint = (~/2e) sin φ−φ22 × IR +
(~/2e) sin φ−φ2−φ12 × IL which includes independent tun-
neling processes in both the left and the right junctions
of the SQUID. Where operators IR,L represent the envi-
ronment seen by the two junctions. Assuming that the
noise spectral densities of IL and IR are identical, the
quasiparticle relaxation rate is given by
1/T j→i1 |quasiparticle tunneling = xqpF (ω)× (dqpij )2, (A10)
where F (ω) is given in Ref. [6], xqp is the fraction of bro-
ken Cooper pairs in the superconductor, and the effective
transition dipole is given by the relation
(dqpij )
2 = |〈i| sin φ− φ2
2
|j〉|2 + |〈i| sin φ− φ2 − φ1
2
|j〉|2
(A11)
Note that for a fixed frequency this mechanism predicts
the same scaling of T1 with the updated transition dipole
as in the case of a linear loss considered above.
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FIG. 6. One-tone spectroscopy as a function of coil current.
No preparation pulse was applied to the qubit, which would
ideally remain in its ground state. Theory line corresponds to
theory with two fit parameters: bare cavity frequency ωc and
the coupling constant g. The vertical black lines correspond
to the fluxon transitions which cannot be seen at this large
flux and frequency scale.
Appendix B: Experimental methods
The fluxonium device was fabricated on an un-
treated Si chip by e-beam lithography using a bi-layer
MMA/PMMA resist and a double-angle electron-beam
deposition/oxidation/deposition sequence. The chip was
mounted inside a 3D copper cavity with a single cou-
pling port with an external quality factor of about 2, 000.
The port was probed by a microwave transmission in a
hanger geometry with the rest of the microwave setup
being similar to that used in Ref. [23]. The table be-
low summarizes circuit model parameters extracted from
spectroscopy data.
EJΣ d EC EL ωc/2pi g
17.61 0.13 0.55 0.72 10.304 0.082
TABLE I. Circuit parameters extracted from spectroscopy
data. The atom’s parameters EJΣ , d, EC , EL were extracted
by fitting the data in Fig. 2a. The cavity frequency ωc and
the coupling constant g, defined by Eq. A5, are extracted
from fitting the ground state cavity shift shown in Fig. 6. All
energies are given in units of GHz.
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