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Abstract 
A plethora of work has been done in the area of nanoparticles of late due to the fact that 
chemists (and physicists) have discovered that the properties of nanoparticles differ from both 
those of the bulk material and the atoms themselves. Nanoparticles have become of high 
interest for the use as catalysts while materials like graphene, being only one atom thick, have 
been shown to be great electrical conductors in comparison with the 3D structure of diamond. 
Among these peculiar nanoscale properties is the phenomenon of nanochirality, where a 
nanoparticle can exhibit chirality that does not extend to the macroscale of the material in the 
bulk phase. This property has mostly been seen without outside influence, known as 
intrinsically, in metal nanoparticles whereby no chiral information had been involved, however 
the synthetic approach to obtain this property has predominately been with the use of chiral 
ligands that then induce chirality into the system.  In the case of ligand-protected 
semiconducting nanocrystals, typically referred to as quantum dots, nanochirality has only been 
observed intrinsically in one instance but has been induced using chiral ligands and polarized 
light during synthesis. The aim of this thesis is to use density functional theory calculations to 
show that intrinsic chirality in quantum dots exists. This is a study of a 26 atom II-VI 
semiconductor system which has been capped with a variety of achiral charge stabilizing ligands 
that induce chirality into the system. Geometry optimizations and ab initio molecular dynamics 
calculations show that the chiral structure generally has a significantly lower energy than the 
achiral tetrahedral counterpart. Furthermore, the effects of these ligands were studied using 
time-dependant density functional theory calculations that simulated both circular dichroism 
and absorbance spectra. This work contributes to the field of science as a whole as not only 
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does it provide insight into the fundamental properties of matter on the nanoscale but also has 
a broad range of potential applications dependant on the HOMO-LUMO gap that these 
structures possess. 
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Chapter 1: Introduction 
 
Since the time that quantum mechanics was conceived, it has become ever more popular and 
accepted as the truest representation of nature that currently exists. Not only has it solved 
great problems such as the so called “Ultraviolet Catastrophe”1 and explains the photoelectric 
effect1 but it has yet to be disproven by any experiment that has attempted to do so. The crux 
of the theory stands in stark contrast to the classical theory before it stating that, when the 
universe is viewed on a small enough scale, any point is not in a continuous space but rather in 
a vast set of discreet positions.1 While this view does not make a perfect analogy it does draw a 
great parallel to the discipline of chemistry; namely the idea that the truest representation of 
materials is the view from the small scale of atoms (and their components). Chemists recognize 
that the small components, arrangements and motifs that make up materials is what truly gives 
them their properties in the larger scale that humans can see, known as the bulk. It is exactly 
this “bottom-up” approach that has lead chemists of all kinds to be able to make an array of 
discoveries across all sub-disciplines from biochemistry to organic chemistry to materials 
chemistry. 
Materials chemistry is defined as the use of chemistry for the design and synthesis of materials 
with interesting or potentially useful physical characteristics and, as such, embraces the 
“bottom-up” approach in such a way that seeks to understand how properties of the “building 
blocks” of a material go through the transition from their atomic scale to their bulk scale. On 
the cutting edge of this research is the transitional phase of nanomaterials; materials that exist 
on the nanoscale. The interest in such materials is that during the beginning stages of this 
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atomic-to-bulk transition unexpected new properties are exhibited that are unseen on either 
end of the transition, affecting any one of the physical properties of magnetic, optical, 
structural or catalytic depending on the particular “building blocks” that are being examined.  
Quantum chemistry is defined as the application of quantum mechanics to the study of 
chemical phenomena. As stated above, quantum mechanics gives the truest representation of 
the universe known today and, as such, makes for the best tool to examine and discover new 
phenomena such as the realm of nanomaterials; using computational methods to explore gives 
the best chance to understand the unknown just as was the case with the unknown before. 
In this thesis ideas from both materials chemistry and quantum chemistry are explored. In 
particular it will be examining the possibility of intrinsically chiral quantum dots, a previously 
unknown nanomaterial, using a quantum theory known as density functional theory. It is the 
hope that this will provide the theoretical results needed for experimental materials chemists 
to continue and fully understand the nature of these quantum dots. 
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Chapter 2: Literature Review 
Ch.2.1: Quantum Dots: 
2.1.1: Semiconductor Nanocrystals: 
Quantum dots are actually a common name for ligand-protected semiconductor nanocrystals2; 
breaking down the components of this, it is first important to understand semiconducting 
materials and crystals. The first term, semiconducting (or semiconductor), refers to the electric 
conductivity of the material (i.e. how well electricity passes through the material); if a material 
can transport electrons, and by extension electricity, with little any resistance then it is a 
conductor, while a material that is unable to conduct electricity is an insulator. A 
semiconductor, as the name suggests, is then a material that is capable of conducting electricity 
but is impeded by an intermediate level resistance and therefore requires an energy input 
dependent on the material (see 2.1.2: Band-Gap Structures). The latter term, crystal, refers to 
the structure of the atoms in the material and how they are arranged; to meet the criteria of a 
crystal (or crystalline material) the material must be a solid in which the atoms, ions or 
molecules are in a regular repeating arrangement known as a lattice. In practice, crystals can be 
extremely large with some mineral caves having crystals that are several tons (having some 
defects) but in the case of nanocrystals the extent of the crystals in all three spatial dimensions 
is typically in a range of 2-50 nanometers.2,3 It is in this nanocrystal transitional range from the 
base semiconducting atoms to the “bulk” crystal that quantum dots have their own special 
properties making them interesting nanomaterials to study. 
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2.1.2: Band-gap Structures: 
As a result of quantum mechanics it is known that electrons orbit their nuclei at discreet 
“energy levels” known as atomic orbitals and it is forbidden for them to be between any 
consecutive two (see 2.1.3: Quantum Confinement). Similarly, when two atoms form a chemical 
bond their atomic orbitals overlap to completely fill each one with two electrons in each new 
molecular orbital. However if these electrons are given energy from an outside source, such as 
radiation, they will become excited and instantaneously “jump” from one molecular orbital to 
one that can sustain this higher energy. The least amount of energy required to make such a 
“jump” is from the unexcited state with the highest associated energy, otherwise known as the 
highest occupied molecular orbital (HOMO), to the excited state with lowest associated energy, 
otherwise known as the lowest unoccupied molecular orbital (LUMO). This energy difference 
constitutes the “HOMO-LUMO gap” for molecular orbitals and is the energy required for 
electrons to be able to move between molecular orbitals in the material.1 When this same 
picture is extended to the bulk phase it become much more continuous looking, as would be 
expected, but does not lose this space between the unexcited (known as ground state) and 
excited electrons; this energy difference in the bulk then constitutes the “band-gap” between 
the entire set of ground state molecular orbitals (known as the valence band) and the set of 
excited state molecular orbitals (known as the conduction band) and is the minimum energy 
required for the material to conduct electricity. Returning to the explanation of the 
semiconducting materials it can be closer examined using this  perspective to say that in a 
conducting material the valence band and conduction band overlap allowing electricity to flow 
through the material without resistance, in a semiconducting material some energy is required 
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to “promote” an electron from the valence band to the conduction band, and in an insulating 
material the energy required to promote an electron is so great that it would destroy the 
chemical bonds that are holding the material together. Since all different materials are made of 
different compositions of atoms this means that the molecular orbitals that make up these 
valence and conduction bands are also different. For this reason different materials have 
different HOMO-LUMO gaps and by extension different band-gaps. 
 
Figure 2.1.1: Schematic Diagram of Band-Gaps in Different Materials.4 
2.1.3: Quantum Confinement 
With an understanding of semiconducting materials and band-gap structure, it is now time to 
examine how these properties act on the nanoscale, so the theory of quantum mechanics must 
be employed as this explains quantum confinement, the phenomenon that makes quantum 
dots a nanomaterial of interest to researchers.3,5,6,7,8,9,10,11 
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To begin, one must look at the position and movement of electrons using the “particle-in-a-
box” model where a particle (an electron) at position x, exists in a box of length L such that the 
potential energy V(x) is always 0 within the barriers of the box and ∞ outside. Thus the 
equation that models this is:11 
𝑉(𝑥) =  {
0, 0 < 𝑥 < 𝐿
∞, otherwise
 
On larger scales this equation can be used without complication however when the length of 
the box becomes small enough the Heisenberg uncertainty principle is applied in which a 
particles exact position and momentum cannot be known. In this case the solution to this 
equation takes on the forms of a probability distribution where some positions become more 
likely than others but overall the exact position is not known. This solution is referred to as the 
“wave function” Ψ and is found by solving the famed Schrodinger equation (see 2.3.1: 
Schrodinger Equation and Hamiltonian Operator); in the example of the particle in a box this 
is:11 
𝑖 (
ℎ
2𝜋) 𝜕Ψ
(x, t)
𝜕𝑡
=  
(
−ℎ
2𝜋) 𝜕
2 Ψ(x, t)
2𝑚𝜕𝑥 2
+ 𝑉(𝑥)Ψ(x, t) 
Where: i is the imaginary number sqrt(-1), h is Plank’s constant, t is time, and m is the mass of 
the particle. 
This, however, accounts for the entire wave function for all x whereas the area of interest is 
only for 0 < x <L, thus this can be reduced to define the relevant wave function as:11 
Ψ(x, t) = C𝑒𝑖(𝑘𝑥−𝜔𝑡) = 𝐴𝑠𝑖𝑛(𝑘𝑥) + 𝐵𝑐𝑜𝑠(𝑘𝑥) 
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Where: A,B,C are arbitrary complex numbers, k is the wavenumber and ω is the angular 
frequency. 
Next, one includes the restriction on the function that states that such a wave must have nodes 
(reach zero amplitude) at the edges of the box, and the amplitude must be a smooth 
continuous curve (i.e. no jumps in amplitude). Satisfying these conditions results in wave 
functions of the form:11 
Ψ𝑛(𝑥, 𝑡) =  {
𝐴𝑠𝑖𝑛(𝑘𝑛𝑥)𝑒
−𝑖𝜔𝑡 ,0 < 𝑥 < 𝐿
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
Where: n is a positive whole number, k is the wavenumber defined by the equation 
𝑘𝑛 =  
𝑛𝜋
𝐿
 
As it can be seen the entire solution is therefore different, depending on L, the size of the 
“box”. However, in real particles, this “box” is modeling how electrons move in space or 
through a material. This then relates exactly to the semiconductor’s electrons and how they are 
being transported through the material and the different orbitals which it possesses. 
Recall that, given enough energy, an electron in a semiconductor can move from the valence 
band to the conduction band; this leaves a “hole” where the electron was with an effective 
positive charge that is paired with the electron’s negative charge. This is referred to as an 
exciton and is effectively a representation of a hydrogen atom with the positive hole acting as 
the proton of the atom6. A hydrogen atom is the exact system that the particle-in-a-box is 
modeling and therefore also models the exciton in the same way, meaning that the equations 
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above exactly model those of an excited electron in a semiconducting material. The 
confinement then takes place when the length in any spatial direction of the semiconducting 
system is less than the mean radius of the exciton, known as the Bohr radius 5, which then 
reduces the length of the box L meaning that as the quantum dot becomes smaller the energy 
needed to excite the electron becomes greater, no longer acting as the bulk would but acting as 
a quantum particle. When this confinement occurs in one dimension a quantum well is formed, 
in two dimensions a quantum wire is formed and in all three spatial dimensions a quantum dot 
is formed, and for this reason quantum dots are referred to as “zero dimensional”.3 The effect 
this confinement has on the system is that when the electrons return to the system after 
excitation they will emit a photon that has energy equal to the band-gap of the system meaning 
that quantum dots emit light based on the specific band-gap that that quantum dot has. 
Returning now to quantum mechanics, it can be shown that the band-gap is not only affected 
by the composition of the semiconductor (as is the case with bulk materials) but also by the size 
of the nanoparticle5. The wave number kn can also be written in a different form related to the 
wavelength of the wave function as:11  
𝑘𝑛 =  
2𝜋
𝜆𝑛
 
Where: 𝜆𝑛 is the wavelength of Ψ𝑛(𝑥,𝑡) for any given n. Thus equating the different 
formulations gives:11 
𝜆𝑛 =  
2𝐿
𝑛
 
However since the particle in this model is an electron its wavelength can be modeled by:11 
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𝜆 =  
ℎ
𝑝
=  
ℎ
𝑚𝑣
 
Using this as a substitute the kinetic energy of each Ψ𝑛(𝑥, 𝑡) can be found using the following:
11 
𝐸𝑘𝑖𝑛 =  
𝑝2
2𝑚
=
𝑛2 ℎ2
(2𝐿)2(2𝑚)
 
𝐸𝑛 =  
𝑛2 ℎ2
8𝑚𝐿2
 
Extended into three spatial dimensions for 3D quantum confinement results in:11 
𝐸 =  𝐸𝑥 + 𝐸𝑦 + 𝐸𝑧 =
ℎ2
8𝑚
 (
𝑛𝑥
2
𝐿 𝑥
2
+
𝑛𝑦
2
𝐿𝑦
2
+
𝑛𝑧
2
𝐿𝑧
2
) 
Showing that as the quantum dot becomes smaller the energy of each exciton becomes larger 
as E is inversely proportionate to L2 in any direction, and since the energy of the excitons is 
equal to the band-gap it can be said that the smaller a quantum dot is the higher the energy it 
will emit, which then means a shorter wavelength.11 
 
Figure 2.1.2: Schematic Diagram of an Exciton.12 
 
10 
 
2.1.4: Nanocrystals vs Nanoclusters & Types of Quantum Dots 
In addition to this size dependent band-gap from quantum confinement, semiconductor 
nanocrystals have additional things one should consider when examining them. Firstly, it is 
important to realize that as a consequence of this quantum confinement “the energy spectrum 
is discrete rather than continuous”11, meaning that absorption spectra of quantum dots are 
sharp single peaks rather than one or more broad peaks that would exist for the bulk phase. 
The theory behind these results is that when an electron absorbs energy it quickly releases 
small amounts of energy in the conduction band through vibration before emitting the 
remainder of the energy equal to the band gap. Therefore ideally, both the absorption and 
emission spectra of these structures would be sharp single peaks but depending on the 
morphology of the crystal this is not necessarily the case.13,14 Contrary to this is the case in 
which the nanocrystals are too small; in which case the systems act more like traditional 
macromolecules with multiple, typically broader, peaks. This is normally due to a lack of 
“crystallinity” which means the system is either too small to have a repeating unit cell like a 
crystal or that such a unit cell repeats minimally and the atoms or molecules, known as ligands 
(see 2.1.5: Capping Ligands and Coordination Chemistry), that are bound to the surface of the 
particle are causing distortions in the unit cell giving the electrons more freedom to move in 
multiple directions causing non-uniform Bohr radii in the excitons of the system. These are 
referred to as “nanoclusters” where the transition from nanocrystal to nanocluster will depend 
on the composition of the semiconductor and the geometry that the atoms are bound in.15 
Secondly, as has been mentioned, the composition of the quantum dots will play a large role in 
controlling their band-gap energies, referred to as “tunability” and their resistance to change 
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from heat and interactions with other atoms/molecules, referred to as “stability”. When 
categorizing quantum dots there are three main types: core-type, core-shell and alloyed. The 
simplest, known as core-type, was the original one to be discovered whereby a nanocrystal of a 
single two component semiconductor makes up the entire structure. These have been studied 
extensively using many different semiconducting materials that provide the basis of 
understanding for the material. 11,13,16,17,18,19,20,21 The core-shell type was then conceived as an 
extension on the original quantum dot using a different semiconducting material to create a 
shell around the original core. This shell is made such that the outer semiconductor has a larger 
band-gap than the core resulting in stronger confinement and therefore better emission, but 
also has the benefit of increased stability through this protective shell. 13,22,23 This increased 
stability then increases the usefulness of these quantum dots as they can withstand the trials of 
mass production and use in everyday devices (see 2.1.7: Applications). The less studied type of 
quantum dot is the alloyed version, these attempt to tune the band-gap of the system by 
adding different quantities of semiconducting components which have different band-gaps 
separately. In the example below different quantum dots of the general formula CdSxSe1-x are 
shown, because CdS and CdSe have different bulk band-gaps they then also have different 
confined bandgaps, therefore mixing different quantities of them into a single quantum 
confined semiconductor nanocrystal results in different emissions of light. 
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Figure 2.1.3: CdSxSe1-x/ZnS quantum dots of the same diameter.
2 
2.1.5: Capping Ligands and Coordination Chemistry 
While the semiconductor nanocrystal itself is the cause and interest in this nanomaterial class it 
is important to remember that “a large amount of work has been carried out into the chemistry 
and physics of the interface between nanoparticle surface and ligand”24, this interface plays a 
large role in the shape and stability of these quantum dots and therefore should be given its 
due respect. As such a review of different so called “capping ligands” and their bonding motifs 
with respect to the coordination chemistry of the systems is required. 
To begin that discussion a brief look at the crystal structures of semiconductors will be needed, 
namely looking at II-VI and III-V semiconductors as they are by far the most commonly used. 
These semiconductors crystals come in two forms, the wurtzite and zinc blende structures; both 
of these structures are hexagonal close packed structures , meaning that around any atom in 
the crystal there is a 6-fold axis of rotation forming a hexagon about the atom. They differ in 
their stacking patterns vertically; the wurtzite crystal layers sit atop one another in the form 
ABAB meaning one geometry A stacks directly atop the other once before the next two layers B 
stack atop each other in the spaces between atoms in geometry A, known as “interstices”, 
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unlike the zinc blende crystal which stacks in an ABCA pattern, where C is the geometry that fills 
the other set of interstices of A (see Figure 2.1.4). The atoms in both of these crystal structures 
exhibit a coordination number of four meaning that “the total number of points of attachment 
to the central element”25 is four, or simply that each atom in the crystal should be bound to a 
total of four other atoms. This directly applies itself to the concept of ligands on nanocrystals 
because the terminal atoms of the nanocrystal will require ligands to reach their desired 
coordination number; moreover, these ligands should bind in such a way that the overall 
charge of the system is as close to neutral as possible although for some non-stoichiometric 
(not the same number of cations and anions) systems this may not be possible. 
 
Figure 2.1.4: Example of ABCA packing in zinc blende crystal structure. In a wurtzite structure 
there are only two different geometries that stack most easily visualized here by B and C.26 
 
In the literature, there have been many different specific ligands used to “cap” quantum dots 
and, as such, they will be reviewed in general groups with exception of a few examples that 
have been commonly used. One such ligand TOPO, short for tri-n-octylphosphine oxide, was 
one of the first ligands used on quantum dots for good reason; the high boiling point of the 
substance makes it ideal for the high temperature reactions that were traditionally (and still 
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are) used in so called “hot-injection synthesis” (see 2.16: Synthesis), additionally its surfactant 
nature (meaning it has both a polar and non-polar end) made it ideal for being able to interact 
with the nanocrystal while still being inert to the solvent in which the reaction took place. In 
this case the phosphine oxide, forms dative bonds with the positive cations of the nanocrystal 
(see Figure 2.1.5) meaning it should be used in the case where cations outnumber anions in the 
nanocrystal.24 
 
Figure 2.1.5: Tri-methylphosphine oxide (TMPO) binding through the phosphine oxide to 
various positive sites on a semiconducting nanocrystal surface.24 
 
TOP, short for tri-n-octylphosphine, is obviously very structurally similar as it is the same as 
TOPO with the exception of the P=O bond, which is precisely what allows it to be a compliment 
to TOPO. As can be seen looking at the periodic Table O, S, Se, and Te are all group 16 elements 
known as chalcogens meaning they share common electron arrangements and by extension 
bonding properties in some molecules. One such molecule where this is seen is where any one 
of these can be attached to TOP much like oxygen is in TOPO and used as a capping ligand and 
anion delivery system for nanocrystals containing these elements. The added benefit to this is 
that because these TOP ligands are bound to the anions of the nanocrystal , TOPO can then be 
introduced to the cations in the system (if there is sufficient space for both molecules) to create 
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an quantum dot that is unlikely to be affected or corroded by its environment, known as 
passivation. 
Broadening the scope of ligands used in quantum dot capping; amines, thiols and carboxylic 
acids are the three main types of molecules used as ligands in these systems. To begin, amines; 
specifically long chain amines to achieve the surfactant nature needed to create a protective 
shell on quantum dots, have been used for their increased stability and tighter binding in 
comparison to TOPO. This tighter binding, specifically in primary amines, allows an increase in 
surface coverage of the nanocrystal from ~30% using to TOPO to ~100% using amines, resulting 
in a greater level of surface passivation.24 Since amines themselves have a neutral charge the 
nature of the binding to the crystal surface is of interest to examine; intuitively it would be 
expected that the lone pair of electrons on the nitrogen atom should preferentially donate 
them to the cations of the system. However it may be the case the binding of amines occurs 
through both the lone pair to the cations and through the acidic protons to the anions. A 
second common set of ligands for quantum dots are thiols- first used in 1993 by Rajh, Micic and 
Nokiz27, it was found that long chain thiols are capable of creating long term stability for 
quantum dots. Not surprisingly, thiols bind to the nanocrystal surface via their sulfur atom to 
the metal cations in the system; interestingly it is the reaction conditions that dictate whether 
the S-H bond will remain or if a thiolate species will form. The most important thing to note in 
thiol stabilization though is the difference that is made when using a mono-dentate versus bi-
dentate thiol ligand as monodentate thiols, meaning ones that only have a single sulfur with 
which to bind, when used as ligands stabilize the quantum dot for a matter of days while 
bidentate thiols, ones that have two sulfurs with which to bind simultaneously to one metal 
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cation, can be stable for years.24 Finally carboxylic acids have been used as ligands for quantum 
dots for their known features that allow colloidal formation. Namely, oleic acid has been used 
in part because its long chains with a “kink” formed by a double bond are ideal for colloidal 
stability24. In general, carboxylic acids can bind to the surface in a monodentate fashion via a R-
C(=O)-O-M motif, a bidentate chelating R-CO2-M motif, or a bidentate bridged motif R-C-(O-M)2 
(see Figure 2.1.6) which ultimately affects the self-assembly of the nanocrystal. In either case, 
the carboxylic acid acts as a Lewis-base donating electrons to the metal (or cations) in the 
semiconducting nanocrystal structure and has been shown to be versatile ligand in synthesis.24 
 
Figure 2.1.6: Different binding motifs of carboxylic acids to metals (left) monodenate, (center) 
bidentate chelating, (right) bidentate bridged.28 
 
More recently, it has been found that these materials may actually have more use in the solid 
state (see 2.17: Applications) as an array where the electron states of multiple quantum dots 
are coupled. In this type of application the previously listed ligands would not be advantageous 
as the long hydrocarbon chains that would stabilize them in solution cause an electronically 
insulating barrier in the solid state which inhibits this coupling effect. The solution to this is to 
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use shorter ligands that are composed entirely of inorganic materials; the first work in this area 
was done by Talapin et al22 in which metal chalcogenide ligands such as SnS2 were used to bind 
to the metal sites within the QD via a sulfur-metal bond. Since then, it has been shown that 
quantum dots can also be capped with chloride ligands exclusively29 to achieve a minimal 
separation between the crystals in the solid state which then results in maximal coupling 
between them. 
2.1.6: Synthesis 
Quantum dots are not a naturally occurring material and therefore must be synthesized in 
laboratories; some techniques which are used to do this are: hot injection method, microwave 
irradiation synthesis method and low temperature synthesis method. 
In the hot-injection method the two precursors are put in solution together in a syringe where 
both are stable enough that there is no reaction, meanwhile another solvent that contains 
coordinating ligands is heated to high temperatures, usually 423 K-623 K. The precursors are 
injected into the hot solution where they decompose leaving the cations and anions of the 
semiconductor free to come together into a nanocrystal where growth can be halted by the 
capping ligands in the solution creating quantum dots. There are a number of variations on this 
technique in which only the anion or cation precursor is included in the syringe solution while 
the other is heated. These differences as well as the concentrations of the solutions will result 
in different quantum dot shapes and sizes which are all documented in literature.13,14, 27,30,31,32, 
33 
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Figure 2.1.7: Schematic of Hot-Injection Synthesis.34 
 
A similar technique uses microwave radiation to create quantum dots exploiting the polarity 
that QD precursors and solvents possess; because polar molecules absorb microwave radiation 
differently based on the strength of their polarity one can preferentially heat certain molecules 
more than others in a single solution rather than separating them like in hot-injection synthesis. 
Moreover the heating of the solution can be uniform unlike in hot-injection and the strength 
and duration of the microwaves can be finely adjusted; the effect of these is also found in 
literature making this technique a growing preference in the synthesis of quantum dot 
formation.19,23 
In contrast to the methods above high heat is not required in low temperature synthesis, as the 
name suggests; in this synthesis two precursors, of which at least one must be highly reactive, 
are combined at room temperature or lower and then undergo a controlled heating to a 
desired temperature (which can be done using either conduction heating or microwave 
heating). In some cases the combination of the precursors is carried out under cooled 
temperatures as low as 195 K, in these cases the “heating” to room temperature obviously does 
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not require any heating element but rather a device to control the speed at which the cooling is 
reduced, relative to room temperature. These techniques are used to grow quantum dots of 
“quantized” size as while the other techniques can be honed to give relatively monodisperse 
particles only these methods can avoid any intermediate sizes between semiconductor 
nanocrystals.19,31,35 
2.1.7: Applications 
The applications of these semiconducting materials are vast if it can be properly synthesized, 
scaled and implemented in current technologies as the size of these particles along with their 
properties make for a potent way to both improve and develop new technologies. 
Firstly, is the application of screen displays because the wavelength of light that is emitted from 
quantum dots is so specific, it has the ability to create extremely vibrant images when used in 
combination with other wavelengths that can be made simply by tuning the size and 
composition of set of quantum dots in the display.2,31 Moreover the energy required to emit 
light is also reduced in comparison to many current displays as almost all the light that is taken 
in by the QDs will be reemitted at the desired wavelength in contrast to the case where white-
light needs to be absorbed by a filter to allow the desired wavelength to transmit. Finally, the 
size of the quantum dots comes into play which would allow the entire process of the emission 
to take place on the nanoscale; this would in turn reduce the size of the display. Samsung has 
recently created such a TV although it does not run purely on quantum dots but rather uses 
them to enhance the images because, at this time, an entire display would not be cost 
effective. 
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Secondly, is the idea of sensors using quantum dots, again exploiting the specificity of the 
emitted light. Research has shown that quantum dots emission can be changed if molecules are 
adsorbed on the surface; this would then make a viable sensor because the emission could be 
used, measured and correlated to the presence (or potentially concentration) of a given 
molecule, while again all contained in a very small device.2,14,16,27,31,32,33,36 Similar to this is the 
idea of medical imaging uses quantum dots; in this application the dots could be functionalized 
to specifically bind to particular structures in cells that could then be used to emit light in highly 
identifiable frequencies. If a cell causing damage to the body, such as a cancer cell, can be 
identified in this way then it can be removed much more easily by surgeons.37 
Other technologies would include photovoltaic cells, as quantum dots can convert the sun’s 
light into electricity just like in transitional solar cells but just as quantum dots emit very specific 
light they also absorb very specific light. This means that an array of them in different sizes and 
compositions could absorb a much greater portion of the sun’s energy to convert into usable 
energy for humans. Finally, the employment of quantum dots as nanoscale lasers has been 
explored which could then be used for transmitting data very quickly and compactly while 
doing so with a low power consumption as was mentioned.13,32, 36,38,39,40,41 
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Ch.2.2: Chirality: 
2.2.1: General Definition & Traditional Chiral Molecules 
Chiral is a word that is derived from the Greek work χειρ, pronounced kheir, meaning hand 
because the hand is the primary example of a chiral object. Something is chiral if it is non-
superimposable on its mirror-image; as such one’s own hands are the most common way the 
concept is introduced as one can look at their hands to notice they are mirror images and then 
physically lay one atop the other (effectively superimposing them) to see they are not the 
same. This makes the two objects enantiomers of one another, a nomenclature that chemists 
use to label chemical structures having this property.42 
 
Figure 2.2.1: Chiral molecules exhibited on hands to show non-superimposable mirror image 
relationship of enantiomers.43 
 
In chemistry, this concept is very important because the “handedness” of different chemicals 
have different properties whether that is chemical, physical, optical or magnetic. Perhaps the 
most infamous example of this is that of thalidomide, a drug that was given to expecting 
mothers for relief from morning sickness. One enantiomer of the drug was an effective sedative 
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as intended however the other enantiomer caused births of children with either malformed or 
non-existent limps. The manufacturing of the drug however created a racemic mixture (a 50:50 
mixture of both enantiomers) meaning many children were affected.44 For this reason the study 
of chirality in pharmaceutical development is a massive area of research. 
To examine this further, the traditional view of chirality in molecules needs to be explained in 
which a molecule is chiral because it possesses at least one “stereogenic center” or an atom 
bonded to four different atoms or chains of atoms (see Figure 2.2.1). In this form of chirality, it 
can be seen that if a mirror-image of the molecule is taken then this will not be able to be 
superimposed on the original a massively important concept in the fields of organic chemistry 
and bio-chemistry. Another way of defining chirality is by identifying a “mirror plane” in the 
molecule, a plane which bisects the molecule into two pieces that are mirror images of each 
other; if a molecule possesses a mirror plane then it is not chiral (known as achiral). This can be 
seen in to be true in the case of stereogenic centers as it is impossible to have a mirror plane 
the goes through a stereogenic center.45 
2.2.2: Axial or Helical chirality 
A form of chirality that is less commonly defined is that of helical chirality as it typically only 
applies to larger structures (in the molecular sense) of macromolecules, nanoclusters and 
nanocrystals. In this form of chirality rather than any one atom acting as a stereogenic center 
there is an “axis of chirality” which acts as the inversion element as a spatial inversion of the 
entire overall structure through this axis will result in a non-superimposable mirror image. The 
primary example of this is that of a helix where the axis of chirality goes through the center of 
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the helix and therefore does not actually coincide with any point on the helix, however if each 
point is inverted through the axis then the result will be the opposite handed helix. This can be 
extended to other structures as such it is the way chirality is general defined and discussed in 
the field on nanoparticles. 
 
Figure 2.2.2: Left and right helices that are also non-superimposable mirror images.46 
2.2.3: Measures of chirality 
A difficult idea when discussing chirality is the measure of this property and how to do such a 
thing with consistency and meaning. An example shown below (see Figure 2.2.3) gives an idea 
for the problem in that while both the second and third structures are chiral the most right 
could be said to be “more” chiral than the center molecule.  
 
Figure 2.2.3: Example of achiral, chiral and “more” chiral structure.47 
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In this spirit there have been attempts to make such a measure that would be defined by a 
function χ such that:47  
χ = 0 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑎𝑐ℎ𝑖𝑟𝑎𝑙 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒𝑠 
and 
χ(L) = −χ(R) 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑠𝑒𝑡𝑠 𝑜𝑓 𝑒𝑛𝑎𝑛𝑡𝑖𝑜𝑚𝑒𝑟𝑠 
One such formulation is the Hausdorff Chirality Measure (HCM) in which the Hausdorff distance 
is used as the main mathematical tool.48 The principle is that any molecule or particle can be 
defined by a set of points in Cartesian coordinates where each atom defines a point (x,y,z), a 
chiral molecule is then a set of point for which the image in a mirror plane cannot be brought to 
coincide with itself. However the mirror image can be rotated and translated in such a way that 
there is a maximum amount of overlap with the original set of points and by doing this the 
difference of the two structures becomes a function of geometry and as such can be related by 
a mathematical function. In general the Hausdorff Chirality measure is defined as :48 
𝐻(𝑄) =  
ℎ𝑚𝑖𝑛 (𝑄, 𝑄
′)
𝑑(𝑄)
 
Where: Q and Q’ are two enantiomorphous sets of points in 3D Euclidian space  (presumably 
obtained from crystallography), h(Q,Q’) is the Hausdorff distance of the sets and d(Q) is the 
largest distance between any two points in the set Q making it the diameter of the system over 
which the measure is being normalized.48 
ℎ(𝑄, 𝑄′) = ℎ(𝑄′ , 𝑄) = max{𝑝(𝑄, 𝑄′), 𝑝(𝑄′ , 𝑄)} 
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Where 
𝑝(𝑄, 𝑄′) =  𝑠𝑢𝑝𝑞 ∈𝑄 {𝑖𝑛𝑓𝑞′∈𝑄′{𝑑(𝑞, 𝑞
′)}}  𝑎𝑛𝑑 𝑝(𝑄′ ,𝑄) =  𝑠𝑢𝑝𝑞′∈𝑄′ {𝑖𝑛𝑓𝑞 ∈𝑄{𝑑(𝑞
′ ,𝑞)}}  
Meaning that the HCM gives the largest distance for which a structure Q and its enantiomer Q’ 
differ normalized on the diameter of the structure, as to give uniformity in comparison of chiral 
structures of different sizes. It can be conceptualized that H(Q) of an achiral molecule would be 
0 as every point in Q’ can be brought to coincide with a point in Q while any chiral s tructure will 
have 0 < H(Q) = H(Q’) < 1 making it an effective way of measuring chirality and comparing 
structures to their perceived enantiomers (Q’*) as any two enantiomers should have the same 
HCM value. 
Experimentally the way that chirality can be measured is through the use of circular dichroism 
(CD), which utilizes circularly polarized light to measure electron transitions as enantiomers 
respond differently depending on which direction the light is polarized (see 2.3.6: Absorption 
Spectroscopy & Circular Dichroism Spectroscopy). However both circular dichroism and the 
Hausdorff chirality measure pose a problem when it comes to defining chirality of ordered 
systems such as crystals (and by extension nanocrystals) as any amorphous structure will 
exhibit chirality in the scope of these methods meaning that the quantitative results these 
methods give are not fully deterministic. For that reason it is important to keep in mind the 
system being examined and ensure that it has the desired properties before attempting to 
measure its chirality. 
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2.2.4: Chiral Nanoparticles & Chiral Quantum Dots 
Chirality in nanoparticles (NP), aptly referred to as nanochirality, is the phenomena in which the 
nanoparticle will exhibit chirality where the bulk substance would not. This was originally seen 
in metal nanoparticles but has since become a broad area of research for all nanoparticles 
including quantum dots where there are two nanochiralities of interest: ligand induced and 
intrinsic.15 
In ligand induced chirality, it is the use of a chiral ligand that is attached to the NP in order to 
deform the crystal structure to become a chiral particle. It has been shown that if one 
enantiomer specifically is used as the capping ligand then they will influence the formation of 
one chiral nanoparticle while if the other enantiomer is used then an enantiomeric nanoparticle 
is formed.30,49 Theories regarding the origins of this chirality have been suggested and differ 
depending on the system. One theory suggests that metal (cadmium) atoms near the surface of 
the crystal are bound by chiral ligands and then distorted in an enantiomeric fashion which 
then propagates through the shell of the system, this propagation however is limited going 
inward as the shell is observed to be chiral while the core remains achiral.27 Another suggests 
that the induced CD spectra are caused by the hybridization of the HOMO of the chiral ligand 
with the valence band states of the quantum dot. An interesting theory has also been proposed 
for systems of tetrahedral shape (namely CdTe) in which the chirality is caused by the vertices 
or apexes of the tetrahedron having different chemical substituents which would make the 
entire nanocrystal an effective stereogenic center.27 A common ligand used for this type of 
formation is that of amino-acids which provide a of plethora different features within their 
individual structures while having the benefit of having an amide, carboxylic acid and thiol 
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(depending which amino acid) with which to interact with the nanoparticle. Moreover amino-
acids lend themselves to biological interactions for medicinal purposes because of their bio-
compatibility (see 2.2.6: Applications PT 2). 
Intrinsic chirality, on the other hand, is much more elusive whereby an achiral ligand is used to 
cap the nanoparticle but nanochirality is observed regardless. The first case of this was an Au102 
particle capped with 44 p-mercaptobenzoic acid ligands which took on dodecahedral geometry 
with 5-fold symmetry. When the particle is viewed down the 5-fold axis it could be seen that it 
also served as an axis of chirality for the entire structure of the nanoparticle.50 Since then a 
handful of intrinsically chiral metal nanoparticles and nanoclusters have been discovered but 
only a single such structure has been found in the case of semiconductor nanocrystals. In the 
paper, Mukhina et al.27 the chirality to a racemic mixture of screw dislocation defects in the 
synthesis of CdSe/ZnS quantum dots (and quantum rods) along with achiral nanocrystals, in 
which case a CD spectrum would only show little if any amplitude (see 2.3.6: Absorption 
Spectroscopy & Circular Dichroism Spectroscopy) and as such these intrinsically chiral 
structures were not identified until their group separated them using a concentrated chiral 
phase which selectively bound to one enantiomer and an achiral phase which would by default 
bind to the other enantiomer. By extending this train of thought it is possible that other 
intrinsically chiral quantum dots exist but have not been searched for and that the nature of 
this chirality should be studied more in-depth. 
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2.2.5: Chiral Memory in Quantum Dots 
Promoting the idea of the chiral nature is the chiral memory effect, a phenomenon in which 
once chirality has been induced into a semiconductor nanocrystal , it can be maintained with 
other ligands. First documented using CdTe nanocrystals capped with D or L-
cysteinemethylester hydrochloride (MeCys) the effect was observed by performing a ligand 
exchange to the achiral ligand 1-dodecanethiol (DT) and measuring the CD spectra of both, 
which had only minor shifts and, most importantly, retained equal and opposite CD absorbance 
depending on which enantiomer of MeCys they were initially capped with.49  Since then, this 
experiment has been repeated using D and L cysteine on CdSe quantum dots where a ligand 
exchange from one enantiomer to the other was not able to reorient the chirality of the 
quantum dot, presumably because the energy barrier to do is greater than the energy of 
destroying the system. It is important to note that this effect was not observed in gold metal 
nanoparticles when the same MeCys to DT conversion was performed; this  was attributed to 
the mobility of the gold atoms in their lattice allowing them to deform and reform dependent 
on the ligands whereas the semiconducting crystal is more robust.51 
2.2.6: Applications PT 2 
When chirality is introduced into quantum dots, the applications are broadened even further 
than before as the light involved in the absorption and emission becomes polarized (see 2.3.6: 
Absorption Spectroscopy & Circular Dichroism Spectroscopy). This means that any sensing 
applications can be applied to chiral systems which could then be employed in the separation of 
enantiomers of different drugs or in the functionalization process of medical imaging.14,52,53 The 
emission of polarized light on this scale though has a larger application in quantum computing  
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as polarized light emissions can be used as qubits, the base piece of information for a quantum 
computer. 
Ch.2.3: Density Functional Theory: 
2.3.1: Schrodinger Equation and Hamiltonian Operator 
As mentioned previously (see 2.1.3: Quantum Confinement), quantum mechanics for real 
systems is based on the Schrodinger equation which ascribes a wavefunction to a system in 
order to give probabilistic information regarding the positions and momenta within the system 
by treating it as a probability density distribution; by doing this certain impossible and 
extremely unlikely positions can be eliminated and others can be highly likely. The reason the 
information is probabilistic is because in quantum mechanics the principle of particle-wave 
duality is observed in which the exact position and momentum of a particle cannot be known 
without collapsing the wavefunction by observing the particle, this is the Heisenberg 
uncertainty principle.3 
However just because the system only has a probabilistic interpretation does not mean it 
cannot be manipulated with mathematics, it simply means that a different set of mathematics 
is required which is essentially what quantum mechanics is. When working with wavefunctions 
the mathematical object used is called an operator and if defined by the following:54 
Â is called an operator if it maps one state vector Ψ to another state vector ɸ such that 
Â|𝛹⟩ =  𝑎|ϕ⟩, 𝑠𝑢𝑐ℎ 𝑡ℎ𝑎𝑡 𝑎 𝑖𝑠 𝑎 𝑟𝑒𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 
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In this formulation ɸ is and eigenfunction of Â with eigenvalue of a meaning that the operator 
maps the wavefunction to an eigenfunction where real values can be extracted as eigenvalues. 
The notation for these mathematics where created by Dirac and are so called “bras” and “kets” 
for “<x|y” and “w|z>” respectively which have become the convention in this field. 
Perhaps the most well-known or used operator is the Hamiltonian operator or “total energy 
operator”  named after Sir William Rowan Hamilton the Irish physicist that formulated it and, as 
would be expected, gives the total energy of the system including both the potential and kinetic 
energy components summed together. In combination with the Schrodinger equation the 
formula seen is:55 
𝐻Ψ = EΨ 
Where Ĥ is the Hamiltonian operator, Ψ is the standing wavefunction where electrons in the 
system are likely to be found (these are the orbitals previously mentioned) and E is the energy. 
As was seen with the in the “particle-in-a-box” formulation this equation looks deceivingly 
simple but is complex to solve, so complex in fact that it can only be solved exactly in a one 
electron system such as the “particle-in-a-box” problem. This being the case, a number of 
approximations have to be made in order to make the problem more manageable, the first of 
which being the Born-Oppenheimer Approximation (BOA), which assumes that because the 
electrons move so fast in comparison to any nuclei in the system it can be said that the nuclei 
do not move at all for purposes of computation.55 In practice this assumption has been 
validated time and time again showing that it is computationally facilitating while having 
minimal effect on the outcome. 
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Without the approximation the full Hamiltonian appears as:55 
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𝑀
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Where: the 1st term is the kinetic energy of the electrons, the 2nd term is the kinetic energy of 
the nuclei, the 3rd term is the attraction between electrons and the nuclei, the 4th term is the 
repulsion between any two electrons and the 5th term is the repulsion between any two nuclei. 
Once the BOA is employed the entire second term becomes zero because particles without 
motion do not possess any kinetic energy; moreover since they are not moving the distance 
between any two nuclei is constant and thus the repulsion between them can be calculated 
once and represented with a constant term C. Therefore the simplified Hamiltonian is as such:55 
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1
2
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𝑁
𝑗>𝑖
𝑁
𝑖=1
+ 𝐶 
This simple approximation is clearly an extremely useful one for the purposes of computing any 
moderately sized system; however, since each electron and nucleus has three spatial degrees of 
freedom, as well as electrons have a degree of spin freedom this would still require ~N7 
separate calculations, where N is the number of electrons in the system. This is normally 
reduced to N3 using approximations that remove small contributions however this is still not 
ideal scaling for large systems. For this reason a better way of computing so called “many-body 
problems” is desired for a higher throughput with little loss in accuracy. 
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2.3.2: Electron Density & Functionals 
One way to reasonably simplify a many-body problem is to eliminate or combine the spatial 
degrees of freedom much like was done via the Born-Oppenheimer Approximation, and 
because that assumption works with the nuclei a logical next approximation will involve the 
electrons in the system. The way that density functional theory (DFT) does this is by combining 
the spatial coordinates of each electron into one single electron density variable which can then 
effectively reduce the number of calculations further from N3 to a function of three variables. 
The theory is a reformulation of the Schrodinger equation instead of  
?̂? =  −
1
2
∑ ∇𝑖
2 − ∑∑
𝑍𝐴
𝑟𝑖𝐴
𝑀
𝐴=1
𝑁
𝑖=1
𝑁
𝑖=1
+ ∑ ∑
1
𝑟𝑖𝑗
𝑁
𝑗>𝑖
𝑁
𝑖=1
+ 𝐶 
The terms are expressed as:55 
𝐸[𝜌(𝑟)] = 𝑇[𝜌(𝑟)] + 𝐸𝑒𝑁 [𝜌(𝑟)] + 𝐸𝑒𝑒[𝜌(𝑟)] 
Where: E is the total energy, T is the kinetic energy, 𝐸𝑒𝑁  is the electron-nuclei attraction, 𝐸𝑒𝑒 is 
the electron-electron repulsion, just as is seen in the wave equation, and 𝑋[𝜌(𝑟)] represents a 
functional of the electron density. A functional is a function in which the input is itself and 
function, in this case electron density is a function of the location of the electrons and each of 
the three functionals above are functions of that electron density function. These three 
functionals are generally understood and given by the approximations:55 
𝑇[𝜌(𝑟)]~𝑇𝑆[𝜌(𝑟)] =  ∑⟨𝜑𝑖|∇
2|𝜑𝑖⟩
𝑁
𝑖=1
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𝐸𝑒𝑁 [𝜌(𝑟)] = − ∑ ∫
𝑍𝐴𝜌(𝑟)
|𝑅𝐴 − 𝑟|
𝑑𝑟
𝑀
𝐴=1
 
𝐸𝑒𝑒[𝜌(𝑟)]~𝐽[𝜌(𝑟)] =
1
2
∬
𝜌(𝑟)𝜌(𝑟′)
|𝑟 − 𝑟′|
𝑑𝑟𝑑𝑟′ 
Unfortunately, these approximations do create enough of an error that they cannot be used 
without first including some correctional terms which were shown to be exactly correct for 
some exchange functional, 𝐸𝑋[𝜌(𝑟)], and correlation functional ,𝐸𝐶 [𝜌(𝑟)], by Walter Kohn and 
Lu Jeu Sham and as such these are referred to as the Kohn-Sham equations which make the 
basis of DFT. 
Formally:55 
𝐸𝑋𝐶 [𝜌(𝑟)] = 𝐸𝑋[𝜌(𝑟)] + 𝐸𝐶 [𝜌(𝑟)] 
Where 
𝐸𝑋[𝜌(𝑟)] = (𝑇[𝜌(𝑟)] −  𝑇𝑆[𝜌(𝑟)] 𝑎𝑛𝑑 𝐸𝐶 [𝜌(𝑟)] = (𝐸𝑒𝑒[𝜌(𝑟)] − 𝐽[𝜌(𝑟)]) 
While it has been mathematically proven that there exists some perfect exchange and 
correlation functionals it is hypothesized that such functionals would be so complex that the 
computational time would rival that of that solving the Hamiltonian/Schrodinger formulations 
without the Bohn-Oppenheimer approximation employed meaning that DFT calculations are 
not accurate in the true sense however many functionals have been formulated that provide 
accuracy within known error for a given property(ies). 33,56,57,58,59,60,61,62,63,64 Some functionals 
are more general, being used for either their computational speed or approximate values of 
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interest before using other techniques while others are tailor fit to a system of interest using 
experimental values in order to predict how such a system would respond to different 
perimeters, respond over time, or to understand reaction mechanisms.  
Another aspect of DFT calculations is the employment of basis sets and pseudopotentials in 
order to help with computation. Basis sets are well described mathematically as the collection 
of vectors which define the space in which a problem is being solved. In the case of Cartesian 
coordinates there are only three vectors but when working with a problem that includes many 
particles like the ones done in quantum chemistry it is more appropriate to use a basis set that 
will include all the particles. These basis sets include functions such as Slater functions and 
plane waves, each of which will have a different effect on the computation.65,66 In general, the 
larger the basis set is that is used the more accurate the results will be for a given computation. 
This, of course, comes with the cost of the computational time also increasing and is a case 
where the maximum efficiency between accuracy and time is difficult to determine.55 
Pseudopotentials are named appropriately as they are potentials that are inserted into a given 
calculation rather than be calculated exactly for the system of interest. The reason for doing 
this is to aim to replace the contributions of non-valence electrons with an effective or 
“pseudo” potential that encompasses the average character of the nucleus and the core 
electrons as one entity. Since these core electrons do not typically become involved in the 
majority of chemical bonding interactions the effect of this approximation is that it greatly 
reduces the number of electrons in the system and because the number of calculations in a DFT 
computational algorithm is ~N3 each electron that can be neglected saves an exponential 
amount of calculations and therefore time, especially when dealing with heavy atoms such as 
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the transition metals, chalcogens and pnictogens found in metal nanoparticles and 
semiconductor nanocrystals.65  
2.3.3: Geometry Optimizations 
As was mentioned above the Hamiltonian operator when applied to the wavefunction of a 
given system will yield the total energy of that given system comprised of the kinetic energy 
and potential energy. If one then removed the kinetic energy from this  equation by allowing it 
to be zero then the set of all possible wavefunctions of a certain collection of atoms operated 
on by the Hamiltonian would result in a hyper-dimensional potential energy surface of that 
collection of atoms in positions relative to one another. This potential energy surface will then 
have one (possibly multiple but extremely unlikely depending on the collection) global 
minimum in which each atom is in its idealized position from every other atom in the given 
collection, that is to say the attractive and repulsive forces are in balance, known as the 
minimum energy geometry or structure. 
For a simple diatomic molecule this can be modeled analytically using equations such as the 
Morse Potential and the Lennard-Jones Potential (see Figure 2.3.1) defined below, that give 
agreement with quantum calculations that are often used in situations when greater accuracy is 
desired. 
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The Lennard-Jones Potential defined by: 
𝑉(𝑟) = 4𝜖 [(
𝜎
𝑟
)
12
− (
𝜎
𝑟
)
6
] 
Where: V is the potential energy, r is the radius between the two nuclei, ϵ is well-depth and σ is 
the distance at which the intermolecular potential between the two particles is zero ( i.e. the 
minimum distance between them for which they will interact).67 
 
Figure 2.3.1: General Lennard-Jones Potential Diagram. 
W.C. Lennard-Jones Potential.67 
It can be seen that as two nuclei become infinity close to each other the potential energy grows 
infinitely large because the repulsive forces between them grow infinitely large. Likewise past a 
certain distance, σ, the potential, asymptotically approaches zero because they particles can be 
said to no longer be interacting. V’(r) = 0 at only one point which in the case of a diatomic 
molecule indicates both the ideal bond length and minimum energy structure. If one wanted to 
find the minimum energy structure in this case given an arbitrary value for R1 then all that 
would be required would be to compute V’(R), if V’(R1) < 0, then select an R2 such that R1<R2 
and conversely if V’(R1)>0 select R2 such that R1>R2. Doing  this iteratively creates a simple 
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algorithm to determine the minimum energy structure of a diatomic molecule, which is 
referred to as geometry optimization (sometimes abbreviated GO).  
Returning to a larger system, a set of M atoms, this same principle can be applied to find the 
minimum energy structure although as to be expected complications arise, namely potential 
energy surface topological complexity and the local minima associated with it. As the surface 
grows more complex there will become more places where V’=0 with respect to the geometry 
of the system and while this indicates an area of stability that may be expressed at 
temperatures above 0 K when kinetic energy is involved (for various reasons) it is not the 
lowest geometry with regard to strictly potential energy. For systems such as this a more 
sophisticated algorithm will need to be employed that includes a greater amount of 
information in the system. 
The conjugate gradient algorithm is one that is often used in these applications as it is designed 
to help avoid these local minima to reach the true global minima by solving the system of 
equations Ax=b where for the purposes of this system is one that solves each atom’s position to 
every other atom in a Lennard-Jones type of way. Firstly the concept of steepest descents will 
be needed; the concept begins as an extension of the V’(R) method used in one dimension to 
many dimensions. Imagine a bowl surface with a ball placed at an arbitrary point (such that the 
ball is not at bottom of the bowl) once the ball is released it will roll predictably directly 
towards the bottom as gravity acts on it, because gravity acts as the minimizing force in this 
case the ball will automatically go in the direction that the minimum energy will be found. This 
is the direction of steepest descent or the greatest negative gradient and is defined by the 
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direction in which V’(X) is the greatest negative value (for some geometry X on the potential 
energy surface) that is orthogonal to the contour lines of the surface. The trouble with this as a 
mathematical algorithm in a higher dimensional space is that it tends to move in the same 
direction multiple times along its path in increasingly small steps as it approaches the minimum, 
which is computationally inefficient, and when there are many local minima close together it 
can cause great difficulty finding the one with the lowest energy. To improve this the conjugate 
gradient algorithm uses a set of search directions that are A-orthogonal or conjugate to each 
other and then moving in each direction along the surface in some amount such that each step 
uses information from the previous steps to determine how far to move in each direction. Since 
each direction is conjugate to each other one there is no moving in the same direction and after 
there has been movement along the surface in each direction in the set the algorithm should be 
completed and reach a minimum. The computational caveat to this is that more memory is 
required to remember each previous step in order to make intelligent decisions with regard to 
direction and distance but overall this algorithm is widely used as it is very efficient.68 
It is important to remember that, in practice, it is almost impossible to reach the true global 
minimum without starting from a geometry close to said minimum which is why the application 
of chemical knowledge to the initial geometry should not be undervalued. If a potential energy 
barrier is large in comparison to the rest of the surface then the algorithm will see it as an 
unfavorable direction even if that true global minimum is in that direction. In the context of 
semiconductors, an extreme case would be where the initial geometry is a cluster of metal 
cations and a cluster of non-metal anions, it would not be expected that the two structures 
would combine into a semiconducting cluster by use of geometry optimization as it would be 
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unfavorable to break up each individual cluster to combine them. For this reason it is also 
important to use other techniques to get a fuller picture of a system in question. 
2.3.4: Ab-intio Molecular Dynamics 
A technique that can be used on its own or in conjunction with geometry optimization is 
molecular dynamics (MD), and it is especially useful when dealing with systems in the quantum 
realm (i.e. 10-1000 atoms and 1-100 ps) to then use a sub-class known as ab-inito molecular 
dynamics (AIMD). The intention of MD calculations is to understand how a system will react at a 
finite temperature rather than 0 K, that is to say what the system will act like with both kinetic 
and potential energy involved, the obvious reason being that it is more logical to study a system 
at the temperature that it will exist in real-life scenarios. This is done classically using Newton’s 
equations of motion that relate position, velocity and acceleration using their respective rates 
of change. Ab-initio, a Latin word meaning “from the beginning”, molecular dynamics are when 
quantum mechanics are applied to this process in order to remove parameterization from the 
equation. Classically (i.e. using classical mechanics) a MD calculation needs to be structured by 
a set of parameters to ensure it does not act in any way that is greatly out of the norm of how a 
system behaves, these parameters are normally derived from experiment and fit to the system 
of interest (i.e. Lennard Jones Potential or similar). The problem with this approach is that if 
some small changes in the system, such as size or composition, greatly affect the behaviour of 
the system then these would not be captured as the parameters made do not account for this 
as can be the case in many systems on the quantum scale. Therefore the advantage of AIMD 
lies in that “a wide range of systems can be simulated, even if unexpected chemical events take 
place”.66 
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The trouble with the calculations is that, because temperature is an average kinetic energy of a 
large set of particles, it cannot truly be found for single particle and so a number of 
formulations have been made to attempt to correct for this. The simplest way is to rescale the 
velocities of the particles proportionately once they have been calculated such that the kinetic 
energy is equal to the desired value according to the classical equation. Other methods treat 
the set of atoms as particles in random motion (referred to as Brownian motion) thus resulting 
in a stochastic (or random) way of moving about at a given temperature. Arguably the most 
widely accepted method for these AIMD calculations, referred to as a thermostat, is the Nose-
Hoover thermostat which uses the clever idea of coupling the Newtonian equations of motion 
to a heat-bath to maintain a constant total energy.69 
As was mentioned, a single particle (or small set of particles) cannot technically represent 
temperature and as such an instantaneous kinetic energy of the must be used where the long -
time average of these instances is a very close approximation to a real temperature or 
“thermodynamic temperature”. This can be formulated as:70 
𝑀 =  ∑ 𝑚𝑖
𝑁
𝑖=1
 
𝑀𝑢 = ∑ 𝑚𝑖𝑢𝑖
𝑁
𝑖=1
 
𝑑𝑁𝑘𝑇 =  ∑ 𝑚𝑖
𝑁
𝑖=1
|𝑢𝑖|
2 
Where: any given particle i has mass m and velocity u and the collection of N particles makes up 
the system in a box of volume V. M is the total mass of the system, Mu is the total linear 
momentum and T is the instantaneous temperature. 
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This instantaneous temperature is then coupled to the heat-bath by the heat flow function ξ 
which when combined with the Newtonian concepts gives:70 
𝑚𝑖?̇?𝑖 = 𝐹𝑖 − 𝑣𝜉𝑚𝑖𝑢𝑖 
Such that 
𝜉 = 𝑣 (
𝑇
𝑇0
− 1)
̇
 
Where: v is the rate at which the particles are coupled to the heat bath at temperature T0. 
From this point the computational aspects become complicated but what is important is that 
the total internal energy of the system is then defined as:70 
𝐸(𝑥) = 𝐾(𝑝) +  𝜙(𝑞) +  
𝑑
2
𝑁𝑘𝑇0𝜉
2  
Where x encompasses the coordinates p and momenta q of the N particles, the kinetic energy is 
given by the function K(p) the potential energy is given by the function  ɸ(q),  k is the 
Boltzmann constant and d is the dimension of the space. As such, the Law of Conservation of 
Energy can be strictly observed by the system ensuring that this total energy remains constant 
even if the potential and kinetic energies change throughout the simulation. 
Since this has been formulated, there have been studies where it has been realized that 
dispersive forced can have a strong effect which is not properly accounted for in most DFT 
functionals. Since there is an exact functional these forces can be accounted for by adding 
terms to the functional which is the goal of the “D3 formulation” to emulate. Unfortunately in 
general it has been seen that this formulation over-estimates the power of these forces and as 
such the NH-D3BJ formulation, so called Becke-Johnson Dampening, has been made in which 
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these dispersive forces follow the damped harmonic oscillation model where over time they 
lessen; as should be the case in real systems.62 
 When examining data from AIMD calculations it is important to note that the energy 
difference given between any two states in a simulation of a canonical ensemble, one which 
represents possible states of a system in thermal equilibrium with a heat bath at a fixed 
temperature, the probability of each state is given by 
𝑃 = 𝑒
𝐹−𝐸
𝑘𝐵𝑇  
Where: P is the probability, F is the Helmholtz free energy constant for the ensemble, E is the 
energy, kB is the Boltzmann constant and T is the temperature. 
This means that the probability is proportional to 𝑒
∆𝐸
𝑘𝐵𝑇 where being greater than kBT by at least 
a factor of two shows favourability of one structure over another. 
2.3.5: Time-Dependent Density Functional Theory 
Thus far all of the theory used has not involved time-dependence at the quantum level as while 
time-steps are involved in AIMD those are actually classical time-steps between quantum 
calculations. Suppose a computational interest was in some time-dependant perturbation of a 
system; then it can be seen looking at the Kohn-Sham from before that no time variable is 
involved and as such the theory must be reformulated to include such things. In order to do this 
the time-dependent Schrodinger equation must be examined in order to form an equivalent 
time-dependent density functional theory, and so:71 
 
𝐻(𝑡)𝛹(𝑡) = 𝑖
𝑑𝛹(𝑡)
𝑑𝑡
, 𝛹(0)𝑖𝑠 𝑔𝑖𝑣𝑒𝑛 
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This is a first order differential equation where the variables are as before however it can now 
be seen that each wavefunction is associated with a given time. This was shown to have a one-
to-one correspondence with the electron density at a given time through the currents and 
potentials of the electrons by Runge and Gross meaning that a time-dependent form of the 
Kohn-Sham equations can be formulated and used:71 
𝑖
𝜕𝜑𝑗 (𝑟,𝑡)
𝜕𝑡
= [−
∇2
2
+ 𝑣𝐾𝑆 [𝑛](𝑟, 𝑡)] 𝜑𝑗 (𝑟,𝑡) 
Where the density is given by:71 
𝑛(𝑟,𝑡) = ∑|𝜑𝑗(𝑟, 𝑡)|
2
𝑁
𝑗=1
 
 
And the exchange-correlation potential is defined by:71 
 
𝑣𝐾𝑆 (𝑟, 𝑡) =  𝑣𝑒𝑥𝑡 (𝑟, 𝑡) + 𝑣𝐻 (𝑟,𝑡) + 𝑣𝑋𝐶 (𝑟,𝑡) 
 
Where: vext is the external potential from the nuclei, vH is the Hartree potential from the 
electrons and vXC is ground state exchange correlation potential. 
“The exchange-correlation potential is then a functional of the entire history of the density,  
n(r, t), the initial interacting wavefunction Ψ(0), and the initial Kohn-Sham wavefunction, 
Φ(0)”.71 This is much more complicated than the time-independent formulation clearly as the 
entire history is needed but still a very valuable formulation. It should be noted that with the 
condition above of Ψ(0) being given this would be impractical because each possible initial 
wavefunction would require a different density functional; luckily it was shown in the 
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Hohenberg-Kohn theorem that if the initial state was a non-degenerate ground state that the 
wavefunction is a functional of the ground state density only. 
2.3.6: Absorption Spectroscopy & Circular Dichroism Spectroscopy 
Spectroscopy, in the experimental sense, is well known and often used to determine a variety 
of chemical analyses that give useful information about the systems involved. With the use of 
TDDFT these techniques can also be used computationally in order to do similar analysis of 
systems and draw direct comparisons between any two systems depending on the outcome of 
these computations. 
One such technique that is emulated is that of absorption spectroscopy, where a sample is 
struck with multiple photons of radiation at different wavelengths in the electromagnetic 
spectrum where they can be absorbed by the sample in order to promote electrons from the 
ground-state to an excited state or transmitted if no such absorption occurs. The purpose of 
this in semiconducting materials is to understand the energy required for an electron to go 
from the valence band to the conduction band as the valence electrons will most strongly 
absorb radiation of such an energy that this transition can occur. Using TDDFT this radiation can 
be simulated using a weak electric field that perturbs the system in time, then using the time-
dependent Kohn-Sham equations this perturbation can be allowed to propagate for some time. 
If one then measures the dipole throughout this time then when the frequency of this 
transition is equal to that of the system the energy of the system drastically increases indicating 
a frequency of radiation that would be absorbed. This also gives a linear response with regards 
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to the system’s energy and therefore the degree of absorbance can be quantified in an output 
to be interpreted.71,72 
Circular Dichroism is a sub-class of absorption spectroscopy that uses circularly polarized light 
to excite a sample and measure the difference in absorbance at each wavelength. If a sample is 
exposed to both left and right handed circularly polarized light then one will be preferentially 
absorbed if the particles in question are not symmetric giving both positive and negative peaks 
and so this technique can be used to examine enantiomers of chiral structures.73,74 Formally 
two perfect enantiomers should have equal and opposite CD spectra at all wavelengths of light 
and a perfectly symmetric molecule or structure, meaning one which is identical to its 
enantiomer,  should have a CD spectra of zero at all wavelengths of light.47 Computationally this 
is done in a similar way to that of the traditional absorbance with the need to make the 
perturbation have an orientation to imitate that of circularly polarized light. This is done by 
introducing the magnetic component of light into the field involved as light is an oscillating 
electric and magnetic field then the scalar rotary strength can be given by the scalar product of 
the electric and magnetic dipole transition moments which can then be used to associate an 
angle between the two vectors yielding the sense in which the electric field can be 
polarized.71,75,76 
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Chapter 3: Methodology 
Ch.3.1: Methods and Techniques: 
3.1.1: Computational Process 
All of the computations that were performed in this work were done so using super-computing 
clusters that were part of the Compute Canada system, whether that is Scinet or Sharcnet. The 
process by which this is done in general is that files are uploaded to servers where they can 
then be submitted via an SSH client which encrypts the files appropriately; the submission 
process specifies the number of processors that are to be used, how long they are to be used 
for and what program will be running (provided the program is available to be used on the 
cluster). Depending on the particular program that is used for what purpose the inputs and 
code will vary (this is specified below), but in all cases an input geometry is included which 
serves as the set of particles which have been mentioned above in the background information. 
These inputs were initially made using the visualization software Chemcraft which allows for 
atoms to be put into a desired configuration by allowing editing of the distances and angles 
between atoms. Chemcraft also includes a “clean structure” function which will move atoms to 
pre-set configurations based on literature values which allow for the initial geometry to 
hopefully be within reason to the solution which then aids in computational time and accuracy. 
During the computation the server will return files to the directory the file was sent from that 
include desired information, for geometry optimizations, AIMD and spectra visualization 
Chemcraft was used to examine this output information. 
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3.1.2: CP2K Calculations 
CP2K was the program used for geometry optimizations and ab-inito molecular dynamics, it is 
an open-source program written in the computer language FORTRAN that is designed for a 
variety of quantum chemical calculations including the ones mentioned. The main advantage to 
this program is that it runs very well in parallel which is to say that it partitions the complicated 
process into many smaller ones to allow each processor to individually work on a part of the 
process. By doing this many more processors can be effectively used without them remaining 
idle at points throughout the computation, which then allows for faster computations overall. 
In particular for these calculations the method for the force evaluation is the “Quickstep” 
method; this uses a Gaussian and plane wave (GPW) method to provide an efficient algorithm 
with which one can perform DFT calculations. With regards to geometry optimization it uses a 
technique referred to as orbital transformation that has the benefit of being easily 
parallelizable by transforming calculated orbitals into more manageable matrices for the 
minimization algorithm. When this is used in combination with some preconditioning processes 
that simplify the matrix representations by making them sparse or diagonal these calculations 
can scale linearly for systems up to 3000 atoms using large Gaussian basis sets. With regards to 
AIMD it has shown to be equally time effective using known algorithms and theories giving 
reliable results. Moreover this methodology is self-consistent and therefore guaranteed to 
converge which can be a major issue with other software methods. 
Specific parameters are dependent on a given system and will be listed in their respective 
sections however in general for these systems the PBE functional was used as it is suffic iently 
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general to avoid an over-tailored functional as well as frequently used for a wide-variety of 
previous studies. It has being shown to have structural agreeance when a system is completely 
or mostly inorganic, especially when transition metals are involved as is the case in these 
semiconducting systems. The pseudopotentials used were GTH potentials that are intended to 
be used in the algorithm giving in analytic form for use in the GPW algorithm; specifically the 
ones used were intended to be used with the PBE functional. The basis sets used were 
optimized Gaussian type orbitals (GTOs) as was mentioned above in which each molecular 
orbital is made of a linear combination of atomic orbitals (LCOA) and this is then approximated 
to fit a Gaussian curve for the algorithm to scale the way that it does; these are intended to be 
used for molecular calculations as is the case here. All were double-zeta valence potentials for 
consistent accuracy between atoms, short-range approximations were used in larger atoms as 
it localizes the basis set in order to speed calculation. All pseudopotentials and basis sets are 
given to 10 significant figures which then gives reasoning for results in this work being given to 
10 significant figures as these pseudopotentials are the least “accurate” measure used that is 
not analytic. 
3.1.3: Gaussian09 Calculations 
Gaussian09 (g09) is commercial software made for a variety of quantum chemical calculations 
including but not limited to density functional theory. The advantage of this software is the 
number of types of calculations that it is capable of performing however it is unable to run on 
as many processors at once as CP2K which is why it was not used for more computationally 
intensive tasks. All TDDFT calculations were performed using Gaussian09 in order to obtain data 
of the first 100 excited states required for the spectra. The basis set used for these was the 
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LANL2DZ which acts as both a basis set and pseudopotential which is known to be accurate 
much like the GTH potentials used in CP2K. The functional used in these cases was the LC-
BPW91 functional as the PBE functional (along with DFT in general) has a strong tendency to 
undervalue the band gap of semiconducting nanocrystals, the B3PW91 functional was shown to 
be the best to correct this while long range corrected functionals give the best correlation with 
experiment for TDDFT results.38 Unfortunately no long range corrected B3PW91 functional is 
available for g09 and as such the best compromise was the long-range correct functional that 
used the PW91 correlation functional with the available first version of Becke’s exchange 
functional, B, rather than the third, B3. 
3.1.4: Python with Anaconda Libraries 
Python was used in order to create the plots of absorbance and CD spectra where multiple 
calculations were overlaid on one plot for comparison. This script was based on the methods 
used by the Gaussian Corporation’s visualization software Gaussview which was made from the 
cited literature. In this formulation each single point has a Gaussian curve created around it, 
because the sum of multiple Gaussian curves is also a Gaussian curve this then makes for 
spectra of Gaussian shape as well. In comparison with the visualization software used by 
Chemcraft to interpret the same data little to no difference was observed for both UV-Vis and 
CD calculations.  
3.1.5: Hausdorff Chirality Measure 
Calculation for the HCM was done using a script written in FORTRAN that required the input of 
the geometry which served as the set of points Q and output a single number after running the 
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calculation. This was provided by Dr. Ignacio Garzon with instruction from Patricio Garcia and 
has been used in multiple published works. 
Ch.3.2: Objectives: 
The objective of this thesis is to provide theoretical calculations that show the existence of 
intrinsically chiral quantum dots that would previously have been expected to be tetrahedral in 
shape. This provides a basis by which experimental synthesis might be attempted to create 
these particles for use in practical applications (see Applications 2.2.6: PT2) or at least some 
specific target structures of interest. The significance of this work is to contribute to the overall 
understanding of nanochirality, especially in the context of quantum dots and other 
semiconducting nanostructures. With the only known case of intrinsic chirality in these 
materials being attributed to a screw dislocation in the lattice structure a secondary goal will be 
to examine if this phenomenon is possible in a system without such defects. 
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Chapter 4: Investigation of Cd16Te3Se7 Cluster 
Note: For all images in this section the colour map is as follows: Light Blue for Cadmium, Light 
Pink for Tellurium, Yellow for Selenium, Purple for Chlorine, Blue for Nitrogen, Black for 
Hydrogen, Red for Oxygen, Magenta for Carbon, Charcoal for Zinc. 
4.1: Optimization of Cd16Te3Se7Cl12 
The investigation begins with the optimization of a quasi-tetrahedral structure of Cd16Te3Se7Cl12 
that was obtained by selectively replacing three atoms of Se with Te in a previously optimized 
Cd16Se10Cl12 structure in such a way that it is interrupting a plane of CdSe perpendicular to the 
C3 axis of symmetry of the tetrahedron (Figure 4.1.1.). 
 
 
Figure 4.1.1: Side view (left) and view down C3 axis (right) of initial Cd16Te3Se7Cl12 
structure. 
 
The reasoning for this following the findings of Mukhina et al.27 where some defect may be 
required in order to cause a disruption of the lattice which may lead to chirality, in this instance 
the defect must be done by doping the structure with other atoms because the structure is of 
the size that lattice defects such as screw defects cannot practically be made. The effect of this 
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was such that the structure became significantly chiral in comparison to the quasi -tetrahedral 
structure (Figure 4.1.2) while simultaneously reaching a lower energy conformation by 
278.159589 kJ/mol (Table 4.1). 
 
Figure 4.1.2: Side view (left) and view down C3 axis (right) of optimized Cd16Te3Se7Cl12 
structure, asymmetric Cl ligand circled in red. 
 
 Initial* Optimized Energy 
Difference 
Potential Energy 
(Hartree) 
-1007.962798 -1008.068743 0.105945 
Potential Energy 
(kJ/mol) 
-2.646406 E6 -2.646684 E6 278.158598 
Hausdorff Chirality 
Measure 
0.019655 0.172155 N/A 
Table 4.1: Energy Comparison of the initial quasi-tetrahedral and the optimized structure. 
*structure comes from optimization of Cd16Se10Cl12* 
 
This chirality is evidenced in the 8.75 fold increase in the HCM as well as the amplification of all 
peaks in the CD spectrum (Figure 4.1.3) in contrast to quasi-tetrahedral structures spectrum.  
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Figure 4.1.3: Circular dichroism spectra of the initial and optimized Cd16Te3Se7Cl12 
structures. 
 
The chirality can be seen empirically in Figure 4.1.2 to be organized rather than amorphous as it 
can be viewed down an axis that could be considered to be C3 if not for a single chloride ligand 
that bridged between 2 cadmium atoms (shown in figure). For the purposes of further 
discussion this C3 axis element will be considered the “chirality” of these systems. The apparent 
cause of this chirality is the extended bond length of CdTe relative to CdSe which could be 
accommodated by Cd atoms perpendicular to the plane but not by those in the plane itself , this 
causes three Cd atoms to be left coordinated to a single Se atom and Cl ligand which gives the 
driving force for an addition Cl ligand to coordinate despite becoming hypervalent to do so. 
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Following this thought draws attention back to the highlighted Cl ligand which is completing the 
coordination sphere of the Cd atom in the face of the tetrahedron (or rather what was a 
tetrahedron) at the expense of hypervalency. Initially this symmetry breaking atomic position 
was assumed to be a local minimum which the optimization software could not avoid as 
symmetry is a favorable trait for macromolecules and clusters to possess, however even after 
this atom was manually moved to the symmetric location the optimization returned the same 
structure. This implies that the potential energy surface has a large enough increase that the 
geometry optimization algorithm perceives geometries towards that area of the hyperspace to 
be of unfavorable with respect to energy, when in fact geometries over this barrier may have 
favorable energy. Therefore additional techniques were required to examine the set of 
geometries further. 
4.2: AIMD of Cd16Te3Se7Cl12 at 77 K 
In order to overcome the energy barrier presented by the geometry optimization AIMD was 
employed on the quasi-tetrahedral structure at low temperatures. The result of this 
computation is shown in Figure 4.2.1 where an organized chiral nanocluster formed sharing the 
same bonding structure on the bottom face of the tetrahedron caused by the tellurium dopant 
but also showing increased bridging in chloride ligands including a trivalent chloride in one 
bond, shown in the figure. Through optimization this trivalent chloride was shown to exist 
symmetrically about the C3 axis providing additional stability to the cluster’s structure. 
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Figure 4.2.1: Side view (left) and view down C3 axis (right) of Cd16Te3Se7Cl12 structure after 
five picoseconds of AIMD, asymmetric Cl-Cd bond circled in red. 
 
Looking at Figure 4.2.2 it can be seen that the structure becomes more chiral as  it goes through 
time with the five picosecond spectrum having the largest amplitude peaks. This is not true for 
the semiconducting core structures themselves however as  can be seen in Figure 4.2.3 where 
the amplitude of the CD spectra for one and two picoseconds is the greatest. Moreover it was 
seen empirically that chiral structure had essentially formed after approximately 2.5 
picoseconds before remaining consistent meaning that spectra for three, four and five 
picosecond should be consistent in contrast to results. To account for this geometry 
optimizations of each structure were performed which showed these structures would 
converge upon a local minimum showing that there exists a well in the potential energy surface 
that keeps the structure bounded within the vibrations of its molecular bonds at the 
temperature of the heat bath, in this case 77 K. 
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Figure 4.2.2: Circular dichroism spectra of the initial Cd16Te3Se7Cl12 structure going 
through AIMD at 77 K. 
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Figure 4.2.3: Circular dichroism spectra of the initial Cd16Te3Se7Cl12 structure going 
through AIMD at 77 K showing the excited states of only the core quantum dot structure 
without ligands. 
 
These optimizations were consistent in energy, unlike their energies during the AIMD, to within 
0.000163736 Hartrees or 0.429889 kJ/mol and the amount of optimization steps decreased as 
the input structure became closer to the local minimum as would be expected (Table 4.2.1). 
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AIMD 
iteration Time (fs) 
Energy 
(Hartree) 
Optimization 
iterations 
Optimized 
Energy 
Energy 
Difference 
(kJ/mol) 
i500 1000 -1008.157195 671 -1008.327145 -446.2037 
i1000 2000 -1008.227715 637 -1008.327489 -261.9566 
i1500 3000 -1008.248957 350 -1008.327385 -205.9127 
i2000 4000 -1008.310544 196 -1008.327102 -43.47303 
i2500 5000 -1008.312214 59 -1008.327223 -39.40613 
Average    -1008.327269  
STDEV    0.000164  
Table 4.2.1: Energies of initial Cd16Te3Se7Cl12 structure going through AIMD at 77 K vs. 
optimized energies at those times. 
 
Figures 4.2.4 and 4.2.5 show the CD spectra of these optimized structures and the core 
semiconductor structures showing that they are consistent and that the chirality is a factor of 
not just the ligands but of the core structure. This then implied that this structure is an 
intrinsically chiral one with a well-defined structure that atoms may freely vibrate within at low 
temperatures. 
59 
 
Figure 4.2.4: Circular dichroism spectra of the initial Cd16Te3Se7Cl12 structure going 
through AIMD at 77 K post-optimization. 
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Figure 4.2.5: Circular dichroism spectra of the initial Cd16Te3Se7Cl12 structure going 
through AIMD at 77 K showing the excited states of only the core quantum dot structure 
without ligands post-optimization. 
*Five picosecond run did not converge and so needed a modified parameter in SCF* 
This chiral structure also meets the requirements of having an enantiomer that was created by 
inverting the Cartesian coordinates of the optimized chiral structure. Table 4.2.2 shows that 
these structures are both stable to a local minimum fluctuating by 5.863372 kJ/mol during the 
AIMD do to vibrations and within 0.487033 kJ/mol once optimized. 
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AIMD 
iteration Time (fs) 
Energy 
(Hartree) 
Hausdorff 
Chirality 
Optimization 
iterations 
Optimized 
Energy 
i500 10000 -1008.312576 0.146636 48 -1008.327198 
i1000 20000 -1008.315202 0.151018 58 -1008.327370 
i1500 30000 -1008.314563 0.154810 59 -1008.327327 
i2000 40000 -1008.316159 0.149673 35 -1008.327386 
i2500 50000 -1008.310364 0.150435 58 -1008.327270 
i500 10000 -1008.311391 0.153492 66 -1008.327371 
i1000 20000 -1008.315647 0.146281 38 -1008.327525 
i1500 30000 -1008.312156 0.154633 37 -1008.327348 
i2000 40000 -1008.312879 0.149956 49 -1008.327244 
i2500 50000 -1008.309804 0.144992 43 -1008.326824 
Average  -1008.313074 0.150193  -1008.327286 
STDEV  0.002233   0.000186 
Table 4.2.2: Energies of chiral Cd16Te3Se7Cl12 (top) and the enantiomer (bottom) structure 
going through AIMD at 77 K vs. optimized energies at those times. 
 
Figure 4.2.6 shows that these minima give equal and opposite CD spectra further proving that 
this intrinsically chiral structure exists at these low temperatures  even over longer periods of 
time. 
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Figure 4.2.6: Circular dichroism spectra of the chiral Cd16Te3Se7Cl12 structure and 
enantiomer going through AIMD at 77 K post-optimization. 
4.3: AIMD of Cd16Te3Se7Cl12 at 273 K 
Figure 4.3.1 shows the amorphous structure that this system takes at higher temperatures such 
as 273 K, the driving force for this is thought to be the coordination chemistry of the system as 
it can be seen in the chiral structure that the top three cadmium atoms leading to the vertex of 
the former tetrahedron have an open coordination site as well as the Cd atom bound to the 
three Te atoms leaving a total of four coordination sites available. In the vacuum environment 
of the simulation these sites will seek to be coordinated by other atoms in the system as can be 
seen in the figure where the structure has become amorphous in order to do this. In a  real 
environment these sites would also need to be satisfied which would most likely result in either 
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a small amorphous structure like that shown in the simulation or the coordination with other 
Cd, Se or Te atoms which would then also need to be coordinated in a chain of reactions which 
would be unfavorable in comparison to the self-assembly of traditional quantum dots. 
 
Figure 4.3.1: Amorphous lowest energy structure of Cd16Te3Se7Cl12, obtained from AIMD at 
273 K. 
 
Another important thing to note about this structure is that it has a greater HCM than that of 
the chiral structure with the C3 axis while possessing no chiral element like an axis of chirality. 
Empirically it could be said that this structure is not chiral and yet it has a greater measure of 
chirality and comparable CD amplitudes which can be seen in Table 4.3 and Figure 4.3.2. For 
this reason caution needs to be taken when using these techniques as they must be mixed with 
empirical results to draw meaning. 
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 Average of Chiral 
Structures 
Amorphous Structure Energy 
Difference 
Potential Energy 
(Hartree) 
-1008.327286 -1008.380700 0.053414 
Potential Energy 
(kJ/mol) 
-2.647363 E6 -2.647503 E6 140.238457 
Hausdorff Chirality 
Measure 
0.150193 0.156347 N/A 
Table 4.3: Energy comparison of the average chiral structure energies and the amorphous 
structure. 
 
Figure 4.3.2: Circular dichroism spectra of the chiral Cd16Te3Se7Cl12 structures going 
through AIMD at 77 K post-optimization vs the amorphous structure from the AIMD at 273 
K. 
4.4: AIMD of Cd16Te3Se7Cl12(NH3)4 at 77 K 
Due to the instability in the Cd16Te3Se7Cl12 system caused by a lack of full coordination 
ammonia was introduced as a neutral ligand at these coordination sites (Figure 4.4.1), this 
allowed for the overall system to remain neutral while having ligands that would preferentially 
bind to cadmium sites. The resulting structure is similar to that of the uncoordinated one with 
the core structure being empirically the same. 
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Figure 4.4.1: Side view (left) and view down C3 axis (right) of Cd16Te3Se7Cl12(NH3)4 
structure after 10 picoseconds of AIMD at 77 K. 
 
Interestingly the result of this AIMD on a tetrahedral structure resulted in a different chiral 
structure (see Appendix A6) that is also stable at low temperatures but has a higher potential 
energy because of a lower amount of coordination, which is reflected in the energies of both 
structures. Table 4.4.1 shows this as the tetrahedral structure’s energy only fluctuates by about 
5.227371 kJ/mol once it has formed this new chiral structure whereas the original chiral 
structure fluctuates by about 7.61395 kJ/mol throughout the AIMD simulation yielding the 
more coordinated structure being favored by 64.119699 kJ/mol on average. In terms of 
Boltzmann distributions this would then favor this  structure by a factor of 105.701483kBT at 77 
K meaning it would be the highly dominate species. This tread is retained when both structures 
are optimized even though both coverage to different local minima for the different chiral 
structures (Table 4.4.2). 
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AIMD iteration Time (fs) 
Energy Tetra 
Core (Hartree) 
Energy Chiral 
Core (Hartree) 
Energy 
Difference 
(kJ/mol) 
i1000 1000 -1055.323788* -1055.418585 -248.889524* 
i2000 2000 -1055.392665 -1055.423696 -81.471891 
i3000 3000 -1055.398513 -1055.414336 -41.543287 
i4000 4000 -1055.393542 -1055.419309 -67.651259 
i5000 5000 -1055.394351 -1055.419684 -66.511792 
i6000 6000 -1055.395261 -1055.419260 -63.009375 
i7000 7000 -1055.397271 -1055.420367 -60.638548 
i8000 8000 -1055.392790 -1055.418257 -66.863609 
i9000 9000 -1055.396134 -1055.416628 -53.806997 
i10000 10000 -1055.395182 -1055.423969 -75.580269 
Average  -1055.395079 -1055.419409 -64.119669 
STDEV  0.001991 0.002900 11.659565 
Table 4.4.1: Energy comparison of the average quasi-tetrahedral energies and the chiral 
structure energies as the go through AIMD at 77 K. 
*removed as an outlier* 
 
AIMD iteration Time (fs) 
Energy Tetra 
Core (Hartree) 
Energy Chiral 
Core (Hartree) 
Energy 
Difference 
(kJ/mol) 
i1000 1000 -1055.401940* -1055.437540 -93.467800* 
i2000 2000 -1055.410600 -1055.437911 -71.705030 
i3000 3000 -1055.413751 -1055.435954 -58.293976 
i4000 4000 -1055.413629 -1055.437575 -62.870223 
i5000 5000 -1055.411710 -1055.437636 -68.068713 
i6000 6000 -1055.413914 -1055.438072 -63.426829 
i7000 7000 -1055.413225 -1055.437661 -64.156718 
i8000 8000 -1055.413510 -1055.436830 -61.226660 
i9000 9000 -1055.413437 -1055.437014 -61.901413 
i10000 10000 -1055.413041 -1055.437080 -63.114394 
Average  -1055.412980 -1055.437327 -63.862662 
STDEV  0.001102 0.000624 3.918229 
Table 4.4.2: Energy comparison of the average quasi-tetrahedral energies and the chiral 
structure energies as the go through AIMD at 77 K post-optimization. 
*removed as an outlier* 
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Figures 4.4.2 and 4.4.3 show that this structure has a consistent CD spectrum for both the 
overall structure and core structure. However it can be seen in Figure 4.4.4 that these are 
different than that of the structure without the ammonia ligands with the amplitude of the 
peaks also being less in general meaning that these small ligands by virtue of the coordination 
chemistry may be influencing the core to be in a more uniform lattice which in general 
correlates to higher thermostability. 
Figure 4.4.2: Circular dichroism spectra of the chiral Cd16Te3Se7Cl12(NH3)4 structure going 
through AIMD at 77 K post-optimization 
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Figure 4.4.3: Circular dichroism spectra  of the chiral Cd16Te3Se7Cl12(NH3)4 structure going 
through AIMD at 77 K showing the excited states of only the core quantum dot structure 
without ligands post-optimization. 
 
Figure 4.4.4: Circular dichroism spectra of the chiral Cd16Te3Se7Cl12 structure going 
through AIMD at 77 K with and without NH3 ligands post optimization. 
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4.5: AIMD of Cd16Te3Se7Cl12(NH3)4 at 273 K 
 
 
Figure 4.5.1: Amorphous Cd16Te3Se7Cl12(NH3)4 structure after 10 picoseconds of AIMD at 
273K when started from tetrahedral core structure. 
 
Figure 4.5.1 shows the amorphous structure that forms through the AIMD of the tetrahedral 
Cd16Te3Se7Cl12(NH3)4 structure; just as was the case with the ammonia ligands the cadmium 
atoms in the structure seek to be full coordinated and essentially rip apart the tetrahedral 
cluster to do so. On the contrary the fully coordinated chiral structure no longer becomes 
amorphous at higher temperatures while also maintaining a lower energy than the amorphous 
structure because it is fully coordinated while the amorphous structure is not. This 
transformation can be seen in Table 4.5.1 where the energy of the tetrahedral structure drops 
rapidly in the first two picoseconds of the simulation and continues to fluctuate by 
approximately 33.700209 kJ/mol. This is not exhibited in the chiral structure as the energy stays 
consistent within approximately 18.651245 kJ/mol for the entire simulation, which is 
understandable given the vibrations which will be larger at higher temperatures. Strangely 
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there is a time during the simulation in which the amorphous structure has a lower potential 
energy than the chiral one (highlighted on Table) meaning that at these temperatures some 
amorphous structures may appear. However on average the chiral structure has a lower energy 
by 62.982369 kJ/mol +/- 49.413753 kJ/mol meaning that within one deviation, and therefore 
84% of the time, the chiral structure will have a lower energy by 13.568617 kJ/mol, assuming a 
normal distribution. In terms of a Boltzmann distribution this is 5.979889kbT at 273 K which 
would imply that it is still the favorable structure and by average temperature it is much more 
probable as the average energy difference is 29.284423kBT.  
AIMD iteration Time (fs) 
Energy Tetra 
Core (Hartree) 
Energy Chiral 
Core (Hartree) 
Energy 
Difference 
(kJ/mol) 
i1000 1000 -1055.243954* -1055.378005 -351.9509005* 
i2000 2000 -1055.275190* -1055.367895 -243.3969775* 
i3000 3000 -1055.325898 -1055.376573 -133.0472125 
i4000 4000 -1055.342065 -1055.362868 -54.6182765 
i5000 5000 -1055.325769 -1055.373294 -124.7768875 
i6000 6000 -1055.341886 -1055.362094 -53.056104 
i7000 7000 -1055.361900 -1055.356845 13.2719025 
i8000 8000 -1055.348145 -1055.368867 -54.405611 
i9000 9000 -1055.347665 -1055.360708 -34.2443965 
i10000 10000 -1055.354984 -1055.363299 -21.8310325 
Average  -1055.343539 -1055.367045 -62.98236936 
STDEV  0.01283573 0.007103883 49.41375288 
Table 4.5.1: Energy comparison of the average quasi-tetrahedral energies and the chiral 
structure energies as the go through AIMD at 273K. 
 
This is clear when looking at the optimized energies of these AIMD structures in Table 4.5.1 as 
the difference in the potential energy is dominated by the chiral s tructure when the kinetic 
energy is removed. Using this optimized data gives that the average energy of the chiral 
structure is 67.372372 kJ/mol lower or favorable by 29.691998kBT in terms of Boltzmann distributions. 
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AIMD iteration Time (fs) 
Energy Tetra 
Core (Hartree) 
Energy Chiral 
Core (Hartree) 
Energy 
Difference 
(kJ/mol) 
i1000 1000 -1055.308020* -1055.436844 -338.227412* 
i2000 2000 -1055.395036 -1055.43733 -111.042897 
i3000 3000 -1055.394459 -1055.437322 -112.5368065 
i4000 4000 -1055.407042 -1055.437498 -79.962228 
i5000 5000 -1055.408712 -1055.437674 -76.039731 
i6000 6000 -1055.413092 -1055.437438 -63.920423 
i7000 7000 -1055.418694 -1055.437812 -50.194309 
i8000 8000 -1055.422362 -1055.437626 -40.075632 
i9000 9000 -1055.42221 -1055.437168 -39.272229 
i10000 10000 -1055.423363 -1055.436049 -33.307093 
Average  -1055.411663 -1055.437276 -67.37237206 
STDEV  0.010627907 0.00051127 29.96402753 
Table 4.5.2: Energy comparison of the average quasi-tetrahedral energies and the chiral 
structure energies as the go through AIMD at 273K post-optimization. 
 
It is also worth-while to note the Figure 4.5.3 shows the CD spectra of the optimized structures 
of both the 77 K simulation and the 273 K simulation. It can be seen that both are in agreement 
which then implies that these optimize to the same minimum and therefore the well about this 
minima on the potential energy surface is stable to at least 273 K. 
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Figure 4.5.2: Circular Dichroism Spectra of the chiral Cd16Te3Se7Cl12(NH3)4 structure going 
through AIMD at 273K post-optimization. 
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Figure 4.5.3: Circular Dichroism Spectra of the chiral Cd16Te3Se7Cl12(NH3)4 structure going 
through AIMD at both 77K and 273K post-optimization. 
4.6: AIMD of Cd16Te3Se7(CH3COO)12 at 77 K 
While chloride ligands are increasingly used in nanocrystals29 they do not provide the same 
amount of protection as large hydrocarbon chains that are typically used for quantum dots. 
Additionally for most biocompatible applications hydrocarbon chains will be functionalized to 
their specific purpose, something chloride ions cannot do and therefore the question of the 
generality of this chiral structure is important. 
Figure 4.6.2 and 4.6.3 illustrate the end result of the simulation of two structures; the left 
began as the tetrahedral core bound with achiral acetate ligands in a chiral fashion (shown in 
Figure 4.6.1) where the right began as the chiral structure found in the previous Cd16Te3Se7Cl12 
simulations.  
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Figure 4.6.1: Side view (left) and view down C3 axis (right) of Cd16Te3Se7(CH3COO)12 
structure with perfectly tetrahedral core and chirally bound acetate. 
 
Figure 4.6.2: View down C3 axis of tetrahedral (left) and chiral (right) Cd16Te3Se7(CH3COO)12 
structure after 10 picoseconds of AIMD at 77 K, asymmetric bonding circled in red. 
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Figure 4.6.3: View down C3 axis of tetrahedral (left) and chiral (right) Cd16Te-
3Se7(CH3COO)12 core semiconductor structure after 10 picoseconds of AIMD at 77 K. 
 
The natural bridging motif of carboxylic acids was chosen over other ligands to replace the 
chloride ligands as it involves the most coordination sites without having hypervalancy. It can 
be seen in the figures that the tetrahedral core is not favored even when the coordination of 
the cadmium is forced from the start of the simulation. As a result both structures end with a 
similar chiral core without any chiral ligands being used with the formerly tetrahedral core 
structure achieving an overall lower energy (Table 4.6.1) than the structure than began as chiral 
by binding asymmetrically (shown in the figure) a motif that can also be seen in zinc oxide 
systems (see 5.2: AIMD of Zn16Te3O7Cl12 at 77 K). This lowers energy by full coordinating one of 
the cadmium atoms near the vertex but breaks the symmetry of the system in doing so. This 
indicates that the same driving force of coordination chemistry will apply to these systems as 
the previous ones at higher temperature meaning that neutral ammonia should be used in 
these simulations as well, especially at higher temperatures. 
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AIMD iteration Time (fs) 
Energy Tetra 
Core (Hartree) 
Energy Chiral 
Core (Hartree) 
Energy 
Difference 
(kJ/mol) 
i1000 1000 -1371.062938* -1371.089537 -69.835675 
i2000 2000 -1371.073162 -1371.090201 -44.734615 
i3000 3000 -1371.096829 -1371.085774 29.024903 
i4000 4000 -1371.1015 -1371.086889 38.361181 
i5000 5000 -1371.09929 -1371.088026 29.573632 
i6000 6000 -1371.096083 -1371.083945 31.868319 
i7000 7000 -1371.10579 -1371.093068 33.401611 
i8000 8000 -1371.101058 -1371.085374 41.178342 
i9000 9000 -1371.103896 -1371.090922 34.063237 
i10000 10000 -1371.108129 -1371.087115 55.172257 
Average  -1371.094868 -1371.088085 27.545430 
STDEV  0.014811702 0.002822 28.267140 
Table 4.6.1: Energy comparison of the average tetrahedral energies and the chiral structure 
energies as the go through AIMD at 77 K. 
*removed as an outlier* 
4.7: AIMD of Cd16Te3Se7(CH3COO)12(NH3)4 at 77 K 
With the added ammonia ligands at low temperatures it can be seen in Table 4.7 that both 
systems only exhibit minor fluctuations in energy over the AIMD simulation; with the 
tetrahedral structure varying by 5.216869 kJ/mol and the chiral structure varying by 6.398344 
kJ/mol.  
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AIMD iteration Time (fs) 
Energy Tetra 
Core (Hartree) 
Energy Chiral 
Core (Hartree) 
Energy 
Difference 
(kJ/mol) 
i1000 1000 -1418.162513 -1418.176962* -37.935850* 
i2000 2000 -1418.167805 -1418.189598 -57.217522 
i3000 3000 -1418.166812 -1418.183626 -44.145157 
i4000 4000 -1418.167463 -1418.18784 -53.499814 
i5000 5000 -1418.162825 -1418.191533 -75.372854 
i6000 6000 -1418.16766 -1418.188593 -54.959592 
i7000 7000 -1418.166759 -1418.187404 -54.203448 
i8000 8000 -1418.167154 -1418.19132 -63.447833 
i9000 9000 -1418.167826 -1418.189899 -57.952662 
i10000 10000 -1418.166697 -1418.187146 -53.688850 
Average  -1418.166351 -1418.188551 -57.165303 
STDEV  0.001987 0.002437 8.516831 
Table 4.7: Energy comparisons of tetrahedral and chiral Cd16Te3Se7(CH3COO)12(NH3)4 
structures going through AIMD at 77 K. 
 
This demonstrates that the increased coordination ability of the acetate ligands in combination 
with the full coordination of the ammonia creates a larger barrier for conformational changes 
of the core in comparison to the chloride ligands. This is also seen in Figures 4.7.1 - 4.7.3 where 
the tetrahedral structure appears to be attempting the conformational change to the chiral 
structure, as it underwent in the case without ammonia ligands, but is only able to reach a 
“distorted tetrahedron” shape. 
78 
 
 
Figure 4.7.1: View down C3 axis of tetrahedral (left) and chiral (right) 
Cd16Te3Se7(CH3COO)12(NH3)4 structures after 10 picoseconds of AIMD at 77 K. 
 
Figure 4.7.2: View down C3 axis of tetrahedral (left) and chiral (right) 
Cd16Te3Se7(CH3COO)12(NH3)4 core structures after 10 picoseconds of AIMD at 77 K. 
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Figure 4.7.3: Side view of tetrahedral (left) and chiral (right) Cd16Te3Se7(CH3COO)12(NH3)4 
core structures after 10 picoseconds of AIMD at 77 K. 
 
This lack of conformational change is also exhibited in Table 4.7 as the energy of the distorted 
tetrahedral structure is dominated by the familiar chiral structure (although the distorted 
tetrahedron also looks to have a C3 axis of symmetry) through the simulation. This results in an 
average energy difference throughout of 57.165303 kJ/mol which is  equal to 89.322735kBT 
showing that this structure would in fact dominate at lower temperatures. 
Unfortunately the CD spectra of this structure are difficult to determine because of the 
introduction of the acetate ligands as they create a multitude of local minima that the 
geometry software cannot easily avoid and so even though empirically these structures look 
consistent and the energy variations are small a true lowest energy structure is unknown (see 
Appendix A1). 
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4.8: AIMD of Cd16Te3Se7(CH3COO)12(NH3)4 at 273 K 
When the temperature of the AIMD simulation is raised to 273 K it can been seen that the 
energy barrier to leave the “distorted tetrahedron” is achieved but that it is not done in a way 
that leads to an organized structure. When viewing the entire structure in Figures 4.8.1 and 
4.8.2 it is seen that the tetrahedral structure’s ligands are not organized in the way that they 
began, as is the case with the chiral structure, which would imply that over greater periods of 
time it would become increasingly amorphous. 
 
Figure 4.8.1: View down C3 axis of tetrahedral (left) and chiral (right) 
Cd16Te3Se7(CH3COO)12(NH3)4 structures after 10 picoseconds of AIMD at 273 K. 
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Figure 4.8.2: Side view of tetrahedral (left) and chiral (right) Cd16Te3Se7(CH3COO)12(NH3)4 
structures after 10 picoseconds of AIMD at 273 K. 
 
Figures 4.8.3 and 4.8.4 illustrate this as it can be seen over the 10 picosecond length of the 
simulation the tetrahedral core structure is amorphous in comparison to the C 3 counterpart. 
 
 
Figure 4.8.3: View down C3 axis of tetrahedral (left) and chiral (right) Cd16Te-
3Se7(CH3COO)12(NH3)4 core structures after 10 picoseconds of AIMD at 273 K. 
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Figure 4.8.4: Side view of tetrahedral (left) and chiral (right) Cd16Te3Se7(CH3COO)12(NH3)4 
core structures after 10 picoseconds of AIMD at 273 K. 
The energy difference of these structures however is extremely minimal with the more 
favorable structure alternating throughout the AIMD simulation (Table 4.8.1) which would 
indicate that at 273 K, even though the chiral C3 structure remains intact, it is not energetically 
unfavorable to begin on a trajectory towards an amorphous structure. 
AIMD iteration Time (fs) 
Energy Tetra 
Core (Hartree) 
Energy Chiral 
Core (Hartree) 
Energy 
Difference 
(kJ/mol) 
i1000 1000 -1418.043558 -1418.071571 -73.548132 
i2000 2000 -1418.012009* -1418.075919 -167.795705* 
i3000 3000 -1418.051534 -1418.074355 -59.916536 
i4000 4000 -1418.068040 -1418.060041 21.001375 
i5000 5000 -1418.081909 -1418.054571 71.775919 
i6000 6000 -1418.059255 -1418.068959 -25.477852 
i7000 7000 -1418.078759 -1418.078520 0.627495 
i8000 8000 -1418.071359 -1418.055608 41.354251 
i9000 9000 -1418.068674 -1418.071650 -7.813488 
i10000 10000 -1418.079489 -1418.089851 -27.204381 
Average  -1418.066953 -1418.070105 -6.577928 
STDEV  0.013172 0.010910 46.588028 
Table 4.8.1: Energy comparisons of tetrahedral and chiral Cd16Te3Se7(CH3COO)12(NH3)4 
structures going through AIMD at 273 K. 
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This is further bolstered when viewing the optimized AIMD energy comparisons in Table 4.8.2 
where it can be seen that the optimized energy of the chiral structure is consistent to within 
13.380726 kJ/mol implying that the local chiral minima is maintained however past five 
picoseconds the optimized structures of the amorphous structure become favored. 
AIMD interation Time (fs) 
Energy Tetra 
Core (Hartree) 
Energy Chiral 
Core (Hartree) 
Energy 
Difference 
(kJ/mol) 
i1000 1000 -1418.188340 -1418.219792 -82.577226 
i2000 2000 -1418.183552 -1418.217031 -87.899115 
i3000 3000 -1418.193427 -1418.220540 -71.185182 
i4000 4000 -1418.205551 -1418.222510 -44.525855 
i5000 5000 -1418.231653 -1418.218382 34.842223 
i6000 6000 -1418.218968 -1418.209901 23.805409 
i7000 7000 -1418.225736 -1418.217322 22.090957 
i8000 8000 -1418.225134 -1418.205585 51.325900 
i9000 9000 -1418.205539 -1418.216448 -28.641054 
i10000 10000 -1418.230447 -1418.214425 42.065761 
Average  -1418.210835 -1418.216194 -14.069818 
STDEV  0.018013 0.005097 54.882107 
Table 4.8.1: Energy comparisons of tetrahedral and chiral Cd16Te3Se7(CH3COO)12(NH3)4 
structures going through AIMD at 273 K post-optimization. 
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Chapter 5: Investigation of Zn16Te3O7 Cluster 
5.1: Optimization of Zn16Te3O7Cl12 
In order to determine if the Cd16Te3Se7 cluster’s chirality is a special case the next case to be 
examined was Zn16Te3O7Cl12 in order to be as different from the other system in terms of 
atomic sizes and properties while still maintaining key features. ZnO and ZnTe are both II-VI 
semiconductors which can be bound in the same way as the previous system; in doing this the 
geometric properties can be retained while keeping the system at a neutral charge. They differ 
in that the electronegativity difference between zinc and oxygen in 1.79 compared to the 0.86 
difference between cadmium and selenium; meaning that the bonds should have more ionic 
character than covalent/polar character. Also the standard bond length (according to 
ChemCraft database) of ZnO, ZnTe, CdSe and CdTe are 2.23Å, 3.02Å, 3.01Å and 3.26Å 
respectively; this would make the bond length of the lattice defect 35.4% larger in the ZnTeO 
system compared to 8.31% in the CdTeSe system. 
When optimizing the a perfectly tetrahedral Zn16Te3O7Cl12 made trigonometrically the result 
was not any pseudo-chiral structure like the previous cluster but rather a quasi-tetrahedral 
structure with the bond lengths and angles adjusted shown in Figure 5.1.1. For this reason the 
chiral Cd16Te3Se7Cl12 cluster was used as an approximation input for the geometry optimization 
of the chiral structure (Figure 5.1.2). 
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Figure 5.1.1: Side view (left) and view down C3 axis (right) of optimized tetrahedral 
Zn16Te3O7Cl12 structure. 
 
 
Figure 5.1.2: Side view (left) and view down C3 axis (right) of optimized chiral Cd16Te-
3Se7Cl12 structure. 
 
This resulted in a large energy difference of 189.768515 kJ/mol (Table 5.1), which gives merit to 
the idea that this chirality is general. Oddly however the maximum amplitude of Cd spectrum of 
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the Zn16Te3O7Cl12 system is much less than that of Cd16Te3Se7Cl12 with a maximum of ~300mdeg 
compared to ~1000mdeg (Figure 5.1.3). This would indicate that the chirality of this system is 
far less despite the Hausdorff chirality measure of the Zn16Te3O7Cl12 system being greater, 
showing again that this measure must be used with caution because it is normalized to the size 
of the structure whereas circular dichroism is a direct measure of light absorbance of a system.  
 Tetrahedral* Chiral** Energy 
Difference 
(kJ/mol) 
Initial Potential 
Energy (Hartree) 
-1285.370515 -1285.396563 68.389024 
Optimized Potential 
Energy (Hartree) 
-1285.701827 
 
-1285.77411 189.768515 
Hausdorff Chirality 
Measure 
0.031447 0.162768 N/A 
Table 5.1: Energy comparison of the initial quasi-tetrahedral and the chiral structure. 
*structure comes from trigonometrically made tetrahedron using standard bond lengths* 
**structure comes from optimized chiral Cd16Te3Se7Cl12 structure** 
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Figure 5.1.3: Circular dichroism spectra of the initial and optimized structures of both 
tetrahedral and chiral Zn16Te3O7Cl12. 
5.2: AIMD of Zn16Te3O7Cl12 at 77 K 
As was seen with the optimization of the structure the energy barrier of the conformational 
change is much greater in the Zn16Te3O7Cl12 system, which is also evident in the AIMD of the 
system at 77 K (Table 5.2). In the simulation the tetrahedral structure is not very affected as the 
core structure of a tetrahedron is a highly symmetric local minimum which was predicted for all 
II-VI semiconductors. It can be seen that most of the chloride ligands are also remaining bound 
to a single zinc cation throughout the simulation even though an drop in potential energy was 
seen during the bridging of the two ligands that did so showing that the ionic character of the 
ZnO bonds is influencing the behaviour of the system. This is further seen in the ligands of the 
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chiral structure as three chloride ligands (shown in red in Figure 5.2) are asymmetrically 
located, each taking a different bridging position from the optimized structure. This asymmetry 
was persistent in the structure for 50 picoseconds at 77 K regardless of the starting position of 
these ligands as all 3 positions were attempted symmetrically all yielding the same asymmetric 
result. 
 
Figure 5.2: View down C3 axis of tetrahedral (left) and chiral (right) Zn16Te3O7Cl12 
structures after 10 picoseconds of AIMD at 77 K, asymmetries of C3 shown in red. 
 
The effect of the bridged ligands is the same as the previous cluster in that the energy was 
significantly lower throughout the simulation with an average energy difference of 336.097606 
kJ/mol which corresponds to 525.163967kBT at 77 K showing that at low temperatures the 
chiral structure should be abundant. Despite this however at 273 K the simulation broke the 
structure apart resulting in atoms completely detaching from the system and leaving the 
calculation space; which would imply that like the previous cluster ammonia ligands should be 
used to aid stability at higher temperatures. 
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AIMD iteration Time (fs) 
Energy Tetra 
Core (Hartree) 
Energy Chiral 
Core (Hartree) 
Energy 
Difference 
(kJ/mol) 
i500/i100 1000 -1285.711861 -1285.824383 -295.426511 
i1000/i200 2000 -1285.718832 -1285.843041 -326.110730 
i1500/i300 3000 -1285.717193 -1285.846117 -338.489962 
i2000/i400 4000 -1285.722297 -1285.850710 -337.148332 
i2500/i500 5000 -1285.718960 -1285.863921 -380.595106 
i3000/i600 6000 -1285.726749 -1285.864728 -362.263865 
i3500/i700 7000 -1285.724702 -1285.872307 -387.536928 
i4000/i800 8000 -1285.763256 -1285.892533 -339.416764 
i4500/i900 9000 -1285.781323 -1285.889587 -284.247132 
i5000/i1000 10000 -1285.786590 -1285.904564 -309.740737 
Average  -1285.737176 -1285.865189 -336.097606 
STDEV  0.0284118 0.0251106 34.100473 
Table 5.2: Energy comparisons of tetrahedral and chiral Zn16Te3O7Cl12 structures going 
through AIMD at 77 K. 
5.3: AIMD of Zn16Te3O7Cl12(NH3)4 at 77 K 
With the addition of ammonia ligand the differences of the structures become more 
pronounced; for one the ammonia ligands selectively bind to the faces of the tetrahedron in 
spite of them being bound to zinc atoms near the vertex. This accents  the ionic character of the 
bonds further as in the chiral structure where the face of what was the tetrahedron is occupied 
the coordination chemistry dominates leaving the ammonia in place. In the tetrahedral 
structure the zinc atoms of the face are lacking in charge balance and so the ammonia attempts 
to rectify this through the lone pair on the nitrogen rather than the chloride ions forming a 
bridged conformation, this is because the chloride ligands must overcome a larger energy 
barrier to bridge in comparison to the movement of the ammonia. The structures do have 
similarities though looking at Figure 5.3.2 as on the bottom face the “arm-like” termination 
motif is seen in the tetrahedral structure in two vertices in different directions, which creates a 
mirror plane in the structure which can be seen in both Figure 5.3.1 and 5.3.2. 
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Figure 5.3.1: View down C3 axis of tetrahedral (left) and chiral (right) Zn16Te3O7Cl12(NH3)4 
structures after 10 picoseconds of AIMD at 77 K. 
 
Figure 5.3.2: Side view of tetrahedral (left) and chiral (right) Zn16Te3O7Cl12(NH3)4 
structures after 10 picoseconds of AIMD at 77 K, asymmetries of C3 shown in red. 
 
In terms of energy comparison (Table 5.3) these structures are very comparable once these 
arms form at ~5 picoseconds as from that point on the structures differ by less than 13kJ/mol 
and neither is favored within the standard deviation of the energy. Meaning that the ionic 
character of the ZnO bonds exclude single halogen ions as ligands even at low temperatures 
because they do not naturally have a bridge like other ligands. 
91 
 
AIMD iteration Time (fs) 
Energy Tetra 
Core (Hartree) 
Energy Chiral 
Core (Hartree) 
Energy 
Difference 
(kJ/mol) 
i1000 1000 -1332.907370 -1332.917250 -25.93994 
i2000 2000 -1332.925270 -1332.936321 -29.0144005 
i3000 3000 -1332.923379 -1332.942997 -51.507059 
i4000 4000 -1332.934516 -1332.944181 -25.3754575 
i5000 5000 -1332.948112 -1332.948861 -1.9664995 
i6000 6000 -1332.958131 -1332.953414 12.3844835 
i7000 7000 -1332.955726 -1332.958272 -6.684523 
i8000 8000 -1332.956255 -1332.955298 2.5126035 
i9000 9000 -1332.962227 -1332.964423 -5.765598 
i10000 10000 -1332.964777 -1332.963320 3.8253535 
Average  -1332.943576 -1332.948434 -12.7531037 
STDEV  0.0196473 0.014193 19.554211 
Table 5.3: Energy comparisons of tetrahedral and chiral Zn16Te3O7Cl12(NH3)4 structures 
going through AIMD at 77 K. 
 
5.4: AIMD of Zn16Te3O7(CH3COO)12 at 77 K 
As was mentioned previously acetate ligands provide a realistic ligand for these systems for 
practical purposes, moreover they provide a natural bridging motif that should remove the 
single M-L motif seen in the Zn16Te3O7Cl12 and Zn16Te3O7Cl12(NH3)4 tetrahedral systems. In 
Figures 5.4.1-5.4.3 it can be seen that if the acetate ligands are forced to bond to a single zinc 
atom they will quickly attempt to bridge as expected and because the system has perfect 
symmetry to begin will do so in a way that is dictated by the oscillators in the Nose-Hoover 
ensemble. 
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Figure 5.4.1: View down C3 axis of beginning (left) and end (right) of Zn16Te3O7(CH3COO)12 
structure with tetrahedral core and tetrahedral ligands undergoing 20 picoseconds of 
AIMD at 77 K. 
 
 
Figure 5.4.2: Side view of beginning (left) and end (right) of Zn16Te3O7(CH3COO)12 structure 
with tetrahedral core and tetrahedral ligands undergoing 20 picoseconds of AIMD at 77 K. 
93 
 
 
Figure 5.4.3: View down C3 axis of beginning (left) and end (right) of Zn16Te3O7(CH3COO)12 
structure with tetrahedral core and tetrahedral ligands undergoing 20 picoseconds of 
AIMD at 77 K. 
The result is that the core semiconductor is not influenced in any particular direction leaving it 
tetrahedral which energetically does not seem favorable when looking at Table 5.4.1 where the 
chiral structure is generally favored by 63.697255 kJ/mol or 99.529132kBT at 77 K. 
AIMD iteration Time (fs) 
Energy Tetra 
Core and 
Ligands(Hartree) 
Energy Chiral 
Core and Ligands 
(Hartree) 
Energy 
Difference 
(kJ/mol) 
i1000 2000 -1648.61268* -1648.643575 -81.1148223* 
i2000 4000 -1648.642258 -1648.669748 -72.174995 
i3000 6000 -1648.657158 -1648.664465 -19.184529 
i4000 8000 -1648.659256 -1648.680555 -55.920525 
i5000 10000 -1648.684125 -1648.677951 16.209837 
i6000 12000 -1648.690116 -1648.708742 -48.902563 
i7000 14000 -1648.686082 -1648.721805 -93.790737 
i8000 16000 -1648.694257 -1648.709880 -41.018187 
i9000 18000 -1648.701130 -1648.738056 -96.949213 
i10000 20000 -1648.694323 -1648.755852 -161.544390 
Average  -1648.678745 -1648.697063 -63.697256 
STDEV  0.020535 0.035523 51.011605 
Table 5.4.1: Energy comparisons of tetrahedral and chiral Zn16Te3O7(CH3COO)12 structures 
going through AIMD at 77 K. 
*removed as outlier* 
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This is not the full picture though as the preferred binding of the ligands from the Cd16Te3Se7 is 
implemented; when this binding is used on a perfectly chiral structure (Figures 5.4.4-5.4.6) it 
can be seen to only minorly influence the core structure in Figure 5.4.6 through 10 picoseconds 
of AIMD. 
 
Figure 5.4.4: View down C3 axis of beginning (left) and end (right) of Zn16Te3O7(CH3COO)12 
structure with chiral core and chiral ligands undergoing 20 picoseconds of AIMD at 77 K. 
 
Figure 5.4.5: Side view of beginning (left) and end (right) of Zn16Te3O7(CH3COO)12 structure 
with chiral core and chiral ligands undergoing 20 picoseconds of AIMD at 77 K.  
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Figure 5.4.6: View down C3 axis of beginning (left) and end (right) of Zn16Te3O7(CH3COO)12 
structure with chiral core and chiral ligands undergoing 20 picoseconds of AIMD at 77 K.  
 
Through this period of time it is seen in Table 5.4.2 that a tetrahedral core structures (Figures 
5.4.7-5.4.9) may be favored while balancing charge with ligands bound in a chiral fashion as this 
dominates in energy over this period by an average of 116.039224kJ/mol or 181.315243kBT. 
Looking closely Figure 5.4.8 shows that there is bond breaking occurring (shown in red on 
figure) that indicates that the conformational change to chirality is still in progress in this 
structure though and if one compares the energy of this structure to the energy of the chiral 
one after 20 picoseconds it is actually favored by 114.865625 kJ/mol. It then stands to reason 
that the chiral structure is favored but the trajectory required to reach this point from a 
tetrahedral core is difficult to simulate (see Appendix A1). 
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Figure 5.4.7: View down C3 axis of beginning (left) and end (right) of Zn16Te3O7(CH3COO)12 
structure with tetrahedral core and chiral ligands undergoing 10 picoseconds of AIMD at 
77 K. 
 
Figure 5.4.8: Side view of beginning (left) and end (right) of Zn16Te3O7(CH3COO)12 structure with 
tetrahedral core and chiral ligands undergoing 10 picoseconds of AIMD at 77 K. 
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Figure 5.4.9: View down C3 axis of beginning (left) and end (right) of Zn16Te3O7(CH3COO)12 
structure with tetrahedral core and chiral ligands undergoing 10 picoseconds of AIM D at 
77 K. 
 
AIMD iteration Time (fs) 
Energy Chiral 
Core and Chiral 
Ligands(Hartree) 
Energy Tetra 
Core and Chiral 
Ligands (Hartree) 
Energy 
Difference 
(kJ/mol) 
i500/i1000 1000 -1648.631457* -1648.659395* -73.351219* 
i1000/2000 2000 -1648.643575 -1648.695623 -136.652024 
i1500/3000 3000 -1648.661826 -1648.695437 -88.245681 
i2000/4000 4000 -1648.669748 -1648.711292 -109.073772 
i2500/5000 5000 -1648.661902 -1648.712608 -133.128603 
i3000/6000 6000 -1648.664465 -1648.714509 -131.390522 
i3500/7000 7000 -1648.667016 -1648.717560 -132.703272 
i4000/8000 8000 -1648.680555 -1648.721588 -107.732142 
i4500/9000 9000 -1648.684107 -1648.714264 -79.177204 
i5000/10000 10000 -1648.677951 -1648.726037 -126.249793 
Average  -1648.667905 -1648.712102 -116.039224 
STDEV  0.012270 0.010456 24.091024 
Table 5.4.2: Energy comparisons of tetrahedral and chiral Zn16Te3O7(CH3COO)12 structures 
going through AIMD at 77 K. 
*removed as outlier* 
 
98 
 
The conclusion to draw from this is not as clear as the Cd16Te3Se7Cl12 cluster showing that this 
chiral structure may in theory be favored energetically but that the ionic character of the bonds 
in ZnO could retard or prevent the formation of this during a synthesis process. This would 
imply that other II-VI semiconductors in general could take this chiral formation depending on 
the synthesis procedure. 
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Chapter 6: Generality of Chirality & Tunability 
6.1: Geometry Optimization of Tetrahedral vs Chiral Structures 
 
It can be seen looking at Table 6.1 that the chiral structure of almost all II-VI quantum dots is 
energetically preferred over the tetrahedral counter-part regardless of whether there is a 
selective defect or not. With that said the only cluster that reaches a structure resembling the 
chiral one through geometry optimization is the Cd16Te3Se7Cl12 cluster and even in this case it 
did not fully obtain all the structural components that can be achieved with AIMD. This implies 
that the energy barrier for this transition must be great enough for the optimization software to 
no longer be effective, as was stated previously, because both structures are local minima. In 
particular the size and shape of these quantum dots along with their explored working 
temperatures would give reason as to why these structures have not been discovered 
previously. If the structure is unknown than it could be assumed that synthesis of these systems 
has not been attempted and that only by knowing such a structure exists the proper synthetic 
procedures can be created. 
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System 
Tetra Energy 
(Hartree) 
Chiral Energy 
(Hartree) 
Difference 
(Hartree) 
Difference 
(kJ/mol) 
Zn16O10 -1309.205176 -1309.338362 -0.133186 -349.679843 
Zn16Te3O7 -1285.701827 -1285.774106 -0.072279 -189.768514 
Zn16S10 -1251.346062 -1251.309507 0.036555 95.974905 
Zn16Se3S7 -1248.941452 -1248.991542 -0.050090 -131.511514 
Zn16Te3S7 -1245.045218 -1245.157118 -0.111899 -293.791723 
Zn16Se10 -1243.329407 -1243.535733 -0.206326 -541.708825 
Zn16Se7S3 -1245.844194 -1245.860015 -0.015821 -41.538638 
Zn16Te3Se7 -1239.498492 -1239.587863 -0.0893709 -234.643451 
Zn16Te10 -1230.502702 -1230.769409 -0.266707 -700.240074 
Zn16Te7Se3 -1234.429944 -1234.579376 -0.149432 -392.333955 
Zn16Te7S3 -1236.813165 -1236.902421 -0.089256 -234.341834 
Cd16S10 -1019.696960 -1019.848232 -0.151272 -397.163712 
Cd16Se3S7 -1017.477036 -1017.526820 -0.0497847 -130.709821 
Cd16Te3S7*i560 tetra 
opt -1013.669877 -1013.705793 -0.0359157 -94.296545 
Cd16Se10 -1011.813554 -1012.083295 -0.269741 -708.204927 
Cd16Se7S3 -1014.256526 -1014.404871 -0.148345 -389.478925 
Cd16Te3Se7*imperfectly 
chiral tetra opt -1008.06 -1008.263945 -0.201071 -527.911098 
Cd16Te10*i660 tetra opt -999.126 -999.3098069 -0.183539123 -481.881968 
Cd16Te7Se3 -1002.98 -1003.128227 -0.14326261 -376.135983 
Cd16Te7S3*i575 tetra 
opt -1005.49 -1005.448753 0.04350181 114.214001 
Average    -300.257622 
STDEV    231.677227 
Table 6.1: Optimized energy comparisons of tetrahedral and chiral II-VI semiconducting 
structures with 12 Cl- ligands, tetrahedral structures with higher energies highlighted. 
 
Examination of this data gave no correlation to the size ratio or the electronegativity difference 
between the cations and anions with respect to energy, meaning that the cause of this chirality 
is not clear. The subjects discussed above, with regards to coordination chemistry and ligands 
bridging, are purely a result of the geometry of the structure as the 16 cation to 10 anion ratio 
leaves a need for 12 ligands in II-VI semiconductors. When 12 small ligands are required to 
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passivate 16 cations then bridging is favored. A logical way for this to be done is by axially 
wrapping around the structure as exhibited in the chiral structures . If this is coupled with the 
current knowledge of chiral nanoparticles where the core remains achiral as the outer particles 
undergo the chiral conformation change it makes sense that this entire structure would 
become chiral as in these systems all the atoms are surface atoms allowing for high mobility. 
It is worth noting that two structures, Cd16Te3S7Cl12 and Cd16Te7S3Cl12, did not fully optimize 
going towards amorphous shapes, however their energies were localized enough to draw 
conclusions. It would appear that this combination of CdTeSCl does not have a tetrahedral 
minimum meaning that it is either chiral, amorphous or some unknown third structure. 
Additionally, it should be noted that both Zn16S10Cl12 and Cd16Te7S3Cl12 have a lower energy in a 
tetrahedral and amorphous structure respectively meaning the trend is not absolutely general. 
Since the mechanism is unknown it is hard to conclude why these two structures do not fit in 
the trend but it is possible that the some parameter in ZnS is ideal for a tetrahedron making it 
the only non-amorphous structure where this is the global minimum. 
6.2: Absorbance Spectra and Potential Applications 
The goal of this chirality is to have applications for future technologies, as was stated, but this 
requires the emission of the quantum dots to be in within a certain range, meaning that the 
principle interest in quantum dots of tunability must still exist in these systems. In these 
systems, however, the idea of tuning the band gap by size is not a simple option as growing the 
semiconductor nanocrystal past this point does not result in chirality (see Appendix A3). 
Therefore, the only options are by alloying the system and by exchanging ligands. 
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It was shown in Table 6.1 that the trend is general among the II-VI semiconductors which would 
allow for large tunability through alloying as each semiconductor will have a different band-gap 
based on the confinement of the bulk but this is likely to cause broader changes. To achieve a 
finely tuned band-gap the ligands must be exchanged as can be seen in Figure 6.2 where the 
right most peaks of the absorbance correspond roughly to the emission of the quantum dot. In 
this Figure it can be seen that the emission of these quantum dots will vary within an 
approximately 10nm range based on the halogen used to cap them. This is because the size of 
the quantum dot is varying by a small amount from the ligand’s binding strength which can 
cause either a blue shift or a red shift. Using the combination of the alloying and the ligand 
choice these quantum dots should be extremely tunable and therefore widely applicable if the 
thermostability of these systems can be improved by using some different ligands in general. 
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Figure 6.2: Absorbance spectra of optimized chiral Cd16Te3Se7Cl12 structures with different 
halogens as ligands. 
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Conclusion: 
 
In conclusion it has been shown that intrinsically chiral quantum dots do exist in a more general 
sense than one specific proven case in literature. The key mechanisms that are needed are to 
have geometry such that the site to ligand ratio creates a need for the ligands to bridge 
between binding sites and that this bridging is favored or logical to do in a chiral fashion which 
will influence the core structure to also become chiral. The chirality is general to II-VI 
semiconductors in a M16Ch10L12 tetrahedral formation which provides a structure with all 
surface atoms for high mobility of the atoms in the structure. Thermostability of these 
structures is limited to low temperatures, below 273 K, based on ab-intio molecular dynamics 
simulations making their applications also limited at this point. The band-gap emission of these 
structures is highly tunable making them widely applicable for any low temperature application 
with a promising outlook on higher temperature applications as well. 
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Future Work: 
 
Future work of this project would be to exhaustively examine these structures to determine if a 
correlation can be found between the core structure’s composition and thermostability. As can 
be seen in other structures in Table 6.1 there is the potential for a structure to be stable at 
higher temperatures based on the energy difference between the chiral and tetrahedral 
structures which implies a deeper energy well. 
Other work would include examining current structures with other ligands used in literature to 
examine their effects on the structure to raise stability and have possible extension to larger 
systems. 
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Appendices: 
Appendix A1: Chaotic AIMD Trajectories & CD Spectra Sensitivity 
In attempted to form the enantiomeric Cd16Te3Se7Cl12  it was shown that the trajectory of the 
AIMD simulations is extremely chaotic on the smallest of scales because the methods  are 
comprised of a number of different oscillators which act on a given system differently based on 
the spatial orientation of atoms in the calculation. To add to this the main method of comparing 
two structures in this work was by simulated CD spectra us ing TDDFT because it is such a 
geometry sensitive technique. 
In the following example a single molecule of CFClBrI of both R and S conformations was 
subjecting to testing as it is the simplest case of chirality at a stereogenic center. In the figure 
below it can be seen that even on this small scale the structures that begin that with equal and 
opposite CD spectra  are altered through the oscillations to bring about two structures that 
could appear to have the same chirality or be entirely unrelated but would never appear to be 
enantiomers. Only after re-optimizing the structures can their relationship be examined from 
their minimum energy structures. This is not intuitive as one would naturally assume that a 
perfect enantiomer would act in a perfectly reflective way under the same AIMD conditions 
however this is simply not the case. 
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Figure A.1.: Circular dichroism spectra of CFClBrI enantiomers undergoing AIMD for 1 
picosecond at 77 K. 
 
This is a problem when dealing with larger systems undergoing conformational changes 
because if the trajectories of an enantiomeric species are not symmetric then it is very unlikely 
that they will arrive at enantiomeric end points. Moreover if these end points are local minima 
then optimization algorithms may not be able to escape these minima yielding results that are 
nonsensical as was the case with the initial Cd16Te3Se7Cl12 structure. It is for this reason that all 
initial structures appearing in this work were all created to be either tetrahedral or with a C 3 
axis of symmetry as those were the conformations of interest to compare. 
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Moreover this problem is not unique to enantiomers but also exists when a given geometry in 
rotated in space, this is then another piece of evidence that structures in this work have a high 
level of stability to remain nearby to the local minima throughout these simulations. 
Appendix A2: Systems with C3 Stability 
There are a number of systems that remained stable when an AIMD calculation began from a 
chiral C3 structure but because of time constraints do not have a tetrahedral comparison. In 
these cases it can only be said that empirically the structure does not become amorphous 
giving validity to the chiral local minima but it cannot be said that these are global minima with 
any certainty. In the case of Cd16Se10Cl12(NH3)4 it can be seen that instability is taking place and 
so it is unlikely to be stable at 273 K. 
Figure A.2.1: Side view (left) and view down C3 axis (right) of Zn16Te3O7Cl12(NH3)4 through 
10 picoseconds of AIMD at 273 K. 
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Figure A.2.2: Side view (left) and view down C3 axis (right) of Zn16Te3O7(CH3COO)12(NH3)4 
through 10 picoseconds of AIMD at 77 K. 
 
Figure A.2.3: Side view (left) and view down C3 axis (right) of Cd16Se10Cl12(NH3)4 through 
10 picoseconds of AIMD at 273 K. 
Appendix A3: Larger Structure Stability 
In attempts to make this system larger it was found that the “arms” of the system could be 
extended which would mean in theory if other binding sites were selectively blocked the 
structure could be extended and the chirality enhanced in a sense (a larger CD spectrum). 
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However growing the crystal symmetrically did not yield any meaningful results as the 
structures quickly become amorphous in the presence of the defect. 
 
Figure A.3.1: Side view (left) and view down C3 axis (right) of Cd19Te3Se7Cl18 through 50 
picoseconds of AIMD at 77 K. 
 
Figure A.3.2: Cd31Te7Se13Cl21 structures with different chloride ligand binding geometries 
through 50 picoseconds of AIMD at 77 K. 
Appendix A4: Images of Hydroxide Ligands and Their Inability to Bridge 
It has been established in this work that ligands bridging between two metal atoms were critical 
in the formation of a chiral structure. It was seen using hydroxide ligands that this would not 
occur which was expected and therefore would not be a viable ligand for chiral quantum dots. 
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Figure A.4: Side view (left) and view down C3 axis (right) of Cd16Te3Se7(OH)12 through one 
picosecond of AIMD at 77 K. 
Appendix A5: Fully Passivated Surfaces 
In literature it was stated that it may be preferred for NH3 ligands to bind to selenium atoms 
rather than cadmium atoms.24 To ensure this in not the case in these systems it was shown that 
if a structure begins with ammonia bound to Se or Te atoms it will remove itself in order to bind 
to Cd atoms preferentially. Moreover to completely prove that the bridging of ligands for 
charge balance is preferred a tetrahedral surface was completely passivated with ammonia and 
chloride ligands and subjected to AMID at 77 K. In this simulation it can be seen that while the 
bridging of the chlorides is heavily retarded it does still occur on small time scales which would 
imply over a longer timescale this would take place and remove the excess NH3 on the system. 
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Figure A.5.1: Beginning (left) and end (right) view down C3 axis of Cd16Te3Se7Cl12(NH3)4 
with ammonia ligands moving from Se to Cd atoms through 10 picosecond of AIMD at 77 K. 
*note the energy of the end structure is greater than both the chiral structure displayed and the other chiral 
structure in appendix A6 showing the new binding sites are not the preferred ones * 
 
Figure A.5.2: Beginning (left) and end (right)  side view of Cd16Te3Se7Cl12(NH3)16 with an 
ammonia ligand being displaced, highlighted in red, and chloride ligands bridging despite 
completely coordinated Cd atoms through 10 picosecond of AIMD at 77 K. 
Appendix A6: Interesting Case of Different Chiral Structure of 
Cd16Te3Se7Cl12(NH3)4 
As was stated there was a second chiral structure that existed at low temperatures in thes e 
calculations but it was at a higher potential energy than the one that had already been 
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discovered. Shown below are images of this structure that further bolster the idea that 
nanochirality may be more favorable at low temperatures only as while the more coordinated 
structure was stable at 273 K this structure was amorphous. Interestingly this structure seems 
to resemble Figure 4.7.2 and 4.7.3 in that it is a “distorted tetrahedron” showing again that this 
core structure appears to have a single geometry that many starting positions lead to. 
 
Figure A.6.1: Side view (left) and view down C3 axis (right) of Cd16Te3Se7Cl12(NH3)4 
structure that is higher energy than the other chiral structure after 10 picoseconds of AIMD 
at 77 K. 
 
 
118 
 
 
Figure A.6.2: Side view (left) and view down C3 axis (right) of Cd16Te3Se7Cl12(NH3)4 core 
structure that is higher energy than the other chiral structure after 10 picoseconds of AIMD at 
77 K. 
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Appendix B1: Example CP2K Code for AIMD 
 
&GLOBAL 
  PROJECT Cd16Te3Se7Cl12_NH3_4_v1_77 K_D3BJ 
  RUN_TYPE MD 
  PRINT_LEVEL LOW 
  !EXTENDED_FFT_LENGTHS 
&END GLOBAL 
&FORCE_EVAL 
  METHOD QUICKSTEP 
  &SUBSYS 
    &CELL 
PERIODIC NONE 
      !ABC  17 17 17 
      ABC 25 25 25 
      !ABC 50 50 50 
    &END CELL 
     &TOPOLOGY 
       COORD_FILE_NAME 
/sgfs1/scratch3/i/ihamilto/edwa3980/MD_Jobs/D3BJ/Cd16Te3Se7Cl12_NH3_4_v1_77 
K_D3BJ/Cd16Te3Se7Cl12_NH3_4_v1.xyz 
       COORD_FILE_FORMAT XYZ 
       &CENTER_COORDINATES 
       &END CENTER_COORDINATES 
     &END TOPOLOGY 
    &KIND Cd 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q12 
    &END KIND 
    &KIND Zn 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q12 
    &END KIND 
    &KIND Se 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
    &KIND Te 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
    &KIND F 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q7 
    &END KIND 
    &KIND Cl 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q7 
    &END KIND 
    &KIND Br 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q7 
    &END KIND 
    &KIND I 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q7 
    &END KIND 
    &KIND Al 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q3 
    &END KIND 
    &KIND Ga 
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      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q13 
    &END KIND 
    &KIND In 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q13 
    &END KIND 
    &KIND N 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q5 
    &END KIND 
    &KIND P 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q5 
    &END KIND 
    &KIND As 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q5 
    &END KIND 
    &KIND Sb 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q5 
    &END KIND 
    &KIND H 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q1 
    &END KIND 
    &KIND C 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q4 
    &END KIND 
    &KIND O 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
    &KIND S 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
    &KIND Ag 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q11 
    &END KIND 
    &KIND Pd 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q10 
    &END KIND 
  &END SUBSYS 
  &DFT 
    !CHARGE -16 
    BASIS_SET_FILE_NAME /home/i/ihamilto/ihamilto/CP2K/BASIS_MOLOPT 
    POTENTIAL_FILE_NAME /home/i/ihamilto/ihamilto/CP2K/GTH_POTENTIALS 
    &QS 
      EPS_DEFAULT 1.0E-10 
      !EXTRAPOLATION_ORDER 2 
    &END QS 
&POISSON 
PERIODIC NONE 
POISSON_SOLVER WAVELET 
&END POISSON 
    &MGRID 
      !CUTOFF 200 
      CUTOFF 300 
      !CUTOFF 400 
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      NGRIDS 5 
      REL_CUTOFF 60 
    &END MGRID 
    &SCF 
      SCF_GUESS RESTART 
      !EPS_SCF 8.0E-07 
      EPS_SCF 1.0E-05 
      !MAX_SCF 100 
      MAX_SCF 200 
      !MAX_SCF 500 
      !&MIXING T 
          !METHOD BROYDEN_MIXING  
          !ALPHA   0.1  
          !BETA    1.5  
          !NBROYDEN  8  
      !&END MIXING 
      &PRINT 
        &RESTART OFF 
        &END RESTART 
      &END PRINT 
     !&DIAGONALIZATION T 
        !ALGORITHM STANDARD 
     !&END DIAGONALIZATION 
 &OT 
!PRECONDITIONER FULL_SINGLE_INVERSE 
PRECONDITIONER FULL_ALL 
ENERGY_GAP 0.02 
!MINIMIZER DIIS 
 &END OT 
 &OUTER_SCF 
        MAX_SCF 50 
        !EPS_SCF 8.0E-7 
        EPS_SCF 1.0E-05 
 &END OUTER_SCF 
    &END SCF 
      &PRINT 
      &MO_CUBES 
                NHOMO 6 
                NLUMO 6 
                STRIDE 7 
                WRITE_CUBE .TRUE. 
                ADD_LAST SYMBOLIC 
&EACH 
MD 500 
&END EACH 
      &END MO_CUBES 
      &PDOS 
            NLUMO 20 
            &EACH 
              MD 500 
            &END EACH 
      &END PDOS 
  &MULLIKEN 
   ADD_LAST SYMBOLIC 
&EACH 
MD 500 
&END EACH 
FILENAME MULLIKEN 
  &END MULLIKEN 
 &E_DENSITY_CUBE 
  ADD_LAST SYMBOLIC 
&EACH 
MD 500 
&END EACH 
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 &END E_DENSITY_CUBE 
&V_HARTREE_CUBE 
  ADD_LAST SYMBOLIC 
&EACH 
MD 500 
&END EACH 
&END V_HARTREE_CUBE 
      &END PRINT 
    &XC 
   !    PBE-D3 
      &XC_FUNCTIONAL PBE 
      &END XC_FUNCTIONAL 
  &VDW_POTENTIAL 
         DISPERSION_FUNCTIONAL PAIR_POTENTIAL 
         &PAIR_POTENTIAL 
            TYPE DFTD3(BJ) 
            CALCULATE_C9_TERM .TRUE. 
            REFERENCE_C9_TERM .TRUE. 
            LONG_RANGE_CORRECTION .TRUE. 
            PARAMETER_FILE_NAME dftd3.dat 
            REFERENCE_FUNCTIONAL PBE 
            R_CUTOFF 15. 
         &END PAIR_POTENTIAL 
      &END VDW_POTENTIAL 
    &END XC 
  &END DFT 
&END FORCE_EVAL 
&MOTION 
  &MD 
     ENSEMBLE NVT 
     STEPS 10000 
     TEMPERATURE 77. 
     TIMESTEP   1.0 
     TEMP_TOL 100.0 
     &THERMOSTAT 
        TYPE NOSE 
         REGION GLOBAL 
       &NOSE 
          TIMECON 100. 
       &END 
     &END 
&END MD 
&END MOTION 
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Appendix B2:Example CP2K Code for GO 
 
&GLOBAL 
  PROJECT Cd16Te3Se7_CH3COO_12_NH3_4_perfect_tetra_77 K_D3BJ_i1000 
  RUN_TYPE GEO_OPT 
  PRINT_LEVEL LOW 
  !EXTENDED_FFT_LENGTHS 
&END GLOBAL 
&FORCE_EVAL 
  METHOD QUICKSTEP 
  &SUBSYS 
    &CELL 
PERIODIC NONE 
      !ABC 15 15 15 
      ABC 25 25 25 
      !ABC 50 50 50 
    &END CELL 
     &TOPOLOGY 
       COORD_FILE_NAME /sgfs1/scratch3/i/ihamilto/edwa3980/Geo-
opt/D3BJ/26_atom_clusters/Tetrahedral/Cd16/Te3Se7/MD_reopts/CH3COO_12_NH3_4_p
erfect_tetra_77 K_D3BJ/i1000/Cd16Te3Se7_CH3COO_12_NH3_4_perfect_tetra_77 
K_D3BJ_i1000.xyz 
       COORD_FILE_FORMAT XYZ 
       &CENTER_COORDINATES 
       &END CENTER_COORDINATES 
     &END TOPOLOGY 
    &KIND Cd 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q12 
    &END KIND 
    &KIND Zn 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q12 
    &END KIND 
    &KIND Se 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
    &KIND Te 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
    &KIND F 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q7 
    &END KIND 
    &KIND Cl 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q7 
    &END KIND 
    &KIND Br 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q7 
    &END KIND 
    &KIND I 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q7 
    &END KIND 
    &KIND Al 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q3 
    &END KIND 
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    &KIND Ga 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q13 
    &END KIND 
    &KIND In 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q13 
    &END KIND 
    &KIND N 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q5 
    &END KIND 
    &KIND P 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q5 
    &END KIND 
    &KIND As 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q5 
    &END KIND 
    &KIND Sb 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q5 
    &END KIND 
    &KIND H 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q1 
    &END KIND 
    &KIND C 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q4 
    &END KIND 
    &KIND O 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
    &KIND S 
      BASIS_SET DZVP-MOLOPT-GTH 
      POTENTIAL GTH-PBE-q6 
    &END KIND 
    &KIND Ag 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q11 
    &END KIND 
    &KIND Pd 
      BASIS_SET DZVP-MOLOPT-SR-GTH 
      POTENTIAL GTH-PBE-q10 
    &END KIND 
  &END SUBSYS 
  &DFT 
    CHARGE 0 
    BASIS_SET_FILE_NAME 
/bg01/homescinet/i/ihamilto/ihamilto/CP2K/BASIS_MOLOPT 
    POTENTIAL_FILE_NAME 
/bg01/homescinet/i/ihamilto/ihamilto/CP2K/GTH_POTENTIALS 
    &QS 
      EPS_DEFAULT 1.0E-10 
      !EXTRAPOLATION_ORDER 2 
    &END QS 
&POISSON 
PERIODIC NONE 
POISSON_SOLVER WAVELET 
&END POISSON 
    &MGRID 
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      !CUTOFF 200 
      CUTOFF 300 
      !CUTOFF 400 
      NGRIDS 5 
      REL_CUTOFF 60 
    &END MGRID 
    &SCF 
      SCF_GUESS RESTART 
      !EPS_SCF 8.0E-07 
      EPS_SCF 1.0E-05 
      !MAX_SCF 100 
      MAX_SCF 200 
      !MAX_SCF 500 
      !&MIXING T 
          !METHOD BROYDEN_MIXING  
          !ALPHA   0.1  
          !BETA    1.5  
          !NBROYDEN  8  
      !&END MIXING 
      &PRINT 
        &RESTART OFF 
        &END RESTART 
      &END PRINT 
     !&DIAGONALIZATION T 
        !ALGORITHM STANDARD 
     !&END DIAGONALIZATION 
 &OT 
!PRECONDITIONER FULL_SINGLE_INVERSE 
PRECONDITIONER FULL_ALL 
ENERGY_GAP 0.02 
!MINIMIZER DIIS 
 &END OT 
 &OUTER_SCF 
        MAX_SCF 50 
        !EPS_SCF 8.0E-7 
        EPS_SCF 1.0E-05 
 &END OUTER_SCF 
    &END SCF 
      &PRINT 
      &MO_CUBES 
                NHOMO 6 
                NLUMO 6 
                STRIDE 7 
                WRITE_CUBE .TRUE. 
                ADD_LAST SYMBOLIC 
&EACH 
GEO_OPT 10000 
&END EACH 
      &END MO_CUBES 
  &MULLIKEN 
   ADD_LAST SYMBOLIC 
&EACH 
GEO_OPT 10000 
&END EACH 
FILENAME MULLIKEN 
  &END MULLIKEN 
 &E_DENSITY_CUBE 
  ADD_LAST SYMBOLIC 
&EACH 
GEO_OPT 10000 
&END EACH 
 &END E_DENSITY_CUBE 
&V_HARTREE_CUBE 
  ADD_LAST SYMBOLIC 
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&EACH 
GEO_OPT 10000 
&END EACH 
&END V_HARTREE_CUBE 
      &END PRINT 
  &XC 
      &XC_FUNCTIONAL PBE 
      &END XC_FUNCTIONAL 
  &VDW_POTENTIAL 
         DISPERSION_FUNCTIONAL PAIR_POTENTIAL 
         &PAIR_POTENTIAL 
            TYPE DFTD3(BJ) 
            CALCULATE_C9_TERM .TRUE. 
            REFERENCE_C9_TERM .TRUE. 
            LONG_RANGE_CORRECTION .TRUE. 
            PARAMETER_FILE_NAME dftd3.dat 
            REFERENCE_FUNCTIONAL PBE 
            R_CUTOFF 15. 
         &END PAIR_POTENTIAL 
      &END VDW_POTENTIAL 
    &END XC 
  &END DFT 
&END FORCE_EVAL 
&MOTION 
  &GEO_OPT 
    TYPE MINIMIZATION 
    MAX_ITER 10000 
    OPTIMIZER CG 
    &CG 
      MAX_STEEP_STEPS  1 
      RESTART_LIMIT 9.0E-01 
    &END CG 
  &END GEO_OPT 
&END MOTION 
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Appendix B3: Example Gaussian Code of TDDFT 
 
%rwf=/scratch/edwa3980/Cd16Te3Se7Cl12_amorphous 
%nosave 
%mem=3500MB 
%nproc=8 
%chk=/scratch/edwa3980/Cd16Te3Se7Cl12_amorphous.chk 
#P LanL2DZ LC-BPW91 TD(NStates=100) 
 
MMA 
 
0 1 
Se      -3.939134188     -1.820933078     -3.530173622 
Te      -0.826015118      0.881846694     -2.417810616 
Se       3.048436186     -0.742753256     -2.587953720 
Te      -4.942816967      4.063776165     -2.110597115 
Se      -0.845749396      7.127389721     -0.797140567 
Te       2.885481669      3.656379814     -0.942383917 
Cd      -2.666554295      2.860694693     -3.287082870 
Cd       0.884876562     -1.107264607     -3.997496868 
Cd      -2.211343058     -0.386874430     -4.815363037 
Cd      -2.904971926      5.773846395     -1.500208766 
Cd      -2.768822657     -0.782510093     -1.209394361 
Cd       0.311140179      4.770179353     -1.393598983 
Cd       2.130253311     -2.791881104     -1.312024752 
Cd      -5.510711943      0.148990302     -3.660667788 
Cd       0.102686280     -1.986825492      1.533497625 
Cd       1.791239050      0.973926241     -0.917383037 
Cd      -4.164724295      2.753765074      0.238453491 
Cd      -1.010085659      6.036595225      1.671017495 
Cd       2.123125205      4.251330426      1.613444169 
Se      -4.430325343      0.117298187      0.626804540 
Se       1.628571209      0.089057666      1.612121448 
Se      -1.305374775      3.388579301      0.810479449 
Cd      -2.881191381     -0.044936871      2.617929564 
Cd      -0.013333564      1.781950757      2.721914733 
Cd      -3.055497447      3.590241333      3.409971749 
Se      -1.977300933      1.556947137      4.537005871 
Cl       1.782623614      3.279854842      3.899163448 
Cl       1.843901570     -3.944828487      0.841581415 
Cl       0.563739032     -3.567343695     -3.253561124 
Cl      -1.528802780     -2.846518242     -0.235664509 
Cl      -7.295085013      1.514621982     -3.027702655 
Cl      -1.508931374     -2.074543803      3.460449449 
Cl      -2.794829723      6.124621338      3.412516117 
Cl       1.411015101      6.547658985      2.391325635 
Cl      -0.164489194     -0.852761916     -6.238531320 
Cl      -0.845194083      4.606874967     -3.749887767 
Cl      -5.286243238      3.672998387      2.288910803 
Cl      -3.654011529      1.698237548     -5.464149270 
 
end of line 
