Motivated by a problem in music theory of measuring the distance between chords and scales we consider algorithms for obtaining a minimum-weight many-to-many matching between two sets of points on the real line. Given sets A and B, we want to find the best rigid translation of B and a many-to-many matching that minimizes the sum of the squares of the distances between matched points. We provide a discrete algorithm that solves this continuous optimization problem, and discuss other related matters.
of the difference:
The second is the square of the difference:
We review algorithms for computing these measures to characterize their differences.
A more difficult version of this problem considers similarity measures between A and B allowing rigid translation. That is, we define B t = {b 1 + t, b 2 + t, ..., b n + t} as a rigid translation of B by the amount t. We present algorithms for computing the minimum-weight many-to-many matching between A and B under such rigid translations. We provide an O(mn) algorithm for computing the minimum d 1 (A, B t ) and an O(3 mn ) for computing the minimum d 2 (A, B t ). The theoretical upper bound for our algorithm for minimizing d 2 (A, B t ) is useful to show that our algorithm is guaranteed to terminate. We also provide experimental results that exhibits polynomial running time of our algorithm on random data.
Preliminaries. In what follows we use N to denote the size of the input. Previous work by Karp and Li [7] and Werman et al. [14] propose an O(N log N ) algorithm for computing the minimum weight one-to-one matching for two equal cardinality point set. The minimumweight one-to-one matching in this case is the identity matching which is computed by first sorting the points and then mapping a point a i to a point b i . Karp and Li [7] also solve the case where |A| = |B| in O(N log N ). Colannino et al. [3] extended the work of Karp and Li [7] to compute the minimum-weight many-to-one matching on the real line in O(N log N ). All these results are for the d 1 measure.
The minimum-weight many-to-many matching has also been studied extensively. In a graph theoretic setting, this is equivalent to finding a minimum-weight edge cover of a complete bipartite graph. For an arbitrary bipartite graph, the minimum-weight edge cover can be computed by reducing the problem to the the minimum-weight perfect matching problem [6] , [10] which can be computed in O(N 3 ) time using the Hungarian Algorithm proposed by Kuhn [8] . There is an d Canadian Conference on Computational Geometry, 2011 O(N ω ) algorithm for optimal weighted matching in bipartite graphs due to Mucha and Sankowski [9] , where ω is the exponent in the best matrix multiplication algorithm (currently ω = 2.38). For the special case where A and B are points on the real line and using the d 1 weight, Colannino et al. [4] provide an O(N log N ) algorithm.
Computing a Minimum-Weight Many-to-Many Matching
We review the O(N log N ) algorithm for solving the minimum-weight many-to-many matching problem using the d 1 measure due to Colannino et al. [4] , and then show why properties that are used to gain efficiencies do not hold when using the d 2 measure. Without loss of generality, the set A is assumed to have the leftmost element in A ∪ B. The algorithm partitions the set of sorted points into P 0 , P 1 , P 2 , ... subsets such that all points in P i are less than all points in P i+1 , where P 0 is a maximal subset of consecutive points in A, P 1 is a maximal subset of consecutive points in B, and so on (see Figure 1 ). We use the term consecutive partitions to refer to two neighbouring partitions such as P 0 and P 1 . The matching is computed using an optimized dynamic programming approach that uses special properties of the structure of the optimal matching to reduce the complexity of the dynamic program from O(mn) to O(N ) for sorted point sets. One of the d 1 properties that allows for an efficient algorithm is the fact that the optimal way to match s consecutive points in two consecutive partitions is to use the identity matching where a i is paired with b i for i = 1...s. However, this property does not hold for the d 2 measure (see Figure 2 ). With the d 2 measure all possibilities of matching two subsets of s points in two consecutive partitions must be checked.
In order to compute the many-to-many matching that minimizes d 2 (A, B) we use a dynamic programming algorithm. (Note: A similar dynamic programming algorithm has been described by Tymoczko [13] ). The algo- 
Therefore, the entry w mn will store the weight of the minimum weight many-to-many matching. Refer to Algorithm 1 for the pseudocode. The following lemma proves our claim that w mn stores the minimum weight.
Lemma 1
The optimal value of W ij is given by
Proof. Suppose we have a many-to-many matching M of A i and B j such that {a i , b j } / ∈ M . Therefore a i is matched with a b ∈ B j such that b < bj and b j is matched with an a k ∈ A i with a k < a i . Observe that the cost of this matching can be lowered by replac-
is positive. This implies that the edge {a i , b j } must be part of the minimal many-to-many matching of A i and B j . Furthermore, the edge {a i , b j } is connected to a minimum cost many-to-many matching of A i−1 and B j or A i and B j−1 or A i−1 and B j−1 . Since the best subproblem is chosen, W ij must be optimal.
Once table W is computed, the actual matching can be extracted from it in O(mn) time. The idea is to traverse table W from the entry W m,n backwards until the entry W 1,1 is reached. At each step in the traversal, there are three choices to make and the one with the minimum weight is chosen. Clearly the combined complexity of both algorithms is bounded by the size of table W , therefore the total complexity of finding the minimum-weight matching is O(mn).
Finding the Minimum-Weight Many-to-Many Matching under Translations
Given sets of points on a line A and B, a coincident pair is a point a ∈ A and a point b ∈ B such that a = b. When using the d 1 measure we show that there is always Algorithm 1 Dynamic programming algorithm to compute the minimum weight many-to-many matching using the d 2 measure {Initialization}
end for {W mn stores the weight of the optimal many-to-many matching} return W mn an instance of the optimal many-to-many matching under translation with a coincident pair.
Lemma 2 Let M be a many-to-many matching of point sets A and B. Then there exists a rigid translation t of the point set B yielding at least one coincident pair such that:
Proof. If a point from A coincides with a point from B then we are done. For a ∈ A, b ∈ B, and {a, b} ∈ M an edge is a left edge if a < b and a right edge if a > b. Since none of the points coincide, we don't have the case where a = b. If the number of left edges is greater than the number of right edges we set t for a rigid translation that moves the points B to the right to encounter the first coincident pair, and if the number of right edges is greater than or equal to the number of left edges we set t for a rigid translation that moves the points B to the left to encounter the first coincident pair. In either case it is easy to verify that we get the desired inequality.
Lemma 2 implies that an optimal many-to-many minimum weight matching allowing translations can be found in O(mn) time by applying the algorithm due to Colannino et al. [4] to each alignment of A and B that realizes a coincident pair.
The same argument cannot be extended to the On the other hand, if we translate B by t = 1, we get d 2 (A, B 1 ) = 3. In fact, this is still not optimal. The optimal value is t = 1.33, where d 2 (A, B
1.33 ) = 2.667. To the best of our knowledge, currently, there does not exist an "easy" way of computing the optimal translation, t optimal , that would lead to minimizing d 2 (A, B t ). We have developed an algorithm that uses a finite number of steps to find t optimal . Let M be the matching for d 2 (A, B) . In table W in Algorithm 1,
We now add the translation variable, t, to every entry of the table W . The modified entry is
2 . Therefore the cost of a matching is captured by the function:
In order to find the t value that optimizes f (t) we take the first derivative of f (t) and set it to zero to get
Our approach is to iteratively translate the point set B by a positive amount a finite number of times, ensuring that we do not pass over an optimal location for B. Recall that to compute the value of W i,j , the cost of edge {a i , b j } is summed to one of the following three subproblems: W i−1,j , W i,j−1 , W i−1,j−1 . Therefore a change in W happens when one of the non-chosen subproblems becomes a better choice than the currently chosen subproblem. Graphically, each subproblem is represented by a parabola, therefore it is easy to determine where a change might happen by computing the intersection of the parabola representing the current choice with the parabolas representing the two other choices. Using this idea we formulate an algorithm for finding the optimal translation, t optimal . We start with the set B all the way to the left of A and compute W . Next, we find all intersections between each chosen subproblem (i.e part of the matching) and the two non-chosen subproblems related to it. Out of all intersections, we pick the one with the smallest positive t value. We translate B by this t value and repeat the process until B is translated all the way to the right of A. We store the minimum cost for the matchings as B is being translated. This process guarantees that at least one of the iterations finds the best many-to-many matching. Once B has been translated all the way to the right of A, we pick the smallest value out of all stored values.(Refer to Algorithm 2).
To bound the number of iterations that the algorithm uses and to show that it terminates we define a Proof. There are three possible values for every entry in the m × n table F , so O(3 mn ) is an upper bound on the total number of distinctly different instances of F . We argue that no two instances of F , F k , and F at iterations k and respectively, are identical. Assume for the sake of contradiction that such a pair of tables exist. Thus, the algorithm will iterate forever in a cycle between these instances. Recall that at each iteration of the algorithm we translate the points B by some positive t. Therefore, at iteration the location of the points B, call it B , are to the right of the points at iteration k, B k . Since we are in a cyclic pattern we have F +1 identical to F k+1 , and so on as the cycle repeats. This implies that there are a pair of parabolas, p and q that have infinitely many intersection points, a contradiction. Thus, Algorithm 2 cannot cycle, and must terminate after O(3 mn ) iterations.
Theorem 2 Algorithm 2 computes
Proof. Assume there is a translation, t, of the set B for which a minimal d 2 (A, B t ) is realized. Clearly,
. Therefore, t must correspond to a matching in which B falls within the above range. Algorithm 2 considers all possible matchings between A and B that occur as B is being translated within (a 1 −b n , a m −b 1 ). It does so by recomputing the matching every time one of the subproblems becomes a better choice than any other subproblem anywhere in table W . Therefore, the matching that corresponds to t must be found by Algorithm 2. For every matching considered, the algorithm finds the translation that optimizes it. This translation must be equal to t since t is optimal.
Experimental Results for Algorithm 2
The upper bound that we provide for Algorithm 2 does not appear to be tight. We have not been able to construct an example that requires a super-polynomial number of steps. We ran various experiments to gain a better understanding of the true running time of the algorithm. We know that for each translation that the algorithm makes it takes O(mn) time to compute the distance using dynamic programming. What concerns us is the number of translations that Algorithm 2 makes before finding the optimal translation. Therefore, the number of translations determines whether the algorithm has a polynomial running time or not. We compare the total number of translations to the the product of the cardinalities mn. We defined a ratio, R, by the following equation:
R = number of translations mn
The first experiment was to randomly generate the sets A and B with specific cardinalities, m and n. For the cardinalities chosen, A and B were randomly generated 5 times. The pair that caused the largest number of translations is reported in Table 1 . It can be seen that the number of translations of the algorithm is much less than the theoretical upper bound of O(3 mn ). However, the ratio R seems to be slowly increasing and therefore we cannot experimentally bound the number of iterations by mn. Testing the conjecture that the number of translations is poly-logarithmic, we define a new ratio R 2 as:
number of translations mn × log(mn)
Referring to Table 1 , it can be seen that R 2 increases at first and then continues to decrease. This appears to indicate that the running time of Algorithm 2 cannot be larger than a constant×mn log(mn). Our experimental results indicate that the constant should not be greater than 2.
In our second experiment, A and B were two randomly generated sets of 10 points where A and B are the same set. We compressed B by dividing the elements of B by an ever increasing factor and ran the algorithm. Overall, R 2 , first increased as B was further compressed by dividing by a larger number. However, the trend reached a peak, and as B was compressed further R 2 started to continuously decrease. Table 2 summarizes our results. 0.66 0.14 Picking the largest number of translations in this dataset, we can see that the value of R 2 seems to be slightly higher than the random data set of Table 1 . Namely, 1.22 versus 0.78. We performed the same experiment with different cardinalities. The same pattern was noticed. R 2 increased at first and then continuously decreased. In this case, the peak R 2 is 1.54. For each cardinality, Table 3 shows the results of the compression that caused the largest number of translations and therefore the largest R 2 . The R 2 values are generally higher than all previous results, however, we note that Another possibility for a data set that might not have been well captured by generating points randomly, is to have configurations that contain clusters of contiguous points. We generated different cluster configurations for m = 15 and n = 11. In Table 4 , a configuration of (3, 2) indicates the set A is composed of 3 clusters of points separated by some distance, and likewise the set B is composed of 2 clusters. Each cluster is composed of a fixed number of points that fall within a specific range. The cluster points are generated randomly within the specified range for each cluster. For each cluster configuration, the experiment was run 10 times and the trial with the largest number of translations is shown in Table 4. It can be seen in Table 4 that the largest value for R 2 is 0.80 which is still less than 2. Figure 3 shows that the function f (mn) = 2mn log(mn) is an upper bound for all our experimental results. Given these results, we conclude that for the data that we have generated Algorithm 2 exhibits a polynomial running time.
Conclusion
We have presented an iterative algorithm to solve a continuous optimization problem, that appears to be efficient when applied to randomly generated instances. To date, we have not been able to determine a means to analyze the method to obtain reasonable bounds on the worst case running time of the algorithm. Therefore, we d Canadian Conference on Computational Geometry, 2011 leave open the issue of obtaining a better bound on the number of iterations used by this algorithm. It may be that some modifications could be made to the existing algorithm so that it would be easier to analyze. It may also be the case that an entirely different approach could be used to solve the problem in polynomial time. Alternately, perhaps it can be shown that this optimization problem is NP-hard.
