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Clarkson’s algorithm is a three-staged randomized algorithm for solving linear programs.
This algorithm has been simpliﬁed and adapted to ﬁt the framework of LP-type problems.
In this framework we can tackle a number of non-linear problems such as computing
the smallest enclosing ball of a set of points in Rd . In 2006, it has been shown
that the algorithm in its original form works for violator spaces too, which are a
proper generalization of LP-type problems. It was not clear, however, whether previous
simpliﬁcations of the algorithm carry over to the new setting.
In this paper we show the following theoretical results: (a) It is shown, for the ﬁrst time,
that Clarkson’s second stage can be simpliﬁed. (b) The previous simpliﬁcations of Clarkson’s
ﬁrst stage carry over to the violator space setting. (c) The equivalence of violator spaces and
partitions of the hypercube by hypercubes.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Clarkson’s algorithm
Clarkson’s randomized algorithm [1] is the earliest practical linear-time algorithm for linear programming with a ﬁxed
number of variables. Combined with a later algorithm by Matoušek, Sharir and Welzl [2], it yields the best (expected)
worst-case bound in the unit cost model that is known today. The combined algorithm can solve any linear program with d
variables and n constraints with an expected number of O (d2n+ exp(O (√d logd ))) arithmetic operations [3].
Clarkson’s algorithm consists of two primary stages, and it requires as a third stage an algorithm for solving small linear
programs with O (d2) constraints. The ﬁrst two stages are purely combinatorial and use very little problem-speciﬁc structure.
Consequently, they smoothly extend to the larger class of LP-type problems [2], with the same running time bound as above
for concrete problems in this class, such as ﬁnding the smallest enclosing ball of a set of n points in dimension d [3].
Both primary stages of Clarkson’s algorithm are based on random sampling and are conceptually very simple. The main
idea behind the use of randomness is that we can solve a subproblem subject to only a small number of (randomly chosen)
constraints, but still have only few (of all) constraints that are violated by the solution of the subproblem, on average.
The analysis of Clarkson’s original algorithm requires both stages to redo every round until the actual number of violated
constraints is no more than twice the average. For the ﬁrst stage, it was already shown by Gärtner and Welzl that this is
not necessary [4]. The result is what we call the German Stage below. In this paper, we do the simpliﬁcation also for the
second stage, resulting in the Swiss Stage. (The names come from certain aspects of the German and Swiss political systems
that are reﬂected in the respective stages.)
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Gärtner, Matoušek, Rüst, and Škovronˇ proved that Clarkson’s original algorithm is applicable in a still broader setting
than that of LP-type problems: It actually works for the class of violator spaces [5]. At ﬁrst glance, this seems to be yet
another generalization to yet another abstract problem class, but as Škovronˇ has shown, it stops here: the class of violator
spaces is the most general one for which Clarkson’s algorithm is still guaranteed to work [6]. In a nutshell, the difference
between LP-type problems and violator spaces is that the latter do not have a concept of objective function. In particular,
the following trivial algorithm may cycle even in nondegenerate violator spaces: maintain the optimal solution subject to
a subset B of the constraints; as long as there is some constraint h that is violated by this solution, replace the current
solution by the optimal solution subject to B ∪ {h}, and repeat. Examples of such cyclic violator spaces can be found in [6].
For a very easy and intuitive example see also [5].
It was unknown whether the analysis of the German Stage (the simpliﬁed version of Clarkson’s ﬁrst stage) also works
for violator spaces. For LP-type problems, the analysis is nontrivial and constructs a “composite” LP-type problem. Here
we show that this can still be done for violator spaces; the proof is even simpler, since there is no need to construct an
objective function.
For the Swiss Stage (the simpliﬁed version of Clarkson’s second stage), we provide the ﬁrst analysis at all. The fact that
it works in the fully general setting of violator spaces comes naturally.
Let us point out that – in contrast to the situation for LP-type problems [7] – no subexponential algorithm for ﬁnding the
basis (i.e. “solution”) of a violator space is known. Therefore, we simply employ brute force to “solve” small violator spaces.
We call this the Brute Force Stage (BF-S). The overall result (to be detailed and explained below) is known [5], but here we
manage to simplify the algorithm that achieves it: a d-dimensional violator space can be “solved” with an expected number
of O (dn+ f (d)) violation tests, where f is some exponential function of d.
1.3. The German Stage (DE-S)
Let us explain the algorithm for the problem of ﬁnding the smallest enclosing ball of a set of n points in Rd (this problem
ﬁts into the violator space framework). The algorithm proceeds in rounds and maintains a working set G , initialized with a
subset R of r points drawn at random. In each round, the smallest enclosing ball of G is being computed (by some other
algorithm). For the next round, the points that are unhappy with this ball (the ones that are outside) are being added to G .
The algorithm terminates as soon as everybody is happy with the smallest enclosing ball of G .
The crucial fact that we reprove below in the violator space framework is this: the number of rounds is at most d + 2,
and for r ≈ d√n, the expected maximum size of G is bounded by O (d√n). This means that DE-S reduces a problem of size
n to d + 2 problems of expected size O (d√n). We call this the German Stage, because it takes – typically German – one
decision in the beginning which is then eﬃciently pulled through.
1.4. The Swiss Stage (CH-S)
Like DE-S, this algorithm proceeds in rounds, but it maintains a voting box that initially contains one slip per point. In
each round, a set of r slips is drawn at random from the voting box, and the smallest enclosing ball of the corresponding
set R is computed (by some other algorithm). For the next round, all slips are put back, and on top of that, the slips of the
unhappy points are being doubled. The algorithm terminates as soon as everybody is happy with the smallest enclosing ball
of the sample R . This is one of many known multiplicative weight update algorithms, see the survey paper by Arora et al. [8].
Below, we will prove the following: if r ≈ d2, the expected number of rounds is O (logn). This means that CH-S reduces
a problem of size n to an expected number of O (logn) problems of size O (d2). We call this the Swiss Stage, because it
takes – typically Swiss – many independent local decisions that magically ﬁt together in the end.
1.5. Hypercube partitions
A hypercube partition is a partition of the vertices of the hypercube such that every element of the partition is the set
of vertices of some subcube. It was known that every nondegenerate violator space induces a hypercube partition [9,10]. We
prove here that also the converse is true, meaning that we obtain an alternative characterization of the class of violator
spaces. While this result is not hard to obtain, it may be useful in the future for the problem of counting violator spaces.
Here, the initial bounds provided by Škovronˇ are still the best known [6].
1.6. Applications
We would love to present a number of convincing applications of the violator space framework, and in particular of the
German and the Swiss Stage for violator spaces. Unfortunately, we cannot. There is one known application of Clarkson’s
algorithm that really requires it to work for violator spaces and not just LP-type problems [5]; this application (solving
generalized P -matrix linear complementarity problems with a ﬁxed number of blocks) beneﬁts from our improvements in
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Clarkson’s algorithm).
Our main contributions are therefore theoretical: we show that Clarkson’s second stage can be simpliﬁed (resulting in
the Swiss Stage), and this result is new even for LP-type problems and linear programming. The fact that Clarkson’s ﬁrst
stage can be simpliﬁed (resulting in the German Stage) was known for LP-type problems; we extend it to violator spaces,
allowing the German Stage to be used for solving generalized P -matrix linear complementarity problems with a ﬁxed
number of blocks.
We believe that our results are mainly contributions to the theory of abstract optimization frameworks themselves. We
have now arrived at a point where Clarkson’s algorithm has been shown to work in the most general abstract setting that
is possible, and in probably the most simple variant that can still successfully be analyzed.
2. Prerequisites
2.1. The Sampling Lemma
The following lemma is due to Gärtner and Welzl [4] and was adapted to violator spaces in [5]. We repeat it here for
the sake of completeness, and because its proof and formulation are very concise. Let S be a set of size n, Ω any set, and
ϕ : 2S → Ω a function that maps every set R ⊆ S to some value ϕ(R) ∈ Ω . Deﬁne
V(R) := {s ∈ S \ R ∣∣ ϕ(R ∪ {s}) 	= ϕ(R)}, (1)
X(R) := {s ∈ R ∣∣ ϕ(R \ {s}) 	= ϕ(R)}. (2)
V(R) is the set of violators of R , while X(R) is the set of extreme elements in R . Obviously, for s /∈ R ,
s violates R ⇐⇒ s is extreme in R ∪ {s}. (3)
For a random sample R of size r, i.e., a set R chosen uniformly at random from the set
(S
r
)
of all r-element subsets of S ,
we deﬁne random variables Vr : R → |V(R)| and Xr : R → |X(R)|, and we consider the expected values
vr := E[Vr],
xr := E[Xr].
Lemma 2.1 (Sampling Lemma [4,5]). For 0 r < n,
vr
n− r =
xr+1
r + 1 .
Proof. Using the deﬁnitions of vr and xr+1 as well as (3), we can argue as follows:(
n
r
)
vr =
∑
R∈(Sr)
∑
s∈S\R
[s violates R]
=
∑
R∈(Sr)
∑
s∈S\R
[
s is extreme in R ∪ {s}]
=
∑
Q ∈( Sr+1)
∑
s∈Q
[s is extreme in Q ]
=
(
n
r + 1
)
xr+1.
Here, [·] is the indicator variable for the event in brackets. Finally, ( nr+1)/(nr)= (n− r)/(r + 1). 
2.2. Violator spaces
A violator space directly speciﬁes the violators V(R) of a given set R , instead of deriving them from a function ϕ as in
(1) above.
Deﬁnition 2.2. A violator space is a pair (H,V), where H is a ﬁnite set and V is a mapping 2H → 2H such that the following
two conditions are fulﬁlled.
Consistency: G ∩ V(G) = ∅ holds for all G ⊆ H , and
Locality: for all F ⊆ G ⊆ H , where G ∩ V(F ) = ∅, we have V(G) = V(F ).
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Monotonicity: V(F ) = V(G) implies V(E) = V(F ) = V(G) for all sets F ⊆ E ⊆ G ⊆ H.
Proof. Assume V(E) 	= V(F ),V(G). Then locality yields ∅ 	= E ∩ V(F ) = E ∩ V(G), which contradicts consistency. 
Deﬁnition 2.4. Consider a violator space (H,V).
(i) We say that B ⊆ H is a basis if for all proper subsets F ⊂ B we have B ∩ V(F ) 	= ∅. For G ⊆ H , a basis of G is a minimal
subset B of G with V(B) = V(G). A basis in (H,V) is a basis of some set G ⊆ H .
(ii) The combinatorial dimension of (H,V), denoted by dim(H,V), is the size of the largest basis in (H,V).
(iii) (H,V) is nondegenerate if every set G ⊆ H with |G| dim(H,V) has a unique basis. Otherwise (H,V) is degenerate.
(iv) (H,V) is regular if every set G ⊆ H with |G| dim(H,V) has only bases of size dim(H,V).
Observe that a minimal subset B ⊆ G with V(B) = V(G) is indeed a basis: Assume for contradiction that there is a set
F ⊂ B such that B ∩ V(F ) = ∅. Locality then yields V(B) = V(F ) = V(G), which contradicts the minimality of B . Also, note
that, because of consistency, a basis B of H has no violators (V(H) = V(B) = ∅).
We would like to apply the Sampling Lemma to violator spaces. For this, we need to “invent” a function ϕ under
which the native mapping V : 2H → 2H assumes the form (1). But this is simple: we deﬁne ϕ(R) := V(R). Then we have
ϕ(R ∪ {s}) 	= ϕ(R) if and only if V(R ∪ {s}) 	= V(R). By consistency and locality, this is equivalent to s ∈ V(R).
With this choice of ϕ , we also have X(R) = {s ∈ R | V (R \ {s}) 	= V (R)}. Using monotonicity, we can conclude that the ex-
treme elements in R are exactly the elements that are contained in every basis of R . In particular, if (H,V) has combinatorial
dimension d, then |X(R)| d for all R . We thus get the following corollary.
Corollary 2.5 (of Lemma 2.1). Let (H,V) be a violator space of combinatorial dimension d, and |H| = n. If we choose a subset R ⊆ H,
|R| = r  n, uniformly at random, then
E
[∣∣V(R)∣∣] dn− r
r + 1 .
3. Clarkson’s algorithm revisited
Clarkson’s algorithm can be used to compute a basis of some violator space (H,V) with n = |H|. It consists of two
separate stages and the Brute Force Stage (BF-S). The results about the running time and the size of the sets involved
are summarized in Theorems 3.5 and 3.13. The primitive operations used in all stages of the algorithm are the so called
violation tests. That is, given a violator space (H,V), some set G ⊆ H , a basis B of G , and some element h ∈ H \ G , we
have to decide whether h ∈ V(B). We will assume that this operation is atomic, and therefore the two mentioned theorems
ultimately count the number of violation tests.
The main idea of both stages (DE-S and CH-S) is the following: In a ﬁrst round, we draw a random sample R ⊆ H of
size r = |R| and then compute a basis of R using some other algorithm. The crucial point here is that r  n in the relevant
cases. Obviously, this ﬁrst round may fail to ﬁnd a basis of H , and we have to do more rounds. That is the point at which
DE-S and CH-S most signiﬁcantly differ.
3.1. The German Stage (DE-S)
This algorithm works as follows. Let (H,V) be a violator space, |H| = n, and dim(H,V) = d. We draw a sample R ⊆ H
uniformly at random with r = d√n/2, and initialize our working set G with R . Then we enter a repeat loop, in which we
compute a basis B of G and check whether there are any violators in H . If no, then we are done and return the basis B . If
yes, then we add those violators to our working set G and repeat the procedure. Note that we draw a random sample only
once at the beginning of the algorithm.
The analysis will show that (i) the number of rounds is bounded by d + 1, and (ii) the expected maximum size of G is
bounded by O (d
√
n). See Theorem 3.5.
Let us adopt some notation which we will use in the following proofs. First, let us point out that V|F refers to the
violator mapping restricted to some set F ⊆ H . We will also need the following deﬁnitions.
Deﬁnition 3.1. For i  0, by
B(i)R , V
(i)
R , and G
(i)
R
we denote the sets B , V(B), and G computed in round i of the repeat loop above. Furthermore, we set G(0)R := R , B(0)R : ∅
and V (0)R := ∅. In particular, the set B(i)R is a basis of G(i−1)R , and V (i)R = V(B(i)R ) = V(G(i−1)R ). If the algorithm performs exactly
 rounds, sets with indices i >  are deﬁned to be the corresponding sets in round .
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input : Violator space (H,V), |H| = n, and dim(H,V) = d
output: A basis B of (H,V)
r ←min(d√n/2,n);
Choose R with |R| = r, R ⊆ H u.a.r.;
G ← R;
repeat
B ← CH-S(G,V|G );
G ← G ∪ V(B);
until V(B) = ∅ ;
return B
Some care is in order here: In the degenerate case, B(i)R is not well-deﬁned, since it may also depend on the computations
performed in CH-S(G,V|G ). But we will make sure that our arguments hold for every possible choice of B(i)R , justifying the
abuse of notation. In contrast, the G(i)R and V
(i)
R are always well-deﬁned.
Next is an auxiliary lemma that we will need further on in the analysis. It states that the basis computed in round i
must contain at least one violated element from each of the previous rounds 1, . . . , i − 1.
Lemma 3.2. Let  be the number of rounds. For 1 j < i  , B(i)R ∩ V ( j)R 	= ∅.
Proof. Assume that B(i)R ∩ V ( j)R = ∅. Together with consistency (G( j−1)R ∩ V ( j)R = ∅), this implies(
B(i)R ∪ G( j−1)R
)∩ V ( j)R = ∅.
Now, applying locality, we get
V
(
B(i)R ∪ G( j−1)R
)= V ( j)R . (4)
On the other hand, since V (i)R = V(B(i)R ) = V(G(i−1)R ) and B(i)R ⊆ B(i)R ∪ G( j−1)R ⊆ G(i−1)R , we can apply monotonicity and derive
V
(
B(i)R ∪ G( j−1)R
)= V (i)R . (5)
By Eqs. (4) and (5) we have that V (i)R = V ( j)R 	= ∅, hence
∅ 	= V(G(i−1)R )= V (i)R = V ( j)R ⊆ G(i−1)R ,
a contradiction to consistency. 
The following lemma is the crucial result that lets us interpret the set G \ R in the ﬁnal iteration of Algorithm 1 as the
set of violators of R in another violator space.
Lemma 3.3. Let (H,V) be a violator space of combinatorial dimension d. For any subset R ⊆ H deﬁne
V′(R) := V (1)R ∪ · · · ∪ V (d)R .
Then the following statements hold:
(i) (H,V′) is a violator space of combinatorial dimension at most
(d+1
2
)
and at least d.
(ii) If (H,V) is nondegenerate, then so is (H,V′).
Let us point out that the working set G is, in fact, the disjoint union of the initial set R and the violators of any round
processed so far. Formally, we have
G(i)R = R ∪˙ V (1)R ∪˙ · · · ∪˙ V (i)R . (6)
This follows from the consistency of (H,V) and because V (i)R = V(G(i−1)R ). We need this in some places during the proof of
Lemma 3.3. However, before we proceed let us ﬁrst state the consequences that we obtain by applying Corollary 2.5 to the
violator space that we have constructed.
Theorem 3.4 (Theorem 5.5 of [4]). For R ⊆ H with |H| = n, and a random sample of size r,
E
[∣∣G(d)R ∣∣]
(
d+ 1)n− r + r.
2 r + 1
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E
[∣∣G(d)R ∣∣] (2d+ 1)
√
n
2
.
Proof. The ﬁrst inequality follows directly from Corollary 2.5, applied to the violator space (H,V′). The second inequality is
a simple calculation. 
Proof of Lemma 3.3. Let us start with part (i). We ﬁrst check consistency and locality of (H,V′) as deﬁned in Deﬁnition 2.2.
Consistency follows from consistency of (H,V): all sets V (i)R = V (G(i−1)R ) are disjoint from R , since R ⊆ G(i−1)R by Eq. (6).
Let us recall what locality means. For sets R ⊆ Q ⊆ H , if Q ∩ V′(R) = ∅, then V′(Q ) = V′(R). To show this, we derive the
following stronger statement, by induction on i:
V (i)R = V (i)Q , i = 0, . . . ,d.
For i = 0, both sets are empty by deﬁnition. Now assume that we have already established V ( j)R = V ( j)Q ,0  j < i. By con-
struction of G , we then have
G(i−1)Q = G(i−1)R ∪˙ (Q \ R). (7)
Now, if Q ∩ V′(R) = ∅, then in particular, ∅ = Q ∩ V (i)R = Q ∩ V(G(i−1)R ). Using consistency of (H,V), this yields
∅ = (G(i−1)R ∪˙ (Q \ R))∩ V(G(i−1)R ) (7)= G(i−1)Q ∩ V(G(i−1)R ),
and locality of (H,V) shows that V (i)R = V(G(i−1)R ) = V(G(i−1)Q ) = V (i)Q .
We still have to show that (H,V′) has combinatorial dimension at most
(d+1
2
)
. To this end we ﬁrst prove that V′(BR) =
V′(R), where
BR := R ∩
d⋃
i=1
B(i)R .
In a second step we bound the size of BR and hence the combinatorial dimension of (H,V′). In order to show V′(BR) =
V′(R), we again use induction to prove V (i)BR = V
(i)
R , for 0 i  d. As before, the case i = 0 is clear by deﬁnition.
Now assume that we already know V ( j)BR = V
( j)
R , for 0 j < i. As above, this yields
G(i−1)R = G(i−1)BR ∪ (R \ BR).
Moreover, by deﬁnition of BR , the set R \ BR is disjoint from the basis B(i)R of G(i−1)R , meaning that B(i)R ⊆ G(i−1)R \ (R \ BR) =
G(i−1)BR ⊆ G
(i−1)
R . Then monotonicity yields
V (i)BR = V
(
G(i−1)BR
)= V(G(i−1)R )= V (i)R .
To bound the size of BR , we observe that∣∣R ∩ B(i)R ∣∣ d+ 1− i,
for all 1 i  d. This follows from Lemma 3.2: B(i)R has at least one element in each of the i− 1 sets V (1)R , . . . , V (i−1)R , which
are pairwise disjoint and also disjoint from R by Eq. (6). Hence we get
|BR |
d∑
i=1
∣∣R ∩ B(i)R ∣∣
(
d+ 1
2
)
.
To see that the combinatorial dimension is at least d, we observe that if V′(B) = V′(G) for B ⊆ G , then V(B) = V(G), so
bases in (H,V) can only be smaller. This follows since V ′(B) = V ′(G) in particular means G ∩ V ′(B) = ∅ from which we
have already deduced in part (i) above that V(B) = V (1)B = V (1)G = V(G).
Let us continue with the proof of part (ii). Nondegeneracy of (H,V′) follows if we can show that every set R ⊆ H with
|R|  d has the set BR as its unique basis. To this end we prove that whenever we have L ⊆ R with V′(L) = V′(R), then
BR ⊆ L.
Fix L ⊆ R with V′(L) = V′(R). In particular, R ∩ V ′(L) = ∅ from which we have already deduced in the proof of (i) that
V (i) = V (i), 1 i  d.R L
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G(i)R = G(i)L ∪ (R \ L), 0 i  d,
and the nondegeneracy of (H,V) yields that G(i)R and G
(i)
L have the same unique basis B
(i+1)
R , for all 0 i  d. To see this,
ﬁrst note that B(i+1)R is indeed contained in G
(i)
L , because V(G
(i)
L ) = V(G(i)R ) = V(G(i)L ∪˙(R \ L)) = V(B(i+1)R ) for 0 i  d. Now,
if there existed another basis of G(i)L ( that by deﬁnition would also be a basis of G
(i)
R ), nondegeneracy would be violated for
the set G(i)R ⊇ R of size at least d.
It follows that G(d−1)L contains
d⋃
i=1
B(i)R ,
so L contains
L ∩
d⋃
i=1
B(i)R = R ∩
d⋃
i=1
B(i)R .
The latter equality holds because R \ L is disjoint from G(d)L , thus in particular from the union of the B(i)R . 
Theorem 3.5. Let (H,V) be a violator space of combinatorial dimension d, and n = |H|. Then the algorithm DE-S computes a basis of
(H,V) with at most d+ 1 calls to CH-S, with an expected number of at most O (d√n ) constraints each. The number of violation tests
is bounded by O (dn).
Proof. According to Lemma 3.2 (and maybe more intuitively according to Lemma 3.8), in every round except the last one
we add at least one element of any basis of (H,V) to G . Since the size of the basis is bounded by d we get that the number
of rounds is at most d + 1. Furthermore, according to Theorem 3.4, and our choice r = d√n/2, the expected size of G will
not exceed (2d + 1)√n/2 in any round.
In every round, we will have to do at most n violation tests. Hence, O (dn) is an upper bound on the number of violation
tests. 
In [4], Theorems 5.6 and 5.7 give tail estimates for the size of G(d)R . The weaker estimate, Theorem 5.7, holds for violator
spaces too. The stronger tail estimate, Theorem 5.6, holds for nondegenerate LP-type problems, but we do not know whether
it generalizes to nondegenerate violator spaces. In order to make the proof work, we would need to regularize violator
spaces. That is, given a nondegenerate violator space (H,V), we want to produce a nondegenerate and regular violator space
(H,V′) of the same combinatorial dimension such that V(R) ⊆ V′(R) for all R ⊆ H . As shown by Matoušek [11, Lemma 2.4],
this can be done if the violator space comes from an LP-type problem, but for the general case, we do not know this.
3.2. The Swiss Stage (CH-S)
The algorithm CH-S proceeds similar to the ﬁrst one. Let the input be a violator space (H,V), |H| = n, and dim(H,V) = d.
First, let us (re)introduce the notation R(i) , B(i) , and V (i) for i  1, similar as in Deﬁnition 3.1, for the sets R , B and V(R)
of round i respectively. The set B(i) is a basis of R(i) and V (i) = V(R(i)) = V(B(i)). Since we draw a random sample in every
round it does not make sense to index the sets B(i) and V (i) by R , so we drop this subscript.
After the initialization we enter the ﬁrst round and choose a random sample R(1) of size r = 2d2 uniformly at random
from H . Then we compute a basis B(1) of the violator space (R(1),V|R(1) ) by using the brute-force algorithm BF-S as a black
box. In the next step we compute the set of violated constraints, i.e., V (1) . So far, this is the same as in the ﬁrst stage. But
now, instead of enforcing the violated constraints by adding them to the active set, we increase their probability of being
chosen in the next round. This is achieved by means of a multiplicity or weight function μ.
Deﬁnition 3.6. With every h ∈ H we associate the multiplicity μh ∈ N. For an arbitrary set F ⊆ H we deﬁne the cumulative
multiplicity as
μ(F ) :=
∑
h∈F
μh.
For the analysis we also need to keep track of this value across different iterations of the algorithm. For i  0 we will use
μ
(i)
h (and μ
(i)(F )) to denote the (cumulative) multiplicity at the end of round i. We deﬁne μ(0)h := 1 for every h ∈ H , and
therefore μ(0)(F ) = |F |.
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input : Violator space (H,V), |H| = n, and dim(H,V) = d
output: A basis B of (H,V)
μh ← 1 for all h ∈ H ;
r ← 2d2;
repeat
choose random R from H according to μ;
B ← BF-S(R,V|R );
μh ← 2μh for all h ∈ V(B);
until V (B) = ∅ ;
return B
In the algorithm, we conceptually choose the random sample of round i uniformly at random from a multiset that
contains μ(i)h copies of element h. In order to increase the probability of the violated constraints from the previous round,
we double their multiplicities: μ(i)h := 2μ(i−1)h for all h ∈ V (i−1) . The algorithm terminates as soon as V () = ∅ for some
round  1, and it returns the basis B() .
We want to apply Corollary 2.5 of the Sampling Lemma also in this setting. For this, we need to construct a suitable
“multiset version” of our violator space. The following lemma (whose proof is straightforward and therefore omitted) takes
care of this.
Lemma 3.7. Let (H,V) be a violator space of combinatorial dimension d. Let Hh,h ∈ H, be nonempty and pairwise disjoint sets (Hh is
the set of copies of h). Deﬁne H ′ =⋃h∈H Hh and for G ′ ⊆ H ′ set
V′
(
G ′
)= ⋃
h∈V(G)
Hh,
where G := {h ∈ H | G ′ ∩ Hh 	= ∅}. Then the pair (H ′,V′) is again a violator space of combinatorial dimension d.
Let us ﬁrst discuss an auxiliary lemma very similar in ﬂavor to Lemma 3.2.
Lemma 3.8 (Observation 22, [5]). Let (H,V) be a violator space, F ⊆ G ⊆ H, and G ∩ V(F ) 	= ∅. Then G ∩ V(F ) contains at least one
element from every basis of G.
Proof. Since the proof is short we repeat it here. Let B be some basis of G and assume that B ∩ G ∩ V(F ) = B ∩ V(F ) = ∅.
From consistency we get F ∩ V(F ) = ∅. Together this implies
(B ∪ F ) ∩ V(F ) = ∅.
Applying locality and monotonicity, we get
V(F ) = V(B ∪ F ) = V(G),
meaning that G ∩ V(G) = G ∩ V(F ) = ∅, a contradiction. 
The analysis of CH-S will show that the elements in any basis B of H will increase their multiplicity so quickly that
they are chosen with high probability after a logarithmic number of rounds. This, of course, means that the algorithm will
terminate, because there will be no violators. Formally, we consider a modiﬁcation of CH-S that runs forever, regardless of
the current set of violators. Let us call the modiﬁed algorithm CH-S_forever. We call a particular round i controversial if
V (i) 	= ∅. Furthermore, let C be the event that the ﬁrst  rounds are controversial in CH-S_forever.
Lemma 3.9. Let (H,V) be a violator space, |H| = n, dim (H,V) = d, B any basis of H, and k ∈ N some positive integer. Then, in
CH-S_forever, the following holds for the expected cumulative multiplicity of B after kd rounds,
2k Pr[Ckd] E
[
μ(kd)(B)
]
.
Proof. In every controversial round, Lemma 3.8 asserts that B ∩ V (i) 	= ∅. So, in every controversial round, the multiplicity
of at least one element in B is doubled. Therefore, by conditioning on the event that the ﬁrst kd rounds are controversial,
there must be a constraint in B that has been doubled at least k times (recall that |B|  d). It follows that E[μ(kd)(B)] =
E[μ(kd)(B) | Ckd]Pr[Ckd] + E[μ(kd)(B) | Ckd]Pr[Ckd] 2k Pr[Ckd]. 
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CH-S_forever, the following holds for the expected cumulative multiplicity of B after kd rounds,
E
[
μ(kd)(B)
]
 n
(
1+ d
r
)kd
.
Proof. Note that E[μ(kd)(B)] E[μ(kd)(H)], because B ⊆ H . Therefore, if we show the upper bound for the latter expectation
we are done. Let  := kd be the number of rounds, and (i)(F ) := μ(i)(F ) − μ(i−1)(F ) the increase of multiplicity from one
round to another, for any i  1 and F ⊆ H (this is a random variable). We write the expected weight of H after  rounds as
the sum of the initial weight plus the expected increase in weight in every round from 1 to ,
E
[
μ()(H)
]= E[μ(0)(H)]+
∑
i=1
E
[
(i)(H)
]
. (8)
The ﬁrst term is easy, E[μ(0)(H)] = n, and for the second term we use the partition theorem and get
∑
i=1
E
[
(i)(H)
]=
∑
i=1
∞∑
t=0
E
[
(i)(H)
∣∣μ(i−1)(H) = t]Pr[μ(i−1)(H) = t]. (9)
Now comes the crucial step. The increase in total weight matches exactly the number of violators (counting multiplici-
ties). We can therefore interpret E[(i)(H)|μ(i−1)(H) = t] as the expected number of violators of a random sample in the
t-element multiset version of (H,V) that we have constructed in Lemma 3.7. Using Corollary 2.5, we thus get
E
[
(i)(H)
∣∣μ(i−1)(H) = t] d t − r
r + 1 . (10)
Therefore we further obtain
E
[
μ()(H)
]
 n+
∑
i=1
∞∑
t=0
d
t − r
r + 1 Pr
[
μ(i−1)(H) = t]
 n+
∑
i=1
∞∑
t=0
d
t
r + 1 Pr
[
μ(i−1)(H) = t]
= n+ d
r + 1
∑
i=1
E
[
μ(i−1)(H)
]
.
The ﬁrst line is derived from (8), (9), and (10). The rest is routine. We get the recurrence relation
E
[
μ()(H)
]
 n+ d
r + 1
−1∑
i=0
E
[
μ(i)(H)
]
,
which easily implies the claimed bound. 
Using  = kd, and combining Lemmata 3.9 and 3.10, we now know that
2/d Pr[C] n
(
1+ d
r
)
.
This inequality gives us a useful upper bound on Pr[C], because the left-hand side power grows faster than the right-
hand side power as a function of , given that r is chosen large enough.
Let us choose r = cd2 for some constant c > log2 e ≈ 1.44. We obtain
Pr[C] n
(
1+ 1
c d
)
/2/d  n2( log2 e)/(c d)−/d,
using 1+ x ex = 2x log2 e for all x. This further gives us
Pr[C] nα,
α = α(d, c) = 2(log2 e−c)/(cd) < 1. (11)
This implies the following tail estimate.
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n1−β .
Proof. The probability for at least this many leading controversial rounds is at most
Pr[Cβ log1/α n] nαβ log1/α n  nαβ log1/α n = nn−β = n1−β . 
Corollary 3.12. For every β > 1, the probability that CH-S runs for β log1/α n rounds or more is at most n1−β .
The corollary simply follows from the fact that the number of rounds in CH-S is exactly the number of leading contro-
versial rounds in CH-S_forever.
Theorem 3.13. Let (H,V) be a violator space, |H| = n, and dim (H,V) = d. Then the algorithm CH-S computes a basis of H with
an expected number of at most O (d logn) calls to BF-S, with at most O (d2) constraints each. The expected number of violation tests
(and other operations) is bounded by O (dn logn).
Proof. By deﬁnition of C , the expected number of leading controversial rounds in CH-S_forever is∑
1
Pr[C].
For any β > 1, we can use (11) to bound this by
β log1/α n−1∑
=1
1+ n
∞∑
=β log1/α n
α = β log1/α n − 1+ n
αβ log1/α n
1− α
 β log1/α n+
n1−β
1− α
= β log1/α n+ o(1).
This upper bounds the expected number of rounds in CH-S. In every round of CH-S one call to BF-S is made, using
c d2 constraints, where c > log2 e is constant.
The upper bound on the number of violation tests and multiplications (which are needed to update the multiplicities) is
simple. The expected number of rounds is O (d logn), and in every round we have to process at most n elements. 
4. Hypercube partitions
Let H be a ﬁnite set. Consider the graph on the vertices 2H , where two vertices F ,G are connected by an edge if they
differ in exactly one element, i.e., G = F ∪˙{h}, h ∈ H . This graph is a hypercube of dimension n = |H|. For the sets A ⊆ B ⊆ H ,
we deﬁne [A, B] := {C ⊆ H | A ⊆ C ⊆ B} and call any such [A, B] an interval. A hypercube partition is a partition P of 2H into
(disjoint) intervals.
Let (H,V) be a violator space. We call two sets F ,G ⊆ H equivalent if V(F ) = V(G), and let H be the partition of 2H into
equivalence classes w.r.t. this relation. We call H the violation pattern of (H,V).
Before we formulate and prove the Hypercube Partition Theorem, we need to introduce some notation. We extend the
notion of violator spaces by the concept of anti-basis.
Deﬁnition 4.1. Consider a violator space (H, V ). We say that B¯ ⊆ H is an anti-basis if for all proper supersets F ⊃ B¯ we have
V(B¯) ∩ F 	= ∅. An anti-basis of G ⊆ H is a maximal superset B¯ of G with V(B¯) = V(G).
Note that a maximal superset B¯ of G such that V(B¯) = V(G) is indeed an anti-basis. Suppose that there is a set B¯ ′ ⊃ B¯
with V(B¯) ∩ B¯ ′ = ∅. Locality then decrees that V(B¯) = V(B¯ ′), but this contradicts the maximality of B¯ .
Lemma 4.2. Let G ⊆ H and B¯ an antibasis of G. Then B¯ = H \ V(G).
Proof. The subset relation B¯ ⊆ H \ V(G) simply follows from consistency and from the fact that V(B¯) = V(G) by deﬁnition.
The other direction, B¯ ⊇ H \V(G) can be seen as follows. Suppose ∃h ∈ H \V(G) = H \V(B¯), but h /∈ B¯ . By locality this would
constitute a contradiction to the maximality of B¯ , because (B¯ ∪˙ {h}) ∩ V(B¯) = ∅ implies V(B¯ ∪˙ {h}) = V(B¯). 
Corollary 4.3. For every G ⊆ H there is a unique anti-basis B¯G of G.
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if the involved violator space is degenerate (i.e., if the bases are not necessarily unique), the anti-bases are always unique
for a given set G ⊆ H .
Corollary 4.4. Let (H,V) be a violator space, G ⊆ H, BG any basis of G, and B¯G the unique anti-basis of G. Then for every set F ,
BG ⊆ F ⊆ B¯G , F and G are equivalent, i.e., V(F ) = V(G).
Proof. This is an immediate consequence of monotonicity (Lemma 2.3). 
Lemma 4.5. H completely determines (H,V).
Proof. Let G ⊆ H . There is a unique anti-basis B¯G of G , meaning that in H, there is a unique inclusion-maximal superset of
G in the same class of the partition. This implies that V(G) = V(B¯G) = H \ B¯G , so (H,V) is reconstructible from H. 
Lemma 4.6. If (H,V) is strictly nondegenerate (unique bases for all sets, not only sets of size at least dim(H,V)), then H is a hypercube
partition.
Proof. We show that every element {F | V(F ) = W } of the partition H is an interval; more precisely,
{
F
∣∣ V(F ) = W }= [BG , B¯G ],
where G is an arbitrary set with V(G) = W , and BG is its unique basis. The inclusion “⊇” follows from monotonicity. For
the other inclusion, choose F such that V(F ) = W . By Lemma 4.2, B¯ F = H \ W = B¯G , and F ⊆ B¯G follows. In particular, all
three sets F ,G and B¯G then have the same unique basis BG which also proves BG ⊆ F . 
Lemmata 4.5 and 4.6 together imply that there is an injective mapping from the set of strictly nondegenerate violator
spaces to the set of hypercube partitions. It remains to show that the mapping is surjective.
Theorem 4.7. Every hypercube partition P is the violation pattern of a strictly nondegenerate violator space (H,V).
Proof. Let G ⊆ H , and let [B, B ′] be the interval containing G . We deﬁne V(G) = H \ B ′ and claim that this is a strictly
nondegenerate violator space with violation pattern P . The latter is clear, since V(F ) = V(G) if and only if F ,G ⊆ [B, B ′]. To
see the former, we observe that consistency holds because of G ⊆ B ′ . To prove locality, choose G ⊆ G ′ with (H \ B ′) ∩ G ′ =
V(G) ∩ G ′ = ∅. In particular, B ⊆ G ⊆ G ′ ⊆ B ′ , so G ′ is also in [B, B ′] and we get V(G) = V(G ′) by deﬁnition of V.
It remains to show that the violator space thus deﬁned is strictly nondegenerate. Let G,G ′ be two sets with V(G) =
V(G ′), meaning that they are in the same partition class of P . But then G ∩ G ′ is also in the same class, and we get
V(G) = V(G ∩ G ′). This implies the existence of unique bases. 
Škovronˇ proves some related results in [6]. In particular, it is already known that there is an injective mapping from the
set of violator spaces (no restrictions) to the set of edge-orientations of the hypercube. Another result says that specifying
the violator mapping V(B) for all bases B uniquely determines the complete violator mapping. These two results are used
to prove upper bounds on the number of general violator spaces and violator spaces with bounded dimension. A similar
bound is obtained for regular nondegenerate violator spaces, but to our knowledge, there is no such bound for (strictly)
nondegenerate (but not necessarily regular) violator spaces.
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