Abstract. The structure of the group Aut(C n
§1 Introduction
The group Aut(C n ) of biholomorphisms of C n is not well understood if n > 1, despite significant work by many authors (see, for instance, [1] , [8] , [9] , [10] ). In stark contrast Aut(C) is rather small, consisting of the non-constant affine linear maps. The description of Aut(C) follows from an equally simple statement: an injective holomorphic function f : C → C satisfying f (0) = 0 and f (0) = 1 must be the identity. This suggests the possibility that similar characterizations of the identity I might be useful in the study of Aut(C n ). On the other hand, any expectations in this regard should be tempered by the fact that injective entire maps are not necessarily in Aut(C n ) for n > 1, as shown by the Fatou-Bieberbach examples ( [5] , p. 45). In this paper we use (real) geometric methods to prove the following rigidity theorem for the identity I, in all dimensions: is subharmonic on C n .
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The automorphisms of C 2 of the form f (x, y) = (x + p(y), y) show that for n ≥ 2 the identity cannot be characterized, among injective holomorphic maps, solely by finitely many pointwise conditions at 0. Hence some kind of global condition, such as the one in ii), is necessary. On the other hand, one would like to improve the vanishing condition in i) to ≤ 2n − 1, or even replace it with f (0) = 0, Df (0) = I. If this could be done the resulting statement would be sharp, regarding the dimension, already with n = 1. Indeed, when n = 1 the function in ii) can be realized as the absolute value squared of a holomorphic function, and therefore it is automatically subharmonic.
From a technical standpoint, in this paper we are concerned with smooth maps that are defined on a closed ball of R n and coincide at the center with their linearizations, up to a high enough order. We prove that, if injective, these maps must satisfy certain integral estimates.
Although our arguments are essentially of a real-variables nature they are inspired by the so-called area theorem, an elementary result in the theory of univalent functions ( [7] , [17] ). But as one would expect, the transition to higher dimensions requires a different perspective. In the classical setting an important role is played by the complex inversion z → z −1 in C. The main idea in the higher dimensional case is to use the geometric inversion in the unit sphere of R n , to the extent that it is possible, as a substitute for the complex inversion. At the conceptual level, Fourier (power) series are then replaced with spherical harmonics.
Much of the impetus for studying the general mechanisms that make a local diffeomorphism injective stems from the jacobian conjecture. In one of its many formulations this well known problem states that all polynomial local biholomorphisms of C n into itself must be injective (and then surjective, by general principles in algebraic geometry). Many solutions have been proposed over the years, but the consensus is that in its full generality the conjecture remains open. For more on the conjecture, as well as results on the general topic of global invertibility, see [4] , [6] , [13] , [14] , [15] , [16] , [18] . A more recent result is the following beautiful theorem of E. Balreira [3] : a local diffeomorphism f : R n → R n is bijective if and only if the pre-image of every affine hyperplane is non-empty and acyclic.
In [15] surgery theory and other topological tools were used to prove that the jacobian conjecture is at least "generically"true, in a sense that will be made precise shortly. We provide a brief discussion of some aspects of [15] . Given a non-constant polynomial
For the purpose of stating our results succintly, we say that a complex hypersurface
In [15] we work in the context of local diffeomorphisms f :
, where the differentiable manifold M is connected and its first homology group vanishes. We also assume the existence of a complex hypersurface Σ such that the restriction of
the degree is finite and so f has to be injective, thus realizing the conclusion in the jacobian conjecture. Other arguments in [15] show that the dichotomy d = 1 or d = ∞ must also hold if the cover in question is regular, or if Σ is the general hypersurface of a fixed degree. The starting point of our investigations leading up to [15] was the work of Kulikov [11] , where algebraic examples had been constructed with 1 < d < ∞.
The topological results in [11] and [15] suggest that the jacobian conjecture may well be false. For this reason, in §2 we collect several analytic results related to Theorem 1 that are potentially useful in the search for counterexamples to the conjecture. §2 Integral estimates for injective maps
The estimate in Lemma 1 below is the first application of our method. The constant c n represents the volume of the unit ball of R n . Its explicit value is ( [2] , p.239):
be the closed ball of radius R centered at 0, I the identity map. The next two results will be proved in §3.
be a smooth map with the property that f (0) = 0,
For globally defined maps one has
As mentioned in the introduction, the topological results of [11] and [15] suggest that the jacobian conjecture may be false, perhaps already in C
2
. The corollaries below might be useful in checking that a candidate for a counterexample is not injective. 
, x. Since σ is conformal and a unit radial vector at x is mapped by Dσ(x) into a vector of length r −2 , the image under Dσ(x) of a unit cube is another cube whose volume is
For 0 < a < 1, consider the following pairwise disjoint subsets of B:
Since f (and then F ) is continuous and injective, it is a homeomorphism onto its image (invariance of domain). Hence F (C a ) is a compact embedded topological hypersurface. In particular, its complement in R n has two connected components (Alexander duality). Let W a be the bounded component of R n − F (C a ). Observe that the sets F (C a ), F (U a − {0}) and F (V a ) are pairwise disjoint as well. Since U a contains 0, F (U a − {0}) must be contained in the unbounded component of R n − F (C a ). From this one readily sees that F (V a ) ⊂ W a . In particular, (2) vol(F (V a )) ≤ vol(W a ).
We now proceed to estimate vol(W a ). Writing f = I +ξ, where
and so
).
More precisely, from the above we obtain an estimate for the Hausdorff distance between the sets F (C a ) and σ(C a ): there exist η, δ > 0, 0 < δ < 1, such that
whenever 0 < a ≤ δ. In particular, W a is contained in a ball centered at 0 of radius a
whose volume is
From the binomial expansion and (2) one obtains a constant K such that
for all sufficiently small a. From (1) and (5) one has
On the other hand,
] n dω dr,
), this expression can be inverted for small r using a geometric series:
In particular,
From (6), (7) and (8),
, the previous estimate yields
Observing that d n = nc n we have
Let now f be as in the statement of Lemma 1, so that N = n + 2. We suppose R = 1 first. Letting a → 0 in (9) and using Q(x) = O(r
, we obtain (10)
which, in view of (8), can be rewritten as
We can now finish the proof of Lemma 1. Suppose that f is defined on B(R).
f (Rx), and changing variables we finally have
Rigidity of the Identity 7
To prove Corollary 1 we proceed as follows. Suppose now that f and g are defined on R n . Observe that the value of the integral of | det Df (x)||f (x)| −2n over a neighborhood of infinity equals the volume of a (punctured) neighborhood of 0. In particular, 0 and ∞ are integrable singularities in (12) . Letting R → ∞, we have
Using the chain rule one can easily see that the set of diffeomorphisms f : R n → R n for which the (n + 1) -jet of f − I vanishes at 0 forms a group under composition. Applying (13) 
and changing variables we have
The conclusion now follows by reversing the roles of f and g in the above estimate. §4 Rigidity of the Identity
In this section we prove Theorem 1. We start by assuming that f satisfies the hypotheses of Lemma 1 (with R = 1). For future use we estimate (7) in a way that, at least in spirit, is closer to the original line of argument in the classical area theorem.
Setting
For fixed r, we write the orthogonal decomposition of η r (ω) relative to the space of constant functions in L 
(A more refined decomposition would involve the spherical harmonics in {d
Hence (14) can be written as (15) vol(F (V a )) = 
Also,
From (5), (16) 
We now take N = n + 2 and let a → 0 in the above expression. Since φ (2) (r) ≥ 0 and the second integral on the right converges on account of (8), we obtain a new version of Lemma 1: 
