ABSTRACT Image self-recovery aims at protecting digital images from partial damage due to accidental or malicious tampering. It is done by generating a reference code that contains the information of the image and embedding the code in the image itself. This code can later be extracted to restore the tampered regions of the image. The reference code must contain sufficient information to ensure a satisfactory reconstruction while being short enough to remain invisible when embedded in the image, which requires efficient extraction and adaptive encoding of the image information. To this end, we introduce a method for extracting local features in the DCT domain, in which the locations of the three DCT peaks, i.e., the DCT coefficients with the highest magnitudes, are examined to distinguish 13 texture profiles differing in the number of edges, edge orientations, and combinations of the two. Applying this method, we propose an adaptive image selfrecovery algorithm. The DCT peaks are used to identify local texture patterns, and the bit allocation is made adaptive at hierarchical levels: 1) the texture blocks get more bit allocation than the smooth blocks; 2) the blocks having texture patterns appearing more frequently in the image are encoded with more precision; and 3) in each texture block, the highest DCT peak is assigned more bits than the remaining encoded coefficients. Hence, the encoding process is not only adaptive to the levels of variations across blocks but also to the local texture patterns. The proposed algorithm generates a reference code short enough to be embedded very comfortably in a single-least-significant-bit (LSB) plane, compared to 2 ∼ 3 LSB planes often found in literature. Since the reference code contains all the critical image information in a compact form, the quality of the reconstructed images is as good as those produced by significantly longer reference codes.
I. INTRODUCTION
The widespread use of the internet and the effortless accessibility to photo-editing tools has made digital images vulnerable to manipulations and malicious tampering. Image self-recovery is an approach to image protection wherein image information is encoded and then embedded in the image itself. If the image is tampered with, the altered regions can be recovered using the information extracted from the untampered parts of the image.
The embedded code, referred to as the reference code, must contain sufficient information to allow a satisfactory restoration of the image with sufficient details. It is often embedded in the least significant bit (LSB) planes of the image in the spatial domain. To make the embedded code invisible, it should be short enough to be accommodated in a single LSB plane, which is difficult to achieve in practice.
A common approach in self-recovery algorithms is to encode the frequency components of image blocks, as the visual information is more compact in the frequency domain than in the spatial domain. In the methods reported in [1] - [5] , the same number of bits is non-discriminatively assigned to encode the frequency components of every image block. As the signal complexity varies among image blocks, the length of the reference code can be effectively reduced by making the bit allocation related to some statistics of graylevel variations. In the methods reported in [6] - [8] , the blocks are categorized according to the level of signal variations, and the blocks having a higher level of variations get more bits allocated. In the algorithm reported in [9] , the smoothest blocks are skipped entirely in the encoding process to minimize the length of the reference code and an inpainting process is used to restore these blocks.
The reference codes produced by many reported selfrecovery algorithms, including those mentioned above, are too long for single LSB embedding and some even require 3 LSB planes, which affects the visual quality of the codeembedded images. To make the code short enough to fit within a single LSB plane while containing sufficient information to reconstruct visible image features, the image elements in each block should be encoded with variable code lengths. In other words, the bit allocation must be adaptive to the local image patterns of individual image blocks. To this end, the self-recovery algorithm needs to include a process that efficiently extracts and compactly represents the local features.
The discrete cosine transform (DCT) is one of the simplest methods to obtain a compact representation of the image in the frequency domain, and therefore it is commonly incorporated in image processes. It is thus deemed efficient to extract image features using the DCT coefficients and some attempts to do so have been reported. In [10] , the edge orientations are identified after calculating a partial inverse DCT, which is computationally intensive. In [11] and [12] , a comparison of the amplitudes of the two DCT coefficients with the lowest frequencies is used to detect edge orientations, while in [13] , more coefficients are included in the detection. In [14] , the averages of the coefficients located in the first row, the first column and the diagonal line of the DCT matrix are used for the same purpose. These reported methods rely on predefined sets of coefficients. However, the critical information of many patterns may be carried by DCT coefficients that are not included in the predefined sets. Moreover, these methods usually focus on extracting the information of edge orientations only. Generally, it is more challenging to accurately classify the visible patterns in image blocks and represent them with a minimum amount of data.
In this paper, we propose a DCT-based feature extraction method that can be used to detect the texture pattern in an image block by examining the locations of the DCT peaks, i.e., the DCT coefficients with the highest amplitudes. This method allows us to efficiently extract the feature information of specific patterns, besides the levels of variations, in individual image blocks and develop an adaptive image self-recovery algorithm that generates reference codes short enough to be embedded in single-bit LSB planes. The short code length is achieved by adaptively encoding the highdensity feature information extracted from each image block. The feature extraction method is presented in Section II. The proposed image self-recovery algorithm is described in Section III and the simulation results are discussed in Section IV.
II. DCT PEAKS AND IMAGE FEATURE REPRESENTATION
An image usually consists of flat regions that contain little to no variations, and texture regions that contain significant gray level variations. In the DCT domain, the DC coefficient in the DCT matrix of a texture block indicates the average gray level of the block, while the variations are represented by the AC coefficients. Although image patterns in blocks sized 8 × 8 pixels are usually simple, their spectrum may extend to a wide range of frequencies. However, the AC coefficients with the highest magnitudes, referred to as the DCT peaks, indicate the most perceivable gray level variations of a texture block. In other words, the DCT peaks carry the most critical information of the block. Hence, one may use a very small number of DCT peaks, instead of the complete set of DCT coefficients, to represent an image block without losing the most important image information required in a defined image process.
In a flat block, the highest AC coefficients merely reflect insignificant gray level fluctuations and the image signal is determined by the DC coefficient. Hence the proposed technique to use the DCT peaks for image feature representation is applied solely to the texture blocks. The process involves two steps: identifying the texture blocks of the image, and then analyzing these blocks.
A. IDENTIFICATION OF THE TEXTURE BLOCKS
The presence of image texture is indicated by visible gray level variations that can be detected by using various techniques in the spatial domain [15] , [16] or the AC coefficients in the frequency domain. In this work, the highest DCT peak and the DC coefficient in each of the DCT matrices are used to identify texture blocks.
The highest DCT peak represents the most significant gray level variations of a block. However, whether these variations are perceived as texture patterns or as insignificant gray level fluctuations, depends on the DC component. That is because the human visual system (HVS) is less sensitive to gray level variations in a brighter background, i.e. higher gray level mean value [17] . Hence, the ratio of the highest DCT peak magnitude to its DC coefficient, denoted as Peak/DC, can be effectively used to identify blocks with visible patterns.
As an example, the identification method described above has been applied to the image Lena. In Fig. 1(a) , each block is represented by the value of its Peak/DC ratio. The white blocks in Fig. 1(b) indicate the locations of the blocks that have Peak/DC ratios in the upper 50%, which are considered to be texture blocks. The identification of the texture blocks by means of the Peak/DC ratios is effective and may be the simplest. In general, a normalized DCT coefficient can be used to measure the significance of gray level variations, yet the normalization can be done differently to suit various processing purposes. For instance, instead of the highest DCT peak, one can normalize the average value of the three highest peaks by the value of the DC coefficient. One can also determine a threshold based on the distribution of the Peak/DC ratios of the image blocks and apply it to identify texture blocks.
B. FEATURE REPRESENTATION
The most perceivable image features of a texture block of 8 × 8 pixels are determined by the locations and the amplitudes of the most significant DCT coefficients in the 8 × 8 DCT matrix. Although the DCT peaks vary from block to block, the distribution of the DCT peak locations of the texture blocks of an image indicates the effective range of the ''local'' frequencies, i.e. frequencies in the blocks.
Fig . 2 shows the distribution of the highest DCT peaks in the individual image blocks of 200 test images, excluding the 50% of the blocks with the lower Peak/DC ratios. It can be observed that the highest DCT peaks of approximately 65% of the blocks are found at locations #1 and #2 in the DCT matrix, which correspond to the lowest two frequencies. However, a notable 30% of the blocks have their highest peaks at locations #3 ∼ #9, demonstrating that these frequency components in that medium range carry significant visual information and are thus non-negligible. The overwhelming majority (99%) of the peaks are located in the topleft 4 × 4 section of the 8 × 8 DCT matrix. The coefficients outside this 4 × 4 section are mostly of high spatial frequencies and have a minor impact on the visibility of the block patterns. Thus, it is reasonable to focus the analysis on the top-left 4 × 4 coefficients in an effort to simplify the process. Image features are made of edges and each edge is characterized by its orientation, magnitude and offset. The following observations relate the DCT peaks to these edge characters in the spatial domain: • The number of parallel edges in the dominant orientation is indicated by the location of the highest peak.
In case of multiple parallel edges, the highest peak will be found at a higher spatial frequency location such as the examples shown in Fig. 3 (d) and (e).
• Edge offset is indicated by the second and/or third highest peak found in the same row or column as the highest peak in the DCT matrix. Such cases are illustrated in Fig. 3 (a) and (b).
• Multiple edges of different orientations are related to the DCT peaks dispersed in the 2-D matrix. Among the peaks, the highest indicates the most noticeable direction of gray level variation, while the second and/or third are in higher frequencies in a different row or column to indicate the direction of the second grey level variation. An example is shown in Fig. 3 (f) . In summary, among the DCT peaks, the first peak, i.e. the highest peak, indicates the dominant edge orientation as well as the number of parallel edges in that orientation, while the second and third peaks indicate the offset of the gray level pattern and/or the presence of visible edges in a direction different from the dominant one.
As mentioned previously, the effective frequency range for the feature representation by the DCT peaks is given by the top-left 4×4 locations in the DCT matrix. The highest 3 DCT peaks can be located anywhere within this range. To simplify the process, the 15 AC coefficients in the top-left 4 × 4 locations are divided into 7 groups as shown in Fig. 4 . The coefficients in each group have some common features. For example, each of the 3 coefficients of group ''d1'' represents a multiple-diagonal-edge component. As image blocks of 8 × 8 pixels are small enough to contain only simple patterns, a small set of thirteen profiles, shown in Table 1 , has been defined to represent the possible texture patterns in image blocks. A texture block can be classified into one of these profiles according to the locations of the highest 3 peaks in the DCT matrix as illustrated in Table 2 .
The effectiveness of this representation method can be tested by comparing the pattern reconstructed by using only the 3 DCT peaks of a block with the original pattern constituted by the full set of 8 × 8 DCT coefficients. In case of simple image patterns shown in Fig. 3 (a) ∼(e), eliminating all AC coefficients other than the 3 peaks reduces the sharpness of the edges, but the texture pattern remains the same. Consider the case of the complex texture block shown in Fig. 3 (f) as an example. The block and its full 8 × 8 DCT matrix are shown in Fig. 5 (a) . The pattern in Fig. 5(b) is generated by using the DCT coefficients at the top-left 2 × 2 locations, and it differs greatly from the original pattern as the critical higher frequency information is excluded from the process. In Fig. 5 (c) , the range is extended to include all the top-left 4×4 coefficients. The pattern in Fig. 5(d) has similar features with those in Fig. 5(c) , however it is generated by using only the 3 highest peaks in addition to the DC coefficient, ignoring the remaining AC coefficients. Clearly, the feature information of the pattern is concentrated in the three peaks.
It is evident that the most critical features of an image block can be represented, with sufficient accuracy, by the DCT peaks of the block. This approach can lead to an effective and computationally simple image feature extraction or high ratio compression procedures. The use of the DCT peaks can also be expanded by including more coefficients, or by increasing the number of profiles. In the following section, the application of this method in image self-recovery is presented.
III. IMAGE SELF-RECOVERY ALGORITHM
The main challenge in image self-recovery is to minimize the reference code in order to maintain good visual quality of the code-embedded image, while achieving good restoration of the lost image details. To achieve that, we utilize the feature extraction method presented in Section II to develop an adaptive image self-recovery algorithm, in which the bits are allocated according to the texture patterns of individual image blocks. The general scheme of the proposed image selfrecovery algorithm is illustrated in Fig. 6 . Detailed description of the algorithm is found in the following sub-sections. 
A. FEATURE EXTRACTION AND BIT ALLOCATION
The local feature extraction in the proposed self-recovery algorithm is performed on the DCT coefficients of each image block to identify the most critical DCT coefficients representing the most perceivable features of the image blocks, so that they can then be encoded with a minimized code length. As shown in Fig. 6 , the procedure consists of three steps: a) Detecting texture blocks by applying the method described in Section II. If the Peak/DC ratio of an image block is in the upper part of the range, it will be identified as a texture block. b) Classifying the texture block to one of the 13 profiles illustrated in Table 1 , based on the locations of the 3 DCT peaks in the 8 × 8 DCT coefficient matrix, as presented in Table 2 . c) Assigning bits to encode the DCT coefficients by applying the bit allocation map corresponding to the texture profile identified in the previous step. There are 2 key characteristics in the proposed selfrecovery algorithm. The first is that, based on the locations of the 3 DCT peaks in the DCT matrix, only a very small part of the 8 × 8 DCT coefficients is chosen to be encoded and embedded to represent the extracted features. The other characteristic is the variable code lengths. The DCT coefficients determining the most perceivable features, such as the DC component and the highest peak, are assigned the highest number of bits, i.e., 8 bits. In this way, the DCT coefficients having a better concentration of the image information, no matter which frequency ranges they fall within, will be encoded with a better precision to preserve critical image details, while the overall code length of the image is minimized.
The DC coefficient is the most crucial element in the DCT matrix of a block, whether it has textures or not, as it determines the average gray level. Hence 8 bits are assigned to it for the best precision in the encoding process. In a flat block, only the DC coefficient is encoded to represent the signal of the block, and the other coefficients are ignored.
In case of texture blocks, to make the code length adaptive, a set of bit allocation maps has been designed for the 13 texture profiles. As mentioned previously, the profile of a texture block is identified by the locations of the highest three peaks, as shown in Table 2 , and all of them are found in the top-left quarter of the 8 × 8 DCT coefficient matrix, as previously discussed. The bit assignment is to map bits to the 4 × 4 locations of this quarter. Hence the bit allocation maps, shown in Fig. 7 , are 4 × 4 matrices.
The 13 profiles defined in Table 1 are divided into 3 groups according to the spatial frequencies of their texture features. The first group consists of the profiles ''V1'', ''H1'', ''D1'', and ''D3'' shown in Table 1 . Each block in this group features a single-edge, and thus the first DCT peak is found in the locations indicated in Fig. 4 as X(0, 1) or X(1, 0), i.e., the first or second in the zigzag order. The majority of the highest peaks (65%) are found in one of these two locations as noted previously from Fig. 2 . Therefore, these four profiles are the most frequently appearing, i.e., the most visible, in images, and their DCT peaks merit the most precise encoding.
In case of the profiles ''V1'' and ''H1'', the first peak is dominant and the other 2 are harmonics. The highest number of bits, i.e., 8, is assigned to the location X(0, 1) in case of ''V1'', or X(1, 0) in case of ''H1''. 6 bits are allocated to second DCT peak and 5 bits to the third peak, as shown in Fig. 7 . Please note that, unlike the first peak, of which the location is certain, the second peak can be found in one of two possible locations, e.g., either X(0,2) or X(0,3) in case of ''V1'', depending on the exact shape of the edge; therefore, 6 bits are assigned to both locations.
The profiles ''D1'' and ''D3'' are characterized by the first and second DCT peaks having comparable magnitudes and located at X(0, 1) and X(1, 0). As both DCT peaks are equally important in determining the diagonal edge of the block, both locations have an equal assignment of 7 bits. The location of the third peak is less certain, and thus 6 bits is assigned to the locations where it is more likely to appear and 5 bits to the less-likely but possible locations.
The second group consists of the profiles ''V2'', ''H2'', ''D2'', ''D4'', ''D5'', ''T1'' and ''T2'', featuring parallel edges, and thus their DCT peaks are found in higher spatial frequency locations. These profiles appear less frequently than those of the first group but are still part of the visible features. Hence, 7 bits are assigned to the locations where the first DCT peak may appear; and 6 bits and 5 bits are assigned to the possible locations of the second peak and the third peak, respectively.
In case of ''D2'' or ''D4'', the first peak can appear in several locations, as indicated in Table 2 , corresponding to different edge orientations. Accordingly, there are 4 different bit assignment maps for each of these two profiles, as shown in Fig. 7 . Therefore, for ''D2'' or ''D4'', 2 bits are added to the beginning of the code to specify the assignment map used for the block.
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The two remaining profiles, namely ''Rec'' and ''Cross'', belong to the third group. As the profile ''Rec'' can be seen as superimposed ''V1'', ''H1'' and ''D5'', the three DCT peaks of comparable magnitudes are located at X(1,1), X(0, 1) and X(1, 0), and 7 bits are assigned to each of the three locations. The locations of the three DCT peaks of ''Cross'' are less certain. They can appear in several sets of locations, as shown in Table 2 , and the DCT coefficients in all these locations need to be encoded. Since this profile appears less frequently than the others in an image and its detail is less perceivable, the peaks can be encoded with less precision. Thus, the numbers of bits assigned to the locations where the three peaks can appear are 5, 4 or 3.
To summarize, in the proposed image self-recovery algorithm, the feature information is extracted and represented by the DCT peaks. To encode the DCT coefficients with a minimum number of bits while keeping a good precision, the bit assignment to an image block is made adaptive to its texture profile. The number of bits assigned to a flat block is 8, and that to a texture block is between 29 and 60, as shown in the bit maps presented in Fig. 7 . As 50% of the blocks in an image are considered flat in this implementation, the ''average'' number of bits per block is 19 in the best case and 34 in the worst case. Considering that the most frequently appearing texture blocks have profiles ''V1'' & ''H1'' and each of these profiles is allocated 38 bits, the average number of bits per block is below 30. Hence the reference code is short enough for one-bit LSB embedding.
B. ENCODING AND EMBEDDING
The code to be embedded in the input image is composed of the reference code R, the profile map M , and the authentication bits H .
• The reference code R is generated from the DCT coefficients of the image blocks.
• The profile map M specifies the profile of each image block. There are 13 profiles in the image blocks, and thus 4 bits are used in each block to indicate it. The profile map M of the image is crucial in decoding the reference code, and it must be embedded multiple times in various locations of the image to ensure the survival of a complete profile map after tampering.
• The authentication bits H are used to detect tampering and to localize the tampered blocks of the image upon reception. In the proposed algorithm, the authentication bits for each image block are generated using the MD5 hashing method in the same way as in [9] . The generated authentication code is 16 bits per block. If N denotes the total number of the blocks in a cover image, the number of bits of 1-LSB plane will be 64N . The length of the reference code R in the proposed algorithm is between 19N and 34N bits. The length of the authentication code H is 16N bits, and 4 jN bits will be used for the profile map M , if it is embedded j times in the image. In the worstcase scenario, i.e., the length of R being 34N bits, the total code length will be 34N + 16N + 4 jN bits. If j = 3, this code length will be 62N bits, which is short enough for 1-LSB embedding.
The embedding procedure comprises the following steps: 1. The reference code R is divided into N segments, each containing S bits, to form the code R expressed as:
The index number n is mapped to m to reorder R , according to a secret key k. The new reordered code is referred to as R . The mapping is performed according to the following mapping function:
where mod refers to the modulus operation. The value of S is important for decoding since the reference code length will vary from one image to another. As the length of the reference code R is between 19N and 34N , S can be represented by S = S − 19, and S is encoded in 4 bits. 2. The profile map M is embedded j times and to do so, S is concatenated to the beginning and the end of M and then, if j = 3, a new profile map M is generated as expressed below.
Then, M is divided into N segments to form M . 3. In the n th image block x n , its authentication code H n , the n th segment of M n and the n th segment of the R n are embedded into the LSBs of the pixel values to produce the code-embedded block x n . The procedure to retrieve the reference code is simply the inverse of that to embed the code.
IV. SIMULATION RESULTS
The effectiveness of the proposed algorithm has been assessed in terms of the length of the reference code, the visual quality of the image after embedding the code, and that of the reconstructed image. It has been applied to 50 images from the BOWS2 database [18] . The size of the images used in the simulation is 512 × 512 and the block size is 8 × 8. The simulation results have been presented as part of the Master's thesis of Mohamed Hamid.
The average reference code length generated by applying the proposed algorithm to the 50 images is 116,039 bits, i.e. about 44% of 512 × 512 bits of the one-bit LSB plane and the remaining 56% of the plane is available for the authentication code and the profile map. In this case, the profile map can be embedded multiple times in the image to secure a quality recovery.
Because of the one-bit LSB code embedding, the codeembedded images resulting from the proposed self-recovery algorithm have a high visual quality of 51.64 dB, while those using 2-bit LSB can hardly go above 45 dB.
To give an example of reconstruction using the proposed algorithm, the images of Lena and Boat, shown in Fig. 8 , where partially tampered with as shown in Fig. 9 , and the reconstructed images are presented in Fig. 10 . The tampered parts were reconstructed successfully. Evidently, despite its short length, the reference code contains sufficient image feature information for a reconstruction of good quality. 11 illustrates a comparison of the lengths of the reference codes resulting from different algorithms and the PSNR values of the images reconstructed with the codes at the tampering rate of 20%. The reference code generated by the proposed algorithm has the shortest length. It is about 30% of that reported in [6] , the shortest among the compared codes, and it is only 17.6% of that found in [2] . The quality of the images reconstructed using the significantly shorter reference codes is, however, comparable to those generated by other algorithms, as shown in Fig. 11 . It confirms that the reference code generated by using the proposed algorithm represents, at a much higher density, the image information that is the most critical for the reconstruction.
The performance of the proposed algorithm has been assessed at a range of tampering rates from 10% to 50%. The results, in terms of PSNR of the reconstructed images, are illustrated in Fig. 12 . They confirm that the proposed algorithm is fully functional in the entire tampering range, maintaining a reconstruction quality good enough to be compared with those generated with much longer reference codes. The PSNR value given by the proposed algorithm is approximately at the median level across this range, while other algorithms may not be applicable when the tampering range is above 30%. It is also observed that only the algorithm in [6] gives a higher PSNR in the entire tampering range, but it is obtained at the expense of a reference code that is 3.4 times longer and in turn a significantly lower visual quality of the code-embedded images. Table 3 gives an overview of the performance metrics. Overall, it demonstrates that the proposed algorithm generates significantly shorter reference codes than the compared methods, which consequently result in a much higher visual quality in the code-embedded images. As the short codes are generated by adaptively encoding the high-quality features extracted from the original image, they result in an aboveaverage reconstruction quality.
V. CONCLUSION
An adaptive image self-recovery algorithm has been proposed in this paper. To minimize the length of the reference code without losing visible image details, the encoding has been made adaptive to the local features in individual image blocks. To better obtain and represent the local features, a new method for feature extraction in the DCT domain has been developed. In this method, the image blocks are first divided into flat and texture blocks. The texture blocks are identified by having higher Peak/DC ratios. Then, the patterns in the texture blocks are classified into 13 profiles containing different combinations of single and multiple edges with different orientations, and the locations of the 3 highest peaks in the DCT matrix are used to identify the texture pattern, out of the 13 profiles, in each block.
The proposed feature extraction method has been applied in the design of the proposed image self-recovery algorithm. The local features information in each texture block is represented by the DCT peaks, and the bit allocation for encoded is adapted to signal characters at different levels: From the perspective of the entire image, more bits are assigned to texture blocks than flat blocks; within the texture blocks, more bits are allocated to encode the DCT peaks in the blocks having the texture patterns appearing more frequently; and among the DCT peaks in a texture block, the highest peak is assigned with more bits than the others. In this way, all the DCT coefficients critical to visible image details are encoded with good precision, while keeping the entire reference code short. The test with a good number of images has shown that the number of bits of a reference code generated by the proposed algorithm is approximately 44% of the number of pixels in each of the test images. Hence these reference codes have been, very comfortably, embedded within 1 LSB plane. In contrast, 2-3 LSB planes are required by many algorithms found in literature. Consequently, the code-embedded images produced by the proposed algorithm have a superior visual quality. It has also been confirmed that the short reference codes carries critical information determining the most visible image patterns and, as a result, the quality of the reconstructed images is as good as those produced by codes that are 3-6 times longer.
The results of the image self-recovery algorithm prove the efficiency of the feature extraction/representation method proposed in this paper. The method can be applied in various applications where a compact representation of local features is required for adaptive processing. Moreover, the good image reconstruction results confirm the effectiveness of the adaptive bit allocation approach used in the self-recovery algorithm. This approach can be useful in many applications where compressed versions of images or video frames are required.
