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Summary
High-performance ﬁbres are produced by spinning a large number of polymer ﬁl-
aments into ﬁbres (yarns)∗. It is well known that during this process, nanostruc-
tures tend to form within the individual ﬁlaments. Investigations show a strong
correlation between the properties of the nanostructure and the physical proper-
ties of the ﬁbres. High-performance polymer ﬁbres, such as poly-(para-phenylene
terephtalamide) (aramid, PPTA) ﬁbres, are examples of ﬁbres exhibiting such a
nanostructure. Investigation and quantiﬁcation of the nanostructure of PPTA
(and the porous structure in particular) is the main topic of this research.
Small-angle X-ray scattering (SAXS) has the power of characterising this structure
without the need for destructive sample preparation. The challenging part of
SAXS, however, is the analysis of the recorded scattering patterns. SAXS patterns
obtained from PPTA ﬁbres indicate the presence of an oriented nanostructure.
Such a nanostructure is often characterized through analysis of sections of the
SAXS patterns using methods derived from isotropic scattering, such as the Debye-
Bueche method and the Porod method for determining size parameters. Other
methods used are the Eﬄer Invariant method and “Ruland Streak” method for
determination of the degree of orientation of the scatterers. These methods are
reviewed here and compared with measured and simulated data to provide insight
into the applicability of the traditional methods.
An alternative analysis methodology is presented which ﬁts the entire 2D scat-
tering pattern to a model of perfectly aligned polydisperse ellipsoids, with the
advantage that size distribution parameters are obtained. This analysis method-
ology is tested using the simulated data. Application of the methodology to the
scattering patterns obtained from the PPTA ﬁbres shows a reasonable ﬁt. Im-
provements to the analysis methods are compared, consisting of the introduction
of an orientation distribution to allow imperfect alignment of the scatterers, and
the addition of large scatterers to take the eﬀect of ﬁbrillar scattering on the scat-
∗For a graphical description of the terms “ﬁbre”, “ﬁlament” and “ﬁbril”, the reader is referred
to Figure 1.4
4tering pattern into account. The ﬁt to the scattering pattern of as-spun aramid
ﬁbre is improved by the introduction of the large scatterers, while the ﬁt to the
scattering pattern obtained from the heat-treated ﬁbre improves when imperfect
alignment is taken into account. Due to the heat treatment, the average width
and length of the scatterers increase.
The nanostructural behaviour of these polymer ﬁbres under axially compressive
and tensile strain has also been investigated. For this purpose, a single ﬁlament
was put in a loop in order to eﬀect regions of tensile and axially compressive
strain (under elastic deformation) in parts of the ﬁlament. The top of the loop
(where the radius of curvature is smallest, and thus the imposed strain the highest)
was then probed using microbeam SAXS at the Swiss Light Source. SAXS data
was extracted from the compressive as well as tensile region of the bent section,
which shows oscillations in the highly anisotropic SAXS patterns, which indicates a
regular internal structure likely originating from cracks or slip planes between packs
of ﬁbrils. The oscillations can be modelled as scattering from a packed array of
the tape- or cylinder-shaped objects, the presence of which are supported by SEM
images. In the inner side of the loop, where axially compressive strain is present,
the ﬁbril packs exhibit ﬁbrillar separation upon decreasing the loop size, increasing
the number of cracks between the scattering elements. With tensile strain the
ﬁbrils pack more tightly, resulting in the observation of packs of ﬁbrils as one
scattering element and an increase in repetition distance between slip planes.
Lastly, Initial results obtained from in-situ tensile and heating experiments show
that the nanostructure is aﬀected by high amounts of stress and moderate tem-
peratures. The application of tensile strain shows the elongation of the void struc-
ture, and an increase in the degree of orientation. Heating aﬀects (mostly) the
length of the voids, which is reduced upon the application of heat. The results of
combined heating and stretching experiments show a combination of these eﬀects
occurring.
Dansk resume
Højeﬀektive ﬁbre produceres ved at spinde et stort antal polymerﬁlamenter (uld) til
ﬁbre (garn). Det er velkendt at der i løbet af denne process dannes nannostrukturer
inde i de enkelte ﬁlamenter. Undersøgelser viser en høj grad af overensstemmelse
mellem nanostrukturernes egenskaber og ﬁbrenes fysiske egenskaber. Højeﬀektive
polymerﬁbre, s˚a som poly-(para-phenylene terephtalamide) (aramid, PPTA)ﬁbre,
er eksempler p˚a ﬁbre som indeholder s˚adanne nanostrukturer. Undersøgelse og
kvantisering af nanostrukturer i PPTA (og især deres porøse struktur) er hovedem-
net for denne afhandling.
Røntgensm˚avinkelspredning (SAXS) har mulighed for at karakterisere disse struk-
turer uden nødvendigheden af destruktiv prøvepreparation. Den udfordrende del
af SAXS er dog analysen af de registrerede diﬀraktionsmønstre. SAXS-mønstre
som skyldes PPTA-ﬁbre indikerer tilstedeværelsen af orienterede nanostrukturer.
S˚adanne nanostrukturer kan ofte karakteriseres ved analyse af dele af SAXS-
mønsteret under brug af metoder udviklet til isotrop spredning, som f.eks. Debye-
Bueche-metoden og Porodmetoden til bestemmelse af størrelsesparametre. An-
dre anvendte metoder er den Eﬄer Invariant og “Ruland Streak” metoden til
bestemmelse af orienteringsgraden af de spredende partikler. Disse metoder bliver
gennemg˚aet og sammenlignet med m˚alte og simulerede data for at give indsigt i
avendeligheden af de traditionelle metoder.
En alternativ analysemetode præsenteres som ﬁtter hele det todimensionelle spred-
ningsmønster til en model best˚aende af fuldstændigt ensrettede polydisperse elip-
soider, med den fordel at bestemmelse af størrelsesfordelingsparametre kan opn˚as.
Denne analysemetode testes ved brug af simulerede data. Anvendelse af metoden
p˚a spredningsmønstre m˚alt p˚a PPTA-ﬁbre giver et fornuftigt ﬁt. Forbedringer
af metoden sammenlignes, best˚aende af introduktionen af en orienteringsfordeling
for at tillade mindre end perfekt ensretning af sprederne, og medtagelse af store
spredningspartikler for at tage højde for eﬀekten af ﬁbrillar spredning i spred-
ningsmønsteret. Fittet til spredningsmønsteret fra as-spun aramidﬁbre forbedres
af introduktionen af større spredere, mens ﬁttet til spredningsmønsteret fra de
6varmebehndlede ﬁbre forbedres n˚ar der tages højde for uperfekt ensretning. Som
følge af varmebehandlingen øges den gennemsnitlige bredde og længde af spred-
erne.
Polymerﬁbrenes nanostrukturelle opførsel under aksial kompression og stræk er
ogs˚a undersøgt. Til dette form˚al blev der lavet en løkke for at opn˚a omr˚ader med
henholdsvis kompression og stræk (under elastisk deformation) i dele af ﬁlamentet.
Løkkens top (hvor krumningsradius er mindst, hvorved det p˚atrykte stræk bliver
størst) blev dernæst belyst med mikrobeam-SAXS ved Swiss Light Source. SAXS
data blev uddraget b˚ade fra komprimerede og udstrukne omr˚ader af det bøjede
ﬁlament, hvilket viser oscilationer i de højest anisotropiske SAXS-mønstre. Dette
indikerer regulære interne strukturer som sandsynligvis stammer fra revner eller
glideplaner mellem tætpakkede grupper af ﬁbriler. Oscillationerne kan modeleres
som spredning fra en tætpakket matrix af b˚and- eller cylinderformede objekter,
hvis tilstedeværelse ogs˚a understøttes af SEM-billeder. P˚a indersiden af løkken
hvor aksial kompression forekommer, udviser ﬁbrilgrupperne ﬁbrillar seperation i
takt med aftagende løkkestørrelse, hvilket øger antallet af revner mellem de spre-
dende elementer. Udsat for stræk pakker ﬁbrillerne tættere, resulterende i at
grupper af ﬁbriller kan sprede som et samlet element samt at repetitionsafstanden
mellem glideplanerne øges.
Endelig viser resultater fra indledende in-situ stræk- og opvarmningseksperimenter
at nanostrukturen p˚avirkes af højt træk og moderate temperaturer. Trækp˚avirk-
ningen viser længdeforøgelse af hulrumsstrukturer, samt højere grad af orientering.
Opvarmning p˚avirker (først og fremmest) længden af hulrummene som reduceres
som følge af tilførsel af varme. Resultaterne af kombinerede opvarmnings- og
strækforsøg viser at der opst˚ar en kombination af disse eﬀekter.
Foreword
Dear Reader,
Thank you for taking the time to read through (part) of this thesis. I hope that
you may ﬁnd it interesting and I hope you can use some parts of it for your own
research. There is a Dutch custom to pour some thought into “Stellingen”, a small
sheet of statements, often containing insightful or witty thoughts related to the
research and life in general, which the opponents may use as a starting point for
asking questions during the defense. While this is not done in Denmark, I have
decided to hijack the foreword for this purpose.
With only a few days left before handing in this thesis, the whole project can
be summarised as a rollercoaster ride through many slightly stressful periods al-
ternating with periods in between. The stressful periods are marked by periods
wherein I had to hand in reports, applications or proposals, give presentations or
perform measurements at the synchrotrons. The periods in between are ﬁlled with
discussions, staring out the window, designing, programming Matlab and visual-
ising data. Given the sheer contrast of the latter type of period with the former
type, during the “relaxing” periods I often felt that nothing was achieved. This
was partly solved towards the end as I started keeping a log of everything I did.
Logbook-keeping is now an occupation which I can highly recommend to all those
suﬀering from Ph.D. study depression somewhere halfway through their project.
It is also reassuring here to quote the words from Mahatma Gandhi: “Whatever
you do will be insigniﬁcant, but it is very important that you do it. You must be
the change you want to see in the world”.
Which nicely brings me to my next topic: The World and its relation to Ph.D.
studies. I found that you will not gain any wisdom from a Ph.D. project. In-
stead you get knowledge and insight from it, and you have to translate that to
wisdom through discussions and listening to others. Some excellent sources for
wisdom are the talks from the TED (Technology, Entertainment, Design) confer-
ences (http://www.ted.com/), and the stories from (foreign) BBC correspondents
told in the ”From Our Own Correspondent” radio programs (also conveniently
8available on podcast). I sincerely think that the TED talks should be highly
recommended (if not required) weekly viewing for all students, to broaden their
minds and expand their world views. In addition to that, they will see what good
presentation skills are, and with all this, gain the ability to bring themselves out
of the natural isolation we place ourselves in.
Some things I have seen in the TED talks are amazing (naturally, not all talks
are good, but an astoundingly large number are). I have seen theoretical particle
physics explained in a most elegant manner from a surfer who researched while
living in a van, driving around the island of Maui (Garett Lisi). The brain can be
equally explained as long as it’s done with enthusiasm (Vilayanur Ramachandran),
genius can be explained in a humane way (Elizabeth Gilbert) and so can failure
(Alain de Botton). Many talks also focus on aid work and the statistics involved
(e.g. Hans Rosling, Al Gore) and showcase new technologies. Excellent music,
art and photography also appears regularly, but most striking are the stories of
personal development, such as recovery from severe depression (Sherwin Nuland),
and stories of hopes and wishes (Dave Eggers, Karen Armstrong). There are now
a near inﬁnite number of excellent talks on there worth watching. In the (not so
delicate) words of Ryan Sohmer (from his online comic blog): “Watch TED. You
just might learn something of value”.
Presentation skills in the academic world are also severely lacking. I think I un-
derstand why the public does not understand academics and academic research;
we have lost the way of explaining to a layman audience. The presentations given
by academics are too often ﬁlled to the brim with information, making it too easy
for the audience to get lost between the stories the slides are telling and the sto-
ries of the presenter. Improving presentation skills will, therefore, beneﬁt us, our
audience and the public in general as we (re-)gain the ability to give talks. TED
presentations are an excellent example, but much information can also be gleaned
from following weblogs such as Presentation Zen (or, of course, by reading the
book).
Presenting is all about visualising a story, through storytelling and supporting
graphics. Making the graphics can be time-consuming in the beginning, but has
helped me a lot to get insight into the problems encountered in the Ph.D. project.
This made me realise that visualisation of data, even if only for sticking it in
the logbook, can be incredibly valuable. Another way of looking at this is that
half of your brain is geared towards interpreting visual information. If you are
not visualising your data, therefore, you are only working with half a brain. No
oﬀense...
That said, it is very important to maintain a level of humour in science, and sci-
9entists should not take themselves too seriously. This can be done by following
the Annals of Improbable Research (previously known as the Journal of Irrepro-
ducible Results), which is full of scientists applying the right scientiﬁc methods to
the wrong kinds of questions. The Ig-Nobel prizes are a part of this, and should
help scientists keep their feet on the ground.
Finally, projects like this are never ﬁnished. And if I don’t do this research someone
else will. But that doesn’t mean I should not do it, because I have learned a
lot in the past three years, from supervisors, books, papers, videos, audiobooks,
people in the ﬁeld and people outside the ﬁeld, and maybe one day I can tell you
some of what I have learned. I have also learned that I am a rude, pretentious,
overconﬁdent young brat who knows nothing, and that I’ll be that for a very long
time to come. And I think that is a good thing.
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1.1 High-performance polymer ﬁbres
Demanding applications require high-performance materials. Some demanding
applications are bullet-proof or stab resistant vests, competition sails, mooring
cables, ﬁreproof clothing, high-performance tires, airplane wings, windturbines,
and so on and so forth. These applications all beneﬁt from the implementation of
high performance materials. Some sought for properties may include high tensile
strength, high modulus, heat resistance and low density. Many applications of
high performance materials require the material to be in the form of a ﬁbre, which
can be braided or twisted into cables, woven into sheets, or embedded in other
materials to form composites. Fibres, therefore, are the focus of this thesis.
Some available materials (both high-performance as well as more standard mate-
rials) are listed in Table 1.1. Two parameters, the tensile strength and modulus,
have been plotted in Figure 1.1. These show that the region of high-performance
materials are delimited by carbon ﬁbres in the high-modulus region (high stiﬀ-
ness), and glass ﬁbres in the low-modulus (low stiﬀness), high tensile strength
region. Polymer ﬁbres are situated roughly in the intermediate-modulus, high
tensile-strength region. From this perspective, high-performance polymer ﬁbres
appear relatively unremarkable. This changes, however, when the density is taken
into account. Most organic polymer ﬁbres have a low density (as can be deter-
mined from Table 1.1), which makes the aramid type ﬁbre, for example, several
times stronger than steel on a per-weight unit basis, as shown in Table 1.2.
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Choosing an appropriate ﬁbre for a particular application also implies a care-
ful selection of the ﬁbre characteristics. Some examples of the selection criteria
may be modulus, tensile and compressive strength, temperature and/or chemical
resistance, resistance to radiation (UV or otherwise) and eﬀects of moisture on
the properties. Other examples are ﬁbrillation properties, electric properties and
processing properties. In high-performance applications, cost often plays a less
important role.
1.2 The aramid polymer ﬁbre, PPTA
One class of such high-performance polymer ﬁbre that was “discovered” in 1965
and commercialized in the 1970s is the aramid (aromatic polyamide) polymer
[Beyen, 2007; Tanner et al., 1989]∗. This polymer consists of aromatic monomers
linked using amide bonds, with properties approaching like rigid-rod polymers
[Northolt and Aartsen, 1973; Weyland, 1980]. Hydrogen bonding interactions lead
to sheet-like crystal structures, which contributes to the compression strength
[Afshari et al., 2008]. The particular form of aramid polymer that this thesis
revolves around is the para-aramid structure, described by its chemical name:
poly(para-phenylene terephthalamide) (PPTA, shown in Figure 1.2).
PPTA ﬁbres are characterised by their lack of melting point, high Young’s mod-
ulus and tenacity (tensile strength), low creep and a low elongation at failure
[Tanner et al., 1989] as well as good impact resistance [Afshari et al., 2008]. This
makes them suitable for use in a wide range of applications. Additionally, by chop-
ping the ﬁbre into small parts followed by roughening steps, the ﬁbre breaks up
(ﬁbrillates) and turns into a material with a woolly texture which can be used in
applications such as asbestos replacements.
While the material has many beneﬁcial properties, there are a few aspects which
may aﬀect its performance. These are its reduced resistance to some chemicals
such as strong acids and gasoline [Chae and Kumar, 2006; Jiang et al., 1993], and
its reduced resistance to radiation. The latter aspect was investigated in detail
by Zhang et al. [2006], who found that the skin of the material is aﬀected by pro-
longed (144 hours) exposure to simulated sunlight. The most signiﬁcant physical
response after this irradiation was a reduction of about 50% of the tensile strength
of Twaron 2000 ﬁbre, while the modulus remained mostly unaﬀected [Zhang et al.,
2006].
∗For a detailed treatment of the history of the commercialisation, the reader is referred to a
paper by Tanner et al. [1989] and a book by Beyen [2007]
1.2 The aramid polymer ﬁbre, PPTA 17



















Steel 200 2.8 - 7.8 1.4 [Chae and Kumar,
2006; Jiang et al.,
1993]
Alumina ≈365 1.7 6.9 3.7 - [Jiang et al., 1993]
S-Glass (ﬁbre-
glass)
90 4.5 >1.1 2.46 - [Jiang et al., 1993]
Carbon (pitch) 725 2.2 0.48 2.15 - [Jiang et al., 1993]
Carbon (PAN) 585 3.8 1.67 1.94 - [Jiang et al., 1993]
Carbon (HS) 230 2.1 2.1 1.8 1.5 [Afshari et al., 2008]
PPTA (Twaron,
Kevlar)
91-130 3.1-4.1 0.32-0.68 1.44-1.47 2-3.4 [Afshari et al., 2008;
Chae and Kumar,
2006;
Jiang et al., 1993;
Northolt and Sikkema,
1991]
PBO 80-280 2.31-5.5 0.4-0.68 1.5 -2.5 1.56-2.1 [Afshari et al., 2008;
Northolt and Sikkema,
1991]
Zylon 180-270 5.8 - 1.54-1.56 2.5-3.5 [Chae and Kumar,
2006]
PBI 5.6 0.4 - 1.4 30 [Chae and Kumar,
2006]
PBT 325-331 4.1 0.68 1.58 - [Jiang et al., 1993;
Northolt and Sikkema,
1991]
PIPD (M5) 330 3.5-5 1.6 1.7 1.5-2.5 [Afshari et al., 2008;
Chae and Kumar,
2006]
UHMW-PE 70-105 2.4-3.1 - 0.97 2.5-4 [Chae and Kumar,
2006; Jiang et al.,
1993]
Vectran 65 2.9 - 1.4 3.3 [Chae and Kumar,
2006; Jiang et al.,
1993]
Nylon 6 1.0 0.1 1.14 - [Jiang et al., 1993]
PET 12 1.2 0.09 1.39 - [Jiang et al., 1993]
Polyester 15 1 - 1.38 20 [Chae and Kumar,
2006]
Nomex 450 17 0.65 - 1.38 22 [Chae and Kumar,
2006]




































Figure 1.1: Graphical comparison between the ﬁbre strength and moduli for various








Figure 1.2: The structure of PPTA.
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Table 1.2: Speciﬁc tensile strengths of materials (tensile strength/density).
















The remarkable performance and properties of the ﬁbre have sparked a wide range
of investigations into the structure and spinning behaviour of the PPTA ﬁbre
[Chae and Kumar, 2006; Jiang et al., 1993; Northolt and Sikkema, 1991]. The goal
of these investigations is to investigate links between the production parameters,
internal structure and the ﬁnal physical properties of the material. In order to
attain a better view of the parameters and structure involved, the following sec-
tions will highlight some aspects of the production process and its impact on the
structure and properties of the material. For a detailed treatment, the reader is
referred to an excellent review article by Northolt and Sikkema [1991].
1.3 Manufacturing process of PPTA
1.3.1 Production
After polymerisation of para-phenylenediamine and terephthalic acid to form poly-
(p-phenylene terephthalamide) (PPTA), the formed PPTA is dissolved in ≈100%
sulfuric acid [Tanner et al., 1989]. Good spinning characteristics are obtained
above 10 wt.%, usually close to 20%, since in this concentration range the so-
lution is liquid crystalline at the spinning temperatures (≈ 80 degrees Centigrade)
[Picken et al., 1992; Tanner et al., 1989; Weyland, 1980]. Below this spinning tem-
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perature the polymer forms a crystallosolvate with sulphuric acid [Tanner et al.,
1989; Weyland, 1980]. Local molecular order exists in the liquid crystalline do-
mains due to inter-chain interactions as well as concentration eﬀects in these rigid-
rod-like polymer solutions †. On a macro-scale, a suﬃciently relaxed (no shear)
solution contains randomly oriented domains [Northolt and Sikkema, 1991; Picken,
1990].
In commercialized PPTA production methods, the liquid crystalline solution is
forced through a spinning head, which contains small spinning holes, each produc-
ing its own jet of liquid crystalline solution which is later to become the ﬁlament
(with an approximate diameter of 12 μm, c.f. Figure 1.4) [Weyland, 1980]. Af-
ter traversing a small air gap, the polymer enters a coagulation bath in which
the polymer undergoes a phase transition due to solvent exchange and changes in
temperature. Here, each jet solidiﬁes as a ﬁlament, and thus the ﬁbre (a collection
of many ﬁlaments, also known as a yarn) is formed. Structure formation mainly
occurs in the air gap and coagulation bath.
It was found that if draw ratios larger than two were to be achieved, either the coag-
ulation bath composition had to be changed, or the spinning head had to be placed
above the coagulation bath in order to delay solidiﬁcation of the polymer [Weyland,
1980]. Since the tenacity (tensile strength) as well as the modulus strongly relate to
the draw ratio, either of the two had to be implemented [Northolt and Sikkema,
1991; Weyland, 1980]. Draw ratios of around 6 are published as common draw
ratios for PPTA ﬁbres [Picken et al., 1992].
After washing, stretching and drying steps, the so-called “as-spun” material has
been produced (cf. Figure 1.3). We will discuss some aspects of this process indi-








Figure 1.3: Spinning process of PPTA ﬁbres from a liquid crystalline solution.
†For similar polymeric systems, namely PBA, a concentration-dependent orientation factor
ranging from 0.76 to 0.83 was found. This orientation factor ranges from 0 for unoriented systems
to 1 for perfectly aligned systems [Sartirana et al., 1986]
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Yarn
approx. 1 mm 12 μm 200 nm 
Skin layer
FibrilFilament
Figure 1.4: Description of the terms “ﬁbre”, “ﬁlament” and “ﬁbril” as used throughout
this document.
1.3.2 Structure formation during spinning
Structure formation takes place in the coagulation bath, and there is a signiﬁcant
(but complex) relationship between the manufacturing properties and the ﬁnal
product properties and structure [Picken et al., 1992]. Post-spinning treatment of
the ﬁbres may slightly inﬂuence the ﬁnal internal structure and properties.
The crystallites orient due to several eﬀects in the production process. In the
sulfuric acid the polymer molecules align at high concentration, forming a liquid
crystalline solution with domains of oriented polymer molecules. This orienta-
tion is dependent on the concentration and temperature of the spinning solution
[Picken, 1990]. The elongational ﬂow during spinning aligns the directors of the
liquid crystalline domains, due to the spinneret eﬀecting elongational as well as
shear ﬂow, and an additional elongational ﬂow in the air gap and coagulation
bath‡ [Northolt and Sikkema, 1991]. Although there is some evidence that the
strain rate does not aﬀect the actual crystallite orientation as measured by in-situ
wide-angle diﬀraction [Picken et al., 1990], optical measurements do indicate an
improved orientation of the disclinations in the ﬁbre [Kenig, 1987]. This apparent
contradiction is addressed in [Picken et al., 1990] and later in [Picken et al., 1991]
and [Picken et al., 1992].
‡It is interesting to note that a similar orientation eﬀect of the elongational ﬂow can be
achieved by application of a strong magnetic ﬁeld [Panar and Beste, 1977]
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1.4 The internal ﬁlament structure
The internal structure of the ﬁlaments has been investigated in depth using a va-
riety of techniques. Herewith a discussion of the aspects of the internal structure
that have already been established. We will discuss the several levels and morpho-
logical expressions of the hierarchy below, starting from the crystalline structure
and working our way up to the ﬁlament-scale eﬀects.
1.4.1 Crystalline structure
The PPTA polymer can crystallise into several diﬀerent structures. PPTA crys-
tallises into a monoclinic lattice, with unit cell angles of approximately 90 degrees
[Jain and Vijayan, 2004; Northolt and Stuut, 1978], which can also be described
with the term “pseudo-orthorhombic” [Northolt, 1974].
There are two main modiﬁcations of the PPTA crystal structure, i.e. modiﬁcation
I and modiﬁcation II. These are graphically shown in [Haraguchi et al., 1979a].
Modiﬁcation II is thermodynamically least stable, and reverts to modiﬁcation I
upon annealing [Haraguchi et al., 1979a]. Therefore, Modiﬁcation I is the modiﬁ-
cation most commonly found in commercial ﬁbres spun from a high-concentration
liquid-crystalline solution [Northolt and Sikkema, 1991]. From a low-concentration
solution, modiﬁcation II can sometimes be produced in ﬁlms coagulated using spe-
ciﬁc coagulation bath compositions [Haraguchi et al., 1979b], although it remains
challenging [Jackson and Chanzy, 1993].
The crystallites are monoclinic with unit cell angles of 90 degrees. The crystallite
size is approximately 50×50×200 A˚ [Northolt and Aartsen, 1973; Northolt and Sikkema,
1991], and the calculated crystal density is 1.50 g cm−3 [Northolt and Stuut, 1978;
Yabuki et al., 1975]. The material in the ﬁbres is highly crystalline (>99%), as no
amorphous diﬀraction was observed in the diﬀraction pattern [Northolt and Sikkema,
1991; Panar et al., 1983].
While the angles and dimensions are universally accepted [Jain and Vijayan, 2004],
there is some ambiguity regarding the exact space group of the crystal structure
present in PPTA ﬁbres [Jain and Vijayan, 2004; Liu et al., 1996]. The space group
reported by Northolt [1974] is either Pn or P21/n (shown in Figure 1.5, the full
name of the latter group is P1121/n). Some forbidden reﬂections are visible (e.g.
the 210,120, 320, and 410 reﬂections [Liu et al., 1996]), however, which have led
to the suggested alternative space group P1a1 (brief name Pa) [Liu et al., 1996].
Neutron vibrational spectroscopy has provided new evidence supporting this alter-
native spacegroup [Plazanet et al., 2005]. Other explanations for the appearance
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of forbidden reﬂections are the presence of stacking faults by [Jain and Vijayan,
2004].
Figure 1.5: Crystal structure of modiﬁcation I as reported by Northolt [1974]. Image
courtesy of dr. E. A. Klop.
It is further noted that heat treatment aﬀects the crystallite size, which subse-
quently increases in both the longitudinal and lateral dimensions [Northolt and Sikkema,
1991; Yabuki et al., 1975]. This has been visualised nicely for several Kevlar
types by Jackson et al. [1994]. Heat treatment at temperatures up to 600 degrees
Centigrade increases the longitudinal size to about 800 A˚ and the lateral size
to about 100 A˚ [Jackson et al., 1994; Northolt and Sikkema, 1991; Yabuki et al.,
1975]. A reduction in the lattice distortion parameter is concurrently observed
[Yabuki et al., 1975].
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Figure 1.6: Electron micrograph showing the ﬁbrillar structure underneath the delami-
nated surface of a single as-spun PPTA ﬁlament.
1.4.2 Fibrillar structure
The crystallites connect end-to-end, forming ﬁbrils [Northolt and Sikkema, 1991].
Lateral connections (tie points) and weak interactions also bind crystallites with
similar orientation of their hydrogen-bonded planes [Jungnickel, 1977]. Fibrils thus
are large structures consisting of interconnected crystallites. These interconnected
ﬁbrils may be observed in Scanning Electron Microscopy images [Wang et al.,
1993]. Two illustrative examples (which will return in another chapter of the
thesis) are measurements performed at the DTU Centre for Microscopy, showing
the ﬁbrils beneath a layer of delaminated skin in the ﬁrst image (Figure 1.6), and
the ﬁbrils extending to the core of the material in Figure 1.7. Additionally, the
interconnectedness of ﬁbrils are clearly visible from SEM micrographs taken on a
high resolution SEM as shown in Figure 1.8.
The dimensions of the ﬁbrils vary throughout the reports, from about 60 nm
[Morgan et al., 1983] to 600 nm [Panar et al., 1983]. Sawyer et al. [1993] indicated
that ﬁbrils can be split up into smaller sub-ﬁbrils (sometimes referred to as “mi-
croﬁbrils”), such that a hierarchy can be established. According to Sawyer et al.
[1993] (in agreement with our ﬁndings), “microﬁbrils” are tape-like structures sev-
eral tens of nanometers wide and several nanometers high (and approximated to
have near inﬁnite length). Fibrils consist of a packing of microﬁbrils and are tape-
like structures about 500 nanometers wide, and ranging from 100 to 500 nanome-
ters in height [Sawyer et al., 1993]. They furthermore classify “macroﬁbrils” as
cylindrical structures of several micrometers in diameter. Since these dimensions
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Figure 1.7: Electron micrograph showing the ﬁbrillar structure underneath the surface
of a cut single ﬁlament of as-spun PPTA.
Figure 1.8: Electron micrograph revealing an interconnected ﬁbrillar structure under-
neath the delaminated surface of a single as-spun PPTA ﬁlament..
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Table 1.3: Approximate size of objects in a PPTA ﬁbre
Structural level shape approx. size
Crystal unit cell monoclinic 7.8×5.2×12.9
A˚ [Liu et al., 1996]
Crystallite hexagonal prism
[Jackson et al., 1994]
50×50×200 A˚ [Klop,
2009]
Microﬁbril tape-like 2.5×20 nm
[Sawyer et al., 1993]
Fibril tape-like 0.5×0.5 μm
[Sawyer et al., 1993]
Macroﬁbril cylindrical 1-2 μm
Filament cylindrical 12 μm
Fibre (Yarn) pack of ﬁlaments ≈ 0.5×0.5 mm
are found using microscopic methods (scanning probe microscopy, SPM), the ob-
served size of the ﬁbrils may very well be dependent on the ﬁbrillation method,
i.e. a rigourous ﬁbrillation procedure may yield much smaller ﬁbrillar dimensions
than a careful ﬁbrillation procedure. The approximate sizes of all the structures
described above have been listed in Table 1.3.
1.4.3 Radial structure
A complex structure manifests itself inside the ﬁlaments during the spinning pro-
cess. Firstly, a smooth skin is present around the ﬁlament. Inside this, a core-shell
structure may be found, depending on the production process (c.f. Figure 1.9).
It should be mentioned at this point, that most literature solely speaks of two
distinctions in their observations (and thus usually refers to the structures as skin-
core or core-shell where shell and skin are interchangeable). After consideration
of the observations available in literature, however, it becomes likely that there
are three distinct regions in the ﬁlament, which will be elaborated below (a simi-
lar division was suggested by Davies et al. [2008] as “skin, intermediate and core”
regions). Additionally, the crystallites in the ﬁlament may orient radially, as can
be observed by microbeam crystallography or lateral birefringence measurements.
These aspects will be discussed here.
The skin around the (12 μm diameter) ﬁlament is a thin section of material
(about 100 nm thick), where the polymer chains exhibit a random chain-end dis-
tribution in the axial direction (i.e. they are still aligned in the axial direction)
[Morgan et al., 1983]. This skin is visible in the electron micrographs in Figure 1.6,




Figure 1.9: The structural levels inside a ﬁlament.
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also observed by others [Horio et al., 1984], and shows up in microbeam diﬀraction
patterns as regions with increased scattering at small angles (and an anisotropic
scattering pattern) [Davies et al., 2008].
The core and shell regions both show an organisation of the crystallites resembling
a smectic phase found in liquid crystals, indicating that the chain ends now are
more or less aligned [Morgan et al., 1983]. These measurements may be supported
by light diﬀraction measurements as shown by Roche et al. [1985]. The structure
has been represented by Morgan et al. [1983], and is shown (redrawn) in Figure
1.10. The size parameters have been reproduced from the original article, but it
should be noted that there is a lot of variation in the literature regarding the exact
dimensions. This is not surprising, as it is most probably heavily inﬂuenced by the
production method, and its determination is challenging. Over time, production
methods of commercial ﬁbres are optimized by changing production parameters
(e.g. temperature, coagulation bath acidity, draw ratio, air gap length), leading
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Figure 1.10: The structure as proposed by Morgan et al. [1983], indicating the dis-
tribution of chain ends in the skin and inner (core and shell) regions of the ﬁlament.
The right-hand image depicts the organisation of the polymer chains in the crystallites.
Adapted from Morgan et al. [1983].
Inside the skin layer, there may be a distinct diﬀerence between the core and the
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shell of the material. Measurements by Riekel et al. [1999] indicate a reduced crys-
talline orientation in the core of the material, in agreement with the results from
[Davis et al., 2000; Singletary et al., 2000; Yabuki et al., 1976]§. Optical measure-
ments using crossed polars to measure the periodicity of the pleated sheet structure
(discussed below) also show diﬀerences between the core and the shell of the mate-
rial [Northolt and Sikkema, 1991]. This diﬀerence between the core and the shell of
the material has also been observed in more recent measurements by Davies et al.
[2008].
One reason for the generation of the higher orientation in the shell of the material
may be explained using a ﬁbre formation model suggested by Davies et al. [2007]
for PBO. It was similarly found that the degree of orientation for some PPTA
ﬁbres increases with distance to the ﬁbre centre, whereas for other PPTA ﬁbres
this was not found to be radially dependent [Davis et al., 2000]. An alternative
determination using X-ray microspectroscopy was performed by Smith and Ade
[1996].
Upon the application of tensile strain on the ﬁlament, the degree of orientation in
the ﬁlament increases, as observed by Riekel et al. [1999] and Davies et al. [2006].
This was most clear for Kevlar 29, where the regions with relatively low orientation
(core) in the ﬁlament increased in orientation [Riekel et al., 1999]. This was sup-
ported later on by simultaneous Raman measurements [Davies et al., 2006].
1.4.4 Pleated sheet structure - structure parallel to the
axis
An interesting observation with regard to the internal structure is that polarized
light microscopy measurements reveal a periodic misalignment of the crystallo-
graphic axes with respect to the ﬁlament axis, so-called pleated sheets. The period-
icity of this eﬀect was determined to range from 200-1000 nanometers [Horio et al.,
1984; Jiang et al., 1993; Morgan et al., 1983; Northolt and Sikkema, 1991; Panar et al.,
1983].
The misalignment of the crystallites with respect to the ﬁbre axis is determined to
be about 5 degrees. Interestingly, the structure is more susceptible to degradation
at the kink point [Panar et al., 1983]. Riekel et al. [1999] also showed that the
degree of misalignment is reduced through the application of strain, and Kenig
§It should be mentioned here, that the paper discussing this determination is in Japanese,
with the ﬁgures, tables and captions in English. When the works [Yabuki et al., 1976, 1975] are
cited, therefore, conclusions have been drawn by interpretations on the ﬁgures and their captions.
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[1987] showed that the degree of misalignment is dependent on the production
process of the ﬁbre as well.
The structure shown before from Figure 1.10 can be adapted to show the pleated
sheet structure. This is visualised in Figure 1.11, where a 5 degree oﬀset to the
crystallites has been applied.
Figure 1.11: The structure from Figure 1.10, adapted to correspond to the pleated sheet
structure.
1.4.5 Density considerations
The density of the ﬁbre is approximately 1.43-1.45 g cm−3 (cf. Table 1.1). With
regards to the high degree of crystallinity of the material, and the crystalline
density being 1.50 g cm−3, there is a fraction of voids in the material. Calculation
shows that the ﬁlaments consist of about 95% crystalline polymer, which leaves
about 5 % of void space.
From Table 1.1, we can see that the high-modulus forms of aramid ﬁbre have a
1.5 Void structure - Scope of this thesis 31
slightly higher density than their low-modulus variants, indicating that the void
fraction is also dependent on the production process and/or subsequent heat treat-
ment procedures.
1.5 Void structure - Scope of this thesis
There is considerable evidence for the presence of a nanoporous structure in the ﬁla-
ments [Aerts, 1991; Jiang et al., 1993; Mooney and MacElroy, 2004; Northolt and Sikkema,
1991; Saijo et al., 1994]. Firstly, there is the diﬀerence between the crystalline den-
sity of PPTA (1.48 g cm−3) and the macroscopic density of the material (which
ranges from 1.45 to 1.47, depending on the production process [Chae and Kumar,
2006; Jiang et al., 1993; Northolt and Sikkema, 1991]). The absence of an amor-
phous diﬀraction signal indicates that little or no amorphous PPTA is present, so
that the reduced density is likely to be due to about 5 volume% of voids. Further-
more, direct observations of a porous structure have been obtained through trans-
mission electron microscopy by (amongst others) Dobb et al. [1979]. In other in-
vestigations the moisture uptake in the ﬁlaments is analyzed. The moisture is par-
tially transported through and stored in a void structure [Mooney and MacElroy,
2004; Saijo et al., 1994]. Finally, the presence of a strong Small-angle X-ray Scat-
tering (SAXS) signal strongly supports the presence of voids, especially since it
is dependent on the moisture content [Dobb et al., 1979; Saijo et al., 1994]. The
void structure appears analogous to that found in carbon ﬁbres [Dobb et al., 1977],
although it exhibits a lower aspect ratio [Northolt and Sikkema, 1991]. An alter-
native explanation for the existence of the SAXS signal is that this signal could
also originate from an amorphous phase instead of a void structure [Grubb et al.,
1991; Ran et al., 2001]. Ran et al. [2001] reached this conclusion partially since
they did not observe a change in the SAXS pattern when subjecting PPTA ﬁ-
bres to moisture. In view of the investigations referred to above, it is at present
commonly accepted that a void system is present in the ﬁbres.
There is some discussion on the exact location of this void structure in the ﬁl-
ament. Panar et al. [1983] places the bulk volume of the voids in the centre of
the ﬁlament, and discusses this choice with respect to a paper by Dobb et al.
[1979]. The observation by Dobb is based on transmission electron microscopy re-
sults on stained ﬁlaments, whereas Panar interprets his ﬁndings based on etching
and dyeing behaviour of ﬁlaments. These voids are elongated to several hun-
dred A˚ in the direction of the ﬁbre axis, and several tens of A˚ in diameter
[Northolt and Sikkema, 1991]. Their cross-section either have circular symmetry,
or are randomly oriented around the ﬁbre axis, as intermediate-angle microbeam
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scattering experiments show a circularly symmetric scattering pattern. This may
not be true for the skin layer, however, where anisotropic scattering patterns were
observed [Davies et al., 2008].
This thesis concerns itself with the investigation of this void structure in partic-
ular and its relation to the surrounding ﬁlament nanostructure. While the thesis
revolves around the manifestation of this structure in PPTA ﬁbres, the techniques
are more broadly applicable.
This thesis will ﬁrstly introduce and expand on the main applied technique of
Small-Angle X-ray Scattering (SAXS), explaining ﬁrstly why it was chosen, sec-
ondly how it works, and lastly how its results are interpreted using the classical
techniques. The subsequent chapter will investigate the analysis of the scattering
patterns as a whole, using a novel analysis methods, and discuss its application to
PPTA ﬁbres. Next, peculiar ﬁndings for bent ﬁlaments are presented and inter-





Small-angle X-Ray Scattering as used in this thesis, can be considered as an elas-
tic X-ray technique∗. These techniques rely on the wave nature of radiation to
produce interference patterns upon interaction with matter. Due to the nature
of the X-ray radiation applied, and due to some machine characteristics, the typ-
ical length scale of nanostructure probed by SAXS ranges from about 1 to 1000
nanometers (the larger sizes, beyond several hundred nanometer, are commonly
reached by highly optimized systems). This size range places the technique solidly
in between Wide-Angle X-ray Scattering/Diﬀraction (WAXS/WAXD) and (opti-
cal) microscopy techniques. It can complement details seen by electron microscopy
techniques, and can be directly compared to those.
Advantages of SAXS, as compared to microscopic methods, are that the technique
determines the average nanostructure of the entire irradiated section (which is usu-
ally on the order of 1 mm3). This is done with virtually no sample preparation, as
the only requirement of the sample is that it is thin enough for radiation to pass
through. For most polymeric materials, this is usually on the order of a millime-
ter, metallic samples must be much thinner due to their high absorption of X-rays.
As an alternative to thinner samples, the energy of the X-rays can be increased,
∗Other examples of techniques using the elastic properties are Wide-angle X-ray diﬀraction
and Laue diﬀraction. Besides the elastic techniques, there is the group of non-elastic scattering
techniques, such as Extended X-ray Absorption Fine Structure (EXAFS) and X-ray Absorption
Near-Edge Spectroscopy (XANES). The latter group relies on the particle nature of radiation and
probes the electronic structure of matter. Some techniques use both the elastic and non-elastic
scattering properties, such as resonant scattering and Anomalous Diﬀraction.
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reducing interaction of the radiation with the sample material, thus increasing the
allowed sample thickness. SAXS, furthermore, does not require a thorough prepa-
ration or destruction of the sample to the level required by microscopic methods.
This non-destructive feature allows for in-situ studies, probing the evolution of
reactions, or the behaviour of samples in a non-equilibrium state†.
The main disadvantage of SAXS is that it does not provide a real-space image of the
nanostructure. Instead, it is the Fourier transform of the electron density contrast
distribution in the sample (which will be elaborated upon shortly). This makes
even the qualitative analysis of such scattering patterns not straightforward, and
requires some experience or knowledge of Fourier transforms of structures. Often,
the scattering pattern cannot be uniquely translated to a structure, and therefore
requires some assumptions supported by information extracted from direct-space
techniques such as various forms of microscopy. With this additional information,
the structural parameters may then be resolved from SAXS.
When time and eﬀort is invested, however, SAXS can provide quite some infor-
mation about the sample which is normally quite diﬃcult to obtain otherwise.
Information such as the volume fraction of nanostructure, shapes, sizes, and ori-
entation can be extracted in a variety of situations (e.g. heated samples, wetted
samples, etc.).
2.2 A short introduction to scattering theory
2.2.1 The basics of scattering
The basis of most scattering techniques based on EM radiation, such as crystallo-
graphic techniques, lies in the interaction of incoming radiation with the sample.
Imagine two electrons being irradiated by an incoming electromagnetic wave, con-
sisting of an electric and a magnetic ﬁeld. The electrons respond to the electric
ﬁeld (due to their charge) and will oscillate with the same frequency as the ﬁeld
supplied by the incoming wave ‡. When the two electrons oscillate, they emit radi-
ation at the same frequency as their oscillation. If these two electrons are situated
in close proximity, this radiation can interfere (c.f. Figure 2.1). When the emitted
†Since radiation is used, however, the duration of such tests may be limited to the lifetime of
the sample when exposed to radiation
‡the electrons usually oscillate with the same, or virtually the same frequency (also known
as “elastic” interaction with the incoming radiation). There are, of course, exceptions to this
(“inelastic” interactions, mentioned in a previous footnote) which can be exploited, but they are
not relevant to this thesis and have therefore been omitted.
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Figure 2.1: Two electrons oscillating with an incoming EM wave and emitting inter-
fering waves themselves.
radiation is observed from a distance, the interference causes the appearance of
maxima and minima in the detected intensity of the radiation.
Practical scattering experiments diﬀer from this idealised situation in several as-
pects, but the essence remains valid. The diﬀerences are that in practice:
• The incoming wave is replaced by a superposition of waves that are roughly
in phase within a certain volume of space
• The experimental sample consists of many electrons instead of just two
• The detector cannot observe the scattering amplitude (and thus cannot re-
solve the phase of the scattered radiation), but instead detects the scattering
intensity (photon ﬂux) striking the detector surface. Further instrumental
limitations also aﬀect the observed intensity pattern.
These three aspects will be discussed in detail in the following paragraphs, with
special emphasis on the second and the third aspect, as they are of speciﬁc rele-
vance to this thesis.
Some useful equations related to the behaviour of waves
Since photons can be considered to have a particle as well as a wave nature, they
can be described using either. The de Broglie relationships link the kinetic energy
E, momentum p, wavelength λ and frequency ν. Since radiation can be described





36 Small-angle X-Ray scattering
Here, h is the Planck constant. Similar equations can be established for an electro-
magnetic wave linking the angular wavenumber k, angular frequency ω, frequency














where vp is the propagation speed of the wave and equal to c for waves travelling
in vacuum, and h¯ = h
2π
is the reduced Planck constant. The value for the Planck
constant is 6.626× 10−34Js = 4.136× 10−15eVs.
The electric ﬁeld amplitude of an electric ﬁeld propagating along the x-axis, can
be expressed as a sine wave in its real form E0 sin(kx) or in its complex form
E0 exp i(kx), where k =
2π
λ
is the wavenumber. The electric ﬁeld of EM radiation
can be parameterized in vector notation using a single equation [Als-Nielsen and McMorrow,
2004]:
E(r, t) = ˆE0 exp i(k · r− ωt) (2.3)
where ˆ is the polarisation vector (the direction of the oscillatory ﬁeld), t is the
temporal component, k the wavevector along the direction of propagation.
The intensity of radiation emitted by an electron oscillating in an electric ﬁeld is










Where Ip is the intensity of the incoming radiation, T the product of the square of
the so-called classical electron radius (r2e =
e4
m2c4
≈ 7.90e− 26, e is electron charge,
m electron mass and c the speed of light) with the angle-dependent polarisation
factor P. R denotes the distance between the electron and the “detector”.
The polarisation factor is dependent on the source of the X-rays, and direction
of observation. For synchrotron radiation, the incoming radiation is polarised in
the horizontal plane, making the polarisation factor for observations in the vertical
plane equal to 1, and for observations in the horizontal plane equal to P = cos2(2θ),




angles are considered, the polarisation factor in all cases can be approximated to
1.
To calculate the position of constructive and destructive interference for two point
scatterers, it can be shown that this is dependent on the relative locations in
3D space of the two scattering centers, using two special, easy to calculate cases
(c.f. Appendix A). We can then consider the more complex case of two arbitrarily



















Figure 2.2: Two electrons positioned arbitrarily with respect to the incoming radiation,
oscillating with an incoming EM wave and emitting interfering waves themselves.
positioned point scatterers, as shown in Figure 2.2. We see here that the diﬀerence
in pathlength is the sum of ΔLa and ΔLb. These can be written as the projection
of r onto ki and ko respectively, where | k |= 2πλ :
ΔLa = r · ki
ΔLb = r · ko
ΔL = ΔLa + ΔLb
= r · (ko − ki)
= r · q
(2.5)
The last part of this equation is our deﬁnition of q, deﬁned as:
q = ko − ki (2.6)
with magnitude
q =| q |=| ko − ki |= 2π
λ
2 sin(Θ) (2.7)
as shown graphically in (Figure 2.3). The phase diﬀerence caused by this path-
length is:
ΔΦ = q · r = 2 sin(Θ) | q | · | r | (2.8)








Figure 2.3: Deﬁnition of q as ko − ki.
2.2.2 Incoming waves - coherence volumes
Only a small fraction of the incoming waves actually interact with the electrons in
the sample. This means that performing scattering experiments requires high-ﬂux
sources producing high intensity waves. In the visible region of the EM spectrum,
lasers are commonly used for two reasons: lasers are a high-ﬂux source, and sec-
ondly produce monochromatic radiation (the monochromaticity is important for
reasons discussed shortly hereafter). For the X-ray section of the EM spectrum,
a variety of sources are available. Most X-ray sources, however, do not produce
monochromatic radiation.
The monochromatic radiation is of importance in scattering experiments, as a
local volume at the sample position has to be established, where the waves are in
phase. The size of this volume depends partially on the monochromaticity of the
beam. This volume is often referred to as the “Coherence volume”, as it is the
place where the waves produce coherent EM ﬁelds. If the waves are not in phase,
scattering eﬀects do not take place, or take place to a lesser extent (depending on
the degree of coherence).
The size of the coherence volume dictates the upper limit of the size of the scat-
tering objects participating in the scattering eﬀect. This means that attempts of
detecting a structure of 1000 nanometers will not work with a coherence volume
that is only 100 nanometers in the transversal directions, i.e. perpendicular to the
direction of travel of the waves [Veen and Pfeiﬀer, 2004]. The size of the coherence
volume is dependent in the transversal direction on the size of the beam-deﬁning
aperture and the distance from the aperture to the sample position (see for exam-
ple the eﬀect of a slit on the coherence volume in Figure 2.4, the larger the slit, the
smaller the coherence volume, but the higher the intensity of the radiation). Dis-
tance from the optical element such as the slit, increases the transversal coherence







Figure 2.4: Coherence volume after a slit. The larger the slit, the smaller the transver-
sal coherence length.
length. In the longitudinal direction, the coherence length is dependent on the
monochromaticity of the radiation. Polychromatic beams have small longitudinal
coherence lengths [Livet, 2007].
In many X-ray experiments, the irradiated sample volume is many times the size
of such a coherence volume. In these samples, many coherence volumes exist, and
thus scattering occurs from each of these coherence volumes. Some experiments,
however, do exploit special characteristics of scattering from a single coherent
volume. These will not be discussed here, but comprehensive descriptions of these
have been established by Livet [2007] and Veen and Pfeiﬀer [2004].
The EM radiation used in this thesis is mainly low-energy X-rays, with a wave-
length ranging from about 0.1 to several A˚ngstro¨m. This has only minor impli-
cations on some derivations as this restriction allows for some assumptions about
the interaction between radiation and matter to be made. Most of the techniques
used with X-rays, however, can be transposed onto techniques using other radi-
ation, such as neutron sources and other techniques using EM radiation such as
light scattering and vice versa.
2.2.3 Many-electron systems interaction with radiation
Samples contain many electrons. The computation of the scattered amplitude
from a system with many electrons can be considered as the interference (sum) of
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all waves emanating from each electron in the coherence volume§.






where r0 is the Thompson scattering length if dealing with single electrons, j the
index of the scattering source (electron), and rj the position of the scattering
centre.
For samples with continuously varying electron densities, the sum can be replaced
by an integral. This makes the resulting equation into a Fourier transform function,
which has great beneﬁts for computational purposes. The scattering amplitude is
the Fourier transform of the electron density diﬀerence (contrast) in the sample.
The amplitude scales proportionally to the electron density contrast in the sample,
the volume fractions of the phases and to the irradiated volume (c.f. Equation
2.13).
The Fourier transform of the electron density distribution over the correlation





2.2.4 Intensity - not amplitude - is detected
In most X-ray scattering experiments, the intensity of the scattered radiation is
detected, and not the amplitude. The intensity of the scattered radiation can be
computed from the electron density (in each correlation volume) by calculation of
the absolute square of the amplitude (as obtained from Equation 2.10):
I(q) =| A(q) |2 (2.11)
The scattered intensity from many correlation volumes within the sample is de-
tected by the detector. This means that the radiation that is scattered to a certain
§For the scattering experiments in this thesis, it is not strictly necessary to discuss coherence
volumes, as we will not talk about coherent scattering experiments at all. However, as coherent
scattering experiments become more common, it may prove useful to have touched upon the con-
cept of coherence volumes. Additionally, it is important that the maximum size of the scatterers
that can be detected by a SAXS instrument is not only limited by its geometry, but also on the
coherence of the source [Livet, 2007; Veen and Pfeiﬀer, 2004].
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angle is the incoherent sum of the scattering from a number N of correlation vol-





The total scattered intensity for a two-phase system is proportional to Stribeck
[2007]: ∫∫∫
I(q)dq ∝ Virrν1ν2(ρ1 − ρ2)2 (2.13)
where Virr is the total irradiated volume, νi is the volume fraction of phase i and
ρi is the electron density of phase i. This has been derived for multi-phase systems
as well Ciccariello and Riello [2007].
2.2.5 Small-angle X-ray scattering instruments
Overview
Three major types of small-angle scattering instruments are available today. These
are the Kratky camera, which is a camera employing an X-ray beam with a
line-shaped cross-section, The Bonse-Hart instrument, which uses crystals (one
monochromator and one analyser crystal) to select a very small portion of the
scattered beam, and ﬁnally a pinhole- or slit-collimated instrument which uses an
X-ray beam with a small circular or (nearly) square cross-section. This last type is
the instrument which is the focus of this thesis, and will be expanded on in detail
in this chapter.
The SAXS instrument consists of several sections, each of which will be discussed in
detail. A schematic picture of a three-pinhole collimated SAXS machine is shown
in Figure 2.5. It consists of an X-ray generator, a monochromator (which doubles
as a focusing device), a collimation section, a sample chamber, a ﬂight tube and a
detector. In the following paragraph we will discuss each part individually.
Source
Various sources are available today for the generation of X-rays. Some of these
are available as laboratory instruments, others are dedicated large-scale research
facilities. We will discuss here some of the available sources.







Figure 2.5: Schematic depiction and photograph of the SAXS machine at DTU Risø
Lab based sources started with the advent of the x-ray tube [Als-Nielsen and McMorrow,
2004]. The x-ray tube uses an electron-emitting (hot) ﬁlament cathode. The re-
leased electrons accelerate in an electric ﬁeld towards the (water-cooled) anode.
As the electrons hit the anode, x-rays are generated. Depending on the anode ma-
terial, the characteristic wavelength of the radiation can be selected. The power of
the anode is limited by the cooling method, and therefore a rotating anode has been
developed. This anode consists of a rotating drum, which is water-cooled from the
inside. Connecting a water-cooled drum that rotates at high speed in a vacuum
chamber was one of the reasons why this type of generator only came about after
the 1960’s. The heat load using this drum is thus spread out over a much larger
area than compared to a (static anode-based) x-ray tube, allowing for much more
eﬃcient cooling and a higher operating power (and more radiation).
Even higher intensities are obtained in particle accelerators (electron or proton)
used for high-energy physics experiments. The bending magnets in those acceler-
ators cause a deviation of the particle path, which subsequently emits radiation.
The ﬁrst accelerator-based x-ray experiments consisted of parasitic experiments
besides the high-energy physics experiments. When it became evident that much
good science could be done through the use of this radiation for (for example) mate-
rials science purposes, dedicated X-ray synchrotrons became available (sometimes
as hand-me-downs from the particle physics experiments, such as the PETRA III
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and DORIS synchrotrons at the DESY institute in Hamburg).
Because the search for higher intensities continued, “insertion devices” such as wig-
glers were placed in the straight sections of the synchrotron (between the bending
magnets). These bend the particle path several times in s-curves by subjecting
the particle to opposing magnetic ﬁelds (thus “wiggling” the electrons). The in-
tensity from each wiggle in a straight section can then be added. A further (and
most recent) improvement was achieved by wiggling the particles just so, that the
emitted wave from each wiggle would constructively interfere with the next wiggle.
The intensity from two oscillations is then not two (as with the wiggler) but four
times as high. These insertion devices are called undulators and are found in most
modern beamlines.
Monochromatisation
The source of X-rays for use in a SAXS machine has to be reasonably monochro-
matic, so that the required correlation length can be reached. In addition to the
correlation length requirement, the accuracy of the measured scattering is also
dependent on the wavelength spread, since the scattering vector q is dependent on
the wavelength. A polychromatic beam, therefore, will smear out any scattering
eﬀects on the detector.
Several monochromatization methods exist, depending on the accuracy required.
The ﬁrst commonly used monochromator consists of a thin foil of metal. The
absorption edges of the metal can then be used as a one-sided ﬁlter. For copper Kα
radiation, for example, which commonly originates from x-ray tubes and rotating
anodes which use copper as anode material, a nickel ﬁlter can be used. The
monochromatization using such ﬁlters is very limited. Similarly, x-ray mirrors,
which depend on the energy-dependent specular reﬂecting capabilities of some
surfaces, can be used as a high-energy cut-oﬀ ﬁlter (as the higher the energy, the
lower the required angle of incidence) [Freund, 1993].
Single-crystal monochromators are highly monochromatizing optical elements, which
depend on a bragg-reﬂection from a crystalline material. The bragg condition of
a perfect crystal is dependent on the wavelength, and thus only radiation within
a certain energy window is diﬀracted. Using multiple bounces, the energy and
divergence can be further ﬁne-tuned Freund [1993]. Curved crystals can also be
used for focusing the beam. Similar monochromatization and focusing eﬀects can
be achieved through fabrication of a “multilayer” mirror, which consists of many
layers of deposited material, and works on the principle of bragg diﬀraction from
stacked layers.
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Collimation
Collimation of the beam is the shaping of the beam achieved through placement of
various devices in the beam path. These devices usually consist of either circular
pinholes in absorbing material or sets of parallel slits. Circular pinholes have the
advantage that the ﬁnal beam shape is circular, but the size of the pinhole is
constant, and thus only a limited set of beam sizes can be selected (depending
on the number of diﬀerent pinholes in the collimation system). Slit collimation
creates a square beam, which is less ideal, and requires two more motor drives. It
has the advantage, however, of having a near inﬁnite number of sizes and shapes
(rectangular, naturally).
For 2D SAXS purposes, a two-pinhole or two-slit collimation has often been used¶.
The second slit, however, still introduces a considerable amount of scattering,
as a large amount of radiation passes the edge of the pinhole. This led to the
introduction of a third pinhole or slit in the system, that does not touch the
primary beam, but removes the scattering from the second pinhole or slit (cf.
Figure 2.6) [Glatter and Kratky, 1982; Pedersen, 2004].
The diameter of the direct and parasitic beam scattering on the detector is re-
lated to the pinhole sizes and distances between the pinholes through [Pedersen,
2004]:




with parameters deﬁned in 2.6.
Sample positioning
Sample positioning is usually performed using orthogonally placed linear motor
drives, i.e. one drive for motion in the horizontal direction perpendicular to the
beam, and one in the vertical direction. In speciﬁc cases, however, additional
alignment is required. Samples for grazing incidence and crystallography may
also need rotational alignment around the three orthogonal axes (and sometimes
additional translation stages are required). One new, elegant sample stage incor-
porating many of these motions is the hexapod or Stewart platform, consisting of
a plate held aloft by six canted linear actuators [Stewart, 2009]. This plate has six
degrees of freedom (3 orthogonal translations and three orthogonal rotations, with
¶1D SAXS systems sometimes work with a line-shaped beam, in a Kratky-type camera. These
are very useful for measuring liquid or unoriented samples, and may also be used for measuring
oriented samples, but will not be discussed here.
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Figure 2.6: Three-pinhole collimation parameters. Redrawn from [Pedersen, 2004].
no ﬁxed axes relative to its base plate (i.e. the centre of rotation can be deﬁned
by the user).
Flight tubes
Given the length of the SAXS machine and the scattering and absorption of X-rays
by air, the collimation system and the space between the sample and detector are
almost always ﬁlled with vacuum tubing, although the latter tube is sometimes
ﬁlled with helium instead of evacuated (this is for example done at the SLS cSAXS
beamline to allow the use of a thin, large exit window). Other systems are com-
pletely evacuated, consisting of a continuous in-vacuum space [Pedersen, 2004],
and thereby reducing absorption and scattering eﬀects of x-ray transparent win-
dows. The latter of course is the most ideal from a data collection perspective, but
limits are then imposed on the type of sample holders that ﬁt within the vacuum
enclosures.
Detection
X-ray detection systems depend on the transfer of energy from the x-ray photon to
the detection system [Morse, 1993]. The X-ray is then either fully absorbed or fully
transmitted, and therefore X-ray ﬂight paths cannot be detected. The absorbed
energy is subsequently transferred to an electrical system and then assigned to a
value. The absorbed energy can be detected in four diﬀerent ways (depending on
the energy): by ionisation of a gas, liquid or solid, through excitation of optical
states, by excitation of lattice vibrations (phonons) and through breakup of cooper
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pairs in superconductors. Most common for SAXS are scintillation-based and
ionisation-based detection systems [Graafsma, 2009].
Detectable parameters are the photon ﬂux, photon energy, position, arrival time
and polarisation [Graafsma, 2009]. For SAXS, only the ﬂux and position are re-
quired, and the goal of the SAXS detector is to detect these parameters with a
signal-to-noise ratio which is as high as possible. The detectors can detect these
parameters in four diﬀerent operating modes: current (ﬂux-) mode, integration
mode, photon counting mode and energy dispersive modes. SAXS detectors com-
monly consist of photon counting detectors or integration-based counting detectors
[Graafsma, 2009].
These two most commonly consist of a gas-ionisation detector, where an incoming
photon ionises a gas inside the detector. The ionised particles are subsequently
accelerated due to an imposed electric ﬁeld, ionising more gas along the way.
Eventually the cloud of ions reaches a detector wire, causing an electrical pulse
on the wire which is then detected. The intensity of the pulse is roughly related
to the intensity of the incoming photon, and a coarse energy discrimination can
be used to ﬁlter out (cosmic) background radiation as well as ”double” photon
events. An alternative (improved) ionisation based detector is the semiconductor
detector, which has a plate of semiconducting material directly accessible to X-
rays. One such detector is the PILATUS detector, developed by the SLS detector
group [Eikenberry et al., 2003]. This detector detects photons through the change
in conductivity in a semiconductor when a photon strikes. It is a low-noise photon
counting system, with near-absolute position detection (only limited by the size
of the pixel, as it has no point spread function like the gas-based detectors have
[Ne´ et al., 1997]).
Another common type of detector is the CCD-type integrating detector. This
detector commonly consists of a scintillation screen to convert the X-rays to visible
light and detects this light using a commercial CCD element used in (f.ex.) digital
cameras. The advantage is that it is able to withstand much higher ﬂux than
the ionisation-based detectors, but it has signiﬁcant drawbacks. It is generally
not a single-photon counting device, and the obtained intensities are therefore in
arbitrary units (although calibration can be done). These types are not energy
discriminating, and cosmic radiation may therefore be observed. It also tends to
have a drift in the gain, a high background level and relatively long readout times
(which is a drawback for time-resolved experiments).
Chapter 3
Simulated scattering
3.1 Single 1D proﬁles
In order to explore some aspects of the relationship between scattering and the
scatterer, it is illustrative to start by considering 1D structures before moving to
2D structures. These 1D structure models will furthermore be used in chapter 5
to explain scattering observed in looped ﬁlaments.
A 1D structure can be considered as the projection of a cross-section of material.
One scatterer shape that will be discussed further on in this thesis is an inﬁnitely
long cylinder, oriented with its main axis perpendicular to the X-ray beam. This
cylinder only scatters in one plane, namely that perpendicular to its axis. We
can therefore simulate the scattering from this cylinder as the scattering from the
electron density in the cross-section through the cylinder in that direction. This is
shown in Figure 3.1. The cross-section of the cylinder is a circle. If this density is
projected along the direction of the X-rays onto a 1D line, we obtain the electron
density shown to the right of the structure in Figure 3.1. It is these projections
that we will concern ourselves with for the remainder of this chapter.
3.1.1 Calculating the scattering from projected electron
densities
In short, Fourier transformation of the projected 1D electron density proﬁle of this
structure will result in the scattered amplitude of our virtual radiation, according
to Equation 2.9.The scattered intensity can then be computed from I(q) =| A(q) |2









Figure 3.1: Projection of the 2D shape onto a 1D line.
at the sampling points —as discrete peaks— whereas the density is more accurately
described as a continuous function. This has an eﬀect on the simulated intensity
at higher angles, which will be too high. In order to correct for this discrepancy,
the discrete peaks in the electron density have to be convoluted with an inter-peak
space-ﬁlling box function, i.e. with a box function which has the real-space width
of the distance between the sampling points . This convolution in real-space can be
replaced by a elementwise multiplication in Fourier-space of the Fourier transform
of the density with the Fourier transform of the box function. This will improve
the intensities at higher angles, and is described in more detail by Schmidt-Rohr
[2007].
In order to simulate the scattering from inﬁnitely long objects with a range of
cross-sections, a superellipsoidal cross-section was chosen as a basis for the fol-
lowing simulations∗. Superellipsoids can assume a variety of shapes, including
diamond-like, circular and lamellar shapes. In detail, the following steps are taken
in order to calculate the scattering pattern from oriented † superellipsoidal proﬁles
numerically: For the shape projection, the electron density proﬁle of a superellip-
soidal cross-section projected onto a line is used as a basis (c.f. Figure 3.1). We





∣∣∣n = 1 (3.1)
∗The simulation software, complete with a graphical user interface (GUI, under the name of
EDsel gui v2.m), are described in the appendix, chapter B.
†These simulations assume not only that the main axis of the inﬁnitely long scatterer is
perpendicular to the X-ray beam, but furthermore assume that the cross-section is also oriented
in a speciﬁc way with respect to the beam. Any isotropicity, therefore, is not considered in this
simulation.
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with a the radius of the superellipse in the direction of x, and b the radius of the
superellipse in the direction of y. The parameter n deﬁnes the resulting shape,
which is square for n → ∞, ellipsoidal (or spherical, if the aspect ratio a/b = 1),
diamond for n = 1, and astroid for n = 2
3
‡ (c.f. Figure 3.2). All intermediate and
extrapolative shapes can be obtained.


















Rewriting equation 3.1 to project the shape onto a line (see Figure 3.1, and sub-






∣∣∣n + 1) 1n (3.3)
The factor 2 originates from the projection on the line. It is clear that the radius
(b) of the object in the direction parallel to the beam (y) has no eﬀect on the
shape of the resulting scattering plot, but only on its scattered intensity, and can
therefore be left out. Relative corrections of the intensity contributions for the
scattering “volume” will be performed separately when necessary (for example in
polydisperse systems). Several projected electron density proﬁles are shown in
Figure 3.2.
The scattered intensity from this proﬁle can be determined by calculating the
absolute square of the Fourier transform of the electron density, or by calculating
the Fourier transform of the autocorrelated electron density (ρ(x)∗2) [Stribeck,
2007]:
I(q) =| FT(ρ(x)) |2
= FT(ρ(x)∗2)
(3.4)
We can improve the intensity decay of the numerical discrete Fourier transform
(implemented in Matlab as the “ﬀt” function) at higher angles by convoluting
the intensity with the Fourier transform of a box function with the width of the
distance between the sampling points as mentioned on page 48. This is performed









‡Piet Hein’s “superellipse” can be obtained by setting n = 52 , resulting in Sergels Torg (Stock-
holm, Sweden) with ab =
6



















Figure 3.2: Several simulated (electron) density proﬁles, simulated using the superel-
lipsoidal proﬁle scattering.
where a is the distance between the sampling points. The function after the
product can be recognised as the analytical fourier transform of a box (lamellar)
function: the squared “sinc” function ( sin(qma/2)
qma/2
), with a radius of the box of a/2.
Matlab has several peculiarities to take into account. The ﬁrst is that the Fourier
transform implementation puts the zero frequency component in the corners of
the resulting transform, requiring the execution of a “ﬀtshift” operation to the
resulting data in order to shift this to the center. Furthermore, for even matrix
sizes (as opposed to odd-sized matrices), the zero frequency component cannot be
placed exactly in the center and the result then requires the elimination of the ﬁrst
datapoint (row and column or three slices for 2D and 3D images, respectively), to
make the resulting matrix centrosymmetric again. These have all been correctly
applied in the (“EDsel”) Matlab code used for the simulation.
3.1.2 Results for various cross-section shapes
Cylinder
If this numerical computation is performed for the previously shown inﬁnite cylin-
der, and we deﬁne its radius R as 100 A˚ngstro¨m, a scattered intensity is obtained
as shown on the right-hand side of Figure 3.3 §. What can be observed is a periodic
§The reader is aware that the height of the simulated proﬁle is “1” While this initially appears
to be erroneous, changing the height of the proﬁle only aﬀects the vertical scaling of the resulting
scattering pattern. The aspect ratio of a single lamellae oriented in the direction of the beam
can therefore not be determined without working in absolute units.
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Figure 3.3: Projected electron density and equatorial scattering intensity of an inﬁnite,
oriented cylinder
oscillation, dipping to low values every δq = π
R
A˚−1. The position of the ﬁrst dip in
the scattering pattern is at q/R = 3.83(1)×10−4. When the scattering plot is plot-
ted on a double logarithmic scale (Figure 3.4), we see that most of the scattering
curve, apart from the onset and ﬁnal part, follows an I ∝ q−3 relationship.
We can now verify the validity of this numeric simulation by comparing this with
the analytical scattering function for a single, oriented cylinder, as reported by
[Oster and Riley, 1952]:
A(q) = 2. ∗ J1(qR)
qR
; (3.6)
Where R is the radius of the cylinder. Figure 3.5 shows this comparison between
numerical and analytical curves, which agrees perfectly.
Lamellar proﬁle
A lamellar proﬁle can be construed by setting the value n in equation 3.3 to a
high value (in this case 100). A proﬁle and scattering pattern as shown in Figure
3.6 is then obtained. The position of the ﬁrst dip in the scattering pattern is
here q/R = 3.142(6) × 10−4, and the periodicity of the dips is (again) δq = π
R


















Figure 3.4: Projected electron density and equatorial scattering intensity of an inﬁnite,
oriented cylinder on a double logarithmic scale. The additional line follows an I ∝ q−3
relationship.
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Figure 3.5: Comparison between the intensity of the numerical (dashed red line) and
analytical scattering function of a cylinder (continuous blue line).
graphically). For this shape an analytical function exists as well (the previously






This comparison is not shown graphically, but when performed, forms a precise
match to the numerically obtained result.
Diamond shape
The diamond shape is an interesting shape, as it is identical to a lamellar shape
with a square cross-section, but rotated 45 degrees. Furthermore, it is indistin-
guishable from a triangular proﬁle. It is also identical to a lamellar shape when the
electron density gradient at the interface is considered to be ﬁnite and linear, as
opposed to the previously assumed inﬁnite shape. This means that the scattering
amplitude can be computed using a convolution of the lamellar shape and a lin-
early decaying electron density gradient. The smoothing function used in this case
is again a lamellar shape, as indicated by Vonk [1973]. Thus, our analytical scat-











































Figure 3.6: Projected electron density and scattering intensity of an inﬁnite, oriented
lamella











Where E is the total width of the smoothing function (and thus of the interface
region of the structure). We can obtain the scattering amplitude of the diamond
shape by setting E
2
= R.
The result of the numerical computation is shown in Figure 3.7. Most notably,
the width of the proﬁle is twice as large, whist the periodicity in the scattering
pattern remains equal to that for the previously discussed structures. This means
that for diamond-like shapes, the periodicity of the dips in the scattering pattern is
no longer δq = π
R
, but instead δq = 2π
R
. If, however, we see the diamond proﬁle as
a lamellar proﬁle with smoothed electron density boundaries, it becomes apparent
that the radius of the lamellar structure is only half that of the diamond-like
structure (this lamellar structure is drawn as a dotted line in Figure 3.7). The
intensity of the scattering pattern is proportional to I ∝ q−4, which also can be
inferred from equation 3.8. The position of the ﬁrst dip for this structure (of
double width to the previous two structures), lies at q = 0.03142(6).
Here we see clear evidence of the eﬀect that isotropicity would have on the scatter-
ing pattern of scatterers with a non-circular cross-section. As mentioned before,









































Figure 3.7: Projected electron density and scattering intensity of a diamond proﬁle.
Dotted line indicates the lamellar structure.
this shape can be related to the lamellar shape, albeit rotated by 45 degrees around
the main axis. The intensity decay power, however, is very diﬀerent, indicating
that rotationally isotropic systems of a lamellar structure would have an intensity
decay power in between that of the anisotropic lamellae (I ∝ q−2) and anisotropic
diamond proﬁle (I ∝ q−4).
Superellipsoids - intermediate shapes
By varying only the n value, thereby changing the curvature of the anisotropic
superellipsoidal proﬁle, an impression could be obtained of the range for the ﬁrst
dip position, periodicity of the dips and intensity decay power. This can prove
to be valuable information when ﬁtting periodic scattering patterns of unknown
(but perfectly oriented) structures. When such a series of computations is done
(and automatically analysed) for superellipsoidal proﬁles with a ﬁxed width (100
A˚ngstro¨m), the following results are obtained:
For superellipsoidal proﬁles below n = 0.3, no oscillations are observed, and no
straight section in a log-log plot is observed. Therefore, analyses of slope can
only be done beyond n = 0.3. Periodic oscillations start appearing at n = 0.7.
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Figure 3.8: Projected electron density proﬁles of superellipsoidal scatterers ranging from
n = 0.3 to n = 80.
The superellipsoids are simulated for n = 0.3 . . . 4 in steps of 0.1, after which
n = 5 . . . 10 in steps of 1, and ﬁnally for n = 10 . . . 80 the stepsize is 10. The
electron density proﬁles are shown in Figure 3.8. Beyond 80, the code is unable to
cope with the high powers. The total width of the simulated real space is 1× 106
A˚ngstro¨m, quantised using 219 points (powers of two are recommended for speedy
computation of the Fourier transform).
The determintation of the q-power law that the intensity is proportional to, is
determined in the q-range from q = 0.04−0.3. It is ﬁt using an iterative procedure,
which for oscillatory data only uses the intensities at the peak positions. The
position of the ﬁrst dip is determined by following the intensity from the maximum
downwards. The ﬁrst q-value at which the intensity is smaller than the next point
is considered the q-position of the ﬁrst dip. The analysis routine subsequently
searches for the next peak and dip and so on to determine the position of each
dip. The periodicities and standard deviation of the periodicity is computed from
this set of dip positions. In the case of n = 0.7, which is a special case as the dips
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Figure 3.9: q-Powers of the intensity decay of oriented (i.e. not rotated around the
main axis) superellipsoidal scatterers ranging from n = 0.3 to n = 80.
are only slightly visible, the slope was determined in the range 0.04− 0.7, and the
position of the ﬁrst dip was manually determined.
The results of these analyses are shown in Figures 3.9, 3.10 and 3.11. We can
observe the following:
With respect to the determined slopes (determined in the range of q = 0.04− 1),
there are some slopes which have been determined to be below I ∝ q−4. Given that
the slope was determined on the latter section of the scattering patten, this could
be considered an eﬀect similar to the eﬀect of graded interfaces. At n ≈ 1, the eﬀect
of the superellipsoidal function is a change in corner shape of the superellipsoid,
similar to the eﬀect graded interfaces would have on the electron density. This also
exhibits itself as the appearance of a second periodic structure at higher q. The
slopes for the sharp diamond proﬁles range from -1.5 for very sharp proﬁles to -4 for
proﬁles close to triangular shapes (straight edges). It must be said, however, that
the ﬁrst scattering pattern, the one exhibiting a slope of -1.5, does not show much























Figure 3.10: position of the ﬁrst dip in intensity in the scattering pattern of superel-
lipsoidal scatterers ranging from n = 0.3 to n = 80.
slope is less accurate than the other determined values. When increasing the
curvature to create a circular cross-section results in a smooth transition between
a slope of -4 for the triangular shape to -3 for the circular shape. Going to a
lamellar shape reduces the slope further to -2. Therefore, if only a slope (other
than -4) is known of a measured scattering pattern of aligned structures, the shape
causing the scattering may be either of (at least) two possible shapes: a concave
or a convex shape.
Regarding the position of the ﬁrst dip for these simulated proﬁles, clear information
about which shape causes the scattering can now be found, as the ﬁrst dip has a
unique, characteristic position in the scattering pattern. This can be seen in Figure
3.10, where the position of the ﬁrst dip in the scattering pattern ranges between
0.074 A˚−1 to 0.03 A˚−1. This position of the ﬁrst dip, however, is dependent on
the size of the scatterer as well. This size information is usually obtained from the
periodicity in the scattering pattern. We will now determine whether this is also
possible for scattering patterns of superellipsoidal proﬁles.
The determined periodicity over the q-range of 0.01 − 1 A˚−1 is shown in Figure




























Figure 3.11: Periodicity of the oscillations in intensity of superellipsoidal scatterers
ranging from n = 0.3 to n = 80.
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3.11. The error bars indicate the standard deviation of the periodicities found
throughout the scattering pattern. The curve indicates that for (concave) objects
below n ≤ 1, the periodicity is related to its size by RΔqdip ≈ 2π. In the scattering
patterns (not shown) for the scattering patterns of superellipsoids with curvatures
between n = 1 and n = 2, two patterns with diﬀerent periodicities emerged. As is
apparent from the error bars indicating the standard deviation on the determined
periodicity, this was most severe for superellipsoids close to n = 1. The curve also
clearly shows that beyond n = 1, the size of the convex structure is related to the
periodicity of its scattering pattern by RΔqdip ≈ π.
This then indicates that for monodisperse, perfectly aligned (i.e. anisotropic in
any direction) superellipsoidal proﬁles, the size and shape of the scattering object
can be determined from the periodicity, the slope and the position of the ﬁrst dip
in the oscillatory scattering pattern. A closer look can now be taken into how
several aspects aﬀect the scattering patterns. Aspects that will be discussed ﬁrst
are the eﬀects of polydispersity, the eﬀects of graded interfaces and the eﬀects of
packing on the scattering pattern. Since the simulation method as provided here
does not allow rotation of the proﬁle, the eﬀect of axial random orientation on the
scattering pattern will be discussed in Section 3.5, where 2D scattering pattern of
inﬁnite and objects with cylindrical symmetry are simulated.
3.2 The eﬀect of polydispersity on the scattering
pattern
The eﬀect of polydispersity on a scattering pattern can be simulated by integrating
over a size distribution as opposed to simulating a ﬁxed radius. What becomes
important in this case is the scaling of the intensities. Since the numerical Fourier
transform takes care of this, all that is needed here, is to make sure that the density
of the projected proﬁle is proportional to R. Then, the numerical integration





I(q, R)P (R)dR =
∞∑
0
I(q, R)P (R)Δ(R) (3.9)
When the density scaling is correctly implemented, the resulting value for I(q = 0)
becomes proportional to the proﬁle area2 (similarly, the amplitude is proportional
to the proﬁle area). This implies that the scattering of large objects has much more
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impact on the scattering pattern than the scattering of small objects. One could
consider this when choosing the step size for the numerical integration (Equation
3.9). Instead of using equidistant sampling points of P (R), a ﬁner mesh could be
used for objects of large size and high probability. Another option is to divide
P (R) up into sections of equal probability, which would result in a ﬁner division
of probable sizes and a rough division of improbable sizes. Any implementation
would do, but for large size distributions, suﬃcient thought should be given to
the matter as the number of divisions in a numerical integration should be kept
low to keep iteration speed high, but large enough to approximate the underlying
integration well enough.
For this example, intended to show the eﬀect of polydispersity on the scattering
pattern, an implementation using equidistant sampling points is adequate. For
P (R), a lognormal distribution is chosen, because it produces real, positive num-




























Figure 3.12 shows four lognormal distributions centered around a mean μ of 100
A˚. The curves have not been normalised to aid the visual representation, by leav-




out of Equation 3.10. The resulting intensity from
cylindrical systems with these (relatively mild) polydispersities is shown in Figure
3.13. This ﬁgure shows that the diﬀerence between σ = 0.1 and σ = 1 aﬀects
the intensity by reduction of the depth of the oscillations. When larger polydis-
persities are simulated, a clear dampening of the oscillations is observed at higher
angles. The reason for this lies in the diﬀerence in periodicities of the intensity
curves for the individual contributions to the numerical integration. To illustrate,
the contributing intensities in the numerical integration for σ = 10 are shown in
Figure 3.14 without scaling with P (R).
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Figure 3.12: P (R) for variances ranging between σ = 0.1 . . . 100, normalised to
P(100)=0.1 for visual purposes.
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Figure 3.13: Intensity of cylindrical “samples” with varying polydispersities.
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Figure 3.14: Intensity of the individual contributions to the numerical integration to
reach the curve for σ = 10 in Figure 3.13.
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3.3 The eﬀect of graded interfaces
Thus far, it has been assumed that the width of the interface region between the
two phases is inﬁnitely small, so that the electron density transition from one phase
to the other is inﬁnitely sharp. While for some systems this approximation may
be valid (such as solid state systems with a large electron density contrast between
the two phases, such as voids in metals), in some cases this approximation may
need to be abandoned. Examples of this may be found in polymers that can take
up part of the solvent in an interface region. Since it is prudent to understand
and perhaps recognise the eﬀects of this on the scattering pattern, a short example
may be in order.
The eﬀect of a ﬁnite width of the electron density transition region (graded in-
terfaces) has been hinted at in paragraph 3.1.2 when the diamond-like shape
was discussed. It has been described in detail in literature by (amongst others)
Koberstein et al. [1980]; Ruland [1971]; Vonk [1973]. In the previously outlined
1D scatterer simulation, such an interface region will aﬀect the electron density
in a manner identical to the “blurring” eﬀect used in image manipulation. This
implies that every sampling point in the electron density is to be aﬀected by the
density of the immediate neighbours to that point. An easy way of achieving this
is through Fourier transforms:
ρ(x)smeared = FT
−1 (FT(ρ(x)) · FT(G(x))) (3.12)
Where the · operator is a Hadamard product (also known as entrywise or Schur
product) in numerical implementations. G(x) is the real-space probability function
with which each sampling point is smeared, and for this example, a Gaussian
(Normal) distribution is chosen with a width of σ = 10 A˚. The cylinder proﬁle and
the smearing function can be seen in Figure 3.15. The resulting electron density
is then shown in Figure 3.16.
The eﬀect of the smearing on the intensity is shown in Figure 3.17 for several
smearing widths. As is observed, with increasing smearing width, the steepness of
the slope increases as well. What happens, in eﬀect, is that the intensity proﬁle
gets multiplied with the Fourier transform of the smearing function. This can be
see in Equation 3.12, in which the inverse Fourier transform can be left out if the
scattering amplitude is sought:
A(q) = FT(ρ(x)) · FT(G(x)) (3.13)
Similarly, the intensity is the absolute square of this product:
I(q) =| FT(ρ(x)) · FT(G(x)) |2=| FT(ρ(x)) |2 · | FT(G(x)) |2 (3.14)
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Cylinder density contrast profile
Smearing probability density function
Figure 3.15: The original cylinder density proﬁle and the smearing proﬁle
3.3 The eﬀect of graded interfaces 67











Figure 3.16: The smeared electron density
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Figure 3.17: The intensity resulting from cylindrical proﬁles smeared with gaussian
proﬁles with widths of σ = 0, 0.1, 1, 10. The scattering pattern for σ = 0 is overlapped by
that of σ = 0.1.
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Thus, the same intensity proﬁle of the smeared function can be obtained by multi-
plying (using the Hadamard product) the intensity for a perfect scatterer with the
Fourier transform of the smearing function. The Fourier transform of our Gaus-
sian smearing function is another Gaussian smearing function, with an inverted
smearing width in Fourier space. Thus, identical results for σ = 0.1, 1, 10, shown
in Figure 3.16, can be obtained by multiplictation of the intensity for σ = 0 with







spectively. Other Fourier-space smearing functions have been reported by others
[Koberstein et al., 1980; Ruland, 1971; Vonk, 1973].
3.4 Packed structures and the eﬀect of detector
smearing
Since only 1D packing can be achieved using the simulation methods described so
far, we shall limit ourselves here to examples containing 1D periodicities. These
packed structures are also discussed in Chapter 5 in this thesis, where they are
applied to interpret the scattering from bent ﬁlaments.
The implementation of periodicity in the structure can be done in two ways, ei-
ther through replication of the proﬁle in real space, or through multiplication in
Fourier space. The ﬁrst method is very straightforward; a single proﬁle is repli-
cated (copied) a number of times before the scattering of the total structure is
computed through Fourier transformation. The second method can be beneﬁcial
in terms of computation speed, however, and is more elegant in its implementa-
tion. This second method works similarly to the method described in the previous
section (Section 3.3). The density of a single proﬁle is convoluted (operator ∗)
with a periodic function s(x) which is zero everywhere except at the centres of
replication, where it is (for example) 1:
ρ(x)packed = ρ(x) ∗ s(x) = FT−1(FT(ρ(x)) · FT(s(x))) (3.15)
The procedure is shown in Figure 3.18. As before, the inverse Fourier transform
can be omitted if amplitudes or intensities are sought after:
I(q) =| FT(ρ(x)) · FT(s(x)) |2=| FT(ρ(x)) |2 · | FT(s(x)) |2 (3.16)
In other literature, the Fourier transform of the elementary shape is often referred
to as the “form factor”, and the Fourier transform of the position function heralds




Figure 3.18: Convolution process of the shape density with a structure density.
The Fourier transform of a periodic lattice is another periodic lattice with a pe-
riodicity proportional to the inverse of the periodicity in real space. In other
words, a lattice with a large periodicity in real space will have a small periodicity
in Fourier space and vice versa. To illustrate this eﬀect before moving onwards,
consider Figure 3.19. Here, the cylindrical proﬁle with a radius of 100 A˚ has been
replicated 10 times, and ﬁlls the entire “box” in real space. The resulting scattered
intensity consists of inﬁnitely sharp peaks spaced Δq = 2π
200
apart ¶. The intensity
decay visible in the simulated scattered intensity originates from the “form fac-
tor” intensity, which is an oscillatory function decaying proportional to I ∝ q−3
as shown in Figure 3.3. The “lattice factor” is then a periodic arrangement of
inﬁnitely sharp, equal height “spikes”, which is multiplied with the “form factor”
intensity in Fourier-space.
Changing the periodicity to double that of the previous example, results in a
shift in periodicity to Δq = 2π
400
(Figure 3.19). While in this second example
the intensity decay power is still proportional to q−3, the analyst of the scattering
patterns should be very aware here of the possibility for moire´-like eﬀects occurring,
as there are two periodicities which are close to one another. One example of this
is shown in Figure 3.19. Now the periodicity of the spikes of the lattice factor
no longer coincides with the periodicity of the cylinder form factor, and thus the
spikes end up on diﬀerent positions of the individual oscillations of the form factor.
This leads to diﬀerent intensities at the spike positions. With periodic systems,
therefore, analysis of the slope of the intensity is no longer a guarantee for the
correct determination of the real-space shape‖.
So far, only systems with virtually inﬁnite periodicities have been simulated. If the
¶The peaks are made ﬁnitely sharp in the example by implementing a small Fourier-space
smearing of σ = 0.0004 A˚, in order to be able to graph the peaks. This Fourier-space smearing
can be considered as detector-based smearing due to ﬁnite pixel widths, channel sharing or a
point-spread function on the detector.
‖Other shapes and sructures can be simulated using the EDsel gui v2.m matlab program.
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Figure 3.19: Periodic arrangements of cylindrical proﬁles with a radius of 100A˚ spaced
(a) 200 A˚ , (b) 400 A˚ and (c) 420 A˚ apart (left), and their scattering intensity (right).
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periodic lattice is ﬁnite, which it always is, this will aﬀect the width of the spikes
of the lattice factor. These spikes will become broader with a reduced length of the
periodic lattice, to end up at a lattice factor of 1 for non-periodic structures. The
ﬁnite width of the X-Ray beam will also broaden the spikes, as will imperfections
in the periodicity. This broadening is sometimes used in the analysis of crystals,
where the crystal width (and other imperfections) can be determined from the
width of the diﬀraction peaks. Even the beam width at the sample position can
be determined from this broadening.
3.5 Scattering from superellipsoidal objects of
revolution
Up to this point, only 1D simulations of projected proﬁles have been considered
and explained in detail. An increase of the dimensionality of the simulations to
2D makes the simulation much more ﬂexible. With 2D simulations, the scatter-
ing pattern of aligned 3D structures can be calculated through projection of the
electron density (as done in the previous 1D simulation for 2D cross-sections). Al-
ternatively, a 2D slice can be taken through a 3D scattering object, which, when
subjected to Fourier transformation, becomes the projected scattered amplitude.
We will here shortly consider both uses of the 2D simulation, before moving on to
the simulation of a 3D structure, and the direct calculation of its (3D) scattering
pattern without the need for projections.
3.5.1 Projected objects of revolution
A 3D shape can be projected onto a 2D plane by considering the beam path to
have a direction through the 2D projection as shown in Figure 3.20 for a cylinder.
The projected density onto a plane has to be computed of an object of revolution
with the revolution axis perpendicular to the beam (and therefore with a circular
cross-section parallel to the beam). If we assume our axes to be according to
Figure 4.2, then it can be shown that the projected density onto the x, z-plane of
our object of revolution, revolved around z is:








3.5 Scattering from superellipsoidal objects of revolution 73
Figure 3.20: Projection of an isolated 3D object (left) onto a 2D surface perpendicular
to the X-ray path (middle) and the scattering intensity computed from the projection
(right).
Where rc(z) is the radius description of our object at height z in the x, z-plane.
This function then provides us with the ability to turn any arbitrary object with
a radius rc in the x, z-plane into a projected shape of revolution. The function is







Figure 3.21: The density on the imageplane 3.17 for rc = 1 at a certain height z.
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3.5.2 Cross-sections
In the 1D simulations, only the intensity from perfectly oriented (i.e. anisotropic in
all directions), projected cross-sections could be considered. Using 2D simulations,
a slice through the object with the slice plane parallel to the X-ray beam can be
used to ﬁnd the scattering pattern of such objects with arbitrary rotations around
the main axis.
Let us consider an inﬁnitely long object with a superellipsoidal cross-section,
aligned with the inﬁnitely long axis perpendicular to the X-ray beam, identical
to what was done in the 1D simulations. Since the scattering object is inﬁnitely
long, the scattering pattern that appears on the 2D detector has only intensity in
one direction on the 2D detector, i.e. perfectly perpendicular to the inﬁnitely long
axis.
We may take a slice through our object, perpendicular to the inﬁnitely long axis
(as shown in Figure 3.22). This density can then be Fourier transformed, resulting
in another 2D Fourier-space image. This image is not detected on the detector,
but what is observed is the intensity along a line through this Fourier-space image,
passing through the centre, parallel to the detection plane (this is known as the
Ewald construction with a tangent plane approximation). While rotation of the
detector would not allow probing of diﬀerent orientations in Fourier-space, rotation
of the real-space object rotates the Fourier-space with it, allowing for probing of
diﬀerent orientations as shown in Figure 3.23.
Thus, if we have a system of scatterers with non-circular cross-sections, the scat-
tering of the object in diﬀerent orientations can be simulated by considering the
intensity along diﬀerent directions through the 2D Fourier transform of the cross-
sections. A scattering pattern of a superellipsoidal scatterer which exhibits ﬁbre
symmetry, i.e. with the long axes aligned in one direction, but with the cross-
sections randomly oriented around this “ﬁbre” axis now becomes possible to simu-
late. Given that the cross-sections have random orientation, we need to integrate
through all lines through the centre of the Fourier-space image. Given the sym-
metry of the Fourier transform, however, only a quarter of the image needs to be
analysed (c.f. Figure 3.24). This has as yet not been implemented in this project,
but if it were the Bresenham line algorithm may prove to be a key component
[Bresenham, 1965].
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Slice plane
Detector plane
Figure 3.22: Slice through an isolated 3D object (left) resulting in a 2D cross-section
(below, left) parallel to the X-ray path (middle) the scattering of that cross-section (below,
right) with the red line indicating the direction of the detector plane and the intensity
that will be detected.
3.6 Scattering from 3D systems
What can be done in 2D, can also be done in 3D. With 3D simulations, we can
now simulate an entire nanostructure, and calculate its scattering pattern. If so
wished, its scattering pattern can be determined in diﬀerent orientations by taking
planar slices through the centre of the 3D Fourier transform of the shape (these
can be planar slices due to the validity of the tangent plane approximation at
small angles). The 3D simulation is used in this research as a tool for validation
of a scattering pattern analysis function. The 3D simulation as implemented here
takes all structural details into account and is, therefore, an ideal tool to test
limits of analysis functions. The general outline of the simulation software and
some implementation details are provided below.
3.6.1 implementation
A 3D simulation program has been coded, which consists of the functions, ordered
in the order of execution, shown in Table 3.1. Two diﬀerent types of scatterers
can be simulated, cylindrical scatterers and ellipsoidal scatterers. As opposed to
the 1D and 2D scattering simulations, superellipsoids have not been implemented.
The individual steps listed in Table 3.1 to generate a scattering pattern, have been






Figure 3.23: Cross-section through a superellipsoidal object. Rotation of the object in
real space brings about an identical rotation of the Fourier-space transform. The slice
through Fourier-space indicates the detected intensity. Formally, this is the tangent plane
approximation (valid at small angles) of the Ewald-sphere.
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Sampling directions Intensity along lines to integrate
Figure 3.24: Integration method for determining the scattering over samples with ﬁbre
symmetry (i.e. isotropic around a single axis).
and “Igen wrapper ellipsoids.m” for ellipsoidal scatterers. These programs take
a structured array as input, which contains the distribution parameters required
by the parametrisation routines, a volume fraction (0.01–0.1 recommended), the
number of quantisation points (256 recommended), the total size of the simulated
box (2000 A˚ recommended), and the number of repetitions (100 recommended,
which averages out to a nice low-noise scattering pattern).
These functions are mostly straightforward, but there are a few details that deserve
a little elaboration. The ﬁrst detail lies in step 1 (the steps are listed in Table 3.1),
and concerns periodic boundary conditions. Periodic boundaries are not considered
by the Fast Fourier Transform algorithm, and thus the minimum q (and Δq) is
related to the length of the box sides. However, scatterers that end abruptly on
one side of the box (because they are longer than the box, for example), bring
about scattering in the pattern from these ”ﬂat sides”. In order to remove this
scattering, the scatterer should continue on the other side of the box. There is a
recursive routine present in the scatterer generation routines, that follow the main
axis of the scatterer and determines whether it falls outside the box or not. If so,
it generates a copy of the scatterer with its centre placed a box length back, and
determines for this scatterer whether it runs outside the box (i.e. it is recursive).
What it does not do, however, is check the axes orthogonal to the main scatterer
axis for boundary issues. Therefore, there is a small chance that a scatterer may
lie very close along a box edge, so that the side of the scatterer is cut oﬀ by the
box sides. This was considered such a small chance for elongated scatterers, that
it is not checked for.
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Table 3.1: Functions making up the 3D scattering simulation software package to sim-
ulate scattering from structures of cylindrical or ellipsoidal scatterers.







parametric description of cylin-
ders or ellipsoids placed in a 3D
box according to supplied distri-
bution parameters.
2. coordtogrid.m coordtogrid -
ellipsoids.m
Determining for a 3D quantized
volume which points lie within
and which lie outside a scatterer.
3. gridstoI.m gridstoI.m 3D Fourier transform of the grid
and subsequent ﬀt shift opera-
tion, placing the zero-frequency
component in the centre of the
Fourier transform.
4. I3sincsqr.m I3sincsqr.m Convolution with a 3D sinc func-
tion to improve intensity values,
similar to the method described
in Equation 3.5.
5. Iq3DtoI.m Iq3DtoI.m Extraction of the slice along the
right direction out of the 3D in-
tensity, and permutation of the
result to obtain an nxnx1 image.
(6.) CoordinatesToPov.m CoordinatesToPov -
ellipsoids.m
optional translation of the coor-
dinates to a POV-Ray input ﬁle
for 3D rendering of the simulated
structure.
In addition to that, a hard shell potential has been implemented, which checks
overlap of the last generated scatterer with its predecessors. It has been disabled
as no eﬀort was spent making it compatible with the recursive loop algorithm
described in the previous paragraph, but it may be interesting for future imple-
mentations to know how it works. The essence revolves around the computation of
the shortest distance between two lines in 3D, and a check whether that distance
is shorter or larger than the sum of the local radii of the scatterers (for ellipsoids,
with the radius dependent on the position on the axis, this is a little more com-
plex than for cylinders where the radius at each point on its axis is constant). The
shortest distance d is computed using the method as given by Weisstein [2007],
for lines described by points x1,x2 on the one line and x3,x4 on the second line.
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Then:
d =
| (x3 − x1) · [(x2 − x1)× (x4 − x3)] |
| (x2 − x1)× (x4 − x3) | (3.18)
If the shortest distance is larger than the two radii, the scatterers are considered
not to touch. However, if it is shorter, a check must be made if the shortest
distance actually falls within the lengths of both scatterers, as equation 3.18 does
not take the ﬁnite length of the scatterers into account.
In the quantisation algorithm, some optimisation has been implemented. Initially,
the distance between each 3D grid point in the box and the scatterer axis would be
compared with the radius of the scatterer. Since this computation requires a large
amount of computing power, the quantisation algorithm places a smaller sub-box
around the scatterer. The bounding box in which the scatterer axis is contained,
is grown with
√
3× 1.5× rscatterer to ensure that the endpoints of the cylinder are
properly contained by the box. This is shown in Figure 3.25. Subsequently, the
distance is computed between each point X0 in the grid and the scatterer axis,
through:
d =
| (X2−X1) | × | (X1−X0) |
| X2−X1 | (3.19)
For the points that lie within the radius of the scatterer (especially with cylindrical
scatterers), one ﬁnal check is to be done to prevent rounded ends of the cylinders.
This is a check at which position t on the scatterer axis (deﬁned by the two points
X1,X2) the shortest distance of the point to the axis is located. If t > 1, then
the point is outside of the cylinder. t is computed using:
t = −(X1−X0) · (X2−X1)| X2−X1 |2 (3.20)
Finally, the indexes of the grid points that have been shown to lie within the
scatterers are given as output by the program. One may note that it is perhaps
possible to come up with a better routine for determining which points in a box
lie within a scatterer. Something along the lines of a Bresenham line algorithm
could be much more eﬃcient, especially so for scatterers that are not parallel to
one of the box axes (when the scatterer main axis lies parallel to one of the major
axes of the box, the bounding box is small, requiring the distance calculation for
only a small number of points).
Finally, it is highly recommended for users to visually check their results. Half of
the human brain is geared towards visual interpretation, so if visual representation
is not used, it could be said that one is working with half a brain only. For
visualisation of the 3D box with the scatterers inside, a matlab routine exporting
the coordinates to POV-Ray format is available. To visualise 3D densities or
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Figure 3.25: Extra gridpoints (green) required to expand the gridpoints in the bounding
box (red dots) deﬁned by the cylinder axis (red line) endpoints, due to the radius of the
cylinder (blue box).
intensities, the program ItoDF3.m can be used, which exports the 3D density in a
binary ﬁle readable by POV-Ray.
3.6.2 results
A simulation can be run based on the distribution results for Twaron 1000 (based
on the analysis results using the newly developed model discussed in the next
chapter). The “Distributions” structured array that is used as an input for the
“Igen wrapper ellipsoids.m” script is shown in Figure 3.26, the number of divisions
per side is set to 300 (quantizing the box to 300×300×300 points), the box length
is set to 2000 A˚. This generates a structure an example of which is shown in 3.27.
The scattering pattern of this structure is shown in Figure 3.28, or more precisely,
this is a cut through the 3D Fourier space intensity in a direction parallel to the
main axes of the ellipsoids. As is observed, the scattering pattern is relatively
noisy. This can be alleviated by running the simulation about 100 times, taking
about 20 minutes, resulting in the averaged scattering pattern shown in Figure
3.29.
The interpretation of this scattering pattern and others will be discussed in the
next chapter. The software is available on request.












































































































































































































































































































































































Figure 3.26: Distribution settings used for simulating the nanostructure of Twaron
1000.
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Figure 3.28: Scattering pattern obtained from a single run of the simulation program.
Intensity on a logarithmic scale.















Figure 3.29: Scattering pattern obtained from a 100 repetitions of the simulation pro-




structure of PPTA ﬁbres
4.1 Introduction
The analysis of scattering data originating from these ﬁbres is rather complex.
Some complicating factors for this type of sample are the polydispersity, shape
and alignment of the scatterers, resulting in a smoothly decaying, anisotropic
scattering pattern [Dobb et al., 1979]. Previous analysis methods have focused
on limiting the analysis to sections of the scattering patterns to obtain physically
relevant parameters [Grubb et al., 1991; Wang et al., 1993].
Whilst much data is left unused when analysing only a small segment of the data,
few analysis techniques exist that are capable of analysing the full 2D scatter-
ing pattern to use the remaining data without bias. Of note is the 2D analysis
method by Helfer et al. [2005], who simulated the scattering pattern from im-
perfectly aligned monodisperse cylindrical scatterers with ﬁnite length, oriented
according to a Maier-Saupe orientation distribution. Additionally, Stribeck [2001]
uses 2D chord distribution functions (a form of the interface distribution func-
tion, adapted to study highly anisotropic materials) to visualize the structural
parameters extracted from the scattering patterns in real space.
This chapter focuses on the methodology development for the analysis of the full
2D scattering patterns obtained from aramid ﬁbres. Its merit is tested in relation
to the already available methods, as well as to simulations. Lastly, its applicability
is shown when applied to a commercial aramid ﬁbre and its precursor.
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4.2 Experimental
4.2.1 Sample Preparation
Two samples are considered, one so-called “as-spun” material that has not under-
gone a tensioned heat treatment procedure, and the commercially available aramid
ﬁbre Twaron 1000. The as-spun material can be viewed as a precursor to the com-
mercially available ﬁbre. Both samples consist of a bundle of PPTA ﬁlaments,
and have been obtained from Teijin Aramid BV, the samples do not contain spin
ﬁnish. The samples are mounted on rectangular frames of 13 by 18 millimeter in
size, similar to the method described by Hermans et al. [1959]. The frames hold
an average of about 1000 ﬁlaments per mm.
All samples were prepared at minimum one week before the synchrotron SAXS
measurements, and they were dried in vacuum before transportation in a box kept
dry with silica gel. Upon arrival at the synchrotron facility, the samples were
stored in vacuum to prevent the uptake of moisture.
4.2.2 Beamline Details
Synchrotron experiments were performed at the I711 beamline at the MAX-lab
synchrotron in Lund, Sweden. The collimation was a square collimation, 0.5
by 0.5 millimeter in size. The wavelength used was 1.235 A˚, with a sample-to-
detector distance of 1.449 meters. The scattering patterns were recorded using a
Marresearch 165 CCD detector, quantized into 20482 pixels. Transmission values
(where applicable) were determined using a beamstop-mounted detector.
4.2.3 Determination of coeﬃcient of variance using a lab
source
In order to determine the coeﬃcient of variance for some model ﬁts, 5 frames of
Twaron 1000 and 5 frames of as-spun Twaron were measured for 1 hour on the
Risø DTU SAXS instrument. This instrument consists of a rotating anode gener-
ator running with a copper anode producing radiation with a wavelength of 1.5418
A˚(CuKα). The beam is collimated to a diameter of 1 mm using pinholes. The
sample-to-detector distance was set to 1.45 meters. The detector is a Gabriel-type
wire detector, quantized into 10242 pixels. Transmission values were determined
by detecting ﬂuorescence orthogonal to the beam of an iron foil which can be
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placed in front of the beamstop. The coeﬃcients of variance were calculated by
comparing the ﬁtting parameters obtained from analysis of the measured data






The literature provides several analysis methods that can be applied for deter-
mining the orientation of scatterers in the sample, and for the determination of
the average size parameters of the scatterers. We will refer to two main methods
that have classically been used to determine the orientation parameters of ﬁbres.
These two methods are the invariant-based method, and the “Ruland Streak”
method, respectively. For the determination of size parameters, several options
are available, namely the Guinier, Debye-Bueche and Porod methods.
Orientation analysis through the Invariant method
An invariant-based orientation parameter determination for samples with ﬁbre
symmetry has been developed by Eﬄer and Fellers [1992]. They noted that the in-
variant for anisotropic scattering patterns has a diﬀerent meaning than for isotropic






is a measure of the square of the average electron density distribution in the di-
rection ψ, where q is the momentum transfer, deﬁned as q = 4π
λ
sin(θ) with λ the
wavelength of the incident radiation, and 2θ the scattering angle. In the numer-
ical implementation of the integration in this report, no extrapolation to q = 0
and q = ∞ is performed for this determination. Analysis of the variation of
Qψ as a function of ψ using equation 4.2 results in the expression of the orien-
tation parameter as 〈sin2 ψ〉 or the Hermans orientation parameter FH through
FH = 2〈sin2 ψ〉 − 1:












This equation can be numerically solved using a suﬃciently small step size. For a
perfectly oriented scatterer, 〈sin2 ψ〉 is 1 and for randomly oriented scatterers this
is 0.5 (corresponding to an FH of 1 and 0 respectively).












Figure 4.1: Azimuthal regions for the determination of the integral breadth, overlaid
on top of a scattering pattern of Twaron 1000, obtained at MAX-lab. Intensity shown
on a logarithmic scale.
Orientation analysis through the Ruland Streak method
The degree of alignment of scatterers can also be obtained using the so-called
Ruland Streak method. This method was proposed by Perret and Ruland [1969].
The method assumes well-oriented scatterers with a high aspect ratio, for example
needle-like voids as found in carbon ﬁbres. The main scattering contribution is
found along the normal of the main axis of the scatterer. A single scatterer will
produce a scattering streak along this normal. A rotation of the main axis of the
scatterer in the plane of the detector, will see a similar rotation of the streak.
Thus, the distribution GN of the normals of the scatterers in the detector plane,
can be directly measured.
The method consists of determining the integral breadths of an azimuthal region















Where Bobs is the observed integral breadth of the azimuthal proﬁle, ψmax is the
angle at which the peak maximum is found and I(q, ψ) is the background cor-
rected intensity. Thus, the integral breadths provide a means of quantifying the
width of the azimuthal proﬁles, irrespective of the peak shape. It remains, how-
ever, sensitive to noise, which for regions of low intensity can increase the integral
breadth.
It is noted by Perret and Ruland [1969] that this observed integral breadth is equal
to the breadth of the distribution of the normals of the scatterers, and should thus
be independent of q. This is true for inﬁnitely long scatterers. For scatterers
with ﬁnite length L, there is an additional contribution, present mainly at low q,
originating from the length L of the scatterers. This contribution is dependent
on q. For a Gaussian orientation distribution of the axes of the scatterers, the
observed integral breadth Bobs is related to q, L, and the integral breadth of the







This holds for relatively narrow orientation distributions. For a Lorentzian (Cauchy-
like) orientation distribution of the axes, this becomes:




Both equations are applied when analysing the experimental data, and are ﬁt to
the Bobs vs. q data. The equation that describes best the observed values of Bobs
is the most likely candidate in terms of type of orientation distribution [Stribeck,
2007].
The Debye-Bueche correlation length determination
It has been established that approximating methods developed for isotropic sys-
tems are also applicable to systems with ﬁbre symmetry [Ruland, 1978]. This
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implies that, for example, the Debye-Bueche method for random interfaces can
be applied to oriented systems [Debye and Bueche, 1949]. The method is then to
be applied to the unprojected data in a certain direction (e.g. perpendicular to
the ﬁbre axis), and the results are then only valid for the nanostructure in that
particular direction [Ruland, 1978].
The Debye-Bueche scattering function for a system of random interfaces is ex-






where I0 is a intensity scaling factor, Lc is the Debye correlation length (a charac-
teristic size parameter related to the mean lengths between interfaces present in
the sample) and Ifl is a constant, modeling the scattered intensity from electron
density ﬂuctuations in the phases according to Ruland [1971].
If there are two distinct, non-interacting distributions of interfaces originating
from objects of considerably diﬀerent sizes (i.e. if the sample contains scatterers
with a bimodal size distribution), then the two can be considered to have separate,
independent contributions to the scattering intensity. With relevance to our study,
these two objects of considerably diﬀerent sizes could consist of: 1) a structure of
ﬁbrils with interﬁbrillar voids) and 2) a nanoporous structure of (much smaller)











The Porod length determination






for suﬃciently large q. Here too, the ﬂuctuation term Ifl has been added [Ruland,
1971].
A size parameter Lp can be determined from a Porod ﬁt applied to data on an









To solve this equation, the ﬁrst moment (numerator) and the invariant (denom-






and can be obtained through solving the invariant for the intensity described by
both the Debye function (equation 4.8, without ﬂuctuation terms as indicated in
[Ruland, 1990]), and the Porod function (equation 4.10), bounded by the crossover


































































A new analysis model is built up around a system of well-oriented ellipsoidal scat-
terers, independently polydisperse in both the long and short axes of the ellipsoids.
This is a modiﬁcation of the method of Helfer et al. [Helfer et al., 2005], who mod-
elled a system of oriented, monodisperse, cylindrically shaped scatterers. The full
description for the scattering intensity of a system of polydisperse oriented scat-
terers is:












F 2(q, R1, R2, φ, θ, ψ)h(θ) sin(θ)
dθdφf(R1)g(R2)dR1dR2
(4.17)
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where q is the scattering vector with magnitude q and ψ is the angle on the detector
(Figure 4.2). θ is the angle between the ﬁbre axis and the long axis of the ellipsoid,
and φ is the angle between the projection of the long axis on the x− y-plane and
the x axis. The diﬀraction geometry is graphically displayed in Figure 4.2. F is the
form factor of the scatterer and C1 is a scaling factor. The distribution h(θ) is the
orientation distribution of the scatterers with respect to the ﬁbre axis, and f(R1)
and g(R2) are the size distributions for the ellipsoidal scatterers, one describing the
short axis (R1), and the other describing the long axis of the ellipsoid (R2). The
size distributions f(R1) and g(R2) are expressed using the log-normal probability
density function P (R), commonly used to describe particle size distributions, and




























For numerical purposes, it is more convenient to use the orientation distribution
function h˜(θ), deﬁned as:
h˜(θ) = 2π sin(θ)h(θ) (4.20)
In this report, we initially assume a perfect orientation of the scatterers, and
therefore the description of the 2D scattering intensity simpliﬁes to:







F 2(q, R1, R2, φ, θ, ψ)f(R1)g(R2)dR1dR2
(4.21)
where C2 is a scaling factor.
The form factor of an ellipsoidal scatterer is obtained as a modiﬁcation of the form
factor of a sphere. This can be achieved by replacing the sphere radius R in the








where γ is the angle between q and the main ellipsoid axis. We then obtain for
the form factor of our ellipsoidal scatterer:








Figure 4.2: Diﬀraction geometry used in the model description.
Note that a structure factor is not included in the scattering function (equation
4.21). This has been done since the ellipsoidal void structure is assumed to be
non-interacting and the individual scatterers are able to intersect. One could
expect some typical distance between voids imposed by for example crystal sizes
or ﬁbrillar sizes, but the observed small-angle scattering gives no indication of
such characteristics. This implies that no volume is excluded, and no structure
is imposed at higher scatterer concentrations. A structure factor is therefore not
considered.
Adaptations to this model which will be discussed below include an implemen-
tation of an orientation distribution of the ellipsoids, and the addition of large
size scatterers to the log-normal distributions to approximate a bimodal distribu-
tion. The orientation distribution has been implemented as a rotational smearing
of the modeled scattering pattern (equation 4.21) in ψ. This amounts to a ro-
tation of the ellipsoids only in the XZ plane (i.e. assuming φ = 0). This has
been done to speed up the calculation of the rotationally smeared intensity (as an
additional numerical integration over φ would signiﬁcantly increase the computa-
tional time), and yields results which approximate the orientation distribution in
θ of the ellipsoidal scatterers. This approximation is valid only for small widths
of the orientation distribution. The orientation distribution implemented here is
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a Von-Mises distribution function [Weisstein, 2009], modiﬁed for high values of κ






exp(κ cos(x 2π360 ))
2πJ(0,κ)










if κ > 100
(4.24)
where J is the Bessel function of the ﬁrst kind, and κ is an inverse measure of the
width of the orientation distribution.
The second adaptation is the addition of large scatterers. For some materials that
will be described below, a signiﬁcant amount of scattering at low q reduces the
ﬁtting capability of the model. This extra scattering at low q is taken into account
by the addition of a large, slightly polydisperse (to reduce oscillatory behaviour)
ellipsoid to the model. Such large scatterers could be related to a more pronounced
ﬁbrillar structure present in these ﬁbres. This is implemented by adding to the
intensity obtained from the model (equation 4.21), the intensity obtained from
equation 4.21 only now with distributions for the short axis radius RL1 and long
axis radius RL2 for large scatterers, i.e.:
Iadapted(q) = I(q, f(R1), g(R2)) + C3I(q, f(RL1), g(RL2)) (4.25)
where C3 is the scaling factor for the intensity from the large scatterers. The distri-
butions for the large scatterers are linked through the aspect ratio α through:
g(RL2) = αf(RL1) (4.26)
and the widths of the distributions are ﬁxed to small values (suﬃciently large to
dampen oscillatory behaviour), so that only the short axis radius RL1, aspect ratio
α and scaling factor C3 are added as ﬁtting parameters.
The model intensity values are calculated on a grid spanning 90 degrees in ψ from
the x-axis (Figure 4.2), and the q-range that has been selected to be ﬁt. Due to
the orientation distribution implementation, the 90 degrees in ψ are divided into
90 sections, and the q-range is divided into 20 sections. This number has been
shown to be more than suﬃcient to accurately model the intensity decay of the
data. For each pair of thus gridded q and ψ, the intensity on the grid is computed.
The model intensity for each q and ψ value in the data is then interpolated from
the grid using a 2D linear interpolation method available in Matlab.
The ﬁtting procedure is carried out using a prototype open-source SAXS analysis
package named “SAXSGUI”, developed by dr. K. Joensen of JJ X-Ray Systems
A/S in collaboration with Rigaku and several individual contributors. The data is
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linearly binned using bins containing 4x4 image pixels. The q-range ﬁt is 0.025−
0.25 A˚−1, and the ψ range extends 90 degrees to either side of the main axis




i=1 (Imodel − Imeasurement)2
N
− nparam (4.27)
where i is the datapoint index, and N is the total number of datapoints in the ﬁt,
and nparam is the number of ﬁtting parameters.
4.2.6 Simulation set-up
In order to verify the applicability of some of the analysis methods, scattering
patterns have been numerically simulated. In order to achieve this, a three-
dimensional box is ﬁlled with perfectly aligned non-interacting ellipsoids, polydis-
perse in both the short radius as well as the long radius using separate log-normal
distributions ∗. The positioning of the ellipsoids within the box is purely random.
In order to suppress edge eﬀects (from truncated ellipsoids) during the Fourier
transform procedure, the ellipsoids that cross the box boundaries are subject to
periodic boundary conditions. The box is divided into 3003 voxels, Fourier trans-
formed, and convoluted with a sinc function (Fourier transform of a voxel) similar
to the method described by Schmidt-Rohr [2007].
The ﬁrst row of parameters listed in Table 4.1 is used for initial tests. The other
listed values oﬀer values for aspect ratio tests that are used to determine the eﬀects
of aspect ratio on the orientation distribution analysis methods. Each simulated
scattering pattern consists of the average of 100 invocations of the simulation (i.e.
the structure is regenerated and its scattering pattern computed 100 times).
The obtained simulated scattering pattern (shown in Figure 4.4) can now be used
to test the applicability of some of the models.
∗This simulation will be described in more detail in a forthcoming article
96 Analysing the Nanoporous structure of PPTA ﬁbres
Table 4.1: Simulation parameters.




17.7 50.4 96.6 7560 0.01 5.45
20 50 2 5 5e-4 0.1
20 50 4 10 1e-3 0.2
20 50 10 25 2.5e-3 0.5
20 50 20 50 5e-3 1
20 50 40 100 0.01 2
20 50 100 250 0.025 5
20 50 200 500 0.05 10
20 50 2000 5000 0.1 100
Figure 4.3: An example of a simulated volume ﬁlled with ellipsoids, with the parameters
f(R1) μ = 17.7, f(R1) σ = 50.4, g(R2) μ = 96.6, g(R2) σ = 7560, so that the volume
fraction is 1%.
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Figure 4.4: Simulated scattering pattern obtained from a system of ellipsoids, with the
parameters f(R1) μ = 17.7, f(R1) σ = 50.4, g(R2) μ = 96.6, g(R2) σ = 7560, and a
volume fraction of 1%. Intensity shown on a logarithmic scale.












Figure 4.5: A scattering pattern obtained from a 30-minute exposure at MAX-lab of a
bundle of Twaron 1000 ﬁlaments mounted on a frame. Intensity shown on a logarithmic
scale.
4.3 Results and discussion
4.3.1 Classical and new data analysis models applied to
PPTA
Example measurement
A 30-minute measurement of Twaron 1000 was chosen as an example measurement,
to which the applicability of the methods could be tested. The 2D scattering
pattern of this sample is shown in Figure 4.5.
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Figure 4.6: 〈sin2 ψ〉 determined via the Eﬄer invariant method with parameters given in
Table 4.1, versus the mean aspect ratio for scattering patterns obtained from simulations
of perfectly oriented, polydisperse ellipsoidal scatterers. The dashed line indicates the
experimentally found value for Twaron 1000, the solid line is a Bezier curve drawn to
guide the eye.
Classical analysis models
Eﬄer Invariant method Analysis of the measured scattering pattern using
the Eﬄer Invariant method in the q-range of q = 0.03 − 0.2 A˚−1, results in an
orientation parameter value of 〈sin2 ψ〉 = 0.899(3). This value is the average over
all four quadrants. The corresponding Hermans orientation factor FH is 0.80.
An analysis of the simulated data shown in Figure 4.4 of polydisperse, perfectly
aligned ellipsoids with a relatively low aspect ratio results in an orientation param-
eter value of 〈sin2 ψ〉 = 0.881(9). This result for a perfectly aligned system shows
that the Eﬄer Invariant method is sensitive to the aspect ratio of the scatterers,
which aﬀects the intensity in the directions oﬀ-normal to the scatterers. This eﬀect
may be investigated more closely, i.e. by plotting the 〈sin2 ψ〉 value as a function
of mean aspect ratio for several simulations of perfectly oriented, polydisperse el-
lipsoidal scatterers, resulting in the diagram as shown in Figure 4.6. The point at
an aspect ratio of 1 indicates a value of 〈sin2 ψ〉 = 0.56. Note that separate size
distributions were used for the length and the width, and that therefore the aspect
ratio in Figure 4.6 is the average of all scatterers.
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Figure 4.7: Streak ﬁts to the scattering pattern obtained (at MAX-lab) from a bundle
of Twaron 1000 ﬁlaments.
From this ﬁgure, and given the experimental value of 〈sin2 ψ〉 = 0.899, we ﬁnd that
the mean aspect ratio of the scatterers in the sample must lie above ≈ 5. If the
sample were to contain scatterers with much larger aspect ratios, the introduction
of an orientation distribution of these scatterers could then lower the 〈sin2 ψ〉 value
to reach the found value of 0.899.
Thus, through the analysis presented above, it has been established that the sample
contains well-oriented scatterers, with a mean aspect ratio larger than 5.
Ruland Streak method For the application of the Ruland Streak method, the
q-space (q = 0.01 − 0.25 A˚−1) has been divided into 40 azimuthal sections (i.e.
with a width of Δq = 0.006A˚−1). For each section, the integral breadth has been
determined using all datapoints within that section. The result is shown as the
blue dotted line in Figure 4.7.
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The streak methods, based on both Gaussian and Lorentzian distributions ﬁt
poorly to the data. The best ﬁtting proﬁle is that of a Lorentzian distribution of
the scatterer normals. The integral breadth Bψ that is obtained is a value that
approaches the integral breadth of the azimuthal curve of the 200 reﬂection of the
PPTA crystallites (found to be 14.8 degrees for Twaron 1000). The length that is
determined through the streak method (5.9 or 8.0 A˚) appears unrealistically small,
as will become apparent in the next paragraphs. Since the ﬁt is also relatively poor,
it cannot be considered to be accurate.
These results indicate that the streak method is not exceptionally suited for the
analysis of the nanostructure of aramid ﬁbres, which is also supported by the
absence of the “butterﬂy-like” intensity map often encountered in SAXS data sub-
jected to this analysis. The reason for the poor applicability is that the broadening
at low angles can no longer be solely ascribed to the length of the scatterer, but
also has contributions from the sides of the ellipsoids. Additionally, a contribution
to the intensity from a separate system of scatterers with a separate orientation
distribution (such as highly oriented ﬁbrillar scattering) may aﬀect this determi-
nation.
Debye-Bueche analysis The results of the Debye-Bueche analysis show that
the Debye-Bueche model ﬁts reasonably well to the data (shown in Figure 4.8) for
Twaron 1000. Above q = 0.09 A˚−1, however, the model fails to describe the data.
For the as spun material, the Debye ﬁt is less satisfactory (cf. Figure 4.9).
Upon closer investigation of the intensity curve of the as-spun sample (Figure
4.9) two slopes can be distinguished in the Debye plot indicating that we may
have interface distributions centred around two distinct sizes. This is where the
previously mentioned “double Debye” relationship comes into play. By adding
intensity from a second interface distribution function, some of the sizes present
may be determined. The result of this is depicted in Figure 4.10. The diﬀerence
in appearance of the intensity in the “Debye”-plots are due to a diﬀerence in Ifl,
which has converged to a (too) large value in the ﬁt with the single Debye function
(Ifl is determined separately when ﬁtting the Debye and Porod functions). We
now obtain two correlation lengths, one very large (and most likely unreliable due
to the lack of suﬃcient data at very low q), and one ordinary size correlation
length.
Application of the Debye-Bueche ﬁtting model to the simulated data (shown in
Figure 4.4) results in a ﬁt similar to that of Twaron 1000, resulting in a correlation
length Lc of 11.9 A˚. This correlation length is related to the void size Lv through
Lv = Lc(1 − ν)−1, where ν is the volume fraction of voids, and therefore the
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Figure 4.8: Results from the Debye-Bueche and Porod analysis, as well as the associated
Debye and Porod plots applied to the equatorial intensity of Twaron 1000 (a pie section
with a width in ψ of 1 degree).
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Figure 4.9: Results from the Debye-Bueche and Porod analysis, as well as the associated
Debye and Porod plots applied to the equatorial intensity of as-spun Twaron (a pie section
with a width in ψ of 1 degree).
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Figure 4.10: Results from the bimodal Debye-Bueche analysis, as well as the associated
Debye and Porod plots applied to the equatorial intensity of as-spun Twaron (a pie section
with a width in ψ of 1 degree).
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correlation length approaches the void size for low volume fractions. This is very
close to the “mode”, also known as the maximum likelihood estimator, of the
size distribution that was simulated (these distributions are identical to those
shown in Figure 4.12; The maximum likelihood estimator of the short axis is about
R ≈ 14 A˚). When we analyse the intensity scattered in the meridional direction
(i.e. along the ﬁbre axis), a correlation length of 30.8 A˚ is obtained. This, again,
approaches the mode of the distribution of the long axis of the scatterer, which is
at R ≈ 40.
These results show evidence of the applicability of the Debye-Bueche method,
returning a value somewhat below the mean value of the size distribution. Fur-
thermore, the results for the as-spun material indicate that a standard unimodal
correlation function ﬁt is severely aﬀected by large size scatterers. The applica-
tion of a “double Debye”-type bimodal correlation function-based model reveals a
signiﬁcant contribution from large scatterers.
Porod analysis The Porod analysis for Twaron 1000 is shown in Figure 4.8.
The ﬁt is less than reliable, as is apparent from the Porod plot (the data should
have a linear region at high q). One possible explanation is that the Porod region
has not yet been reached in these measurements. Alternatively, there may be
a change in the slope, due to graded interfaces [Koberstein et al., 1980], surface
roughness [Tang et al., 1986], beginning wide-angle diﬀraction peaks [Stribeck,
2007], or other Porod slope modiﬁcations [Diez and Sobry, 1993; Ruland, 1971; S.,
1993].
The Porod method appears to work a little better for the as-spun material, where
before the intensity drop at q2 = 0.03 A˚−2, the data are described rather well by the
model (cf. Figure 4.9). The value of the Porod length (Lp =28 A˚) resulting from
the Twaron 1000 ﬁt does not compare well with the correlation length obtained
from the Debye function (Lc = 13 A˚), whereas for as-spun Twaron this Porod
length (of Lp = 35 A˚) does approach the Debye correlation length (of Lc = 37
A˚). Since the Porod length value is heavily dependent on the extrapolation of the
intensity to q = 0 and q = ∞, the extrapolation method may be equally at fault.
Values for the surface-to-volume ratio have not been determined, as they assume
isotropic scatterer orientation.
Applicability of classical analyses The results so far indicate that the appli-
cability of the Ruland Streak method and the Porod method for the analysis of
SAXS data of the investigated aramid yarns is limited. Other classical methods,
i.e. the Debye-Bueche method and the Eﬄer Invariant method appear to work


















































Measured Data Modeled Data Residuals
Figure 4.11: Intensity plots of the Twaron 1000 measurement, compared to the intensity
based on the polydisperse ellipsoid model, leaving a small amount of residual intensity.
well, although for the latter method the aspect ratio of the scatterers must be
suﬃciently large. In the following paragraphs, results of our new data analysis
method will be presented, which makes use of the full 2D scattering pattern. This
method not only allows the extraction of average size parameters from the scatter-
ing pattern, but it also allows the determination of the complete size distributions
of the scatterers in both lateral and longitudinal directions.
Full 2D-data analysis model
Fitting the new model to the Twaron 1000 measurement works very well when
done within a q-range of 0.03− 0.25 A˚−1 (c.f. Figure 4.11). This ﬁt results in size
distributions as shown in Figure 4.12. The residuals are small, but show systematic
deviations. This indicates that the model, whilst good, leaves some intensity
unaccounted for. This intensity may be partly due to the shape, orientation and
size-distribution assumptions, which will be addressed shortly.
A more intuitive way of showing these distributions, is as the ellipsoids they rep-
resent. The maximum likelihood estimator has been plotted in Figure 4.13 as the
thick solid line, the mean as the dashed line and the 90% conﬁdence interval as
the shaded area. From Figures 4.12 and 4.13, it is clear that the short axis size
distribution of the ellipsoids is rather narrow, whereas there is a large variance in
the long axis length of the scatterers.
For the precursor material, i.e. the as-spun (AS) Twaron, the ﬁt of the new data
analysis model is not satisfactory. Much residual intensity remains, particularly
at higher q (see Figure 4.14). As indicated above, when the classical models were
discussed, the scattering at low q in the AS Twaron scattering pattern shows a con-
tribution from large scatterers. Thus, our new data analysis model fails here, since
only a log-normal distribution is considered and not a bimodal distribution.
Given the residuals for both Twaron 1000 and AS Twaron, it has become necessary
to address the causes of the discrepancy. Two variations of the model are discussed
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Figure 4.12: Short axis and long axis size distributions found by ﬁtting the polydisperse
ellipsoid model to the Twaron 1000 measurement, shown in Figure 4.5.














Figure 4.13: Ellipsoids indicating the maximum likelihood estimator (solid line), mean
(dashed line) and 90% conﬁdence interval (shaded area) of the size distributions from
Figure 4.12.
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here, which are the addition of a large scatterer to take the low-q scattering into
account, and the addition of an orientation distribution to test the assumption of
perfectly aligned ellipsoids.
The numerical results from the ﬁtting procedure for various models are given
in Table 5.1. The squared sum of residuals (in arbitrary units) is also given to
facilitate comparisons. The residuals are graphically displayed in Figure 4.14, so
that systematic deviations from the model can be shown.
The accuracy of the resulting parameters can be estimated through calculation of
the coeﬃcients of variance (CV = Standarddeviation
mean
). These have been determined
from measurements recorded on the DTU Risø rotating anode-based SAXS instru-
ment. The coeﬃcients of variance are given in % in Table 4.3, and are shown to be
small even for a laboratory source, and a good characterization of the material can
therefore also be obtained from measurements obtained from a laboratory source.
One exception is the coeﬃcient of variance of the width of the radius distribution
of the model modiﬁed with an additional large scatterer, which is about 10%. This
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Table 4.3: Coeﬃcients of variance for the model parameters in percent.












3.3 2.8 1.9 5.2 2.4









CV RL1 CV α
AS Twaron 1.9 11.5 2.0 5.9 0.37 7.6
is likely due to the interfering scattering from the large object.
These results show that for Twaron 1000 the residuals are reduced slightly when an
additional scatterer is introduced, but systematic deviations remain. Considering
a simple (single-parameter) orientation distribution however, reduces most of the
remaining residuals from the original plot, and has a more drastic eﬀect on the
squared sum of residuals (shown in Table 5.1). The orientation distribution width
has a FWHM of approximately 16 degrees around its mean. These results clearly
indicate that the ﬁt to the data can be improved by considering an orientation
distribution, and the resulting modeled intensity now more closely follows the
scattering pattern as shown in Figure 4.15. Introduction of shape anisotropy,
however may be another avenue for improvement.
The results for AS Twaron, however, tell a diﬀerent story. There, the inclusion
of an orientation distribution makes the orientation parameter converge to a very
large width of the orientation distribution (low value of κ), reducing slightly the
sum of squared residuals. A much better improvement, however, is achieved when
large sized scatterers are introduced in the model. This deviation from the log-
normal distribution indicates that there is a bimodal distribution present in these
ﬁbres, as previously indicated with the bimodal Debye-Bueche model. The sizes
that are now obtained (c.f. Table 5.1) for the nanoporous distributions are signiﬁ-
cantly diﬀerent from those obtained using the unmodiﬁed model. This shows that
substantial errors in size estimates can be made if only a single model is used for
analysis of both types of ﬁbres, leading to equally erroneous conclusions.
Other results, published elsewhere, show a much higher degree of orientation of
large scatterers present in these ﬁbres [Pauw et al., 2009]. This supports the hy-
pothesis that there are separate distributions of scatterers present, one representing
(well-oriented) ﬁbrillar scattering, and one originating from a void structure which
has been characterized here. Results by Grubb et al. [1991] also support the no-









































Figure 4.15: Side-by-side comparison of the scattering pattern (left-hand side) obtained
from a bundle of Twaron 1000 ﬁlaments and the scattering pattern from the ﬁtting model
modiﬁed with an orientation distribution (right-hand side). Intensity shown on a loga-
rithmic scale (top) and on a linear scale (bottom).
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Twaron 1000
AS Twaron














































Figure 4.16: The size distributions of AS Twaron and Twaron 1000 shown as ellipsoids
(left) indicating the maximum likelihood estimator (solid line), mean (dashed line) and
90% conﬁdence interval (shaded areas) of the probability curves shown on the right.
tion of a bimodal distribution. They suggested that diﬀerently sized scatterers
may be present in the core and shell of the PPTA material. Using on-axis mi-
crobeam difraction Davies et al. [2008] also noted a diﬀerence in the small-angle
scattering patterns originating from the shell of the material as compared to the
core, concluding that diﬀerently shaped scatterers are present in the shell and the
core of the material.
From the results for as-spun and heat-treated Twaron (Twaron 1000), some con-
clusions may be drawn on the changes in internal structure upon heat treatment.
The changes in the pore structure are signiﬁcant, as can be concluded from Figure
4.16 and Table 5.1. The average lateral pore size increases through heat treatment
from 12.5 to 15.5 A˚(in agreement with the results obtained from the Debye-Bueche
method). The maximum likelihood estimator of the longitudinal size distribution
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of the scatterers (Figure 4.16) shifts downward, but the average longitudinal scat-
terer size increases from 37.5 to 44.4 A˚due to the signiﬁcantly larger tail of the
distribution. The σ-parameters of the distributions increase signiﬁcantly after heat
treatment. The additional large scatterer contribution required in AS Twaron is
no longer required in Tw1000, indicating that the heat treatment makes the con-
tribution from the large scatterers less prominent.
These ﬁndings suggest that the heat treatment causes the small voids to be sin-
tered, shifting the average size of the pores upward, in agreement with measure-
ments obtained using a slit-collimated Kratky camera for the radii [Klop, 2001].
This sintering closes the gaps between the ﬁbrils, eﬀecting the shift of the ﬁbrillar
scattering to q angles beyond the resolution of the SAXS instrument (i.e. the
scattered intensity disappears below the beamstop), and may well be linked to
increases in crystallite sizes upon heat treatment [Jackson et al., 1994]. This then
reduces the contribution of the large scatterer to the scattering pattern. The over-
all length of the scatterers increases, just like the σ-parameter of the distribution.
Lastly, the increase in signiﬁcance of the orientation distribution of the void struc-
ture in the Twaron 1000 is likely to be related to the increase in prominence of
the small void contribution rather than to a real increase in void misalignment, as
an increase of crystallite orientation has been observed with more stringent heat
treatments [Krause et al., 1989; Rao et al., 2001].
4.4 Conclusions
The classical analysis methods (the Eﬄer Invariant method and the Ruland Streak
method) for the determination of the orientation distribution of scatterers in
aramid ﬁbres are insuﬃcient for the determination of the degree of orientation
for these scatterers. The application of the analysis models to simulated data and
real data supports the notion that the main issue is the relatively low aspect ratio
of the scatterers. The low aspect ratio causes oﬀ-axis contributions to the intensity
that are interpreted as originating from the orientation distribution, whilst they
are solely due to the scattering by the (near) perfectly aligned scatterer.
The analysis of the characteristic length-scales of the scatterers present, show
that the application of the Debye-Bueche analysis model works. The resulting
correlation length (approximating the void size) can be identiﬁed as the mode of
the scatterer radius distribution in that particular direction. For samples with
two distinctly diﬀerent sized scatterers, a “double Debye” bimodal function can
be construed.
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Application of the 2D-model presented in this paper shows that the assumptions
made are reasonable for describing most of the intensity found in the scattering
patterns. The 2D model is based on a system of ellipsoidal scatterers, which are
perfectly oriented with respect to the ﬁbre axis. It is assumed that the size dis-
tributions of these scatterers can be described by log-normal distributions. Fur-
thermore, the scatterers are assumed to be non-interacting, implying that the
scatterers are allowed to intersect.
Adaptations of the model can improve the obtained ﬁts, and may signiﬁcantly
aﬀect the size parameters obtained. One adaptation required for the modeling of
the scattering patter of the as-spun aramid material is that a large-sized scatterer
should be included. A second adaptation that can be considered for analysis of the
scattering pattern of Twaron 1000 is the introduction of an (in-plane) orientation
distribution.
Application of the 2D model to the aramid yarn samples, shows that the heat
treatment eﬀects an increase in overall void size and distribution widths, both
laterally as well as longitudinally, suggesting that the smaller voids are sintered
away during the heat treatment. The interfaces between ﬁbrils similarly disappear,
making the ﬁbrillar structure much larger. This then causes a shift of the large
scattering contribution seen in AS Twaron to below the detection limits of the
instrument.
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Chapter 5
Tensile and axially compressive
strain eﬀects on the structure of
PPTA
5.1 Introduction
Microfocused X-ray sources, such as the cSAXS beamline at the Swiss Light
Source, allow local probing of the structure inside single ﬁlaments. The ﬁlament
diameter of the Twaron studied in this work is typically around 12 micrometers,
and the cSAXS beamline has a beam with a cross-section of 4 microns in the
smallest dimension, thus allowing the local ﬁbrillar structure to be probed.
Local probing is particularly valuable when the ﬁlament is exposed to local per-
turbations, such as bending or stretching. Understanding the ﬁlament structural
response to bending is essential to the successful use of ﬁbres in applications, as
bending causes compressive, shear and tensile forces in the ﬁlaments which even-
tually leads to failure (cf. Figure 5.1). In aramid high-performance polymers the
compressive stress at failure is about 20 % of the tensile stress at failure.
Bending failure modes of ﬁlaments can generally be classiﬁed into tensile failure
and kink band formation. Tensile failure occurs with brittle ﬁbres such as glass
ﬁbres and carbon ﬁbres, whereas kink band formation occurs mainly in polymer
ﬁbres [Fidan et al., 1993]. The latter bending failure mode may be due to Euler
buckling, which is expressed as kinks on the surface of the ﬁlament, starting from
the compressed area of the ﬁlaments [Dobb et al., 1981; Dobb and Robson, 1990].
Raman spectroscopy has shown that at these kink bands, the strain in the ﬁbre is






Figure 5.1: a) The elastica loop experiment, and b) the apex (top) of the loop, where
regions under stress are indicated. The size of the shaded areas corresponds to the size
of the X-ray beam available at the cSAXS beamline, showing that three to ﬁve non-
overlapping measurements can be made across the ﬁlament diameter.
reduced [Andrews et al., 1997].
A simple method to control bending is to force the ﬁlament into a loop, a method
known as the “elastica loop test” (cf. Figure 5.1) [Fidan et al., 1993]. The strain in
the sample can then be calculated from the radius of curvature, which is smallest at
the apex of the loop, corresponding to the highest strain. In elastic deformation,
the zero-strain point occupies the centre of the ﬁlament, but will shift as soon
as non-elastic deformation takes place. A similar recent experiment shows that
bending (of carbon ﬁbres) introduces a strain in the sample, with the zero-strain
point close to, but not necessarily exactly at the centre of the ﬁlament [Loidl et al.,
2005].
In the present study, microfocused SAXS was used for in-situ monitoring of loop
deformation, using the elastica loop test with a custom-made “loop device”. From
the scattering pattern we were able to establish the evolution of ﬁbrillar separation
in regions with an axially compressive strain, and ﬁbrillar compaction in regions
with an imposed tensile strain.
5.2 Experimental
5.2.1 Sample Preparation
The sample was a ﬁlament of as spun poly-(para-phenylene terephtalamide) (PPTA,
a precursor to commercially available Twaron), 12 micrometer in diameter, spun
from a liquid crystalline solution of PPTA in sulfuric acid. The ﬁlaments have not
undergone a heat treatment procedure after the washing and drying steps. The
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heat treatment procedure is commonly applied to commercially available ﬁlaments
to optimize the physical properties.
All samples for the SAXS studies were prepared one week before the scattering
experiments, and allowed to dry in vacuum before transportation to the SAXS
beamline in a box kept dry with silica gel. Upon arrival at the synchrotron, the
samples were subjected to a further 12 hours of vacuum drying before being stored
in a box with desiccant. The samples were handled carefully to ensure no damage
prior to the bending experiments.
5.2.2 Scanning Electron Microscopy
Scanning Electron Microscopy (SEM) experiments were performed at the Center
for Electron Nanoscopy at the Technical University of Denmark (DTU), using a
FEI Quanta 200F, operated with an electron acceleration voltage of 2 keV, a spot
size of 2.0 nm, and a working distance of 4.5 mm.
5.2.3 SAXS measurements
The SAXS experiments were carried out at the coherent SAXS (cSAXS, X12SA)
beamline of the Swiss Light Source, using a monochromatic beam with a wave-
length of 0.100 nm. The scattered X-rays were collected using a two-dimensional
detector, speciﬁcally a Pilatus 2M, with a pixel size of 172× 172 μm2 and a total
of 1461 × 1560 pixels [Eikenberry et al., 2003]. The detector area consists of 24
rectangular modules, mounted in a 3 × 8 arrangement, with small gaps between
the modules. This detector was pivotal to the success of the experiment, as it
has no electronic (background) noise and a pixel-limited point spread function.
Typical exposure times were 1 second per frame, with a read-out time of 5 ms.
A 7 m helium-ﬁlled ﬂight-tube spanned the ﬂight path between the sample and
the detector. The sample was kept in air during the measurements. Alignment
was facilitated by a remotely controlled optical microscope, which was also used
to monitor and measure the loop width and height. The beam was focused using
the second monochromator crystal and a Rhodium-coated mirror to a rectangular
cross section of 20 × 4 μm2 (h × v, FWHM) at the sample position. The PPTA
ﬁlaments were sequentially measured with the ﬁlament axis oriented parallel to
the main axis of the (20 micrometers wide) cross-section of the focused beam (as
visualized in Figure 5.1).
The measurements were carried out as mesh scans, where sequential exposures
were made after small translations of the sample (typically about 25 microns hor-
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izontally, and 5 microns vertically), thus obtaining a “map” of the scattering from
diﬀerent parts of the ﬁlament. For each iteration, the loop diameter was reduced,
its new size and shape determined by on-line optical microscopy and a new SAXS
map was measured. The full duration of all the measurements on one ﬁlament
typically lasted several hours.
5.2.4 Loop device
For the bending experiments, a custom sample holder was made to meet two crite-
ria: the ﬁlament should be kept in a size adjustable loop, and the ﬁlament should
be accessible for X-ray transmission measurements. A microchannel device to
guide the ﬁlament and contain the cross-over point was constructed out of sand-
wiched poly(methyl methacrylate) (PMMA) plates. The bottom plate contains a
structure shown in Figure 5.2 (inset) embossed using a CO2 laser, with a channel
depth of approximately 100 microns. The top piece was subsequently attached to
the bottom plate by curing under load at 90◦C for 30 minutes.
When loading the microchannel device with the ﬁlament, care was taken not to
damage the ﬁlament section that was to be measured. Both ends of the ﬁlaments
were clamped to a spindle with reversed threads, designed to pull the ﬁlament ends
apart at equal speed. This increases the strain in the whole loop, and in particular
at the apex where the radius of curvature is the smallest. The spindle is driven
by a stepper motor, and the sample holder was proven to operate reliably and
reproducibly. The clamps and mounted ﬁlament are visible in Figure 5.2. During
the experiment the cross-over point of the ﬁlament is kept in position by the small
“notch” and “nose” structures. The ﬁlament moves without visible eﬀort through
the device, i.e. no “jumps” or other sudden motions are observed during operation,
indicating a smooth motion of the ﬁlament through the device.
5.2.5 Data reduction
The detector pixels are indexed in terms of momentum transfer q and angle ψ,
where q is deﬁned as q = λ−14π sin θ with λ the wavelength, and 2θ the scattering
angle. ψ is the polar angle in the detector plane. As the scattering is conﬁned to
a sharp line of oscillations on the detector, cf. Figure 5.3, a line is extracted along
a direction of ψ of maximum scattered intensity using an adapted Bresenham line
extraction algorithm (details to be published elsewhere).
Intensity maps were generated by plotting the integrated intensity (over the ex-








Figure 5.2: The elastica loop contained within the microchannel device is shown in a),
with the loop height h, “notch” and “nose” structures indicated (the ﬁlament thickness
is exaggerated for clarity). b) shows the loop device as installed at the SLS, mounted
on the motorized stretching device. The inset in b) shows the ﬁlament cross-over point
contained in between the “notch” and “nose” structure of the microchannel device.
”image” of the object. Compared to integrating over the entire detector area, this
procedure yields a better signal-to-noise ratio.
A least squares minimization function was used for the ﬁtting, with logarithms





N − nfitparam (5.1)
Here, χ2 is the minimization parameter, N the number of datapoints, nfitparam the
number of variables of the ﬁtting function, Icalc the calculated (model-)intensity
and Iobs the observed intensity.
A number of models have been tried in an attempt to ﬁt the experimental data,
some of which are detailed below. One of the models that was attempted is the





where J1 is the Bessel function of the ﬁrst kind and rc the radius of the cylinder
in A˚.
One numerical model capable of describing the experimental data is a numerical
model of packed cylinders. A projection of the electron density proﬁle of a cylindri-































Figure 5.3: A selected region of the total detector output on a logarithmic intensity scale
for a measurement through the PPTA ﬁlament, showing the highly anisotropic scattering
pattern, the beamstop and the gaps between the detector modules. The main axis of the
scattering pattern is vertical (ψ = 90 degrees), indicating that the measurement was done
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Figure 5.4: The projected (electron) density proﬁle ρ(x)packed, corresponding to a close
packed array of ten cylinders with cylinder radii of 200 nm and a spacing of 400 nm,
spanning the approximate width of the beam.
cal cross-section onto a line was used as a basis. Rewriting the Cartesian circular









where rc is the radius of the cross-section in A˚. In order to mimic a tightly packed
1D array of cylinders, the proﬁle is replicated by placing copies of itself at a
distance of 2rc to generate ρ(x)packed. The spacing between the cylinder centres
(periodicity) is therefore Dc = 2rc. The cylinders are replicated 10 times to nu-
merically approximate a packed array limited by the width of the beam. The main
features of the scattering pattern become independent of the number of replica-
tions when this number increases beyond n ≈ 3. The entire line was quantized
using 1 × 104 points, so that each cylinder in the 10-cylinder model is described
using 1000 points (cf. Figure 5.4).
The scattered intensity from this proﬁle is proportional to the absolute square of
the Fourier transform of the electron density contrast [Stribeck, 2007], i.e.:
I(q) = |FT(ρ(x)packed)|2 (5.4)
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with FT indicating a one-dimensional Fourier Transform. The intensity decay at
higher angles obtained from such numerical computations can be improved slightly
by convoluting the intensity with the Fourier transform of a box function with the
width of the distance between the sampling points. This procedure reduces the
error introduced by the discrete Fourier transform, as is explained in detail by
Schmidt-Rohr [2007]. Finally, eﬀects such as beam proﬁle, polydispersity and
graded interfaces are modelled by convoluting the intensity with a single Gaus-
sian, since our main interest lies in the determination of the spacing between the
scatterers. The width of this Gaussian depends on the size of the scatterers. For
small scatterer sizes of about 50 to 100 nm (corresponding to spacings of 100 to
200 nm), the smearing width was set to ≈ 0.001A˚−1, and for scatterers with large
sizes (i.e. ≤ 200 nm, Dc = 400 nm) it was set to ≈ 1.5× 10−4A˚−1.
5.3 Results and discussion
5.3.1 Electron microscopy measurements
Figure 5.5 shows a SEM micrograph obtained from a loop of as spun material,
where part of the skin layer has delaminated. In Figure 5.6, the inner structure
is shown in a ﬁlament which was cut using scissors. In the ﬁrst of the obtained
SEM micrographs, a ﬁbrillar structure can be observed lying underneath the skin
of the ﬁlament (Figure 5.5). The dimensions of these ﬁbrils are about one hun-
dred nanometers (Figure 5.6), whereas the ﬁlament diameter is approximately 12
micrometers. The skin in this sample is partially delaminated from the bulk of the
ﬁlament. The outside of the ﬁlament is much less rough than the ﬁbrillar structure
lying underneath. In some micrographs, a pronounced ribbon or tape-like ﬁbrillar
shape is observed throughout the ﬁlament (Figure 5.6), with a high aspect ratio
(≈ 2− 10) of the cross-section. In other micrographs the ﬁbrils appear to have a
more circular cross-section.
5.3.2 X-ray scattering
Mesh scans through the loop are analysed using the method described in the data
reduction section, yielding values for the intensity (and rotation angle) of the
scattering pattern. Obtained intensity maps are shown in Figure 5.7. Here, maps
are shown for one loop of as spun PPTA at four diﬀerent strain levels (i.e. loop
sizes). The heights of the loop (measured from the cross-over point to the apex
of the loop, indicated as h in Figure 5.2) are 7.70, 6.00, 3.92 and 2.93 mm. From
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Figure 5.5: Electron micrograph showing the ﬁbrillar structure underneath the delami-
nated surface of a single as spun PPTA ﬁlament.
Figure 5.6: Electron micrograph showing the ﬁbrillar structure underneath the surface
of a cut single ﬁlament of as spun PPTA. Note in particular the presence of stacked
band-shaped ﬁbrils, which are the subject of the subsequent SAXS measurements.
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the simultaneously recorded microscopy images of the loop it was veriﬁed that the
loop did not shift laterally or rotate during the experiment.
The intensity maps reveal a signiﬁcant increase in intensity as the loop is pulled
smaller. In the loops of smaller diameter, the intensity tends to concentrate near
the compressive (inner) side of the apex of the loop. Bending did not have a dis-
cernible eﬀect on the degree of anisotropy in the scattering pattern,which remained
a sharp line during the experiments. It is therefore unlikely that the increased
scattered intensity can be attributed to a strain-induced increase in orientation as
observed by Ran et al. [2001]. Excluding that, the integrated intensity underneath
a scattering curve is proportional to Virrν1ν2(ρ1−ρ2)2, where Virr is the irradiated
sample volume, νi and ρi are the volume fractions and the electron densities of
the contrasting phases, respectively. A signiﬁcant increase in scattering must be
caused either by a change in volume fraction (when the volume fractions are not
close to ν1 ≈ ν2 ≈ 0.5) or through a change in electron density contrast. This
implies that for these loops, we may either have an increase in the volume fraction
of voids (as cracks, slip planes or gaps between buckled ﬁbrils), or that moisture
is forced out of voids and thereby increasing the contrast, or a combination of
both. This implies that we cannot analyse the total scattered intensity to retrieve
the volume of the scatterers without more knowledge of the void content. With
the ﬁlaments placed in air during the measurement, it is possible that moisture
enters some voids accessible from the surface [Saijo et al., 1994]. This will have
an eﬀect on the scattered intensity, lowering the contrast between polymer and
voids. The intensity scattered from samples with moisture-ﬁlled voids is estimated
to be approximately 25% that of empty voids by density considerations. It is fur-
thermore not known what eﬀect strain has on the moisture content of these ﬁbres,
as it may result in mechanical drying as for example observed with spider silk
[Riekel and Vollrath, 2001].
Analysis of the rotation angle of the main line of intensity of the scattering pattern
demonstrates that the main scattering pattern axis is always perpendicular to the
ﬁlament for all observed loop sizes. Analysis of this rotation behaviour enables
the calculation of the radius of curvature. The equation e = r/Rm yields the
compressive strain (and tensile strain) for ﬁlaments with a radius r [Fidan et al.,
1993], Rm being the radius of curvature at the apex of the loop. The radii of cur-
vature determined for our four loop sizes are 2.97, 2.27, 1.43 and 1.05 millimeters,
corresponding to strain values of 0.0040, 0.0053, 0.0084 and 0.0110, i.e. around
published values for PPTA ﬁbre critical compression strains of 0.006 to 0.008
[Fidan et al., 1993]. Reversibility of the loop-induced strain eﬀects have not been
investigated.
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Figure 5.7: Intensity maps, colour axis units in counts per second integrated over the
extracted 1D plots. It is readily seen that the radius of curvature decreases when reducing
the loop size (top to bottom), accompanied by an increase of the scattered intensity.
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5.3.3 Localized structure of scatterers
The SAXS scattering patterns obtained from looped as-spun PPTA samples show
pronounced periodic intensity oscillations at most measuring points, indicating
the presence of relatively monodisperse objects and/or a periodic structure in
the ﬁlament (see, for example, Figure 5.8). These oscillations are not observed in
straight, unstrained ﬁlaments (not shown), nor are they seen in looped heat-treated
samples (i.e. ﬁlaments of commercially available Twaron, which is essentially the
as spun material after it has been subjected to heat-treatment under tension).
Heat treatment aﬀects the crystallite size in PPTA [Jackson et al., 1994], and may
therefore also aﬀect the polydispersity of the ﬁbrillar structure, which may result
in the disappearance of oscillations due to polydispersity in the structure.
Observation of these oscillations was unexpected, but a thorough consideration of
instrumental sources or other artefacts adds to the conﬁdence that the scattering
originates from the sample. The orientation of the streak-shaped scattering pattern
being perpendicular to the ﬁbre axis indicates that the scattering originates from
the sample. The periodicity is furthermore indicative of a structure at least an
order of magnitude smaller than the beam dimension and correlation volume, and
two orders of magnitude smaller than the dimension of the sample, making surface
scattering eﬀects unlikely. A well-deﬁned skin layer could also cause oscillations
to appear, however, this would scatter as an isolated lamellar structure and be
visible only when illuminating the edges of the ﬁlament, and not when measuring
through the core of the ﬁlament.
The period of the oscillations indicates a structure with a characteristic dimension
of approximately 100-600 nm. The intensity decay follows a q−3 slope, which sug-
gests a cylindrical structure. Hypothetically, crack formation or local ﬁbril failure
in the samples could result in isolated cylinder-shaped voids. A ﬁt of the data
to the form factor of a single cylinder (Equation 5.2), however, shows an oﬀset of
the oscillations (Figure 5.8), whilst the period matches. Attempts to ﬁt a lamel-
lar scattering function to the data showed an improved match, but a satisfactory
ﬁt could not be achieved, nor with other isolated scatterers of superellipsoidal
shape.
Simulating a structure of (a small number of) packed cylinders (shown in Figure
5.4), on the contrary, ﬁts very well to the experimental data (Figure 5.8), as the
packing introduces Bragg scattering. This packing has a periodicity identical to
the diameter of the cylindrical scatterers, while the cylinder form factor ensures a
q−3 dependency of the intensity. For the analysis of these experiments, it has been
assumed for computational purposes that the diameter of the cylindrical scatterers
is identical to the spacing between the cylindrical scatterers. It should be noted
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Figure 5.8: 1D scattering plot obtained from the compressive side of a 7.70 mm high
loop (intermittent line with datapoints indicated), ﬁtted to: a) a cylinder scattering func-
tion (continuous line) of a single, perfectly oriented cylinder with a radius of 184.8 nm,
and b) the scattered intensity of packed cylinders (continuous line) for cylinders with a
spacing of 369.6 nm. The two gaps in the data set originate from the beamstop (centre
gap) and a gap between detector modules (left-hand gap).
here that the important factors eﬀecting the oscillations in intensity, are not the
size of the scatterers but the periodicity and shape of the scatterers. In other
words, the scattering proﬁles should be roughly cylindrical in shape and spaced at
regular intervals, as it is the spacing that determines the period of the oscillations,
and the shape that determines the q dependency of the intensity. Instead of a
1D array of close-packed cylinders, a similar oscillatory pattern can be achieved
by separating a polydisperse pack of cylindrical proﬁles at regular intervals, which
more closely approaches our physical interpretation which will be discussed at the
end of this chapter.
The dampening of the oscillations in the data at higher q can be modelled as
an eﬀect of polydispersity, and it was found that considerable polydispersity in
the structure was allowed before the oscillations dampen out (to be published
elsewhere). Other aspects that play a role in the analysis is the limited beam
width which limits the number of cylinders that are irradiated depending on the
size of the cylinders and the spacing between the cylindrical scatterers. While we
found that the period and oﬀset of the oscillations is not aﬀected in calculations
of a pack consisting of a reduced number of cylinders for this experiment, it will
be prudent for experiments using smaller beam width to more accurately model
the beam proﬁle.
We will here limit ourselves to discussing the possible structures in terms of the
simplest possible model accounting for all the experimental observations, which as
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Figure 5.9: Scattering pattern obtained from the tensile side of the 1.43 mm high loop,
where the oscillations indicate a structure with a periodicity of about 800 nanometers.
discussed turned out to be a 1D array of close-packed cylinders.
An analysis of all obtained scattering patterns allows the generation of a map
of the found spacings of the cylindrical structures giving rise to the oscillations,
which is shown in Figure 5.11. The observations in that map include the following
(which is also tabulated in Table 5.1 and shown in a histogram in Figure 5.12):
The 7.70 mm loop exhibits pronounced oscillations. On the tensile (outer) side of
the loop, we ﬁnd oscillations caused by packed cylindrical structures with spacings
of approximately 600 nm . On the compressive side, these spacings are about 360
nm. The right side of the map shows intermediate spacings of about 500 nm. The
tensile and compressive regions appear to be well separated. The ”zero”-strain
region appears to be located nearby the centre of the ﬁlament. There is one region
(indicated in blue) where the scattering pattern did not exhibit clear oscillatory
behaviour.
Tightening of the loop further enhances the clear separation of the observed domain
sizes in the loop, with the spacings in the tensile side approaching 840 nm whereas
the spacings in the compressive side are reduced to about 280 nm in size. The
high frequencies in I(q) become challenging to ﬁt, as the period of the oscillations
approaches the pixel periodicity, corresponding to a maximum measurable spacing
of about 2000 nm for that detector. Additionally, the pixel width eﬀectively forms
bins, reducing the visibility of the oscillations. Therefore, moire´-like eﬀects in
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Figure 5.10: Scattering pattern obtained from the compressive side of the 1.05 mm
high loop, where the oscillations indicate a structure with a periodicity of about 100
nanometers.




















7.70 2.97 0.40 366 127 562 81
6.00 2.27 0.53 282 302 838 290
3.92 1.43 0.84 252 270 1144 312
2.93 1.05 1.10 167 236 900 308
combination with the pixel size reduce the accuracy of the determination at higher
frequency (larger radii) (see for example Figure 5.9).
Further tightening of the loop shows the spacing in the tensile section approaching
1140 nm (c.f. Figure 5.9), while on the compressive side, the spacing shows a
reduction to approximately 240 nm.
The smallest loops tend to exhibit less pronounced oscillations. The tensile side
mean spacing remains stable at around 900 nm, and compressive side spacings are
about 160 nm (c.f. Figure 5.10). All of the results are tabulated in Table 5.1.
The overall trend is that upon the application of tensile strain, there is a slight
increase in scattered intensity. The spacing between the scattering elements in-
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Figure 5.11: Maps of the scatterer spacings generated from the SAXS data. The
horizontal and vertical axis units are in millimeters, color axis units depict the spacing
(in A˚) between the cylinder centres that was used to ﬁt the oscillations in the extracted
1D plot. The blue colour indicates regions where no clear oscillations were seen. The
green line, halfway between the top and bottom of the ﬁlament, indicates the separation
boundary between regions of compressive and tensile strain.
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Figure 5.12: Size histograms for the compressive (dark) and tensile (white) sections of
the loops.
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creases initially from about 300 nm for the 7.7 mm high loop, to approximately
500 nm for the 2.93 mm loop, and remains there for the duration of the experi-
ment. On the compressive side, the scattering intensity increases more than in the
tensile section, and the spacings between the scattering elements are continuously
reduced from 500 nm to less than 200 nm.
This can be explained by considering each macroﬁbril inside the ﬁlament to be a
packing of smaller ﬁbrils. Upon bending, the strain upon the macroﬁbril causes it
to split into its component ﬁbrils along crack planes, perpendicular to the direction
of the bending. On the compressive side, an increasing number of cracks and
splits causes the apparent size to reduce. This is supported by observations by
Greenwood and Rose, who made observations that kink band formation is related
to ﬁbrillar separation in axially compressed ﬁbres [Greenwood and Rose, 1974].
This ﬁbrillar separation results in an improved contrast in the projected electron
density proﬁle and thus a higher scattered intensity. On the tensile side, sets of
ﬁbrils are packed tightly together, so that virtually no interﬁbrillar space exists
(i.e. boundaries disappear) and they scatter as a single element. This signiﬁcantly
increases the periodicity (spacing) between the scatterer centres. These eﬀects are
conceptually indicated in Figure 5.13.
In this artist’s impression, several aspects of the internal structure have to be con-
solidated. Firstly, the structure in the SEM micrographs indicate a tape-like ﬁbril-
lar structure underneath a smoother skin layer. Others have indicated the presence
of a radial texture present in PPTA ﬁlaments [Davies et al., 2008; Li et al., 1983],
which may also be present. A radially oriented ﬁbrillar structure not unlike the one
shown here closely resembles the structure as determined by Yabuki et al. [1976].
Finally, in order to achieve the structure required for obtaining the scattering pat-
tern, at least part of the structure must show periodic interfaces parallel to the
direction of bending. These periodic interfaces are indicative of strain relief eﬀects
caused by the axial strain gradient present. Diﬀerences in periodicity between the
tensile side and compressive side may indicate a diﬀerent method for tensile and
compressive stress relief at those sides. At the compressive side, there is evidence
for ﬁbrillar separation, at the tensile side, these may be slip planes.
Information on the strain release mechanism, localization and other aspects of
the strain release may be clariﬁed in further experiments. A smaller beam size
would be required, with a lower limit of one micron (as the beam has to remain
larger than the scatterers we wish to observe). Rotation of the bent ﬁlament
with respect to the incoming beam should reveal more about the directionality,
shape and rotation of the scattering objects. An in-vacuum sample chamber would
reduce the background scattering and moisture uptake in the sample. Lastly, in-
situ WAXS experiments can act as a local probe for the strain on the crystallites,






















Figure 5.13: Artist’s impression of the cross-section of the looped ﬁlament, showing
packing of ﬁbrils in the tensile side, and ﬁbrillar separation occurring in the compressive
side. The projected electron density is shown on the right-hand side, showing cylindri-
cal proﬁles with radii of approximately 250 nm (and a spacing Dc of 500 nm) on the
compressive side and 400 nm (Dc 800 nm) on the tensile side.
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as their reﬂection positions have been observed to be dependent on the strain
[Gaymans et al., 1976]. Initial measurements obtained from the BW2 beamline at
HASYLAB, however, show no visible eﬀect of this strain on the diﬀraction peaks,
supporting the notion of a strain relief mechanism.
5.4 Conclusions
To conclude, ﬁlaments of as spun PPTA material contain a packing of ﬁbrils which
is easily observed using SEM. These ﬁbrils appear to have a cylinder- to tape-
like shape with varying cross-section aspect ratios. The results obtained from
microbeam SAXS experiments indicate that in this material (which has not un-
dergone heat-treatment under tension), ﬁbrillar separation can occur at bending
radii smaller than several millimeters. This ﬁbrillar separation process appears at
the compressive side as a reduction in overall ﬁbril spacing upon an increase in
axially compressive strain. On the tensile side, there appears to be a ﬁbrillar com-
paction (packing), where a clear increase in apparent ﬁbrillar spacing results from
the imposed strain, likely caused by the disappearing of interﬁbrillar boundaries
due to the compaction. Whilst the onset of these processes was not observed, it is
clear that they must occur at bending radii of several millimeters, as oscillations
were not observed in straight ﬁlament sections. The fact that oscillations were not
observed for heat treated ﬁlaments indicates that the heat treatment procedure
signiﬁcantly aﬀects this quite remarkable ﬁbrillar structure.
Chapter 6
Eﬀect of annealing and stress on
the nanostructure of PPTA
As the physical properties of the ﬁbre change when undergoing a tensioned heat
treatment procedure, it is important to get insight into the nanostructural be-
haviour under these conditions, as it may then become possible to reveal structure-
property relationships. Therefore, now that an analysis methodology has been
established, a closer look can be taken at the behaviour of the ﬁbre under tensile
load and increased temperature.
6.1 Design of the in-situ tensile stage
6.1.1 Design considerations
In order to apply stress and elevated temperatures to the ﬁbre, an in-situ, in-
vacuum heating tensile stage was constructed. The stage is capable of exerting
stress on the (heated) ﬁbre approaching the maximum tensile stress, which implies
that considerable attention had to be paid to several aspects of the design, in
particular to the clamps. The footprint of the stage was also kept small in order
for it not to interfere with the SAXS set-up at the beamline. The weight had
to be kept low so that it can be placed on top of motor stages (present at the
beamline) used for alignment of the sample stage in the beam. While the sample
chamber sits in air (on top of the motor stages), the sample itself should be kept in
vacuum in order to prevent moisture uptake from aﬀecting the scattering pattern,
and therefore the tensile stage is enclosed by a small vacuum chamber with mica
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windows. Heating is done (in vacuum) through radiative heat transfer alone, to
ensure an unobstructed beam path.
The following decisions were made for obtaining the ﬁnal design:
• The main feature of the clamp (c.f. Figure 6.1) is a u-turn around which
the ﬁbre is led, with the radius of curvature in the bend being 20mm (values
recommended by Teijin Aramid BV range from 20 to 30 mm). The ﬁbre is
subsequently clamped on the other side using two clamps made from alu-
minium. The clamp material is stainless steel, chosen for its hardness. A
shallow, round groove is added to ensure that the ﬁbre is kept at the right
height in the sample chamber, and that the ﬁlaments pack nicely. One clamp
is stationary whilst the other is pulled.
• The mobile clamp (c.f. Figure 6.2) is pulled using pneumatics. This choice
means that instead of the more common method of applying strain (using
spindles), stress is applied. Using pneumatics instead of spindles, further-
more, results in a much smaller footprint, no heavy spindles, and a control
system using reduction valves. The drawback is that the dynamic range of
the sample stage is limited.
• The mobile clamp is prevented from moving in non-tensile directions by a
central column, the lid and ﬂoor of the vacuum box.
• The box is made from stainless steel, as it has poor heat conductivity, a high
hardness and a low tendency for moving elements against its surfaces to
“snag” on the inside surfaces (as opposed to aluminium, for example, which
damages very easily and moving elements along aluminium “snag” easily).
• The oven is made from aluminium, as it conducts heat nearly as good as cop-
per, and is not as soft. Additionally, it also does not oxidize in an unsightly
manner.
• The windows are made from thin sheets of mica, used before in a liquid
sample oven, as they exhibit only a small amount of small-angle scattering.
Rubber seals are Viton seals as they can withstand temperatures in excess
of 200 degrees Centigrade.
• The control system for the pneumatic pistons consists of two reduction valves
(one per side of the pistons), and two manometers with digital read-outs.
Additionally, to prevent damage to the manometers, small pressure cylinders
are placed between the control system and the pistons, so that when the
ﬁbre breaks and the clamp shoots outward, the sudden pressure changes
experienced by the pistons are not directly relayed to the control system.
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Figure 6.1: Stationary clamp design.
The temperature control system consists of a Eurotherm controller with a
solid-state relay.
As can be seen in Figures 6.1 and 6.2, the clamps contain a gap in the centre. This
gap is intended for a central column to ﬁt in. Diﬀerent clamps can then ﬁt in the
vacuum box around this central column if needed. The stationary clamp is also
less long than the mobile clamp on the measurement side, which is done to make
room for the oven. The clamps also do not touch the ﬁbre after the curvature of the
u-bend has been completed on the measurement side. Lastly, on the attachment
side the grip faces are ﬂat.
6.1.2 Tensile stage performance tests and operation notes
In order to test the sample chamber, the clamps were loaded with ﬁbres of Twaron
1055. The ﬁbre consistently broke at a pressure of about 7.2 bar with a non-
evacuated chamber (With the chamber evacuated, the pressure read-out is oﬀ-set
by one bar), which corresponds to 338 N (the pulling side of the piston exerts a
force of 47 N/bar according to the supplied documentation). This corresponds
140 Eﬀect of annealing and stress on the nanostructure of PPTA
CLAMP 2
Like clamp 1, but mirrored and a
longer side, for sliding action guided by
the centre gap, and an attachment point
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Figure 6.2: Mobile clamp design.
well with the Teijin values for that ﬁbre, who found a maximum of 372 N, an
average of 335N and a lower limit of 290N. During the beamtime, Twaron 1000 at
normal temperature broke at about 8.8 bars in vacuum (366N). For Twaron 1000
at 200 degrees Centigrade, the ﬁbre broke at 7.5 bar (305N) and 7 bar (282N).
As spun Twaron broke at about 7.6 bars (310N) at room temperature, and 6 bars
(235N) at 200 degrees. Only one sample exhibited slip at the clamping points
during the experiments, and all the breaking points of the ﬁbre appeared in the
free-standing section of the ﬁbre, i.e. not on the clamping points. Therefore, the
tentative conclusion may be drawn that the tensile stage and clamps are suited
for these samples.
The heating stage was limited to 200 degrees due to the teﬂon baseplate used to
isolate the oven. This unfortunately meant that only a small part of the parameter
space could be investigated.
Slight melting of the teﬂon during the initial stages of the experiments also meant
the oven X-ray path was no longer in line with the entrance and exit windows,
requiring expansion of this path through increasing of the oven X-ray path diameter
from 2 to 4 mm.
The mica windows performed well, but the entrance window somehow exhibited
some scattering when an X-ray beam of a large diameter was used. Replacing this
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window with Kapton did not improve this, so that a microbeam was used for the
experiments. In this case, none of the windows exhibited any scattering. In the
future, a larger entrance window and exit window may be preferred, especially
given the rather large distance (40mm) between the windows, which with small
window holes requires a more accurate alignment of the sample chamber.
6.1.3 Suggestions for future improvements
The sample stage performed adequately, but for future versions, several aspects
can be improved.
• Instead of using pistons that pull, pushing pistons may be more appropriate,
as more force can then be applied. This means that smaller pistons can be
used.
• more suitable piston designs are available that could push from the centre of
the stage, reducing its footprint and reducing the requirements on the box
shape and sturdiness.
• The oven has to be redesigned. The oven X-ray path should be made as short
as possible, it’s mounting should be done with three bolts so its angle can be
adjusted, and the isolation baseplate should not be made of teﬂon, but ce-
ramics instead so higher temperatures can be reached. Ideally, temperatures
up to 500 degrees centigrade would be preferred.
• The entrance and exit windows should be made slightly larger depending on
the distance between the windows.
• Mounting the stage on a lockable ball-bearing slide would mean that acces-
sibility is improved, making it easier to replace samples. With a slide, the
stage can be moved out from between the ﬂight tubes when new samples are
being mounted.
• For other samples, the dynamic range of the stage may be slightly limited
(the pistons only start moving due to their construction when about 1 bar
of pressure is applied, which implies that almost 50N has to be applied as
a minimum). To improve this, the sliding clamp could be mounted on a
ball-bearing slide to reduce friction, and a secondary set of (small) pistons
can be mounted in a telescopic fashion to apply pretension or to apply stress
below the dynamic range of the “big” pistons.
• The clamps could be made at least 5mm less high. The box lid and ﬂoor, if
the force of the pistons does not have to be transferred through them, can
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Figure 6.3: Completed tensile stage.
be considerably reduced in thickness.
• Pistons with rudimentary position sensing could aid in indicating when the
pistons are fully retracted (i.e. when the sample is broken).
• Ideally, measuring the extension of the sample would be useful. This can
be achieved optically, by drawing markers on the sample and measuring
optically the extension, which would require the addition of an optically
transparent window and an in-line microscope. Judging the sample extension
from the clamp motion is unlikely to give reliable results as the ﬁbre may slip
on sections of the clamps during the pulling operation. Physical measurement
devices would likely break the moment the sample breaks and the clamps
move suddenly at high speeds
• Instead of pneumatics, the application of hydraulics would result in much
smaller pistons being applied and a much reduced sudden clamp motion
when the sample breaks. Additionally, the dynamic range may then be much
larger. Much more care needs to be taken with hydraulics with respect to
the connection and control of the pressure. The application of old HPLC or
GPC pumps could provide an inexpensive solution for the control system.
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Figure 6.4: Internals of the completed tensile stage.
6.2 Statistics on the determined parameters
For determining the signiﬁcance of observed changes in the structural parameters
obtained from analysis of the experimental scattering patterns, the standard devia-
tion or the coeﬃcient of variance for these parameters have to be determined.
For this purpose, several measurement sets were selected. Firstly, ﬁve frames
of Twaron 1000 were measured to determine the variance in the determined pa-
rameters between diﬀerent samples of the same material. Additionally, several
sequential measurements were obtained for Twaron 1000 at constant temperature
and constant pressure in order to determine whether the nanostructure remained
stable under prolonged duress. In neither case were any time-dependent eﬀects
observed during the measurement period of several hours, so that these sets can
instead be used to determine what the variance is of the determined parameters
for diﬀerent measurements on the same sample. This can then be used to give
statistical signiﬁcance to observed nanostructural parameter changes upon the ap-
plication of stress or elevated temperatures measured on the same sample.
The scattering patterns obtained from these measurements have been analysed us-
ing the newly developed model described in chapter 4, more speciﬁcally paragraph
4.2.5. The coeﬃcients of variance determined for each parameter are tabulated in
Table 6.1. From these results, it is apparent that the consecutive measurements
on the same sample provide much better statistics than what is obtained from sep-
arate samples of material. This data furthermore supports the following observed
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Table 6.1: Coeﬃcients of variance of the size distribution and orientation parameters
from ﬁtting with the polydisperse ellipsoid model modiﬁed with an orientation distribution















#015-019: 5 frames of
Twaron 1000
12 1.6 9.1 0.9 9.8
#030-036: 7 measure-
ments of Twaron 1000 at
200◦C
1.4 0.3 1.8 0.4 0.8
#002-006: 5 measure-
ments of Twaron 1000 at
235N
5.7 0.6 1.7 0.5 4.2
changes, as the changes in observed structure discussed in the subsequent sections
are small but statistically signiﬁcant.
6.3 Stress and temperature eﬀects on the nanos-
tructure of Twaron 1000
The eﬀect of stress and temperature on the nanostructure of Twaron 1000 has
been investigated using the in-situ stage. All measurements resemble the pattern
shown in Figure 6.6, and no clearly visible changes in the scattering pattern are
observed. Subtraction of scattering patterns, however, do reveal that changes are
taking place. The new analysis methodology developed in chapter 4 is able to
detect changes in the nanostructural parameters and it is these changes that are
interpreted here.
All results from the experiments are tabulated in Table E.1 for Twaron 1000, and
tb:bw4ast for the as-spun Twaron samples. In the following paragraphs, only the
most signiﬁcant results are discussed in order to maintain coherence in the story.
Unfortunately, these measurements were obtained only two months before the end
of the project, and therefore what follows here is a limited analysis. More time is
required to fully comprehend the impact of the eﬀects of the combined stress and
strain.
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Table 6.2: Samples related to the experiments with increasing stress at room temperature







001 0 bar 27◦C 16.3 37.9 100 2.3E+04 91.7
002-006 6 bar 27◦C 15.8 39.6 112 2.59E+04 152
007 7 bar 27◦C 15.4 40.8 112 2.85E+04 137
008 8 bar 27◦C (broken) 15.1 41.8 110 2.93E+04 152
009 0 bar 27◦C (new sample) 16.7 35 103 2.29E+04 92.4
010 2 bar 27◦C 16.2 35.1 105 2.85E+04 100
011 4 bar 27◦C 16.8 34.4 113 2.24E+04 124
012 8 bar 27◦C 15.2 38.5 119 3.29E+04 169
013 0 bar 27◦C (released) 16.2 42.8 111 2.31E+04 113
6.3.1 Increasing stress at room temperature
The eﬀect of increased stress at room temperature has been investigated. 330N was
gradually applied to the sample. The ﬁnal structure at high stress is compared with
the starting structure in Figure 6.5. From this ﬁgure we can clearly see an eﬀect
of stress on the alignment and the shape of the nanostructure in the ﬁbre. The
alignment increases as the stress is applied, and the length of the pores increases,
while the width decreases slightly. This is in line with what such a nanostructure
would do in an elastic situation.
Upon returning the clamp to the starting position, it was found that some inelastic
strain has occurred at that point. In order to measure the ﬁbre in the ﬁnal situ-
ation, it had to be pulled taut, which was done by pulling the clamp using 2 bar
of pressure on the pistons after which the pressure was released. The ﬁnal state
of the ﬁbre after the strain cycle is a slightly altered structure from the starting
point (comparing sample 013 with sample 009, as can be read from Tables 6.2 and
E.1), indicating that some inelastic deformation has taken place.
6.3.2 Increasing temperature without stress
The eﬀect of temperature can be observed by comparing a sample heated grad-
ually to 200◦C, with a sample at 50◦C, as shown in Figure 6.7. No change in
the orientation of the scatterers is observed, but the overall length does decrease
slightly. The mean width increases, which may indicate sintering of voids with
small dimensions, although it is diﬃcult to determine this last observation with










Figure 6.5: The eﬀect of 330N of force on a bundle of Twaron 1000 (red) as compared
to the unstressed sample (blue)












Figure 6.6: A measurement of an unstrained bundle of Twaron 1000. No clearly visible
change in scattering pattern is observed in these experiments.










Figure 6.7: The eﬀect of 200◦C on a bundle of unstressed Twaron 1000 (red) as com-
pared to the initial unstressed sample (blue) at 50◦C.
suﬃcient accuracy. It is likely that the temperature achieved is still too low to
observe any major changes in the structure. The sample numbers for this set have
been given in Table 6.3.
6.3.3 Increasing stress at high temperature
The combined eﬀect of the two previously discussed cases should prove interesting.
On the one hand we have a reduction of the length of the voids when the temper-
ature is increased, and on the other hand an increase in length is observed upon
the application of stress. The eﬀect of the application of stress on a sample heated
to 200 degrees is shown in Figure 6.8. From that ﬁgure, we can determine that the
eﬀect of increased stress at high temperature is an increase in orientation (due to
the applied strain), and a reduction in length (due to the increased temperature,
the eﬀect of which must be dominating). The width of the voids decreases as well,
6.3 Stress and temperature eﬀects on the nanostructure of Twaron
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Table 6.3: Samples related to the experiments with increasing temperature without stress







021 0 bar, 50◦C 16.9 36.2 102 1.95E+04 98.6
022 0 bar, 100◦C 17 35.1 100 1.9E+04 100
023 0 bar, 150◦C 17.1 34.2 97.6 1.9E+04 100
024 0 bar, 200◦C 17.4 33.7 97 1.93E+04 100
025 0 bar, 50◦C (cooled) 17.2 36 97.8 2.04E+04 99.6
Table 6.4: Samples related to the experiments with increasing stress at high temperature







026 0 bar, 200◦C 16.8 37.8 97.4 2.63E+04 86.4
027 2 bar, 200◦C 16.7 35.9 102 3.26E+04 100
028 4 bar, 200◦C 16.7 39.7 105 2.62E+04 137
029 6 bar, 200◦C 15.5 43 97.7 3.27E+04 124
– sample broke when pres-
sure was increased be-
yond 6 bar, second sam-
ple broke at 5.8 bar, fur-
ther tests postponed.
indicating that concerning the width, the eﬀect of the strain must dominate over
the (almost non-existent) eﬀect of the temperature. Table 6.4 lists the relevant
samples.
6.3.4 Increasing temperature at high stress
The eﬀect of high temperature on a sample of Twaron 1000 under strain can be
observed in Figure 6.9. A minor (but likely insigniﬁcant) change in orientation
can be observed, but the most signiﬁcant eﬀect is a decrease in length of the
scatterers, and a small reduction in width is also visible. The samples relevant to
this experiment are listed in Table 6.5.










Figure 6.8: The eﬀect of 235N on a bundle of Twaron 1000 at 200◦C (red) as compared
to the initial unstressed sample (blue) at 200◦C.
Table 6.5: Samples related to the experiments with increasing temperature at high stress







037 6 bar, 50◦C 16 38.2 117 2.69E+04 137
038 6 bar, 100◦C 15.5 41.5 115 2.9E+04 137
039 6 bar, 150◦C 15.2 42.6 110 3.31E+04 124
040 6 bar, 200◦C 14.8 45.7 104 3.54E+04 124
041 6 bar, 50◦C (cooled) 14.6 47.2 107 4.1E+04 124
042 0 bar, 50◦C 15.1 48.4 108 3.4E+04 113











Figure 6.9: The eﬀect of 200◦C on a bundle of Twaron 1000 under 235N of constant
load (red) as compared to the initial sample (blue) at 50 ◦C.
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6.3.5 Preliminary conclusions
From these four experiments, some initial conclusions may be drawn. The eﬀect
of stress on samples follows the expected behaviour for elastic scatterers. The
voids elongate and their overall orientation increases. This could be related to the
increase in crystalline orientation observed in wide angle diﬀraction by (amongst
others) Ran et al. [2001].
The eﬀect of temperature on the void structure is not very large at the temper-
atures that could be reached. The observed eﬀect mainly indicates a reduction
in length of the voids. This could be interpreted as a sintering eﬀect on the ends
of the voids (where the void is very narrow). This proposed structural eﬀect ap-
pears to agree with the results obtained from the combined experiments. When
the temperature is increased in samples which are under constant stress, elon-
gated voids (and thus with longer narrow ”tips”) have their tips sintered close,
reducing the length signiﬁcantly. Increasing stess in samples under constant high
temperature appears to immediately sinter the voids close that elongate due to the
increased stress. However, other explanations are likely to describe this behaviour
as well.
6.3.6 Other experiments and datapoints
Besides the measurements described above, many more measurements were ob-
tained from which more information can be gleaned. Data ﬁtting has already been
performed on the samples, with the results given in Table E.1 for Twaron 1000,
and E.2 for the as-spun Twaron samples. Described in Table 6.6 are the conditions
under which the samples have been measured.
6.4 Final comments on these experiments
The initial results from these experiments show that the combined eﬀect of ele-
vated temperature and high stress can aﬀect the internal nanostructure of PPTA
ﬁbres. The eﬀect on the nanostructure is quite small, but more measurements at
more extreme conditions (especially higher temperatures) may show a more severe
impact and thus may shed more light on the behaviour under combined condi-
tions. Faster measurement times and a better preparation could speed up the
measurements signiﬁcantly, which would allow for more rigourous exploration of
the parameter space. For determination of the combined eﬀects on the ﬁnal struc-
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Increasing temperature at constant stress of 141N
043 4 bar, 50◦C
044 4 bar, 100◦C
045 4 bar, 150◦C
046 4 bar, 200◦C
047 4 bar, 50◦C (return)
Increasing temperature at constant stress of 47N
048 2 bar, 50◦C
049 2 bar, 100◦C
050 2 bar, 150◦C
051 2 bar, 200◦C
052 2 bar, 50◦C (return)
Increasing temperature at constant stress of 329N
053 8 bar, 50◦C (broke after measurement when increasing to
100◦C)
054–057 8 bar, 100-150-200-50◦C but these samples are likely in-
correct, ﬁbre must have slipped in clamps
AS Twaron
Drying of AS Twaron
058–063 Ambient AS Twaron measured in 20 minute intervals
Increasing pressure at room temperature
064 0 bar, 27◦C, new sample of dried material
065 2 bar, 27◦C
066 4 bar, 27◦C
067 6 bar, 27◦C, sample broke when increasing pressure to 8
bar.
Increasing temperature at 235N
068 0 bar, 27◦C, new sample
069 6 bar, 50◦C
070 6 bar, 100◦C
071 6 bar, 100◦C (redo of 070, after a 1h beam dump)
072 6 bar, 200◦C (sample broken, new ﬁbre loaded)
Increasing temperature without stress
073 0 bar, 50◦C
074 0 bar, 200◦C
075 0 bar, 50◦C (cooled)
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ture, it may be faster to have several samples prepared by the industry covering
this parameter space, than using the tensile stage to obtain such samples.
Concerning the functioning of the analysis model and the sample stage, it has
been shown that the analysis model is well suited for analysing the changes that
occur in the nanostructure during this process. The statistical signiﬁcance of the
model has been shown to be adequate for the detection of these changes. The
sample stage works well, the ﬁbre clamps appear to be of the correct design,
and the application of stress onto the sample using pneumatic pistons works well
(although the system lacks ﬂexibility in the dynamic range). The oven design
could be signiﬁcantly improved so that it better encloses the sample, and that it




In order to test the validity of SAXS pattern analysis methods, 3D simulations have
been constructed capable of simulating (scattering from) a structure of oriented,
polydisperse ellipsoids. Additional 1D simulations have been set up for oriented
systems to determine the eﬀect of various phenomena on the scattering patterns.
These include packing, polydispersity, graded boundaries and ﬁnite widths of the
X-ray beam. Classical analyses have been shown to have only limited success in
obtaining structurally relevant information on these simulated scattering patterns.
Most notably, the invariant method and Debye-Bueche method were found to give
satisfactory results. The invariant method to determine the degree of orientation
was found to work but was limited by the ﬁnite aspect ratio of the particles. The
Debye-Bueche method resulted in a length parameter which approximates the
maximum likelihood estimator (“mode”) of the size distribution of the simulated
scatterers.
We have developed a novel analysis method that is able to quantify the polydisper-
sity parameters of the nanoporous structure inside the ﬁlaments. Both length as
well as width parameters can be extracted from this analysis, which achieves this
by ﬁtting the entire 2D anisotropic scattering pattern at once. The ﬁtting model
has been tested against scattering patterns from simulated nanostructures as well
as experimentally obtained scattering patterns. Using adaptations of this general
model, structural variations in diﬀerent types of Twaron can be determined and
quantitatively described.
Another interesting investigation is the investigation into the nanostructural be-
haviour of these crystalline polymers under axially compressive and tensile strain.
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For this purpose, a single ﬁlament was put in a loop. The top of the loop (where
the radius of curvature is smallest, and thus the imposed strain the highest) was
then probed using microbeam SAXS at the SLS. SAXS data was extracted from
the compressive as well as tensile region of the bent section. From the analy-
sis of these unique results, it is concluded that upon bending, a regular strain
(gradient) relief mechanism brings about a periodic occurrence of buckled ﬁbrils
(compression) and/or slip planes. This eﬀect, only visible for as-spun (i.e. not
heat-treated) Twaron, has been shown to be dependent on the amount of strain
in the ﬁlament.
Investigations in the behaviour of the nanostructure under tensile stress and ele-
vated temperatures showed a small but statistically signiﬁcant eﬀect of these two
parameters on the nanostructure. The combination of the two parameters aﬀected
the structure diﬀerently, depending on whether the stress was increased at elevated
temperatures or when the temperature was increased at high stress levels.
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Appendix A
Interference in two special
cases
(Addendum to derivation in paragraph 2.2.1)
To calculate the position of constructive and destructive interference for two point
scatterers, it can be shown that this is dependent on the relative locations in 3D
space of the two scattering centers, using two special, easy to calculate cases. The
ﬁrst case is where the scattering centres (a and b) are positioned just so, that
half of the pathlength diﬀerence ΔL lies on either side of scatterer a (known as
“diﬀraction condition”, shown in Figure A.1). If we assume that we would like to
know the scattering at an angle of 2Θ, we can show that the pathlength diﬀerence




| r | (A.1)
Interference maxima can then be found at Θ where ΔL = nλ where λ denotes the





)λ. If we measure our diﬀraction pattern in (wavelength independent) q-
space, where q = 4π
λ
sinΘ, we get maxima when 2πn =| r | q and minima when
2π(n − 1
2
) =| r | q. We thus conclude, that for this case the interference is
dependent on the distance between the scatterers alone.
The second hypothetical case is where the scatterers are related through vector r
which is now perpendicular to the incoming radiation (cf. Figure A.2. For this
system, we can derive relationships similar as above, resulting in:
ΔL =
sin 2θ
| r | (A.2)















Figure A.1: Two electrons in “diﬀraction condition”, oscillating with an incoming EM














Figure A.2: Two electrons positioned parallel to the wavefront of the incoming radia-
tion, oscillating with an incoming EM wave and emitting interfering waves themselves.
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Which at ﬁrst glance looks very similar to equation A.1, but is irreconcilable with
it. This is proof that diﬀraction is dependent not only on the length of vector r,
but also on its direction for arbitrary directions of r.
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Appendix B
Software
For this project, a large amount of software was written in Matlab. Herewith a
short description of some of the more useful programs. Many of the programs
written never left development stage, or were immediately superseded by another
function. Those “orphaned” programs will not be mentioned here as they were
clearly of little use.
B.1 “educational” software
B.1.1 Software group description
This software group consists of programs that were written in order to obtain a
better understanding of scattering of various systems. Most of this software has a
rudimentary graphical user interface.
B.1.2 EDsel-programs
The programs starting with “EDsel” are programs for 1D superellipsoid simula-
tion. They were written at the end of the project to get a better understanding
of the origins of the scattering patterns obtained at the SLS. This package has
the capability to simulate scatterers with an aligned superellipsoidal cross-section
and included optional periodicity (through Fourier transforms), graded bound-
aries, detector point spread functions and beam width simulation. Version 5 of
this command-line simulation program included the option of packed polydisperse
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Figure B.1: EDsel gui v2 interface.
scattering proﬁles. There is a graphical user interface EDsel gui v2 (Figure B.1)
which works with version 4 of the command-line program.
B.1.3 selscat-programs
The “selscat” programs can calculate the scattering patterns of projected 3D
(aligned) superellipsoid-of-revolution shapes (lathe-like objects with a superellip-
soidal cross-section). They were made during the project in an attempt to un-
derstand the scattering from the nanostructure in the ﬁbres a little better. The
intention was to use this simulation to test analytical approximations for a superel-
lipsoid form factor function, which was never made. A numerical ﬁtting function
for ﬁtting polydisperse superellipsoidal shapes to 2D scattering patterns of ﬁbres
was made, but remains untested. Its rudimentary GUI is shown in Figure B.2.
B.2 SAXSGUI data analysis 175










Real space electron density projection













Fourier space (logarithmic) intensity map












Figure B.2: selscatgui interface.
B.2 SAXSGUI data analysis
B.2.1 Software group description
The SAXSGUI is a software package that is intended for the analysis of (inte-
grated or non-integrated) 2D scattering patterns and has been developed by dr.
K. Joensen of JJ X-Ray Systems A/S in collaboration with Rigaku and several in-
dividual contributors. While there are still a few rough edges, it is being used more
and more as a tool for quickly exploring 2D scattering patterns. Some aspects of
its GUI are shown in Figure B.3.
B.2.2 2D ﬁtting, with optional resolution function
Considerable work was done on the 2D ﬁtting routine. While the graphical user
interface was built by dr. K. Joensen, some under-the-hood improvements and
additions were done by me, such as the implementation of binning and speeding
up of the iteration procedure. A resolution function was added as well, so that
instrumental smearing can be applied to the model. A ﬁnal adaptation needs to
be done to that before it is useful, however. This adaptation involves taking out
the real-space smearing routine and replacing it for a (considerably faster) Fourier-
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Figure B.3: The SAXSGUI interface.
space smearing routine. This may speed up the resolution function implementation
enough to make it run at a bearable speed. An additional improvement would be
the inclusion (or display) of the weighting of the ﬁtting parameters as determined
by the ﬁtting algorithm (fminsearchbnd). All in all, this 2D ﬁtting implementation
has been used for most of the ﬁts presented here, as it can do automated reporting
and can be called automatically from the front-end database which is discussed
next.
B.2.3 A front-end database
In order to automate the process of calibration and ﬁtting, a front-end database
was made to work with the SAXSGUI (Figure B.4). This database shows a thumb-
nail image of the scattering pattern, and stores this together with information on
calibrations and corrections in a database. This database is saved every time a
change is made, so that no manual saves are required. The information on cali-
brations and other relevant information is transferred to the SAXSGUI when the
thumbnail is pressed, and the saxsgui is opened. It also has the capability of run-
ning automated data ﬁtting using the 2D ﬁtting routine, so that many samples
can be ﬁt sequentially.
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Figure B.4: The sampledb interface.
While the database (version 2.3) has proven itself to be a useful tool for this project,
it should probably be rewritten from the bottom up. That is because the database
can be made a lot simpler and faster if all the corrections and calibrations for these
samples are done at collection time. A program has been written in the BW4-set
(described on page 179) to generate corrected and calibrated ﬁles, containing all
of the required information. This can then be read by the database, whose only
purpose it is then to manage the corrected ﬁles. A proof-of-concept version (version
2.4) has been written which shows that it is indeed useful to have pre-corrected
ﬁles. The database program can then be modiﬁed to give the user the option of
applying the calibration, to change the calibration parameters if necessary, and to
automatically perform ﬁts on selected samples.
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B.3 Other data processing software
B.3.1 Software group description
Some other data processing software was written which do not have a graphical
user interface. These were written for (pre-)processing beamline-speciﬁc data and
for applying classical ﬁts to the data (the Maxlab-programs).
B.3.2 Maxlab-programs
The “maxlab 1D” program is the main program in this set, doing the majority
of the computations. Its input consists of (at minimum) three structured ar-
rays, describing the SAXS geometry, radiation and detection parameters (in the
“conﬁg” structured array), the sample-speciﬁc information such as beam intensity
and background correction information (“sampleconﬁg”), and the ﬁtting set-up
and parameters (“ﬁtconﬁg”). This then is capable of running a Porod, (double-
)Debye-Bueche, “Streak” and some other analyses on 1D data extracted from the
2D recording using 1-degree pie binning. Its output can be visualised in a report
that can be generated by “maxlab 1D PDcombine”.
B.3.3 SLS-programs
The SLS programs are a set of programs designed to deal with the large quantity
of data obtained from the SLS (over 700 GB of data was collected in 5 days!).
“sls1Dmacro v3” was made to do the orientation determination and the bresen-
ham line extraction on a single measurement, writing the resulting I, q-data as
an ASCII-ﬁle. The ﬁrst row of this ﬁle lists also the information on the exact
extraction angle in degrees, and the sum of intensity on this line. The program
“sls1Dmacromacro v2” was made to run the extraction on entire measurement sets
(directories) at once. This function also outputs a matlab dataﬁle containing the
intensity and rotation maps of the samples.
The “slsﬁt”-programs could then ﬁt the 1D data, and a game-like interface was
built to handle the ﬁtting of the many 1D curves (named “slsﬁt1Dmacro”). This
interface could be used to check the ﬁt and adjust the starting parameters where
necessary using keypresses. Another important (but simple) program is “slsget-
setsize”, which contains the information on real-space mesh scan size and number
of points for each directory.
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B.3.4 BW4-programs
The BW4-prorgams consist of a conbination of “BW4combine”, which can be
used to calibrate and correct the images obtained at BW4. It stores a center and
(geometric) q-calibration in the ﬁle, and corrects for background, transmission and
primary beam intensity. The produced ﬁle has the extension .arb, which stands
for “arbitrary intensity”. The alternative would be .abs for “absolute intensity”-
calibrated ﬁles. These ﬁles can be read by “sampledb2 4”, which uses a routine
named “arb2saxs” to make the ﬁles suitable for reading with the SAXSGUI.
This program set allowed for on-site correction and ﬁtting of the data at BW4,
leaving only the interpretation of the results to be done after the beamtime was
over. Thus, immediate feedback was obtained on the measurements, and a better
decision on which remaining samples to measure could therefore be made on the
spot.
The “BW4combine” program has a nice feature in that the input is given in pa-
rameter/value pairs. This means that any amount of information can be supplied
in any order (the program will complain if not enough information is supplied to
make the background correction or the q-calibration).
B.4 ﬁtting functions
B.4.1 Software group description
These ﬁtting functions were ﬁtting models used in minimisation routines to try
and ﬁnd the best ﬁt to a 2D scattering pattern. While many were written, only
the more useful variants will be mentioned here.
B.4.2 1D ﬁtting functions
1D ﬁtting functions used are described in Table B.1.
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Bessel cyl Single, isolated cylinder analytical scattering function
DoubleDebye Two Debye-Bueche functions for obtaining correlation
lengths from systems with bimodal distributions
TrueDoubleDebye A Debye-Bueche function with a Guinier function for de-
scribing scattering from a distinctly separate set of scat-
terers
USF The “Universal scattering function” as deﬁned by
Beaucage, combining a Guinier function with a Porod
scattering function
Maxlab 1D ﬁtting functions
USF The “Universal scattering function” as deﬁned by
Beaucage, combining a Guinier function with a Porod
scattering function
Debye 1D The Debye-Bueche scattering function
DoubleDebye Two Debye-Bueche functions for obtaining correlation
lengths from systems with bimodal distributions
Porod 1D The Porod scattering function
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B.4.3 2D ﬁtting functions
The 2D ﬁtting functions described in Chapter 4 Consist of two separate
functions. One function handles the grid interpolation and implentation of the
rotational smearing. These functions all start with “Model 2” and have a letter
behind them to indicate their version. The version that has been used here is
“Model 2g”. It calls Model 1k ell noOD.m to compute the scattering pattern of




Measuring in absolute units.
Absolute intensity measurements will provide the volume of the scatterers in the
irradiated sample volume, allowing the estimation of the void fraction in the
sample. The method involves a rescaling of the scattering plot to absolute units.
Dreiss et al. [2006] have written a concise derivation of this method (a good
review of the use of glassy carbon as a calibration standard is also available
Zhang et al. [2009]). The intensity (Is(q)) scattered from a sample in photons










(q) + IB,s(q) (C.1)
where I0(λ) is the incident ﬂux in photons s
−1 cm−2, A is the area illuminated
by the beam, ΔΩ is the solid angle element deﬁned by the size of a detector
pixel, η is the (wavelength dependent) detector eﬃciency, Ts(λ) is the wavelength
dependent sample transmission factor, ds the thickness of the sample, IB,s(q) the






(q) is the diﬀerential scattering cross
section in cm−1.
Dividing the intensity of a standard with a known diﬀerential scattering cross
section, by the aforementioned intensity of the sample, we obtain the diﬀerential
















Where the subscript st deﬁnes the measurements on the standard. The
transmission factor in the case where capillaries are used, is the transmission of
the sample and the capillary, and the standard and the capillary.
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Thus, for each measurement on the standard, a machine- and time-dependent




















Once the scattering plot has been scaled to [cm−1], the procedure of extracting
the volume can be achieved in the following manner. The volume of a single
scatterer (or the average volume of a polydisperse scatterer) can be determined
from the scattering curve itself, for example in the case where we apply the
ellipsoid-based model, we have information on the average radius and length of
our cylinders, and therefore of the volume of the scatterer.
Then, the intensity needs to be extrapolated to q = 0. The method that is used
for this extrapolation has a signiﬁcant impact on the accuracy of the obtained
result. Stribeck et al. [2002] uses the Guinier approximation for extrapolation to
zero angle, for polydisperse as well as monodisperse samples. A closer look
should show whether this is the right approximation to use. A better approach
might lie in the application of the model described in this thesis to extrapolate to
zero angle. Additionally, a check of the determination can be achieved using the
simulated scattering patterns of which the volume fraction is known.
When this I(0) value is obtained in the scale of [cm−1], the following equation
applies:
I(0) = nV 2scat(Δρ)
2 (C.5)
Where n is the number of scatterers, V scat is the volume of a single scatterer,
and Δρ is the electron density contrast of the two main phases (and equal to the
electron density of the polymer phase in a polymer-void system). The total
volume of the scatterers inside the irradiated area can then be obtained by
plugging the thus found n into Vscat,tot = nVscat.
Appendix D
Nanostructures in various ﬁbres
Table D.1: The nanostructure in various ﬁbres
sample: Rusar (F2) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 11.1287
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
4.98E+04 623 95.1 1.04E+03 489 3.59E+05 89.2 13.8 15
sample: Armos (F3) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 13.9604
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
6.04E+04 615 108 2.37E+03 814 2.62E+05 89.2 14.3 15
sample: SVM (F4) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 8.2384
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
4.21E+04 309 18.8 974 409 7.47E+05 90.9 13.9 15
sample: Techn. T200 (F5) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 7.3813
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
4.02E+04 9.74 604 6.72E+03 9.25 4.93E+04 1.22 14.6 15
sample: Kevlar 49 (F6A) ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 47.6761
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
4.92E+05 1.87E+04 15.8 35.9 21.8 1.14E+04 81.7 7.27E+03 31.5
sample: Kevlar 956 (F7A) ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 22.439
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
3.4E+05 2.44E+04 11.9 34 266 34.3 53.3 1.43E+03 25.5
sample: AS Twaron (F8A) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 101.1937
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
4.99E+05 8.13 158 17.6 1.08E+04 4.68E+05 90 63.6 15
sample: Twaron 1000 (F9A) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 653.9331
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.44E+06 52.9 16.6 2.34E+04 1.39E+04 8.39E+04 89.8 215 15
sample: Twaron 2000 (F10) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 11.3913
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
2.28E+05 71.7 6.88 39.4 89 2.49E+04 92.4 14.3 15
sample: Twaron 2100 (F11) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 12.3135
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
2.89E+05 49 6.4 42.1 79.7 1.2E+04 87.8 15 15
sample: Twaron 2200 (F12) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 16.1806
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
3.15E+05 69.1 14.8 49.9 96.3 6.12E+04 90.1 15.5 15
sample: Twaron 2300 (F13) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 9.9743
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
2.75E+05 69.1 15.8 22.5 94.4 1.76E+04 89.5 15.3 15
sample: Zylon AS (F14) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 42.1527
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
9.41E+05 111 21.1 38.5 199 3.26E+04 88.9 25.5 15
sample: Vectran (F15A) ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 8.4722
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
2.66E+04 11.6 66.4 3.36E+03 2.09E+03 6.97E+03 90 19.2 15
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Appendix E
BW4 results (table)
Table E.1: BW4 results for Twaron 1000
sample: t1000 001 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.6959
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.26E+05 91.7 16.3 37.9 100 2.3E+04 1.11 4.21 15
sample: t1000 002 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.1185
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.03E+05 152 16 37.8 111 2.52E+04 1.01 4.06 15
sample: t1000 003 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.2963
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.02E+05 137 15.9 38.3 111 2.64E+04 1 3.87 15
sample: t1000 004 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.3659
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.01E+05 137 15.7 39 112 2.67E+04 0.998 3.98 15
sample: t1000 005 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.3532
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1E+05 137 15.9 38.8 112 2.67E+04 0.995 4.15 15
sample: t1000 006 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.3799
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
9.99E+04 152 15.8 39.6 112 2.59E+04 0.994 4.18 15
sample: t1000 007 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.5061
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
9.56E+04 137 15.4 40.8 112 2.85E+04 0.966 4.24 15
sample: t1000 008 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.1693
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
8.92E+04 152 15.1 41.8 110 2.93E+04 0.948 4.24 15
sample: t1000 009 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 3.3576
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
8.25E+04 92.4 16.7 35 103 2.29E+04 1.12 2.98 15
sample: t1000 010 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.9677
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.05E+05 100 16.2 35.1 105 2.85E+04 0.904 3.23 15
sample: t1000 011 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.5381
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
9.78E+04 124 16.8 34.4 113 2.24E+04 0.972 3.6 15
sample: t1000 012 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.2158
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
8.1E+04 169 15.2 38.5 119 3.29E+04 0.971 3.54 15
sample: t1000 013 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.1434
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
8.62E+04 113 16.2 42.8 111 2.31E+04 0.899 3.7 15
sample: t1000 014 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 3.9954
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.02E+05 86.4 17.1 34.9 104 2.49E+04 1.46 3.49 15
sample: t1000 015 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.5026
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
6.51E+04 69.1 17 34.2 98.6 2.06E+04 1.06 2.24 15
sample: t1000 016 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 1.6582
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
4E+04 79.9 17.1 35.5 98.1 1.96E+04 0.966 2.22 15
Continued on next page
188 BW4 results (table)
Table E.1 – continued from previous page
sample: t1000 017 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.3584
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
5.65E+04 92.2 17.7 28.4 99.9 1.89E+04 0.353 2.62 15
sample: t1000 018 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 1.9608
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
4.65E+04 80 17.2 32.1 99.3 1.97E+04 1.37 2.55 15
sample: t1000 019 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.2028
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
4.35E+04 93.6 17.3 35.6 100 2.4E+04 0.836 2.58 15
sample: t1000 021 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 3.445
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.07E+05 98.6 16.9 36.2 102 1.95E+04 0.8 4.34 15
sample: t1000 022 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 3.2979
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.02E+05 100 17 35.1 100 1.9E+04 0.845 4.33 15
sample: t1000 023 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 3.1875
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
9.7E+04 100 17.1 34.2 97.6 1.9E+04 0.954 4.37 15
sample: t1000 024 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.9897
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
9.14E+04 100 17.4 33.7 97 1.93E+04 0.924 2.98 15
sample: t1000 025 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 3.2339
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.04E+05 99.6 17.2 36 97.8 2.04E+04 0.956 3.23 15
sample: t1000 026 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.5128
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.12E+05 86.4 16.8 37.8 97.4 2.63E+04 0.792 3.59 15
sample: t1000 027 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.064
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.19E+05 100 16.7 35.9 102 3.26E+04 0.855 3.64 15
sample: t1000 028 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.9735
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.02E+05 137 16.7 39.7 105 2.62E+04 0.916 3.84 15
sample: t1000 029 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.7131
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
8.62E+04 124 15.5 43 97.7 3.27E+04 1 3.57 15
sample: t1000 030 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.2099
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.01E+05 82.6 16.6 40.2 93.5 2.58E+04 1.17 3.77 15
sample: t1000 031 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.2344
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.01E+05 80 16.6 41.1 93.4 2.64E+04 1.14 3.68 15
sample: t1000 032 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.2562
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.01E+05 80 16.6 41.3 93 2.64E+04 1.12 3.82 15
sample: t1000 033 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.2459
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.01E+05 80 16.5 41.9 92.7 2.64E+04 1.12 3.75 15
sample: t1000 034 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.2698
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.01E+05 80 16.5 42.1 92.7 2.63E+04 1.11 3.94 15
sample: t1000 035 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.3000
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.01E+05 80 16.6 41.9 92.5 2.64E+04 1.11 4.03 15
sample: t1000 036 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.3121
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.01E+05 80 16.6 42.3 92.5 2.63E+04 1.1 4.05 15
sample: t1000 037 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.706
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.03E+05 137 16 38.2 117 2.69E+04 0.846 4.89 15
sample: t1000 038 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.5892
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
9.52E+04 137 15.5 41.5 115 2.9E+04 0.845 4.89 15
sample: t1000 039 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.5373
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
8.93E+04 124 15.2 42.6 110 3.31E+04 0.832 3.38 15
sample: t1000 040 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.4391
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
7.81E+04 124 14.8 45.7 104 3.54E+04 0.801 3.34 15
sample: t1000 041 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.8788
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
7.79E+04 124 14.6 47.2 107 4.1E+04 0.849 3.54 15
sample: t1000 042 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.1391
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
7.99E+04 113 15.1 48.4 108 3.4E+04 0.858 3.76 15
sample: t1000 043 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.9988
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.12E+05 124 16.9 35.3 118 2.54E+04 0.892 3.96 15
sample: t1000 044 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.8673
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
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1.07E+05 137 16.7 37.5 116 2.64E+04 0.897 4.13 15
sample: t1000 045 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.8254
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1E+05 137 16.6 39 115 2.93E+04 0.891 4.25 15
sample: t1000 046 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.3287
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
9.05E+04 124 16.3 41.6 112 3.28E+04 0.879 4.14 15
sample: t1000 047 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.9761
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
9.02E+04 137 16.1 43 113 3.34E+04 0.873 4.35 15
sample: t1000 048 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 6.3766
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.22E+05 100 16.6 32.5 105 2.91E+04 0.911 4.31 15
sample: t1000 049 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 6.6465
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.18E+05 113 17.1 35 110 2.14E+04 0.909 4.94 15
sample: t1000 050 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 6.3585
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.14E+05 113 17.4 34.5 112 2.3E+04 0.915 5.14 15
sample: t1000 051 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.8066
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.03E+05 113 17.1 38.4 109 2.43E+04 0.894 4.87 15
sample: t1000 052 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 6.669
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.06E+05 104 16.6 40.4 109 2.64E+04 0.902 4.98 15
sample: t1000 053 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 6.6674
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
9.68E+04 169 15.3 38.9 121 3.54E+04 0.932 3.62 15
sample: t1000 054 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.2819
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.29E+05 92.6 16.8 33.8 101 2.47E+04 0.759 3.88 15
sample: t1000 055 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.344
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.28E+05 90.1 16.9 35 100 2.65E+04 0.754 4.13 15
sample: t1000 056 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.1538
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.24E+05 86.4 17 37.8 99.6 2.83E+04 0.752 4.2 15
sample: t1000 057 00001.tif ﬁtfunction: Model 2g.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 5.5265
I0 Okappa R1mean R1variance R2mean R2variance phishift bgnd NPoints q
1.26E+05 84.8 16.8 38.3 99.4 2.95E+04 0.735 4.38 15
Table E.2: BW4 results for AS Twaron
sample: tas 020 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 1.6247
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
1.85E+04 2.09E+03 15.5 41.2 403 20.2 67.4 2.12E+03 2.72
sample: tas 058 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.5894
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
9.08E+03 2.92E+03 10.8 30.9 403 25.2 51.5 2.05E+03 2.71
sample: tas 059 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.6848
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
1.21E+04 2.83E+03 12 38.7 401 25.7 59.4 2.39E+03 2.78
sample: tas 060 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.7009
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
1.49E+04 2.85E+03 12.6 41.6 401 25.7 64.5 2.38E+03 2.93
sample: tas 061 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.7174
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
1.74E+04 2.9E+03 13 42.3 402 25.2 65.5 2.28E+03 2.99
sample: tas 062 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.7438
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
1.94E+04 2.94E+03 13.3 41.1 402 25.3 65.8 2.18E+03 3.07
sample: tas 063 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.7438
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
2.1E+04 2.93E+03 13.6 40 402 25.2 65.5 2.11E+03 3.13
sample: tas 064 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 1.7309
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
1.32E+04 2.53E+03 14.5 26.2 381 12.3 54.8 2E+03 2.99
sample: tas 065 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 3.9659
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
3.06E+04 6.33E+03 7.4 36.4 377 23.3 53.5 2.23E+03 4.12
sample: tas 066 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.2529
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
2.76E+04 6.43E+03 7.52 35.5 377 23.4 53.1 2.6E+03 4.14
sample: tas 067 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 4.0037
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
2.53E+04 6.05E+03 10.9 32.2 377 23.3 51.6 2.68E+03 4.08
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sample: tas 068 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.4769
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
2.08E+04 3.63E+03 13.1 32.7 373 27 53.4 1.95E+03 4.02
sample: tas 070 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 3.1897
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
1.87E+04 5.13E+03 11 35.2 376 23.5 51.6 1.7E+03 4.14
sample: tas 071 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 3.4086
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
1.91E+04 5.72E+03 11 34.4 376 23.5 49.7 1.61E+03 2.72
sample: tas 072 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 0.94796
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
717 135 2.92 94.9 647 7.55 28.1 826 1.82
sample: tas 073 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.0207
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
2.29E+04 3.17E+03 12.4 38 377 22.8 51.2 1.43E+03 2.81
sample: tas 074 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 2.469
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
2.19E+04 3.73E+03 12.6 38 375 23.3 46.3 1.35E+03 2.92
sample: tas 075 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 26.2317
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
1.75E+04 3.05E+03 15.1 26.8 377 23.1 49.3 941 2.61
sample: tas 069 00001.tif ﬁtfunction: Model 2g special.m q range: 0.025 - 0.23 ψ range: 180 - 360 merit 3.0775
I0 I0b R1mean R1var R1bmean R1basp R2mean R2var bgnd
2.12E+04 4.96E+03 11.3 34.3 377 23.4 51.9 1.94E+03 4.01
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