In this paper, we propose a novel hybrid variable neighborhood search algorithm combining with the genetic algorithm (VNS+GA) for solving the multi-objective flexible job shop scheduling problems (FJSPs) to minimize the makespan, the total workload of all machines, and the workload of the busiest machine. Firstly, a mix of two machine assignment rules and two operation sequencing rules are developed to create high quality initial solutions. Secondly, two adaptive mutation rules are used in the hybrid algorithm to produce effective perturbations in machine assignment component. Thirdly, a speed-up local search method based on public critical blocks theory is proposed to produce perturbation in operation sequencing component. Simulation results based on the well-known benchmarks and statistical performance comparisons are provided. It is concluded that the proposed VNS+GA algorithm is superior to the three existing algorithms, i.e., AL+CGA algorithm, PSO+SA algorithm and PSO+TS algorithm, in terms of searching quality and efficiency. He is now a member of IEEE and CCF. His research is related to the evolutionary optimization methods for discrete events systems, job shop systems, operational research, computer network, peer-to-peer systems and network security. He has (co-)authored around 50 research papers published. He has been serving on editorial boards or reviewers of two international journals. He has been the member of program committees of many international conferences.
Introduction
The job-shop scheduling problem (JSP) is one of the most popular scheduling models existing in practice, which has been proven to be among the hardest combinatorial optimization problems [1, 2] and has got more and more research focus in recent years. The Flexible job-shop problem (FJSP), an extension of the classical JSP, is harder than the latter because the addition of assignment of a suitable machine from a set of candidate machines for each operation.
The FJSP recently has captured the interests of many researchers. The first paper about solving the FJSP was proposed by Brucker and Schlie (Brucker & Schlie, 1990) [3] , which gives a simple FJSP model with only two jobs and each operation performed on each machine with the same processing time. The first author with the hierarchical idea to solve the FJSPs was Brandimarte (Brandimarte, 1993) [4] , who solved the first stage with some existing dispatching rules and the second stage with tabu search heuristic algorithms. Kacem (Kacem, Hammadi & Borne, 2002) [5] solved the two stage problems with the genetic algorithm (GA). Gao (Gao & Gen et al., 2006) [6] used bottleneck shifting method in genetic algorithm for solving the FJSP. Saidi-mehrabad (Saidi-mehrabad, 2007) [7] gave a detailed solution with tabu search method. Li et al. (2009) [8] presented a hybrid particle swarm optimization (PSO) combining with a fast neighborhood structure algorithm for the problem.
The research on the multi-objective FJSP is much less than the mono-objective FJSP. Kacem et al. (2002a Kacem et al. ( , 2002b [5, 9] developed an effective evolutionary algorithm controlled by an assigned model based on the approach of localization (AL). Xia and Wu (2005) [10] presented a practical hierarchical solution approach by making use of PSO to assign operations on machines and simulated annealing (SA) algorithm to schedule operations on each machine. Zhang et al. (2009) [11] developed a hybrid algorithm combining PSO with tabu search (TS) algorithm. Most of the above algorithms solved the multi-objective FJSP problem by transforming it to a mono-objective one through giving each objective a different weight.
In this paper, we propose a novel hybrid variable neighborhood search algorithm combining with the genetic algorithm (VNS+GA) for solving the multi-objective FJSP problems to minimize the makespan, total workload of all machines, and workload of the busiest machine. In the hybrid algorithm, the three objectives are also combined into a single objective by assigning each objective a different weight. GA is used to produce a swarm of candidate solutions, whereas VNS is introduced to obtained more optimal solutions around the given candidate solutions. A mix of two machine assignment rules and two operation sequencing rules are developed to create high quality initial solutions. To produce effective perturbations in the machine assignment module, two adaptive mutation rules are used in the hybrid algorithm. A speed-up local search method based on public critical blocks theory is proposed to produce perturbation in operation sequencing component.
The rest of this paper is organized as follows: In section 2, we briefly describe the problem formulation. Then, the framework of our hybrid algorithm is presented in Section 3. The GA for perturbation in machine assignment component is introduced in Section 4. Section 5 illustrates the VNS approach for local searching in operation sequencing component. Section 6 shows the experimental results compared with other algorithms. Finally, Section 7 gives the conclusion of our works.
Problem formulation
FJSP is an extension of the classical JSP; therefore, we can formulate the FJSP based on the JSP. Consider a set of n jobs, denoted as
, . The formulation of the multi-objective FJSP in this study is then given in Fig.1 . (4) ensures the operation precedence constraints. Equation (5) guarantees that for each operation one and only one machine must be selected from the set of available machines. Inequity (6) indicates that the set of available machines for each operation come from the given machine set M .
Framework of the Hybrid Algorithm
In this study, we propose a hybrid variable neighborhood search algorithm combining with the genetic algorithm (VNS+GA) for solving the multi-objective FJSPs. The detail steps of the VNS+GA algorithm are listed as follows.
Step1. Initialization
Step1. , then randomly select one parent chromosome in the population C pop denoted as P 1 , and select the current best solution best C as P 2 . Otherwise, select two parent chromosomes in the population C pop at random denoted as P 1 and P 2 , respectively. (2) Produce two child chromosomes denoted as C 1 and C 2 by applying crossover function with probability c p on the two parent chromosomes P 1 and P 2 . (3) Evaluate the two child chromosomes; if one chromosome from the two child chromosomes denoted as be C which is better than best C , then replace best C by be C .
(4) Select the best solution from the four chromosomes (i.e., P 1 , P 2 , C 1 and C 2 ), and then insert it into a temp population T pop . Step3.4: Use the function effectiveNeighbor() to search the best neighbor solution of the current best solution. If the former is more optimal than the latter, then replace the current best solution best C by the new neighbor solution. Then go to step 1.5.
Step4: Output the current best solution best C and stop.
Machine assignment algorithm: the genetic algorithm

Genetic Algorithm
Genetic Algorithm (GA), proposed by J. Holland in 1975 [12, 13] , has been used to solve optimization problems in recent years [13] . The GA is based on the genetic process of biological organisms. Several key factors including populations, crossover functions, mutation functions, evolution approaches and stop criterion are important for the efficiency of the GA. The main steps for the process of GA can be described as follows [13] .
Step1: Let k=0. Randomly produce N chromosomes as the initial population ) (k p .
Step2: Evaluate each chromosome in the population and get the fitness value of every solution. Step3: If stop criterion is satisfied, then output the best solution; otherwise operate steps 4-8.
Step4: Let m=0.
Step5: Then, select two chromosomes in the population ) (k p using certain selection rules, which are named 1 p and 2 p , respectively. Step6: Randomly produce a real number
, where c p is crossover probability, then apply given crossover function on the two selected parent chromosomes. The resulted two chromosomes are selected as two temp chromosomes, namely 1 t and 2 t , respectively. Otherwise, the two parent chromosomes will be selected as the two temp chromosomes respectively. The two resulted chromosomes will be inserted into the new population
Step8: Let m=m+2. If m<N, then go back to step 5. Otherwise, let k=k+1, and then go back to step 2.
Encoding
The FJSP problems involve two decision stages, i.e., machine assignment stage and operation sequencing stage. Therefore, a solution consists of two parts of vectors,
(machine assignment vector) and operation sequencing vector
represents the corresponding selected machine for each operation. Fig. 2 shows an example of a machine assignment vector. For example, it can be seen from Fig. 2 that the operation O 11 is performed on machine M 4 , O 12 is performed on machine M 3 , and so on. An operation sequencing vector is shown in Fig. 3 , which tells us the operation sequence as follows. 
Initialization of Machine assignment component
Following are two approaches for the initialization of machine assignment component:  Random rule, denoted as MS a . For each operation i J , a random selected machine from a set of candidate machines, denoted as M i , will be placed in position i in the machine assignment component.
 Local minimum processing time rule, denoted as MS b . Table 1 gives an example about the steps of this rule, the example data come from [14] . For operations of the same job, finding the minimum processing time, fixing the assignment, and then adding this processing time to every other entry in the same column.
Crossover operation
Given two parent chromosomes 1 p and 2 p in Fig. 4 . The steps of the crossover operator are as follows.
Step1: Generate two random numbers 
Mutation operation
Mutation operation is very important in GA with aim to produce population diversity. In order to obtain population diversity as well as population convergence, two mutation-operation rules are proposed as follows. 
Operation sequencing algorithm: variable neighborhood search algorithm
Initialization of the operation sequencing component
Once the machine assignment component is fixed, we should consider how to sequence the operations on each machine, i.e., to determine the start time of every operation. In this section, we should consider two issues: the operation precedence constraint of the same job and the objective of the problem. In our hybrid algorithm, the operation sequence is obtained through a mix of following two different approaches:  Random rule, denoted as OS a . OS a is the naive and direct approach for sequencing operations. The advantage of this approach is its simplicity. The disadvantage is also obvious too, that is, it can easily produce idle time interval and make the finding solution process more time consuming.  Most Work Remaining (MWR) denoted as OS b . This approach selects the operation with the most remaining work for each machine. The operation precedence constraint of the same job must be considered at the same time.
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Public critical block theory
The critical problem of local searching is how to design an effective neighborhood around a given solution. The promising neighborhood is based on the concept of critical path, which was firstly proposed by Adams [15] in solving JSP problems. The feasible schedules of FJSP problems can be represented with a disjunctive graph G= (N, A, E), where N is the node set, A is the conjunctive arc set, and E is the disjunctive arc set. The number aside the node indicates the processing time of this operation on the assigned machine. Each arc in A represents the operation precedence constraint. The dashed arcs (E) correspond to pairs of operations to be performed on the same machine. For example, given a chromosome {1,2,2,3,2,3,3,1 | 1,1,4,2,3,3,2,4}, Fig. 5 shows the disjunctive graph for a feasible solution of the example chromosome.
If G has more than one critical path, noted , 1 ,
where nc represents the number of critical path. Those critical operations belonging to all nc critical paths are called public critical operations. A public critical block is a maximal sequence of adjacent public critical operations processed on the same machine. Fig. 6 shows the Gantt chart for the feasible solution of the above chromosome example. In the example solution, there are six public operations, i.e. } , , , This theorem derives the idea that if two following conditions are satisfied: (1) there is no directed path from JS u to v in G; (2) the complete time of v is not after the complete time of the immediate job successor of u. Then, inserting u right after v can produce a feasible solution as shown in Fig 7. The proof is analogous to the proof of the theorem 1 in [16] .
Theorem 3. If two public critical operations u and v to be performed on the same machine, u is the block head and
inserting v right before u yields an acyclic complete selection. This theorem derives the idea that if two following conditions are satisfied: (1) there is no directed path from JP v to u in G; (2) the complete time of u is not before the complete time of the immediate job predecessor of v. Then, inserting v right before u can produce a feasible solution as shown in Fig 8. The proof is analogous to the proof of the theorem 2 in [16] . 
Effective neighborhood structure
The makespan of a solution equals the length of its critical path, in other words, the makespan cannot be reduced while maintaining the current critical paths. The right direction of the local search is to identify and break the entire existent critical paths one by one in order to get a better solution.
The first successful critical path neighborhood structure for the classical JSP was introduced by Van Laarhoven et al [17] , and is often denoted by N1. The N1 neighborhood is generated by swapping any adjacent pair of critical operations on the same machine. Dell Amico and Trubian [18] , Nowicki & Smutnicki [19] and Balas & Vazacopoulos [20] proposed N4, N5 and N6 respectively. The N4 neighborhood is developed by moving an internal operation to the very beginning of its block or the very end of its block. The N5 neighborhood is created by swapping the first two or the last two operations in a block. The N6 neighborhood is produced by moving an operation to the beginning of the block or to the end of the block. In this study, we extend the critical path neighborhood structure for solving the FJSP, and propose some novel neighborhood structures based on the public critical blocks theory.
For discuss conveniently, we give two neighborhood categories as follows: Definition 1: Insert neighborhood First, randomly select two different positions i and ' i in a feasible schedule chromosome, and then delete the ith operation and insert it before or after position ' i . Definition 2: Swap neighborhood First, randomly select two different positions i and ' i in a feasible schedule chromosome, and then swap the two operations at the selected position.
Based on the public critical block theory and the block structure listed above, we give an effective local search operator as shown in Fig. 9 .
Procedure effectiveNeighbor() Input: a set named pb including all public critical blocks Output: an optimal neighbor solution for i=0 to pb.size() 
Evaluate each neighbor solution produced by the above two steps. If the new solution is better than the current solution, then replace the current solution with the new one. Output the current optimal solution. Fig. 9 . Pseudo-code of effectiveNeighbor()
Experimental results
This section describes the computational experiments to evaluate the performance of the proposed algorithm. For this purpose, we made a detail comparison with three existing algorithms, i.e., AL+CGA algorithm [9] , PSO+SA algorithm [10] and PSO+TS algorithm [11] . The test samples come from [5] . The dimensions of the problems range from 4 jobs  5 machines to 15 jobs  10 machines. The current instantiation was implemented in C++ on a Pentium IV 1.8GHz with 512M memory.
Setting parameters
Each instance can be characterized by the following parameters: number of jobs (n), number of machines (m), and the number of operations (  Probability for selection between the best chromosome and a random one as a parent chromosome for crossover select p :
 Rate of initial assignments with MS a : 20%;  Rate of initial assignments with MS b : 80%;  Rate of initial assignments with OS a : 20%;  Rate of initial assignments with OS b : 80%;  Rate of initial assignments with 1  : 50%;
 Rate of initial assignments with 2  : 50%;
Results of the Kacem instances
The test instances come from the five Kacem instances [5] (i.e. problem ). The five tables from Table 2 to Table 5 show the comparison results for the five problems. Some notations are given as follows: The column labeled 'AL + CGA' refers to Kacem's method [9] and the column labeled 'PSO + SA' refers to the algorithm proposed by Xia and Wu [10] . The column labeled 'PSO+TS' shows the results from the hybrid algorithm developed by Zhang et al. [11] . Figs 10 to 14 show the optimal solutions obtained by our approach in the form of Gantt chart. The pair of number (in the form of [job, operation]) inside the blocks is the operation to be processed on the corresponding machine. The two numbers just below the block represent the start time and end time of the operation, respectively. It can be seen from Table 2 that the VNS+GA algorithm dominate the AL+CGA algorithm in solving the problem 5 4  . Our approach can obtain richer optimal solutions than the PSO+TS algorithm. Fig. 10 shows the obtained Solution 3 in the form of Gantt chart. 
w =5 It can be seen from Table 4 that the VNS+GA algorithm dominate the above three algorithms and can also obtain richer optimal solutions. Fig. 13 shows the obtained Solution 2 in the form of Gantt chart. From the above comparison with other three existing algorithm for solving the five Kacem instances, we can conclude that our algorithm either obtain superior solutions or can obtain richer non-dominate solutions than the other 927 approaches, especially for solving large scale instances.
Conclusions
Flexible job shop scheduling problem is very important in both fields of combinatorial optimization and engineering management. Most literature focus on proposing hybrid algorithms for solving mono-objective FJSPs. The research on the multi-objective FJSP is much less than the mono-objective FJSP. Kacem proposed a hybrid algorithm named AL+CGA combining GA and approach of localization. Xia and Wu presented a hybrid algorithm named PSO+SA which making use of PSO for solving the assignment sub problem and SA for solving the routing sub problem. Zhang et al. developed a hybrid algorithm named PSO+TS for the multi-objective FJSPs with the same three objectives. In this paper, we introduce a novel algorithm named VNS+GA combining VNS and GA for solving the multi-objective FJSPs to minimize the makespan, the total workload, and the workload of the busiest machine. There are mainly three contributions in the hybrid algorithm. Firstly, a mix of two machine assignment rules and two operation sequencing rules are developed in the initialization stage to produce enough high quality initial solutions. Secondly, an adaptive mutation rules are introduced for considering both population diversity and convergence speed in perturbation in the machine assignment component. Thirdly, a speed-up variable neighbor search operator based on public critical block theory was investigated. The new local searching approach makes the search space dwindled deeply and produces high quality neighbor solutions in very short time. Experimental results compared with the three existing algorithms (i.e., AL+CGA algorithm, PSO+SA algorithm and PSO+TS algorithm) show that our hybrid algorithm can either obtain superior solutions or obtain richer non-dominated solutions than the other algorithms, especially for larger scale instances. The future work is to extend the initial solution rules and the public critical block method for solving other combinatorial problems. In addition, we will develop other heuristic algorithms with the public critical block neighborhood structure for solving the multi-objective FJSPs.
