Abstract. We describe our work-in-progress of developing an educational game in mathematics for 12-14 year olds, by adding social and conversational abilities to an existing "teachable agent" (TA) in the game. The purpose of this extension is to affect cognitive, emotional and social constructs known to promote learning, such as self-efficacy and engagement, as well as enhancing students' experiences of interacting with the agent over an extended period of time. Drawing from the EnALI framework, which states practical design guidelines, we discuss specific design challenges and exemplify research considerations as to developing the agent's visual representation and conversational module. We present some initial findings from prototype testing with students from the target group. Promising developments seem to reside in pronouncing the agent's personality traits and expanding its knowledge database, particularly its range of conversational topics. Finally we propose some future studies and research directions.
Introduction
Learning "in real life" is, arguably, always connected to some form of social interaction or communicative purpose with other human beings. Many educational researchers have noted that learning is an essentially social activity, and also that we are more likely to succeed in our efforts to educate if we recognize this principle [e.g. 1, 2, 18, 43] . But can we capture the social qualities of learning when students sit to learn on their own, in front of a computer?
In our on-going work of developing an educational game in mathematics for children, we have sought to address precisely that question. By including a pedagogical conversational agent in the game, we set out to create opportunities for social interaction between students and agents within the learning environment. We are presently working on enriching the social dimension of the game by developing the agent's conversational capabilities as well as its visual embodiment.
The first and foremost motivation behind this extension is to make individual students who use the digital learning environment benefit from social interactions known to promote learning in natural environments, by increasing motivation, building selfefficacy and acknowledging new skills as they are building up. As to the effect of motivation on (reflective) cognition, Schank and Neaman [37] list three issues: the participation issue, as to whether students participate at all in a learning activity, the indexing issue, as to the way memories are organized, and the attention issue, as to the quality of attention to what should be remembered.
The pedagogical agent, then, should keep students engaged in the learning environment, without attracting too much attention to itself as an artifact (vis-à-vis the learning material). By elaborating the agent's social features, although it is clearly non-human, we capitalize on fundamental human tendencies for what makes a task engaging and cognitively worthwhile. For example, Chen and colleagues presented neurophysiological evidence that the very belief of a social experience activates the brain's reward circuitry, which helps cement newly learned associations [12, 13] .
At the same time, one would like to utilize the possibilities of a designed digital environment to minimize detrimental social influences (such as distractors and negative feedback) that may also be at work in the real world. This goes hand-in-hand with an overall approach of presenting a subject domain (e.g. mathematics) in a generally more appealing and defusing context in order to attract a wider group of students. As will be exemplified below, the question of aesthetics must not go overlooked when designing a virtual learning environment: It has been demonstrated that visual appeal can influence both perceived usability [38] and user satisfaction, in terms of the perceived quality of interaction [29] . In the words of interaction designer and theorist Donald Norman, "attractive things work better" [32] .
A second motivation for the extension is that we are looking to expand the target user group, from 7-12-year-olds, for whom a basic version of the game has been available, to 12-14 year-olds. Considering the greater computer and gaming experience of older students, they are likely to have higher expectations on both visual aesthetics and the complexity of interaction in the learning environment. With maturity comes also the ability to handle more complex interactions and (at least potentially) greater responsibility in their social role.
In particular, we focus on the development and social role of a Teachable Agent (TA) [8, 11] , which is a form of AI-based educational technology that builds upon the pedagogy of "learning by teaching" [1, 3] . There are a number of reasons why students would learn more efficiently with a TA than without a TA in an otherwise identical game setup. A core factor is the so-called "protégé effect" [11] . That is, students tend to take more responsibility and put more effort into teaching someone else than into learning for themselves, while at the same time being able to ascribe failures and errors to the agent, rather than to personal shortcomings. In the following we describe how we design the TA as a social agent and how we conceive of the present challenges in working towards specific design decisions. We exemplify methods used and present some initial evaluations with target users.
Background
Previous research shows that pedagogical agents can be beneficial for learning, provided an appropriate -pedagogical and visual -design [5, 20, 23] . It is therefore imperative that one carefully considers the particular pedagogical and social role of a particular agent in a given environment, for example whether it be a mentor, a coach or a peer. Whereas visual appearance has not been a traditional focus of research on pedagogical agents, recent reviews have deemed agents' visual features important value for affecting motivation and engagement in the learning environment where it is employed [4, 22, 25] . Not the least, an appropriately designed agent may serve as a 'virtual role model', depending on how its represented social features (e.g. attractiveness, style, gender, age, etc) correspond to students' explicit and implicit preferences (e.g. stereotypes) [5, 23, 28, 35] . This idea is in line with Bandura's classical work on social modeling [1, 2] as well as research on stereotypes within social cognition, which suggests that one needs only perceive few, salient characteristics of a person to activate complex mental representations about him or her [10] . When having the opportunity of a prolonged interaction, the content and quality of conversation may add to or detract from this impression.
One major beneficial function of a purposefully designed pedagogical agent is then that students may assimilate a range of positive behaviors and attitudes in line with an attractive social model represented by the agent, for instance a "cool and successful peer in school" in the context of learning mathematics. Exploiting visual characteristics and conversation to communicate positive social stereotypes offer means of cueing model behavior in a way that is directly and effortlessly understood by the student. However, it is difficult to make straight-off comparisons between different learning environments due to the wide variety of contexts in which pedagogical agents are used [39] . We will therefore describe our learning environment in more detail, and elaborate on the visual and verbal aspects of what makes the "peer"-like social qualities of our TA in the game.
The Learning Environment: A Learning-by-Teaching Mathematics Game
Our work extends an educational math game named "The Squares Family", developed by Lena Pareto and Daniel Schwartz [33, 34] . The game specifically trains basic arithmetic skills, such as carry-overs and borrowings, with focus on grounding base-10 concepts in spatial representations. To do so, the game employs a board-game design with "playing cards" and a common game board, with a variety of game modes and levels of difficulty. All arithmetic operations are made visually explicit using graphical metaphors of colored squares and boxes that can be "packed" or "unpacked", in numbers of 10. The aim is to pick the card from a given set (visible to both players) that in combination with what is represented on the game board maximizes the number of carry-overs (in the addition games) or borrowings (in the subtraction games). See example screenshot in Fig. 1 . Fig. 1 . Screenshot of an early version of the extended math game (actually in color). Here, the TA, called Kim, is set in a "Watch and learn"-mode against the computer (Swedish: "Dator"). Kim asks why the player received a point (star) for picking a particular card, the answer being "Because the orange squares together became more than 9". The game includes a TA which can be put in different modes. In "Watch and learn"-mode, the TA picks up on game rules as the student responds to multiplechoice questions on particular tasks and game moves during game-play. A typical question from the TA would be "Why did you pick this card?". The student chooses between listed potential explanations (but only one correct answer), including a "don't know" option. Proper (or improper) choices of cards and answers promote corresponding skills in the TA throughout the game. In "Try and play"-mode, the agent can be set to suggest game cards, which the student can confirm by clicking "Ok" or deny by suggesting another card. Finally, in "Play Self"-mode, the agent is set to play a session of the game automatically (against the computer or another agent or human player), allowing the student to watch its performance.
In a recent study, we found empirical support for learning benefits of using a TA in this game: Compared to a control class of children the same age in the same school, which did not play the game, children who did play the game over an extended period of time improved both in performance on standardized math tests and in confidence in explaining math to a peer [24] . These findings have encouraged us to look further into ways of strengthening the student-agent bond, so as to be socially engaging, motivating and fun, in relation to the learning material.
Expanding on the Pedagogical Agent as a Social Being
Not much is needed for a human being to respond socially to an obviously non-human system. As evidenced by the much quoted and vastly demonstrated "media equation", formulated by Reeves and Nass [36] , humans tend to treat computers as real social actors -for example, by responding rudely to a malfunctioning ("rude") computer, or praising a program which presents a positive evaluation of the user. This holds true even in the complete absence of a human-like representation (e.g. a photo or picture of a person, let alone a virtual agent). It is therefore not surprising that also the rudimentary agent (TA) of the original math game (depicted to the left in Fig. 2 ) elicits social responses, something we observed in our previous studies of students playing the math game in school [30] .
Compared to human-human interaction, the original TA still leaves vast room for enriched social cueing, through elaborated visual features, animations, movement and verbal expressions. We maintain that expanding on the social dimension will affect not only the direct interaction with the agent, but how students approach the game as a whole, even affecting their decision (when free to decide) whether to play the game at all. The "media equation" is not limited to people's responses to a particular interaction with a computer, but tends to generalize to how they approach similar contexts and informational content [36] . We reason that students gaining a positive experience from engaging in the math game are more likely to play it again, and providing social interaction with the agent offers means to pick up on and respond to students' attitudes which otherwise remain unexpressed.
Elaborating the agent's social abilities both constrains and allows greater control of students' social responses: not only do we want to promote certain effects (such as affecting the student's mood) but also control the direction of effects (making the student happy). We will return to the challenges of actually meeting these criteria in subsequent paragraphs; first we want to present the tools we use for the purpose. In short, we conceive of elaborating the agent's social profile in a two-fold modular development, which consists of (1) Visual representation of the pedagogical agent, and (2) Conversational abilities of the pedagogical agent.
Visual representation of the pedagogical agent. Elaborating the visual design of the agent essentially targets two aspects of students' approach to the interaction: one is to provide visual cues for the constraints as to what students might expect from interacting with the agent (e.g. "will this be a cool or nerdy character to talk to?"); another is simply to increase likeability by pleasant looks and graphics, including a visual makeover of its original game environment.
A guiding question for our design considerations has been: "Judging by looks, whom would the students like to interact with?" An important choice in this regard was that of a cartoon-like character over naturalistic or semi-naturalistic looks. First, cartoon-like agents have been argued to make students accept limitations more readily [17] ; second, they lend themselves better for animation of simple affective cues, such as smiles and head tilts. Fig. 2 depicts the development from the first rudiment of an agent via two iterations, involving students of the relevant age group. Conversational abilities of the pedagogical agent. The second main extension under development is a module for allowing free (not multiple-choice-steered) written conversation between the student and the TA. We make a primary distinction between on-task dialogue, which is constrained by the present math tasks and takes a multiplechoice format (see 2.1 for examples), and off-task dialogue, which takes the form of a chat window, open to freer conversation. The off-task dialogue content, in turn, can be distinguished into on-domain conversation related to school, math, the math game, etc., and off-domain conversation, related to any other topics. These distinctions are important for our design considerations, when it comes to the pedagogical functions of the social chat in relation to the learning content we want to communicate.
So, one might ask, what are the pedagogical benefits of dedicating a conversational module for topics not relating to mathematics in a math game? Again, the answer resides in what makes learning engaging and effective in real life. Our present developments of the math game strive to keep certain influence within rather than outside the educational game environment. Considering the agent's role as a type of colearner and peer, it seems vital to promote the student's sense of factors such as trust in and rapport with the agent.
Bickmore [6] , among others, has shown that including anecdotes and narrative storytelling can contribute to building rapport with a conversational agent, besides having a positive effect on people's general interest in interacting with it. Possibly connected to this, is the effect of "small talk" (irrespective of content) as offering some cognitive rest from arduous educational tasks. Finally, broad conversational abilities of the TA -particularly referring to the transitions between off-domain and on-domain topics -are hypothesized to help overcome another stumbling-block of math education in school, namely to make the subject of mathematics more attractive by reframing math tasks in a defusing and appealing context. This makes part of the strategy to have conversational content improve students' attitudes and self-efficacy for math. Besides enhancing the subjective learning experience, it has been demonstrated for a variety of learning material that such motivational constructs can have a vital impact on objective performance [2, 18, 31, 45] .
Guiding Framework: Enhancing Agent-Learner Interaction (EnALI)
Turning to the questions of implementation, one might ask how one reaches a specific design decision among the myriad of possible alternatives. The research literature indicates a particular need for formulating guidelines as to how an effective communication can be achieved between a student and an agent, in order to cause as little frustration and conflict as possible. What should then our social, pedagogical and conversational agent look and behave like? Whereas there is no theoretical framework to answer this question in detail, there are sufficient research-based and empirical findings not to leave all new design decisions to "designer's intuition" or other personal bias. The most comprehensive, recent and practical set of guidelines we have found to meet our present design needs, is the Enhancing Agent-Learner Interaction (EnALI) framework [41] .
In short, the EnALI guidelines are divided into three design foci -user interaction, message, and agent characteristics -that the authors ground on socio-cultural notions of learning [43] , cooperative learning [27] , and conflict theory [15] . User interaction refers to the ways the agent and the student cooperate and relate to each other; message refers to the verbal information the agent sends to the student, and agent characteristics focuses on those variables that inherently define the agent. For the complete set of references to the empirical findings on which particular guidelines are based, we refer to the original EnALI article by Veletsianos, Miller and Doering [41] . An overview of the actual design guidelines is provided in Table 1 . The challenges we face by adding the particular agent in the math game demonstrate how the EnALI guidelines sometimes overlap and influence one another when applied in practice. This is especially apparent in our overall challenge of designing a complex social character. For example, "Agent characteristics" can hardly be completely separated from the "Message" which the agent conveys in social (off-task) conversation, as regards expressing a certain personality. As to "User interaction", one must keep in mind that our pedagogical agent (especially considering the nature of a teachable agent; see 4.1 below) does not primarily serve for information retrieval and is not positioned in an "expert" or "guiding" role.
In the following section, we highlight three main design challenges that correspond to different aspects in the EnALI framework, before addressing the influence from actual students by empirical testing and observations. It should be made clear that these challenges and the approaches we take in meeting them, like the EnALI guidelines, are presented under separate headlines of expository reasons but must be viewed within the inter-related whole of the math game as a learning environment.
Implementation Challenges

The Agent's Knowledge Profile: What Should the Agent Know?
One of the first things students will ask themselves when being presented with the opportunity to chat with a pedagogical agent is what they can talk to the agent about. This poses a wide and conspicuous challenge of construing a knowledge database that can meet most student requests while keeping within the necessary limits of developers' time and resources. As such, this challenge applies to practically all conversational agents and similar systems, but there are certain aspects that both constrain and expand this challenge for the particular agent we aim to develop.
On the one hand, although students generally need to experience a pedagogical agent as being useful for information purposes for the learning task at hand [39] , not all agents are equally important for obtaining specific information. In our case, because we employ a teachable agent, it is ostensibly "non-knowledgeable" in its subject domain (mathematics) from the beginning and can thus respond to information requests in this domain by referring to the fact that "you are supposed to teach me". This assumes, of course, that the agent's role as "teachable" is properly introduced to the student, and that there is a functional, underlying AI architecture that implicitly keeps track of what the agent learns throughout the game and reflects this in ensuing conversations. In other words, the agent is allowed to be perceived as unknowledgeable, but not as unteachable.
On the other hand, the challenge of achieving a sufficiently comprehensive knowledge database becomes considerably more complex when making the agent more of a social actor, that is, when adding an off-task conversational module. According to the EnALI guidelines, messages should be "complete and specific" while being "appropriate to the receiver's abilities, experiences, and frame of reference". For an agent that supposedly should be able to converse about any topic, both the specificity and completeness of messages must be limited. In addition, there is an apparent risk of clashes as to the knowledge the agent exhibits in one area vis-à-vis another, for example, if it demonstrates good knowledge about school, but no knowledge about mathematics. Besides, the application does not contain any AI module for learning other domains than the math game. We conceive of this challenge as a need for carefully defining specific knowledge areas corresponding to students' interests, while balancing the complete knowledge profile of the agent over the on-task-off-task spectrum.
The Agent's Social Profile: How Should the Agent Communicate?
While the challenge of defining a knowledge profile corresponds to "what" the agent should know, the agent's social profile corresponds to "who" it should be and "how" it should communicate its knowledge. The EnALI guideline that the agent should be "polite and positive", in terms of being encouraging and motivating, refers to the demonstrated "politeness effect" of conversational agents [44] . However, an allthrough polite and nice agent may be perceived as predictable and boring, especially if students are to interact with it repeatedly and over an extended period of time [cf. 40] . After all, we are used from everyday social interactions that people vary in exhibited moods and states of mind, but also that they have a consistent personality. A conflict might thus arise between predictability and consistency as regards the social behavior of the agent. Again, there are obvious limits to the complexity which can be construed for a digital character. At the same time, this challenge should be viewed in relation to students' expectations and experience of other non-human agents (e.g. characters in animated movies, computer games and other virtual agents), rather than to the full spectrum of a human personality.
In possible contrast to the expected politeness of the agent stands the potential (anti-)social behavior of the student. Previous studies have addressed the risk that, when students are assigned to freely converse with an agent, they sometimes engage in verbal abuse of the agent [9, 42] . In one (possibly extreme) case with a female conversational agent in a social science application, evaluations showed that only 5% of student comments were task-related and as much as 40% of comments were abusive (sexually explicit) [42] . Although a wide range of conversational subjects is wished for, there are clearly certain subjects one wishes to avoid from a social as well as from a pedagogical point of view. The risk of verbal abuse may be considered a sub-challenge to the social profile which is subject to the social affordances of the agent and the interaction situation.
Off-Task Engagement: Too Much or Too Little?
We propose one particular EnALI guideline as a separate challenge, concerning user interaction: "Maintaining an appropriate balance between on-and off-task communications". Due to the complexity of both knowledge and social features of our pedagogical agent, both the appeal and non-appeal of engaging in conversation with it may be problematic. It should be added, that in our game, students are not completely free to choose when to interact with the agent. A related challenge is then how to regulate the opportunities for agent-student off-task interaction from a system level.
First, the balance between on-task and off-task activities can be disturbed if offtask conversation becomes more engaging than the learning activities themselves. This has been noted to be the case for other agents allowing both on-task and off-task conversation, even to the point that students become completely immersed in the offtask conversation [40] .
Second, there are studies which show that some students simply are not interested in off-task conversation, but prefer to treat the agent as exclusively a resource in working towards solving a task [21] . Then the potential pedagogical benefits of offtask conversation previously proposed will take no effect. Besides, under-engagement in off-task conversation makes it more difficult to capture students' attitudes and qualitative remarks during the game, including which tasks they find difficult, what they enjoy, when they become tired, etc.
Present Approaches and Initial Findings
We consider facing the challenges identified above -and reducing them to a manageable complexity -as largely a question of managing students' expectations on the agent's abilities. By that we mean to frame and guide the interaction with the student in such a way that, ideally, the shortcomings and knowledge gaps of the agent never become a critical issue for achieving an effective communication. As mentioned, one way of constraining expectations by visual means in the initial stage, was to opt for a cartoon-like character which carry less associations to the full capabilities of a "real" human being.
Similarly, carefully designed dialogue strategies may be used to frame expectations on what the agent is able to converse about, for example by using expressions and syntax corresponding to that of the target students' social group. Having the agent represent a member of a certain age group (say an 11-year-old for the interaction with 12-14-year-olds) is one approach to constraining the range of students' initiatives to likely conversational topics by both visual and conversational means [cf. 5]. In the case of a TA, it also makes sense to represent the agent as slightly younger and less advanced than the actual students, yet intelligent, in order to bring forward its "teachable" affordances [8, 11] .
It seems clear that the EnALI guidelines we work from require further specification when it comes to actual implementation. Also "students' expectations" need to be clarified and concretized for different aspects of the interaction: What could students expect from an 11-year-old, virtual teachable peer? Can it share interesting views and comments? Does it appear outgoing, funny, natural, strange, cocky? To get a grip on these and related questions, we initiated an iterative design process involving representatives from the target user group in the following five steps:
1. The researchers compiled a preliminary sketch of the agent's personal profile, including a visual representation and an intentionally unspecific description of the agent's personality and interests (see 2.2 and Fig. 2 ). 2. The sketch was evaluated using focus groups of 4-5 target students (N=20), who were asked to review the profile, give feedback and suggest conversational topics with the agent. Importantly, the students expressed what they desired that a conversational agent of this type be like, in terms of exhibited "personality" traits. 3. Following student input, a testing procedure was conducted with a revised agent profile, such that students (N=7) worked in pairs on different computers, where one student acted as the agent in simulated off-task conversation. The dialogue logs were collected and used to identify conversational topics (e.g. "music", "school", "friends") as indicative of what an actual student-agent conversation would comprise. 4. Prototype 1 of the agent was developed, using AIML, focusing on off-domain topics and a simple mixed-initiative dialogue strategy. Students (N=38) tested the prototype in the context of playing the game by chatting with the agent on topics of their own choice. As a follow-up, we used a questionnaire based upon the SASSI (Subjective Assessment of Speech System Interfaces) [26] . The questionnaire listed 25 statements relating to the subjective experience of using the system, for example "I rather play the game than talk to the agent" and "It felt natural to talk to the agent", rated on a 7-point Likert scale. The "personality" of the agent prototype was formally measured using a Swedish translation and adaptation of the TIPI (Ten Item Personality Inventory) test, which is based on the Big Five (or Five-Factor Model) personality dimensions [19] . 5. Prototype 2 of the agent was developed on basis of corpus analysis of the dialogue logs and additional focus groups, expanding the agent's range of conversational topics and dialogue history. The prototype was tested on students (N=43) using the same procedure as in testing of the first prototype, using the same questionnaires.
Preliminary Conclusions Relating to the Agent's Knowledge Profile, Social Profile and Off-Task Engagement
From analysis of the SASSI questionnaires the most indicative item for students enjoying the conversation was "I had many things to talk to the agent about". This item strongly correlated to "I liked talking to the agent" (r=0,84, p<0,01) and "It was fun talking to the agent" (r=0,77, p<0,01). Still, the results indicated large individual differences that call for further investigation. The results from the TIPI test, which show the change in scores from prototype 1 to prototype 2 compared to the desired personality ratings proposed by the focus groups, are summarized in Table 2 . Some clues as to what makes an engaging conversation with the agent were given by relating the agent's preferred knowledge areas (interests) to its desired personality. Expanding the agent's range of conversational topics seems a fruitful direction to take for achieving positive student experiences and engagement. In this respect, the developments point in the right direction, as the agent's personality is becoming more expressive and clear to the students. The initial findings from the iterative designimplementation-evaluation process referred above also point to some preliminary conclusions for meeting the implementation challenges of designing the agent's knowledge profile and social profile, as well as affecting students' engagement in offtask conversation.
The agent's knowledge profile. Some of the personal interests and possible off-task conversational topics listed by the researchers in the preliminary sketch (step 1 above) were confirmed, such as wanting to talk about friends and school in general. But there were also some presumed topics that students did not bring up, such as film and traveling. The focus groups consistently added topics of interest to the list: sports, music, and computer games. Following prototype 1 and analysis of this new corpus, revealed a number of additional common topics: food, animals and particular school subjects. Existing topics were also refined with subtopics, for example "music" with artists and songs and "school" with teachers. The following iteration (prototype 2) resulted in only one additional topic: television. A more detailed, qualitative analysis of the collected dialogue corpus remains to be done, including an analysis of possible gender differences as to preferred topics of conversation.
The agent's social profile. The focus groups confirmed that the agent should be friendly, curious, eager to learn, and like school, which aligns well with previous findings. However, it was added that the agent should not be too polite, but express some 'attitude'. This is one example of how a particular user group can differ from general design guidelines, and again emphasizes the importance of involving target students in the design. The specific design decision of age and gender in relation to the target group, we assume, would have particular effect on students' tendencies to abuse the agent (e.g. a cartoon-like agent representing an 11-year-old boy for male students would seem a less likely target of abuse than the attractive, adult female agent used in a previous study addressing this issue [42] ). Naturally, there are more explicit means of setting students' expectations on the interaction, such as having the agent express that it is not interested in certain topics or has no knowledge about them.
Off-task engagement.
A proper analysis of engagement in on-task versus off-task conversation (and the subdivision into off-domain and on-domain topics) will need to await further development of the conversational module. As to regulating the time spent on off-task interactions, we plan to have the agent take the initiative to conversation at particular intervals during game-play, and state that "now, the break is over, we need to return to the game" if too much time is devoted to social chatting (e.g., more than 5 minutes at a time). Besides, the student may deny an offer to chat with the agent. To our knowledge, such a mixed-initiative approach to student-agent interactions is unusual, and its effects on engagement in a game setting have not been previously evaluated in the literature.
Overall Conclusions and Future Work
One important lesson from the EnALI framework as a whole is that equal attention should be kept to the learner and the agent, implying that it would be fruitless to work on the agent out of context or lacking knowledge about the intended students (e.g. 12-14-year-olds) and the way they communicate. This makes a complexity of challenges that must also be taken into account for anyone in search for "straight" solutions to resolving agent-student conflicts of the types we discuss here. That is why we actively involve students from the target group at an early stage of the design process, and do not draw any definite conclusions by relying solely upon the framework as to the design decisions we make. At present, there appears a notable gap between what the students think the agent should be like and what they actually perceive it is like. This has led us to plan at least two more iterations and prototypes, targeting more advanced dialogue strategies and manipulation of verbally expressed personality traits.
Our approach of iteratively and continuously refining the design, until an effective and engaging learning environment is reached, corresponds to the explicit objectives stated by the EnALI for extending the framework. Student input, through questionnaires and observations, continuously serves as a basis for design decisions taken by the researchers and developers. Actual learning effects of selected implementations will be assessed using a research design with matched school classes playing the math game during math class (i.e. "experimental groups") compared to classes not playing the game, but following the regular educational curriculum (i.e. "control groups"). Theoretically, we aim at refining the ways in which specific, goal-relevant cognitive processes are triggered by social interventions.
We close this paper by proposing three planned studies into the effects on learning, attitudes and engagement in relation to the concerns we have raised. These are:
1. The value of off-task conversation. Evaluating effects of using the off-task conversational module in the game, compared to game-play without it.
Differential effects of gender representations.
Evaluating differential effects for both sexes of students when using more or less pronounced masculine and feminine (including androgynous) agent looks. This will address the agent-student relation in terms of power (as reflected in dialogue) and the student's role as a teacher (as reflected in the agent's competence level).
Effects of types of conversational content.
Exploring the effects from manipulating linguistic styles (e.g. the length of utterances, lexical and syntactical choices) and introducing, versus not introducing, content such as anecdotes and small talk relating to mathematics.
