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Abstract—Erwin Chargaff in 1950 made an experimental
observation that the count of A is equal to the count of T and the
count of C is equal to the count of G in DNA. This observation
played a crucial rule in the discovery of the double stranded
helix structure by Watson and Crick. However, this symmetry
was also observed in single stranded DNA. This phenomenon
was termed as 2nd Chargaff Rule. This symmetry has been
verified experimentally in genomes of several different species
not only for mononucleotides but also for reverse complement
pairs of larger lengths upto a small error. While the symmetry in
double stranded DNA is related to base pairing, and replication
mechanisms, the symmetry in a single stranded DNA is still a
mystery in its function and source. In this work, we define a
sequence generation model based on reverse complement tandem
duplications. We show that this model generates sequences that
satisfy the 2nd Chargaff Rule even when the duplication lengths
are very small when compared to the length of sequences. We
also provide estimates on the number of generations that are
needed by this model to generate sequences that satisfy 2nd
Chargaff Rule. We provide theoretical bounds on the disruption
in symmetry for different values of duplication lengths under this
model. Moreover, we experimentally compare the disruption in
the symmetry incurred by our model with what is observed in
human genome data.
Keywords—reverse complement, inversion symmetry, balanced
and unbalanced sequences, duplications.
I. INTRODUCTION
Erwin Chargaff in 1950 made an experimental observation
that the count of A is equal to the count of T and the count of
C is equal to the count of G in DNA [4] [5]. This observation
played a crucial rule in realizing the base pair grouping in
DNA as discovered by Watson and Crick [6] in their double
helix structure.
A similar symmetry was observed when in a long enough
single DNA strand [18], the count of A is almost equal to the
count to the count of T and the count of C is almost equal to
the count of G. This symmetry was termed as 2nd Chargaff
rule. This rule was verified globally for all eukaryotic chro-
mosomes [15] as well as archael and bacterial chromosomes.
However it does not hold in mitochondria, plasmids, single
stranded DNA and RNA viruses.
Not only does the 2nd Chargaff rule hold for mononu-
cleotides, but it also holds for k-mers (substrings of length
k) upto length 7-8 for bacterial genomes and length 10 in
human genome. There have been several papers in the past
that have verified this symmetry for different values of k for
more than 700 different species [1] [2] [12] [16] [17]. Given a
genome of length n, the k-limit or the value of k upto which
the 2nd Chargaff rule holds was empirically observed to be
about 0.7 ln n [19]. For human genome, the k-limit value that
results from this approximation is 10. The 2nd Chargaff rule
is termed as inversion symmetry (IS) in [19].
However, not being derived from any compelling princi-
ple, the existence of 2nd Chargaff rule (henceforth inversion
symmetry (IS)) still remains a mystery. The presence of IS
makes it plausible that most of the species share common
dynamics of evolution. In [12] [19], the authors also showed
that this symmetry only holds for reverse complement pairs
and not for complement or any random pair of k-mers. [12]
also argued that IS may be due to whole genome or segmental
inverse duplications. Duplication based sequence generating
models have been analysed in the past from a combinatorial
[7] [9] [11] [13] [14] and probabilistic [8] [10] perspective.
However, none of these duplication models analysed reversed
complement tandem duplications. In this paper, we investigate
a mathematical model for sequence generation that is based
on reverse complement tandem duplications. We show that the
sequences generated by this model satisfy IS after sufficiently
many generations and find estimates for the number of gener-
ations required to achieve IS for different duplication lengths.
The reverse complement of a sequence s = s1s2 · · · sm
is given by s∗ = scmscm−1 · · · sc2sc1, where sci denotes the
complement of symbol si. DNA consists of 4 nucleotides or
symbols A,C,G and T, where Ac = T, Tc = A, Gc = C and
Cc = G.
Example 1. The reverse complement of s = GTCCAGGT is
given by s∗ = ACCTGGAC. 2
In our model, we start from a seed string v and iteratively
perform reverse complement tandem duplications at random
positions inside v. The following example illustrates reverse
complement tandem duplications:
Example 2. Consider a seed v = AGTTGGCA, an instance of
generating new strings by reverse complement tandem duplica-
tion process on v is
Generation 1 : v = AGTTGGCA→
v′ = AGTTGCAAGCA.
Generation 2 : v′ = AGTTGCAAGCA→
v′′ = AGCTTTGCAAGCA.
In generation 1, we choose a 3-length substring of v highlighted
in bold and replicate its reverse complement in tandem high-
lighted by an underline to give v′. In generation 2, we choose
a 2-length substring of v′ and replicate its reverse complement
to give v′′. In generation 1 and generation 2 the replication or
duplication length is 3 and 2 respectively. 2
In this paper, we show that the reverse complement tandem
duplication string system, described above in Example 2,
generates strings that satisfy the 2nd Chargaff Rule or Inversion
symmetry (IS) after a certain number of generations. The num-
ber of generations that are needed to attain inversion symmetry
are dependent on the length of substrings that are replicated in
reverse complement manner. For example, a single generation
with a reverse complement tandem duplication of the entire
seed is enough to satisfy the 2nd Chargaff rule (see Lemma 4).
A quantity RkX to measure IS is defined in [3], which is based
on averaging the absolute difference between the frequency
of a k-mer and its reverse complement, and has been used
extensively in the literature in the past to experimentally verify
the 2nd Chargaff rule for different genomes. In Figure 6, we
show that the value of RkX computed on sequences generated
by our reverse complement tandem duplication model for a
suitable choice of duplication length is in consistence with
the value observed in ChrX, Chr14, Chr17, Chr21 in human
genome.
In section II, we provide insights as to why IS arises
as a result of reverse complement tandem duplications. In
section III, we formally describe our model and explain the
boundary/edge effects that arise in the reverse complement
tandem duplication model. We further derive upper bounds
on IS disruption that is caused by the boundary effects. In
section IV, we analyse our model and calculate the number of
generations needed to create IS for some choices of duplication
lengths. In section V, we show consistence in the RkX values
for the sequences obtained by our model to those that are
observed in different chromosomes in human genome for k-
mer lengths ≤ 10. In section VI we conclude the paper,
providing directions for future work.
II. MOTIVATION FOR THE MODEL
For any sequence Y, appending its reverse complement Y∗
to itself can easily be shown to attain IS for all k-mers upto
length 2|YY∗| (see Lemma 4).
Definition 3 The complement of a ∈ {A,C,G, T} is denoted
by ac, where Ac = T,Gc = C,Cc = G, Tc = A. The reverse
complement of Z ∈ {A,C,G, T}m is denoted by Z∗, i.e., if
Z = Z1Z2 · · · Zm, then
Z∗ = ZcmZcm−1 · · · Zc2Zc1.
Let u be any k-mer in Z. Let NZ(u) be the number of occur-
rences of u in Z, and note that
NZ(u) = NZ∗(u∗). (1)
In the following lemma, let Z , YY∗ for some Y ∈
{A,C,G, T}n.
Lemma 4 For any k-mer u with |u| ≤ 2n in Z, NZ(u) =
NZ(u∗).
Proof: For any k-mer u in Z,
NZ(u) = NY(u) + NY∗(u) + B(u),
NZ(u∗) = NY(u∗) + NY∗(u∗) + B(u∗),
B(u) and B(u∗) denote the number of times u and u∗ occur
at the boundary of Y and Y∗ in Z, respectively. Note that from
Eq. (1), NY(u) = NY∗(u∗) and NY∗(u) = NY(u∗), therefore
in order to show NZ(u) = NZ(u∗), we need to show
B(u) = B(u∗). (2)
In order to show (2), we show for every occurrence of u on
the boundary, there also exists an occurrence of u∗. Let
u = Ymax{n−l+1,1} · · ·YnYnc · · ·Ycmax{1,n−m+1}
where l > 0, m > 0 and min{l, n}+min{m, n} = k, then
u∗ = Ymax{1,n−m+1} · · ·YnYnc · · ·Ycmax{1,n−l+1}.
It is easy to check that inversion symmetry is not guaranteed
in the same way as described in Lemma 4, if Z = YYc or
Z = YY.
Lemma 4 readily implies that the special case of a reverse
complement tandem duplication of length n induces IS within
1 generation. Hence, this hints that IS, which is prevalent
in many genomes, might be the result of such duplications.
Since a reverse complement tandem duplication of length n is
unlikely, a natural question to study in this regard is how short
can reverse complement tandem duplications be in order to
attain IS within a reasonable number of generations. Various
aspects of this question are studied in the remainder of this
paper.
III. BOUNDARY EFFECT
For a sequence X and an integer k, the quantity
RkX =
1
2 ∑s∈{A,C,G,T}k |NX(s)− NX(s∗)|
|X| − k+ 1 (3)
was defined in [3] as a means to estimate IS in X. It was also
shown in [3] that RkX is monotone w.r.t k, i.e. R
k
X ≤ Rk+1X .
Now consider our reverse complement tandem duplication
model. Let v = xyz, where |y| = d and |x|, |z| ≥ 0.
Replicating y in a reversed complement tandem fashion re-
sults in vnew = xyy∗z. Let y = y1y2 · · · yd, and u =
ylyl+1 · · · yl+k−1 be a k- length substring of y. In Lemma
4, we found that for every u in yy∗, Nyy∗(u) = Nyy∗(u∗). In
addition to that, due to the presence of z in v and vnew, we
observe the following boundary effects:
1) Boundary Effect 1: Any k-mer that appears on the
boundary of y and z in v can get lost in the creation
of vnew, i.e., k-mers of the form yd−i+1 · · · zj, where
i + j = k and i, j ≥ 1 may not exist in vnew. For
example,
Example 5 . Let v = AGACA with y = GA and
z = CA, vnew = AGATCCA, the 2-mer AC exists
at the boundary of y and z in v but is lost in vnew. 2
2) Boundary Effect 2: At the boundary of y∗ and z in
vnew, new k-mers are created which may not occur
in v and are also not locally balanced in yy∗, i.e. k-
mers of the form yci y
c
i−1 · · · z1 · · · zj, where i+ j =
k, and i, j ≥ 1. For instance in Example 5, CC is
a new 2-mer that is created at the boundary of y∗
and z in vnew. Note that TC and AT are the other
newly created 2-mers in vnew but they lie entirely in
yy∗ = GATC. They are locally balanced in yy∗ by
their reverse complements GA and AT respectively.
Definition 6 We define a recursive process of generating strings
by reverse complement tandem duplication as follows:
• Seed: v0 = x0y0z0
• Replication operation (TRc) : TRc(vi) = vi+1 =
xiyiy∗i zi, |xi|, |zi| ≥ 0 and |yi| = di, di > 0, ∀i ≥ 0.
• T mRc (vj) = T m−1Rc (vj+1) ∀m > 0 and T 0Rc(vj) = vj.
Note that yi is chosen uniformly at random, and let X =
T gRc(v0), where g is the number of generations that we wish
to study. Let X = T gRc(v0).
In order to do a cleaner analysis of RkX for X generated by
reverse complement tandem duplication system TRc above, we
wish to upper bound the Boundary effect 1 and Boundary effect
2. We do so by computing ∆(k,g), which measures the worst
case impact of Boundary effect 1 and Boundary effect 2 on
RkX after g generations.
In each operation TRc , we lose k − 1 k-mers due to
Boundary Effect 1 and gain k − 1 k-mers due to Boundary
Effect 2. Therefore, in each generation the numerator of RkX
has a worst case change of 2(k− 1). Hence, after g operations
the worst case effect on numerator of RkX due to boundary
effects is 2(k− 1)g. Also note that |X| = |v0|+∑g−1i=0 di, and
hence ∆(k,g) is given by
∆(k,g) =
2(k− 1)g
|v0|+∑g−1i=0 di − k+ 1
. (4)
Therefore after g generations, RkX is given by |RkX − QkX | ≤
∆(k,g), where QkX is the approximation of R
k
X by ignoring the
boundary effects 1 and 2 after g generations.
It is notable here that in TRc (Definition 6), if any string yi
of length di is duplicated to create yiy∗i , then by Lemma 4, it
balances the occurence of any k-mer for all k ≤ 2di in yiy∗i . If
every symbol in v0 is chosen at some stage in the generation
process as a substring of yi, then once all the symbols in v0
have been chosen, QkX will be 0 for all k ≤ 2min {di}gi=1.
In the next section, we find for a given e > 0, number of
generations g that are needed to obtain QkX ≤ e for different
choices of duplication lengths; and consequently, the number
of generations g which is required to obtain RkX ≤ ∆(k,g) +
e for a given k. Intuitively one can expect lesser number of
generations for a higher value of duplication length. We define
these ideas more formally in the following section.
IV. RESULTS AND DISCUSSIONS
A. Balanced and Unbalanced Segments
Definition 7 Consider the string replication system TRc given
in Definition 6. A symbol a ∈ vi is called balanced if it
belonged to some yj or y∗j for j < i, and otherwise it is
unbalanced.
Note that all symbols in Z = YY∗ given in Lemma 4 are
balanced.
Definition 8 Let u be a substring of vi. Let a and b be the
symbols preceeding and succeeding u in vi respectively. u is
called a balanced segment of vi if all the symbols in u are
balanced and a, b are unbalanced.
Let u be a substring of vi. Let a and b be the symbols
preceeding and succeeding u in vi respectively. u is called an
unbalanced segment of vi if all the symbols in u are unbalanced
and a, b are balanced.
Note that in the case where u is a prefix or suffix of vi,
we ignore symbol a and b in Definition 8 accordingly.
Note that all the symbols in v0 are unbalanced, hence v0 is
an unbalanced segment. We will now investigate the generation
of balanced segments in vi for i ≥ 1 for the string replication
system TRc described in Definition 6.
B. Generation of Balanced segments
In every operation TRc(vi) for i ≥ 0, either a new bal-
anced segment is added or some previously existing balanced
segment(s) is modified. The operation TRc(vi) uniformly and
randomly chooses a substring yi of length di in vi and repli-
cates it to give vi+1 = xiyiy∗i zi. The addition and modification
of balanced segments is described below.
𝑎1𝑛𝑖  𝜇1𝑛𝑖   𝑎2𝑛𝑖  𝜇2𝑛𝑖  𝑎3𝑛𝑖   𝜇3𝑛𝑖    …     𝑎q𝑛𝑖   𝜇q𝑛𝑖  𝑎q+1𝑛𝑖
… 
𝑣𝑖
Fig. 1. Red and green segments represent unbalanced and balanced segments
in vi respectively. Each ajni(1 ≤ j ≤ qi+ 1) represents a unbalanced segment.
Each µjni(1 ≤ j ≤ qi) represents a balanced segment. Note qi ≤ i.
1) Addition: If all the symbols in yi are unbalanced and
the symbols before and after yi are both unbalanced
in vi, then yiy∗i is added as a new balanced segment
in vi+1, thereby increasing the number of balanced
segments in vi+1 by 1.
2) Modification: If some of the symbols in yi are bal-
anced or yi is preceeded/succeeded by a balanced
symbol in vi, then yiy∗i modifies previously created
balanced segment(s), thereby not increasing the count
of balanced segments in vi+1.
Addition and modification operations are described in Figure
2 and Figure 3 respectively. It is clear from the description of
addition and modification above, that vi has at most i balanced
segments.
Figure 1 shows balanced (green) and unbalanced (red)
segments in vi. Here µj and aj represent the fraction of
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Fig. 2. Addition Operation: All the symbols of yi are unbalanced in vi and
the symbol before and after yi are also unbalanced in vi . yiy∗i is added as a
new balanced segment in vi+1. Note that the count of balanced segments is
1 more than the count of balanced segments in vi .
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Fig. 3. Modification Operation: Some symbols of yi are balanced in vi . Hence
yiy∗i in vi+1 is a modification of the previously created balanced segments in
vi . Note that the count of balanced segments in vi+1 has not increased from
vi . Infact in this particular instance, it has decreased.
vi covered by the j-th balanced and unbalanced segments
respectively. Therefore,
ni =
qi
∑
j=1
µjni +
qi+1
∑
j=1
ajni. (5)
Let Ni denote the total length of balanced segments in vi, i.e.
Ni = ∑
qi
j=1 µjni. We also note that
ni − Ni =
qi+1
∑
j=1
ajni. (6)
Let Xi and Yi denote the total length of unbalanced and
balanced segments in yi, respectively, and note that Ni, Xi
and Yi are random variables that satisfy
Xi +Yi = |yi| = di
Ni+1 = Ni + 2Xi +Yi
= Ni + Xi + di.
In turn, this readily implies that
E[Ni+1|Ni, a1, a2, · · · , aqi+1] =
Ni + di + E[Xi|Ni, a1, a2, · · · aqi+1]. (7)
We compute E[Xi|Ni, a1, a2, · · · aqi+1] for di = d for all i and
some d > 0.
Lemma 9 Let di = d. Then ∀ i ≥ 0, the length of each
balanced segment in vi is at least 2d.
Proof: Observe that for any i, any newly added balanced
segment in vi, i.e., one that was generated by the most recent
application of TRc , is of length at least 2d.
We derive E[Xi|Ni, a1, a2, · · · aqi+1] by using
E[Xi|Ni, a1, a2, · · · aqi+1] =
Σdl=1P(Xi ≥ l|Ni, a1, a2, · · · aqi+1). (8)
Lemma 10 For di = d ∀i, yi can overlap with at most 2
balanced segments in vi.
Proof: From Lemma 9, the length of each balanced
segment in vi is at least 2d. We have the following 4 cases:
• Case 1: yi does not overlap with any balanced segment
in vi.
• Case 2: either some prefix of yi overlaps with a suffix
of a balanced segment j for some j in vi or some suffix
of yi overlaps with a prefix of a balanced segment j
for some j in vi but not both.
• Case 3: yi is a substring of some balanced segment j.
• Case 4: some prefix of yi overlaps with a suffix of
a balanced segment j and some suffix of yi overlaps
with a prefix of next balanced segment after j in vi
for some j.
In case 2 and 3 above, yi overlaps with 1 balanced segment
and in case 4 yi overlaps with 2 balanced segments.
We derive E[Xi|Ni, a1, a2, · · · aqi+1] by using
E[Xi|Ni, a1, a2, · · · aqi+1] =
Σdl=1P(Xi ≥ l|Ni, a1, a2, · · · aqi+1). (9)
Using Lemma 10,
P(Xi ≥ l|Ni, a1, a2, · · · , aqi+1) =
qi
∑
j=2
I(ajni ≥ l)
ajni + d− 2l + 1
ni − d+ 1 + I(a1ni ≥ l)
a1ni − l + 1
ni − d+ 1
+ I(aqi+1ni ≥ l)
aqi+1ni − l + 1
ni − d+ 1 (10)
I(.) represents the indicator function.
Solving (9) and (10) and using (6) gives
E[Xi|Ni, a1, a2, · · · , aqi+1] =
(ni − Ni − a1ni − aqi+1ni)d
ni − d+ 1 +
min (a1ni ,d)
∑
l=1
a1ni − l + 1
ni − d+ 1 +
min (aqi+1ni ,d)
∑
l=1
aqi+1ni − l + 1
ni − d+ 1 .
To do numerical simulations for the recursive Eq.
(7), we can omit a1 and aqi+1 by approximating
E[Xi|Ni, a1, a2, · · · , aqi+1]. We do this by stitching the
end of vi with its start, thereby making vi circular. Let X′i
denote the number of unbalanced symbols chosen in this
circular version of vi. In turn, P(X′i ≥ l|Ni, a1, a2, · · · , aqi+1)
is given by
P(X′i ≥ l|Ni, a1, a2, · · · , aqi+1) =
qi
∑
j=2
I(ajni ≥ l)
ajni + d− 2l + 1
ni
+
I((a1 + aqi+1)ni ≥ l)
(a1 + aqi+1)ni + d− 2l + 1
ni
(11)
Solving (9) and (11) and using (6) gives
E[X′i |Ni, a1, a2, · · · , aqi+1] =
(ni − Ni)d
ni
= E[X′i |Ni]
We can now use E[X′i |Ni, a1, a2, · · · , aqi+1] as an approxima-
tion for E[Xi|Ni, a1, a2, · · · , aqi+1]. Using (7) we get,
E[Ni+1|Ni] ≈ Ni + d+ (ni − Ni)dni . (12)
Figure 4 is obtained by using E[Ni|Ni−1] as approximation for
Ni and N0 = 0 in Eq. (12). It shows the number of generations
g needed such that Ngng = 1− e for e = 0.00005, |v0| = 10000
for different values of d.
When di = d ∀i, ∆(k,g) using Eq. (4) is given by
∆(k,g) =
2(k− 1)g
|v|+ gd− k+ 1
We also see that
lim
g→∞∆(k,g) =
2(k− 1)
d
. (13)
Further since ∆(k,g) is an increasing function in g for
|v| > k− 1, we have for a given k and d that ∆(k,g) ≤ 2(k−1)d ,
when |v| > k − 1. Figure 5 shows the variation of ∆(10,g)
with g for different values of d at |v| = 10000. We see from
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Fig. 5. Variation of ∆(10,g) vs g for d = 50, 100, 150, 200, 250, 300, 350, 400,
450, 500. and |v| = 10000. We can see that a larger value of d diminishes
the boundary effects.
Figure 5 that ∆(10,g) ≈ 0.09 for d = 200 for g > 1000
generations. Therefore |R10X − Q10X | ≤ 0.09 for d = 200 after
1000 generations. Further, from Figure 4 we observe that
after about 7000 generations at least (1− 0.00005) fraction
of the sequence is balanced, which implies Q10X ≤ 0.00005,
and hence R10X ≤ 0.09005 for d = 200 after 7000 generations
using the reverse complement tandem duplication model.
Similar bounds on R10X can be derived for other values of d
using Figures 2 and 3. Note that the choice of e = 0.00005
for generating the plot in Figure 4 is arbitrary here and similar
plots can be obtained for other values of e by using (12).
Moreover, similar bounds can be obtained for other values of
k by calculating ∆(k,g).
C. Unbalanced Shorter Sequences
Inversion symmetry however is not observed in the shorter
segments of the genome [19]. For example, if a segment
of length 5000 is selected from our genome, it will not
possess inversion symmetry upto k = 10. Our generative
model based on reverse complement tandem duplication is
also in consensus with this experimental observation. More
precisely, as more and more duplication happens, the k-mers
that became balanced in the creation of yy∗ will pull apart
in future generations if duplication happens somewhere inside
yy∗. This distance between a k-mer and its reverse complement
arises due to extra duplications that happen in the segments
that lie in between them. As a result, the whole sequence re-
mains balanced however the shorter segments inside it become
unbalanced. This is illustrated using the following example:
Example 11. Consider
v = GTCCGAGCACTGAAGTCA.
Let y denote the underlined substring of v. u is obtained by
duplicating y in v in reversed complement tandem. Therefore
u = GTCCGAGCACTGATCAGTGCTAGTCA.
y∗ is denoted by the bold portion in u. Let us now focus on
the 2-mer CA and its reverse complement TG in y and y∗
respectively. We note that |y| = 8. Below we highlight this
2-mer and its reverse complement in yy∗ in u.
u = GTCCGAGCACTGATCAGTGCTAGTCA.
Now if we further duplicate the underlined portion in
u = GTCCGAGCACTGATCAGTGCTAGTCA
to get
u′ = GTCCGAGCACTGATCAGCTGATCAGTGCTAGTCA
We observe that in u CA and TG were apart by 8 symbols in u
and by 16 symbols in u′. More such duplications in between CA
and TG in the future generations will pull them further apart.
Note that the duplication length chosen here cannot be more
than 8 as the distance between CA and TG is 8. 2
We analyze the phenomenon explained in Example 11 above
by defining ∆0 as the initial distance between a k-mer and
its reverse complement when they are created, and ∆i as their
distance after i generations. The expected behavior of ∆i can
be modeled by the equation below:
E[∆i+1|∆i] = ∆i(1+ dni − d+ 1 ). (14)
For ni  d, E[∆i+1|∆i] ≈ ∆i(1+ dni ). Note ni+1 = ni + d.
Therefore by approximating ∆i with E[∆i|∆i−1], we have
E[∆m|∆0] ≈ ∆0(1+ mdn0 ). (15)
Note here d ≤ ∆0 ≤ 2d− k− 1.
Example 12. For k = 10, n0 = 10000 and d = 200. Using
(15) above, we have E[∆m|∆0] ≈ ∆0(1+ 0.02m). Now using
200 ≤ ∆0 ≤ 389, we have 200+ 4m ≤ E[∆m|∆0] ≤ 389+
7.78m. We see that 200+ 4m = 5000, for m = 1200, which
implies that after 1200 generations E[∆1200|∆0] ≥ 5000. In
Figure 4, we see that for d = 200, Ngng ≥ 0.99995 only after
about 7000 generations which implies that the balanced k-mers
would have been pulled further apart and will not be localized
in smaller blocks of length 5000 inside the sequence. 2
V. EXPERIMENTAL FINDINGS
In Figure 6, we compare the experimentally observed value
of RkX for different sequences X and 1 ≤ k ≤ 10. The
sequences chosen are chromosomes X, 14, 17, 21 (shown by
solid lines) in the human genome (Hg38), sequences generated
by tandem reverse complement duplication system discussed
in the paper for d = 20, 50, 200, 500 (shown by dashed lines).
We observe that tandem at d = 200 is well in consistence
with ChrX and Chr14. We also observe that d = 50 tandem
is in consistence with Chr17 and Chr21 for k = 9, 10. We
have further added 2 more plots (shown by dotted lines) that
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Fig. 6. Comparison of RkX value calculated experimentally in chromsomes
X, 14, 17 and 21 (solid lines) with those obtained by reverse complement
tandem (dashed lines) and interspersed (dotted lines) duplications for different
duplication lengths d.
model reverse complement duplications done in an interspersed
manner. In interspersed duplication, unlike tandem the chosen
substring is replicated at any location and not necessarily next
to the original string. An example illustrating interspersed
duplication is given below
Example 13. Consider a seed v = AGTTGGCA, an instance
of generating new strings by reverse complement interspersed
duplication process on v is
Generation 1 : v = AGTTGGCA→
v′ = AGTTGGCCAAA.
Generation 2 : v′ = AGTTGGCCAAA→
v′′ = AGTTGCTGCCAAA.
In generation 1, we choose a 3-length substring of v highlighted
in bold and replicate its reverse complement in an interspersed
manner highlighted by an underline to give v′. In generation 2,
we choose a 2-length substring of v′ and replicate its reverse
complement to give v′′. In generation 1 and generation 2 the
replication or duplication length is 3 and 2 respectively. 2
In the plot in Figure 6, we have included two plots where
the sequences are generated by interspersed duplication and
the duplication length is 50 and 500. The site where the
reverse complement duplicate is placed is chosen uniformly
and randomly in the interspersed model. We see that at d = 500,
interspersed duplication is in consistence with values observed
in ChrX and Chr14 for k ≤ 7.
These plots suggest that reverse complement duplications
can potentially be playing a key role in the evolution of
genome. We believe that the inconsistencies with chromosome
data that are seen for some k′s can be attributed to point
mutations which was not taken into account.
VI. CONCLUSION
We showed that the reverse complement tandem duplica-
tion model generates sequences satisfying 2nd Chargaff Rule.
Moreover, even when the length of duplication is chosen to
be a constant d which is very small as compared to the
sequence length, this symmetry can be obtained using our
model. Further, we provided estimates on the number of
generations needed to create this symmetry given a choice of
duplication length(s). In our analysis, we found an upper bound
given in (4) on the disruption caused by boundary effects.
We see that the error due to boundary effect given in Eq. 13
for d = 50 and k = 10 is 0.36. However, we note from Figure
6, the R10X value obtained experimentally when we generate
sequences from our model for d = 50 is 0.11. This means
that the theoretical bound on RkX given by R
k
X ≤ QkX + ∆(k,g)
obtained in this paper is loose for lower values of duplication
length d (d < 150). For such lower values of d, a finer
boundary effect analysis is needed and is deferred to future
work. Another interesting question is how does the value of
d affect the probability distribution of k-mers observed using
this model of sequence generation and comparing it with the
k-mer distribution observed in real DNA.
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