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Abstract
We describe the multi-GPU gradient boosting algorithm implemented in the XGBoost
library1. Our algorithm allows fast, scalable training on multi-GPU systems with all of the
features of the XGBoost library. We employ data compression techniques to minimise the
usage of scarce GPU memory while still allowing highly efficient implementation. Using our
algorithm we show that it is possible to process 115 million training instances in under three
minutes on a publicly available cloud computing instance. The algorithm is implemented
using end-to-end GPU parallelism, with prediction, gradient calculation, feature quantisation,
decision tree construction and evaluation phases all computed on device.
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1 Introduction
Gradient boosting is an algorithmic approach providing state-of-the-art performance on super-
vised learning tasks such as classification, regression and ranking. XGBoost is an implementation
of a generalised gradient boosting algorithm that has become a tool of choice in machine learn-
ing applications. This is due to its excellent predictive performance, highly optimised multicore
and distributed machine implementation, and the ability to handle sparse data. We describe ex-
tensions to this library enabling multi-GPU-based execution, significantly reducing the runtime
of large-scale problems. These extensions are advances on the original GPU accelerated gradient
boosting algorithm in [11]. This new work presents a significantly faster and more memory efficient
decision tree algorithm based on feature quantiles, as well as parallel algorithms for other parts
of the gradient boosting algorithm. We implement decision tree construction, quantile generation,
prediction, and gradient calculation algorithms all on the GPU to accelerate the gradient boosting
pipeline from end to end. This allows the XGBoost library to utilise the significantly enhanced
memory bandwidth and massive parallelism of GPU-enabled systems.
Our GPU-accelerated gradient boosting extensions are available through the standard XGBoost
API when compiled with GPU support. Hence, they may be used from C++, Python, R, and
Java and support all of the standard XGBoost learning tasks such as regression, classification,
multiclass classification, and ranking. Both Windows and Linux platforms are supported. Like the
original XGBoost algorithm, our implementation fully supports sparse input data.
2 Description
Supervised gradient boosting takes a labelled training dataset as input and iteratively defines a
series of trees that progressively refine accuracy with respect to an objective function. Figure 1
shows this process at a high level. We implement all of these significant operations on one or
multiple GPUs, described in the following sections.
1https://github.com/dmlc/xgboost
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Figure 1: Gradient Boosting Pipeline
2.1 Feature Quantile Generation
The implementation described in this paper works on a quantile representation of the input feature
space, as described in [10, 8]. Working with features in quantised form reduces the tree construction
problem largely to one gradient summation into histograms, speeding up execution time consider-
ably. Quantising the input matrix is a preprocessing step that involves considerable computation,
and so we map it to the GPU.
2.2 Data Compression
We apply a compression step to the quantised matrix to take advantage of the reduced cardi-
nality of the feature space. Matrix values are compressed down to log2(max_value) bits, where
max_value is the maximum integer value of any quantised matrix element. Values are packed and
unpacked at runtime using bitwise operations. Performing this operation at runtime is more flexible
than precompiling many versions of the program. The small number of bitwise operations com-
puted on the GPU incur no visible performance penalty. This compression step typically reduces
GPU memory consumption by four times or more over the standard floating point representation,
allowing training on significantly larger datasets.
2.3 Decision Tree Construction
We apply the multi-GPU decision tree construction algorithm shown in Algorithm 1. Each GPU
processes a subset of training instances and is responsible for partitioning these instances into leaf
nodes and calculating partial gradient histograms. The partial histograms are merged using an
AllReduce operation provided by the NCCL library [12]. The split gain may then be calculated for
each feature and each quantile by performing a scan over the gradient histogram. This is achieved
on the GPU with a parallel prefix sum operation [7]. The tree growth strategy in this algorithm
is reconfigurable to prioritise expanding nodes with a higher reduction in the objective function or
nodes closer to the root.
2.4 Prediction
The gradient boosting algorithm typically requires making predictions on the training set as an
input to gradient calculation at each boosting iteration, as well as predictions on a test or validation
to evaluate progress. We map this computation to the device by assigning each GPU thread one
training instance and then iterating through each tree sequentially. This operation is a relatively
poor fit for the GPU architecture as traversing a tree requires the evaluation of many branch
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Algorithm 1 Decision Tree Construction
Input:
X1, X2...Xp ∈ X: training examples partitioned onto p GPUs
~g1, ~g2... ~gp ∈ ~g: gradients for training examples partitioned onto p GPUs
Output: tree: set of output nodes
tree ← {}
expand_queue ← InitRoot()
while expand_queue is not empty do
expand_entry ← expand_queue.pop()
tree.insert(expand_entry)
. Process a subset of training instances on each GPU
for i in 0..p do
. Sort training instances into leaf nodes based on previous split
RepartitionInstances(expand_entry, Xi)
. Build partial gradient histograms
BuildPartialHistograms(expand_entry, Xi, ~gi)
end for
. Combine histograms across all GPUs
AllReduceHistograms(expand_entry)
. Find the optimal split for both the left and right children
left_expand_entry ← EvaluateSplit(expand_entry.left_histogram)
right_expand_entry ← EvaluateSplit(expand_entry.right_histogram)
expand_queue.push(left_expand_entry)
expand_queue.push(right_expand_entry)
end while
statements. However, we are still able to significantly outperform the CPU implementation, due to
much higher memory bandwidth, increased parallelism, and the fact that CPU architectures also
deal poorly with large numbers of unpredictable branch statements.
2.5 Gradient Evaluation
In XGBoost, at each boosting iteration, the first and second order gradient with respect to the
objective function must be calculated for each training instance. Equations 1 and 2 show the
calculation of the gradient and hessian values for logistic loss on training instance i with label yi and
predicted margin yˆi. This computation is trivially mapped to the GPU with one training instance
per working thread and results in significant performance improvement compared to a CPU-based
implementation due to the larger FLOPS and memory bandwidth of the GPU architecture.
gi = sigmoid(yˆi)− yi (1)
hi = sigmoid(yˆi)(1− sigmoid(yˆi)) (2)
We support on device gradient calculation for logistic and linear regression objectives. Other
objectives such as multiclass and ranking are supported but will be calculated on the CPU. GPU
versions of these objectives are a work in progress.
3 Evaluation
We evaluate our implementation against its two primary competitors LightGBM [9, 14] and
CatBoost[6]. Both implement multi-core CPU and GPU training. The evaluation is performed on
a cloud instance with 8 Tesla V100 GPUs and 64 CPU cores2. We benchmark on the 6 publicly
available data sets shown in Table 1 using 500 boosting iterations. Training time and accuracy
are reported in Table 2. See our benchmarking repository3 for minimal instructions to reproduce
these benchmarks as well as full details on hyperparameters and preprocessing steps.
2https://aws.amazon.com/ec2/instance-types/p3/
3https://github.com/RAMitchell/GBM-Benchmarks
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Figure 2: XGBoost run-time on Airline dataset: 1-8 V100 GPUs
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Table 1: Datasets
Name Rows Columns Task
YearPredictionMSD[4] 515K 90 Regression
Synthetic[13] 10M 100 Regression
higgs[3] 11M 28 Classification
Cover Type[5] 581K 54 Multiclass classification
bosch[2] 1M 968 Classification
airline[1] 115M 13 Classification
Table 2: Evaluation
YearPrediction Synthetic Higgs Cover Type Bosch Airline
Time(s) RMSE Time(s) RMSE Time(s) Accuracy Time(s) Accuracy Time(s) Accuracy Time(s) Accuracy
xgb-cpu-hist 216.71 8.8794 580.72 13.6105 509.29 74.74 3532.26 89.20 810.36 99.45 1948.26 74.94
xgb-gpu-hist 30.39 8.8799 43.14 13.4606 38.41 74.75 107.70 89.34 27.97 99.44 110.29 74.95
lightgbm-cpu 30.82 8.8777 463.79 13.5850 330.25 74.74 186.27 89.28 162.29 99.44 916.04 75.05
lightgbm-gpu 25.39 8.8777 576.67 13.5850 725.91 74.70 383.03 89.26 409.93 99.44 614.74 74.99
cat-cpu 39.93 8.9933 426.31 9.3870 393.21 74.06 306.17 85.14 255.72 99.44 2949.04 72.66
cat-gpu 10.15 9.0637 36.66 9.3805 30.37 74.08 N/A N/A N/A N/A 303.36 72.77
Some results are missing for "cat-gpu" as it does not support multiclass objectives and an error
was encountered on the Bosch dataset.
Our algorithm ("xgb-gpu-hist") is the fastest on 3/6 datasets and the most accurate on 2/6
datasets. In the case of the largest dataset with 115M rows our algorithm is almost 3x faster than
its nearest competitor. Its runtime never exceeds two minutes on any dataset. Figure 2 shows
runtime with additional GPUs on the airline dataset. After compression and distributing training
rows between 8 GPUs, we only require 600MB per GPU to store the entire matrix.
4 Conclusion
Evaluation shows our gradient boosting implementation is highly effective at processing large
datasets. The XGBoost GPU algorithm shows high accuracy and low runtime on a wide range of
datasets and learning tasks.
Future work includes extending our implementation to run on distributed machines and handle
extremely large files exceeding the capacity of system memory, targeting datasets up to 1TB in
size. Using the XGBoost framework, GPU-accelerated algorithms are also being developed for
large-scale regularised linear modelling problems.
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