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RÉSUMÉ
Dans les turbomachines, le bruit du volume tournant est considéré comme une source
majeure d’inconfort. La connaissance et l’identiﬁcation des sources de bruit du rotor sont
primordiales pour la conception d’une machine silencieuse et énergétiquement plus eﬃcace.
Ce document examine la capacité à la fois de la décomposition orthogonale aux valeurs
(POD) et la décomposition aux valeurs singulières (SVD) à identiﬁer les zones sur la surface
d’une source (pale de ventilateur) ﬁxe ou en mouvement subsonique qui contribuent le
plus à la puissance acoustique rayonnée. La méthode de calcul de la dynamique des ﬂuides
(CFD) du code source OpenFoam est utilisée comme une première étape pour évaluer le
champ de pression à la surface de la pale en mouvement subsonique. Les ﬂuctuations de ce
champ de pression permettent d’estimer à la fois le bruit de charge et la puissance sonore
qui est rayonnée par la pale basée sur l’analogie acoustique de Ffowcs Williams et Hawkings
(FW&H). Dans une deuxième étape, le bruit de charge estimé est également utilisé tant
pour les approches POD et SVD. On remarque que la puissance sonore reconstruite par
les deux dernières approches en se fondant uniquement sur les modes acoustiques les plus
importants est similaire à celle prédite par l’analogie de FW&H. De plus, les modes les plus
rayonnants estimés par la méthode SVD sont projetés sur la surface de la pale, mettant
ainsi en évidence leurs emplacements. Il est alors prévu que cette identiﬁcation soit utilisée
comme guide pour l’ingénieur dans la conception d’une roue moins bruyante.
Mots-clés : Simulation aux Grande Échelles, Optimisation, Aéroacoustique, Régime Sub-
sonique, Analogie acoustique, Décomposition Orthogonale aux Valeurs Propres, Dé-
composition Singulière aux valeurs propres
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CHAPITRE 1
INTRODUCTION
1.1 Mise en contexte
L’aéroacoustique est une section de l’acoustique qui étudie le bruit généré par un écou-
lement en interaction ou non avec un obstacle solide (aube, pales de rotor d’hélicoptère,
roue de compresseur ou de turbine ou de ventilateur, cavité ...). Cette discipline est à la
frontière entre la mécanique des ﬂuides et l’acoustique. Elle est née en 1952 lorsque le
physicien Michael James Lighthill [101] élabora la première théorie associée au bruit du
jet des engins aéronautiques. Les progrès scientiﬁques réalisés ces dernières décennies dans
les domaines numériques et expérimentaux permettent à l’aéroacoustique de s’étendre à
tous les domaines de transport terrestre (les voitures, les habitacles de train ...) et de
ventilation-climatisation. De plus, un nombre croissant de consommateurs deviennent de
plus en plus exigeants sur le bruit des ventilateurs qu’ils considèrent comme une source
majeure d’inconfort. Dans une seule habitation, le bruit de ventilation peut provenir de
plusieurs systèmes :
- les systèmes d’extraction d’air des salles d’eau ;
- les systèmes de chauﬀage tels que les climatisations réversibles ;
- les échangeurs d’air qui renouvellent la qualité de l’air ;
- les hottes de cuisine qui évacuent les particules huileuses et les odeurs issues de la
cuisson.
Certains n’hésitent pas à arrêter leurs systèmes de ventilation, quitte à dégrader de manière
notable la qualité de l’air à l’intérieur de leur résidence. Les codes du bâtiment en Amérique
du Nord réagissent à cet état de fait, en exigeant des unités de ventilation de plus en
plus silencieuses. Un programme indépendant de certiﬁcation du bruit de système de
ventilation résidentiel est actuellement en place (www.hvi.org). Les produits doivent donc
se conformer à cette demande des consommateurs qui exigent des produits de plus en plus
silencieux et énergétiquement plus eﬃcaces. De ce fait, leur niveau acoustique devient
un critère de qualité et de sélection dans l’industrie. Dans la plupart des systèmes de
ventilation mentionnés ci-dessus, les ventilateurs centrifuges sont utilisés pour des raisons
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de débit, de pertes de charge et d’encombrement. Le bruit généré dans ces ventilateurs est
principalement un bruit aérodynamique résultant de l’interaction entre l’air et les parties
ﬁxes d’une part (entrée, sortie et volute) et tournantes d’autre part (roue à aubes) du
ventilateur (Figure 1.1) [68]. Deux types de bruit aérodynamique sont en général rayonnés :
Figure 1.1 Ventilateur centrifuge
le bruit tonal (bruit de raie) et le bruit large bande. Le bruit large bande (le bruit avec
un spectre large bande) provient :
- des turbulences de l’écoulement de l’air. Ce bruit est généré par l’ingestion d’une
turbulence atmosphérique impactant les aubes du rotor. La variation soudaine du
champ turbulent due à la présence des aubes est à l’origine du bruit (Figure 1.2).
Ainsi, des ﬂuctuations de portance sur les aubes sont induites. Cette source rayonne
comme une distribution de dipôles repartis sur la surface des aubes. On parle souvent
de bruit de bord d’attaque, les ﬂuctuations de charge au niveau du bord d’attaque
étant dominantes (d’autant plus que la fréquence augmente) [130] ;
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- des décollements locaux où la couche limite se décolle puis se recolle du fait du
gradient de pression longitudinal. Ils apparaissent lorsque l’angle d’incidence est
trop élevé ou lorsque la pale est trop cambrée [19] (Figure 1.3) ;
- des ﬂuctuations de pression aérodynamique sur le proﬁl. En eﬀet, les ﬂuctuations de
vitesse turbulente dans la couche limite sur le proﬁl engendrent des ﬂuctuations de
pression pariétale sur l’extrados et l’intrados de la pale. Ces ﬂuctuations de pression
sont convectées par l’écoulement jusqu’au bord de fuite du proﬁl, créant un bruit
large bande (bruit du bord de fuite), selon un mécanisme de conversion d’énergie
des tourbillons en énergie acoustique [19].
Dans certains cas, un bruit tonal s’ajoute au bruit large bande. L’origine de ce bruit dé-
pend du type de ventilateur. Par exemple, dans le cas du ventilateur centrifuge, ce bruit
est dû à l’interaction du sillage des aubes avec le bec de volute. De là est généré un bruit
tonal composé d’une fondamentale et de ses harmoniques dont la position sur le spectre
dépend de la vitesse de rotation et du nombre d’aubes de la roue [68].
La réduction du bruit de ventilation peut se faire soit à la source (conception optimale
du ventilateur), soit sur le chemin de propagation du bruit. Le travail proposé dans cette
thèse est la suite de l’étude de la maîtrise [95] et ne concerne que la réduction à la source.
La réduction du bruit tonal à la source peut se faire par une conception appropriée du
bec de volute par rapport à la roue [21] ou un écoulement dissymétrique dans la roue (par
un balourd hydraulique). Dans le cas des ventilateurs centrifuges, le bruit tonal est déjà
minimisé et le bruit large bande domine. Ce dernier est plus diﬃcile à réduire. Dans un
ventilateur centrifuge à réaction, il est minimal au point de fonctionnement, tandis qu’il
augmente avec le débit dans les ventilateurs à action. Il peut être réduit par une concep-
tion appropriée du proﬁl de la pale. Cependant, aucune solution générale n’existe et une
conception sur mesure est nécessaire pour chaque conﬁguration de système de ventilation.
Pour ce faire, les ingénieurs utilisent au cas par cas des approches expérimentales ou nu-
mériques [21, 68]. Ainsi, ce doctorat vise à comprendre le bruit rayonné en fonction de la
morphologie de l’écoulement et des interactions complexes entre les diﬀérentes pièces d’un
ventilateur centrifuge. Des méthodes d’analyse pour optimiser ces pièces en vue de créer
des écoulements moins bruyants seront développées.
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Figure 1.2 Mécanisme de génération du bruit large bande : bruit turbulent du
bord d’attaque [130]
Figure 1.3 Mécanisme de génération du bruit large bande : décollements locaux
[19]
Figure 1.4 Mécanisme de génération du bruit large bande : couche limite tur-
bulente et sillage [19]
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1.2 Objectifs et originalités
1.2.1 Objectifs
L’objectif général du projet consiste à concevoir une roue la moins bruyante possible pour
un ventilateur centrifuge. Pour atteindre cet objectif général, trois objectifs spéciﬁques
seront abordés :
1. Optimiser la géométrie
- Mise en place d’une plate-forme de logiciels libres (Dakota, Salomé et Open-
Foam) pour l’optimisation de la performance aérodynamique. Cette optimisa-
tion est nécessaire pour éviter tout décrochement des pales au point d’opération.
En eﬀet, l’une des sources de bruit large bande est liée à la mauvaise qualité de
l’écoulement ;
- Meilleure compréhension du bruit aérodynamique produit par une pale en in-
teraction avec un écoulement turbulent ;
- Application numérique de l’outil d’optimisation : Cas de l’optimisation de la
performance de ventilateurs centrifuges.
2. Concevoir un outil de simulation numérique aéroacoustique et de diag-
nostic de la roue
- Modélisation de l’écoulement par la Simulation numérique aux Grandes Échelles
(SGE)/Large Eddy Simulation (LES) en anglais ;
- Modélisation numérique aéroacoustique par le biais de l’analogie Ffowcs Williams
and Hawkings (FW&H) [57].
3. Identiﬁer les zones contribuant le plus au rayonnement du bruit
- Développement de l’approche par la décomposition orthogonale aux valeurs
propres, en anglais Proper Orthogonal Decomposition (POD) pour identiﬁer les
parties de l’aube contribuant le plus au rayonnement du bruit ;
- Développement de l’approche par la décomposition aux valeurs singulières ;
- Mise en évidence des paramètres les plus inﬂuents sur les propriétés acoustiques
de ces systèmes.
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1.2.2 Originalité
L’originalité du projet se décompose en quatre points :
- Un modèle hybride numérique (écoulement) - analytique (acoustique) permettant
de déterminer les modes de pression dominant le bruit large bande d’une aube de
ventilateur centrifuge ;
- Outil de calcul, de conception et d’optimisation transférable au partenaire industriel
utilisant les logiciels libres OpenFOAM, Salomé et Dakota ;
- Méthodes d’identiﬁcation numérique des zones les plus bruyantes d’une surface solide
en interaction avec un écoulement turbulent.
1.3 Structure du document
Cette thèse est composée à la fois, de 2 articles soumis et de chapitres classiques. Ce pre-
mier chapitre a permis de mettre en contexte le sujet de cette thèse et d’en dégager les
objectifs à atteindre. De plus, il a permis d’identiﬁer les originalités.
Le chapitre 2 fait dans un premier temps la synthèse de l’état des connaissances sur
la modélisation des écoulements internes dans les machines tournantes. Dans cette partie
il est question de faire une récapitulation de approches CFD utilisée dans cadre des tur-
bomachines et de présenter le logiciel libre OpenFoam. Ensuite, ce chapitre fait une revue
bibliographique de la modélisation aéroacoustique. Il s’agit de faire un bilan des analogies
aéroacoustiques ainsi que des méthodes hybrides (méthodes découplées) disponibles dans
la littérature. Puis, ce chapitre réalise un bilan des méthodes d’optimisation de bruit large
bande basées sur les approches POD et SVD. Enﬁn, il fait une revue bibliographie des
méthodes de réduction du bruit large bande ainsi que la présentation du logiciel d’optimi-
sation Dakota.
Le chapitre 3 présente la méthode d’optimisation basée sur les logiciels libres OpenFoam,
Salomé et Dakota. L’approche utilisée est la combinaison de plusieurs scripts. L’un pour
la conception de la géométrie et la discrétisation spatiale nécessaire à la modélisation de
l’écoulement. Ce script, écrit en Python, est exécutable sous Salomé. Le deuxième concerne
la déﬁnition de toutes les conditions aux limites, l’initialisation du calcul CFD et le traite-
ment de la fonction objective du problème d’optimisation. Cette partie concerne le logiciel
OpenFoam. La dernière partie est la description de l’outil Dakota. La méthodologie de
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la construction des méthodes de substitutions polynomiale et de Krigeage est présentée
et validée sur la fonction analytique conventionnelle de Branin. Enﬁn une application de
cette technologie développée, réalisée sur une roue de ventilateur centrifuge est présentée.
Cette roue optimisée sera utilisée pour la modélisation instationnaire de l’écoulement au
travers le chapitre 4 et pour l’application des technologies acoustiques développées dans
ce projet au travers les chapitres 7 et 8.
Le chapitre 4 présente la modélisation d’écoulement interne de ventilateurs. La roue du
ventilateur utilisée est celle optimisée dans le chapitre 3. La méthode de la simulation aux
grandes échelles avec le modèle sous-maille à une équation d’énergie cinétique turbulente
est utilisée. La méthodologie d’utilisation d’OpenFoam (logiciel du calcul CFD) est égale-
ment présentée. Plusieurs discrétisations spatiales sont étudiées. Les résultats numériques
de grandeur globale telle que la charge manométrique fournie par la roue, et de grandeur
locale telle que la pression pariétale de la pale sont analysés et comparés. La modélisation
d’écoulement interne du ventilateur permet d’obtenir les ﬂuctuactions de pression sur la
surface de la source nécessaire à la modélisation aéroacoustique du ventilateur.
Le chapitre 5 décrit la mise en place de l’implémentation de l’analogie acoustique de
FW&H pour la modélisation aéroacoustique des machines tournantes. Les méthodes de
calcul des termes de la dérivée et d’interpolation sont expliquées. Par la suite, cet outil
est validé analytiquement sur des cas de conﬁgurations simples utilisés généralement pour
la validation de nouveaux codes aéroacoustiques. On a par exemple l’application du code
acoustique pour la prédiction du bruit généré par des dipôles tournants dont la solution
analytique est donnée par Lowson [104] puis par Rienstra [133]. Puis son application à
la théorie d’Isom [86] portant sur le rotor conventionnel d’hélicoptère décrite par Faras-
sat [48, 54].
Le chapitre 6 est l’un des articles soumis de cette thèse. Il a été soumis dans le Jour-
nal of Sound and Vibration le 14 mars 2016. Il porte sur le développement numérique des
approches d’identiﬁcation des zones d’une source qui sont les plus bruyantes. Il permet
de mettre en évidence les approches de la POD et de la SVD développées à cet eﬀet.
L’application de ces approches sur le bruit de l’interaction de l’écoulement avec une pale
ﬁxe placée dans un canal est présentée dans ce chapitre.
Le chapitre 7 est le second article soumis de cette thèse. Il a été soumis dans le livre
des journaux de Springer International Publishing AG le 30 octobre 2016. Il porte sur
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l’extension des techniques de la POD et de la SVD développées dans le chapitre précé-
dent aux cas d’une source en mouvement subsonique. Le cas d’application est la roue du
ventilateur optimisée dans le chapitre 3. Les fuctuations de pression nécéssaires pour la
modélisation du terme source de l’analogie acoustique de FW&H sont issues du calcul
CFD réalisé au chapitre 4.
Le chapitre 8 est un développement détaillé de l’analyse aéroacoustique du chapitre 7.
Il porte sur l’application des approches de la POD et de la SVD sur un ventilateur centri-
fuge. Il fait une analyse et une interprétation des modes principaux et des cartographies
des directions privilégies liées à ces modes. Ce chapitre permet de comprendre aussi le
comportement aéroacoustique de la surface de la source aﬁn d’en déduire les zones de
celles-ci qui participent le plus aux rayonnements aéroacoustiques du bruit large bande du
ventilateur centrifuge.
Le chapitre 9 est la conclusion et ouvre vers les perspectives.
CHAPITRE 2
ÉTAT DE L’ART
La complexité du sujet et les connaissances multiples nécessaires dans des domaines très
divers (les turbomachines, les modèles de turbulence, les méthodes numériques appliquées
aux CFD, les équations intégrales, la théorie des distributions, l’acoustique et l’aéroacous-
tique...) sont obligatoirement intimidantes, voire écrasantes au départ. L’état de l’art ne
peut pas être exhaustif vu la production actuelle dans le domaine. Il est donc diﬃcile de
faire un bilan exhaustif de toutes les approches possibles pour le traitement de ce problème.
Les approches mises en oeuvre peuvent être résumées par le tableau de la Figure 2.1. Celui-
ci permettra de mettre en évidence les principales idées utiles au problème.
Deux grandes approches de simulation existent en aéroacoustique. La première consiste
à réaliser un calcul direct ou DNS (Direct Numerical Simulation en anglais) et à obtenir
lors d’un même calcul les champs aérodynamiques et acoustiques. Elle est la plus ﬁable,
mais très coûteuse en terme de temps de calcul et de mise en oeuvre. Les applications
industrielles qui nous préoccupent ici ne sont donc pas envisageables avec la DNS. La
deuxième approche, l’approche découplée ou méthode hybride consiste à réaliser un calcul
aérodynamique à l’aide d’un code CFD (RANS, URANS, LES) et, à partir de ces résultats,
utiliser une analogie acoustique ou une méthode analytique pour modéliser le bruit. Dans
ce chapitre, il est question d’aborder les notions et l’état des connaissances nécessaires à la
compréhension du projet de doctorat. En premier lieu, nous parlerons de la modélisation
de l’écoulement interne (aérodynamique). En second lieu, on abordera l’état de l’art de la
modélisation aéroacoustique. Dans cette section il s’agira de mettre en évidence les analo-
gies acoustiques utilisées pour la prédiction du bruit et les méthodes hybrides (couplées).
Puis, les méthodes d’identiﬁcation de source acoustique seront abordées par la suite et
on parlera des analogies acoustiques disponibles dans la littérature. Ensuite on évoquera
des méthodes de réduction du bruit large bande déjà disponibles dans la littérature. On
terminera ce chapitre par les méthodes d’optimisation.
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Figure 2.1 Résumé des principales approches
2.1 Modélisation de l’écoulement interne
De nos jours, avec le développement des super calculateurs, plusieurs méthodes de modé-
lisations d’écoulement ont vu le jour. Dans cette section, nous nous limiterons à décrire
celles qui seront utilisées pour la réalisation de ce projet ainsi que le logiciel de calcul.
2.1.1 Méthode RANS
La méthode RANS (Reynolds Averaged Naviers-Stokes) est la plus économe en ressources
et est très utilisée pour les applications industrielles. Elle repose sur une décomposition
de Reynolds des grandeurs instantanées d’écoulements (exemple : le champ de vitesse et
de pression) en une partie ﬂuctuante et en partie moyennée sur l’ensemble des réalisations
possibles de cette grandeur ﬂuide (moyenne d’ensemble). Les équations de Naviers-Stokes
moyennées sont alors résolues. Les informations relatives aux structures turbulentes ins-
tantanées sont perdues. La moyenne d’ensemble dite de Reynolds d’une variable ψ est
déﬁnie sur un ensemble de N réalisations indépendantes d’un même phénomène ψn(x, t)
de cette variable à chaque point x et à chaque instant t par :
ψ¯(x, t) = lim
N→∞
(
1
N
N∑
n=1
ψn(x, t)
)
(2.1)
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Dans les turbomachines subsoniques comme les ventilateurs, l’écoulement est suﬃsamment
unique pour considérer le processus comme ergodique. Ainsi, les grandeurs statistiques
sont indépendantes du temps et la moyenne d’ensemble (équation 2.1) est équivalente à
la moyenne temporelle (équation 2.3). Une grandeur ψ(x, t) ayant à la fois des évolutions
lentes et des ﬂuctuations rapides pourra dès lors être décomposée en une partie moyennée
ψ¯(x) et une autre partie ﬂuctuante ψ′(x, t) autour de cette moyenne. En prenant un
intervalle de temps T suﬃsamment long, on peut écrire :
ψ(x, t) = ψ¯(x) + ψ′(x, t) (2.2)
ψ¯(x) = lim
T→∞
1
T
∫ T
0
ψ(x, t)dt (2.3)
L’application de cette moyenne aux équations de Naviers-Stokes d’un écoulement incom-
pressible donne les équations RANS (équations 2.4 et 2.5) dans lesquelles apparaissent les
termes inconnus du tenseur de Reynolds Ri = −ρu′iu′.
∂u¯i
∂xi
= 0 (2.4)
∂u¯i
∂t
+ u¯
∂u¯i
∂x
= −1
ρ
∂p¯
∂xi
+
1
ρ
∂
∂x
(
μ
∂u¯i
∂x
+Ri
)
(2.5)
Ce tenseur de Reynolds traduit l’inﬂuence de la turbulence sur l’écoulement moyen et
est modélisé à partir des modèles de turbulence. Les plus répandus sont les modèles à
viscosité turbulente (modèle du premier ordre), basés sur l’hypothèse de Boussinesq [15].
Par analogie avec les lois de comportement des ﬂuides newtoniens, reliant le tenseur des
contraintes visqueuses au champ de vitesse, Boussinesq [15] a proposé de relier linéairement
le tenseur de Reynolds au champ moyen de vitesse en introduisant une grandeur non
physique μt, appelée la viscosité turbulente déﬁnie par l’équation 2.6.
Ri = μt
(∂u¯i
∂x
+
∂u¯
∂xi
)
− 2
3
ρkδi (2.6)
avec k l’énergie cinétique turbulente.
Ainsi, la modélisation du tenseur de Reynolds revient à déterminer la quantité μt. Plusieurs
modèles ont vu le jour pour l’évaluer, mais les plus fréquents en milieu industriel sont les
modèles à deux équations de transport. On peut citer par exemple, les modèles k- [91, 97],
k-ω standard [159] et k-ω SST [112, 113].
Il est bien évident que la qualité des résultats de simulation d’écoulement turbulent est liée
au choix du modelé utilisé. Ce choix est généralement subordonné au type d’information
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que l’on veut obtenir à partir de la simulation. Du point de vue industriel en turbomachine,
le modèle k-ω SST permet d’obtenir les résultats satisfaisants de l’eﬃcacité ou d’autres
grandeurs aérodynamiques des turbomachines. En eﬀet, le modèle k-ω SST comporte les
avantages du modèle k-ω standard [159] en proche paroi et du k- [91, 97] loin des corps
rigides. Il comporte également un terme supplémentaire de diﬀusion dans l’équation de
transport de la dissipation de telle sorte que la prédiction dans les zones transitoires (à
la fois proche et loin des parois) soit bonne. Ainsi, ce modèle sera utilisé dans cette thèse
pour la mise en place de l’outil d’optimisation aérodynamique développé. Il est déﬁni par
une équation de transport pour l’énergie cinétique turbulente k = 1
2
Rkk (équation 2.7)
et une autre équation de transport de la vorticité ω (équation 2.8) pour la dissipation,
d’après Menter [112, 113] :
∂k
∂t
+ u¯i
∂k
∂xi
= Pk − β∗kω + ∂
∂xi
[
(ν + σkνt)
∂k
∂xi
]
(2.7)
∂ω
∂t
+ u¯i
∂ω
∂xi
= αS2 − βω2 +
[
(ν + σωνt)
∂ω
∂xi
]
+ 2(1− F1)σω2
1
ω
∂k
∂x
∂ω
∂x
(2.8)
avec νt = α1kmax(α1ω,SF2) , Pk = min(G, 10β
∗kω),
G = 2νt
∂u¯i
∂xj
Sij, Sij = 12(
∂u¯i
∂xj
+
∂u¯j
∂xi
), S2 = |S2ij|,
F1 = tanh{{min(min([max(
√
k
β∗ωy ,
500ν
y2ω
),
4σω2k
CDkωy2
], 10)}4},
F2 = tanh[[min(max( 2
√
k
β∗ωy ,
500ν
y2ω
), 100)]2],
CDkω = 2σω2
1
ω
∂k
∂xi
∂ω
∂xi
, Φ = Φ1F1 + Φ2(1− F1),
α1 = 59 , α2 = 0.44, β1 =
3
40
, β2 = 0.0828,
σk1 = 0.85, σk2 = 1, σω1 = 0.5, σω1 = 0.856, β∗ =
9
100
et Φ = {α, β, σ}
Cependant, la modélisation RANS donne uniquement accès aux grandeurs moyennées,
son utilisation ne permet donc pas d’obtenir les informations instantanées nécessaires à
la modélisation du bruit large bande. L’utilisation de méthodes de modélisation d’écoule-
ment interne plus sophistiquées comme la Simulation aux Grandes Échelles (SGE) semble
adéquate pour la modélisation aéroacoustique.
2.1.2 Simulation aux Grandes Échelles (SGE)
Le principe de la simulation aux grandes échelles (SGE) ou Large Eddy Simulation (LES)
en anglais est de calculer par résolution numérique directe, les structures turbulentes de
grandes tailles et de modéliser celles de petites tailles. La séparation des structures se fait
généralement en utilisant un ﬁltre passe-bas de fréquence de coupure basée sur la taille de
maille. Il est clair que pour un maillage très ﬁn, la plage de résolution des échelles turbu-
lentes est plus grande. On a donc accès à un nombre important de grandeurs ﬂuctuantes.
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Ceci permet une bonne description du bruit large bande. Cependant, l’utilisation de la
SGE a des contraintes telles que :
1. Un maillage de qualité respectant certains critères comme ceux de Sagaut et al.
[139, 157]. Cela nécessite une bonne connaissance des phénomènes physiques (sources
de bruit).
2. Des ressources informatiques importantes. En eﬀet, le raﬃnement du maillage en-
gendre une augmentation du nombre de cellules et donc un temps de calcul plus long.
Notion de ﬁltre
Contrairement à l’approche RANS qui utilise un ﬁltrage temporel, la SGE est basée sur
un ﬁltrage spatial passe-bas en espace GΔ de largeur Δ. Tout comme le modèle RANS,
on décompose chaque grandeur physique de l’écoulement ψ, en une partie ﬁltrée (ψ¯) dite
résolue déﬁnie par l’équation 2.9 et une partie résiduelle appelée la partie sous-maille ψ′,
telle que ψ′ = ψ − ψ¯. La décomposition est réalisée à l’aide du produit de convolution du
ﬁltre GΔ avec la grandeur physique. Pour le champ de vitesse ui la valeur moyenne s’écrit
u¯i(x, t) = ui ∗GΔ =
∫
R3
ui(x′, t)GΔ(x− x′)dx′ (2.9)
La largeur du ﬁltre Δ, appelée taille caractéristique du ﬁltre, est calculée localement en
fonction de la taille des mailles. Elle déﬁnit le nombre d’onde kc = 2π/Δ qui sépare les
grosses structures résolues des petites structures non résolues. Selon, Germano et al. [61]
elle est déﬁnie par l’équation 2.10.
Δ = (ΔxΔyΔz)
1/3 (2.10)
où Δx, Δy et Δz représentent la discrétisation spatiale locale dans les trois directions de
l’espace. Un maillage très ﬁn permet de garantir une grande plage de résolution. De ce
fait, plus le maillage est ﬁn, plus la plage de résolution d’échelle turbulente est importante.
La quantité à modéliser devient alors moindre.
Le ﬁltre ne doit pas être choisi de façon arbitraire, il doit respecter les propriétés de nor-
malisation, de linéarité et de commutation avec la dérivation [134, 139].
L’application du ﬁltre spatial aux équations de Navier-Stokes conduit à des équations si-
milaires aux équations RANS (équations 2.4 et 2.5) avec le tenseur de Reynolds dit tenseur
sous-maille. Comme pour le cas de l’approche RANS, on utilise l’hypothèse de Boussinesq
(équation 2.6) pour modéliser le tenseur sous-maille. Il existe de nombreux modèles sous-
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maille pour évaluer la viscosité turbulente νt. Nous allons énumérer quelques un de ces
modèles dans la suite.
Modèle de Smagorinsky
Le modèle de Smagorinsky proposé par Smagorinsky [147], est historiquement le premier
modèle sous-maille et le plus utilisé. Toutes les petites structures sont supposées isotropes.
Le modèle déﬁnit la viscosité turbulente νt de sous-maille de la façon suivante :
νt = (CsΔ)
2||S¯|| (2.11)
avec ||S¯|| =
√
2S¯iS¯i la norme du tenseur des taux déformation S¯i = 12(
∂u¯i
∂x
+ ∂u¯
∂xi
)
de l’écoulement ﬁltré et Cs = 0.1 à 0.18 la constante de Smagorinsky. Certains auteurs
[9, 89, 127, 138] s’accordent à dire que ce modèle induit généralement trop de diﬀusion à la
paroi et la valeur de la constante n’est pas déﬁnie de manière universelle. Une amélioration
de ce modèle passe par l’évaluation dynamique de la viscosité turbulente νt.
Modèles dynamiques
Introduit par Germano et al. [61] en 1991 et améliorés par Lilly [103] en 1992, les modèles
dynamiques consistent à ﬁltrer successivement les équations de Navier-Stokes avec deux
ﬁltres diﬀérents. Pour plus de détail, le lecteur pourra se référer aux articles de Lilly [103]
et de Sagaut [138]. Ces modèles possèdent un comportement théoriquement correct à la
paroi. Ils permettent à la viscosité turbulente de prendre des valeurs négatives. Ce qui
permet de modéliser le retour des petites structures vers les grosses structures (backscat-
ter). Par contre, il a été mise en évidence son instabilité [142] et est beaucoup gourmand
en temps de calcul. Ce qui les rend plus diﬃciles à mettre en pratique dans un milieu
industriel.
Modèles à une équation
Les modèles à une équation se présentent comme un compromis entre le modèle standard
de Smagorinsky et les modèles dynamiques. Le plus utilisé de ces modèles est basé sur
l’équation transport de l’énergie cinétique turbulente k = 1
2
Rkk [45, 88] et est déﬁni par
l’équation 2.12.
∂k
∂t
+
∂(ku¯i)
∂xi
=
∂
∂xi
[
(ν + νt)
∂k
∂xi
]
+ 2νt||S¯|| − Ck
3/2
Δ
(2.12)
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avec νt = (CsΔ)2||S¯|| et C la constante de dissipation.
Ce modèle oﬀre un avantage par rapport aux modèles à zéro équation (Smagorinsky). Il
fournit en eﬀet une échelle indépendante de la viscosité turbulente avec une petite aug-
mentation du coût de calcul [134]. Ceci entraîne une précision accrue dans l’évaluation
de la viscosité turbulente, surtout pour les géométries complexes. De plus, les modèles
sous-maille à une équation de l’énergie cinétique turbulente évitent d’utiliser une hypo-
thèse d’équilibre locale entre la production et la dissipation de la turbulence sous-maille,
comme c’est le cas du modèle de Smagorinsky [147]. Fureby et al. [59] ont montré que les
modèles sous-maille à une équation donnaient de meilleurs résultats pour des géométries
dont le maillage n’est pas ﬁn. Un autre argument en faveur des modèles sous-maille à une
équation est que l’énergie cinétique turbulente k entre entièrement dans la déﬁnition du
tenseur sous-maille, puisqu’il est proportionnel à la trace de ce tenseur.
Il existe de nombreux modèles sous-maille à une équation de transport déﬁnie par exemple
par Schumann [144], Sagaut [138], Yoshisawa et Horiuti [161], Riber [132], ou encore Pope
[127]. Ceux-ci diﬀèrent uniquement par les valeurs de leurs deux constantes respectives
Cs et C. Le lecteur pourra se référer notamment à da Silva et Pereira [34] qui listent 13
valeurs diﬀérentes de la seule constante Cs. Pour nos besoins, le modèle à une équation de
l’énergie cinétique turbulente k est utilisée avec les valeurs des constantes Cs = 0.094 et
C = 1.048 déﬁnies par defaut dans OpenFoam.
Par ailleur, d’autres approches de modélisation d’écoulement exitent dans la littérature.
On peut citer, l’approche de Lattice Boltzmann [73]. Ces dernières années, de nombreux
études ont montré son potentiel [69, 163]. Cette approche n’est pas rétenue pour cette
étude et est envisagée dans la seconde phase de ce projet.
2.1.3 Logiciel de calcul des équations de Navier-Stokes
OpenFoam (Open Field Operation and Manupulation) est un logiciel libre, dit open source,
multiplateforme et multiphysique spécialement destiné à la dynamique de ﬂuides numé-
rique (CFD) et développé par OpenFoam fondation [122]. Il est initialement conçu à
Imperial College dans les années 1980 par Henry Weller. OpenFoam est codé en C++ en
langage orienté objet et principalement dédié à la résolution des équations aux dérivées
partielles par la méthode des volumes ﬁnis. La validation du code a été réalisée par plu-
sieurs travaux de thèse dans diﬀérents domaines de la mécanique des ﬂuides numériques
tels que les méthodes numériques [87, 92], les écoulements disphasiques [18, 80, 136] ou
encore la simulation d’écoulements turbulents [42, 45, 108]. Ses principaux avantages sont
16 CHAPITRE 2. ÉTAT DE L’ART
qu’il est gratuit, performant, parallélisable et personnalisable. Cet outil puissant oﬀre à
l’utilisateur la grande liberté de consulter le code, d’accéder à tous les scripts du code, de
comprendre le fonctionnement du code, et de créer ses propres modèles de solveurs qui
correspondent le mieux au cas étudié. L’une des particularités est qu’il permet de lancer
des calculs sur un grand nombre de coeurs sans surcoût. Une multitude de solveurs rela-
tifs à diﬀérents domaines d’application (les écoulements incompressibles et compressibles,
les milieux multiphases, les écoulements réactifs ...) existent dans ce logiciel. Nous listons
ceux qui sont les plus utilisés dans les écoulements incompressibles dans le Tableau 2.1.
En fonction du type de calcul, nous nous référrons à ce tableau pour le choix des solveurs.
Tableau 2.1 Solveur d’OpenFoam pour les écoulements incompressibles
Nom de l’application Types des problèmes traiter(solveur)
potentialFoam Écoulement potentiel. Généralement utilisé pourinitialiser un calcul
icoFoam Écoulement incompressible, laminaire, stationnaire.
icoDyMFoam Écoulement incompressible, laminaire, instantionnaire.Permet le mouvement du maillage
pisoFoam Écoulement incompressible en régime transitoire
SimpleFoam Écoulement stationnaire turbulent
MRFSimpleFoam Écoulement stationnaire turbulent. Utilisé pourles problèmes de turbomachines de type stator-rotor
SRFSimpleFoam Écoulement stationnaire turbulent. Utilisé pour lesproblèmes turbomachines avec un seul volume tournant (rotor)
pimpleFoam Écoulement stationnaire turbulent
pimpleDyMFoam Écoulement instationnaire turbulent. Permet le mouvementdu maillage, comme dans les problèmes de turbomachines
Comme tout code de calcul numérique, OpenFoam a ses limites. La principale faiblesse
de ce code est qu’il ne possède pas d’interface graphique, ce qui demande de l’expérience
pour se familiariser avec l’environnement qui lui est propre. Un autre défaut est qu’il fonc-
tionne uniquement sous Linux même si des eﬀorts sont faits ces derniers temps pour son
utilisation sous Windows. Ces limites ne sont pas un handicap pour la réalisation de notre
projet. Les fonctionnalités d’OpenFoam sont régies par structure générale illustrée sdans
l’annexe A. Une description plus détaillée de ces fonctionnalités est donnée au chapitre 8
de ce document.
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2.1.4 Conclusion
La révue bilbiographique de cette section montre que l’approche de la SGE à une équation
d’énergie cinétique turbulente est la mieux adaptée pour la modélisation de l’écoulement.
Cette approche permet de calculer toutes les structures de taille supérieure à λ/20 (avec
λ la longueur d’onde) et de modéliser l’eﬀet des petites structures de taille inférieur à
λ/20. Dans ce projet on s’interesse à la plage fréquentielle de 50 Hz à 10 kHz. Ainsi, on a
λ = 0.34 m pour une fréquence de coupure fc = 10 kHz. La taille maximale de structure
que l’on peut calculer est de 0.0015 m. Par conséquent, l’utilisation d’un maillage de taille
maximale de cellule inférieure à 0.0015 m est indispensable pour le bruit rayonné de cette
plage de fréquence [25].
Le logiciel libre OpenFoam avec le solveur pimpleDyMFoam est retenu pour la modeli-
sation de l’écoulement instationnaire.
2.2 Modélisation aéroacoustique
Plusieurs formulations existent dans la littérature visant à calculer le bruit large bande
dans les machines tournantes. La plupart de celles-ci sont basées sur le traitement du
bruit de proﬁl, principale source de bruit large bande des ventilateurs centrifuges. Ces
formulations modélisent, dans un premier temps, les ﬂuctuations de pression surfacique
(pariétale) de la source, soit par la méthode CFD ou une approche empirique. Puis les
relient à la notion de dipôle acoustique par le biais d’une analogie pour déterminer le
rayonnement sonore à un récepteur (observateur). Dans cette section, il sera question
d’abord d’élaborer l’état des connaissances des diﬀérentes analogies acoustiques et ensuite
de faire le point sur les approches couplées déjà utilisées dans la littérature.
2.2.1 Analogies aéroacoustiques
Lighthill en 1952 [101, 102] élabore pour la première fois une théorie aéroacoustique per-
mettant de relier les ﬂuctuations de pressions acoustiques rayonnées aux ﬂuctuations de
vitesses aérodynamiques instantanées. Il obtient sa formulation en combinant la dérivée
temporelle de l’équation de continuité et la divergence de l’équation de la quantité de
mouvement. Cela conduit à l’équation d’onde des ﬂuctuations de pressions acoustiques
fonction des propriétés de l’écoulement turbulent regroupées dans le tenseur de Lighthill
(Ti) qui a un comportement quadripolaire. Ce travail donne naissance aux analogies aéo-
roacoustiques. Très vite les analogies aéroacoustiques ont connu un essor particulier depuis
les années 1970 grâce au développement des ressources informatiques. Cette approche re-
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pose en première approximation sur l’absence des obstacles. Curle [30] étend cette analogie
de Lighthill en incluant les surfaces solides comme étant des distributions surfaciques de
charges. Cela se traduit par l’ajout du terme dipolaire à l’analogie de Lighthill. À faible
nombre de Mach, l’inﬂuence des obstacles est plus importante que celle de l’écoulement
(terme quadripolaire). Enﬁn, en 1969, la formulation de Ffowcs Williams et Hawkings [57]
(FW&H) complète l’analogie de Curle en prenant en compte les surfaces en mouvement.
De ce fait, elle est la plus générale et la plus utilisée pour le rayonnement sonore d’une
source tournante (comme une pale). Cette approche fait apparaître trois termes sources qui
sont respectivement le terme quadripolaire dû à la turbulence (représenté par le tenseur
de Lighthill), le terme dipolaire qui tient compte des eﬀets aérodynamiques (interaction de
l’écoulement avec des obstacles) et enﬁn, le terme monopolaire (ou bruit d’épaisseur). Des
études ont pu montrer la dominance du terme dipolaire par rapport aux deux autres en
régime subsonique dans le cas des ventilateurs [7, 158]. Farassat [47, 49, 52, 93] reformule
cette analogie en exprimant la pression acoustique en champ libre mais aussi en champ
lointain (longueur d’onde très inférieure à la distance séparant l’observateur de la source)
sous la forme monopolaire. Toutes les dérivées partielles spatiales sont alors transformées
en dérivée temporelle facilitant ainsi, l’implémentation numérique de l’analogie de FW&H.
Il l’utilise pour la prédiction du bruit rayonné par les hélices d’un hélicoptère.
Une autre méthode, explorée dans la dernière décennie, est fondée sur la méthode de Kir-
chhoﬀ. Elle consiste à remplacer les sources réelles par des sources virtuelles placées sur
une surface englobant l’ensemble du volume où sont situées les sources réelles. Cette tech-
nique, publiée par Gustav Kirchhoﬀ [94] en 1883 pour étudier la diﬀraction de la lumière,
est exploitée depuis longtemps dans d’autres domaines de la physique (par exemple en
électrostatique et en électromagnétisme). Son application à l’aéroacoustique a été propo-
sée par Hawkings [72]. Son extension à des sources en mouvement (surfaces se déplaçant à
une vitesse subsonique) a été possible en 1988 grâce à la formulation de Farassat [50, 51].
Ces analogies constituées d’équations diﬀérentielles, dont le premier membre est la partie
propagation et le second la partie source, sont résumées dans le tableau 2.2. La partie source
est l’accumulation des termes quadripolaire, dipolaire et monopolaire. Le chiﬀre 0 signiﬁe
l’absence de ce type de source dans l’analogie. En somme, chaque ligne du tableau équivaut
à une équation de la forme : Propagation=Source (quadripolaire+dipolaire+monopolaire).
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Tableau 2.2 Analogies acoustiques
Propagation SourceQuadripolaire Dipolaire Monopolaire
Lighthill
(
∇2 − 1
c20
∂2
∂t2
)
p′ ∂
2Ti
∂xi∂x
0 0
Curle
(
∇2 − 1
c20
∂2
∂t2
)
p′ ∂
2Ti
∂xi∂x
−∂(p′ni)
∂xi
0
FW&H
(
∇2 − 1
c20
∂2
∂t2
)
p′ ∂
2Ti
∂xi∂x
−∂(p′ni)
∂xi
∂ρ0vn
∂t
Kirchhoﬀ
(
∇2 − 1
c20
∂2
∂t2
)
p′ ∂
2Ti
∂xi∂x
−∂
(
p′niδ(f)
)
∂xi
∂
(
ρ0vnδ(f)
)
∂t
avec Ti = ρuiu+pδi+ c20ρ′δi le Tenseur de Lighthill, ni la normale extérieure à la source
et f la fonction déﬁnissant la surface de la source.
D’autres analogies (Powell [128], Howe [82], Doak [39], ...) existent, mais ne font pas
l’objet de cette étude.
Selon Guedel [68], le bruit quadripolaire provient des cisaillements dans l’écoulement tur-
bulent. Ce terme ne devient important que si le nombre de Mach associé au bout des pales
est supérieur à 0.8. Quant au bruit monopolaire, dû aux ﬂuctuations de débit associées
au volume de l’air déplacé par les pales en rotation du fait de leur épaisseur non nulle,
est négligeable. Ce mécanisme devient important lorsque le nombre de Mach associé à la
vitesse de rotation au bout de pale est supérieur à 0.5 [68]. Pour la plupart des ventila-
teurs utilisés par notre partenaire industriel, le nombre de Mach au bout de pale n’excède
pas 0.3. Ainsi, seul le bruit dipolaire associé aux charges aérodynamiques subsiste sur les
ventilateurs utilisés pour la ventilation residentielle et commerciale.
Cette partie de l’état de l’art a permis de faire la synthèse des analogies acoustiques
susceptibles d’être utilisées dans ce projet. Selon cette étude, en considérant que le bruit
géneré par la roue, l’analogie de FW&H avec les formulations de Farassat, est la mieux
adaptée à notre situation du fait que la principale source de bruit (la pale) est en mou-
vement de rotation. Seul le bruit dû à l’interaction de l’écoulement avec la pale (bruit
dipolaire) est retenu, les autres (termes monopolaires et quadripolaires) sont négligés.
2.2.2 Méthodes hybrides ou découplées
Ces méthodes consistent à découpler les calculs du champ aérodynamique de celui de
l’acoustique. Elles se basent sur la modélisation du terme source par le biais de la CFD ou
par une méthode empirique puis de les faire rayonner en utilisant une analogie acoustique
(Tablea 2.2). On distingue deux catégories de méthode hybride :
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- Les méthodes utilisant des calculs stationnaires (RANS) ou des méthodes empiriques
à partir desquelles les grandeurs physiques sont estimées. En utilisant les propriétés
d’une turbulence homogène, on construit les spectres d’énergie cinétique turbulente
pour modéliser les termes sources. Sears [145] fut l’un des premiers à proposer une
formulation analytique incompressible des ﬂuctuations de pression surfacique du
proﬁl. Ce modèle est revu par Paterson et Amiet [124] pour prendre en compte
les eﬀets de compressibilité. Plusieurs auteurs ont travaillé à l’amélioration de ces
modèles, entre autres Adamczyk [1] et Amiet [3]. Malgré les résultats satisfaisants
de ces modèles, ils sont tous limités par l’hypothèse de proﬁl mince et d’incidence
faible pouvant être assimilée à une plaque plane. Ces méthodes ne paraissent donc
pas adaptées à la complexité de la géométrie des rotors. D’autre part, l’accroissement
de la puissance des calculateurs permet l’utilisation d’autres méthodes plus réalistes,
mais plus consommatrices du temps de calcul.
- Les méthodes utilisant des calculs instationnaires (URANS, SGE, DES ...) donnant
accès aux données aérodynamiques ﬂuctuantes qui permettent la modélisation des
termes sources des analogies acoustiques. Cho et Moon [26, 115] utilisent le modèle
FW&H alimenté par les ﬂuctuations de pression pariétale issues de la modélisation
URANS du code commercial Fluent en 2-D, où les équations de Navier Stokes sont
moyennées, pour montrer le mécanisme de génération du bruit des ventilateurs cen-
trifuges. Ce travail a montré l’eﬀet des pales dans la génération du bruit de raie.
Cette étude est approfondie par Younsi [162] en 3-D. Il arrive à capter le pic de la
fréquence de passage des pales d’un ventilateur centrifuge à cage d’écureuil, mais
obtient des résultats moins convaincants pour le bruit large bande. Cette divergence
des résultats avec ceux de l’expérience semble être due au choix du type de modélisa-
tion. En eﬀet, dans la simulation URANS seules les grosses structures responsables
du bruit tonal sont résolues. Par contre, elle ne permet pas d’avoir accès aux petites
structures génératrices du bruit large bande.
Lewy [100, 131], à partir de la simulation des grandes échelles (SGE), utilise l’inté-
grale de Kirchhoﬀ pour la modélisation du bruit large bande rayonné par un ven-
tilateur axial en conduite. La pression acoustique dans la conduite est calculée par
l’équation de FW&H, dans laquelle la fonction de Green en champ libre a été rempla-
cée par la fonction de Green en conduite cylindrique à parois rigides. Les surfaces de
propagation sont les sections d’entrée et de sortie du conduit. La fonction de Green
permet la résolution intégrale de l’équation d’onde de l’analogie acoutique utilisée.
Elle correspond au champ acoustique généré à la position x d’un récepteur au temps
t par une impulsion δ(x− y)δ(t− τ) émis en y au temps τ .
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Parmi les publications de ces dernières années, on peut citer Esra Sorguren et al.
[149, 150] qui calculent la source dipolaire de l’équation non homogène de FW&H
avec les ﬂuctuations de pressions issues de la simulation à grandes échelles. Le bruit
large bande de deux ventilateurs centrifuges est étudié dans ces articles. Les résultats
qui en découlent, confrontés avec ceux de l’expérience, donnent un aperçu de l’écou-
lement turbulent et du mécanisme de génération du bruit. Tout récemment, dans
nos études antérieures [95] l’approche hybride de la SGE avec l’analogie de FW&H
est utilisée pour la modélisation du bruit large bande de ventilateur centrifuge.
L’approche hybride est actuelemment la méthode privilégiée pour le traitement des
problèmes industriels complexes [45, 55, 162]. C’est la méthode la plus utilisée dans
les principaux codes commerciaux disponibles. Cette étude nous a permis de dégager
les grandes lignes de ce projet.
Selon l’état de connaissance de ces deux sections, la SGE avec le logiciel libre OpenFoam
et l’analogie acoustique de FW&H paraissent être adaptées aux calculs à mener dans le
cadre de ce projet doctoral.
2.3 Méthodes d’identiﬁcations des sources
Dans cette partie il est question de faire l’état de connaissance des méthodes d’identiﬁ-
cation des sources acoustiques. Plusieurs méthodes existent, mais on se limitera à celles
qui sont utilisées dans ce projet. C’est à dire la décomposition orthogonale aux valeurs
propres connue sous son vocable anglais Proper Orthogonal Decomposition (POD) et la
décomposition aux valeurs singulière soit Singular Value Decomposition (SVD) en anglais.
2.3.1 Décomposition orthogonale aux valeurs propres
La POD est une méthode d’analyse de données, particulièrement eﬃcace pour l’étude des
systèmes physiques complexes [14]. Elle permet d’approximer un système de dimension
élevée par un autre de dimension nettement plus faible. Essentiellement, cette méthode
est une procédure linéaire, qui consiste à déterminer une base de modes propres ortho-
gonaux représentatifs des réalisations les plus probables. Ces modes propres sont obtenus
par résolution d’une équation intégrale de Fredholm dont le noyau est construit à partir
d’un ensemble de données provenant selon le cas de simulations numériques ou d’expé-
riences [10, 11, 14].
Historiquement, la POD a été introduite en mécanique des ﬂuides par Lumley en 1967
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[106] aﬁn de localiser les structures cohérentes d’un écoulement turbulent. La POD est
une approche qui ne considère que les termes les plus énergétiques (modes dominants).
Elle conduit à un ﬁltrage eﬃcace des ﬂuctuations aléatoires. Ce type d’approche est illus-
tré dans le cas d’écoulements turbulents expérimentaux de jet dans la couche de mélange
par Faghani en 1996 [46]. Dans certains cas, la POD est un outil de traitement des don-
nées issues d’images et de la mécanique des ﬂuides [20, 28]. Son utilisation en acoustique
débute en 1974 par Arndt et George [5] pour expliciter le bruit rayonné en fonction de
diﬀérents modes du champ de vitesse en utilisant l’analogie de Lighthill. L’autocorrélation
de pression qui en découle est basée sur le tenseur de Lighthill (Tableau 2.2). Arndt et
al. identiﬁent en 1997 [6] les structures à grandes échelles dans le jet turbulent par une
analyse du signal de pression en champ proche. En 1998, Seiner [146] jette les premières
bases d’un contrôle actif de bruit de jet grâce au système dynamique. En lieu et place
du tenseur de Lighthill utilisé par Arndt [5], il préfère la double divergence du tenseur
de Reynolds pour exprimer l’autocorrélation de pression acoustique. Puis en 2001, Chris-
tophe Picard [126] l’utilise pour identiﬁer les sources acoustiques dans les jets par analyse
de la ﬂuctuation de pression en champ proche. Malgré ces avancées notables en aéroacous-
tique, la POD est restée seulement dans l’étude du bruit de jet. C’est seulement en 1993
qu’elle fut introduite par Bienkiewicz et al. [10, 11] pour prendre en compte le bruit généré
par l’interaction d’une surface solide avec l’écoulement. Plus récemment, en 2001 Glegg
et Davenport [62] l’utilisent pour décrire les problèmes acoustiques liés à l’interaction de
l’écoulement turbulent avec les parois solides. Ils appliquent la POD sur les ﬂuctuations de
pression de l’analogie d’Amiet sur un proﬁl. Toutes ces études ont pu montrer la capacité
de la POD à reconstruire le champ de pression ou le champ de vitesse avec seulement 2
à 30 % des modes. Malgré les avancées de la POD enregistrées ces dernières décennies en
aéroacoustique, la plupart de ces articles traitent plutôt du bruit de jet et ceux qui parlent
du bruit d’impact utilisent les données expérimentales ou des méthodes empiriques. Avec
l’avancée des supercalculateurs, on peut se permettre d’utiliser le numérique pour le calcul
de l’autocorrélation de la pression acoustique. C’est dans cette optique que nos récents
travaux [95] ont porté sur la localisation de la zone de l’aube qui participe le plus au
rayonnement acoustique. Ces travaux ont permis de déﬁnire pour l’élaboration d’un outil
de diagnostic du problème de la génération du bruit large bande de la pale d’un ventila-
teur centrifuge. Cette partie de notre travail se situe dans la continuité de ces travaux. De
plus il ressort que l’approche par la POD est liée à la position des observateurs ou points
d’écoute. Ainsi, dans ce projet une autre approche basée sur la SVD est développée pour
prendre en compte toutes les directivités de la source.
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2.3.2 Décomposition singulière aux valeurs propres
Comme la POD, la SVD est une méthode d’analyse de données. Elle permet une facto-
risation des matrices rectangulaires réelles ou complexes. Ses applications s’étendent du
traitement du signal aux statistiques, en passant par la météorologie. En ce qui concerne
l’acoustique, la SVD est généralement utilisée pour la recherche d’opérateur de propaga-
tion. Borgiotti [13] a montré de manière plus générale qu’à une fréquence donnée l’opéra-
teur de rayonnement entre la vitesse normale d’une surface de corps vibrant et le champ
lointain peut être déterminé par l’utilisation de la SVD. Dans la même idée que Borgiotti,
Phottiadis [125] a également souligné l’importance de la SVD dans la détermination de
l’opérateur de propagation de la fonction de Green. Cette matrice est déﬁnie par la pro-
pagation entre un ensemble de points d’une surface solide et un ensemble de points de
l’espace de propagation. D’autres travaux ont été réalisés dans ce sens, on peut citer les
travaux de Currey et Cunefare [31], de Elliott et Johnson [43] puis de Nelson et Kahana
[118]. La SVD est aussi utilisée dans la résolution des problèmes inverses en acoustique
[66, 67, 119, 120] et même à l’UdS [60, 71].
2.4 Optimisation
Les méthodes d’identiﬁcation des sources décrites dans la section 2.3 servent à caractériser
les paramètres où les zones de la pale inﬂuence la génération du bruit large bande. Opti-
miser la forme de ces zones ou la valeur de ces paramètres aﬁn de réduire le bruit n’est pas
chose facile. Ainsi, l’un des objectifs de cette étude est de développer un outil numérique
d’optimisation basée sur le couplage de logiciels libres tels que Salomé pour le design et
maillage, OpenFoam pour la CFD et Dakota pour l’optimisation. Dans cette section nous
allons faire l’historique des méthodes de réduction du bruit et du logiciel d’optimisation
Dokota.
2.4.1 Méthodes de réduction du bruit large bande
Plusieurs méthodes d’optimisation existent, mais peu d’entre elles concernent la réduction
du bruit des ventilateurs centrifuges. À l’exception des solutions classiques de réduction du
bruit des ventilateurs qui sont dans la mesure du possible déjà appliquées aux ventilateurs
existants (ex. : adaptation du point de fonctionnement du ventilateur à réaction, optimisa-
tion de la forme de la volute, torsion des aubes, augmentation de la distance volute-roue,
optimisation du bec de volute), [44, 68, 117, 154] peu d’études récentes proposent des
solutions concrètes de réduction du bruit en amont s’appliquant aux ventilateurs centri-
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fuges. Néanmoins, on peut citer le travail d’Anderl [4] sur l’aérodynamisme de l’écoulement
dans le ventilateur centrifuge du système de refroidissement d’un moteur électrique avec
le logiciel COMSOL. Son étude est purement numérique et s’appuie sur un modèle pé-
riodique (1/13ième) du système. Il étudie la morphologie de l’écoulement aﬁn d’identiﬁer
une méthode de réduction des ﬂuctuations de pression. Sans faire le calcul acoustique, il
suppose une réduction eﬀective du bruit en réduisant les turbulences par une modiﬁcation
appropriée de la géométrie de la roue et de la volute. Heo el al. [77] ont travaillé sur la
forme du bord de fuite des aubes. Ils étudient la forme en S du bord de fuite combinée
avec une inclinaison de l’aube (Figure 2.2). Cette méthode permet une diminution notable
du bruit tonal (entre 2 et 7 dB) avec une baisse d’environs 1.5 dB du bruit large bande.
Malgré les avancées de la réduction du bruit large bande, la méthode numérique URANS
utilisée reste un handicap pour sa prédiction. D’autres méthodes de réduction du bruit
utilisant les matériaux poreux ont également été testées. En 1968, Lowson [105] introduit
Figure 2.2 Bord de fuite en S et paramètres d’étude [77]
les matériaux poreux parmi les méthodes de réduction du bruit large bande. En eﬀet, les
matériaux poreux absorbent l’énergie acoustique grâce à leurs actions visqueuses sur le
champ de vitesse acoustique (exemple de matériaux poreux proposés : la ﬁbre de verre).
De plus, dans le champ proche (voisinage d’un dipôle) la pression acoustique varie avec
l’inverse du carré de la vitesse et l’inverse du cube de la distance source-récepteur. Ainsi,
les champs de vitesses augmentent rapidement dans le champ proche de telle sorte que
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le matériau poreux y est beaucoup plus eﬃcace. Cette idée a été évaluée expérimentale-
ment en 1972 par Robert Chanaud [24] sur un ventilateur axial. Il utilise des pales faites
uniquement de matériaux poreux composés de Fietmetal (Figure 2.3) et obtient des ré-
sultats encourageants. Cependant, son coût et la complexité de sa mise en oeuvre restent
élevés surtout dans les ventilateurs centrifuges. Plus récemment en 2013 MacDonald et
Figure 2.3 Pale en matériaux poreux (Fiedmetal) d’une roue axiale [24]
Heymann [107] remplacent la roue d’un ventilateur centrifuge par un bloc de milieux po-
reux en continu sans pale (Figure 2.4). Ils obtiennent un écoulement similaire à celui d’une
souﬄerie. Toutefois, en l’absence des pales, la roue poreuse ne génère aucun bruit tonal et
réduit considérablement le bruit large bande. Cependant, la performance aérodynamique
de ce système reste à vériﬁer.
2.4.2 Dakota
Le logiciel Dakota (Design Analysis Kit for Optimization and Terascale Applications) [35]
est un ensemble de librairies d’optimisation libres développé par le laboratoire national
SANDIA. Cette bibliothèque open source permet d’analyser les sensibilités des paramètres
(plan d’expérience), de faire des échantillonnages et de réaliser des études d’optimisation.
Il contient plusieurs méthodes d’optimisation telles que les algorithmes génétiques, les mé-
thodes du gradient ou sans gradient. Ces approches d’optimisation peuvent être utilisées
seules ou dans une stratégie d’optimisation avancée telles que les modèles de substituts
(surrogate base models) utilisant des surfaces de réponse polynomiales, réseau de neurones,
Krigeage ou moindres carrés. Par le passé Dakota a été utilisé pour des problématiques
d’optimisation aérodynamique. On peut citer les travaux de Mouton [116] portant sur l’op-
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Figure 2.4 Prototype de la roue faite d’un matériau poreux [107]
timisation d’un pylône de suspension du moteur d’un gros avion de transport transsonique.
Il utilise pour cela la base de surrogate de la librairie de Dakota. En turbomachine on peut
citer les travaux de Samad [141] pour l’optimisation de la performance aérodynamique. Il
utilise un calcul RANS pour construire ces fonctions objectives et le modèle de substitut
de surrogate pour l’optimisation. Tout récemment, Henneton [76] fait un couplage entre la
bibliothèque d’OpenFoam et Dakota. Il arrive à optimiser la ﬁnesse aérodynamique d’un
proﬁl NACA 4. Pour ce qui concerne notre projet en s’appuyant sur le couplage réaliste
par Henneton [76], nous allons créer un couplage entre Salome, OpenFoam, Dakota en vue
d’optimiser d’abord la performance aérodynamique d’un ventilateur centrifuge de Venmar
Inc.
En résumé, il ressort qu’il n’existe pas de méthode standard pour la réduction du bruit
dans les ventilateurs. Pour répondre à cette insuﬃsance, l’un des objectifs de cette thèse
est de développer un outil numérique d’optimisation aéroacoustique. Cette méthode d’op-
timisation est basée sur les résultats des approches de la POD et de la SVD développées
dans cette étude. Ces approches permettront d’identiﬁer les paramètres sensibles à la gé-
nération du bruit large bande. Pour l’optimisation de la performance aérodynamique nous
utiliserons l’approche RANS plus simple et traditionnellement utilisée pour la conception
de ventilateur.
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2.5 Conclusion
Pour conclure ce chapitre, l’approche hybride pour la modélisation aéroacoustique est re-
tenue. Cette approche utilise d’une part, la méthode de la SGE pour la modélisation de
l’écoulement interne du ventilateur. Le logiciel libre OpenFoam est utilisé pour tous les
calculs CFD de cette thèse. Cette modélisation a pour objectif de simuler les ﬂuctuations
de pressions pariétales de la pale. Puis d’autre part, d’utiliser ces ﬂuctuations comme don-
nées d’entrée de l’analogie de FW&H pour la modélisation aéroacoustique. Seul le terme
dipolaire de cette analogie est retenu. Les autres termes quadripolaire et monopolaire se-
ront négligés. L’utilisation de la fonction de Green en champs libres sera également utilisée
pour la résolution intégrale de l’analogie de FW&H.
Aﬁn d’identiﬁer les paramètres sensibles à la génération du bruit large bande, deux ap-
proches seront développées la POD et la SVD. Ces approches seront basées sur la matrice
de corrélation issue de l’analogie de FW&H pour un récepteur ou un réseau de récepteur
distribué sur une surface englobant la source.
Enﬁn, seule la méthodologie de l’optimisation de la performance aérodynamique est pré-
sentée dans ces travaux. L’approche stationnaire RANS sera utilisée pour la modélisation
de l’écoulement et le logiciel libre Dakota pour la construction de la surface de réponse
ainsi que la recherche du point optimum de la performance aérodynamique de la roue.
Le chapitre suivant est consacré à l’optimisation aérodynamique de la roue.
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CHAPITRE 3
MÉTHODE D’OPTIMISATION NUMÉRIQUE
DÉVELOPPÉE
Dans ce chapitre, l’objectif est de proposer une méthode numérique d’optimisation de la
performance aérodynamique d’une roue de ventilateurs centrifuges. Les outils utilisés sont
des logiciels libres de la conception et de la discrétisation (Salomé), de calcul CFD par
l’approche RANS avec OpenFoam extend 3.2 et d’optimisation (Dakota). L’approche est
basée sur une combinaisons de scripts de ces logiciels. Dans un premier temps, nous allons
décrire la méthode d’optimisation dans la base de substitution disponible dans DAKOTA.
Ensuite, nous allons expliciter les démarches à suivre pour la conception, la discrétisation
spatiale, le calcul CFD et la description des scripts de DAKOTA. Enﬁn, la technologie est
appliquée sur une roue de ventilateur centrifuge.
3.1 Méthode d’optimisation de substitution
La méthode d’optimisation dans la base de substitution (appelée aussi métamodèle ou mo-
dèles réduits ou encore surface de réponse) connue sous son vocable anglais surrogate base
optimisation (SBO) est une approximation d’une fonction dont l’évaluation est coûteuse
[8]. La réalisation d’un modèle de substitution se fait à partir de quelques échantillons
de la fonction initiale sans aucune connaissance à priori sur sa physique, ses propriétés
mathématiques ou ses particularités. Elle est un ensemble de techniques statistiques et
mathématiques utilisées pour le développement, l’amélioration et la conception de nou-
veaux produits ou de produits existants. Elle a pour but d’explorer les relations entre des
variables dépendantes ou indépendantes impliquées dans la conception du produit et aussi
de permettre de prédire la réponse sans devoir nécessairement réaliser des expériences ou
des simulations [8]. Autrement dit, dans l’étude d’un phénomène comportant une ou plu-
sieurs variables d’entrées ou de paramètres d’étude x1, x2, · · · , xp et une variable de sortie
y appelée réponse, la modélisation de substitution a pour but d’expliquer, par une relation
mathématique, la valeur y en fonction des variables d’entrées.
y = f(x) (3.1)
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avec x = (x1, · · · , xp) et p le nombre de paramètres d’entrées ou facteurs.
Plusieurs méthodes de substitution existent dans la littérature. Par exemple, on peut citer
les méthodes polynomiales et les méthodes de Krigeage. La construction d’un modèle
de la SBO le plus précis possible avec un minimum d’échantillons nécessite une bonne
planiﬁcation de celles-ci. La technique utilisée à cet eﬀet est le plan d’expériences appelé
en anglais design of experiments (DOE). Ainsi, dans cette section nous allons d’abord
décrire la technique de planiﬁcation expérimentale (plans d’expériences) utilisée pour ce
projet, puis donner une description des modèles polynomial et de Krigeage de la SBO.
3.1.1 Plans d’expériences
Dans un problème d’optimisation de performance aéroacoustique et/ou aérodynamique,
plusieurs conﬁgurations doivent être testées et comparées. Un essai ou une simulation
coûte cher en termes de temps de calcul. Pour cela, il est indispensable de suivre des règles
mathématiques et d’adopter une démarche rigoureuse dans la réalisation des essais [16].
La méthode des plans d’expérience repose sur des bases statistiques et permet d’extraire
un maximum d’information avec un minimum de résultats de simulation ou d’expérience
[64, 65]. La méthode choisie doit minimiser le nombre d’essais sans toutefois perdre la
qualité de l’information recherchée. Ainsi, le choix du nombre et de l’emplacement des
points de l’espace expérimental est le problème fondamental des plans d’expériences. De
plus, si le domaine d’étude admet des contraintes, il faut construire des plans sur mesure
en recherchant la position des points expérimentaux qui conduisent à de bonnes quali-
tés statistiques et à une bonne modélisation de la réponse. Plusieurs modèles de plans
d’expériences existent. On peut par exemple citer, les plans factoriels orthogonaux, les
plans composites centrés, les plans de Box-Behnken, et les plans hypercubes latins (lhs)
[111, 152]. Dans cette étude nous utiliserons des plans lhs.
La méthode d’échantillon hypercube latin a été introduite pour évaluer numériquement les
intégrales multiples [111, 152]. Elle permet d’assurer la non-redondance de l’information
au travers d’une bonne répartition des projections sur les axes factoriels ou paramétriques.
En pratique, les hypercubes latins sont très utilisés en planiﬁcation d’expériences numé-
riques notamment pour leur simplicité d’usage et de construction [58, 111].
En pratique, chaque axe ou dimension de paramètres est adimensionnée pour varier entre
0 et 1. On discrétise par la suite chaque axe en p éléments. On obtient une grille de dis-
crétisation de pn cellules pour n paramètres d’étude. Ensuite, on choisit p cellules parmi
les pn de telle sorte qu’il n’y est pas de superposition de cellules par les projections uni-
dimensionnelles des p cellules sur les axes. Enﬁn, on place de façon aléatoire les points de
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mesure dans chacune des p cellules choisies au préalable. On construit ainsi un hypercube
latin de p échantillons.
3.1.2 Méthodes polynomiales
Les modèles à base d’approximation polynomiale sont les modèles les plus simples. Ils
sont généralement associés au terme de surface de réponse connu sous son vocable anglais
polynomial Response Surface Model (RSM). La technique du RSM a vu le jour au cours
des années 50 par les chimistes Box et Wilson [17]. L’idée principale de leur méthode est
l’utilisation des techniques de régression sur des données expérimentales. Box et Wilson
suggèrent d’utiliser un polynôme du second degré, mais concèdent que ce modèle n’est
qu’une approximation. Toutefois, ce dernier a l’avantage d’être facile à estimer et à appli-
quer, même lorsque l’information disponible sur les processus en cours est minime. Dans
cette approche, le polynôme yˆ d’approximation des résultats expérimentaux ou numériques
peut être du premier ordre on parle de modèle de régression linéaire, du second ordre ou du
troisième ordre dit modèle de régression cubique. Dans cette étude, le modèle quadratique
(modèle du second ordre) est utilisé. Ce modèle polynomial du deuxième ordre est donné
par l’équation 3.2
y = yˆ +  = β0 +
p∑
i=1
βixi +
p∑
i=1
p∑
j≥i
βijxixj +  (3.2)
avec  le terme d’erreur, β0 est l’eﬀet moyen général (la constante du polynôme), βij
avec i = j caractérise l’interaction entre les facteurs xi et xj et βii les coeﬃcients liés à
l’eﬀet quadratique du facteur xi (avec i = 1, · · · , k). En considérant la base polynomiale
(1, x1, · · · , xk, x1x2, · · · , xixj, · · · , x2i ) (avec i = j et i, j = 1, · · · , p), on déﬁnit le vecteur
coeﬃcient β = [β0, β1, · · · , βp, β12, · · · , βij, · · · , βii]T (avec i = j et i, j = 1, · · · , p). La
connaissance de ce vecteur de coeﬃcients permet de déﬁnir la fonction polynomiale de
la surface de réponse. La méthode utilisée à cet eﬀet, est celle des moindres carrés. On
cherche une approximation βˆ du vecteur coeﬃcient β qui minimise la somme des carrées
des erreurs en chaque point de mesure ou de simulation. Autrement dit on cherche à
minimiser la fonction g déﬁnie par l’équation 3.3
g(β) =
n∑
=1
⎡
⎣(β0 + p∑
i=0
βixi +
p∑
i=1
p∑
j≥i
βijxixj − y
)2⎤⎦ (3.3)
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avec 	 = 1, · · · , n le numéro de la simulation ou de l’expérience, n le nombre total de
simulations, xi la valeur de la variable ou du paramètre xi à l’expérience numéro 	 et y
le résultat de l’expérience 	. L’équation 3.3 sous forme matricielle est donnée par l’équa-
tion 3.4
g(β) =
n∑
=1
[y − (Aβ))]2 = ‖y−Aβ)‖2 (3.4)
avec A la matrice des paramètres d’études ou facteurs dans la base polynomiale.
A(n×m) =
⎛
⎜⎜⎝
1 x11 · · · x1p x11x12 · · · x1p−1x1p x211 · · · x21p
...
... . . .
...
... . . .
...
... . . .
...
1 xn1 · · · xnp xn1xn2 · · · xnp−1xnp x2n1 · · · x2np
⎞
⎟⎟⎠ (3.5)
avec m = (k + 1)(k + 2)/2
La solution βˆ qui minimise g(β) est donnée par l’équation 3.6 [35, 109].
βˆ = [ATA]−1Ay (3.6)
avec y = [y1, y2, · · · yp]T le vecteur colonne contenant les réponses exactes issues de la
simulation de tous les points de calcul et AT la transposée de la matrice A. La solution
βˆ appelée estimateur au sens des moindres carrées de β. Il reﬂète l’importance ou non du
paramètre associé et de son interaction avec les autres paramètres.
3.1.3 Méthode de krigeage
La méthode de krigeage a été initialement conçue pour des expériences informatiques
caractérisées par des erreurs déterministes. C’est un moyen de prédiction de la réponse
des paramètres inconnus en se basant sur la réponse des paramètres connus. Autrement
dit c’est une méthode d’interpolation pour prédire les réponses de nouveau paramètre. Le
krigeage est un modèle global qui interpole tous les points de conceptions en tenant compte
de l’écart entre les points connus et le point à prédire. Cet écart se caractérise par une
matrice de corrélation. Cette technique a été initialement développée en géostatistique par
l’ingénieur des mines Daniel G. Krige [96] pour estimer les gisements miniers dans le massif
de Witwatersrand en Afrique du Sud. Il a développé une série de méthodes statistiques
empiriques aﬁn de déterminer la distribution spatiale de minerais à partir d’un ensemble
de forages pour produire des cartes de dépôts souterrains basées sur un large ensemble
de sites irrégulièrement espacés [96]. Son travail a par la suite été approfondi et formalisé
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mathématiquement par Matheron [110] à l’école des Mines de Paris. À la ﬁn des années
80, Sacks et al. [137] utilisent cette méthode pour l’approximation de fonctions issues de
problèmes physiques. Depuis l’utilisation de ce modèle s’est fortement développée et de
nombreuses variantes ont été proposées par Currin et al. [32].
La méthode de krigeage est une combinaison d’un modèle de régression f(x)Tβ et d’une
fonction aléatoire Z(x) de moyenne nulle et de variance σ2. Ainsi le modèle de krigeage
est sous la forme de l’équation 3.7.
yˆ = f(x)Tβ + Z(x) (3.7)
avec f(x) = [f1(x), · · · fn(x)]T la matrice des facteurs ou paramètres x de la base po-
lynomiale liée à la fonction de régression [35, 109]. La partie aléatoire est déﬁnie par la
connaissance de sa covariance entre deux points de calcul. Cette covariance entre les points
arbitraires x et x′ de l’espace expérimental est donnée par l’équation 3.8.
cov(Z(x),Z(x′)) = σ2r(x, x′) (3.8)
avec r la fonction de corrélation. Plusieurs fonctions de corrélation existent. On peut
citer la fonction de corrélation de Cauchy, de Marter et gaussienne [35, 137]. C’est cette
dernière qui est implantée dans Dakota et est utilisée dans cette étude. La fonction de
corrélation Gaussienne [137] entre deux points x et x′ de l’espace expérimental, est donnée
par l’équation 3.9.
r(x, x′) = exp
(
−
m∑

(
θ (x − x′)2
))
(3.9)
avec θ le paramètre de corrélation. La valeur de ce paramètre est estimée par maximum
de vraisemblance [137]. En considérant l’ensemble des points de mesure xi ou de calcul de
l’espace expérimental, on déﬁnit la matrice de corrélation R par l’équation 3.10.
Rij = r(xi, xj) (3.10)
Typiquement, l’approximation de la fonction de surface par le modèle de krigeage passant
par l’ensemble des points de calcul est donnée par l’expression de l’équation 3.11 [36, 90,
151].
yˆ = f(x)T βˆ + r(x)TR−1(y− f(x)βˆ) (3.11)
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avec r(x) le vecteur de corrélation entre le nouveau point x et les points de mesure de
l’espace expérimentale. Le vecteur coeﬃcient qui minimise l’erreur du modèle de krigeage
aux sens des moindres carrés est donné par l’expression de l’équation 3.12 [35, 109]
βˆ =
(
fTR−1f
)−1 (fTR−1y) (3.12)
3.1.4 Critères d’évaluations des modèles
Plusieurs critères d’évaluations de la qualité et de la performance des modèles existent
dans Dakota. On se limitera à deux d’entre eux : la racine carrée de la moyenne quadra-
tique de l’erreur de prédiction connue sous appellation anglaise root mean square error
prédiction (rmsep) et le coeﬃcient de détermination (R2).
Racine carrée de la moyenne quadratique de l’erreur de prédiction
le rmsep (Racine carrée de la moyenne quadratique de l’erreur de prédiction) calcule la
racine carrée de la moyenne des erreurs de prédiction au carré pour des données prédites
sur un plan d’expérience servant d’échantillon test (ici les plans lhs). Le rmsep nous servira
ainsi à valider ou non la qualité du modèle. Le rmsep est donné par l’équation 3.13 [35].
rmseq =
√√√√ 1
N
N∑
i=1
(yi − yˆi)2 (3.13)
avec N le nombre de points de mesure ou de calcul, yi le résultat expérimental ou numé-
rique de la iième mesure et yˆi le résultat du modèle de la iième mesure.
Coeﬃcient de détermination
Le coeﬃcient de détermination R2 mesure la proportion de la variance totale du modèle
qui peut être prise en compte par les paramètres d’étude. Ce coeﬃcient varie entre 0 et 1.
Lorsqu’il est proche de 0 cela, signiﬁe que le pouvoir de prédiction du modèle est faible.
Par contre lorsqu’il est proche de 1 son pouvoir de prédiction est fort. Le coeﬃcient de
prédiction des modèles de krigeage est toujours égal à 1 puisqu’ils correspondent à des
interpolations [35]. Le coeﬃcient de détermination est déﬁni par l’équation 3.14 [35].
R2 =
∑N
i=1 (yi − y¯i)2∑N
i=1 (yˆi − y¯)2
(3.14)
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avec y¯ la moyenne des mesures
3.2 Mise en place d’une méthodologie d’optimisation
La démarche est basée sur l’utilisation de plusieurs logiciels libres permettant :
1. la conception et la discrétisation spatiale de la géométrie d’étude avec le logiciel
Open source Salomé 7.1[140] ;
2. la modélisation de l’écoulement interne par la méthode stationnaire RANS avec le
logiciel Open source OpenFoam extend 3.2 [122] ;
3. la construction d’une surface de réponse par la méthode SBO décrite dans la section
précédente et la recherche de l’optimum de cette surface de réponse avec le logiciel
Open source Dakota[35] .
Cette chaine de méthode s’eﬀectue selon le diagramme de la Figure 3.1. Dans la suite,
nous allons d’abord décrire la méthode de conception et de discrétisation de la géométrie.
Puis, par la suite modéliser l’écoulement interne dans cette géométrie.
Figure 3.1 Diagramme de la méthode d’optimisation mise en place
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3.2.1 Conception et discrétisation de la géométrie d’étude
Cette sous-section est la première étape d’un cas de calcul de la méthode mise en place
pour l’optimisation d’une roue de ventilateur centrifuge. Les objectifs ici sont de créer et
de discretiser la géométrie d’étude. Puis à partir des paramètres d’optimisation fournis
et les données du cahier des charges, de calculer la vitesse de rotation en accord avec le
diagramme de Cordier. Ceux-ci permettent de maintenir le fonctionnement de toutes les
roues conçues au même point d’opération. Ainsi, les résultats de cette étape sont : un
ﬁchier contenant la vitesse de rotation et un répertoire (polyMesh) contenant le maillage
lisible par OpenFoam.
Le logiciel Open source de CAO Salomé 7.1 [140] développé par EDF et CEA est utilisé
à cet eﬀet. Par ses modules GEOM et SMESH, il permet la création et la discrétisation
spatiale de géométries complexes. De plus, il a la capacité d’exécuter un script python ou
un script de commandes shell. Ainsi, un code python est développé pour la conception, la
discrétisation spatiale et l’exportation du maillage en ﬁchier lisible par OpenFoam.
La géométrie est une roue de ventilateur centrifuge. Les principales données d’entrée (in-
put) sont uniquement celles issues du cahier des charges. C’est-à-dire le débit, la charge
manométrique (pression totale générée par la roue) et la nature du ﬂuide (sa masse vo-
lumique). D’autres données sont également nécessaires, ce sont les données secondaires.
Celles-ci caractérisent la nature de la pale (le squelette et la fonction d’épaisseur de la pale),
le nombre de pales et tous les autres paramètres en dehors de ceux utilisés pour l’optimi-
sation. Plusieurs types de squelettes de la pale sont disponibles, par exemple les squelettes
logarithmiques caractérisés par une courbe de la forme r = r1ebθ
2+aθ (avec b et a sont des
constantes à déterminées). On peut aussi choisir des pales à décélération constante. L’uti-
lisateur a aussi accès aux fonctions d’épaisseurs constantes, NACA 4, NACA 5, NACA
4 modiﬁée et NACA 5 modiﬁée. Le choix de la nature de la pale se fait à travers deux
identiﬁants l’un pour le squelette et l’autre pour la fonction d’épaisseur. Chaque squelette
et chaque fonction d’épaisseurs disponible est identiﬁé par un nombre entier appelé iden-
tiﬁant de la pale (Tableau 3.1). Tout au long de ce projet, le couple d’identiﬁant 0 et 5 est
choisi.
Les paramètres d’études, appelés facteurs, sont fournis par le logiciel Dakota et sont
aussi des données d’entrée pour le code. Ceux-ci sont actualisés à chaque cycle de calcul
par Dakota et engendre la création d’une nouvelle géométrie. L’une des particularités de
ce code est d’identiﬁer et de nommer automatiquement les faces limites de la géométrie
d’étude. Par exemple, le code peut identiﬁer l’entrée et la sortie du ﬂuide, la pale, les
autres faces solides et les faces périodiques si la géométrie d’étude est périodique comme
c’est notre cas. De plus, la sortie de la roue est très proche du bord de fuite de la pale
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Tableau 3.1 Types de squelette et de fonction d’épaisseur disponible dans le
code python de Salomé
Caractéristiques de la pale
Identiﬁant Désignation
Squelettes 0 logarithmique
1 Décélération constante
Épaisseurs
2 NACA 4
3 NACA 4 modiﬁée
4 NACA 5
5 NACA 5 modiﬁée
et reste constante pour toutes les roues utilisées dans ce chapitre. Ainsi les eﬀets de la
condition aux limites à la sortie de la roue sont supposées négligeables quelle que soit la
roue ce qui est contradiction avec les approches de la CFD utilisée de manière générale.
En eﬀet, notre étude est basée sur une analyse relative des paramètres qui maximisent la
performence aérodynamique de la roue. De manière génerale, il est nécessaire d’éloigner la
sortie de la géometrie au bord de fuite de la pale aﬁn d’éviter ou de minimiser l’inﬂuence
de celle-ci sur l’écoulement de la roue.
La géométrie est par la suite discrétisée puis exportée dans un ﬁchier lisible par Open-
Foam. Les tailles maximum et minimum de chaque maille sont fournies comme une donnée
d’entrée au système.
Illustration : On désire obtenir une roue fonctionnant avec de l’air considéré incom-
pressible de masse volumique ρ = 1.191 kg/m3 à débit Q = 110 cfm et de perte de charge
Δp = 345 Pa. On considère une pale de squelette logarithmique, de fonction d’épaisseur
NACA 5 modiﬁée dont l’épaisseur maximale e = 1.7 mm, située à 1.5 mm du bord d’at-
taque de la pale. On ﬁxe le nombre de pales à Npales = 23. Pour cet exemple, on choisit
les principales données ou paramètres d’optimisation, les diamètres d’entrées D0 = 2r0 et
D1 = 2r1, le diamètre de sortie de la roue D2 = 2r2, les hauteurs du bord d’attaque b1, de
sortie b2 de la pale et la hauteur d’entrée de la roue b0. Ces paramètres sont illustrés sur
la Figure 3.2 et les valeurs sont regroupées dans le Tableau 3.2.
Tableau 3.2 Paramètres principaux du design de la roue
Paramètres b0 b1 b2 r0 r1 r2
Valeur en m 0.04 0.035 0.0117 0.053 0.051 0.07
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Figure 3.2 Paramètres primaires pour le design d’une roue avec le script Python
On obtient avec le script développé et les données ci-dessus, la géométrie de la roue cor-
respondant au point de fonctionnement du cahier des charges (Figure 3.3a). En plus avec
une taille de maille maximale de 0.0008 m, la discrétisation spatiale de la géométrie est
obtenue (Figure 3.3b).
(a) Géométrie de la roue (b) Discrétisation spatiale de la roue
Figure 3.3 Géométrie d’étude
3.2.2 Calcul RANS
La deuxième étape est la modélisation de l’écoulement interne. Le modèle utilisé est le
modèle stationnaire RANS (sous-section 2.1.1) utilisant un seul volume en mouvement (la
roue dans notre cas) disponible dans le logiciel libre OpenFoam. Le solveur simpleSRF-
Foam d’OpenFoam est adapté à ce genre de simulation. L’objectif de cette étape est de
fournir à Dakota la fonction objective du problème d’optimisation.
Le répertoire polyMesh généré par Salomé est copié dans le répertoire constant d’Open-
Foam. Puis on déclare les conditions aux limites et initiales nécéssaires à la réalisation du
calcul CFD. Puisque chaque nouvelle géométrie engendre une nouvelle vitesse de rotation
pour maintenir la roue au même point d’opération, il est nécéssaire d’actualiser les ﬁchiers
constant/SRFPropreties et system/ control. Des lignes de commandes Shell sont utili-
sées pour ces changements.
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Conditions aux limites
La nature des faces limites n’est pas déﬁnie dans Salomé, ainsi l’entrée (inlet) et la sortie
(outlet) de la roue sont de type patch. La pale et les faces solides sont des wall. Enﬁn,
les faces périodiques sont couplées et sont de type periodic. Une condition de débit est
imposée à l’entrée de la roue (inlet) et pression nulle à la sortie (outlet). Sur toutes les
surfaces solides telles que la pale et les autres faces ce sont des conditions d’adhérences.
De plus, des fonctions de lois de parois sont utilisées pour l’énergie cinétique k, la viscosité
turbulente νt et la dissipation ω sur toutes les surfaces solides. Pour prendre en compte de
manière automatique ces conditions aux limites et initiales pour chaque nouvelle géomé-
trie d’étude, un script python est développé à cet eﬀet, inspirée du script d’Hydro-Québec
inclus dans les versions turbomachines d’OpenFoam.
Modèle de turbulence et schémas numériques
Le modèle de turbulence k-ω SST est utilisé pour la modélisation de la turbulence. Quant
aux schémas numériques, on a choisi le schéma du premier ordre Gauss upwind pour
les termes de divergence et le schéma du second ordre Gauss linear pour les termes de
gradient. Les équations linéaires sont résolues par la méthode itérative du gradient bi-
conjugué stable (BiCGStab) pour le champ de vitesse, l’énergie cinétique k et le taux de
dissipation ω. La méthode itérative du gradient conjugué avec préconditionnement (DIC ),
est utilisée pour résoudre les équations linéaires du champ de pression.
3.2.3 Optimisation avec Dakota
Cette dernière étape du cycle est la partie optimisation et se décompose en plusieurs
étapes :
1. Fournir de nouvelles variables d’optimisation à Salomé pour la conception d’une
nouvelle conﬁguration. Les variables de calcul sont les coordonnées des points issus de
la planiﬁcation expérimentale (section 3.1.1) de l’espace d’optimisation. La méthode
utilisée est le plan hypercube latin.
2. Récupérer la ou les fonctions objectives fournies par OpenFoam de chaque conﬁgu-
ration géométrique issue de la planiﬁcation de l’étape 1.
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3. Construire la surface de réponse avec l’ensemble des points de calcul ou l’ensemble
des conﬁgurations géométriques. Les méthodes utilisées sont celles de substitution
décrite dans la section 3.1.
4. La dernière étape consiste à chercher l’optimum de la surface de réponse construite
à l’étape précédente.
Ces étapes sont exécutées par Dakota par le biais d’un script qu’il faut adapter selon le
problème d’optimisation.
Description des scripts de Dakota
Les scripts d’optimisation de Dakota sont constitués de plusieurs blocs, identiﬁés par un
nom réservé au début de chaque bloc. Dans cette partie nous allons décrire quelques-uns
de ces blocs. Les codes de Dakota commencent souvent par la déclaration d’un environ-
nement d’étude caractérisé par le mot clé environment . Dans cet espace on précise la
nature du ﬁchier de sortie, généralement les valeurs des paramètres d’études et le résultat
de la fonction objective associée (tabular_graphics_data). La sortie peut être aussi sous la
forme de graphique. On le spéciﬁe par le mot clé graphics. Ce bloc est facultatif. Ensuite,
on a un ou plusieurs blocs pour décrire les méthodes et les modèles utilisés. Ces blocs sont
obligatoires et s’identiﬁent par la présence des noms réservés method et model . Dans
ces blocs on spéciﬁe par exemple la méthode d’optimisation (par exemple :conming, soga,
moga et surrogate global), le modèle de substitution (par exemple : quadratic, cubic, kri-
ging surfpack et gaussian_process surfpack) et la planiﬁcation de l’expérience (lhs). Quant
au domaine de déﬁnition des paramètres d’étude le nom variables est réservé à cet ef-
fet. Les liaisons et la synchronisation entre tous les logiciels utilisés (Dakota, Salomé et
OpenFoam) se font dans le bloc de code interface . Enﬁn, dans réponses on a le nombre
de fonctions objectives et la spéciﬁcation des extremums (minimum ou maximum ou les
deux). Tous ces blocs de codes sont identiﬁés par des pointeurs permettant de les lier entre
eux. Le Tableau 3.3 donne un exemple d’un code Dakota. Dans la première colonne, on a
les blocs de codes et dans la deuxième colonne la description du bloc.
Application à la fonction de Branin
L’objectif de cette sous section est de valider analytiquement les méthodes polynomiale
(RSM)et de krigeage.
On désire tester la capacité d’approximation de la surface de réponse par les méthodes
polynomiale quadratique et de krigeage puis de chercher l’optimum global. La fonction
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Tableau 3.3 Exemple de script d’optimisation avec Dakota
environment faculatif
tabular_data génération de ﬁchier tabulaire
tabular_data_ﬁle = ’output.dat’ ﬁchier sortie
method_pointer = ’sbo’ pointeur de la méthode d’optimisation
method Méthode d’optimisation
id_method = ’sbo’ identiﬁant de la méthode d’optimisation
model_pointer = ’sbo_model’ pointeur du modèle de substitution
soga choix du modèle
· · ·
model Choix du modèle de substitution
id_model = ’sbo_model’
surrogate global type du modèle global ou locale
dace_method_pointer = ’DACE’ pointeur du bloc de planiﬁcation
kriging surfpack modèle de substitution
· · ·
method Méthode de planiﬁcation des expériences
id_method = ’DACE’ identiﬁant de la planiﬁcation
model_pointer = ’TRUTH’ pointeur du bloc de la méthode
sampling samples = 30 nombre d’expérience
seed = 10310 sample_type lhs type du plan
model
id_model = ’TRUTH’
single
variables_pointer = ’V1’ pointeur du bloc des variables
interface_pointer = ’I1’ pointeur du bloc l’interface
responses_pointer = ’R1’ pointeur de la fonction de réponse
variables paramètres d’optimisation et espace d’étude
id_variables = ’V1’ identiﬁant des variables
· · ·
interface Bloc des interfaces (liaisons des plates formes)
id_interface = ’I1’ identiﬁant des interfaces
fork type de lien
· · ·
responses Bloc des réponses
id_responses = ’R1’ identiﬁant des réponses
objective_functions = 1 nombre de fonctions objective
no_gradients no_hessians
sense ’max’ or ’min’ Recherche du minimum ou du maximum
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nalytique de Branin-Hoo constitue un cas test intéressant dans la mesure où elle possède
trois minimums globaux (−3.14, 12.27), (3.14, 2.27) et (9.42, 2.47) auxquels la fonction
prend la même valeur approximative de 0.4. Le problème d’optimisation à résoudre est
déﬁni par l’expression 3.15 [90, 143].
min(x1,x2)
{
f (x1, x2) =
(
x2 − 5.14π2x21 + 5πx1 − 6
)2
+
(
1− 1
8π
)
cosx1 + 10
−5 ≤ x1 ≤ 10 et 0 ≤ x2 ≤ 15
(3.15)
Considérons des plans d’expériences d’hypercube latin de N échantillons. La Figure 3.4
représente les contours de surface de la fonction analytique et des surfaces de réponse par
la méthode RMS puis de krigeage pour N = 30 échantillons (première ligne de Figures)
et pour N = 120 échantillons (dernière ligne de Figures). Les points de chaque plan
d’expérience de type lhs sont marqués sur la ﬁgure 3.4. On en déduit que le modèle
de krigeage (équation 3.7) décrit bien le comportement de la fonction objective avec les
mêmes isocontours que ceux de la fonction analytique. Ceux-ci reste vrais lorsqu’on fait
raﬃnement d’échantillon de type lhs (Figure 3.4 : dernière ligne de Figures). Par contre,
le modèle RSM (équation 3.2) ne donne pas une bonne approximation de la surface de
la fonction objective quel que soit l’échantillonnage de type lhs utilisé. Ce qui peut être
dû à l’erreur du modèle. La modélisation de l’erreur par la méthode de krigeage permet
d’améliorer ce modèle. En eﬀet, la partie quadratique (fonction de tendance) du modèle de
krigeage (équation 3.7) est identique au modèle RSM (équation 3.2). La seule diﬀérence
entre les deux approches est la modélisation de l’erreur. Il est clair que la méthode de
krigeage donne de meilleurs résultats avec peu d’échantillons lhs. De plus, les moyennes
quadratiques des erreurs (équation 3.13) sont presque nulles pour le modèle de krigeage
et très importantes pour le modèle RSM (Tableau 3.4) quelle que soit l’expérience. Ce
qui conﬁrme l’eﬃcacité du modèle de krigeage. Cette analyse se conﬁrme en considérant
les coeﬃcients de détermination R (Tableau 3.4). Le modèle de krigeage a un pouvoir de
prédiction très forte et vaut 1. Par contre le pouvoir de prédiction du modèle RSM est
moins important et est de l’ordre de 0.5.
La recherche des minimums sur la surface de réponse de krigeage avec un algorithme
de gradient en plusieurs points initiaux donne des solutions très proches des solutions
analytiques (9.52, 2.04), (3.14, 2.29) et (−3.19, 12.45). En eﬀet, les erreurs relatives en
moyenne entre les solutions analytiques et la méthode de krigeage sont ±0.25% pour le
paramètre x1 et ±0.67% pour le paramètre x2. Par contre on obtient une seule solution
(9.95, 0) avec l’approche RSM minimisant la fonction de Branin. Les erreurs relatives sont
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de 4.5% pour le paramètre x1 et de 100% pour x2. Ces solutions sont illustrées sur la
Figure 3.4. On déduit de cette étude que le modèle de krigeage arrive à reproduire avec
ﬁdélité les isocontours de la fonction de Branin. Ce qui démontre sa robustesse par rapport
à la méthode RSM. Ainsi, le modèle de RSM n’est pas adapté au calcul de fonctions
contenant plusieurs extremums. Cependant elle est la plus simple en pratique.
Figure 3.4 Isocontour de la fonction de Branin-Hoo par l’approche analytique,
quadratique et de Krigeage
Tableau 3.4 Le rmesq et le coeﬃcient de détermination des méthodes RSM et
de krigeage pour les expériences lhs à 30 et 60 échantillons
RSM krigeage
N 30 120 30 120
rmesq (équation 3.13) 36.820 54.66 0 0
R (équation 3.14) 0.47 0.50 1 1
3.3 Optimisation de la performance de ventilateur
centrifuge
L’objet principal de cette section est l’application de la méthode mise en place pour la
recherche de la performance aérodynamique de ventilateurs. Le nombre élevé de paramètres
de conception d’une roue de ventilateur centrifuge et leur comportement aérodynamique
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fait de l’optimisation de ces machines une tâche diﬃcile [70]. Plusieurs études existent dans
la littérature, et leurs résultats montrent l’inﬂuence de certains paramètres [68, 70, 162].
Par exemple, on identiﬁe les diamètres extérieur Dext et intérieur Dint de la roue, les
hauteurs du bord d’attaque b1 et de sortie b2 de la pale, les angles d’attaque β1 et de
sortie β2 du ﬂuide dans la roue, la vitesse de rotation ω et le nombre de pales Npales. Ces
paramètres peuvent être évalués de manière préliminaire de diﬀérentes façons. On a par
exemple la théorie d’Euler et la théorie des triangles de vitesse. À ces relations, il faut
ajouter les diagrammes d’adimensionnement comme le diagramme de Cordier [99].
3.3.1 Choix du type de la machine
De manière générale, le choix du type de machine à concevoir et ses principales dimensions
sont donnés par la déﬁnition du point d’opération. Ce point d’opération est constitué du
débit du ﬂuideQ, de la charge manométrique totale générée ΔP et de la vitesse de rotation.
À partir du paramètre adimensionné de la vitesse de rotation, appelée vitesse spéciﬁque
Ns, on déduit, du diagramme de Cordier [99] via le coeﬃcient sans dimension Ds appelé
diamètre spéciﬁque, le diamètre de la roue. Ces paramètres adimensionnels sont donnés
dans la littérature par les équations 3.16 et 3.17 [99, 160].
Ns =
ωQ1/2(
ΔP
ρ
)3/4 (3.16)
Ds =
D
(
ΔP
ρ
)3/4
Q1/2
(3.17)
3.3.2 Relations paramétriques
Dans le mouvement de rotation de la roue à la vitesse angulaire ω et en considérant la
décomposition des vitesses, la vitesse relative w est donnée par la relation vectorielle :
v = u+ w (3.18)
avec v la vitesse absolue et u correspondant à la vitesse d’entrainement liée à la rotation
du ﬂuide.
À partir de la théorie des triangles de vitesses, et en supposant que l’épaisseur des pales
3.3. OPTIMISATION DE LA PERFORMANCE DE VENTILATEUR
CENTRIFUGE 45
est négligeable, on déduit les relations suivantes :
à l’entrée de la roue
u1 =
{
0
u1 = r1ω
(3.19)
v =
{
vr1 =
Q
2πr1b1
vt1 = 0
(3.20)
La direction du ﬂuide à l’entrée de la roue est caractérisée par l’angle d’entrée β1 donnée
par l’équation 3.21
tanβ1 =
u1
vr1
=
2πωr21b1
Q
(3.21)
à la sortie de la roue
Les triangles des vitesses à la sortie ne peuvent être appliqués sous l’hypothèse simpliﬁ-
catrice qui suppose que le ﬂuide sort de la roue suivant la direction imposée par la sortie
de la pale. Cette hypothèse est appelée hypothèse d’Euler et n’est justiﬁée que dans le cas
d’un nombre inﬁni de pales. Dans ces conditions on a les relations des triangles de vitesse
à sortie (équations 3.22 et 3.23) et la relation d’Euler (équation 3.24).
u2 =
{
0
u2 = r2ω
(3.22)
v =
{
vr2 =
Q
2πr2b2
vt2 = u2 + vr2tanβ2
(3.23)
ΔP = ρu2v2 = ρu2
(
u2 +
Q
2πr2b2tanβ2
)
(3.24)
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3.3.3 Déﬁnition du problème d’optimisation
On désire connaître l’inﬂuence de la taille de la roue caractérisée par ses diamètres inté-
rieurs (D0 = 2r0 et Dint = 2r1) et extérieurs (Dext = 2r2) puis les hauteurs à l’entrée de la
roue b0, à l’entrée de la pale b1 et à la sortie b2 de la roue sur la performance aérodynamique.
On déﬁnit alors six paramètres d’étude appelés facteurs ou variables paramétriques sous
contraintes. Les diﬀérentes contraintes géométriques de la roue centrifuge sont b0 > b1 > b2
et r2 > r1 > r0. On déﬁnit alors les paramètres d’étude appelés facteurs ou variables pa-
ramétriques δ0 = b0/b1 > 1, δ1 = r1/r0 > 1, r1, r2, b1 et b2. Tenant compte des relations
précédentes, on ﬁxe les autres paramètres (choix de la pale et cahier des charges) néces-
saires à la conception de la roue. De plus, pour préserver le point d’opération de toutes les
roues admissibles, le débit et la pression fournis par les roues simulées sont les mêmes pour
chaque roue et sont ﬁxés par le cahier des charge. Ainsi,la vitesse de rotation est ajustée
dans le script Python de conception. Le problème d’optimisation à résoudre revient alors à
maximiser la performance aérodynamique η sous contraintes. Le problème est alors déﬁni
par le système d’équations 3.25.
maximiser(δ0,δ1,r1,r2,b1,b2)
{
η = QΔP
r2ωTz
δ0 > 1, δ1 > 1, r2 > r1 et b1 > b2
(3.25)
L’espace paramétrique est donné par les extremums que peut prendre chaque paramètre
d’étude. Le Tableau 3.5 regroupe les valeurs des paramètres extrêmes déﬁnissant l’espace
d’étude.
Tableau 3.5 Espace d’étude
δ0 δ1 r1 (mm) r2 (mm) b1 (mm) b2 (mm)
min 1.025 1.25 30.23 82.55 33.02 8.89
max 1.125 1.5 60.96 95.25 69.85 20.32
3.3.4 Analyse et interprétation des résultats
L’espace d’étude est initialement discretisé par la méthode d’échantillonnage basée sur
les plans latins hypercubes. Puis, ils sont raﬃnés par doublement des points de mesures.
Quatre plans (exp0, exp1, exp2 et exp3) sont ainsi réalisés. Pour chaque plan le nombre
d’échantillons N se trouve dans le Tableau 3.6.
Les méthodes de surface de réponse par krigeage et polynomiale sont utilisées et analysées
dans cette section. La partie polynomiale de la méthode de krigeage est identique à la
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Tableau 3.6 Échantillonnage
exp0 exp1 exp2 exp3
N 70 140 280 560
méthode polynomiale, quelle que soit l’expérience.
Géometries et discrétisations
Pour illustration considérons trois points d’optimisation (points 0, 1 et 2) du plan d’ex-
périence exp0. Chaque point est réperé par ses composantes dans la base paramètrique
d’optimisation (δ0, δ1, r1, r2, b1, b2). Les composantes sont de ces points d’experience sont
régroupés dans le Tableau 3.7.
Tableau 3.7 Valeurs des points 0, 1 et 2 du plan d’expérience exp0
Points δ0 δ1 r1 (mm) r2 (mm) b1 (mm) b2 (mm)
0 1.07 1.49 53.8 84.77 62.35 19.23
1 1.07 1.45 59.39 83.56 64.55 12.57
2 1.08 1.34 41.82 86.67 36.61 13.78
L’exécution du script Python déveleppé (sous-section 3.2.1) permet de concévoir et de
créer le maillage pour le calcul CFD aﬁn de calculer numériquement la performance aéro-
dynamique (fonction objective). La Figure 3.5 montre les géométries obtenues de chaque
point. La forme des géometries varie d’un point à l’autre. Il en est ainsi pour tous les points
du plan d’expérience exp0. Deux discretisations spatiales par point sont utilisées. On a le
maillage grossier dont la taille des cellules est inférieur à 2.8 mm et le maillage plus ﬁn
dont la taille des cellules est inférieur à 1 mm. Le nombre totale de cellules du maillage
grossier est donné par N1 et celui du maillage plus ﬁn par N2. La Figure 3.6 donne une
illustration du maillage grossier utilisé. La convergence est obtenue en moyenne après 15
min de calcul pour les maillages grossiers et 30 pour les maillages plus ﬁns.
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Figure 3.5 Illustration de géometries d’optimisation des points du plan d’ex-
périence exp0 : (a) point 0, (b) point 1 et (c) point 2
Figure 3.6 Illustration de discrétisations spatiales des points du plan d’expé-
rience exp0 : (a) point 0, (b) point 1 et (c) point 2
Analyse de l’écoulement et performance aérodynamique de la roue
Pour l’analyse de l’écoulement considérons, le point 2 du plan d’expérience exp0. Consi-
dérons le plan d’équation y = 0.008 m. Ce plan est perpendiculaire à l’axe de rotation de
la roue et situé à mi-hauteur de la sortie de la roue. Les Figures 3.7 et 3.8 représentent
le contour de la vitesse absolue et les vecteurs de la vitesse relative dans ce plan. Les
vecteurs relatives sont colorés par la pression. La Figure 3.7 montre une accélération du
ﬂuide de l’axe de rotation vers la sortie de la roue. L’amplitude maximale de la vitesse
absolue est égale à 23.6 m/s et est situées dans la région du bord de fuite de la pale. Cette
amplitude est proche de la vitesse d’entrainement de la roue pour une vitesse de rotation
égale à 2787.48 rpm. Dans ce plan, on a pas de décollement tout au long du proﬁl de la
pale comme le montrent les vecteurs de la vitesse relative de la Figure 3.8.
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Figure 3.7 Contour de la vitesse absolue dans le plan y = 0.008 m au point 2
du plan d’expérience exp0
Figure 3.8 Vecteurs de la vitesse relative coloré en pression dans le plan y =
0.008 m au point 2 du plan d’expérience exp0
Les performances aérodynamiques obtenues pour chaque cas de maillage et pour chaque
points d’optimisation d’étude ont les ordre de grandeurs. Les erreurs relatives de la per-
formance aérodynamique pour chaque point entre les deux maillages est faible. L’erreur
maximale est obtenue au point 1 et est égale à 2.3%. La performance aérodynamique ob-
tenue pour chaque points 0, 1 et 2 des maillages grossiers et plus ﬁns sont regroupées dans
le Tableau 3.8.
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Tableau 3.8 Nombre de cellules N1 et N2 des maillages et performance aéro-
dynamique aux points 0, 1 et 2 du plan d’expérience exp0
Points 0 1 2
N1 27808 27586 18115
η1 (%) 90.97 84.36 95.24
N2 148138 158763 126543
η2 (%) 91.40 86.39 95.43
Erreur (%) 0.5 2.3 0.2
Analyse et interprétation par la méthode canonique
L’analyse canonique de chaque plan montre la présence d’un maximum. En eﬀet, cette
analyse consiste à décomposer la matrice quadratique Qu(6× 6) associée à la partie qua-
dratique du polynôme de la réponse dans un repère principal orthogonal (la matrice est
symetrique) [155]. Un signe positif des valeurs propres traduit la présence d’un minimum.
Par contre, un signe négatif démontre la présence d’un maximum. On peut également
avoir des valeurs propres négatives et positives. Cette dernière situation est un mélange
des deux cas précédents.
Dans notre cas la matrice quadratique Qu est donnée par l’équation 3.26.
Qu =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
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1
2
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1
2
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1
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1
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1
2
β13
1
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1
2
β34
1
2
β45 β55
1
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β56
1
2
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1
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β23
1
2
β34
1
2
β45
1
2
β55 β66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3.26)
La matrice Qu est symétrique, il existe 6 vecteurs propres orthogonaux.
La Figure 3.9 présente les 6 modes propres obtenus par la décomposition de la matrice
quadratique associée à la partie quadratique du polynôme de la réponse de chaque expé-
rience. Ces modes sont numérotés de 1 à 6 par ordre d’importance et sont sur l’axe des
abscisses (Figure 3.9). Quatre modes propres sont négatifs dans les plans 0 et 1 puis cinq
modes pour le plan 3 et enﬁn tous les modes sont négatifs pour le plan 4 (Figure 3.9).
Le raﬃnement de la discrétisation de l’espace expérimental permet d’avoir une précision
sur le signe des modes. En plus, quel que soit le plan, les deux premiers modes dominants
sont négatifs (Figure 3.9). On déduit alors que le problème d’optimisation a un maximum
global. En plus, on a un accroissement de la réponse sur tous les axes liés aux modes
propres négatifs.
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Figure 3.9 Modes propres de la matrice quadratique de chaque plan
À présent, considérons les axes liés aux deux premiers modes dominants (c-à-d., modes 1
et 2). Les Figures 3.10 et 3.11 représentent les valeurs des composantes du premier mode
dominant (mode 1) et du second mode dominant (mode 2) respectivement. Seules les troi-
sième et sixième composantes de l’axe lié au mode dominant sont importantes en valeur
absolue (Figure 3.10), les autres étant négligeables. Par conséquent, le diamètre intérieur
de la roue et la hauteur de la sortie de la roue ont plus d’inﬂuence sur la performance
aérodynamique de la roue. Cette inﬂuence est encore plus marquée en agissant sur le dia-
mètre intérieur de la roue. Ce qui se traduit par une valeur supérieure en valeur absolue de
cette composante sur toutes les autres (Figure 3.10). Cette analyse reste vraie lorsqu’on
considère le second axe lié à la deuxième valeur propre importante. Par contre, c’est la
hauteur à la sortie de la roue qui est plus importante (Figure 3.11).
Le mode propre établit un lien entre toutes les variables lorsqu’on se déplace dans sa di-
rection, une analyse des coeﬃcients de la section quadratique des réponses est nécessaire.
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Figure 3.10 Axe principal (sans dimension) de la matrice quadratique de
chaque plan
Figure 3.11 Second axe principal (sans dimension) de la matrice quadratique
de chaque plan
Analyse et interprétation des coeﬃcients des polynômes
L’histogramme de la Figure 3.12 présente les valeurs des coeﬃcients de la section polyno-
miale de chaque expérience. Ces coeﬃcients sont représentés par leurs indices respectifs
dans la base polynomiale des paramètres d’études et sont regroupés dans le Tableau 3.9.
Par exemple l’indice 16 correspond au coeﬃcient β16 du monôme formé par le produit de
δ0 et b2 (δ0b2) et l’indice 0 est la constante β0 de la partie quadratique des modèles. Toutes
les variables sont adimensionnées et varient entre −1 et 1.
On observe sur la Figure 3.12 la même tendance des coeﬃcients pour toutes les expé-
riences. C’est à dire les mêmes ordres de grandeur des coeﬃcients, quel que soit le plan.
Pour tous les plans, le coeﬃcient β3 associé au diamètre intérieur de la roue 2r1 domine.
Ce qui conﬁrme le premier résultat de l’analyse canonique. De plus, le coeﬃcient β11 lié
à son terme quadratique r21 est négatif ce qui indique que l’eﬀet sur l’éﬃcacité du rayon
intérieur de la roue augmente jusqu’à un certain niveau puis diminue. La réponse admet
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un maximum. La plus forte interaction est celle du diamètre intérieur 2r1 et de la hauteur
de sortie de la roue b2 caractérisée par le coeﬃcient β16.
Tableau 3.9 Coeﬃcients et indices des coeﬃcients de la base polynomiale pa-
ramétrique des méthodes
cste δ0 δ1 r1 r2 b1 b2 δ
2
0 δ0δ1 δ0r1 δ0r2 δ0b1 δ0b2 δ
2
1
β0 β1 β2 β3 β4 β5 β6 β11 β12 β13 β14 β15 β16 β22
0 1 2 3 4 5 6 11 12 13 14 15 16 22
δ1r1 δ1r2 δ1b1 δ1b2 r
2
1 r1r2 r1b1 r1b2 r
2
2 r2b1 r2b2 b
2
1 b1b2 b
2
2
β23 β24 β25 β26 β33 β34 β35 β36 β44 β45 β46 β55 β56 β66
23 24 25 26 33 34 35 36 44 45 46 55 56 66
Figure 3.12 Coeﬃcients de la partie polynomiale des méthodes de RSM et de
krigeage
Analyse et interprétation du paramètre de corrélation θ de la méthode de krigeage
Le paramètre de corrélation θ est obtenu de manière numérique par le maximum de vrai-
semblance [35]. Ce paramètre est un vecteur dont les composantes θi sont dans la base
des paramètres d’optimisation. Chaque composante traduit la régularité de la réponse du
modèle tout au long des variations du paramètre considéré. Ainsi, une valeur trop im-
portante impose un comportement plus lisse du modèle alors qu’une valeur plus faible
traduit des variations importantes du modèle [2, 35]. La Figure 3.13 montre, les valeurs
de chaque composante du paramètre de corrélation en fonction de l’expérience. Il ressort
qu’un raﬃnement de l’espace paramétrique fait augmenter le paramètre de corrélation et
donc la précision du modèle, rendant plus lisse la surface de réponse. En eﬀet, selon la
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théorie dans Dakota, ce paramètre est l’inverse du double de la longueur de corrélation
[35] et est déﬁni par l’équation 3.27.
θi =
1
2	2i
(3.27)
avec 	i la longueur de corrélation. Son eﬀet sur le modèle est identique à celui joué par
l’écart type dans une distribution normale de points [35].
En considérant les plans 2 et 3 de la Figure 3.13, seuls les paramètres de corrélation θ0 et θ4
sont les moins importants. Ceci entraine des variations plus importantes du modèle pour le
rapport δ0 et du diamètre extérieur de la roue Dext = 2r2. Par contre le modèle de krigeage
a une meilleure prédiction pour les autres paramètres tels que le rapport δ1 = r1/r0, le
diamètre intérieur Dint = 2r1, les hauteurs b1 et b2.
Figure 3.13 Paramètre de corrélation θ en m−2 de chaque plan
Critères d’évaluations des modèles
La racine carrée de la moyenne de l’erreur quadratique (rmesq : équation 3.13) entre la
performance de la surface de réponse par la méthode de krigeage et les résultats expéri-
mentaux est presque nulle, quel que soit le plan d’expériences (Tableau 3.10). Ceci montre
que la surface de réponse obtenue par cette méthode passe par les points de calcul. Par
contre, en considérant le modèle RSM on remarque le rmseq est diﬀérent de 0, ce qui
montre que l’interpolation ne passe pas nécessairement par tous les points de mesure. En
plus cette valeur est plus importante pour le plan d’expérience exp2 (Tableau 3.10). Ce
plan ne donne donc pas une bonne approximation de la performance aérodynamique. Le
modèle de krigeage étant une superposition du modèle RSM et d’un modèle pour l’erreur,
la modélisation de l’erreur est alors une correction permettant au modèle de krigeage de
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lisser la surface de réponse par rapport aux points de mesures. Par conséquent la correc-
tion apportée est plus importante pour le plan d’expériences exp2 (Tableau 3.10).
Puisque le modèle de krigeage passe par tous les points de mesure, alors son coeﬃcient
de détermination (R : équation 3.14) vaut 1 pour tous les plans d’expériences (Tableau
3.10). Quant au modèle RSM, à l’exception du plan exp2, le coeﬃcient de détermination
est presque égal 1. Donc, le pouvoir de prédiction de ce modèle est très élevé pour les plans
d’expériences exp0, exp1 et exp3, conﬁrmant la ﬁabilité du modèle RSM pour ces plans
(Tableau 3.10). Quant à l’expérience exp2, le coeﬃcient de détermination est plus faible,
ce modèle est donc le moins ﬁable.
On déduit de cette étude que tous les modèles sont ﬁables à l’exception des modèles du
plan exp2. Ainsi, nous n’allons retenir que les modèles des plans exp0, exp1 et exp3 pour
la recherche des paramètres géométriques qui maximisent la performance aérodynamique.
Tableau 3.10 Le rmesq et le R2 des méthodes RSM et de krigeage pour les
expériences lhs à 30 et 60 échantillons
RSM Krigeage
exp0 exp1 exp2 exp3 exp0 exp1 exp2 exp3
rmesq (équation 3.13) 0.053 0.088 3.39 0.23 0 0 0 0
R2 (équation 3.14) 0.99 0.986 0.63 0.958 1 1 1 1
3.3.5 Solution du problème d’optimisation
Dans cette sous-section, il est question de chercher sur les surfaces de réponses (RSM et
krigeage) les valeurs des paramètres d’étude qui maximisent la performance aérodyna-
mique de la roue centrifuge. Seuls les plans d’expériences exp0, exp1 et exp3 sont utilisées.
Pour rappel, le plan d’expérience exp2 a une ﬁabilité très faible par rapport aux autres
selon l’étude du critère d’évaluation de l’analyse précédente. Le modèle d’optimisation
du gradient implanté dans Dakota est utilisé pour trouver ces valeurs optimums sur les
surfaces de réponses par la méthode RSM et par la méthode de krigeage. Les résultats ob-
tenus pour chaque plan d’expériences sont regroupés dans les Tableaux 3.11 et 3.12 pour
les modèles RSM et de krigeage respectivement. Aﬁn, de comparer les valeurs trouvées
pour un même plan d’expérience, on a calculé l’erreur relative entre les extremums de la
surface de réponse RSM et ceux de la surface réponse de krigeage. Les erreurs relatives de
chaque plan et de chaque paramètre sont regroupées dans le Tableau 3.13.
De manière générale les modèles RSM et de krigeage du plan d’expérience exp3 donnent
presque les mêmes valeurs, quel que soit le paramètre (Tableaux 3.11 et 3.12). Cela se
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traduit par des valeurs faibles de l’erreur relative de chaque paramètre pour l’expérience
exp3 (Tableau 3.13). L’écart le plus élevé est observé sur la hauteur du bord d’attaque de
la pale b1 soit une erreur de 6.9%. Cependant selon les analyses précédentes ce paramètre
n’est pas le plus inﬂuent sur la performance. Pour les plans d’expériences exp0 et exp1,
il est vrai qu’on observe, des erreurs relatives faibles pour certains paramètres (exemple
δ1 et r2). On observe aussi des écarts très importants entre les résultats d’autres para-
mètres (r1 et b2). Par exemple, sur les plans d’expériences exp0 et exp1, on note les plus
fortes disparités des valeurs de la hauteur de sortie b2 et du diamètre intérieur de la roue
Dint = 2r1 avec une erreur de l’ordre de 28% pour b2 et de l’ordre 23% pour r1 (Tableau
3.13). Dans nos analyses de coeﬃcient, ces deux paramètres ont une inﬂuence majeure
sur la performance aérodynamique. De ce fait, on ne gardera que les solutions du plan
d’expériences exp3 (Tableau 3.12).
Tableau 3.11 Solution du problème avec le modèle de surface RSM
δ0 δ1 r1 (po) r2 (mm) b1 (mm) b2 (mm) η (%)
exp0 1.03 1.5 40.64 95.25 33.02 11.43 97.19
exp1 1.1 1.5 43.18 95.25 33.02 15.24 96.51
exp3 1.03 1.27 48.26 89.41 35.31 16.76 96.09
Tableau 3.12 Solution du problème avec le modèle de krigeage
δ0 δ1 r1 (mm) r2 (mm) b1 (mm) b2 (mm) η (%)
exp0 1.025 1.5 33.02 95.25 33.02 8.89 97.59
exp1 1.025 1.5 36.63 95.25 34.93 11.84 95.85
exp3 1.027 1.25 48.26 88.9 33.02 16.51 95.84
Tableau 3.13 L’erreur relative en % entre les modèles RSM et de krigeage pour
chaque plan d’expériences
(%) δ0 δ1 r1 r2 b1 b2 η
exp0 0.5 0 23.4 0 0 28.6 0.4
exp1 7.3 0 17.9 0 5.455 28.8 0.7
exp3 0.3 1.6 0 0.57 6.9 1.5 0.3
Pour terminer, les réponses des modèles sont du même ordre, quelle que soit la surface
de réponse utilisée (RSM ou krigeage) et pour chaque solution trouvée (Tableaux 3.11 et
3.12). En considérant, la solution du plan d’expérience exp3 de la méthode de krigeage, le
calcul numérique donne une performance de η = 95.8 % qui est très proche de la réponse
3.4. CONCLUSION 57
du modèle. De plus, les mêmes valeurs du rayon intérieur r1 = 48.26 mm et de la hauteur
de sortie b2 = 16.51 mm sont en accord avec celles estimées par une étude antérieure
d’optimisation réalisée par le partenaire industriel. Cette étude est réalisée sur un plan
factoriel de niveaux 2. La solution des paramètres du rayon intérieur et de la hauteur de
sortie qui maximise la performance aérodynamique sont respectivement r1 = 50.54 mm et
b2 = 17.78 mm. Ces résultats ont été validés avec des mesures expérimentales du partenaire
industriel. Les autres paramètres ont une faible inﬂuence sur la performance.
3.4 Conclusion
Dans ce chapitre, on a mis en place une méthode numérique d’optimisation basée sur des
logiciels libres capables d’estimer les valeurs de paramètres de conception qui maximisent
la performance aérodynamique d’une roue de ventilateur centrifuge. Plusieurs scripts utili-
sables en milieu industriel ont été développés et utilisés. Il ressort de cette étude que seuls
le diamètre intérieur de la roue et la hauteur de sortie de celle-ci ont une inﬂuence sur
la performance aérodynamique de la roue centrifuge dans l’espace paramétrique utilisé.
Ce qui permet de réduire les paramètres d’étude dans le cadre d’une optimisation aéroa-
coustique du ventilateur. De plus, on retrouve les mêmes valeurs de ces paramètres que
ceux d’une étude réalisée par le partenaire industriel. Par conséquent, l’approche d’opti-
misation développée est ﬁable dans la recherche d’extremum avec plusieurs paramétres.
Deux modèles de réponse de surface ont été étudiés. On retrouve des résultats similaires.
Par contre la modélisation de l’erreur avec le modèle de krigeage permet d’augmenter la
précision du modèle.
Dans la suite, nous allons étudier le comportement acoustique du bruit de l’interaction
des pales de cette roue avec l’écoulement turbulent. Ainsi, tenant compte des analyses
de ce chapitre les valeurs des paramètres géométriques seront δ0 = 1.025, δ1 = 1.03,
r1 = 50.8 mm, r2 = 86.36 mm, b1 = 33.02 mm et b2 = 17.27 mm tout au long de cette
étude sauf indication contraire de notre part.
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CHAPITRE 4
MODÉLISATION DE L’ÉCOULEMENT IN-
TERNE
Dans ce chapitre, il est question de la modélisation de l’écoulement interne de ventilateurs
centrifuges. De plus, le bec de volute des ventilateurs centrifuges du partenaire industriel
est suﬃsament éloigné aﬁn de négliger l’interaction de celui-ci avec les pales de la roue.
De plus la volute est conçue de manière à minimiser, voire éliminer autant que possible,
toute interaction entre la roue et la volute. Ceci permet de ne considérer que l’écoulement
interne de la roue dans cette étude, vu aussi la lourdeur des calculs de SGE.
L’étude est basée sur la roue optimisée du chapitre 3. L’objectif est de calculer les ﬂuctua-
tions de pression pariétale nécessaire à la modélisation du bruit d’interaction d’écoulement
turbulent avec les pale de la roue. La méthode est basée sur l’approche LES (section 2.1.2)
avec le modèle à une équation de l’énergie cinétique turbulente [45, 88]. Les logiciels Open
sources de Salomé 7.2 [140] et d’OpenFoam extend 3.2 [122] sont utilisés pour la concep-
tion de la géométrie et le calcul CFD respectivement.
Nous allons, dans un premier temps, détailler la méthodologie de la CFD avec OpenFoam.
Cette partie est consacrée à la description de la géométrie d’étude, de la discrétisation
spatiale, des conditions aux limites et initiales puis des paramètres numériques. Deuxiè-
mement, nous allons analyser des résultats de grandeurs globales telles que la charge
manométrique et de grandeur locale (exemple : Coeﬃcient de pression) de la CFD. Enﬁn
une analyse de la nature de l’écoulement est réalisée.
Dans tout ce chapitre, sauf indication contraire, on considère le repère absolu (0 ; x0, y0, z0).
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4.1 Géométrie d’étude
La géométrie initiale (Figure 4.1) est constituée de deux volumes ﬁxes coaxiaux (en gris
sur la Figure 4.1) que nous nommons le volume d’entrée et le volume de sortie puis d’un
volume en mouvement de rotation appelé la roue (en rouge sur la Figure 4.1). L’écoulement
secondaire caractérisé par les fuites entre la roue et le volume d’entrée n’est pas pris en
compte dans cette étude.
Figure 4.1 Géométrie initiale
- Le volume d’entrée (Figure 4.2) est un cylindre de diamètre D0 et de longueur
5Dint. Sa longueur est choisie de sorte que la turbulence soit pleinement développée.
La section du volume dans le plan d’équation y0 = 5Dint est la face d’entrée appelée
inlet. L’autre section dans le plan d’équation y0 = b0 est l’une des interfaces entre le
volume d’entrée et la roue. Elle est appelée interface_er. La surface latérale est une
surface solide dénommée wall_e (Figure 4.2).
Figure 4.2 Géométrie du volume d’entrée
- Le volume de sortie (Figure 4.3) est le volume compris entre deux cylindres co-
centriques de même hauteur b2. Le cylindre inférieur a un rayon de 0.89Dint et le
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cylindre extérieur a un rayon de 3.13Dint. La surface latérale du cylindre intérieur est
l’interface qui sépare ce volume de la roue. Elle est appelée interface_sr. La surface
latérale du cylindre extérieur constitue la sortie du ﬂuide et est appelée l’outlet.
Les deux faces dans les plans d’équation y0 = 0 et y0 = b2 forment la face wall_s
(Figure 4.3).
Figure 4.3 Géométrie du volume de sortie
- La roue est le volume compris entre les volumes d’entrée et de sortie (Figure 4.4).
Elle est de révolution autour de l’axe de révolution des deux volumes entrée et sortie.
Sa partie supérieure (épaule) est délimitée par une surface de révolution construit
avec un lissage d’équation AeP (t) passant par les points de coordonnées cartésiennes
(r0, b0), (r1, b1) et (r2, b2) avec r0 = 12D0, r1 =
1
2
Dint le rayon intérieur de la
roue et r2 = 12Dext son rayon extérieur (Figures 4.4a et 4.4b). b0 est la hauteur de
la roue à l’entrée et b2 sa hauteur à la sortie. Sa partie inférieure dénommée fond,
est limitée par le plan d’équation y0 = 0 incluant la surface du moteur centrée dans
l’axe de rotation y0. Ce volume décrit est perforé par Npales pales identiques espacées
de manière constante autour de son axe de rotation. Le squelette de la pale est de
la forme logarithmique et son épaisseur est un proﬁl NACA5 modiﬁé. Sa hauteur à
l’entrée (bord d’attaque de la pale) est b1 et à la sortie (bord de fuite de la pale) sa
hauteur est b2. L est la longueur de la corde de la pale et e son épaisseur maximale.
La face séparant la roue au volume d’entrée est une interface qui coïncide avec
interface_er. Cette face est appelée interface_re. L’autre face séparant la roue du
volume de sortie est l’interface_rs et elle coïncide avec l’interface_sr (Figure 4.4).
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(a) Vue complète de la roue
(b) Vue de coupe de la demie-roue dans le
plan de l’axe
Figure 4.4 Géométrie du volume tournant
Ce volume admet une symétrie de révolution autour de son axe y0. Ce qui permet de ne
considérer que l’une ou plusieurs des 1/Npales de cette géométrie. Pour ce qui est de cette
étude, dans le but de bien modéliser toutes les interactions de l’écoulement avec la pale
nous avons considéré deux passages de pale pour notre géométrie d’étude (Figure 4.5). Ce
qui correspond à 2/Npales de la géométrie initiale. Cette nouvelle géométrie d’étude est
prise de telle sorte qu’elle contient une seule pale centrée dans le volume tournant et est
limitée d’un côté par l’extrados d’une pale et l’intrados d’une autre pale. Ces deux faces
extrados et intrados de la pale s’ajoutent à la surface supérieure de la roue (épaule), à
sa partie inférieure (fond) pour former la surface solide appelée wall_r. Les faces limites
avec le reste du volume initial sont les faces périodiques. Ces faces sont deux à deux liées
par une symétrie de rotation d’angle ±4π/Npales. Ainsi, on déﬁnit les faces periodic_e1 et
periodic_e2 pour le volume d’entrée, periodic_s1 et periodic_s2 pour le volume de sortie
et enﬁn, les faces periodic_r1 et periodic_r2 pour la partie tournante la roue (Figure 4.5).
En résumé, la dénomination des faces limites de chaque volume de cette nouvelle géométrie
d’étude est regroupée dans le Tableau 4.1. Le Tableau 4.2 regroupe les valeurs des para-
mètres géométriques utilisées dans cette étude. L’écoulement du ﬂuide se fait à l’intérieur
de la géométrie d’étude.
Tableau 4.1 Dénomination des faces limites de la géométrie d’étude
Denomination
Volumes entrée roue sortie
Faces limites
inlet, interface_re, outlet,
wall_e, wall_r, pale, wall_s,
interface_er, interface_rs, interface_sr,
periodic_e1, periodic_r1, periodic_s1,
periodic_e2 periodic_r2 periodic_s2
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Tableau 4.2 Paramètres de la géométrie d’étude
Paramètres Déﬁnition Valeurs (mm)
b0 Hauteur d’entrée de la roue 49.53
b1 Hauteur d’entrée de la pale 33.02
b2 Hauteur de sortie 17.27
D0 Diamètre d’entrée de la roue 105
Dint Diamètre intérieur 102
Dext Diamètre extérieur 172.72
e Épaisseur maximale de la pale 1.7
L Corde de la pale 56
Npales Nombre de pales 22
Figure 4.5 Géométrie d’étude : Volume périodique
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4.2 Discrétisation spatiale
Le processus de discrétisation spatiale est de décomposer le domaine d’étude en un en-
semble de volumes élémentaires, appelés volumes de contrôle (VC). La modélisation de
l’écoulement du problème va consister à calculer l’intégrale des équations du problème
(équations 2.4, 2.4 et 2.12) sur ces VC [81]. La discrétisation de la géométrie d’étude est
réalisée par bloc avec le logiciel libre Salomé. Les maillages de chaque volume constituant le
volume d’étude sont réalisées séparément puis à la ﬁn sont regroupées en un seul maillage.
La dénomination des faces limites (Tableau 4.1) est conservée tout au long de ce processus.
Le maillage du domaine d’étude est exporté et converti en ﬁchiers lisibles par OpenFoam.
Dans cette section, nous allons commencer par décrire le maillage du volume tournant (la
roue) et ensuite, ceux des volumes ﬁxes.
4.2.1 Volume tournant
Un maillage de type hybride est utilisé pour la discrétisation spatiale de la roue (Fi-
gure 4.6. Il est constitué d’un maillage structuré au voisinage de la pale appelé maillage de
la couche limite (Figures 4.6b et 4.6c) et sur l’interface de la roue avec le volume de sortie
(interface_rs) et d’un maillage non structuré dans le reste de ce volume (Figure 4.6a). Le
maillage de l’interface interface_rs est un sous maillage de type 2D quadrangle structuré.
La génération du maillage avec Salomé nécessite la connaissance des algorithmes et d’hy-
pothèses. Ces choix pour le volume tournant sont regroupés dans le Tableau 4.3.
Pour rappel, la principale source de bruit d’un ventilateur est la roue. Nous allons négliger
le rayonnement des autres surfaces solides de la roue (wall_r) et ne retenir que celui de
la pale. Ainsi, un raﬃnement de maillage est fait sur la pale par l’entremise d’un sous
maillage de type Negent 2D. La taille maximale de ce sous maillage, dans la direction de
l’écoulement est Δx = 1 mm, puis dans la direction normale à l’écoulement et dans le
plan de la pale, elle est Δz = 0.25 mm. Pour tous les maillages utilisés dans ce chapitre,
cette taille maximale au voisinage de la pale est choisie, de telle sorte que les critères de
Sagaut [157] soient respectés aﬁn de capter le maximum de structures responsables de la
génération du bruit large bande de la pale. Selon ces critères, le maillage est dit de résolu-
tion moyenne si la variable pariétale adimentionnée (x+) dans le sens de l’écoulement est
comprise entre 50 et 150. Puis dans le sens perpendiculaire à l’écoulement la variable z+
varie entre 15 et 40. Quelque soit le type de résolution, la taille de la première cellule dans
le sens de la normale à pale doit être choisi de sorte que y+  1. La déﬁnition de cette
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variable pariétale qui est la plus importante est donnée plus loin dans la sous-section 4.7.2
de ce chapitre. De plus le nombre de cellules par longueur d’onde est égal à 34, ce qui
est supérieur aux 32 cellules recommandées pour une modélisation aéroacoustique de type
hybride [25].
Tableau 4.3 Choix d’algorithmes et d’hypothèse pour la discrétisation du vo-
lume tournant
Volume tournant
Algorithmes Hypothèses
3D
Tetrahedron (Netgen)
Max size =0.64 mm
Min size 0.25 mm
Finess custom 0.05
Viscous Layers
Number Layer 8
stretch factor 1.125
Faces with layer : pale
2D
Netgen 2D Δx = 1 mm et Δz = 0.25 mmMin size=0.25 mm
Fineness custom 0.05
Quadrangle 2D
1D Wire Discretization Max size= 0.64 mm
(a) Maillage du volume de la roue (b) Maillage de la pale
(c) Maillage de la couche limite
Figure 4.6 Maillage du volume tournant
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4.2.2 Volumes ﬁxes
La discrétisation spatiale des volumes ﬁxes (Figure 4.7) est basée sur le maillage des
interfaces qu’ils ont en commun avec la roue. On commence à faire une copie du maillage
de l’interface interface_re appartenant à la roue sur l’interface interfaces_er du volume
d’entrée. Puis on fait une extrusion de ce maillage tout au long d’un segment (segment
d’extrusion) ou arrêt appartenant au volume considéré. Le segment d’extrusion dans notre
cas est selon l’axe de rotation y0 et la progression de l’extrusion est 1.04 (Figure 4.7a). Les
premières cellules de l’extrusion ont une taille dans le sens de l’extrusion correspondant à
la taille maximale du volume de la roue. De manière analogue, on réalise le maillage du
volume de sortie (Figure 4.7b). Les choix des algorithmes et d’hypothèses nécessaires à la
réalisation de ce type de maillage sous Salomé sont regroupés dans le Tableau 4.4.
Tableau 4.4 Choix des algorithmes et hypothèses pour la discrétisation des
volumes ﬁxes
Volumes ﬁxes
Algorithmes Hypothèses
3D 3D Extrusion
2D Quadrangle (Mapping) Default
1D Wire Discretization Max size=0.25 mm
(a) Maillage du volume d’entrée (b) Maillage du volume de sortie
Figure 4.7 Maillages des volumes ﬁxes
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4.3 Types géométriques des faces limites d’OpenFoam
Dans le ﬁchier boundary du dossier constant/polyMesh, on peut remarquer que toutes
les contraintes géométriques liées aux faces limites de la géométrie d’étude sont de type
patch (type générique) c’est-à-dire ne contenant aucune information géométrique ou to-
pologique du maillage. Ce type de face aux limites est généralement réservé pour les faces
limites d’entrée (inlet) et de sortie (outlet) du domaine d’étude. Il est donc nécessaire
d’attribuer à chaque face limite son type géométrique selon sa nature. Plusieurs types géo-
métriques existent dans la librairie d’OpenFoam, celles qui sont utilisées dans cette étude
sont :
- type patch : (voire description ci-dessus) utilisé pour les faces limites inlet et outlet ;
- type wall : Ce type de contraintes est utilisé spécialement pour toutes les faces
limites solides en mouvement ou non. Dans notre cas ce sont wall_e, wall_r, pale et
wall_s ;
- type cyclicGgi : Ce type permet le couplage entre deux faces limites périodiques.
Comme déjà déﬁnies dans la partie 4.1, deux faces périodiques couplées sont deux
faces qui ont en commun une symétrie de rotation autour de l’axe de révolution du
système. L’angle de rotation est ±2π/Npales. Le signe de l’angle de rotation doit être
déﬁni selon le sens de la rotation et de la position de la face considérée. Dans notre cas
les couples périodiques sont (periodic_e1, periodic_e2), (periodic_r1, periodic_r2)
et (periodic_s1, periodic_s2). Le Tableau 4.5 donne un exemple du dictionnaire de
couplage des faces périodiques periodic_r1 et periodic_r2 pour les contraintes de
type cyclicGgi dans OpenFoam extend.
- type overlapGgi : Ce type de face limite permet le couplage entre deux inter-
faces et est généralement utilisé lorsqu’il y a chevauchement entre les deux faces.
Deux interfaces peuvent être couplées lorsqu’elles sont superposables et que la dis-
tance séparant leurs centres d’inerties est très faible autrement dit lorsqu’elles sont
confondues. C’est le cas dans la plupart des systèmes stator-rotor (turbomachine).
Deux couples d’interfaces existent dans notre étude, on a les couples (interface_er,
interface_re) et (interface_rs, interface_sr). Comme pour le cas du type géométrie
cyclicGgi, on regroupe les informations nécessaires au couplage du couple d’interfaces
(interface_er, interface_re) dans le Tableau 4.6. D’autres types de contraintes géo-
métriques existent pour ce type d’interface, mais ne font pas l’objet de cette étude.
On peut citer le mixing Plan, le Ggi ...
68 CHAPITRE 4. MODÉLISATION DE L’ÉCOULEMENT INTERNE
Tableau 4.5 Déﬁnition des couples périodiques dans OpenFoam extend
Couple périodique Déﬁnition
Dictionnaire periodic_r1 periodic_r2 →Nom des faces limites
type cyclicGgi cyclicGgi →Nature de la contrainte
géométrique
nFaces 10000 12000 →Nombre de cellules sur
la face limite
rotationAngle 2π
Npales
− 2π
Npales
→Angle de périodicité
rotationAxis (0 0 1) (0 0 1) →Axe de rotation du système
bridgeOverlap on on →Active si une partie de la
face limite est partiellement
ou complètement découvert
shadowPatch periodic_r2 periodic_r1 →L’autre face limite du
couple périodique
zone periodic_r1Zone periodic_r2Zone →Nom de la faceZone crée
pour paralléliser le GGI
Tableau 4.6 Déﬁnition des couples d’interfaces dans OpenFoam extend
Couple d’interface Déﬁnition
Dictionnaire interface_er interface_re →Nom des faces limites
type overlapGgi overlapGgi →Nature de la contrainte
géométrique
nFaces 100 105 →Nombre de cellules sur
la face limite
nCopies Npales Npales →Nombre de pas de périodicité
rotationAxis (0 0 1) (0 0 1) →Axe de rotation du système
bridgeOverlap on on →Active si une partie de la
face limite est partiellement
ou complètement découvert
shadowPatch periodic_er periodic_re →L’autre face limite du
couple d’interface
zone interface_erZone interface_reZone →Nom de la faceZone crée
pour paralléliser le GGI
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4.4 Conditions aux limites et initiales
Il faut maintenant déﬁnir les conditions aux limites et initiales utilisées dans cette étude.
On impose des conditions d’adhérences pour toutes les faces solides, des conditions de
périodicité pour les faces périodiques, des conditions d’interface pour les interfaces, une
condition de débit Q = 10 cfm (Q = 110 cfm pour la géométrie initiale (Figure 4.1))
à l’entrée du volume d’entrée et une condition de pression nulle à la sortie du volume
de sortie. Le taux d’intensité turbulente à l’entrée est de 5% conformément à la valeur
mesurée pour les ventilateurs utilisés par le partenaire industriel. Dans OpenFaom, ces
conditions aux limites sont déﬁnies dans le répertoire 0 de pas initial et pour chaque
grandeur physique de l’étude (la vitesse, la pression, l’énergie cinétique turbulente et la
viscosité turbulente de Smagorinsky). Ainsi, on regroupe dans les Tableaux 4.7 et 4.8 les
conditions aux limites et initiales appliquées aux faces limites de la géométrie en fonction
de leur type.
Tableau 4.7 Conditions aux limites et initiales de la vitesse U et la pression p
Faces limites types U : type dérivé p : type dérivévaleur valeur
inlet patch
ﬂowRateInletVelocity ; zeroGradient ;
ﬂowRate 0.00575 ;
value uniform (0 0 0) ;
outlet patch
inletOulet ; ﬁxedValue ;
inletValue uniform (0 0 0) ; value uniform 0
value uniform (0 0 0)
wall_e wall_s wall ﬁxedValue ; zeroGradient ;value uniform (0 0 0)
pale wall movingWallVelocity ; zeroGradient ;wall_r value uniform (0 0 0)
interface_er, interface_re, overlapGgi overlapGgi overlapGgiinterface_rs interface_sr
periodic_e1, periodic_e2
cyclicGgi cyclicGgi cyclicGgiperiodic_r1, periodic_r2
periodic_s1, periodic_s2
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Tableau 4.8 Conditions aux limites et initiales de l’énergie cinétique turbulente
k et de la viscosité turbulente de Smagorinsky nuSgs
Faces limites types k : type dérivé nuSgs : type dérivévaleur valeur
inlet patch
ﬁxedValue ; zeroGradient ;
value uniform 0.196 ;
outlet patch
inletOulet zeroGradient ;
inletValue uniform 0.196
value uniform 0.196 ;
wall_e, wall_s wall kqRWallFunction ; nuSgsWallFunction ;et wall_r value uniform 0.196 ; value uniform 0 ;
pale wall ﬁxedValue ; calculetedvalue uniform 10−15 value uniform 10−15
interface_er, interface_re, overlapGgi overlapGgi overlapGgiinterface_rs interface_sr
periodic_e1, periodic_e2
cyclicGgi cyclicGgi cyclicGgiperiodic_r1, periodic_r2
periodic_s1, periodic_s2
4.5 Paramètres numériques
La méthode des volumes ﬁnis (FVM) caractérisée par la discrétisation des équations inté-
grales du problème sur un VC est utilisée. Cette méthode conduit à la transformation des
équations intégrales en des systèmes d’équations linéaires des paramètres physiques tels
que la vitesse, la pression, l’énergie cinétique turbulente. Une description plus détaillée de
cette transformation est donnée dans la thèse de Duprat [42]. La résolution numérique de
ces systèmes d’équations linéaires repose sur des méthodes numériques que l’utilisateur
doit choisir. Ces paramètres sont les méthodes de résolution linéaires, les schémas numé-
riques spatiaux pour le calcul des gradients, des divergences et des Laplaciens, le schéma
temporel pour le calcul des termes instationnaires, les paramètres de contrôles du calcul
(Ex. le solveur utilisé, les grandeurs temporelles du calcul) et les méthodes de parallélismes
du calcul. Le choix des paramètres numériques est fait dans des ﬁchiers du dossier system
d’OpenFoam. Dans cette section nous allons décrire les paramètres numériques adaptés à
la résolution de notre problème.
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4.5.1 Méthodes linéaires
La résolution du système linéaire relatif à la pression utilise la méthode du gradient conju-
gué avec préconditionnement. Cette méthode connue sous son vocable anglais Precon-
dioned Conjugate Gradient (PCG) est une méthode itérative de résolution des systèmes
d’équations linéaires dont la matrice est déﬁnie positive. Cette méthode a été imaginée
en 1950 simultanément par Cornelius Lanczos et Magnus Hestenes [79]. La méthode de
préconditionnement utilisée est le diagonal incomplet de Cholesky ou en anglais Diagonal
Incomplet-Cholesky (DIC) adaptée aux matrices symétriques. Quant aux autres variables
intervenant dans la résolution des équations de Navier Stokes telles que la vitesse, l’énergie
cinétique turbulente et la matrice de diﬀusion B avec Bi = 2(ν + νSgs)S¯i, la méthode
itérative BiCGStab (Bi-Conjugate Gradient Stabilize) est utilisée. Cette méthode est dé-
veloppée par Van der Vorst [153] pour la résolution des systèmes linéaires dont la matrice
est non symétrique. La méthode de préconditionnement de la diagonale incomplète-LU
(DILU : Diagonal Incomplet-LU ) des matrices non symétriques lui est associée. Dans
OpenFoam le choix de ces méthodes linéaires se fait dans le ﬁchier fvSolution. De plus,
aﬁn de stabiliser le calcul, nous avons décidé de sous-relaxer la pression lors de la résolu-
tion de cette dernière via l’algorithme PIMPLE et le facteur de sous relaxion égal à 0.3
au détriment du temps de calcul.
4.5.2 Schémas numériques
Les choix des schémas numériques d’OpenFoam pour la résolution discrète des équations
aux dérivées partielles se font dans le ﬁchier fvSchemes du dossier system. Ces choix sont
déterminants pour la stabilité et la précision des résultats. Le premier choix à faire est
celui de la dérivée temporelle. Ici on choisit le schéma implicite Backward du deuxième
ordre. Ensuite, il faut choisir les schémas pour les dérivées spatiales. Pour la plupart des
opérateurs mathématiques (Ex. : gradient, divergence, laplacien) associés aux dérivées
spatiales, nous avons choisi d’utiliser des schémas centrés d’ordre 2. Le schéma Gauss li-
near est utilisé pour les gradients de la pression et des composantes de la vitesse ainsi que
la divergence de la vitesse. Puis le schéma Gauss limitedLinear 1 pour la divergence des
autres grandeurs telles que l’énergie cinétique turbulente et les termes de la diﬀusion B.
Quant aux laplaciens le choix est porté sur le schéma Gauss linear limited 0.5.
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4.5.3 Paramètres de contrôle du calcul
Les paramètres de contrôle du calcul sont dans le ﬁchier controlDict du dossier system
d’OpenFoam. Fichier dans lequel l’utilisateur donne le solveur utilisé, les grandeurs tem-
porelles du calcul (Ex. : le temps initial, le temps ﬁnal, le pas de temps, le nombre de
Courants et l’intervalle d’écriture des solutions). Pour tous les cas étudiés, le solveur pim-
pleDyMFoam est choisi compte tenu du mouvement de la roue. C’est un solveur pour les
écoulements transitoires incompressibles qui utilise l’algorithme PIMPLE pour la résolu-
tion des équations de Navier Stokes basée sur la combinaison des algorithmes PISO et
SIMPLE. Le pas de temps initial choisi est assez faible pour permettre le démarrage du
calcul. L’option adjustTimeStep est activée aﬁn que le pas de temps (tCFD) s’ajuste en
fonction du critère de stabilité (CFL : maxC0 = 0.2) et de l’évolution du calcul.
4.5.4 Parallélisme
OpenFoam permet de faire un calcul parallèle sur plusieurs processeurs. Cela nécessite la
décomposition du domaine d’étude en des sous-domaines. Le nombre de sous-domaines doit
être égal au nombre de processeurs. Ce processus se fait dans le ﬁchier decomposeParDic
du dossier system d’OpenFoam. Plusieurs méthodes de décomposition existent dans la
librairie d’OpenFoam. La méthode metis qui donne la liberté à OpenFoam de faire une
décomposition optimum de la géométrie avec des poids égaux de tous les sous-domaines
est choisie. Ainsi, pour cette étude et quelle que soit la conﬁguration, 32 processeurs sont
utilisés. Les sous-domaines sont obtenus via la commande decomposePar.
4.6 Propriétés du ﬂuide
Le ﬂuide étudié est de l’air parfait, dont les propriétés sont ﬁxées à 25o C (ρ = 1.184
kg/m3 et μ = 1.729 × 10−5 Pa.s). Dans OpenFoam, les propriétés du ﬂuide se caracté-
risent par la viscosité cinématique ν = 1.46×10−5 m2/s dans le ﬁchier transportProperties.
L’écoulement étant turbulent, la méthode sous-maille à une équation de l’énergie cinétique
turbulente avec Ck = 0.094 et C = 1.048 est retenue. Cette précision se fait dans Open-
Foam à travers le ﬁchier turbulenceProperties. L’air est introduit dans le volume d’entrée
(Figure 4.5) et la roue tourne à la vitesse de rotation Ω = 2800 rpm. Cette vitesse est
obtenue par l’optimisation aérodynamique (Chapitre 3).
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4.7 Résultats CFD
Dans cette sous-section nous allons analyser les résultats du calcul numérique de l’écoule-
ment interne dans le ventilateur. Trois types de discrétisations spatiales du volume tour-
nant sont étudiées. Ces maillages sont réalisés selon les principes décrits dans la sous-
section 4.2. On a : le maillage grossier (Cas 0), le maillage moyen (Cas 1) et le maillage
ﬁn (Cas 2). Le maillage de la couche limite sur la pale de chaque cas, comprend 8 couches
de progression géométrique 1.125. Dans la direction normale à la pale, la variable adi-
mensionnée de parois y+ est inférieur ou égal à 2.5 dans chaque cas. Les caractéristiques
de chaque maillage sont dans le Tableau 4.9. Pour rappel, la pale est la principale source
qui nous intéresse dans cette étude. Ces paramètres sont choisis de sorte à respecter les
critères de Sagaut [157] au voisinage de la pale pour un calcul SGE. De plus le nombre
de celule par longueur d’onde est égale 34 pour les cas 0 et 1, puis égale à 48 pour le cas
2. Ces nombres sont au dessus de 32 qui est conseillé [25]. Les pas de temps tCFD sont de
6.62× 10−7 s pour le cas 0, 5.0× 10−7 s pour le cas 1 et 3.5× 10−7 s pour le cas 2 sachant
qu’il faut 0.0214 s à une pale pour éﬀectuer un tour complet. Quatre à cinq mois de calcul
ont été nécessaire pour la CFD et la modélisation aéroacoustique pour les conﬁgurations
de maillages étudiées. Dans un premier temps, il est question de déﬁnir le caractère turbu-
lent de l’écoulement. En second lieu, nous allons comparer la charge délivrée par la roue
prévue par le calcul CFD avec celle mesurée.
Tableau 4.9 Paramètres de discrétisation du volume d’étude
Paramètres de discrétisation Nombre de cellulespale roue
Cas Δx (m) Δz (m) Max size (m) pale roue entrée sortie total
0 0.001 0.00025 0.00123 22813 349163 79301 34440 462910
1 0.001 0.00025 0.00064 22813 568383 382018 167832 1118233
2 0.0007 0.00002 0.00064 44972 831378 382018 167832 1381229
4.7.1 Coeﬃcient de pression et la charge
On désir connaitre l’inﬂuence de la discrétisation spatiale sur l’action de l’écoulement sur
la source (pale). Pour cela, on calcule le coeﬃcient de pression sur une ligne de la pale. Il
est déﬁni par l’équation 4.1, en considérant la pression de référence nulle.
Cp =
p
0.5ρr22ω
2
(4.1)
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avec ω la vitesse angulaire de la roue.
Deux conﬁgurations de maillage sont utilisées, les cas 1 et 2. Pour chaque cas, après
la convergence du calcul on extrait les pressions pariétales sur la ligne d’extraction (Fi-
gure 4.8a) caractérisée par l’interception du plan d’équation y0 = 8.8 mm avec la pale
durant un tour complet de celle-ci. La Figure 4.8b représente les coeﬃcients de pressions
calculés avec les maillages des cas 1 et 2 en fonction de la position angulaire des points
de calcul de la ligne d’extraction. Sur cette ﬁgure, le bord d’attaque se situe à 57.5o et le
bord de fuite de la pale est à 95o. On a une superposition des deux courbes ce qui traduit
la convergence de la discrétisation spatiale considérée sur les grandeurs pariétales de la
source.
(a) Ligne d’extraction au tour de la pale (b) Coeﬃcients de pressions des cas 1 et 2
Figure 4.8 Ligne d’extraction de la pression et coeﬃcients de pression
Considerons l’évolution la charge manométrique Δpt en fonction du temps pour les conﬁ-
gurations 0, 1 et 2 (Figure 4.9). Après un tour complet de la pale (i.e., après T = 0.021s
de temps de calcul), on a une stabilité de la perte de charge du ventilateur. On obtient les
mêmes ordres de grandeur de la charge du ventilateur pour tous les maillages considérés.
Les pressions estimées à partir des maillages sont similaires et sont plus proches de la valeur
de la charge obtenue avec le prédimensionnement du ventilateur (Δpt = 345 Pa). Cette
valeur est donnée par le cahier des charges et conﬁrmée expérimentalement (Δpt = 360
Pa) avec une erreur de 4.2%. Les erreurs relatives par rapport à la valeur de dimensionne-
ment de la roue (Chapitre 3) sont de 11.4% pour le cas 1, de 9.95% pour le cas 2. L’erreur
relative du cas 0 est plus importante et est de 18.67%. L’écart entre la charge obtenue avec
le prédimensionnement et la valeur expérimentale est dû aux diﬀérentes fuites du venti-
lateur notament entre l’entrée de la roue et le venturi d’entrée et des pertes, notament
dans la volute qui n’est pas prise en compte dans l’optimisation (prédimenssionnement et
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numérique) . De plus, cet écart s’accentue avec le calcul numérique. La simpliﬁcation de
la géométrie d’étude numérique en est le responsable. En eﬀet, le modèle de calcul est un
modèle simpliﬁé pour réduire le temps de calcul. La partie volute du ventilateur centrifuge
n’est pas prise en compte. On peut alors conclure que les discrétisations spatiales des cas
1 et 2 sont suﬃsamment ﬁnes pour décrire la modélisation des grandeurs numériques de
l’écoulement et surtout au voisinage de la pale.
Figure 4.9 Pression totale délivrée par le ventilateur centrifuge (1tour = 0.021
s)
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4.7.2 Analyse de l’écoulement
L’analyse d’un champ instantanée (par exemple : la vitesse, la pression ou la vorticité)
permet de comprendre la morphologie et les mécanismes régissant de l’écoulement. La
mise en évidence des structures tourbillonnaires permet d’éclairer certains phénomènes
de l’écoulement comme son caractère turbulent. Plusieurs critères de visualisation sont
utilisés dans les études numériques [42, 83, 98]. Nous allons d’abord fait une analyse des
contours de la variable adimensionnée y+, de vitesse, de pression et de ﬂuctuation de pres-
sion pariétale. Ensuite une analyse du critère Q est présentée. Tous les resultats sont pris
à l’instant t = 1.97T avec T = 0.021 s le temps nécessaire à une pale de la roue pour faire
un tour complet.
Contour de la variable pariétale adimensionnée y+
La visualisation du contour de la varaible pariétale adimensionnée y+ permet d’apprécier
la qualité du mallage au voisinage de la pale. Cette variable est donnée par la relation
y+ =
uτ
ν
Δy (4.2)
avec Δy la taille de la première cellule perpendiculaire à surface de la pale. uτ =
√
τw
ρ
est la
vitesse de friction et τw = 12ρU
2Cf la contrainte pariétale. Le coeﬃcient de friction Cf est
généralement determiné par des formules empiriques basée sur l’hypothèse d’écoulement
icompressible et parallèles à une plaque plane. Selon Blasius [29] ce coeﬃcient est donné
par Cf = 0.332R2eL avec ReL =
LU
ν
le nombre de Reynolds basé sur la corde L de la pale.
Ainsi, pour une vitesse de rotation égale à 2800 rpm et une longueur de la corde de la pale
L = 0.056 m le nombre de Reynolds utilisé est ReL  97283.
Considérons le maillage intermediare (cas 1). On note qu’à l’exception du bord d’attaque
de la pale, les valeurs de y+ à la première maille sont toutes inférieur 1 (Figure 4.11). Les
valeurs plus importantes sont calculées au bord d’attaque ou l’on a des y+ allant jusqu’à
2.46. Malgré cette valeur importante, on peut dire que la discretisation spatiale utilisée
est acceptable pour un calcul SGE selon les critères de Sagaut [157]. De plus les maillage
grossier (cas 0) et intermediare (cas 1) sont identiques dans le voisinage de la pale et est
le plus raﬁné dans le cas 2 (Tableau 4.9).
4.7. RÉSULTATS CFD 77
Figure 4.10 Contour de y+ correspondant à la première maille sur la pale
Contours de vitesses
Considérons deux plans perpendiculaires à l’axe de rotation de la roue d’équations y0 =
0.008 m et y0 = 0.015 m. Les contours de la vitesse absolue sur la Figure 4.11 permettent
de mettre en évidence le sillage de la pale, quel que soit le plan. Une vitesse maximale est
enregistrée au bout des pales et dans le sillage. Elle est égale à 26.2 m/s ceci correspond
à un nombre de Mach égal à 0.08 très inférieur à 0.3 . De plus la vitesse au bout des pales
est du même de grandeur que la vitesse d’entrainement analytique à la vitesse de rotation
de 2800 rpm et à 0.5Dext (rayon au bout des pales). L’erreur relative en valeur absolue
entre les résultats numériques et analytiques est de 3%. Quant au contour de vitesse faible,
elles sont au bord d’attaque de la pale plus précisément sur le côté intrados. Ceci met en
évidence le ralentissement du ﬂuide dans cette zone dû à l’impact du ﬂuide avec sur la
pale. De manière générale, sous l’eﬀet de la rotation des pales, le ﬂuide est accéléré vers
le volume de sortie. Autrement dit plus on s’éloigne de l’axe de rotation plus la vitesse
augmente. On également une continuité de la vitesse absolue entre le volume tournant et le
volume ﬁxe de sortie. Ceci montre que les conditions d’interfaces cyclicGgi sont adaptées
à notre problème.
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Figure 4.11 Contour de vitesse absolue dans les plans d’équations y = 0.008 m
et y = 0.015 m
En considérant les contours de la vitesse relative des deux plans d’étude (Figure 4.12), on
observe une discontinuité de l’écoulement à l’interface. En eﬀet, puisque le volume de sortie
est ﬁxe, alors la vitesse d’entrainement dans ce volume est nulle. Ainsi, la vitesse relative
dans ce volume est alors égale à la vitesse absolue. Ceci conﬁrme la performance de la
condition aux limites utilisée sur les interfaces. De plus, la vitesse relative est nulle sur les
pales (Figure 4.12). Ainsi, la condition d’adhérence imposée sur toutes les surfaces solides
est prise en compte. Par ailleurs, le champ des grandes vitesses relatives se situe dans le
passage de la pale. Il y a une zone locale au bord de fuite de la pale à faible amplitude
de vitesse relative (Figure 4.12). Cette zone augmente avec l’inﬂuence de la surface solide
supérieure de la roue (i.e., dans le plan y = 0.015 m).
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Figure 4.12 Contour de vitesse relative dans les plans d’équations y = 0.008 m
et y = 0.015 m
Contours de pression et ﬂuctuations de pression pariétale
Les contours de pression (p/ρ) sur la pale de la Figure 4.13 montrent que la pression en
valeur absolue augmente lorsqu’on s’éloigne de l’axe de rotation de la roue. En eﬀet, elle est
plus importante au bord d’attaque qu’au bord de fuite. Ceci conﬁrme l’accération du ﬂuide
vers la sortie de la roue. Le ralentissement du ﬂuide est sur le bord d’attaque du coté sous-
pression (intrados) ceci conﬁrme la décélération du ﬂuide à l’impact d’un obstacle (pale).
L’eﬀet de la pression statique ne permet pas de voir le comportement des ﬂuctuations de
pressions pariétales utilisées dans la modélisation aéroacoustique. De ce fait, considérons
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les contours des ﬂuctuations de pression pariétales sur la pale (Figure 4.14). Les ﬂuctua-
tions de pression sont obtenues en prenant la moyenne d’un échantillon de pression sur
la pale correspondant à un tour complet de la roue. Puis la diﬀérence entre la pression
sur la pale à un instant donné et cette moyenne donne les ﬂuctuations de pression. Ces
ﬂuctuations sont projetées sur la surface de la pale et sont visualisées (Figure 4.14). Ces
contours montrent le caractère aléatoire de la pression (p/ρ) et que celles-ci ﬂuctuent entre
−10 m2/s2 et 10 m2/s2. Les fortes variation sont au bord d’attaque et s’étant jusqu’à 30%
de la corde de la pale. Quelque soit le maillage utilisé, les analyses sont similaire. Pour
illustration, nous allons utiliser les résultats de la CFD du cas 1.
Figure 4.13 Contour de pression sur la pale centrale
Figure 4.14 Contour des ﬂuctuations de pression sur la pale centrale
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Critère Q
Dans cette sous section, nous allons présenter le critère-Q utilisé dans cette étude. Le
critère-Q est le second invariant du tenseur des gradients de vitesse et est déﬁni par
l’équation 4.3.
Q =
1
2
(ΩiΩi − SiSi) (4.3)
avec Ωi = 12
(
∂ui
∂x
− ∂u
∂xi
)
la partie symétrique du tenseur des gradients des vitesses et
Si =
1
2
(
∂ui
∂x
+ ∂u
∂xi
)
la partie antisymétrique de ce tenseur. Ainsi, Ωi mesure la rotation
ou la vorticité du ﬂuide et Si son cisaillement. Les régions pour lesquelles Q est positive,
caractérisent la dominance de la rotation de l’écoulement sur le cisaillement matérialisant
la cohérence des structures tourbillonnaires. Ce critère fut introduit par Hunt et al. [83]
pour améliorer la visualisation des structures caractéristiques de l’écoulement.
La présence des valeurs positives des isocontours du critère Q montre le caractère cohérent
des structures présentes dans l’écoulement. La Figure 4.15 montre l’isocontour du critère
Q = (πΩ
60
)2 de l’écoulement dans la roue et au voisinage de celle-ci lorsque la roue a eﬀectué
2.27 tours. Dans cet écoulement, les structures sont nombreuses et de petite taille dans le
volume tournant et son voisinage immédiat (Figure 4.15). Celles-ci sont dues au nombre
de Reynolds de l’écoulement élevé dans la roue (Re  70000 basée sur le rayon extérieur de
la roue et la vitesse de rotation). D’où le caractère très turbulent de l’écoulement. De plus
on a une forte présence de structures cohérentes (Q > 0) dans l’écoulement (Figure 4.15).
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Figure 4.15 Iso-contour du critère Q = (πΩ
60
)2 à 2.25 tours
4.8 Conclusion
On déduit de cette étude que les discrétisations spatiales de la géométrie sont suﬃsamment
ﬁnes pour prédire les grandeurs numériques de l’écoulement et surtout au voisinage de la
pale. Le modèle sous-maille à une équation d’OpenFoam arrive à modéliser les structures
turbulentes dans la roue, quel que soit le maillage utilisé. La vitesse maximale obtenue
quelque soit le maillage est inférieur 0.3. Ce qui permet de n’utiliser que le terme du bruit
de charge dans les analogies acoustiques. Les autres termes sont négligeables [68]. De plus
cette étude a montré que les conditions conditions aux limites utilisées sont adaptées pour
la modélisation de l’écoulement interne d’une géométrie symétrique. Ainsi, on poura se
limité dans nos prochains études, à un seul passage de pale au leu de deux comme c’est le
cas présentement.
Cette étude a permi d’avoir accès aux ﬂuctuations de pression pariétale d’une pale de ven-
tilateur centrifuge. Ces ﬂuctuations seront les données d’entrée de la source acoustique de
l’analogie de FW&H (chapitres 7 et 8). Le prochain chapitre est consacré à la modélisation
aéroacoustique d’une pale de ventilateur.
CHAPITRE 5
IMPLÉMENTATION DE L’ANALOGIE DE FW&H
Dans ce chapitre, nous allons décrire la méthodologie de l’implantation de l’analogie acous-
tique de FW&H nécessaire à la réalisation de ce projet. Le langage C++ est utilisé. Le
code est par la suite appliqué sur des conﬁgurations d’étude pour sa validation analytique.
Sauf indication contraire, les hypothèses utilisées dans ce chapitre sont :
- l’hypothèse de champ libre, c’est à dire les ondes acoustiques générées par la source
se propagent dans un milieu au repos dépourvu de tout obstacle. La fonction de
Green en champ libre, peut alors être employée pour la résolution de l’équation
diﬀérentielle de FW&H (tableau 2.2) ;
- l’écoulement interne est incompressible et subsonique ce qui permet de considérer
uniquement le terme dipolaire de l’analogie FW&H, les autres termes étant négligés ;
- l’hypothèse de champ lointain acoustique, c’est-à-dire le nombre d’onde est très
grande devant la longueur caractéristique de la source.
Dans un premier temps, nous allons rappeler la théorie acoustique, ensuite décrire les
étapes de l’implémentation des dérivées temporelles ainsi que de l’interpolation de La-
grange utilisée pour la codiﬁcation de l’équation de FW&H. Enﬁn, nous allons valider le
code sur les conﬁgurations de disques compactes en mouvement subsonique et de la théorie
d’Isom [86].
5.1 Approche directe : Analogie de FW&H
L’application de la fonction de Green en champ libre donne la solution de l’équation d’onde
diﬀérentielle de FW&H sous une formulation intégrale comportant des dérivées partielles
spatiales. La formulation 1 [52] de Farassat permet le passage d’une dérivée spatiale ∂/∂xi
en une dérivée temporelle ∂/∂t. Elle est donnée en champ lointain par :
∂
∂xi
 rˆi
c
∂
∂t
(5.1)
avec c la vitesse du son dans le vide et rˆi vecteur unitaire de la direction source-récepteur.
Son application sur la solution intégrale de l’équation d’onde de FW&H donne l’expression
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du bruit de charge appelé formulation du temps retardé ou temps d’émission (τ = t− r
c
).
Ainsi la solution de l’équation d’onde de FW&H en régime subsonique en champ lointain
à la réception x et temps de réception t s’écrit :
pL(x, t) =
1
4πc
∂
∂t
∫
f(y,τ)=0
[
	r
r(1−Mr)
]
τ
dS (5.2)
L’intégrale est eﬀectuée au temps retardé et sur la surface d’équation f(y, τ) = 0 . Elle a
pour avantage d’éviter les dérivées spatiales. Par contre, la dérivée par rapport au temps
de réception ∂(•)/∂t est maintenue. Ceci rend sa mise en application plus complexe pour
des surfaces en mouvement. La rapidité, la précision des calculs et la mise en application
sont améliorées en éliminant la dérivée temporelle de la formulation 1. Ainsi, Farassat avec
sa formulation 1A [52] apporte une solution à ce problème. Cette formulation permet de
transformer la dérivée en fonction du temps de réception t en une dérivée fonction du temps
d’émission τ . Cette transformation a pour avantage de permuter la dérivée temporelle et
l’intégrale. La formulation 1A [52] s’écrit :
∂
∂t
∣∣∣
x
=
(
1
1−Mr
∂
∂τ
∣∣∣
x
)
τ=t−r/c
(5.3)
L’application de équation 5.3 sur l’équation 5.2 donne la solution en temps avancée ou
d’émission de l’équation d’onde de FW&H. La pression acoustique (équation 5.2) au point
de réception x et au temps de réception t sous l’hypothèse de champ lointain devient alors :
pL(x, t)  1
4π
∫
f(y,τ)=0
[
	˙r
cr(1−Mr)2 +
	rM˙r
r(1−Mr)3
]
τ
dS (5.4)
avec r = ||x− y||, 	i = pni, 	r = 	irˆi, 	˙r = ∂i∂τ rˆi, vi = ∂yi∂τ , Mi = vic , M˙i = 1c viτ , Mr = Mirˆi,
M˙r = M˙irˆi
Les termes 	i, Mi et ni dans l’équation 5.4 seront estimés dans notre étude à partir de la
méthode de la CFD notamment par un calcul SGE.
La méthode du temps avancé est généralement choisie pour un calcul aérodynamique
subsonique dans lequel les données aérodynamiques proviennent de la CFD (Chapitre 4).
En eﬀet, au lieu de choisir le temps de réception à l’avance, le temps à l’émission est choisi
comme temps de référence et l’on détermine le temps nécessaire au signal pour atteindre
la source. Cette approche conduit néanmoins à une discrétisation irrégulière du temps de
réception pour une discrétisation régulière du temps d’émission donnée. L’interpolation
de Lagrange est alors utilisée pour obtenir la pression acoustique à des temps réguliers.
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L’autre approche est celle du temps retardé opposée à l’approche du temps avancé. Cette
dernière approche est plus complexe à mettre en application pour des données numériques
de la CFD. La thèse de Fedala [56] donne une description plus détaillée de cette approche.
Pour l’approche de temps avancé choisie, l’évaluation de la pression acoustique (équation
5.4) nécessite la connaissance de l’interpolation de Lagrange et de la dérivée présente dans
cette expression.
5.1.1 Interpolation de Lagrange
L’évolution numérique de l’intégrale dans l’équation 5.4 nécessite l’addition des pressions
acoustiques émises par chaque source élémentaire de la pale et reçue par un récepteur x au
même instant de réception t. Généralement, un décalage temporel de réception du signal
existe entre les diﬀérentes sources élémentaires, dû à l’eﬀet du mouvement de la source
(eﬀet Doppler). Une interpolation des pressions acoustiques est donc indispensable. Pour
ce faire, on utilise les polynômes de Lagrange. On rappelle que les polynômes de Lagrange
passent par les points (connus) choisis pour le lissage local. Soulignons au passage que
pour n+1 points utilisés pour l’interpolation, il existe n+1 polynômes de Lagrange et le
degré des polynômes utilisés est de n. Ainsi, le polynôme de Lagrange de dégré n passant
par les points ti avec i = 0, 1, .., n est donné par :
Lj(t) =
n∏
k=0
k =j
t− tk
tj − tk (5.5)
La pression acoustique d’une source élémentaire de la pale (yj) reçue par un récepteur x
au temps t est déﬁnie par le terme sous l’intégrale de l’équation 5.4 et est donnée par :
p(x, yj, t)  1
4π
[
	˙rj
crj(1−Mrj)2
+
	rjM˙rj
rj(1−Mrj)3
]
τj
dSj (5.6)
L’approximation de la pression acoustique de la source élémentaire (yj) reçue en un ré-
cepteur x au temps t, par l’interpolation de Lagrange de degré n (équation 5.5) est déﬁnie
par :
p(x, yj, t) 
n∑
k=0
Lk(t)p(x, yj, tk) (5.7)
Ainsi le calcul numérique de la pression acoustique (équation 5.4) de toutes les sources
élémentaires (yj) reçues par un récepteur x au même instant t devient, en tenant compte
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de l’équation 5.7 :
pL(x, t) 
N∑
j=0
p(x, yj, t) (5.8)
5.1.2 Calcul de la dérivée
L’objectif de ce paragraphe est de s’assurer de la qualité de l’estimation de la dérivée
temporelle du terme 	r intervenant dans le calcul de la pression acoustique (équation 5.4).
Deux approches du calcul de la dérivée sont développées : la dérivée de l’interpolation de
Lagrange et la dérivée par la transformée de Fourier et son inverse.
Dérivée par transformée de Fourier
Cette dernière consiste à calculer la transformée de Fourier discrète (fft) du terme 	r.
Puis d’évaluer la dérivée de cette transformée et ensuite calculer la transforme de Fourier
inverse (fft−1) de la dérivée pour obtenir l’approximation du terme 	˙r de l’équation 5.4.
Cette formulation est donnée par :
	˙r(t)  fft−1
⎛
⎝N2 −1∑
=0
2πj	k
N
Lrk +
N−1∑
=N
2
+1
2πj	(k −N)
N
Lrk
⎞
⎠ (5.9)
avec Lrk la transformée de Fourier discrète de 	rk . Cette approche a pour avantage d’in-
clure un ﬁltre fréquentiel large bande en vue d’étudier uniquement la plage fréquentielle
souhaitée.
Dérivée par l’interpolation de Lagrange
La dérivée par l’interpolation de Lagrange consiste à dériver les polynômes de Lagrange
(équation 5.5) et à l’appliquer sur la variable recherchée. La dérivée des polynômes de
Lagrange s’écrit :
∂Lj(t)
∂t
(t) =
1∏n
k=0
k =j
(tj − tk)
n∑
=0
=j
⎛
⎜⎜⎜⎝
n∏
k=0
k =
k =j
(tj − tk)
⎞
⎟⎟⎟⎠ (5.10)
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Ainsi, la dérivée des ﬂuctuations de pression projetée sur la direction du récepteur 	˙r
devient :
	˙r =
∂	r
∂t

n∑
j=0
∂Lj(t)
∂t
	r(tj) (5.11)
Cette approche de la dérivée a pour avantage de calculer la dérivée et d’interpoler. Elle
est pratique lorsqu’on utilise le calcul de la pression acoustique par la méthode du temps
retardé.
5.1.3 Application du calcul de la dérivée
Pour valider notre approche, soit s(t) un signal déﬁni par la superposition de Nf = 20
termes de la fonction sinus avec des amplitudes A aléatoires comprises entre 0 et 100 et
pulsations aléatoires 2πf avec f = xfmin + (1− x)fmax ou x est une variable aléatoire
comprise entre 0 et 0.5, fmin = 50 Hz et fmax = 1/10Ndt. On considère un échantillon de
longueur N = 2048 avec un pas de discrétisation dt = 1/10N .
s(t) =
Nf∑
=0
Asin(2πft) (5.12)
Le signal s(t) tel que est déﬁni est dérivable et sa dérivée première s’écrit :
∂s(t)
∂t
= ds(t) =
Nf∑
=0
2πfAcos(2πft) (5.13)
En tenant compte des équations 5.9 respectivement 5.10, la dérivée du signal s(t) par la
méthode de la transformée de Fourier et par la méthode de Lagrange est donnée par les
équations 5.14 et 5.15, respectivement
∂s(tk)
∂t
 InvTFD ds(tk) = fft−1
⎛
⎝N2 −1∑
=0
2πj	k
N
Sk +
N−1∑
=N
2
+1
2πj	(k −N)
N
Sk
⎞
⎠ (5.14)
avec Sk la transformée de Fourier discrète de s.
∂s(tk)
∂t
 Lag ds(tk) =
n∑
j=0
∂Lj(t)
∂t
s(tj) (5.15)
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La Figure 5.1 représente l’évolution de la dérivée analytique (équation 5.13), de la dérivée
par la méthode de la transformée de Fourier (équation 5.14) et de la dérivée par la mé-
thode de Lagrange (équation 5.15) en fonction du temps t. En comparant la dérivée du
signal s avec les deux méthodes par rapport à la dérivée analytique ds(t), on constate que
l’approche par la transformée de Fourier (InvFTD ds(t)) donne une bonne approximation
avec une erreur relative (ds(t)−InvFTD ds(t)
ds(t)
) moyenne de 5%. L’erreur relative (ds(t)−Lag ds(t)
ds(t)
)
moyenne avec l’approximation de la dérivée par la méthode de Lagrange (Lag ds(t)) est
de 20%. Cette diﬀérence est imputable à une surestimation de la dérivée par la méthode
de Lagrange en début du signal (voir Figure 5.1).
Dans la suite, la méthode par la transformée de Fourier sera utilisée pour évaluer numé-
riquement la dérivée de toutes grandeurs physiques présentes dans les équations.
Figure 5.1 Comparaison de la dérivée analytique ds, dérivée de la transformée
de Fourier InvFTD ds et la dérivée de Lagrange Lag ds
5.2 Application aux dipôles tournants
Dans cette section, il est question de la validation numérique du code acoustique de l’ap-
proche de FW&H développée (équation 5.4). L’objectif est d’évaluer le bruit de charge
en champ lointain généré par un dipôle en mouvement avec notre code et de le comparer
avec les résultats analytiques de Rienstra [133]. En eﬀet, le rayonnement acoustique d’un
dipôle en mouvement est donné par la solution analytique de Rienstra [133]. En champ
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lointain [104, 133] cette solution analytique au récepteur x = (rcosΦsinθ, rsinΦsinθ, rcosθ)
à l’instant t s’écrit :
pL(x, t)  re.
˙Fe
4πcr2e(1−Mecosθe)2
+
re. F ˙Me.re
4πcr3e(1−Mecosθe)3
(5.16)
avec ˙Me.re = cM2r (1 − 1asinθcos(Φ − ωte)), Me = Mr = ωa/c, l’indice e indique que le
calcul est réalisé au temps d’émission ou temps CFD.
5.2.1 Description
On désire déterminer la pression acoustique en champ lointain d’un ou plusieurs dipôles
en mouvement au récepteur x à l’instant t. Selon Casalino [23], le rayonnement acoustique
d’un dipôle compact peut être décrit par un petit disque plat de rayon 1/
√
π avec une
distribution surfacique de charge d’amplitude totale F = 1000 N. Le centre du disque est
à une distance a = 1 m de l’axe de z. Quatre conﬁgurations sont mises en évidence (Figure
5.2) :
- Cas 1 : on considère un seul disque en mouvement de rotation à la fréquence f = 10
Hz autour de l’axe de rotation z. La charge F est perpendiculaire à l’axe de rotation
z (Figure 5.2a) ;
- Cas 2 : on considère trois disques identiques séparés par un angle constant 2π/3.
L’ensemble est mis mouvement de rotation à la fréquence f = 10 Hz autour de l’axe
de rotation z. La charge F est perpendiculaire à l’axe de rotation z (Figure 5.2b) ;
- Cas 3 : on considère un seul disque en mouvement de rotation à la fréquence f = 10
Hz autour de l’axe de rotation z. La charge F est selon l’axe de rotation z (Figure
5.2c) ;
- Cas 4 : on considère trois disques identiques séparés par un angle constant 2π/3.
L’ensemble est mis mouvement de rotation à la fréquence f = 10 Hz autour de l’axe
de rotation z. La charge F est selon l’axe de rotation z (Figure 5.2d).
Pour le calcul numérique, on discrétise la surface de chaque disque en 145 dipôles élé-
mentaires, soit 29 éléments dans la direction radiale du disque et 5 dans la direction
azimutale du disque. La distribution des charges élémentaires d’un disque est telle que la
somme totale donne la charge totale de ce disque. Le pas de discrétisation temporel est de
dt = 1/Nef avec Ne = 1600 le nombre d’échantillons temporels. Le récepteur x est situé
au point de coordonnées cartésiennes (5 m, 4 m, 3 m ).
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(a) Cas 1 (b) Cas 2
(c) Cas 3 (d) Cas 4
Figure 5.2 Conﬁguration des géométries de calcul du bruit des charges rayonnés
par un ou plusieurs disques en rotation autour de l’axe z
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5.2.2 Résultats
Les résultats numériques (équation 5.4) et analytiques (équation 5.16) de la pression
acoustique rayonnée par un ou plusieurs disques en mouvement de rotation en champs
en un récepteur x à l’instant t sont donnés sur la Figure 5.3. Il résulte que le code nu-
mérique donne une bonne approximation de la pression acoustique du bruit de charges
rayonnées, quelle que soit la conﬁguration utilisée. Les erreurs relatives du maximum
(max (pnumerique)−max (panalytique)) /max (panalytique) sont faibles pour les dispositifs avec
un seul disque. Soient 0.85% pour le cas 1 et 0.56% pour le cas 3. Par contre cette erreur
relative est plus importante pour les dispositifs avec trois disques : 6% pour le cas 2 et
5.8 % pour le cas 3. Cette augmentation d’erreur est attribuée aux erreurs numériques
comme c’est le cas pour Casalino [23]. On peut donc conclure que l’approche numérique
implantée dans le cadre de cette étude est ﬁable dans la prédiction du bruit de charge.
Figure 5.3 Bruit de charge numérique et analytique rayonné par un ou plusieurs
disques en champ lointain
5.3 Application à la théorie d’Isom
Selon Isom [86], la réponse acoustique d’une charge aérodynamique constante ρ0c20 (force
appliquée par le proﬁl sur l’air) en mouvement doit être identique à la contribution du bruit
d’épaisseur (bruit dû à la variation du volume d’air au passage de la pale). Cette théorie
est très utile dans la validation de l’implémentation des nouveaux codes acoustiques. Elle
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est décrite par Farassat et al. [48, 53, 54]. Dans notre cas, sous les hypothèses décrites plus
haut et avec les formulations de Farassat, le bruit d’épaisseur s’écrit :
pT (x, t) =
∫
f(y,τ)=0
[
ρ(v˙n + vn)
r(1−Mr)2 +
ρvnM˙r
(1−Mr)3
]
τ
dS (5.17)
avec v˙n = ˙v.n la dérivée de la composante normale de la vitesse de la source.
5.3.1 Géométrie et discrétisation
Le rotor d’hélicoptère conventionnel décrit par Farassat [48, 54] (Figure 5.4 a) est utilisé.
Les pales ont un diamètre d = 10 m avec une corde principale de 0.4 m. L’épaisseur
relative est de 10% sur toute l’envergure des hélices (proﬁl NACA0010). Le récepteur est
dans le plan de rotation à 50 m de l’axe. L’ensemble des deux surfaces des hélices forme
la surface de la source. La discrétisation spatiale de la surface est structurée partout sauf
sur les faces du proﬁl (début et ﬁn de chaque hélice). Dans la direction de l’envergure,
on a 100 cellules équidistantes et 20 cellules dans la direction de la corde principale pour
chacune des hélices (Figure 5.4 b). Chaque centre de cellules de la surface est une source.
L’ensemble est mis en mouvement de rotation à la fréquence f = cM/πd.
Figure 5.4 Géométrie d’étude : (a) Pales d’hélicoptère de proﬁl NACA0010 ;
(b) Discrétisation spatiale d’une pale
5.3.2 Validation numérique
La validation numérique concerne le code acoustique de FW&H développé (équation 5.8)
avec le langage orienté C++. De ce fait, les pressions acoustiques du bruit d’épaisseur
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(équation 5.17) et du bruit de charge (équation 5.8) sont calculées puis comparées en
fonction du nombre de Mach estimé à partir de la vitesse tangentielle au bout de l’hélice.
Les paramètres du calcul sont la masse volumique du ﬂuide ρ = 1.2 kg/m2 et la vitesse
du son du milieu c0 = 340.70 m/s. Chaque centre de cellule de la surface est une source
ponctuelle d’amplitude ρ0c20. Les résultats obtenus sur une période acoustique T =
1
2
f
sont présentés sur la Figure 5.5. Pour les nombres de Mach 0.2 ; 0.4 ; 0.6 et 0.8 le bruit des
charges est presque identique au bruit de l’épaisseur, ce qui est en accord avec la théorie
d’Isom. Ceci valide alors l’interpolation de Lagrange utilisée dans notre code acoustique
pour la prise en compte de la contribution de toutes les sources.
Figure 5.5 Comparaison du bruit de charge (pL) et du bruit d’épaisseur (pT ) de
pale d’hélicoptère (NACA0010) à Mach 0.2, 0.4, 0.6 et 0.8 pour une distribution
uniforme de charge
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5.4 Conclusion
Dans cette section un code de prédiction du bruit de l’interaction d’écoulement turbulent
avec une paroi solide en mouvement subsonique a été développé. Son application sur des
conﬁgurations simples a permis de valider de manière analytique le code. On arrive à
prédire correctement la pression acoustique rayonnée par un dipôle compact assimilé à
un disque en mouvement subsonique. Les résultats obtenus sont conformes à ceux de
la théorie analytique de Rienstra [133]. De plus, la théorie d’Isom généralement utilisée
pour la validation des codes acoustique, est vériﬁée. Cette application développée est
aussi utilisable pour le bruit de l’interaction d’écoulement avec une source stationnaire.
Le prochain chapitre est consacré aux diﬀérents techniques d’identiﬁcation des zones les
plus bruyantes d’une source stationnaire.
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Résumé en français
Cet article examine l’utilisation de la Décomposition Orthogonale aux Valeurs propres
(POD) et décomposition en valeurs singulières (SVD) pour identiﬁer les zones sur la sur-
face de la pale qui contribuent le plus aux rayonnements de la puissance acoustique. Tout
d’abord, la méthode numérique CFD (Computational Fluid Dynamics) est utilisée pour
obtenir l’évolution temporelle du champ de pression à la surface de la pale dans le régime
subsonique. Ensuite, les ﬂuctuations de ce champ de pression sont utilisées comme données
du bruit de charge dans l’analogie acoustique de Ffowcs Williams et Hawkings (FW&H).
L’analogie FW&H est utilisée pour calculer la puissance sonore qui est rayonnée par la
pale. Les modes acoustiques les plus importants de la POD et SVD sont ensuite utili-
sés pour reconstruire la puissance acoustique rayonnée. Les résultats obtenus par la POD
et la SVD sont semblables à la puissance acoustique directement obtenue avec l’analogie
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FW&H. On observe que l’importance des modes de la puissance acoustique rayonnée n’est
pas nécessairement dans l’ordre croissant (pour le cas étudié par exemple, le mode 7 est
celui qui contribue le plus). Enﬁn, les cartographies des modes les plus contributifs de la
POD et de la SVD sont visualisées. Ces cartographies montrent les zones sur la surface
de la pale, où les sources aéroacoustiques dipolaires contribuent le plus au rayonnement
de la puissance acoustique. Il est prévu que ces identiﬁcations soient utilisées comme un
guide par le designer dans la conception de la forme de la surface de la pale pour réduire
le bruit rayonné.
A numerical approach to possible identiﬁcation of the
noisiest zones of a wall surface with a ﬂow interaction
Tenon Charly KONE1, Y ann MARCHESSE2, Raymond PANNETON1
1. GAUS Department of Mechanical Engineering, Université de Sherbrooke, QC J1K2R1,
Canada.
2. Université de Lyon, ECAM Lyon, LabECAM, 40 Montée St-Barthélemy, 69321 Lyon
Cedex, France.
6.2 Abstract
This paper examines the use of the Proper Orthogonal Decomposition (POD) and Singular
Value Decomposition (SVD) to identify zones on the surface of the source that contribute
the most to the sound power the source radiates. First, Computational Fluid Dynamics
(CFD) is used to obtain the pressure ﬁeld at the surface of the blade in a subsonic regime.
Then, the ﬂuctuation of this pressure ﬁeld is used as the input of the loading noise in the
acoustic analogy of Ffowcs Williams and Hawkings (FW&H). The FW&H analogy is used
to calculate the sound power that is radiated by the blade. Secondly, the most important
acoustic modes of the POD and SVD are used to reconstruct the radiated sound power.
The results obtained by POD and SVD are similar to the acoustic power directly obtained
with the FW&H analogy. It is observed that the importance of the modes to the radiated
sound power is not necessarily in ascending order (for the studied case, the 7th mode
was the main contributor). Finally, the maps of the most contributing modes of the POD
and SVD are visualized. These maps show the zones on the surface of the blade, where
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the dipolar aeroacoustic sources contribute the most to the radiated sound power. It is
expected that these identiﬁcation be used as a guidance to design and shape blade surface
for reducing its radiated noise.
6.3 Introduction
The reduction of the noise produced by the interaction between a turbulent subsonic ﬂow
and a solide’s surface can be diﬃcult especially in industrial conﬁgurations where the noise
level is a quality and a selection criterion. When considering subsonic turbomachines, this
noise can be reduced if the geometry of the proﬁle is appropriate. However there is no gene-
ral solution and each fan conﬁguration needs a speciﬁc design. Therefore acoustic engineers
use most of the time a case by case approach experimentally or numerically [44, 68]. In this
context, the identiﬁcation and the characterization of the region which is responsible for
the noise interaction become a challenge. This paper proposes a method of identiﬁcation
and analysis of these zones based on the combination of the acoustic analogy of Ffowcs
Williams and Hawkings (FW&H) [57] and either the Proper Orthogonal Decomposition
(POD) or the Singular Value Decomposition (SVD) [13]. The SVD approach used in this
paper is the application of the POD on a matrix formed by the product of the correlation
matrix obtained from the elementary acoustic pressure to a receiver and its transposed.
Thus, this work will develop in more details the POD approach.
The pressure ﬂuctuation obtained from a CFD approach are used as input data for acous-
tic analogy FW&H [57]. For that the method of the LES [33, 45] proposed by Open-
Foam [122] is used. The popularity of OpenFoam in several applications is growing rapidly
with an increasing number of user since in the last decades numerous inverstigation have
been published in CFD domain. For exemple de Villiers [45] investigated the inﬂuenece
of subgrid-Scale Models in method implemented in OpenFoam. This validation is carried
out on a series a ﬂow around a solid body. The noise that is generated by the interac-
tion between an airﬂow and a rearview mirror of a car was also studied. The results are
in agreement with experimental results. Furthermore, Dimtry et al.[37] model the ﬂow
around a cylinder with subgrid models Smagorinsky and model in one turbulent kinetic
energy equation implemented by de Villiet. The results are in agreement with experimen-
tal data [123, 148]. Several other studies in the literature demonstrate the eﬀectiveness of
OpenFoam to model the complex conﬁgurations [38, 135]. In acoustics, in addition to the
de Villiers work, we have Olivier work [121] that addresses the noise of the trailing edge
of NACA 0012. It uses data from the CFD OpenFoam to supply the acoustic source of
the analogy of Curle. These acoustic results are in agreement with the results of Herr and
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al. [78]. So, the subgrid model to one turbulent kinetic energy equation of de Villier will
be used for this study pour la CFD.
POD was introduced at ﬁrst by Lumley in 1967 [106] in ﬂuid mechanics as an objective
method to identify and extract coherent turbulent ﬂow structures. Following this idea,
Bonnet et al. [12] used the POD in conjunction with a stochastic estimation method to
identify the key characteristics of a turbulent ﬁeld on the basis of a reduced number of
measurements. The POD was also employed either for optimal ﬂow control [22, 129] or
the reduction model development [63, 84]. In the latter, the Navier-Stokes equations are
projected on the eigenmodes using the Galerkin projection. The POD method was used
in aeroacoustics in many investigations mostly to describe the noise radiated by turbulent
ﬂows (e.g. jet noise, wake noise) [5, 74]. The optimal decomposition basis velocity ﬁeld
is then used for estimating the acoustic noise. Thus Druault et al. [40, 41] employed this
method in the far ﬁeld region to separate the acoustic contribution of the most energetic
structures from the residues due to the clean ﬂow noise (i.e. the noise due to velocity ﬂuc-
tuations). They noticed that 99.8% of the acoustic energy comes from the dominant modes
and 0.2% from the acoustic residues. Hekmati and Ricot [75] reached the same conclusion
by applying the method of Druault et al. for the wake noise generated by the blades of an
axial fan. Furthermore Gleggs and Devenport [62] used the POD to describe the input to
the turbulence using a set of statistically independent modes of velocity. The wall pressure
is linked with the input turbulence for the evaluation of the acoustic interaction sound
pressure.
As for SVD, it is generally used to search for the propagation operators, such as the Green
function [13, 125], or to solve inverse problems in acoustics [66, 67, 119, 120]. To the au-
thor’s knowledge, SVD has not yet been used so far to locate radiating areas on a moving
surface due to its interaction with ﬂow.
In the light of the previous works, this research applies the POD ansd SVD methods to the
problem of aeroacoustic noise generated by the interaction of a stationary blade and a tur-
bulent ﬂow in a chanel. The objective is to understand the link between the decomposition
modes (of POD or SVD), and the noisiest zones of the blade’s surface. The methodology
relies on a three-step methodology : (i) Modeling the internal ﬂows of the centrifugal fan
by the Large Eddy Simulation (LES) [33, 45] method. The OpenFoam extend 3.2 [122]
sofware is used. The objective is to estimate the wall pressure ﬂuctuation on the blade.
(ii) Using the previous wall pressure ﬂuctuation of the blade to estimate the loading noise
from a FW&H analogy [52, 57]. (iii) Finally, using the POD and SVD to extract the most
important acoustic modes and to visualize them, for identifying the most radiating zones
in the blade’s surface.
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The paper is organized as follows. First, the estimation of the acoustic ﬁeld based on
FW&H analogy is introduced. Both the POD and SVD methods are then developed.
Finally, an application is realized using a stationary blade.
6.4 Theory
6.4.1 Estimation of the acoustic ﬁeld (FW&Hanalogy)
The acoustic approach is based on the analogy of FW&H [57] and is used as the reference
approach. The subsonic regime is considered in this paper. One neglects the ﬁnite thickness
of the blades, only loading noise (p
L
) generated by the ﬂuctuating wall pressure on the
blade is therefore considered in the following.
To alleviate the computation time problem, Formulation 1A proposed by Farrassat [52] can
be used. In this approach, the receiver time derivative in Formulation 1 [52] is transformed
into retarded time derivative. This has also the great advantage of permuting the time
derivative and the integral. Moreover, no derivation of the integral is needed. For the case
where the source and the receiver are stationary and the propagation medium is at rest
the Farassat formulation 1A [52] and far ﬁelds becomes :
p
L
(x, t) =
1
4πc
∫
Sy
[
	˙r
r
]
τ
dSy (6.1)
where Sy is the source surface, r = ‖r‖ = ‖y − x‖ is the distance between the source
position y on the blade’s surface and the receiver position x, c is the speed of sound
of the acoustic medium at rest, 	r = −pn.r/r with n is the unit normal vector to the
source’s surface, p is the wall pressure ﬂuctuation of the blade’s surface obtained by CFD
calculation. M is the Mach vector number and Mr = M.r/r, and [•]τ indicates that all
the integrands should be evaluated at the retarded time τ = t − r/c, with t the receiver
time.
As mentioned previously, Formulation 1 proposed by Farrassat has the main advantage
of avoiding the spatial derivatives, however the receiver time derivative is maintained
on 	r and Mr. The implementation of this operation is complex and the computation
time increases. To evaluate Eq. (6.1), two computational approaches are available in the
literature [23, 55] using either retarded time or advanced time. The latter is usually chosen
when the aerodynamic data comes from CFD computations, as in this study. The received
acoustic pressure must be then determined while an irregular receiving time discretization
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appears despite the regular emission time. An interpolation is thus necessary to obtain
the received sound pressure at regular time.
The advanced time approach and the Lagrange interpolation are used in this paper. The
calculation of the sound pressure at receiver x in the far ﬁeld and in a free medium allows
the calculation of root mean square sound pressure. When considering the loading noise
(Eq. 6.1), the mean square acoustic pressure reads :
p2
L
(x) = 〈p
L
(x, t)p
L
(x, t)〉T0 (6.2)
where 〈 〉T0 is the temporal average over the time period T0. Thus, the radiated sound
power estimated from far-ﬁeld microphones (i.e., receivers) located on a spherical surface
encompassing the source writes :
P =
∫
Sx
p2
L
(x)
ρc
dSx  1
ρc
∑
x
p2
L
(x)ΔSx (6.3)
where Sx is the receiving surface, ΔSx is the elementary surface associated with receiver
x, and ρ is the density of the surrounding ﬂuid medium.
6.4.2 Proper Orthogonal Decomposition approach
Generally POD used in Aeroacoustics is not based on acoustic analogies. The approach
developed in this work is a combination of the dipole term (loading noise) of the FW&H
analogy, and the theory of POD. If one considers a dipole located at yi, the sound pressure
received at point x at time t according to equation (6.1) can be written :
p
L
(x, yi, t) =
1
4πc
[
	˙r
r
]
τ
ΔSyi (6.4)
where ΔSyi is the i−th elementary surface of the source located at yi. Here, this elementary
surface comes from the discretization of the source’s surface for the LES calculation.
Since the sound pressure received at one point corresponds to the contribution of all the
dipoles located on the wall surface, two matrices A and Wobs are deﬁned by
Wobs =
1
N
AAT (6.5)
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with
A =
⎛
⎜⎜⎜⎜⎝
p
L
(x, y0, te0) pL(x, y0, te1) · · · pL(x, y0, teN−1)
p
L
(x, y1, te0) pL(x, y1, te1) · · · pL(x, y1, teN−1)
...
... . . .
...
p
L
(x, ym−1, te0) pL(x, ym−1, te1) · · · pL(x, ym−1, teN−1)
⎞
⎟⎟⎟⎟⎠
where tej represents the emission time for the dipole source located at yi(i = 0, 1, · · · ,m−1)
at time step j (j = 0, 1, · · · , N − 1). Each column vector of the matrix A is the sound
contribution of all dipoles at a given reception time, while each row vector represents the
sound pressure of one single dipole source along the receiving time.
Matrix Wobs in Eq. 6.5 is the correlation matrix of the sources for receiver x. It is
symmetric, real, positive deﬁnite and spatial. Its eigenvalues (modes) are thus real, po-
sitive, and space dependent. For developing a modal basis for matrix Wobs, let λ =
diag (λ0, λ1, · · · , λm−1) and φ =
[
φ0, φ1, · · · , φm−1
]
, the diagonal matrix of eigenvalues
and the matrix of eigenvectors respectively at receiver x. Each column φi is the eigenvec-
tor associated with the eigenvalue λi at receiver x. Then, for every receiver x, the problem
to be solved is the following eigenvalue problem :
Wobsφ = λφ (6.6)
Multiplying each member of equation (6.6) to the right by the transpose of the matrix of
eigenvectors and, if one considers normalized modes so that φφ
T
= I, the expression for
the correlation matrix is given by :
Wobs =
m−1∑
k=0
(λkΦk)Φ
T
k (6.7)
The correlation matrix Wobs is then written as a sum of independent matrices deﬁned as
spatial autocorrelation patterns with proper modes as components. Since the eigenvectors
form an orthonormal basis of the source space, p
L
(x, yi, t) can be written as
p
L
(x, yi, t) =
m−1∑
k=0
αk(t)Φk,i (6.8)
where αk(t) = αk(x, t) =
m−1∑
i=0
p
L
(x, yi, t)Φk,i are the temporal modal amplitudes or the
projection coeﬃcients on the modal basis. Φk,i = φk(x, yi) is the i-th component of the
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k-th eigenvector (φk). Thus, coeﬃcients are the root mean square of the acoustic pressure
projected on the Φk(y) axis in the source space (i.e., the blade). According to the theory
of Merces [114], the projection coeﬃcients form an orthogonal basis of the temporal space
and its root mean square 〈αk(t)αk(t)〉T0 corresponds to the eigenvalue λk. The eigenvalues
represent the square of the sound pressure projected on the Φk(y) axis in the source space.
The total sound pressure from the loading noise radiated to the receiver x at time t is
evaluated from equations (6.1) and (6.8).
p
L
(x, t) =
m−1∑
k=0
(
αk(t)
m−1∑
i=0
Φk,i
)
(6.9)
Considering the orthogonal eigenvectors, the quadratic pressure at receiver x is given by :
p2
L
(x) =
m−1∑
k=0
(
m−1∑
i=0
Φk,i
)2
λk (6.10)
In this proper orthogonal decomposition, each mode does not contribute equally to the
total quadratic pressure. The latter could then be evaluated only by taking into account
the modes that contribute the most. This is reported by the accumulated acoustic energy
of the ﬁrst q modes, EAcq , divided by the total acoustic energy of all modes :
EAcq =
q−1∑
k=0
λk
m−1∑
k=0
λk
(6.11)
Once the most contributing modes are identiﬁed, equations (6.3) and (6.10) summations
are limited up to q − 1 instead of m− 1. Thus, equations (6.9) and (6.10) become respec-
tively :
p
L
(x, t) 
q−1∑
k=0
(
αk(t)
m−1∑
i=0
Φk,i
)
(6.12)
p2
L
(x) 
q−1∑
k=0
(
m−1∑
i=0
Φk,i
)2
λk (6.13)
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In the previous equations, the spatial eigenvectors Φk,i give information on the acoustic
radiation of all dipole sources distributed over the surface S. Thus, considering the equation
(6.13), the acoustic power deﬁned by equation (6.3) becomes :
P  1
ρc
Nobs−1∑
=0
⎛
⎝ΔS q−1∑
k=0
λk
(
m−1∑
i=0
Φk,i
)2⎞⎠ (6.14)
where ΔS = ΔSx is the elementary surface of the 	-th receiver. In this study ΔS is a
constant. Nobs is the receiver number, λk is the k-th eigenvector of the 	-th receiver and
Φk,i is the i-th component of the eigenvector associated with the k-th eigenvalue λk.
6.4.3 Singular Value Decomposition (SVD) approach
The SVD makes the sound generation investigation (i.e., the eigenvalues and the eigen-
vectors resulting from the POD) independent of the receiver x. Indeed, a global matrix
WSV D gathering all the correlation matrices Wk (0 ≤ k < Nobs) of the Nobs receivers is
built. The global matrix of dimension (Nobs ×m)×m is deﬁned by :
WSV D =
⎡
⎢⎢⎢⎢⎣
W0
W1
...
WNobs−1
⎤
⎥⎥⎥⎥⎦ (6.15)
Here, the receivers are distributed over a sphere of radius R around the source. The radius
is large enough so that the far ﬁeld assumption is veriﬁed. The position of the receivers
over the sphere is done according to ISO 3745 standard [85].
SVD consists in decomposing the WSV D matrix in the following form :
WSV D = UσVT (6.16)
where σ is the diagonal matrix of singular eigenvalues, and U and V are the matrices of
left and right eigenvectors, respectively. U accounts for the diﬀerence of acoustic radiation
of the sources in free ﬁeld of all receivers, and V provides the average informations of
acoustic radiation of the sources in free ﬁeld of all receivers. One can show that U and V
can be obtained by application of the POD on matrices WTSV DWSV D and WSV DW
T
SV D
respectively. By retaining only the ﬁrst q energetic modes, the expression of sound power
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(Eq. 6.3) based on the SVD can ﬁnally be expressed as
P  1
ρc
q−1∑
k=0
⎛
⎝σk m−1∑
i=0
Vk,i
Nobs−1∑
=0
⎛
⎝ΔS m(+1)−1∑
j=m∗
Uk,j
⎞
⎠
⎞
⎠ (6.17)
where σk is the k-th eigenvalue of the matrix WSV D, Vk,i and Uk,i respectively represents
the i-th component eigenvectors right and left respectively associated to the eigenvalue
σk.
6.5 Application
In Figure 6.1, a centrifugal fan blade based on the modiﬁed NACA12 proﬁle is used to
illustrate our approach. The chord and wingspan equals 	 = 0.056 m and 	1 = 12/25	
respectively. The blade is placed in a 	1 height periodic channel whose periodic faces are
separated by the width 	2 = 17/50	. The numerical domain comprises three volumes se-
parated by interfaces : the inlet, the blade and the outlet volumes whose lengths equal
	3 = 9/5	 , 	4 = 7/5	 and 	5 = 17/5	 respectively. The ﬂuid is pure air and its physical
properties are estimated at 25o C (ρ = 1.2 kg/m3 and μ = 1.831× 10−5 Pa.s). An airﬂow
of U = 70 m/s is imposed at the inlet. The periodicity boundary conditions are applied
on periodic face and the no slip boundary conditions are imposed on the walls (blade, top
and bottom). The purposes here is to investigate the possibility of both the POD and SVD
approaches to identify zones of the blade that would be responsible for noise generation.
One considers only frequencies in range 50 Hz to 10 kHz. The calculation is performed on
Figure 6.1 Geometry and boundary conditions
a hybrid spatial discretization realized with free software Salome [140] (Fig. 6.2). The dis-
cretization is composed of a structured and inhomogeneous mesh in the input (Fig. 6.2a)
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and output volumes (Fig. 6.2c). In the blade volume and far from the blade, the mesh is
unstructured (Fig. 6.2b). The mesh near the blade is structured with 8 boundary layers of
geometrical progression 1.1 and total thickness δ = 0.0001 m. Around the blade, the walls
of dimensionless variables x+ = 54 (ﬂow direction), z+ = 26 (ﬂow normal direction) and
y+ = 1 (direction normal to the walls) satisfy Sagaut criteria [156] for LES calculation.
Thus, the mesh is composed of 1 100 000 cells including m = 30400 cells on the blade.
(a) Input volume (b) Blade volume
(c) Output volume
Figure 6.2 Geometry spatial discretization : (a) Input volume, (b) Blade vo-
lume and (c) Output volume
The large eddy simulation method is used to simulate the internal ﬂow channel with free
software OpenFoam [122]. The one equation [45] sub-grid model for the turbulent kinetic
energy is used. The linear system is solve with the iterative Preconditioned Conjugate
Gradient method (PCG) with preconditioning DIC (Diagonal Incomplete Cholesky), for
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the pressure ﬁeld and Bi-conjugate gradient method stable (BiCGStab) with preconditio-
ning DILU (Diagonal Incomplete LU) for velocity ﬁeld and turbulent kinetic energy. The
backward second order scheme is used for the temporal resolution with a time step of
ΔtCFD = 2.95× 10−7s for a Courant-Friedrich’s-Lewy (CFL) number lower than 0.2. The
gradient terms are calculated with Gauss linear scheme and those of the divergence with
that of Gauss vanLeerV 0.5 scheme for velocity and Gauss upwind scheme for the turbu-
lent kinetic energy. Three weeks were necessary to reach convergence using 24 processors
on the super-computer of Compute Canada-Sherbrooke [27].
The second invariant of the velocity gradient tensor, named Q-criterion, was introduced
by Hunt et al. [83] to better visualize the coherent structures of the ﬂow characterized by
a positive Q-criterion value. One observes in our conﬁguration that there is no coherent
structures in the region upstream the blade (Fig. 6.3) despite the 5% intensity level im-
posed at the inlet. Coherent structures appear from a region located at 30% of the blade
chord and develop then gradually until the trailing edge. In this location one particu-
larly notices a strong intensiﬁcation of the production of coherent structures that are then
transported by the ﬂow.
Figure 6.3 Isocontour Q-criterion from 0 s−1 to 1000 s−1
Once the calculation is converged, the wall pressure ﬂuctuations on the the blade is saved at
time interval Δtacoust = 10ΔtCFD. N = 2500 samples of the pressure ﬂuctuations are then
the input data of both POD and SVD methods. Thus, the sound pressure, the correlation
matrix and the modes are calculated for receivers placed on a sphere of radius R around
the source according to the ISO 3745 standard [85]. The distance R is such that the far
ﬁeld hypothesis is veriﬁed (i.e. kR >> 1 >> k	 where 	 is a characteristic length of the
source and k = 2πfc/c the wave number based on the smallest cut-oﬀ frequency, fc = 50
Hz. 	 and fc are given by the set of speciﬁcation). For this investigation Nobs = 20 receivers
are placed on the sphere of radius R = 6 m encompassing the source (blade). Figure 6.4a
represents the projection of the receivers in the plane passing through the origin and
normal to the ﬂow plane (i.e. y-axis). To better see the directivity of the radiation of the
blade, 50 receivers are placed along a circle of the same origin and the same radius as the
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sphere. The circle is in the plane perpendicular to the chord of the blade (ie in the plane
(y, z). The 50 receivers are identiﬁed by their polar coordinates (R, ϕ). The angular origin
is from the z axis. The positions of these 50 receivers are illustrated in Fig. 6.4b.
(a) Receivers projection in the plan (x, z) (b) Receivers position on the circle
Figure 6.4 Reveivers positions
6.5.1 POD analysis and interpretation
The application of the POD method on a stationary blade in a channel aims to minimize
the necessary number of modes to understand the most radiant zones of the blade interac-
tion with the turbulent ﬂow. The POD principle of the is to search an orthonormal basis
of the set of elementary sources from the spatial discretization of the surface of the source.
Then, of ﬁnding on the main axes, the elementary sources which are the most important
components in absolute value.
Indeed, Figure 6.5 presents the accumulated acoustic energy of the q ﬁrst modes (Eq. 6.11)
at receivers ϕ = 0, ϕ = 28o, ϕ = 56o and ϕ = 91o. One observes that the 10 ﬁrst eigenvec-
tors capture 99.60% of the total acoustic energy whatever the receivers. As a consequence
these 10 eigenvectors could then be employed for the reconstruction of the total loading
noise. This leads to a reduction in the number of modes (from q = m = 30400 to q = 10)
to be analysed to identify the most noisiest zones.
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Figure 6.5 POD percentage accumulated acoustic energy (eigenvalues,
Eq. 6.11) of the ﬁrst q modes divided by the total energy of all modes for
receivers ϕ = 0o, ϕ = 28o, ϕ = 56o and ϕ = 91o
For example, Figure 6.6 shows the temporal evolution of the sound pressure of the loading
noise reconstructed with q = m (Eq. 6.1) and Eq. 6.9) and q = 10 (Eq. 6.12) at receivers
ϕ = 0o, ϕ = 28o, ϕ = 56o and ϕ = 91o. Acoustics pressures constructed with the 10 ﬁrst
modes (Eq. (6.12)) of each receiver are in accordance with the reference acoustic pressure
(Eq. 6.1). Indeed, the maximum relative error equals 1.7% at receiver ϕ = 91o. The rela-
tive error remains less than 0.1% for the other receiver.
One observes also that the temporal evolution of the sound pressure depends of the re-
ceiver location (Fig. 6.6). This characterizes the directivity of radiation. It result in while
the POD is dependent of the receiver. This is demonstrated by the variation in acoustic
pressure amplitues depending on the receiver (Fig. 6.6). For example, the maximum am-
plitude of sound pressure is almost equal to 0 for the ϕ = 0o receiver, and is equal 4×10−3
Pa for the receiver ϕ = 91o.
Indeed, consider the receivers of the Fig 6.4b. We calculate the mean quadratic sound
pressure with all modes (Eqs. 6.2 or 6.10) and with 10 ﬁrst dominant modes (Eq. 6.13).
First, we note that the acoustic radiation is dipolar (Fig. 6.7). The lowest calculated sound
pressure is noticed for receivers located at ϕ = 0o and ϕ = 180o. While the most important
radiations are for receivers at ϕ = 90o and ϕ = 270o (Fig. 6.7). Therefore, is an agreement
with the directivity deﬁnes by Farassat [52]. According Farassat formulation (Eq. 6.1), the
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Figure 6.6 Comparison between total loading noise (q = m) and loading noise
reconstruction using the ﬁrst 10 eigenvalues at receivers : (a) ϕ = 0o, (b) ϕ = 28o,
(c) ϕ = 56o and (d) φ = 91o
directivity is characterized by the projection of normal of the blade in the source-receiver
direction (n.ˆr). In this study, the blade normal is in the plane (x, z). For one receiver in
this plane (e.g., ϕ egals 90o or 270o), n.ˆr is 1. In contrast, the receivers of the plane (y, z)
in whitch n.ˆr is 0.
In addition, the two curves of the mean quadratic sound pressure are similar since the
relative error is 3% (Fig. 6.7). This conﬁrms the analysis of the reconstruction of sound
pressure with the 10 ﬁrst most important modes (Fig. 6.6). Consider each term of the
mean quadratic sound pressure (Eq. 6.13). We note that the contribution of the modes
does not respect the order of the POD (Fig. 6.5 and 6.8). For example considering receiver
ϕ = 91o the contribution of the mode 1 is greater than the one from mode 0 even if the
latter accumulates 71% of the energy while only 23% for mode 1 (Fig. 6.5). This contra-
diction is due to the phase shift of the components of a even eigenvector in calculating
the mean quadratic sound pressure (Eq. 6.13). This it is necessary to classify the modes
in order of importance when calculating either the mean quadratic sound pressure or the
acoustic power. Thus, the reclassiﬁcation of the modes were grouped for each receiver in
the Table 6.1.
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Figure 6.7 Directivity estimation in dB between mean quadratic sound pressure
(q = m) and mean quadratic sound pressure using the ﬁrst 10 eigenvalues at
receivers of the Fig. 6.4b
Tableau 6.1 Classiﬁcation of modes according to their contribution to the cal-
culation of the mean square acoustic pressure
Receivers Eigenvalues
ϕ = 0o 1 2 0 3
ϕ = 28o 0 3 1 2
ϕ = 56o 1 2 0 4
ϕ = 91o 1 2 0 9
Therefore, one considers the reconstructed sound power (Eq. 6.14) with q = 10 and q = 5.
As shown in the Table 6.2, the relative error of the acoustic power of the 5 ﬁrst modes (Eq.
6.14) with respect to all modes (Eq. 6.3) is low and even lower with the 10 ﬁrst modes
(Eq. 6.14). This conﬁrms that all the useful acoustic information that is needed here is
contained in the ﬁrst 10 modes.
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Figure 6.8 Mean quadratic sound pressure (product of eigenvalues and sum of
the components of the eigenvector, Eq. 6.13) for each of the 15 ﬁrst modes of
receivers ϕ = 0o, ϕ = 28o, ϕ = 56o and ϕ = 91o
Tableau 6.2 Results of the sound power reconstructed with POD and relative
error
Eq. (6.3) Eq. (6.14)
q = m q = 5 q = 10
P(dB ref 10−12 W ) 54.44 54.27 54.35
Err(%) 0 0.3 0.16
It is possible to project onto the blade surface the eigenvectors that contribute the most
on the acoustic power. Since, the quadratic mean pressure is proportional to the sound
power (Eqs. 6.13 and 6.14). For example, when considering receivers ϕ = 0, ϕ = 28o,
ϕ = 56o, and ϕ = 91o, one observes that the POD method highlights the trailing edge as
the region characterized by a great amplitude of the component φk whatever the side of
the blade (Figs. 6.9 and 6.10). The other regions of the blade does not seem to be concer-
ned by such amplitudes. Hence mode 2 for receivers ϕ = 0o, 56o, and 91o, and mode 3 for
receiver ϕ = 28o, highly contributes to the acoustic power. The same observation is made
for modes 3, 2, 4 and 9 for receivers ϕ = 0, ϕ = 28o, ϕ = 56o, and ϕ = 91o respectively
(last column of Figs. 6.9 and 6.10).
These previous observations are in agreement with the Q-criterion distribution (Fig. 6.3)
since according to this parameter the turbulence is high near the trailing edge. The high
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Figure 6.9 Mapping POD eigenvectors Φk(y) on the overpressure side of the
blade according to the provisions the values of Table 6.1 : line 1, receiver ϕ = 0o ;
line 2, receiver ϕ = 28o ; line 3 receiver ϕ = 56o ; line 4 receiver ϕ = 91o and
columns rank from most to least important modes from left to right.
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Figure 6.10 Mapping POD eigenvectors Φk(y) on the under-pressure side of
the blade according to the provisions the values of Table 6.1 : line 1, receiver
ϕ = 0o ; line 2, receiver ϕ = 28o ; line 3 receiver ϕ = 56o ; line 4 receiver ϕ = 91o
and columns rank from most to least important modes from left to right.
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velocity and pressure ﬂuctuations in this region would therefore make this region as res-
ponsible for the loading noise.
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It was shown here that one can reconstruct both the radiated sound pressure and the sound
power with only few POD modes. Instead of using all the modes proposed by the POD
method (i.e, m = 30400), using only the 10 ﬁrst dominant POD modes were suﬃcient .
In addition, the dipole character of the blade of radiation is noticed. The mapping of the
major eigenvectors for several receivers have demonstrated that the trailing edge is the
most radiating region due to the high level of turbulence.
6.5.2 SVD analysis and interpretation
As the POD, the SVD decomposition methods based on CFD calculations and acoustic
analogies were applied to identify the zones on stationary blade in a channel that contribute
the most to the sound power radiated in subsonic regime. From SVD, radiated sound power
and pressure can be recovered using only the ﬁrst few modes.
Figure 6.11 represents the acoustic energy that the accumulate q ﬁrst modes divided by
the total energy (Eq. 6.11). It emerges that 99.90% of total acoustic energy is contained
within the 10 modes ﬁrst. This causes a reduction in the number of modes to be analysed
to understand the noisiest zones of the blade. The reconstructed sound power (Eq. 6.17)
using the 10 ﬁrst modes only is given in Table 6.3 and is compared with the one predicted
usingall the modes. The relative error egals 0.43%.
As previously for the POD method the most energetic eigenvalues do not necessarily
Tableau 6.3 Results of the sound power reconstructed with SVD and relative
error
Eq. (6.3) Eq. (6.17)
q = m q = 10
P(dB ref 10−12 W ) 54.44 54.20
Err(%) 0 0.43
contribute the most to the reconstruction of the acoustic power. It can be noticed that
the modes numbers 6, 10, 4, and 9 in order of their importance are the most contributor
(Fig. 6.12).
In addition, the acoustic power estimated with only the mode 6 equals 1.15×10−7 W (i.e.,
50.6 dB) representing 93% of the total acoustic power. When adding the contribution of
the mode 10 to the one given by mode 6, 96% of the total acoustic power is recovered.
Thus the number of mode to be analysed to comprehend the most radiant zones of the
blade regardless of the receiver pass from m = 30400 modes to tow modes (modes 6 and
10).
As for the POD method, it is possible from the Singular Value Decomposition to map
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Figure 6.11 SVD percentage accumulated acoustic energy of the ﬁrst q modes
EAcq divided by the total energy of all modes
Figure 6.12 SVD acoustic power radiated by each mode
the right eigenvectors Vk of these four main modes (i.e., mode number 6, 10, 4, and 9)
on the blade surface as shown in Fig. 6.13. One notices that the amplitude for mode
6 is quite homogenous along the surface. This must be due as it was mentioned before
to the turbulence that develop quite homogenously in the blade region and the entire
surface contributes therefore equally on the loading noise. When considering this time the
6.5. APPLICATION 117
distribution for mode 10 one observes that the trailing edge is characterized by greater
amplitudes what is in accordance with the strong intensiﬁcation of the turbulence in this
region as shown by the Q-criterion (Fig. 6.3). As a consequence this region participates
greatly to the acoustic power through the mode 10.
As a consequence, from this observation, one could expect that the radiated sound power
could be reduced by a proper modiﬁcation of the blade geometry, or surface treatment, in
these regions. This conclusion is yet to be validated in future work.
−
8
−
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−
4
−
2
0 2 4 6 8
·10 −
2
Figure 6.13 Mapping SVD eigenvectors on the overpressure and under-pressure
side of the blade : line 1, overpressure side ; line 2, under-pressure side and
columns rank from most to least important modes.
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6.6 Conclusion
A CFD calculation were performed using OpenFoam in order to estimate the wall pressure
ﬂuctuations on the surface of a blade located in a channel. The loading noise was then
evaluated from the FW&H acoustic analogy and decomposed using both POD and SVD
methods. It is observed that the sound power and the radiated pressure are recovered
from these two methods even if only few modes are considered. In the conﬁguration to
be studied here 10 POD modes or 1 SVD mode are suﬃcient to predict the radiated
sound pressure. Whatever the approach, the trailing edge of the blade is distinguished. So,
an acoustic treatment or a geometrical modiﬁcation of this zone can inﬂuence the blade
acoustic radiatind.
However the POD approach gives information about the directivity of the source what is
no more the case when using the SVD approach. As a consequence this latter would be
employed when a noise decrease is wanted no matter the direction of the sound. On the
contrary if a decrease is preferred in one particular direction the POD method should be
preferred this time.
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Résumé en français
Cet article examine la capacité à la fois des approches POD et SVD pour identiﬁer les
zones sur la surface d’une source (pale de ventilateur) en mouvement subsonique qui contri-
buent le plus à la puissance acoustique rayonnée. La méthode de calcul de la dynamique
des ﬂuides (CFD) du code open source OpenFoam est utilisée comme une première étape
pour évaluer le champ de pression à la surface de la pale em mouvement subsonique. Les
ﬂuctuations de ce champ de pression permettent d’estimer à la fois le bruit de chargement
et la puissance sonore qui est rayonnée par la pale basée sur l’analogie acoustique de Ffowcs
Williams et Hawkings (FW&H). Dans une deuxième étape, le bruit de chargement estimé
est également utilisé tant pour les approches POD et SVD. On remarque que la puissance
sonore reconstruit par les deux dernières approches lorsque, se fondant uniquement sur
les modes acoustiques les plus importants est similaire à celle prédite par l’analogie de
FW&H. On remarque aussi que la contribution des modes dans le calcul de la puissance
acoustique rayonnée n’est pas nécessairement dans l’ordre croissant apparaissant dans la
décomposition. De plus les modes de la SVD les plus rayonnants sont visualisés sur la
surface de la pale en mettant en évidence leurs emplacements. Il est alors prévu que cette
identiﬁcation est utilisée comme guide pour la conception et la forme de la surface de la
pale pour réduire le bruit rayonné.
Numerical approach for possible identiﬁcation of the
noisiest zones on the surface of a centrifugal fan blade
1. GAUS Department of Mechanical Engineering, Université de Sherbrooke, QC J1K2R1,
Canada.
2. Université de Lyon, ECAM Lyon, LabECAM, 40 Montée St-Barthélemy, 69321 Lyon
Cedex, France.
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7.2 Abstract
This paper examines the capability of both the Proper Orthogonal Decomposition (POD)
and the Singular Value Decomposition (SVD) to identify the zones on the blade surface of
a centrifugal fan that contribute the most to the sound power radiated by moving blades.
The Computational Fluid Dynamics (CFD) OpenFoam source code is used as a ﬁrst step
to evaluate the pressure ﬁeld at the surface of the blade moving in a subsonic regime.
The ﬂuctuations of this pressure ﬁeld with time make it possible to directly estimate both
the loading noise and the sound power that is radiated by the blade based on an acoustic
analogy of Ffowcs Williams and Hawkings (FW&H). In a second step, the estimated
loading noise is used also for evaluating the radiated sound power from both the POD
and the SVD approaches. It may be noted that the reconstructed sound power by the two
latter approaches, when relying solely on the most important acoustic modes, is similar
to the one predicted by the FW&H analogy. It is also noted that the contribution of the
modes in the radiated sound power is not necessarily in the ascending order appearing
in the decomposition (i.e., in descending order of energy). Moreover the most radiating
SVD modes are mapped on the blade surface for highlighting the location of the most
contributing zones to noise. It is then expected this identiﬁcation to be used as a guidance
to design and shape blade surface for reducing its radiated noise.
7.3 Introduction
When considering centrifugal fans, the acoustic noise due to the interaction between the
turbulent ﬂow and the moving surfaces cannot be ignored since the radiated noise level is
generally a quality criterion. Furthermore, reducing the production costs, while maintai-
ning good performances and low noise, is a major challenge for the engineers. Unfortuna-
tely, there is no general solution to this compromise, and each fan conﬁguration needs an
in-depth design analysis. Therefore, experimentally or numerically case by case analyzes
are usually employed to reduce the sound radiated by fans and compressors [44, 68]. In this
context, it is diﬃcult to identify and to characterize the zones on the blade surface that
contribute the most to the radiated sound power. The present investigation aims to study
the ability of a method to overcome this diﬃculty. This latter is based on the combination
of the acoustic analogy of Ffowcs Williams and Hawkings (FW&H) [57] and the use of
the Proper Orthogonal Decomposition (POD) [106] or the Singular Value Decomposition
(SVD) [13].
The POD method is a particularly eﬃcient data analysis method for studying complex
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physical systems. It was introduced in ﬂuid mechanics by Lumley in 1967 to identify and
to extract coherent turbulent ﬂow structures [106]. Its use in acoustics begin in 1974 with
Arndt and George [5] with a view to link the radiated noise to the ﬂuctuating velocity
modes in the Lightill tensor [5]. Since then, only few studies were made [6, 40, 41, 62, 75]
and most of them dealt with ﬂow noise based on ﬂuctuating velocity decomposition (e.g. :
jet noise). Few of these studies addressed the noise generated by the interaction between
turbulent ﬂow and solid walls. As for SVD, it is generally used to search for the propa-
gation operators, such as the Green function [13, 125], or to solve inverse problems in
acoustics [66, 67, 119, 120]. To the author’s knowledge, SVD has not yet been used so far
to locate radiating areas on a moving surface due to its interaction with ﬂow.
In the light of the previus works, this research applies the POD ansd SVD methods to
the problem of aeroacoustic noise generated by the interaction of a moving blade and a
turbulent ﬂow in a centrifugal fan. The objective is to establish a link between the decom-
position modes (of POD or SVD), and the noisiest aeras of the blade. The methodology
relies on a three-step methodology. (i) Modeling the internal ﬂows of the centrifugal fan
by the Large Eddy Simulation (LES) [33, 45] method. OpenFoam extend 3.2 [122] sofware
is used. The objective is to estimate the wall pressure ﬂuctuation of the blade. (ii) Use
the previous wall pressure ﬂuctuation of the blade to estimate the loading noise from a
FW&H analogy [52, 57] adapted to a moving source. (iii) Finally, use the POD and SVD
to extract the most important acoustic modes and to visualize them, for identifying the
most radiating zones in the blade surface.
The paper is organized as follows. First, the estimation of the acoustic ﬁeld based on
FW&H analogy is introduced. Both the POD and SVD methods are then developed.
Finally, an application is realized using a moving blade.
7.4 Theory
7.4.1 Geometry of the problem
The problem under consideration is schematically depicted in Figure 7.1. It consists of
centrifugal fan made of a rotor, an inlet stator, and an outlet stator. The rotor is made of
a given number of blades. When the rotor is functionning, the interaction between the ﬂow
and the blades generates noise. Since the geometry of the fan is periodic, a periodic model
with only one blade being studied in the forthcoming developments and calculations.
Moreover, it will be assumed that the radiated sound power is calculated only for the
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blade placed in a free ﬁeld. This will simplify the analysis since acoustic reﬂections with
the stator’s walls will not be taken into account in the calculated sound power.
7.4.2 Estimation of the acoustic ﬁeld (FW&H analogy)
As discussed previously, the conﬁguration under study is a rotating blade radiating noise
in a free acoustic ﬁeld. The tip tangential velocity is such that the ﬂow is subsonic. The
thickness of the blades is considered as null and only the loading noise (p
L
) generated by
the ﬂuctuating wall pressure on the blade is therefore investigated in the following. To
alleviate the computation time problem, Formulation 1A proposed by Farassat [52] can be
used. In this approach, the receiver time derivative in Formulation 1 [52] is transformed
into retarded time derivative. This has also the great advantage of permuting the time
derivative and the space integration. For the case where both the source and the receiver
are not moving, and the propagation medium is at rest, the Farassat Formulation 1A [52]
in far ﬁeld (i.e., when r  λ  Dext, where λ is the wavelength, and Dext the characteristic
size of the fan) becomes :
pL(x, t)  1
4π
∫
f(y,τ)=0
[
	˙r
cr(1−Mr)2 +
	rM˙r
r(1−Mr)3
]
τ
dS (7.1)
where S is the source surface (i.e., blade’s surface), r = ‖r‖ = ‖y − x‖ is the distance
between the source position y on the blade’s surface and the receiver position x, c is the
speed of sound of the acoustic medium at rest, 	r = −pn.r/r with n is the unit normal
vector to the blade’s surface, p is the wall pressure ﬂuctuation of the blade’s surface
obtained by CFD calculation. M is the Mach vector number with Mr = M.r/r, and [•]τ
indicates that all the integrands should be evaluated at the retarded time τ = t − r/c,
with t the reception time.
As mentioned previously, Formulation 1 proposed by Farassat has the main advantage
of avoiding the spatial derivatives, however the receiver time derivative is maintained
on 	r and Mr. The implementation of this operation is complex and the computation
time increases. To evaluate Eq. (7.1), two computational approaches are available in the
literature [23, 56] using either retarded time or advanced time. The latter is usually chosen
when the aerodynamic data comes from CFD computations, as in this study. The received
acoustic pressure must then be determined, while an irregular receiving time discretization
appears despite the regular emission time. An interpolation is thus necessary to obtain
the received sound pressure at a regular time step.
The advanced time approach and the Lagrange interpolation are used in this paper. The
124
CHAPITRE 7. APPROCHES NUMÉRIQUES D’IDENTIFICATION DES ZONES
ACOUSTIQUES D’UNE SOURCE EN MOUVEMENT SUBSONIQUE : PALE DE
VENTILATEUR CENTRIFUGE
calculation of the sound pressure at receiver x in the far ﬁeld and in a free medium allows
the calculation of root mean quadratic sound pressure. When considering the loading noise
(Eq. 7.1), the mean quadratic sound pressure reads :
p2
L
(x) = 〈p
L
(x, t)p
L
(x, t)〉T0 (7.2)
where 〈 〉T0 is the temporal average over the time period T0. Thus, the radiated sound
power estimated from far-ﬁeld microphones (i.e., receivers) located on a spherical surface
encompassing the source writes :
P =
∫
Sx
p2
L
(x)
ρc
dSx  1
ρc
∑
x
p2
L
(x)ΔSx (7.3)
where Sx is the receiving surface, ΔSx is the elementary surface associated with receiver
x, and ρ is the density of the surrounding ﬂuid medium.
7.4.3 Proper Orthogonal Decomposition
Generally, POD used in aeroacoustics is not based on acoustic analogies. However, in
this work, the developed approach is a combination of the POD theory, and the FW&H
acoustic analogy limited to the dipole term (i.e., loading noise).
If one considers a dipole located at yi, the sound pressure received at point x at time t
according to Eq. (7.2) can be written as :
p
L
(x, yi, t) =
1
4π
[
	˙r
cr(1−Mr)2 +
	rM˙r
r(1−Mr)3
]
τ
ΔSyi (7.4)
where ΔSyi is the i−th elementary surface of the source located at yi. Here, this elementary
surface comes from the discretization of the blade’s surface for the LES calculation.
Since the sound pressure received at one point corresponds to the contribution of all the
dipoles located on the blade’s surface, two matrices A and Wobs are deﬁned by :
Wobs =
1
N
AAT (7.5)
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with
A =
⎛
⎜⎜⎜⎜⎝
p
L
(x, y0, te0) pL(x, y0, te1) · · · pL(x, y0, teN−1)
p
L
(x, y1, te0) pL(x, y1, te1) · · · pL(x, y1, teN−1)
...
... . . .
...
p
L
(x, ym−1, te0) pL(x, ym−1, te1) · · · pL(x, ym−1, teN−1)
⎞
⎟⎟⎟⎟⎠
where tej represents the emission time for the dipole source located at yi(i = 0, 1, · · · ,m−1)
at time step j (j = 0, 1, · · · , N − 1). Each column vector of the matrix A is the sound
contribution of all dipoles at a given reception time, while each row vector represents the
sound pressure of one single dipole source along the receiving time.
Matrix Wobs in Eq. 7.5 is the correlation matrix of the sources for receiver x. It is sym-
metric, real, positive deﬁnite, and spatial. Its eigenvalues (modes) are thus real, po-
sitive, and space dependent. For developing a modal basis for matrix Wobs, let λ =
diag (λ0, λ1, · · · , λm−1) and φ =
[
φ0, φ1, · · · , φm−1
]
, the diagonal matrix of eigenvalues
and the matrix of eigenvectors respectively at receiver x. Each column φi is the eigenvec-
tor associated with the eigenvalue λi at receiver x. Then, for every receiver x, the problem
to be solved is the following eigenvalue problem :
Wobsφ = λφ (7.6)
Multiplying each member of equation (7.6) to the right by the transpose of the matrix of
eigenvectors and, if one considers normalized modes so that φφ
T
= I, the expression for
the correlation matrix is given by :
Wobs =
m−1∑
k=0
(λkφk)φ
T
k (7.7)
The correlation matrix Wobs is then written as a sum of independent matrices deﬁned as
spatial autocorrelation patterns with proper modes as components. Since the eigenvectors
form an orthonormal basis of the source space, p
L
(x, yi, t) can be written as :
p
L
(x, yi, t) =
m−1∑
k=0
αk(t)Φk,i (7.8)
where αk(t) = αk(x, t) =
m−1∑
i=0
p
L
(x, yi, t)Φk,i are the temporal modal amplitudes or the
projection coeﬃcients on the modal basis. Φk,i = φk(x, yi) is the i-th component of the k-
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th eigenvector (φk). Thus, coeﬃcients are the root mean quadratic of the acoustic pressure
projected on the Φk(y) axis in the source space (i.e., the blade). According to the theory
of Merces [114], the projection coeﬃcients form an orthogonal basis of the temporal space
and its root mean square 〈αk(t)αk(t)〉T0 corresponds to the eigenvalue λk. The eigenvalues
represent the square of the sound pressure projected on the Φk(y) axis in the source space.
Is deduced of the equations (7.1) and 7.8), the total sound pressure from the loading noise
radiated to the receiver x at time t.
p
L
(x, t) =
m−1∑
k=0
(
αk(t)
m−1∑
i=0
Φk,i
)
(7.9)
Substituting the loading pressure pL of Eq. (7.2) by Eq. (7.9), and considering the ortho-
gonality of the eigenvectors, the mean quadratic sound pressure at receiver x rewrites :
p2
L
(x) =
m−1∑
k=0
(
m−1∑
i=0
Φk,i
)2
λk (7.10)
In this proper orthogonal decomposition, each mode does not contribute equally to the
total quadratic pressure. The latter could then be evaluated only by taking into account
the modes that contribute the most. This is reported by the accumulated acoustic energy
of the ﬁrst q modes, EAcq , divided by the total acoustic energy of all modes :
EAcq =
q−1∑
k=0
λk
m−1∑
k=0
λk
(7.11)
Once the most contributing modes are identiﬁed, the summations in Eqs. (7.3) and (7.10)
are limited up to q− 1 instead of m− 1. Thus, Eqs. (7.9) and (7.10) become respectively :
p
L
(x, t) 
q−1∑
k=0
(
αk(t)
m−1∑
i=0
Φk,i
)
(7.12)
p2
L
(x) 
q−1∑
k=0
(
m−1∑
i=0
Φk,i
)2
λk (7.13)
In the previous equations, the spatial eigenvectors Φk,i give information on the acoustic
radiation of all dipole sources distributed over the surface S. Thus, considering the eq.
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(7.13), the acoustic power deﬁned by Eq. (7.3) becomes :
P  1
ρc
Nobs−1∑
=0
⎛
⎝ΔS q−1∑
k=0
λk
(
m−1∑
i=0
Φk,i
)2⎞⎠ (7.14)
where ΔS = ΔSx is the elementary surface of the 	-th receiver, Nobs is the number of
receivers, λk is the k-th eigenvector of the 	-th receiver, and Φk,i is the i-th component
of the eigenvector associated with the k-th eigenvalue λk.
7.4.4 Singular Value Decomposition (SVD)
The SVD makes the sound generation investigation (i.e., the eigenvalues and the eigen-
vectors resulting from the POD) independent of the receiver x. Indeed, a global matrix
WSV D gathering all the correlation matrices Wk (0 ≤ k < Nobs) of the Nobs receivers is
built. The global matrix of dimension (Nobs ×m)×m is given by :
WSV D =
⎡
⎢⎢⎢⎢⎣
W0
W1
...
WNobs−1
⎤
⎥⎥⎥⎥⎦ (7.15)
Here, the receivers are distributed over a sphere of radius R around the source. The radius
is large enough so that the far ﬁeld assumption is veriﬁed. The position of the receivers
over the sphere is done according to ISO 3745 standard [85].
SVD consists in decomposing the WSV D matrix in the following form :
WSV D = UσVT (7.16)
where σ is the diagonal matrix of singular eigenvalues, and U and V are the matrices of left
and right eigenvectors, respectively. U accounts for the diﬀerence of the acoustic radiation
of the sources between receivers, and V provides the average information of the acoustic
radiation of the sources for all receivers. One can show that U and V can be obtained
by application of the POD on matrices WTSV DWSV D and WSV DW
T
SV D, respectively. By
retaining only the ﬁrst q energetic modes, the expression of the sound power (Eq. 7.3)
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based on the SVD can ﬁnally be expressed as
P  1
ρc
q−1∑
k=0
⎛
⎝σk m−1∑
i=0
Vk,i
Nobs−1∑
=0
⎛
⎝ΔS m(+1)−1∑
j=m∗
Uk,j
⎞
⎠
⎞
⎠ (7.17)
where σk is the k-th eigenvalue of the matrix WSV D, and Vk,i and Uk,i respectively repre-
sents the i-th component of the rigth and left eigenvectors associated to the eigenvalue σk
from the POD method.
7.5 Application
7.5.1 Geometry, spatial discretization and boundary conditions
As introduced earlier, the geometry under consideration is a centrifugal fan made of two
stators and one rotor. More speciﬁcally, the rotor is made of 22 identical blades with a
constant angular position of π/11 placed around the rotor axis (Fig. 7.1.a). The proﬁle of
the blades derived from a NACA5 airfoil proﬁle.
The numerical model to be solved by CFD is simpliﬁed due to the periodicity of the fan
geometry. Only 1/11th of the geometry is studied as shown in Fig. 7.1.c). At the rotor
level, it consists of one blade surrounded by its over and under pressure air channels. Each
air channel is limited by the wall of the next blade. As a consequence, the periodic angle
equals π/11. The centered blade is the principal acoustic source of the problem, and the
other sources are supposed to be negligible.
The inner and outer radius of the rotor equal Dint = 0.105 m and Dext = 1.66Dint ,
respectively. The thickness of the proﬁle is 0.0017 m, the length of its chord is 0.056 m,
and the skeleton shape follows a logarithmic function. The height of the rotor at the inlet
equals b0 = 0.04 m, while the heights of the leading edge and trailing edge are b1 = 0.034 m
and b2 = 0.0177 m, respectively.
A hybrid mesh of the numerical domain is built using free software Salome. A structured
mesh is used for both stators and near the central blade (acoustic source). An unstructured
mesh is used elsewhere else. The ﬁrst layer of cells of the structured mesh at the wall of the
central blade is chosen so that the dimensionless wall parameter y+ nearly equals 1. The
ﬁrst grid points are thus located in the laminar part of the boundary layer. The inﬂuence
of the size of the cells, located in the rotor domain, on the solution is investigated in
the direction of the ﬂow (Δx) and transverse direction (Δz). For this, three meshes are
built : coarse, medium, and ﬁne meshes, namely cases 0, 1, and 2. All information about
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these meshes are gathered in Table 7.1. For the boundary conditions, An air ﬂow rate of
Tableau 7.1 Discretization parameters of each mesh of the blade and the rest
of the rotor
Discretization parameters Number of cellsblade (source) rotor
Case Δx (m) Δz (m) Max size (m) blade (source) total
0 0.0010 0.00025 0.00123 22813 462910
1 0.0010 0.00025 0.00064 22813 1118233
2 0.0007 0.00002 0.00064 44972 1381229
Q = 10 cfm is ﬁxed to the inlet stator, and a zero pressure is imposed at the exit of the
outlet stator (Fig. 7.1.c). The no-slip condition is imposed on both rotor and stator wall
surfaces. Periodic boundary conditions are imposed at all periodic coupled boundary faces,
i.e., (period_e1, period_e2), (period_r1, period_r2) and (period_s1, period_s2), using
cyclicGgi boundary conditions with ncopie = 11 following OpenFoam extend notation.
Furthermore, interfaces conditions are deﬁned on coupled surfaces (inter_re, inter_er)
and (inter_rs, inter_sr) based on overlapGgi boundary conditions with a periodicity angle
of ±π/11 so that the air ﬂow passes through the three domains. The angular velocity of
the rotor equals Ω = 2800 rpm.
Figure 7.1 Geometry of the centrifugal fan problem under consideration. The
y-axis is the the axis of rotation. (a) Full geometry. (b) Rotor (c) 1/11th periodic
geometry and boundary condition
7.5.2 Governing equations and time discretization
The ﬂuid is pure air and its physical properties are estimated at 25o C (ρ = 1.2 kg/m3
and μ = 1.831 × 10−5 Pa.s). The large eddy simulation method is used to simulate the
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internal ﬂow channel with free software OpenFoam extend [122]. The one−equation sub–
grid model [45] for the turbulent kinetic energy is used. For the pressure ﬁeld, the linear
system is solved with the iterative PCG method with preconditioning DIC. For the velocity
ﬁeld and turbulent kinetic energy, the BiCGStab method with preconditioning DILU is
chosen. The backward second order scheme is used for the temporal resolution with time
step ΔtCFD = 6.62× 10−7 s for mesh case 0, 5× 10−7 s for mesh case 1, and 3.5× 10−7 s
for mesh case 2, and for a CFL number lower than 0.2. The scheme Gauss linear is used to
calculate the terms of the spatial derivatives. Two months were usually necessary to reach
convergence using 48 processors on the super-computer of Compute Canada-Sherbrooke
[27].
Once the solution is converged, the wall pressure ﬂuctuations p of the blade (source) is
saved periodically at Δta = 8ΔtCFD during a full rotation of the rotor. The number of time
samples equals N = 4046 for case 0, N = 5357 for case 1 and N = 7653 for case 2. For each
case, the pressure ﬂuctuation p is ﬁltered by a bandpass ﬁlter to reject frequencies outside
the range 50 Hz to 10 kHz. The ﬁltered pressure signal is then employed as the input
data of both POD and SVD methods. Thus, the radiated sound pressure, the correlation
matrix, and the modes are calculated for the receivers placed on a sphere around the
source, as per ISO 3745 standard [85] as discussed in section 7.4.4. For this investigation,
Nobs = 20 receivers are placed on a sphere of radius R = 6 m. Figure 7.2 represents the
projection of the receivers in the plane passing through the origin and normal to the rotor
axis.
7.5.3 POD analysis and interpretation
The ﬁltered pressure signal p obtained in the previous section is now used in the POD
method to evaluate the radiated sound pressure pL at diﬀerent receivers. First, Eq. 7.9 is
used to evaluate pL with all the m POD modes. Second, Eq. 7.12 is used to evaluate pL
with only the ﬁrst 10 dominant modes. The comparison is shown in Fig. 7.3 for 4 diﬀrent
receivers. One can observe that both calculations compare well whatever the mesh. The
mean relative error betwenn both calculation remains less than 12.5%. Also, as expected,
one can observe that both the amplitude and the time where maxima occur depend on the
receiver location. From these results, calculations show that 60% of the acoustic energy is
reconstructed with the ﬁrst 10 POD modes. When the radiated sound power is evaluated
from Eq. (7.3) or (7.14), the comparison is even better since relative error drops below
1.1% for the three cases.
To conclude on POD, it was shown that one can reconstruct the radiated sound pressure
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Figure 7.2 Position of the receivers in the plane passing through the origin and
normal to the rotor axis y with ω = 2πΩ/60 as per ISO 3745 standard [85]
and sound power with only the ﬁrst few POD modes of the problem. For the studied case,
instead of using all the sources x on the blade’s surface (or all m POD modes), only the
10 ﬁrst dominant POD modes were suﬃcient (for information, here m = 22813 for cases
0 and 1, and m = 44972 for case 2).
7.5.4 SVD analysis and interpretation
Figure 7.4 shows the contribution of each SVD mode in the evaluation of the acoustic
power from Eq. (7.17). It appears that SVD modes 0 and 1 for cases 0 and 1, and 0 and
2 for case 2, have a signiﬁcant contribution in the acoustic power. One can observe that
the mode number associated to the second most signiﬁcant mode is diﬀerent for case 2
compared to cases 0 and 1. However, even if they are not at the same mode number for a
given mesh case, their mode shapes are the same as it will be shown later in the mapping
of the modes on the blade’s surface. In contrast with the results obtained from POD, the
major part of the acoustic energy is now captured by only two modes. As a consequence,
when estimating the radiated sound power using Eqs. (7.3) and (7.17), respectively based
on all SVD modes and only the above 2 modes, relative error equals 0.62% for cases 0 and
2, and 1.1% in case 1.
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Figure 7.3 Load noise pressure with all POD modes (Eq. 7.9) and with the 10
ﬁrst dominant modes (Eq. 7.12) at receivers (a) : 0, (b) : 9, (c) : 14 and (d) : 16
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Figure 7.4 Radiated sound power of each SVD mode (Eq. 7.17) for the diﬀerent
mesh cases (0, 1 and 2)
From the singular value decomposition of the aeroacoustic problem under consideration,
it is possible to map the right eigenvectors Vk on the blade’s surface as shown in Fig. 7.5.
Here, this is done in order to visualize the zones that are mostly responsible of the radiated
sound pressure independently to receiver location. Depending on the mode number and
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the side of the blade, the highest values appear mainly at 50% of the chord, see Fig. 7.5.
These regions are located near the borders, where the ﬂuctuations of the velocity and
pressure in the boundary layer are strong.
As a consequence, from this observation, one could expect that the radiated sound power
could be reduced by a proper modiﬁcation of the blade geometry, or surface treatment, in
these regions. This conclusion is yet to be validated in future work.
The same mapping and identiﬁcation of the most radiating region could be done also
using the POD approach. However, since POD is done per receiver, the mapping would
only indicate the possible noisiest zone for a given receiver. It would not lead to a global
reduction of the radiated sound power. However, if the reduction is to be obtained at a
particular location, the POD approach would be most preferable in this case.
Figure 7.5 Mapping of the most radiating SVD eigenvector for each side of the
blade : (a) under pressure side, eigenvector 1 for cases 0 and 1, and eigenvector
2 for case 2 ; (b) overpressure side, eigenvector 0 for the three cases.
7.5.5 Conclusion
Two decomposition methods based on CFD calculations and acoustic analogies were ap-
plied to identify the zones on centrifugal fan blades that contribute the most to the sound
power radiated in subsonic regime. Here, the CFD calculations were performed using
OpenFoam to obtain the pressure ﬂuctuations on the blade’s surface. These pressure si-
gnals were ﬁltered to retain frequency components between 50 Hz and 10 kHz. Based on
these ﬁltered pressure signals, the loading pressure was evaluated based on FW&H acous-
tic analogy and decomposed using POD and SVD. From POD and SVD, radiated sound
power and pressure can be recovered using only the ﬁrst few modes. For the geometry
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under study, 10 POD modes or 2 SVD modes were suﬃcient to recover the radiated sound
pressure. The most contributing eigenvectors found by POD or SVD can be mapped on
the surface of the blade to visualize the zone that contribute the most to sound radiation.
For the POD approach, since the eigenvectors are dependent on the receiver location, it
is the preferred approach when dealing with unidirectional acoustic treatments (e.g., the
acoustics of pipes). As for the SVD approach, it is more general and enables acoustic
treatment in all directions in space. It is mostly appropriate when dealing with the reduc-
tion of radiated sound power of a source. For the studied centrifugal fan, the mapping of
the most SVD radiating eigenvector showed that the noisiest zone of the blade is at 50%
of the chord. This is an interesting insight for modifying properly the blade for possible
reduction of sound power.
This iteration is yet to be validated in future work to prove the eﬃciency of the redesign
method. This study also demonstrated the usefulness of OpenFoam to assist in the rea-
lization of a complex aeroacoustic projects. The next step is to implement the acoustic
analogy FW&H in OpenFoam.
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CHAPITRE 8
RAYONNEMENT ACOUSTIQUE D’UNE PALE
DE VENTILATEURS CENTRIFUGES
Ce chapitre est consacré à l’étude détaillée de l’application des approches acoustiques dé-
veloppées à la roue de ventilateur centrifuge présentée au Chapitre 7. La géométrie d’étude
est le résultat de l’étude d’optimisation aérodynamique du Chapitre 3. Les données d’en-
trée acoustiques sont les ﬂuctuations de pression pariétale obtenues par l’approche CFD
du chapitre 4. La première section présente les résultats aéroacoustiques de l’analogie de
FW&H ainsi que le spetre du bruit rayonné par une pale de la roue étudiée. La seconde
section du chapitre est consacrée à l’analyse aéroacoustique par l’approche POD. Enﬁn,
on terminera le chapitre par l’analyse des résultats aéroacoustiques de l’approche SVD.
8.1 Approche FW&H
On désire comprendre, analyser et interpréter les diﬀérentes approches (POD et SVD)
d’identiﬁcation des zones de la pale de ventilateur centrifuge qui rayonnent le plus sous
les hypothèses du Chapitre 5. Les équations acoustiques utilisées dans cette section sont
celles du Chapitre 7. Ces équations acoustiques sont alimentées par les ﬂuctuations de
pression pariétale estimées par la méthode CFD décrites au Chapitre 4. Une fois que le
pas de temps CFD (tCFD) est stable, le calcul converge (c’est-à-dire les valeurs numériques
des résidus des composantes de vitesse, de la pression et de l’énergie cinétique turbulente
restent inférieures à 10−3) et que le calcul est stable alors, on échantillonne les ﬂuctuations
de pression de la pale à la fréquence fech = 1/(2ΔtCFD) jusqu’à 2 tours. Puis grâce à un
ﬁltre fréquentiel, on réalise un ﬁltrage passe-bande de plage fréquentielle 50 Hz à 10 kHz
sur les ﬂuctuations de pression échantillonnées. Le script pour le ﬁltre sert aussi au calcul
de la dérivée des ﬂuctuations de pression ﬁltrées. Les ﬂuctuations de pression ﬁltrées et
leurs dérivées sont estimées selon la méthodologie du Chapitre 5. Ensuite, on choisit un
pas de temps à l’émission ou pas de temps avancé (Δte) pour le calcul acoustique. Pour
ce projet on considère Δte = 8ΔtCDF .
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De plus, on a regroupé dans le Tableau 8.1 le pas de temps CFD (ΔtCFD), le nombre
d’échantillons N acoustiques nécessaires pour que la pale fasse un tour complet, la du-
rée totale du calcul (c.-à-d. le calcul CFD et l’échantillonnage des données) pour chaque
maillage et le nombre de sources acoustiques élémentaires m de la pale (c.-à-d. nombre de
cellules sur la pale).
Tableau 8.1 Paramètres de calcul acoustique
Cas 0 1 2
ΔtCFD (s) 6.62× 10−7 5× 10−7 3.5× 10−7
N 4046 5357 7653
durée (mois) 2.5 3.5 4
m 22813 22813 44972
Dans cette sous-section, il est question de détailler les analyses et les interprétations de
la pression acoustique du bruit de charge rayonnée par une pale de ventilateur centrifuge
en champ lointain du Chapitre 7. Le maillage moyen (cas 1) est utilisé dans cette sous-
section. On projette les récepteurs (Annexe B) dans le plan perpendiculaire à l’axe de
rotation y0 du ventilateur passant par l’origine du repère cartésien et on les repère par
leurs coordonnées polaires (Rk, ϕk avec k = 0, 1, .., 19) dans ce plan (Figure 7.2). La Figure
7.2 donne une illustration de la position des récepteurs numérotés de 0 à 19. On choisit les
mêmes récepteurs que ceux du Chapitre 7, c.-à-d. les récepteurs 0, 9, 14 et 16, marqués en
rouge sur la Figure 7.2. Ensuite, on calcule la pression acoustique de la pale (équation 7.1)
reçue par chacun de ces récepteurs en utilisant le code acoustique de FW&H développé
(Chapitre 5). On trace en fonction de la position angulaire de la pale autour de l’axe du
ventilateur, les pressions acoustiques de la pale aux récepteurs considérés (Figure 8.1). Les
symboles sous forme de points sur cette ﬁgure représentent les récepteurs et leurs symétries
par rapport à l’origine.
On remarque, la présence de deux zones à forte amplitude et à faible amplitude de pression
acoustique, s’alternant quel que soit le récepteur considéré (Figure 8.1). De plus, la position
angulaire des zones à faible amplitude se situe dans le voisinage du récepteur considéré et
dans le voisinage de la position déphasée de ce même récepteur (c.-à-d. symétrie du récep-
teur considéré par rapport à l’origine). Par exemple, ces zones à faible pression acoustique
sont au voisinage de 177.14o (position angulaire du récepteur 0) et voisinage de 357.14o
(position angulaire déphasée du récepteur 0). Quant aux zones à forte amplitude de pres-
sion acoustique, elles montrent la directivité du rayonnement et le caractère dipolaire de la
source. En eﬀet, dans l’expression de la pression acoustique du bruit de charge (équation
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7.1), la directivité est caractérisée par la projection de la normale extérieure de la surface
de la source (pale) dans la direction source-récepteur (c.-à-d. n.ˆr = cosθ [52] avec n la
normale extérieure de la source et ˆr le vecteur unitaire de la direction source-récepteur).
Puisque, ˆr = ˆR+y alors on a n.ˆr = n.( ˆR+y)  n. ˆR  cosθ. Puisque, la normale extérieure
d’une pale de ventilateur centrifuge a une composante très faible (négligeable) selon son
axe de rotation. Comme c’est notre cas, on peut la considérer comme étant dans un plan
perpendiculaire à son axe de rotation. Ainsi, lorsque la normale est perpendiculaire à la
direction radiale de la source cosθ = 0 et la pression acoustique de la pale devient faible.
Figure 8.1 Pression acoustique d’une pale de ventilateur centrifuge aux récep-
teurs : (a) 0, (b) 9, (c) 14 et (d) 16
Par ailleur, le spectre de bruit rayonné de la pale du ventilateur centrifuge étudié montre
que le bruit est aléatoire sur la plage fréquentielle de 50 Hz à 10 kHz (Figure 8.2). Ceci est
en accord avec le ﬁltrage fréquence large bande utilisée pour pour ﬁltrer les ﬂuctuations
de pressions pariétales de la CFD (Chapitre 5).
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Figure 8.2 Spectre de bruit rayonné par une pale du ventilateur centrifuge
8.2 Approche POD
8.2.1 Analyse et interprétation des modes acoustiques
On présente dans cette sous-section l’analyse et l’interprétation des résultats issus de la
POD. Pour rappel, le principe de la POD est de rechercher une base orthonormée de
l’ensemble des sources élémentaires issues de la discrétisation spatiale de la surface de la
source. Puis de trouver sur les principaux axes les sources élémentaires qui ont une les
composantes les plus importantes en valeur absolue. Par analogie avec les études vibra-
toires, on déduit que les sources élémentaires sont les plus rayonnantes.
Aﬁn d’étudier l’inﬂuence de la discrétisation spatiale du volume tournant à l’exception de
la source (pale) sur la directivité du rayonnement acoustique d’une part et sur les zones
les plus rayonnantes de la source d’autre part, deux cas de maillage sont considérés : les
Cas 0 et 1. L’application de la POD sur la matrice de corrélation acoustique Wobs d’un
récepteur donne les valeurs propres ou modes de la POD λk liée à ce récepteur selon leur
importance en termes d’énergie acoustique. C’est à dire λ0 ≥ ... ≥ λi ≥ λi+1 ≥ ... ≥ λm−1
(avec i = 0, 1, ...,m − 1) montre que le mode λi est énergétiquement plus important que
le mode λi+1 du récepteur considéré. Comme dans le cas de la conﬁguration de l’écoule-
ment autour d’une pale placée dans un canal périodique (Chapitre 6), l’accumulation de
l’énergie acoustique pour les q premiers modes (équation 7.11) et la reconstruction de la
pression acoustique du bruit des charges avec les modes les plus énergétiques (équation
7.12) pour chaque cas (Cas 0 et Cas 1) sont analysées, interprétés puis comparées à la pres-
sion acoustique de référence (équations 7.1 et 7.9). La puissance acoustique approximée
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avec les modes dominants en énergie acoustique (équation 7.14) est également analysée,
interprétée puis comparée à la puissance acoustique de références (équation 7.3).
Les Figures 8.3 et 8.4 montrent l’accumulation de l’énergie acoustique par les q−1 premiers
modes de la POD des Cas 0 et 1 aux récepteurs 0, 9, 14 et 16. On déduit que l’énergie
est supportée par seulement quelques modes. Par exemple, 60% de l’énergie totale est
contenue dans les q = 10 premiers modes et 80% dans les q = 50 premiers modes. Ceci
permet de réduire considérablement le nombre de modes à analyser pour comprendre le
rayonnement acoustique généré par les zones de la pale. On est passé de m modes au total
(Tableau 8.1) à q = 50 modes pour 80% d’énergie considérée ou à q = 10 modes pour 60%
d’énergie considérée. Ainsi, avec seulement 10 modes de la POD, on arrive à reproduire
l’évolution de la pression acoustique du bruit de charge rayonnée aux récepteurs 0, 9, 14
et 16. Les Figures 8.5 et 8.6 illustrent ces propos.
Ces ﬁgures représentent la pression acoustique du bruit de charge aux récepteurs 0, 9,
14 et 16 du Cas 0 respectivement du Cas 1, d’une part reconstruit avec seulement les
10 premiers modes de la POD (équation 7.12) et d’autre part avec tous les m modes
(équation 7.9). Pour le tracé de ces ﬁgures, on considère une seule zone à forte amplitude
de la pression acoustique (Figure 8.1). Cela correspond à un demi-tour de la pale. Puis,
l’origine temporelle est ramenée à zéro pour chaque récepteur considéré et pour chaque
maillage (Figures 8.5 et 8.6). Même si une bonne approximation de l’évolution de la pres-
sion acoustique reconstruite avec 10 modes de la POD est observée, les erreurs relatives
sur un tour complet de la pale entre la pression acoustique de référence et celle recons-
truite sont souvent élevées selon le récepteur et quel que soit le maillage considéré. Par
exemple on a obtenu une erreur relative égale à 9.89% pour le Cas 0 et égale à 18.42% pour
le Cas 1 au récepteur 14. Ces erreurs sont en majorité dues au 40% d’énergie contenue
dans les q − 10 modes de la POD non considérées pour chaque maillage. On remarque
que, les erreurs sont plus importantes pour le maillage ﬁn (Tableau 8.2) à l’exception du
récepteur 16. Les erreurs relatives de chaque maillage entre la pression de référence et celle
reconstruite sont regroupées dans le Tableau 8.2 en fonction des récepteurs. De plus, par
rapport au maillage ﬁn (Cas 1), la pression acoustique du bruit de charge d’une pale de
ventilateur centrifuge est sous-estimée par le maillage grossier (Tableau 8.2). Ceci montre
la sensibilité de la discrétisation spatiale du volume tournant dans le calcul de la pres-
sion acoustique des charges de la pale. Cette tendance se conﬁrme lorsqu’on considère les
amplitudes maximales des pressions acoustiques de chaque cas de maillage considéré en
fonction des récepteurs (Tableau 8.3).
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Figure 8.3 Accumulation de l’énergie acoustique par les q − 1 premiers modes
de la POD du Cas 0 aux récepteurs 0, 9, 14 et 16
Figure 8.4 Accumulation de l’énergie acoustique par les q − 1 premiers modes
de la POD du Cas 1 aux récepteurs 0, 9, 14 et 16
Regardons maintenant la puissance acoustique de l’équation 7.14. L’analyse de chaque
terme de cette équation montre que le mode le plus dominant en termes d’énergie n’est
pas forcément celui qui contribue le plus dans le calcul de la puissance acoustique. Ce
résultat est en accord avec celui de l’article du Chapitre 6. En eﬀet, la distribution des
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Figure 8.5 Évolution temporelle de la pression acoustique à l’aide de m ou 10
modes : Cas 0 ; récepteurs : (a) 0, (b) 9, (c) 14 et (d) 16
Figure 8.6 Évolution temporelle de la pression acoustique à l’aide de m ou 10
modes : Cas 1 ; récepteurs : (a) 0, (b) 9, (c) 14 et (d) 16
récepteurs sur la sphère selon la norme ISO 3447 est faite de telle sorte que les éléments
de surface ΔS liés au récepteur 	 de la sphère soient tous identiques. Ainsi, analyser la
contribution d’un mode dans le calcul de la puissance acoustique (équation 7.14) revient
à analyser la pression acoustique quadratique moyenne (équation 7.13) de ce mode. Les
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Tableau 8.2 Erreurs relatives en % entre la pression acoustique de référence et
celle reconstruite à partir des 10 premiers des Cas 0 et 1 aux récepteurs : 0, 9,
14 et 16
Récepteurs 0 9 14 16
Cas 0 1.53 1.91 9.89 16.72
Cas 1 15.1 8.26 18.42 14.28
Tableau 8.3 Maximums des pressions acoustiques en Pascal des Cas 0 et Cas
1 calculés aux récepteurs : 0, 9, 14 et 16
Récepteurs 0 9 14 16
Cas 0 0.0053 0.0065 0.0033 0.0039
Cas 1 0.0087 0.01 0.0053 0.0057
ﬁgures 8.7 et 8.8 donnent la pression acoustique quadratique aux récepteurs 0, 9, 14 et
16 en fonction des modes pour les Cas 0 et 1. On remarque que le mode le plus domi-
nant en termes d’énergie acoustique n’est pas forcément celui qui contribue le plus dans
le calcul de la puissance acoustique. Cela peut être dû aux déphasages acoustiques entre
les composantes du vecteur propre associé à ce mode (Tableau 8.4). Par exemple la pres-
sion quadratique moyenne aux récepteurs 0 et 9 du mode 1 est plus importante que celui
du mode 0, quel que soit le cas considéré (Figures 8.7 et 8.8). Pour illustrer ces propos,
considérons seulement le récepteur 0. Nous avons regroupé dans le Tableau 8.4 la valeur
propre λk et la somme des composantes du vecteur propre associé à la valeur propre λk(
m−1∑
i=0
Φik
)
pour chaque maillage considéré.
Si l’on doit analyser le rayonnement acoustique dans toutes les directions, il est nécessaire
Tableau 8.4 Modes de la POD au récepteur 0 et somme des composantes du
vecteur propre associé : Cas 0 et Cas 1
k 0 1 2 3 4 5 6 7
λk × 10−10 (Pa) Cas 0 3.52 1.62 1.41 1.02 0.74 0.64 0.63 0.5Cas 1 6.87 4.08 2.92 1.92 1.22 0.96 0.82 0.73
m−1∑
i=0
Φik
Cas 0 49.3 74.02 -2.19 –1.87 -3.84 19.56 30.37 5.8
Cas 1 40.84 70.0 -30.36 0.04 9.32 -58.31 -3.61 35.14
de réordonner les modes en fonction de la pression acoustique quadratique moyenne. Le
reclassement des modes en fonction de la pression acoustique quadratique moyenne et des
récepteurs 0, 9, 14 et 16 sont dans le Tableau 8.5 pour le cas 0 et le Tableau 8.6 pour
le cas 1. Ainsi, la cartographie de ces modes permettra de comprendre le comportement
de la surface de la pale au rayonnement acoustique et d’en déduire la zone de la pale la
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plus bruyante. De plus, l’évolution de la pression acoustique quadratique moyenne est
Tableau 8.5 Classiﬁcation des modes de la POD en fonction de leur contribu-
tion dans le calcul de la pression acoustique quadratique moyenne : Cas 0
Recepteurs Modes de la POD
0 1 0 5 2
9 1 0 5 9
14 2 0 3 9
16 2 0 1 10
Tableau 8.6 Classiﬁcation des modes de la POD en fonction de leur contribu-
tion dans le calcul de la pression acoustique quadratique moyenne : Cas 1
Récepteurs Modes de la POD
0 1 0 6 17
9 1 0 2 15
14 3 0 1 7
16 0 1 2 3
diﬀérente d’un récepteur à l’autre, quel que soit le maillage utilisé. De ce fait, on déduit
que le comportement des modes de la POD est fonction de la position du récepteur. Ceci
donne un caractère directionnel de l’approche de la POD.
On considère que les 10 premiers modes de la POD, Les calculs des puissances acoustiques
en utilisant m modes et 10 premier modes de la POD avec les maillages des Cas 1 et 2
donnent des résultats similaires de même ordre de grandeur (Tableau 8.7). L’erreur rela-
tive entre la puissance acoustique de référence et celle calculée avec les q = 10 modes est
faible pour chaque cas de maillage utilisé. Par exemple, l’erreur relative vaut 0.46% et 1%
pour les Cas 0 et 1 respectivement. Ceci montre la convergence de la discrétisation du vo-
lume tournant vis-à-vis de la puissance acoustique. Les résultats du calcul de la puissance
acoustique de référence (c’est à dire q = m), de la puissance acoustique calculée avec les
q = 10 premiers modes et les erreurs relatives (Err) sont regroupés dans le Tableau 8.7.
On note que les erreurs relatives de la pression acoustique reproduite aux récepteurs consi-
dérés, sont plus importantes que les erreurs de la puissance acoustique reproduite. Ceci
est dû au fait que les erreurs relatives pour de la pression acoustique aux autres récepteurs
de la sphère de mesure sont faibles.
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Figure 8.7 Pression quadratique moyenne acoustique de chaque mode de la
POD aux récepteurs 0, 9, 14 et 16 : Cas 0
Figure 8.8 Pression quadratique moyenne acoustique de chaque mode de la
POD aux récepteurs 0, 9, 14 et 16 : Cas 1
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Tableau 8.7 Puissance acoustique de référence et calculée avec les 10 premiers
modes de la POD pour les Cas 0 et 1
Cas 0 Cas 1
q m 10 m 10
P (dB Ref 10−12 W) 65.0 64.7 61.1 60.8
Err 0.0046 0.0049
8.2.2 Analyse et interprétation de la cartographie des modes acous-
tiques
Dans cette partie, il est question d’analyser, d’interpréter et de comprendre la morphologie
des principales directions (vecteurs propres) liées aux modes de la POD qui contribuent au
calcul de la puissance acoustique. La morphologie des vecteurs propres est la même, quel
que soit le maillage utilisé, nous allons alors considérer le maillage moyen (Cas 1). Chaque
direction privilégiée est projetée sur la source. Un script est développé aﬁn de pouvoir lier
les composantes des directions modales aux m sources élémentaires de la pale et de réécrire
les composantes dans un ﬁchier de format *.vtk lisible par paraFoam (outil de visualisation
d’openFoam). Ainsi, les Figures 8.9 et 8.10 représentent la cartographie des directions
modales projetées sur les surfaces de la pale en surpression (extrados) et en dépression
(intrados) respectivement. La disposition sous forme matricielle des sous-ﬁgures respecte la
matrice des modes du Tableau 8.6. Par exemple les premières lignes des Figures 8.9 et 8.10
correspond au récepteur 0, les secondes lignes au récepteur 9, les troisièmes au récepteur 14
et les dernières au récepteur 16. Chaque colonne correspond au mode du Tableau 8.6. La
première colonne de la Figure 8.9 montre que les valeurs les plus importantes (maximum
et minimum) des composantes des directions se trouvent au milieu de la pale (50% de
la corde de la pale) plus précisément sur ces parties supérieure (épaule) et inférieure
(fond). Cette remarque reste valable pour le côté intrados en considérant la deuxième
colonne de la Figure 8.10. Quant aux autres modes (troisième et quatrième colonnes),
ils viennent conﬁrmer cette zone et/ou ajoutent d’autres zones isolées de maximum et
de minimum de chaque côté de la pale. Ces zones isolées dites de singularité sont dues
à des singularités de discrétisation spatiale. À l’exception des zones de singularité, on
retrouve les mêmes conclusions que ceux de nos études antérieures [95]. On note aussi une
diﬀérence de la morphologie des structures liées aux principaux axes acoustiques (modes)
dans les directions des récepteurs. Cela montre le caractère directionnel de la méthode. Il
est alors important de visualiser la cartographie de tous les récepteurs aﬁn de conﬁrmer
cette zone comme celle qui contribue le plus au rayonnement acoustique de la pale dans
toutes les directions. Ceci rend la méthode plus diﬃcile à mettre en pratique. Cependant,
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on a montré qu’elle permet de caractériser des zones de la pale à fortes amplitudes de la
pression acoustique en un récepteur donné.
L’objectif de cette sous-section qui est d’identiﬁer les zones d’une source surfacique en
mouvement subsonique qui sont les bruyants est atteint. En eﬀet, l’approche POD par
la recherche des composantes des vecteurs propres associés aux modes propres les plus
importantes arrive à caractériser la zone à 50% de la pale comme la plus bruyante. Cela
peut être dû probablement à forte présence de la turbulence dans cette zone. On aussi
montré que cette méthode est adaptée aux traitements acoustiques unidirectionnels.
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Figure 8.9 Cartographie des vecteurs propres de la POD sur l’extrados de la
pale selon les dispositions des modes du Tableau 8.6 : ligne 1, récepteur 0 ; ligne
2, récepteur 9 ; ligne 3 récepteur 14 ; ligne 4 récepteur 16 et les colonnes, du plus
important au moins important mode.
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Figure 8.10 Cartographie des vecteurs propres de la POD sur l’intrados de la
pale selon les dispositions des modes du Tableau 8.6 : ligne 1, récepteur 0 ; ligne
2, récepteur 9 ; ligne 3 récepteur 14 ; ligne 4 récepteur 16 et les colonnes, du plus
important au moins important mode.
148
CHAPITRE 8. RAYONNEMENT ACOUSTIQUE D’UNE PALE DE
VENTILATEURS CENTRIFUGES
8.3 Approche SVD
8.3.1 Analyse et interprétation des modes acoustiques
Dans cette sous-section, il est question d’analyser et d’interpréter le comportement aé-
roacoustique des modes de la SVD. L’approche de la SVD utilisée est décrite dans la
sous-section 7.4.4 du Chapitre 6. On rappelle que l’application de la SVD à la matrice rec-
tangulaire de l’ensemble des récepteurs WSV D aboutit à la matrice diagonale des modes
ou valeurs singulières σ et aux matrices des vecteurs propres à gauche U et à droite V
associées. Comme l’approche de la POD le principe de l’approche de la SVD est, à partir
d’une base formée de l’ensemble des sources élémentaires issues de la discrétisation spa-
tiale de celle-ci, de construire une base orthonormée pour rechercher les composantes des
sources élémentaires qui sont les plus importantes. Dans le cas de la SVD cette base est
la matrice des vecteurs propres à droite. Elle contient toutes les informations acoustiques
de l’ensemble des récepteurs placés autour de la source.
Considérons la matrice diagonale σ des valeurs propres ou modes propres de la SVD, les
éléments de cette matrice sont rangés par ordre décroissant ou selon leur importance en
énergie acoustique. C’est à dire σ0 ≥ ... ≥ σi ≥ σi−1 ≥ ... ≥ σm−1 montre que σi (avec
i = 0, 1, ...,m − 1) est plus important que σi+1 en termes d’énergie acoustique. Trois cas
de maillage sont étudiés dans cette sous-section 4.9. Pour chacun de ces cas, la puissance
acoustique de chaque mode de la SVD est calculé avec l’expression de l’équation 7.17 et
tracé. De plus, les morphologies des vecteurs propres à droite Vk et des modes les plus
importants en termes de rayonnement sont également étudiées dans cette sous-section.
La Figure 8.11 représente la contribution de chaque mode de la SVD dans le calcul de la
puissance acoustique. On déduit de cette ﬁgure que les modes 0 et 1 de la SVD sont les plus
importants en termes de calcul de la puissance acoustique pour les maillages 0 et 1. Par
contre, les modes 0 et 2 sont les plus importants dans le cas 2 (Figure 8.11). Comme pour
les modes de la POD, les modes les plus importants en termes d’énergie acoustique ne sont
pas forcement les plus utiles dans le calcul de la puissance acoustique. Le cas 2 conﬁrme
ce résultat. Par analogie avec les modes de la POD, les modes de la SVD sont ordonnés
selon leur important en apport énergétique. en fait, il est surtout important de considérer
les modes les plus rayonnants. Le Tableau 8.8 regroupe le reclassement des modes de la
SVD de chaque maillage. Ainsi, quel que soit le maillage considéré, deux modes de la SVD
concentrent toutes les informations utilisées pour le calcul de la puissance acoustique.
Ceci permet de réduire considérablement les modes à analyser. On est passé de m modes
à seulement 2 modes.
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En prenant le maillage ﬁn (cas 2) comme référence, on remarque que le maillage grossier
(Cas 0) surestime de 1.2 dB la puissance acoustique. Par contre le maillage moyen (Cas 1)
sous-estime de 2.7 dB la puissance acoustique (Tableau 8.9). Ces écarts de valeurs montrent
que les discrétisations spatiales considérées ont une inﬂuence non négligeable sur le calcul
de la puissance acoustique. On remarque que les puissances acoustiques calculées avec
seulement 2 modes de la SVD (équation 7.17) dans chaque cas de maillage sont presque
identiques avec les puissances de références calculées avec l’équation 7.3. Ces puissances
de références représentent l’ensemble des modes de la SVD (c.-à-d. tous les modes de la
SVD). Les faibles erreurs relatives entre la puissance de référence et celle calculée avec
2 modes pour chaque maillage le conﬁrment (Tableau 8.9). Par exemple, l’erreur relative
vaut 0.62% pour le Cas 0, 1.1% pour le Cas 1 et 0.63% pour le Cas 2. Ceci permet de
conﬁrmer la ﬁabilité de l’approche acoustique de la SVD. Contrairement à la POD, ces
modes sont indépendants des récepteurs et donnent par conséquent une analyse globale
(c.-à-d. dans toutes les directions acoustiques) du comportement de la surface de la source
(pale).
Figure 8.11 Puissance acoustique de chaque mode de la SVD
Tableau 8.8 Classement des modes de la SVD selon leurs importances pour
chaque maillage
Maillages Cas 0 Cas 1 Cas 2
k
0 0 0
1 1 2
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Tableau 8.9 Puissance acoustique calculée avec les 2 premiers modes de la SVD
pour les Cas 0, Cas 1 et Cas 2
Cas 0 Cas 1 Cas 2
q m 2 m 2 m 2
P (dB Ref 10−12 W) 65.0 64.6 61.1 60.4 63.8 63.4
Err 0.0062 0.011 0.0063
8.3.2 Analyse et interprétation de la cartographie des modes acous-
tiques
Il ressort de l’étude des modes de la SVD que, seulement 2 modes parmi les m modes
sont les plus importants dans le calcul de la puissance acoustique (équation 7.16), quel
que soit le maillage considéré. La projection de chacun des vecteurs propres à droite liés
aux modes importants sur la source (pale) va permettre de comprendre le comportement
acoustique de la surface de la pale dans son rayonnement dans toutes les directions de
l’espace. La Figure 8.12 (respectivement 8.13) montre la cartographie des vecteurs propres
à droite sur l’extrados (respectivement sur l’intrados) de la pale pour chaque maillage.
Les dispositions de ces sous-ﬁgures sont selon le Tableau 8.8. C’est à dire les colonnes de
ﬁgures représentent les deux vecteurs propres à droite pour les maillages grossier (cas 0),
moyen (cas 1) et ﬁn (cas 2). On déduit de ces ﬁgures 8.12 et 8.13 que les modes de la SVD
les plus importants de la pale ont la même morphologie quel que soit le maillage considéré.
Ceci montre la convergence de la discrétisation spatiale sur l’identiﬁcation des zones de la
pale les plus rayonnantes. Ils montrent que c’est les zones du milieu de la pale (50% de la
corde de la pale), proche de l’épaule et du fond qui rayonnent le plus. Ceci est en accord
avec les observations de l’approche POD. Plusieurs paramètres de conceptions peuvent
inﬂuencer les structures responsables du bruit dans ces zones. Par exemple on peut citer
la forme de l’épaule, la cambrure de la pale, les angles attaque et de sortie de la pale puis
la hauteur de la pale. Une étude d’optimisation sur l’un ou plusieurs de ces paramètres
est donc nécessaire.
On conclut de l’étude de cette sous-section que l’objectif d’identiﬁcation numérique de la
zone d’une source en mouvement subsonique, quelle que soit la position du récepteur est
atteint. Cependant une validation expérimentale est nécessaire.
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Figure 8.12 Cartographie des vecteurs propres à droite Vk(y) sur l’extrados de
la pale, selon les dispositions des modes dans le Tableau 8.9 : colonne 1, Cas 0 ;
colonne 2, Cas 1 et colonne 3 Cas 2
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Figure 8.13 Cartographie des vecteurs propres à droite Vk(y) sur l’intrados de
la pale selon les dispositions des modes dans le Tableau 8.9 : colonne 1, Cas 0 ;
colonne 2, Cas 1 et colonne 3 Cas 2
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8.4 Conclusion
La morphologie acoustique des modes de la POD et de la SVD est indépendante de la dis-
crétisation spatiale du volume tournant utilisée dans cette étude. On peut donc conclure
qu’une augmentation adéquate de la taille des cellules dans le volume tournant est réa-
lisable sans perdre les propriétés acoustiques de la surface de la source en mouvement
subsonique. Ceci permet d’avoir un gain considérable en temps de calcul et la possibilité
de l’utilisation de ces approches dans un milieu industriel.
Cette étude a montré la capacité des approches POD et SVD à caractériser des zones
particulières de la pale. Ces zones ont des composantes importantes en valeurs absolues
des axes acoustiques liés aux modes les plus contributifs dans le calcul de la puissance
acoustique. Par analogie avec la théorie vibratoire, ces zones sont les plus bruyantes.
Il résulte de cette étude que l’approche par la POD est plus orientée sur la directivité
du rayonnement acoustique. Cette approche est importante lorsqu’on veut réaliser un
traitement acoustique dans une direction privilégiée de l’espace comme c’est le cas dans
les conduites. Par contre l’approche SVD est la plus générale est permet un traitement
acoustique du bruit large bande dans toutes les directions.
CHAPITRE 9
CONCLUSION ET PERSPECTIVES
9.1 Synthèse des travaux
L’aéroacoustique est une discipline à la frontière de la mécanique des ﬂuides et de l’acous-
tique orientée vers l’avenir (développement durable). Ce projet de thèse a pour but prin-
cipal d’orienter l’ingénieur dans la conception d’une roue de ventilateur moins bruyante.
Tout au long de ce projet, plusieurs technologies numériques ont été développées, analy-
sées et interprétées. Dans cette section nous allons faire la synthèse des travaux de chaque
chapitre.
L’objectif du chapitre 3, a été de développer une méthodologie d’optimisation aérody-
namique. Cette technique, a consisté à la mise en place d’une plate-forme de logiciels
libres permettant de caractériser les paramètres géométriques inﬂuant la performance aé-
rodynamique d’une roue de ventilateur. Elle est basée sur l’interaction entre trois logiciels
de conception (Salomé), de calcul CFD (OpenFoam) et d’optimisation (Dakota). Un script
a été développé pour le fonctionnement de chacun de ces logiciels de sorte qu’on arrive
à construire des modèles de substitutions pour un plan d’expérience lhs et avec unique-
ment les données du point d’opération de la roue désirée. Deux modèles de substitution
disponibles dans Dakota ont été utilisés : polynomial RSM et de krigeage. La validation
de ces méthodes a été faite sur la fonction analytique de Branin. L’isocontour du modèle
de krigeage est identique à celui de la fonction analytique avec seulement 30 points de
mesures. Par contre le modèle RSM n’y arrivait pas. La seule diﬀérence entre les deux
modèles est la modélisation de l’erreur par le modèle de krigeage. Il est donc important de
prédire correctement l’erreur des modèles de substitution. La technique a été appliquée à
l’optimisation aérodynamique d’une roue de ventilateur centrifuge. Six paramètres de la
roue ont été étudiés. Les analyses canoniques et des coeﬃcients de la fonction quadratique
des deux méthodes ont montré l’inﬂuence du diamètre d’entrée de la roue et la hauteur de
sortie de la roue sur la performance aérodynamique. Ce qui permet de réduire le nombre
de paramètres à étudier dans le cadre d’une optimisation aéroacoustique. La recherche des
ces paramètres qui maximisent la performance a donné des valeurs identiques à ceux issus
de l’approche expérimentale du partenaire industriel.
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Le chapitre 4 a montré la méthodologie de la modélisation de l’écoulement interne de
ventilateur. L’objectif était de calculer les ﬂuctuations de pressions pariétales de la source
et d’expliciter la méthodologie d’utilisation d’OpenFoam. La méthode de la simulation aux
grandes échelles avec une équation de l’énergie cinétique turbulente a été utilisée. Toutes
les étapes de calcul CFD sous OpenFoam ont été exposées. La géométrie d’étude est celle
optimisée dans le chapitre 3. Plusieurs conﬁgurations de discrétisation spatiale ont été
également étudiées. La pression pariétale calculée est identique pour chacune des conﬁgu-
rations de maillage étudié. La visualisation des isocontours de la deuxième invariance du
tenseur de gradients de vitesse (Q-critère) a montré que l’écoulement est fortement turbu-
lent dans la roue du ventilateur. Les ﬂuctuations de pression pariétale modélisées ont été
utilisées dans la modélisation aéroacoustique du bruit de charge avec l’analogie de FW&H.
Dans le chapitre 5, la méthodologie de l’implémentation de l’analogie acoustique de FW&H
est exposée. Chaque étape de l’implémentation est validée de manière analytique. Puis le
cadre de manière générale est validé sur des conﬁgurations simples telles que la théorie
d’Isom et les dipôles compacts pouvant être assimilés à des disques tournants. D’abord la
validation du calcul des termes de la dérivée intervenant dans l’analogie de FW&H est pré-
sentée. L’approche par la transformée de Fourier inverse est utilisée. Elle a pour avantage
de faire un ﬁltrage large bande du signal dans un même code. Une fonction analytique
résultant de la superposition de plusieurs sinusoïdales a été utilisée. Les résultats de la
dérivée du code et ceux de la dérivée analytique sont identiques avec une erreur relative de
5%. Ensuite, le code a été validé sur le cas test d’Isom. On a obtenu une superposition de la
pression acoustique du bruit de charge et du bruit d’épaisseur comme le stipule la théorie.
Enﬁn, la pression acoustique rayonnée par plusieurs conﬁgurations de disque tournant est
calculée et avec la pression analytique de Rienstra. Les résultats obtenus se superposent
avec des erreurs variant de 0.5 % à 8 %. La validation analytique du code a été essentielle
dans la réalisation de ce projet puisque la ﬁabilité des diﬀérents techniques acoustiques
développés en dépend.
Dans le chapitre 6, les techniques acoustiques d’identiﬁcation numérique des zones les
plus bruyantes d’une source de bruit stationnaire ont été présentées. Ces techniques sont
basées sur une combinaison de l’analogie acoustique de FW&H, de la POD et/ou de la
SVD. La théorie développée considère une source stationnaire dans un écoulement sub-
sonique. Ces techniques ont consisté à rechercher des modes acoustiques principaux indé-
pendants. Puis par projection sur la source, on identiﬁe les sources élémentaires par les
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amplitudes des composantes de ces modes. Les sources élémentaires sont en général don-
nées par la discrétisation spatiale de la source initiale et forment une base de surface de la
source. L’application de ces techniques sur un proﬁl NACA012 a été présentée, analysée
puis interprétée. Ces approches ont permis de réduire considérablement les dimensions
d’étude. Par la méthode POD, on est arrivée à reproduire la pression acoustique rayonnée
en champs lointains avec seulement 10 modes de la surface de la source sur un ensemble
de 30400 modes. Quant à la reproduction de la puissance acoustique, 10 modes ont été
utilisés par l’approche POD et seulement 3 par l’approche de la SVD. La cartographie
des composantes des principaux modes sur la surface de la source conﬁrme l’unidirecti-
vité de la méthode POD par sa dépendance de la morphologie du mode en fonction du
point d’écoute. Par compte, dans chaque direction acoustique (i.e pour chaque récepteur),
le bord de fuite de la pale présente les amplitudes les plus importantes. Elle semble donc
être, la zone la plus bruyante dans ces directions. Ce résultat est conﬁrment en considérant
toutes les directions avec l’approche SVD. De plus, dans cette zone du canal l’écoulement
est fortement turbulent. Pour terminer, l’approche POD pâtit du fait que le résultat dé-
pend de la position du récepteur. À cela s’ajoute que le nombre de modes à analyser est
supérieur à celui de la SVD. En conséquence, l’approche SVD est conseillée.
Dans les chapitres 7 et 8, l’objectif a été d’étendre les techniques de la POD et de la
SVD développées dans le chapitre 6 à une source en mouvement subsonique. La démarche
a été identique à condition de prendre en compte tous les termes de champ lointain de
l’analogie de FW&H. Le cas test utilisé a été la roue de ventilateur centrifuge optimisée
dans le chapitre 3. La méthode de la SGE à une équation de transport de l’énergie cinétique
turbulente a pu montrer le caractère très turbulent de l’écoulement dans la roue. Plusieurs
conﬁgurations de maillages ont également été étudiées. Comme dans le chapitre 6, la puis-
sance acoustique et la pression acoustique de la pale en champ lointain ont été reproduites
en considérant seulement les 10 principaux modes acoustiques de la POD quelle que soit la
conﬁguration de maillage. L’analyse de la contribution de chaque mode a montré que les
modes les plus importantes en termes d’amplitude ne sont pas forcement ceux qui contri-
buent le plus dans la puissance acoustique. Il est donc primordial de reclasser les modes
selon leur contribution dans le calcul de la puissance acoustique. Quant à l’approche de
la SVD on a retrouvé les mêmes conclusions que le chapitre 6. La puissance acoustique a
été reproduite avec seulement les 2 modes les plus contributifs quelle que soit la conﬁgu-
ration du maillage utilisée. Une zone s’est distinguée du reste de la pale par l’importante
des composantes des principaux modes acoustiques, quelle que soit la conﬁguration du
maillage utilisée. Par analogie avec les modes vibratoires, cette zone située à 50% de la
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corde de la pale est celle qui participe le plus au rayonnement acoustique de la pale. Elle
est indépendante des conﬁgurations de maillage utilisées. Ainsi, on a pu montrer l’utilité
d’augmenter la taille des cellules de discrétisation sans perdre l’essentiel des informations
acoustiques nécessaires à l’orientation de l’ingénieur dans la conception d’une roue moins
bruyante. Cela a pour conséquence de réduire considérablement le temps du calcul et de
rentre réaliste les techniques développées dans des projets à porter industrielle.
9.2 Contribution scientiﬁque
Pour conclure, l’objectif de proposer un outil acoustique robuste aidant les ingénieurs dans
la prise des décisions pour une meilleure optimisation aérodynamique et aéroacoustique
est atteint. Le développement de l’outil s’est fait progressivement. D’abord l’outil d’opti-
misation à travers du chapitre 3. Par la suite, la méthodologie d’utilisation d’OpenFoam et
le calcule des ﬂuctuations de pressions pariétales de la source nécessaire à la modélisation
aéroacoustique du bruit de charge de la pale ont été présenté dans le chapitre 4. Puis,
l’implémentation du code acoustique a été étudiée dans le chapitre 5. Pour terminer, les
technologies acoustiques développées (approches POD et SVD) ont été étudiées au travers
des chapitres 6, 7 et 8.
Cette thèse a contribué à la progression des limites scientiﬁques dans l’aéroacoustique des
turbomachines en faisant ressortir les originalités suivantes :
- Un modèle hybride numérique (écoulement) - analytique (acoustique) permettant
de déterminer les modes de pression dominant le bruit large bande d’une aube de
ventilateur centrifuge ;
- Meilleure compréhension du bruit aérodynamique produit par un ventilateur centri-
fuge ;
- Outil de calcul, de conception et d’optimisation transférable au partenaire industriel
utilisant les logiciels libres OpenFOAM, Salomé et Dakota ;
- Technologies d’identiﬁcation numérique des zones les plus rayonnantes d’une surface
solide stationaire ou en mouvement subsonique, en interaction avec un écoulement
turbulent.
Malgré ces avancés, plusieurs points restent à approfondir. Cette étude est restreinte par
l’hypothèse forte de champ libre. Ce qui permet l’utilisation de la fonction de Green en
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champ libre.
9.3 Perspectives
À la suite des travaux présentés lors de cette thèse, des perspectives peuvent être dégagées :
1. Faire une étude expérimentale en vue de valider les approches développées.
2. Étendre l’approche de la SVD sur la pression acoustique. Comme dans l’approche
POD, appliqué la SVD sur la matrice de corrélation acoustique liée à un récepteur
de l’espace.
3. Continuer les travaux de la SVD en faisant des modiﬁcations de la zone acoustique
de la pale identiﬁée comme la plus bruyante. L’objectif est de savoir si une modi-
ﬁcation géométrique de cette zone a une inﬂuence sur le rayonnement acoustique
de la pale. Par exemple en prenant le cas du ventilateur centrifuge étudié, on peut
extraire cette zone de la pale et valider l’eﬀet avec la méthode de diagnostic SVD.
La Figure 9.1 illustre ce qui peut être envisageable. Si les résultats sont concluant,
des expérimentations seront conduites.
(a) Vue complète de la roue modiﬁée (b) Vue de la source
Figure 9.1 Géométrie du volume tournant modiﬁé
4. Développer des stratégies de calcul pour réduire le temps de calcul jugé trop long en
milieu industriel. Plusieurs voies peuvent être explorées. Par exemple, la méthode de
Lattice-Boltzman et l’analogie de Powell basée sur les vortex au lieu des ﬂuctuations
de pression utilisées dans l’analogie de FW&H.
5. Étendre la méthodologie d’optimisation aérodynamique à l’optimisation aéroacous-
tique.
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6. Implémenter les outils développés dans le logiciel libre OpenFoam.
7. L’utilisation de la fonction de Green dans une conduite pour la résolution intégrale
de l’équation acoustique. Puis appliquer les méthodes de la POD et de la SVD.
ANNEXE A
Structure générale d’OpenFoam
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ANNEXE B
Coordonnées cartésiennes des récepteurs sur
la sphère de rayon R = 6 m selon la norme
ISO 3745 standard [85]
Récepteurs 0 1 2 3 4 5 6 7 8 9
x -6 2.94 2.88 -2.82 -2.7 5.04 2.28 -3.96 1.56 1.86
y 0 -5.16 5.04 4.86 -4.62 0 3.96 0 -2.76 0
z 0.3 0.9 1.5 2.1 2.7 3.3 3.9 4.5 5.1 5.7
Récepteurs 10 11 12 13 14 15 16 17 18 19
x 6 -2.94 -2.88 2.82 2.7 -5.04 -2.28 3.96 -1.56 -1.86
y 0 5.16 -5.04 -4.86 4.62 0 -3.96 0 2.76 0
z -0.3 -0.9 -1.5 -2.1 -2.7 -3.3 -3.9 -4.5 -5.1 -5.7
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ANNEXE B. COORDONNÉES CARTÉSIENNES DES RÉCEPTEURS SUR LA
SPHÈRE DE RAYON R = 6 M SELON LA NORME ISO 3745 STANDARD [? ]
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