We deal with sublinear elliptic equations in a ball and prove the existence of infinitely many solutions which are not radially symmetric but G invariant. Here G is any closed subgroup of the orthogonal group and is not transitive on the unit sphere. r
Introduction
In this paper we prove the existence of non-radial solutions with group invariance for a semilinear elliptic equation where O fxAR n : jxjoRg; nX2 and G is a closed subgroup of the orthogonal group OðnÞ: We are concerned with a sublinear equation like f ðuÞ ¼ juj p sgn u with 0opo1: Since gAGCOðnÞ is an orthogonal matrix, the value uðgxÞ is well defined for xAO: We call a solution of (1.1)-(1.3) a G invariant solution. Problems (1.1) and (1.2) have infinitely many radially symmetric solutions for a suitable nonlinear term f ðuÞ: A radially symmetric solution is G invariant for any G: In this paper we look for a G invariant solution without a radial symmetry. To solve this problem, we define a notion of transitivity of G: Since G is a closed subgroup of OðnÞ; it is an isometric linear transformation group on R n ; hence, on the unit sphere S nÀ1 S nÀ1 ¼ fxAR n : jxj ¼ 1g:
A group G is said to be transitive on S nÀ1 if for any two points x; yAS nÀ1 there exists a gAG such that gx ¼ y: We make the following assumption on the nonlinear term f ðuÞ:
Assumption A. There exists a d > 0 such that f ðsÞ is defined on ½Àd; d and satisfies the following conditions:
(i) f is odd, Ho¨lder continuous and non-decreasing on ½Àd; d:
(ii) f ðsÞ=s is strictly decreasing on ð0; dÞ: (iii) lim s-0 f ðsÞ=s ¼ N:
Theorem 1. Suppose that Assumption A holds. Then the following two assertions are equivalent:
(i) G is not transitive on S nÀ1 : (ii) There exists a sequence fu k g N k¼1 of solutions for (1.1)-(1.3) such that each u k is G invariant, not radially symmetric, u k c0 and the C 2 ð % OÞ norm of u k converges to zero as k tends to infinity.
From Assumption A and Theorem 1, it follows that the existence of a sequence of solutions converging to zero depends only on the behavior of the nonlinearity in a neighborhood of the origin.
The assumption that f is Ho¨lder continuous is used only to get a C 2 -regularity for a H 1 0 ðOÞ-weak solution. Even if f is not Ho¨lder continuous, Theorem 1 remains valid after the C 2 norm of solutions u k is replaced by the C 1;y ð % OÞ norm of weak solutions in (ii). A weak solution u k belongs to C 1;y ð % OÞ for any 0oyo1 because of the elliptic regularity theorem. Here C 1;y ð % OÞ consists of functions u such that ru is Ho¨lder continuous with the exponent y:
When G is transitive, a G invariant solution coincides with a radially symmetric solution. Therefore assertion (ii) in Theorem 1 implies (i). All transitive closed subgroups of OðnÞ have been classified by MontgomerySamelson [9] and Borel [2] as follows.
Theorem 0 (Montgomery and Samelson [9] , Borel [2] , Gorbatsevich et al. [5, p. 186 ], Onishchik [10, p. 267] ). Let nX2 and G be a connected closed subgroup of SOðnÞ: Then the following are equivalent:
(i) G is transitive on S nÀ1 : (ii) G is OðnÞ-conjugate to one of the following groups: SOðnÞ; SUðmÞ; UðmÞ ðn ¼ 2mÞ; SpðmÞ; SpðmÞSpð1Þ; SpðmÞUð1Þ ðn ¼ 4mÞ; Spinð9Þ ðn ¼ 16Þ; Spinð7Þ ðn ¼ 8Þ; G 2 ðn ¼ 7Þ:
When G is a closed subgroup of OðnÞ and is not necessarily connected, we divide G into connected components. Then G is transitive if and only if the connected component which has the unit matrix is OðnÞ-conjugate to one of the Lie groups listed in (ii) of Theorem 0.
We give an outline of the proof of Theorem 1. It is clear that (ii) implies (i). Under assumption (i), we show (ii). Our idea is based on the variational method for the functional IðuÞ We restrict the definition domain of IðuÞ to the G invariant Sobolev space where the infimum is taken over the family of all closed symmetric subsets A of H 1 0 ðO; GÞ such that 0eA and gðAÞXk: Here gðAÞ denotes the genus of A: Each a k is a G invariant critical value, a k o0 and fa k g converges to zero. For each kAN; we construct a suitable symmetric subset A k such that gðA k ÞXk: Then we obtain the upper estimate a k p inf where m is a dimension of a principal orbit of the transformation group G on the unit sphere. In (1.4), jOj denotes the volume of O and C is a positive constant independent of k and t: Since G is not transitive, it holds that 0pmpn À 2: On the other hand, we investigate the radially symmetric solutions u ¼ uðrÞ; r ¼ jxj: Without loss of generality, we can suppose that d ¼ N in Assumption (A) and lim s-7N f ðsÞ=s ¼ 0: The reason will be explained in Section 2. Instead of the boundary-value problem (1.1) and (1.2), consider the initial-value problem u 00 þ n À 1 r u 0 þ f ðuÞ ¼ 0; u 0 ð0Þ ¼ 0; uð0Þ ¼ l:
For each lAR; this problem has a unique global solution uðr; lÞ which is defined for rAð0; NÞ: From our assumption that f ðsÞ=s is strictly decreasing in ð0; NÞ; strictly increasing in ðÀN; 0Þ; f ðsÞ=s diverges to N as s-0 and converges to zero as s-N; it follows that uðr; lÞ has an unbounded sequence fz k ðlÞg of zeros such that 0oz 1 ðlÞoz 2 ðlÞoz 3 ðlÞo?sN; uðz k ðlÞ; lÞ ¼ 0:
Moreover each z k ðlÞ is strictly increasing with respect to l in ð0; NÞ; strictly decreasing in ðÀN; 0Þ; lim l-0 z k ðlÞ ¼ 0 and lim l-7N z k ðlÞ ¼ N: These results guarantee the existence and uniqueness of k-nodal solution for each kAN: That is, for each positive integer k; there exists a unique radial solution uðrÞ; r ¼ jxj of (1.1) and (1.2) such that uðrÞ has exactly k zeros in ½0; R and uð0Þ > 0: This solution is denoted by u k ðrÞ: Then all radially symmetric solutions consist of 7u k ðrÞ for kX1 and the zero solution. These results have been obtained in our paper [8] .
We set b k ¼ Iðu k Þ for the k-nodal solution u k : Then we will prove in the present paper that b k is equal to the minimax value, i.e., Comparing (1.4) with (1.6), one finds that fb k g converges to zero faster than fa k g: Therefore fa k g\fb k g is an infinite set. The corresponding solutions to this set are G invariant and non-radial. Thus we obtain (ii) of Theorem 1. In case f ðuÞ ¼ juj p sgn u with 1opoðn þ 2Þ=ðn À 2Þ; Theorem 1 is valid after replacing the convergence of the C 2 norm of fu k g to zero by the divergence to infinity. This result has been proved in my earlier paper [7] . The idea for the proof is similar to that in this paper, however the method is different. In [7] , it has been proved that fa k g and fb k g diverges to N as k-N and fb k g diverges faster than fa k g: To show it, we have used the upper estimate for fa k g a k pCk 2ðpþ1Þ=ðnÀmÞðpÀ1Þ :
This estimate has been proved in [7] for 1opoðn þ 2Þ=ðn À 2Þ by using the asymptotic distribution of eigenvalues for the G invariant Laplacian.
On the other hand, in the present paper we deal with the sublinear nonlinearity f ðuÞ on which the assumption is more general. Because of the sublinearity, it is delicate and complicated to define the subset A k appeared in (1.4). Indeed, if we choose a simple definition of A k
where f i is the ith G invariant eigenfunction of the Laplacian, then it follows that gðA k Þ ¼ k; however, we can not obtain (1.4). We will carefully construct A k in Definition 4.3. Thus the method in this paper is different to that in [7] .
To make a success of our argument, this paper is organized into seven sections. In Section 2, we show some examples of f ðuÞ and G; which Theorem 1 is applicable to. In Section 3, we define G invariant critical values fa k g: In Section 4, we construct the symmetric subset A k and give the upper estimate (1.4). In Section 5, we provide a complete description of all radially symmetric solutions for (1.1) and (1.2). In Section 6, we prove (1.5), which means that the radial minimax values are all possible energies of radial solutions. In Section 7, we prove Theorem 1.
Examples
In this section, we present some examples of nonlinear terms f ðuÞ and non-transitive groups G:
Example 2.1. The following are examples of f ðuÞ which satisfies Assumption A: f ðuÞ ¼ juj p sgn u with 0opo1; f ðuÞ ¼ Àu logjuj and f ðuÞ ¼ juj p sgn u 7juj q sgn u with 0opominð1; qÞ: In the last nonlinear term, we do not need the restriction that qoðn þ 2Þ=ðn À 2Þ: For these nonlinear terms, (1.1)-(1.3) has infinitely many G invariant solutions without radial symmetry if G is not transitive on the unit sphere.
For the nonlinear term f ðuÞ ¼ juj p sgn u7juj q sgn u with 0opo1oq oðn þ 2Þ=ðn À 2Þ; see [1] . They have proved that in any bounded domain (1.1) with (1.2) has infinitely many solutions fu k g such that Iðu k Þ are negative and converges to zero as k tends to infinity. On the other hand, our method in this paper is applicable to any bounded domain without G invariance. Indeed, Lemma 3.1 and Proposition 3.5 in Section 3 are valid without G invariance and give the existence of a sequence of solutions whose C 2 norm converges to zero. Therefore our theorem extends the result in [1] to more general nonlinear terms. Example 2.2. Let G be the n dimensional symmetric group, i.e., G ¼ fgAOðnÞ : each element of g is equal to 1 or 0g: This is not transitive because it is a finite group. Theorem 1 shows that there exist solutions fu k g of (1.1)-(1.3) such that lim k-N jju k jj C 2 ð % OÞ ¼ 0; each u k is not radially symmetric and u k ðx 1 ; y; x n Þ ¼ u k ðx sð1Þ ; y; x sðnÞ Þ for any permutation s: Example 2.3. Let n ¼ 2; fix mAN and set G ¼ cosð2jp=mÞ Àsinð2jp=mÞ sinð2jp=mÞ cosð2jp=mÞ
By Theorem 1 there exist infinitely many solutions which are not radially symmetric but rotationally invariant by the angle 2p=m:
Example 2.4. Let 1pmon and
Then there exist solutions fu k g such that u k is not radially symmetric but u k ¼ u k ðjx 0 j; jx 00 jÞ for x 0 AR m ; x 00 AR nÀm with jðx 0 ; x 00 ÞjoR:
Instead of Assumption A, we consider the next assumption.
Assumption B. The function f ðÁÞ is defined on R and satisfies the following conditions:
(i) f is odd, Ho¨lder continuous and non-decreasing on R:
(ii) f ðsÞ=s is strictly decreasing on ð0; NÞ: Proof. It is clear that if jju k jj C 2 ð % OÞ converges to zero, then Iðu k Þ tends to zero. Conversely, suppose that lim k-N Iðu k Þ ¼ 0: Since f ðÁÞ is bounded on R; the elliptic regularity theorem gives a constant C > 0 such that
OÞ pC for kAN: Let fv k g be any subsequence of fu k g: Then Ascoli-Arzela`'s theorem yields a subsequence fw k g of fv k g which converges to a certain limit wACð % OÞ uniformly. Multiplying (1.1) with u ¼ w k by w k and integrating over O; we have
which gives We prove that fa k g are G invariant critical values and we estimate them from above in the next proposition.
Proposition 3.5. The following assertions hold: 
ð3:3Þ
as k-N: On the other hand, letting k-N on both sides of
as k-N: This convergence together with (3.4) gives lim
Hence fu k g converges strongly in H Let f k be the eigenfunction corresponding to l k such that jjf k jj 2 ¼ 1:
We set
It is obvious that K e is homeomorphic to S kÀ1 by an odd mapping. The proof is complete. &
The next lemma is due to Clark [4] (see also [12, p. 47] ). For the reader's convenience, we give a proof. Proof. We denote the orthogonal complement of X by X > : Set m ¼ codim X ¼ dim X > : Let P denote the orthogonal projection from H to X > : If PðaÞa0 for any aAA; then the mapping
is odd continuous, and so gðAÞpm ¼ codim X : This contradicts the assumption of the lemma. Therefore there exists an element aAA such that PðaÞ ¼ 0; that is, aAA-X : The proof is complete. &
The following lemma is crucial to obtain Proposition 3.5. The proof will be given in the next section. 
Here m is an integer, which will be determined by G in the later section, such that 0pmpn À 2: Constants C > 0 and m are independent of u and k:
We are now in a position to prove Proposition 3.5 by using Lemma 3.9.
Proof of Proposition 3.5. See [4] or [12, p. 53 ] for the proof of (i) and (iii). We show (ii). From G k *G kþ1 ; it follows that a k pa kþ1 : Since gðS kÀ1 Þ ¼ k by Borsuk-Ulam's theorem, Lemma 3.7 shows that a k o0: Let l k and f k be the kth eigenvalue and eigenfunction of (3.5) such that jjf k jj
is an orthonormal base of H 1 0 ðO; GÞ: For the proof, see [7, Lemma 3.6] . We put
Since f is bounded on R; there is a C 0 > 0 such that 0pF ðsÞpC 0 jsj for sAR:
Hence we obtain
ð3:9Þ
for uAX : Here C is independent of u and k: Set t ¼ jjrujj 2 on the right-hand side of (3.9) and note
Then (3.8) and (3.9) show that 0
We prove (iv). Note that F ðuÞ ¼ F ðjujÞ because f is odd. Since F is convex by the monotonicity of f ; Jensen's inequality means 1 jOj
Hence we have
Let A k be chosen as in Lemma 3.9. We put sA k ¼ fsu: uAA k g for s > 0:
Since sA k AG kþ1 ; (3.10) and Lemma 3.9 prove
for any s > 0: Here C > 0 is a constant independent of k and s:
The proof is complete. &
Proof of Lemma 3.9
The purpose of this section is to prove Lemma 3.9. Recall that G is a transformation group on S nÀ1 :
Definition 4.1. We define an integer mðGÞ by mðGÞ ¼ maxfdim GðxÞ: xAS nÀ1 g; ð4:1Þ
It is well known (see [3, p. 303, 1.3 . Corollary]) that each orbit GðxÞ is a closed submanifold of S nÀ1 : Since G is not transitive, it holds that 0pmðGÞpn À 2: The proof of Lemma 3.9 is based on the next lemma. This lemma will be proved later on. We now define A k which appears in Lemma 3.9.
Definition 4.3. For a positive integer k; let f i (1pip2k) be determined in Lemma 4.2. Then we define sets A k ; B k and C k as follows:
Let B k be a set of points ðt 1 ; y; t 2k ÞAR 2k such that P 2k i¼1 t 2 i ¼ 1 and there exist at least k elements t i ði ¼ r 1 ; y; r k Þ satisfying jt i jX1= ffiffiffiffiffi ffi 2k p for i ¼ r 1 ; y; r k : Let C k be a set of points ðs 1 ; y; s 2k ÞAR 2k such that js i jp1 for 1pip2k and there exist at least k elements s i ði ¼ r 1 ; y; r k ) satisfying js i j ¼ 1 for i ¼ r 1 ; y; r k :
then we cannot obtain Lemma 3.9(iii). Indeed, for any u ¼ P kþ1 i¼1 t i f i AA k ; it follows from (4.3) and (4.4) that
However, the right-hand side is not bounded below by Ck À1=ðnÀmÞ if the point ðt 1 ; y; t kþ1 Þ is chosen as ð1; 0; y; 0Þ: Thus we select Definition 4.3 as a definition of A k :
In Definition 4.3, since A k ; B k and C k are closed symmetric and do not contain the origin, the genus of each set is well defined.
This lemma is a corollary of the next one. Lemma 4.6. For n; kAN; let C n;k denote the set of points ðx 1 ; y; x nþk Þ in R nþk such that jx i jp1 for 1pipn þ k and there exist at least k elements x i ði ¼ r 1 ; y; r k Þ satisfying jx i j ¼ 1 for i ¼ r 1 ; y; r k : See Fig. 1 . Then it holds that gðC n;k Þ ¼ n þ 1 for n; kAN:
Proof. Let P be a projection from R nþk to R nþ1 which is defined by
Then PðxÞa0 for xAC n;k because of the definition of C n;k : Since P is odd continuous from C n;k to R nþ1 \f0g; it holds that gðC n;k Þpn þ 1: To show the inverse inequality, we prove that there exists an odd continuous mapping from S n to C n;k : If this is proved, then gðS n ÞpgðC n;k Þ: Since gðS n Þ ¼ n þ 1 by Borsuk-Ulam's theorem, it follows that n þ 1pgðC n;k Þ: We will construct an odd continuous mapping from S n to C n;k by using induction on n:
Step 1: There exists an odd continuous mapping from S 1 to C 1;k : We define functions f j ðtÞ ð0pjpkÞ from ½0; 1 to R kþ1 such that the first j elements of f j ðtÞ are À1; the ðj þ 1Þth element is 1 À 2t and the remainder are 1, i.e., Note that f j ðtÞAC 1;k for tA½0; 1 and 0pjpk: We consider S 1 as
We define
for yA½pj=ðk þ 1Þ; pðj þ 1Þ=ðk þ 1Þ and 0pjpk: Then f is well defined and continuous because f jÀ1 ð1Þ ¼ f j ð0Þ: Observe that f is defined on S 1 þ and note that
We extend f by the relation, f ðÀe iy Þ ¼ Àf ðe iy Þ for 0pypp: Then f is odd continuous from S 1 to C 1;k :
Step 2: If there exists an odd continuous mapping from S n to C n;k ; then there exists such a mapping from S nþ1 to C nþ1;k : Let mAN: We define functions f 0 ; f 1 ; y; f m and f from R m Â ½0; 1 to R mþ1 as follows. For for tA½j=ðm þ 1Þ; ðj þ 1Þ=ðm þ 1Þ and 0pjpm: Then f ðx; tÞ is continuous because f jÀ1 ðx; 1Þ ¼ f j ðx; 0Þ:
We prove the assertion of Step 2. Let xðÁÞ be an odd continuous mapping from S n to C n;k ; which is the assumption of Step 2. Then we will construct such a mapping from S nþ1 to C nþ1;k : Set m ¼ n þ k and define f by (4.5). Then f is a mapping from C n;k Â ½0; 1 to C nþ1;k : Set F ðs; tÞ ¼ f ðxðsÞ; tÞ for sAS n and tA½0; 1:
Then F is a mapping from S n Â ½0; 1 to C nþ1;k : Moreover we have F ðs; 0Þ ¼ f ðxðsÞ; 0Þ ¼ ðxðsÞ; 0Þ for sAS n :
Since xðsÞ is odd on S n ; the function F is also odd on S n Â f0g: Therefore we can extend F by the relation, F ðÀs; ÀtÞ ¼ ÀF ðs; tÞ for ðs; tÞAS n Â ½0; 1: Then F is odd continuous from S n Â ½À1; 1 to C nþ1 
Then PðuÞa0 for uAA k because of the definition of A k : Therefore P is odd continuous from A k to R kþ1 \f0g; and so gðA k Þpk þ 1: Consequently, we obtain assertion (i).
Since ff i g 2k i¼1 is an orthonormal system in H 1 0 ðO; GÞ; we have assertion (ii).
This inequality together with (4.3) and (4.4) shows
which is assertion (iii ð4:6Þ
Here z þ D ¼ fz þ x: xADg: Let k be any positive integer. Let p be the greatest integer satisfying pp4k 1=n : For integers q 1 ; y; q n satisfying 1pq 1 ; y; q n pp; let Dðq 1 ; y; q n Þ denote the set of points ðx 1 ; y; x n Þ in R n such that ðq i À 1Þd=ppx i pq i d=p for 1pipn: We define
sinðppx i =dÞ for xADðq 1 ; y; q n Þ and set cðx; q 1 ; y; q n Þ ¼ 0 for xAD\Dðq 1 ; y; q n Þ:
Since the number of ðq 1 ; y; q n Þ satisfying 1pq 1 ; y; q n pp is equal to p n ; we rewrite cðx; q 1 ; y; q n Þ as c i ðxÞ ði ¼ 1; y; p n Þ for simplicity. Then it follows from an easy computation that c i AH
Let m be the order of G; i.e., xG ¼ m: We define
We extend f i by f i ðgxÞ ¼ f i ðxÞ for gAG and xAz þ D: This is well defined because of (4.6). Put O 0 Gðz þ DÞ ¼ fgðz þ xÞ: gAG; xADg:
Recall that O is the unit ball and jzj ¼ n : Note that p n X2k because p is the greatest integer satisfying pp4k 1=n : Therefore, we have at least 2k number of f i : The definition of f i shows condition (4.3). Eq. (4.7) gives
where C and C 0 are independent of i and k: This inequality means (4.4) with where G x denotes the isotropy subgroup of G at x; i.e.,
The Definition 4.9. We define g fX : X is an n Â n matrix: expðtX ÞAG for all tARg;
gðxÞ fXx: X Agg:
Here Xx stands for the product of the column vector x by the matrix X : Then g is the Lie algebra of G and gðxÞ is the tangent space of GðxÞ at x: where ''span'' means the set of linear combinations, ðÁ; ÁÞ is a standard R n inner product and d ij stands for Kronecker's symbol. We choose vectors x mþ1 ; y; x n in R n such that ðX i z; x j Þ ¼ 0 for any i; j; ð4:9Þ
detðX 1 z; y; X m z; x mþ1 ; y; x n Þ ¼ 1: ð4:11Þ
Here ðX 1 z; y; X m z; x mþ1 ; y; x n Þ denotes the matrix whose column vectors are X 1 z; y; X m z; x mþ1 ; y; x n : Since the system of these vectors is an orthonormal base of R n ; the matrix in (4.11) is an orthogonal matrix. Hence its determinant is equal to 71: If it is À1; then we replace x n by Àx n ; and so (4.11) follows. For d > 0; we define an ðn À mÞ-dimensional cube D by This lemma means that a function u defined on z þ DðdÞ has a unique extension to Gðz þ DðdÞÞ as a G invariant function, where Gðz þ DðdÞÞ ¼ fgðz þ xÞ : gAG; xADðdÞg: for any uAH 1 ðz þ DðdÞÞ and 0odod: Here C 1 and C 2 do not depend on d and u but depend only on d: The gradient ruðyÞ with y ¼ z þ P n mþ1 t i x i on z þ DðdÞ is defined by ruðyÞ ¼ ð@u=@t mþ1 ; y; @u=@t n Þ:
Proof of Lemma 4.2. G is infinite: Fix d > 0 so small that Lemmas 4.11 QJ;and 4.12 hold. We denote DðdÞ by D: Let k be any positive integer. Let p be the greatest integer satisfying pp4k 1=ðnÀmÞ : For integers q mþ1 ; y; q n satisfying 1pq mþ1 ; y; q n pp; let Dðq mþ1 ; y; q n Þ denote the set of points P n i¼mþ1 t i x i such that ðq i À 1Þd=ppt i pq i d=p for m þ 1pipn: We define cðx; q mþ1 ; y; q n Þ ¼ Cðd; pÞ Y n i¼mþ1 sinðppt i =dÞ;
Cðd; pÞ ¼ 2 ðnÀmÞ=2 p À1 ðn À mÞ À1=2 ðp=dÞ ðnÀmÀ2Þ=2 ;
for x ¼ P n i¼mþ1 t i x i ADðq mþ1 ; y; q n Þ; and set cðx; q mþ1 ; y; q n Þ ¼ 0 for xAD\Dðq mþ1 ; y; q n Þ:
We rewrite cðx; q mþ1 ; y; q n Þ as c i ðxÞ ð1pipp nÀm ). Then it follows that c i AH 
Here C; C 0 and C 00 do not depend on p; k and i: Since jzj ¼ 1 and d is small, it follows that Gðz þ DðdÞÞC2O; and so f i AH 
Property of radially symmetric solutions
In this section we investigate many properties of radially symmetric solutions and prove various lemmas which play important roles in Section 6. For a radially symmetric solution u ¼ uðrÞ; r ¼ jxj; Eq. (1.1) is reduced to Assumption B implies that f ðsÞ is locally Lipschitz continuous on R\f0g: Indeed, fix e > 0 arbitrarily and let epu 1 ou 2 oN: Then we have
because f is non-decreasing and f ðsÞ=s is strictly decreasing in ð0; NÞ: Thus f is Lipschitz continuous on ½e; NÞ: Since f is odd, it is Lipschitz continuous on ðÀN; Àe also and therefore it is locally Lipschitz continuous on R\f0g: This lemma is a direct consequence of the next one.
Lemma
for any 0or 0 oR 0 : (ii) When aa0; uðr; aÞ has infinitely many zeros in ða; NÞ: (iii) Let zðaÞ denote the first zero of uðr; aÞ in ða; NÞ: If 0oa 1 oa 2 ; then zða 1 Þozða 2 Þ and uðr; a 1 Þouðr; a 2 Þ for rAða; zða 1 Þ: (iv) lim a-0þ zðaÞ ¼ a and lim a-N zðaÞ ¼ N:
To prove this lemma, we need the next one. We show (5.6). Let 0or 0 oR 0 : Eq. (5.1) together with a priori estimates (5.11) and (5.13) proves that ju 00 ðrÞj is bounded on ½r 0 ; R 0 : We use AscoliArzela`'s theorem and the uniqueness of solution for the initial-value problem. Then it follows that uðÁ; aÞ-uðÁ; a 0 Þ in C 1 ½r 0 ; R 0 as a-a 0 :
The convergence is valid in C 2 ½r 0 ; R 0 also because of Eq. (5.1). We show (ii). By (5.11), we put C sup rXa juðrÞjoN: Since f ðsÞ=s is strictly decreasing in ð0; NÞ and strictly increasing in ðÀN; 0Þ; we have f ðuðrÞÞ=uðrÞXf ðCÞ=C M for r > a:
Compare two equations .1) In any case, the assumption u 0 ðTÞ ¼ 0 leads to a contradiction. Consequently, we conclude that u 0 ðrÞo0 for rAð0; aÞ and uðrÞ diverges to infinity as r tends to 0 þ :
We show (ii). Let U 0 ðaÞoao0: Then 0ouðrÞoUðrÞ for r slightly less than a: Suppose that u has no zeros in ð0; aÞ and so uðrÞ > 0: Lemma 5.5 means that 0ouðrÞoUðrÞ in ð0; aÞ; and uðrÞ is bounded on ð0; aÞ: Then Lemma 5.7 proves that uðrÞ as well as UðrÞ is a positive solution of (5.1) with (5.3). This contradicts the uniqueness of a positive solution. Consequently, we obtain (ii).
Assertion (iii) follows immediately from Lemma 5.5. We show (iv). From the continuous dependence of solution on the initial data, it follows that uðr; aÞ converges to UðrÞ in C 2 loc ð0; a as a-U 0 ðaÞ þ 0: Therefore xðaÞ converges to zero as a-U 0 ðaÞ þ 0: For simplicity of notation, we write x in place of xðaÞ: We show that x nÀ1 u 0 ðxÞ converges to zero as a tends to U 0 ðaÞ þ 0:
Step 1: There exists a unique TAðx; aÞ such that u 0 ðrÞ > 0 in ½x; TÞ and u 0 ðrÞo0 in ðT; a: Since uðxÞ ¼ uðaÞ ¼ 0; the solution u has a critical point in ðx; aÞ: We denote the smallest one by TAðx; aÞ: That is, u 0 ðTÞ ¼ 0 and u 0 ðrÞ > 0 in ½x; TÞ: Since f ðuðTÞÞ > 0; Eq. (5.1) shows inequality (5.19 ). This inequality means that u 0 ðrÞo0 for r slightly larger than T: We claim that u 0 ðrÞo0 for all rAðT; a: Otherwise, there exists a second critical point T 2 AðT; aÞ such that u 0 ðT 2 Þ ¼ 0 and u 0 ðrÞo0 for rAðT; T 2 Þ: This means that u 00 ðT 2 ÞX0; which contradicts (5.19). Note that (5.19) is valid for any critical point TAðx; aÞ: Hence there is a unique critical point T in ðx; aÞ:
Step 2: Moreover, we have proved that Tða; bÞ converges to zero as ða; bÞ tends to ð0; b 0 Þ: Hence it holds that 0oTod when ða; bÞ is sufficiently close to ð0; b 0 Þ: The inequality Observing the inequality, Letting d-0þ; we obtain (5.24). We set EðrÞ V 0 ðrÞ 2 =2 þ F ðV ðrÞÞ; which is decreasing, and therefore we have 
Radially symmetric critical values
The purpose of this section is to give a lower estimate for the convergence rate of radial critical values. For radially symmetric solutions u ¼ uðrÞ; r ¼ jxj; the boundary-value problem (1.1) with (1.2) is rewritten as We call a real number c a radially symmetric critical value if there exists a radially symmetric solution u such that IðuÞ ¼ c and I 0 ðuÞ ¼ 0: The main result in this section is the next proposition.
Proposition 6.1. Let u k ðrÞ denote the solution of (6.1) and (6.2) which has exactly k zeros in ½0; 1 and satisfies uð0Þ > 0: Then the set of all solutions of To prove Proposition 6.1(ii), we introduce two types of critical values, b k and g k as follows.
Definition 6.4. Let G k denote the family of closed symmetric subsets A of Hð0; 1Þ such that 0eA and gðAÞXk: Here gðAÞ denotes the genus of A: We define For u k defined by Proposition 6.1, we will show Jðu k Þ ¼ b k : Using this relation, we can prove Proposition 6.1(ii). Proposition 6.6. Let u k ðrÞ denote the solution of (6.1) and (6.2) which has exactly k zeros in ½0; 1 and satisfies uð0Þ > 0:
Proposition 6.6 is divided into two assertions: Jðu k Þ ¼ g k and b k ¼ g k : These identities will be proved separately. To prove Proposition 6.6, we consider a minimizer of Jðu; a; bÞ: Lemma 6.7. Let 0paob: The minimizers of Jðu; a; bÞ in Hða; bÞ are 7Uðr; a; bÞ only. Here Uðr; a; bÞ is defined by Definition 5.8.
Proof. By Lemma 3.6, JðÁÞ is bounded from below and satisfies the Palais-Smale condition. The same argument as in Lemma 3.7 shows that JðuÞo0 at some uAHða; bÞ: Therefore the infimum of JðÁÞ is negative. See [12, p. 8, Theorem 2.7] for the proof that the infimum is a critical value. We denote the infimum by c and the corresponding critical point by u; i.e., Jðu; a; bÞ ¼ c; J 0 ðu; a; bÞ ¼ 0:
Since Jðu; a; bÞ ¼ Jðjuj; a; bÞ; the function juj is also a minimizer of J: Hence juj is a critical point, that is
Here D is defined by D ¼ fx: aojxjobg when 0oaob;
The strong maximum principle shows that juj > 0 in D: Since u is a radially symmetric solution, it follows that u ¼ Uðr; a; bÞ or ÀUðr; a; bÞ: The proof is complete. & Hereafter we set Uðr; a; bÞ 0 for rAðÀN; aÞ,ðb; NÞ and Uðr; a; aÞ 0 for rAðÀN; NÞ: By Lemma 6.7, the function j defined by Definition 6.4 is reduced to
JðUðÁ; r iÀ1 ; r i ÞÞ: ð6:6Þ
Here we have set r 0 ¼ 0 and r k ¼ 1: We investigate the continuity and the differentiability of jðr 1 ; y; r kÀ1 Þ: To prove this lemma, we need the next one.
Lemma 6.10. Suppose that f is continuously differentiable.
(i) Fix b > 0: Then @Uðr; a; bÞ=@a and @ 2 Uðr; a; bÞ=@r@a are continuous with respect to r and a satisfying 0oaprpb: (ii) Fix aX0: Then @Uðr; a; bÞ=@b and @ 2 Uðr; a; bÞ=@r@b are continuous with respect to r and b satisfying aprpb:
Proof. We first show (ii).
Case 1: Fix a > 0: Let uðr; aÞ be the solution of (5.1) and(5.5). Denote the first zero of uðr; aÞ in ða; NÞ by z ¼ zðaÞ: Lemma 5.4 shows that zðaÞ is strictly increasing, continuous and bijective from ð0; NÞ onto ða; NÞ: We show that z 0 ðaÞ > 0 for a > 0: Since f is of class C 1 ; the functions u a and u satisfy We consider uðr; aÞ backward from r ¼ b: Denote Uðr; 0; bÞ by V ðrÞ: Then V 0 ðbÞo0: Restrict a in the interval ðV 0 ðbÞ; 0Þ: Denote by x ¼ xðaÞ the largest zero of uðr; aÞ in ð0; bÞ: By Lemma 5.6, xðaÞ is strictly increasing for aAðV 0 ðbÞ; 0Þ: Applying Sturm's comparison theorem to (6.10), (6.12) and observing (6.13), we see that u a ðrÞ has no zeros in ½x; bÞ: Therefore u a ðxÞo0 by (6.13 This means that u a ðaÞ ¼ Àu 0 ðaÞ and u a ðbÞ ¼ 0: Substituting these identities into (6.16), we obtain (6.8).
Step 2: Suppose that f is continuous. Let ff k g be a sequence of C 1 functions such that ff k g converges to f uniformly on R and each f k satisfies Assumption B except for (iii). Such a sequence will be constructed in the next lemma. Let U k ðr; a; bÞ be the corresponding solution to f k : Put We construct an approximate sequence ff k g to f ; which has been used in the proof of Lemma 6.9.
Lemma 6.11. Suppose that f satisfies Assumption B. Then there exists a sequence ff k g of C 1 functions such that each f k satisfies Assumption B except for (iii) and ff k g converges to f uniformly on R:
Proof. We use a mollifier. Let fAC Then f e ðtÞ is non-decreasing on R: Since supp f e CðÀe; eÞ; we have f e ðt þ eÞ t ¼
Z e
Àe f e ðsÞ f ðt þ e À sÞ t þ e À s 1 þ e À s t ds:
Since e À s > 0 in the integrand and f ðtÞ=t is strictly decreasing on ð0; NÞ; the function f e ðt þ eÞ=t is strictly decreasing on ð0; NÞ: Since f is uniformly continuous on R by Assumption B, f e ðt þ eÞ converges to f ðtÞ uniformly on R as e-0 þ : We define g e ðtÞ f e ðt þ eÞ þ e: Then g e ðtÞ is non-decreasing on R and g e ðtÞ=t is strictly decreasing on ð0; NÞ: Let a; b be a solution of the equation
Since f e ðt þ eÞ=t is strictly decreasing on ð0; NÞ; it follows that f e ðt þ eÞ À tf ( Then h e AC 1 ½0; NÞ; h e ðtÞ is non-decreasing on ½0; NÞ; h e ðtÞ=t is strictly decreasing on ð0; NÞ and h e ðtÞ converges to f ðtÞ uniformly on ½0; NÞ: Moreover, h e ðtÞ has a limit C þ e as t-N; where C is the limit of f ðtÞ: We extend h e ðtÞ by h e ðÀtÞ ¼ Àh e ðtÞ for t > 0: Then h e ðtÞ satisfies Assumption B except for (iii). The proof is complete. & Proof of Lemma 6.8. To prove the continuity of j; it is sufficient to show that JðUðÁ; a; bÞÞ is continuous for 0papb: Recall that Uðr; a; bÞ 0 for rAðÀN; aÞ,ðb; NÞ: Observe Poincare´'s inequality Proof. Fix kAN and set
For t ¼ ðt 1 ; y; t k ÞAK; we set r i ¼ P i p¼1 jt p j; r 0 ¼ 0 and define
We set B ¼ fuðr; t 1 ; y; t k Þ : ðt 1 ; y; t k ÞAKg;
Then B is a subset of Hð0; 1Þ and g is a mapping from K to B: We show that g is an odd homeomorphism from K to B: By definition, g is a mapping onto B: Lemma 5.10 shows that g is continuous. To prove the injection of g; suppose that uðr; t 1 ; y; t k Þ ¼ uðr; s 1 ; y; s k Þ for rA½0; 1: ð6:17Þ
Comparing the positions of the ith zeros of uðr; tÞ and uðr; sÞ; we have
This means that jt i j ¼ js i j for all i: Observing the sign of both sides of (6.17) in the interval ðr iÀ1 ; r i Þ; we obtain that sgnðt i Þ ¼ sgnðs i Þ: Consequently, it follows that ðt 1 ; y; t k Þ ¼ ðs 1 ; y; s k Þ and g is injective. Since K and B are compact, g is a homeomorphism. Furthermore, g is odd because
sgnðt i ÞUðr; r iÀ1 ; r i Þ ¼ Àuðr; tÞ:
Since K is homeomorphic to S kÀ1 by an odd mapping, we have
which shows BAG k : Recall that the support of Uðr; r iÀ1 ; r i Þ is ½r iÀ1 ; r i : By (6.6), we obtain
JðUðÁ; r iÀ1 ; r i ÞÞ : 0pr 1 p?pr kÀ1 p1
The proof is complete. & Then (6.19) means that uðrÞ belongs to C 1 ½0; 1; and so uðrÞ is a C 2 solution of (6.1) and (6.2) on ½0; 1 with exactly k zeros. Moreover, we have g k ¼ JðuÞ:
The proof is complete. & Proof of Proposition 6.6.
Step 1: fg k g is strictly increasing and g k o0: Let u k be the k nodal solution of (6.1) and (6.2) and r 1 ; y; r k be zeros of u k : Here 0or 1 or 2 o?or k ¼ 1: Take a point c such that 0ocor 1 : Then (6.18) proves g k ¼ Jðu k Þojðc; r 1 ; y; r kÀ1 Þpg kþ1 :
Thus fg k g is strictly increasing. We show that g k o0: Let uc0 be a solution of (6.1) and (6.2). Then (3.1) means
Since f ðsÞ=s is strictly decreasing in ð0; NÞ and strictly increasing in ðÀN; 0Þ; it follows that sf ðsÞ À 2F ðsÞo0 for sa0; and so g k ¼ Jðu k Þo0:
Step 2: fb k g is strictly increasing. Since G kþ1 CG k ; the sequence fb k g is non-decreasing. We show that it is strictly increasing. On the contrary, suppose that b k ¼ b kþ1 with some k: We set The method in this remark proves directly b k Xg k without using the fact that fg k g are all the radially symmetric critical values. Therefore, it is applicable to more general nonlinear terms. This method has the advantage of a direct proof over the proof of Proposition 6.6, however the disadvantage of a long proof.
We conclude this section by proving Proposition 6.1.
Here f k is normalized by jjf k jj Hð0;1Þ ¼ 1: Define
the radially symmetric critical values. Both of these values are negative and converge to zero. The distribution of fa k g is thicker than that of fb k g: Therefore fa k g\fb k g is an infinite set. The corresponding critical points are G invariant and non-radial. To make a strict discussion, we use a contradiction in the proof below.
Proof of Theorem 1. It is clear that (ii) implies (i). Suppose that G is not transitive. Let fa k g and fu k g be defined by Definition 3.4 and Proposition 6.1, respectively. We set b k ¼ Iðu k Þ: In contradiction to Theorem 1, suppose that there exists a d > 0 such that any G invariant solution u satisfying jjujj C 2 ð % OÞ od is radially symmetric. By Lemma 3.1, there exists a k 0 AN such that fa k g N k¼k 0 is a subset of fb k g N k¼1 : That is, there exists a sequence fp k g of positive integers such that a kþk 0 ¼ b p k for kX1: Since fa k g is non-decreasing and fb k g is strictly increasing, the sequence fp k g is nondecreasing. Set This yields a contradiction as k-N because 0pmpn À 2: Consequently, we obtain (ii) of Theorem 1. The proof is complete. &
