Abstract. We derive a correspondence between the eigenvalues of the adjacency matrix A and the signless Laplacian matrix Q of a graph G when G is (d 1 , d 2 )-biregular by using the relation A 2 = (Q − d 1 I)(Q − d 2 I). This motivates asking when it is possible to have X r = f (Y ) for f a polynomial, r > 0, and X, Y matrices associated to a graph G. It turns out that, essentially, this can only happen if G is either regular or biregular.
Introduction
For G a simple graph, we let A denote the adjacency matrix of G and D the diagonal matrix of vertex degrees of G. We define the signless Laplacian matrix Q of G by Q = D + A, the Laplacian matrix L of G by L = D − A, and when G has no isolated vertices, we define the normalized Laplacian matrix L of G by D −1/2 LD −1/2 . For more detailed information about these matrices see, for example, [2] .
A graph G is said to be (d 1 , d 2 )-biregular (sometimes called semiregular) if V 1 ∪V 2 is a partition of the vertices of G such that no two vertices of V i are adjacent to one another (so G is bipartite), and for all v ∈ V i , d v = d i . A graph is said to be biregular if it is (d 1 , d 2 )-biregular for some d 1 , d 2 .
When G is biregular it is possible to directly relate the eigenvalues of A and Q through the following formula of [3] .
2 )-biregular with |V i |= n i , n 1 ≥ n 2 , and λ 1 , . . . , λ n2 are the n 2 largest eigenvalues of A in decreasing order, then
where Q G (x) denotes the characteristic polynomial of Q. Theorem 1.1 was proved in [3] by using arguments involving the line graph of G. In this paper we present an independent derivation of this theorem using the relation
Given this derivation, it is natural to ask what other graphs G satisfy A r = f (Q) for some polynomial f and positive integer r. More generally, one can ask what G satisfy X r = f (Y ) when X and Y are matrices associated to the graph G. Of the cases we consider, the only graphs found to have this property are graphs that are either regular or biregular. We summarize our results in the following theorem, where we note that the first part of the theorem is clear from the definitions of Q, L and L. Theorem 1.2. Let G be a connected graph, r a positive integer and f a polynomial.
• If G is regular, then X r = f (Y ) can occur if X, Y are any of A, Q, L or L. Moreover, all of these matrices can be related to one another by a linear equation.
• If G is (d 1 , d 2 )-biregular, then X r = f (Y ) can occur if X = A and Y = Q, L, or L, or when X = L and Y = A. Specifically, we have
Moreover, if X, Y are any other pair from A, Q, L, L then no such relation exists.
• If G is not regular or biregular, then X r = f (Y ) can not hold if X, Y are any distinct matrices of A, Q, L, L, except possibly for the case A r = f (L).
We establish the following conventions. Whenever X r = f (Y ) is written it is assumed that f is a polynomial and r is a positive integer. We assume throughout this paper that G is a connected graph, though we emphasize this point in the statement of our theorems. 1 will denote the vector of all 1's. m i (u, v) will denote the number of walks of length i between the vertices u and v in the graph G. We note that (A i ) uv = m i (u, v) (see Theorem 1.1 of [6], for example). For a matrix M we let E λ (M ) denote the eigenspace of M with corresponding eigenvalue λ. V (G) and E(G) will denote the set of vertices and the set of edges of the graph G respectively.
The structure of the paper is as follows. In Section 2 we derive Theorem 1.1 and in Section 3 we apply this theorem to count the number of spanning trees of biregular graphs. In Sections 4 and 5 we establish necessary conditions for G to satisfy X r = f (Y ) with X, Y equal to A, Q, L, and L. Lastly, in Section 6 we briefly explore the more general question of establishing relations of the form f (X) = g(Y ) where f and g are both polynomials and X and Y are matrices associated to a graph G.
Relating Eigenvalues of
uv is equal to the dot product of the uth row of Q − d 1 I with the vth column of Q − d 2 I. From these definitions we have that
If u, v ∈ V i , then m 1 (u, v) = 0 and we are left with w =u,v m 1 (u, w)m 1 (w, v) = m 2 (u, v). If, say, u ∈ V 1 , v ∈ V 2 , then m 1 (u, w)m 1 (w, v) = 0 for all w = u, v, and further,
(since the graph is bipartite and u, v belong to different partition classes). We conclude that for all u, v that Q ′ uv = m 2 (u, v) = (A 2 ) uv , completing the proof.
We note that through an analogous computation one can show that if G is biregular, then
We also note that every result in this section remains valid, except for straightforward changes of some signs, if one replaces Q with L.
are the eigenvalues of A 2 . Moreover, if λ is an eigenvalue of A 2 and q 1 , q 2 are the solutions to the equation
Proof. Let V ′ = {v 1 , . . . , v n } be a basis of eigenvectors of Q with Qv i = q i v i , which exists because Q is symmetric and hence diagonalizable. Then
so v i will be an eigenvector of A 2 with the desired eigenvalue. From this it is also clear that a basis for E q1 (Q) ⊕ E q2 (Q) is also a basis for E λ (A) when q 1 , q 2 are the solutions to λ
From Corollary 2.2 it is possible to translate from the eigenvalues of Q to the eigenvalues of A when G is biregular. Namely, because G is bipartite, A's spectrum will be symmetric about 0 (see Proposition 3.4.1 of [1] ), so knowing the eigenvalues (with multiplicity) of A 2 is equivalent to knowing the eigenvalues (with multiplicity) of A.
What is less obvious is that the converse of the above statement is true. That is, given the eigenvalues of A when G is biregular, one can compute the eigenvalues of Q. Certainly we know that if λ 2 is an eigenvalue of A 2 then Q must have an eigenvalue q satisfying (
is not clear which root of this equation correctly corresponds to the eigenvalue in Q (if d 1 = d 2 then G is regular and there is only one root to choose). To figure out the multiplicities of the eigenvalues of Q we will need the following lemma. Proof. Assume that Qv = µv. Then Dv = (Q − A)v = (µ − λ)v, so v is also an eigenvalue of D. This implies that µ − λ = d i for i = 1 or 2, and hence the set V ′ = {u : v u = 0} lies entirely in the corresponding V i . But if u ∈ V ′ then (Av) u = 0, as all of the neighbors of u belong to the other partition class and hence are given 0 weight in v. Since v u = 0 and λv u = (Av)u = 0, we must have λ = 0, contradicting the assumption that this is not the case.
= m and let q 1 , q 2 be the two roots of the equation
Proof. Note first that since λ 2 = 0 and G is bipartite, m is even and m/2 is an integer. Moreover, dim
by a dimensionality argument, but this can't happen by Lemma 2.3 and from the assumption that λ = 0. We conclude that dim E qi (Q) ≤ m/2, and since dim
Proof. Let Z 1 denote the set of null-vectors of A whose non-zero coordinates lie entirely in V 1 , and similarly define Z 2 . It is not difficult to see that
, it follows from Corollary 2.2 that
and this implies that Z i = E di (Q). Thus it will be sufficient to prove that dim
Let M be the n 1 × n 2 sub-matrix of A whose rows are indexed by V 1 and whose columns are indexed by V 2 . Let r be the rank of this matrix. Then the null-space of M has dimension n 2 − r. Moreover if v ∈ Z 2 , one can construct a vector v ′ in the null space of M by setting v ′ u = v u . It isn't difficult to see that the correspondence between v and v ′ is a bijection between vectors of Z 2 and null-vectors of M , and moreover this mapping implies that dim Z 2 = n 2 − r. The same argument on M T shows that dim Z 1 = n 1 − r, and hence that dim Z 1 − dim Z 2 = n 1 − n 2 , proving the statement.
Proof of Theorem 1.1. The characteristic polynomial of Q is the monic polynomial whose roots are the eigenvalues of Q with corresponding multiplicity. For each positive eigenvalue λ of A, the two roots of (x − d 1 )(x − d 2 ) − λ 2 will be eigenvalues of Q by Lemma 2.4. Note that this will account for all of the eigenvalues of Q except for the eigenvalues d 1 and d 2 . Also note that all of the positive eigenvalues of A are included in the n 2 largest eigenvalues of A because G is bipartite.
If A has n 2 − k positive eigenvalues, then it must have n 1 − n 2 + 2k eigenvalues equal to 0, meaning Q has d 1 as an eigenvalue with multiplicity n 1 − n 2 + k and d 2 with multiplicity k by Lemma 2.5. Thus if λ 1 , . . . , λ n2 are the n 2 largest eigenvalues of A, the eigenvalues of Q agree with the roots of
We lastly note the following fact stated in [3] : if G is a connected (
will be the largest eigenvalue of A, and the two roots
Thus to get the exact form as written in Theorem 1.1 we simply pull out the factor (
Spanning Trees
We provide an application of Theorem 1.1, namely that of counting spanning trees of biregular graphs. Our main tool will be the Matrix-Tree theorem, a proof of which can be found in [6].
Theorem 3.1 (Matrix-Tree theorem). Let µ 1 = 0, µ 2 , . . . , µ n denote the eigenvalues of the Laplacian matrix L of G. The number of spanning trees of G is equal to
If G is bipartite then Q and L will have the same spectrum (see Proposition 1.3.10 of [1] ). Thus if we can compute the eigenvalues of A when G is biregular, we can use our previous results to obtain the eigenvalues of Q, and hence of L, in order to compute the number of spanning trees of G by the Matrix-Tree theorem.
2 )-biregular graph with |V i |= n i , n 1 ≥ n 2 , and λ 1 , . . . , λ n2 are the largest eigenvalues of A, then the number of spanning trees of G will be
Proof. By the Matrix-Tree theorem, the number of spanning trees of G will be equal to the product of the n − 1 largest eigenvalues of L divided by n 1 + n 2 . Since G is bipartite, this is equivalent to taking the product of the eigenvalues of Q after ignoring a 0 eigenvalue and dividing by n 1 + n 2 , and this will simply be
evaluated at x = 0. By using this and Theorem 1.1, one arrives at the desired result.
Let C n denote the n-cube, i.e. the graph whose vertices are n-length bit strings and two strings are adjacent if their hamming distance is 1. Define C n,k to be the subgraph of C n induced by all vertices of C n that have either k − 1 or k 1's. Theorem 3.3. The number of spanning trees of C n,k when k ≤ n/2 is
, and we have |V 1 |≥ |V 2 | since k ≤ n/2. It was proven in Theorem 2.12 of [5] that the squares of the |V 2 | largest eigenvalues of the adjacency matrix of C n,k are i(n − 2k + i + 1) for 1 ≤ i ≤ k, each having multiplicity n k−i − n k−i−1 . The result follows after applying Theorem 3.2 and observing that
More generally, let C n (q) be the lattice of subspaces of an n-dimensional vector space over the finite field F q . Let C n,k (q) denote the graph whose vertices are the elements of C n (q) of dimensions k and k − 1 with two vertices being adjacent if one is a subspace of the other (thus this is the Hasse graph of C n (q) induced by the elements of rank k and k − 1). Let
.
, and |V 1 |≥ |V 2 |. It was proven in Theorem 2.12 of [5] that the squares of the |V 2 | largest eigenvalues of the adjacency matrix of C n,k (q) are, for 1 ≤ i ≤ k,
each with multiplicity
. We wish to put these expressions into a closed form.
We have
so it will be sufficient to find closed forms for the sums
The first sum can be written as
For the second sum,
Thus in total the squares of the eigenvalues are of the form
and plugging this into Theorem 3.2 gives the desired result.
Relations Involving A, Q, and L
When G is biregular, we proved that there exists a relation of the form A r = f (Q) that allows us to translate between eigenvalues of A and eigenvalues of Q, and if G is d-regular, the relation A = Q − dI gives an analogous result. One might hope that there exists some notion of "tripartite" graphs for which a similar result holds. However, it turns out that the only graphs that can satisfy A r = f (Q) are the regular and biregular graphs.
The general idea in proving that X r = f (Y ) implies that the underlying graph G has a certain property P is as follows. We first show that if X and Y share a certain eigenvector v, then G must have property P . We then use the following three lemmas to show that if X r = f (Y ), then X and Y both have v as an eigenvector. We note that Q, L, and L have nonnegative spectrum (see [2] , for example), and that A's spectrum is real, so A 2 has nonnegative spectrum.
Lemma 4.1. Let X be a diagonalizable matrix with nonnegative spectrum (such as
for all eigenvalues µ of X r . As µ i ≥ 0 for all i by assumption, we must have E µ (X r ) = E µ 1/r (X) for all eigenvalues of X r . Thus any eigenvector of X r is also an eigenvector of X. But if v is an eigenvector of Y with eignevalue λ, then
Thus v is an eigenvector of X r , and hence of X. Lemma 4.2. Let X, Y be diagonalizable matrices such that X r = f (Y ), and assume that there exists a µ such that E µ (X) = E µ r (X r ) with dim E µ (X) = 1. If v ∈ E µ (X), then v is an eigenvector of Y .
Proof. Let V ′ = {v 1 , . . . , v n } be a basis of eigenvectors of Y . This will also be a basis of eigenvectors of X r , so there exists a vector
Since dim E µ (X) = 1, we conclude that v i is a scaler multiple of v, and hence v is also an eigenvector of Y .
One can strengthen the previous lemma if both matrices have nonnegative spectrum.
Lemma 4.3. Let X, Y be diagonalizable matrices with nonnegative spectrum and assume that there exists a µ such that dim E µ (X) = 1 with v ∈ E µ (X). If either
, then v will be an eigenvector of Y .
Proof. The case X r = f (Y ) follows from Lemma 4.2 after one notes that E µ r (X r ) = E µ (X) because the spectrum of X is nonnegative. The case Y r = f (X) follows from Lemma 4.1 because Y has nonnegative spectrum.
We recall the Perron-Frobenius theorem. If G is connected (which we always assume to be the case), then Theorem 4.4 applies to A and Q.
It turns out that the key lemmas needed to prove necessary conditions for A r = f (Q) are the same lemmas needed to prove necessary conditions for X r = f (Y ) when X and Y are any two matrices of A, Q, and L, so we shall generalize our notation to deal with all of these cases at the same time.
To this end, we will say that (N, P ) is a Laplacian pair if N is a nonnegative irreducible diagonalizable matrix, P is a diagonalizable matrix with nonnegative spectrum, and N +aP = bD for some a, b ∈ R\{0}. We note that (A, Q), (A, L) and (Q, L) are all Laplacian pairs, since we have
Given a Laplacian pair (N, P ), we will let Λ refer to the largest eigenvalue of N andṽ will refer to its corresponding positive eigenvector as is guaranteed by the Perron-Frobenius theorem.
Lemma 4.5. Let (N, P ) be a Laplacian pair. Ifṽ is also an eigenvector of P , then G is regular.
Proof. Assume that Pṽ = µṽ for some µ. Then bDṽ = (aP + N )ṽ = (aµ + Λ)ṽ, soṽ is also an eigenvector of D. But the only way forṽ to be an eigenvector of D is if each of its non-zero coordinates have the same degree in G, and since every coordinate ofṽ is non-zero, this implies that G is regular. Proof. If P r = f (N ), thenṽ will be an eigenvector of P by Lemma 4.2 (asṽ ∈ E Λ (N ), dim E Λ (N ) = 1, and P has nonnegative spectrum by definition of (N, P ) being a Laplacian pair). G being regular then follows from Lemma 4.5.
Corollary 4.7. If G is connected and We now focus on Laplacian pairs with N = A. Lemma 4.9. If (A, P ) is a Laplacian pair and A r = f (P ) with either r odd or G not bipartite, then G is regular.
Proof. Since A has real spectrum it will always be the case that E µ (A r ) = E µ 1/r (A) if r is odd, and E µ (A r ) = E µ 1/r (A) ⊕ E −µ 1/r (A) if r is even. If r is odd, then in particular we have E Λ (A) = E Λ r (A r ). If G is not bipartite then −Λ is not an eigenvalue of A (see Proposition 3.4.1 of [1] ), and hence for all r we have E Λ (A) = E Λ (A) ⊕ E −Λ (A) = E Λ r (A r ). As dim E Λ (A) = 1 withṽ ∈ E Λ (A), we conclude in either case thatṽ is an eigenvector of P by Lemma 4.2, so G must be regular by Lemma 4.5. Proof.
as every vertex that v can reach in two steps belongs to the same partition class as v. Thus 1 ′ will be an eigenvector of A 2 iff u∈V (G) m 2 (u, v) is equal to the same value for all v, and it is clear that this is also an equivalent condition for 1 being an eigenvector of A 2 . We note that
as every walk of length two starting from v is characterized by walking along an edge to some u and then taking one of the d u edges connected to u. Thus 1 ′ or 1 is an eigenvector of A 2 iff uv∈E(G) d u is the same value for all v. Assume that there exists a λ such that λ = uv∈E d u for all v. Let v be a vertex with minimum degree d, and let v ′ be a vertex with maximum degree D. Then
where the first inequality follows from the fact that each of the d terms in the sum can have value at most D, and the second from the fact that each of the D terms in the sum have value at least d. Since both sides of the inequality are equal, both inequalities must in fact be equalities. We conclude that if a vertex in G has degree d then all of its neighbors have degree D, and conversely if a vertex in G has degree D then all of its neighbors will have degree d. Since G is assumed to be connected, it follows that all vertices must have degree d or D. Moreover, all the vertices of V 1 have the same degree, and similarly all the vertices of V 2 have the same degree. Thus G is biregular.
Theorem 4.11. If G is connected and
Proof. Let P stand for either Q or L, and assume that A r = f (P ). If r is odd or G is not bipartite, then G must be regular by Lemma 4.9, so we will assume that G is bipartite and r = 2k for some k. In this case we have (A 2 ) k = f (P ), so by Lemma 4.1 any eigenvector of P will also be an eigenvector of A 2 . If P = Q and if G is bipartite, then it is easy to see that 1 ′ will be an eigenvector of P , and hence of A 2 . If P = L, then 1 is an eigenvector of P and hence of A 2 . In either case we conclude that G is biregular by Lemma 4.10.
Relations Involving L

From the definition of L it is immediate that if
A, so when G is regular or biregular it is possible to have A r = f (L) and L r = f (A).
We note the following (see [2] Proof. 
since the first sum has d terms that each have value at most √ D and the second has D terms that each have value at least √ d. Thus every inequality must be an equality, and in particular this implies that d = D, so G is regular.
, and that 1 is an eigenvector of L only if this value is equal to the same value λ for all v. Assume this is true and let v be a vertex of maximum degree D. We then have that
since the sum is minimized when each of the terms is equal to 1/ √ D. But λ ≥ 0 (because the spectrum of L is nonnegative), so this inequality must be an equality. This implies that every vertex of maximum degree is adjacent only to vertices of maximum degree, and since G is connected, we conclude that G is regular of degree D.
Proof. Either case implies that D 1/2 1 is an eigenvector of Q by Lemma 4.3, and this implies that G is regular by Lemma 5.3.
Proof. Either case implies that 1 is an eigenvector of L by Lemma 4.3, and this implies that G is regular by Lemma 5.4.
Of relations involving the four matrices A, Q, L, and L, the only remaining case is A r = f (L). Unfortunately, we do not have a complete characterization for this case, though experimental data suggests the following conjecture.
Conjecture 5.7. If G is connected and A r = f (L) for some polynomial f and r > 0, then G is regular or biregular.
We present some partial results related to this conjecture.
, and hence of A r , and hence of A, implying that G is regular or biregular by Lemma 5.1.
We note the following conjecture, which again experimental data suggests is true. Proof. The case of Conjecture 5.7 when r is odd is proved in Proposition 5.8. If r is even then we have (A 2 ) k = f (L), so D 1/2 1 will be an eigenvector of A 2 by Lemma 4.1. Conjecture 5.9 being true then implies that G is regular or biregular as desired.
General Polynomial Relations
A more general question one can ask is about the existence of nontrivial polynomials f and g such that f (X) = g(Y ) for X, Y matrices of a graph G. By nontrivial we mean that f and g are not of the form f = up + c, g = vq + c where p, q are the minimal polynomials of X and Y respectively, c is a constant, and u, v are arbitrary polynomials. When this occurs we have the following correspondence between eigenvalues of X and eigenvalues of Y .
Proposition 6.1. Let X and Y be diagonalizable matrices with f (X) = g(Y ) for polynomials f and g. If λ 1 , . . . , λ n are the eigenvalues of X and µ 1 , . . . , µ n are the eigenvalues of Y , then {f (λ 1 ), . . . , f (λ n )} = {g(µ 1 ), . . . , g(µ n )}.
Note that this result holds even if f and g are trivial, but the conclusion isn't particularly interesting.
, so Z will have eigenvalues {f (λ 1 ), . . . , f (λ n )}. A symmetric argument shows that Z will have eigenvalues {g(µ 1 ), . . . , g(µ n )}, so these sets must be equal.
For example, if P 4 denotes the path on 4 vertices then one can compute that
One can also compute that the eigenvalues of A are
, and that the eigenvalues of Q are 2
which agrees with Proposition 6.1.
On the other hand, if G denotes the graph which has the following adjacency matrix, then one can prove that there exists no nontrivial relation f (A) = g(Q).
The idea of the proof is as follows. One observes that the minimal polynomial of A has degree 4, which implies that every power of A can be expressed as a polynomial of A that has degree at most 3. Thus if a nontrivial polynomial f exists such that f (A) = g(Q), it can be chosen to be of degree 3 or smaller. The minimal polynomial of Q is also of degree 4, so we again conclude that if g exists it can be chosen to have degree at most 3. In total, if f, g exist then one can express them as a linear combination of matrices from the set {I, A, A 2 , A 3 , Q, Q 2 , Q 3 }. However, one can verify that this collection of matrices (thought of as 5 2 -dimensional vectors) are linearly independent, so there exist no nontrivial polynomials such that f (A) = g(Q).
There does not seem to be an obvious characterization of graphs that satisfy f (X) = g(Y ), nor does there seem to be a characterization of what these polynomials f and g look like when this occurs, but we have not investigated this question very thoroughly. It also does not appear that one can refine Proposition 6.1 in such a way that, given the eigenvalues of X and the relation f (X) = g(Y ), one can compute the eigenvalues of Y in general, but there may exist special classes of relationships like X r = f (Y ) for which this refinement is possible. One direction for future study would be to answer questions of the following type: let P be a property that a graph can have (such as being (d 1 , d 2 )-biregular or being isomorphic to P n ) and two matrices of graphs X and Y . Can one give an explicit (nontrivial) relation f (X) = g(Y ) for all graphs satisfying P ? If so, can one use this explicit relation to directly relate the eigenvalues of X and Y for graphs satisfying P ? For example, we have the theorem that if G is (
). An example of another problem of this type is as follows:
Question 6.2. Are there (non-trivial) functions f n , g n such that f n (A) = g n (Q) when G = P n for all n? If so, can one give an explicit (nice) construction of such functions?
Another direction to explore would be to generalize results like Theorem 4.11, stating that the only graphs satisfying A r = f (Q) are those that are regular or biregular. One could instead ask the following question: given matrices of graphs X and Y and a family of ordered pairs of polynomials F = {(f, g)}, does there exist a (nice) property P such that the only graphs satisfying f (X) = g(Y ) for some (f, g) ∈ F are those satisfying P ? For example, we have the following result.
where f is a polynomial of degree at most 2 with nonnegative coefficients and g is an arbitrary polynomial, then G is regular or biregular. Moreover, if f can't be chosen to be f (x) = x 2 , then G is regular.
Proof. If these polynomials exist, choose them such that f is monic and has no constant term. Let c denote the constant term of We note that the assumption that f have nonnegative coefficients can not be relaxed. Indeed, let G ′ be defined by the adjacency matrix
One can check that in this case 3A 2 − 3A = −L 3 + 9L 2 − 20L + 12I. We have analogous results for the signless Laplacian.
where f is a polynomial of degree at most 2 with nonnegative coefficients and g is an arbitrary polynomial, then G is regular.
Proof. If these polynomials exist, choose them such that f is monic and has no constant term and let c denote the constant term of g. To proceed as in Proposition 6.3, we will need to understand how 1 interacts with Q and Q 2 . It is clear that (Q1) v = 2d v . For Q 2 we have
We know that (A 2 1) v = uv∈E(G) d u , and it isn't difficult to see that
Thus in total we have (
, and this implies that G is c/2-regular. If f (x) = x 2 + ax then we conclude that Q 2 1 + aQ1 = c1. By comparing the vth coordinates of both sides, we see that d 
so the inequalities must be equalities and we conclude that d = D, making G regular.
Again the condition that f have nonnegative coefficients can not be weakened.
While biregular graphs are the most obvious counterexample, they are not the only ones. For example, if we consider G ′ as defined in (1), then one can show that 3Q
2 − 21Q = −2L 3 + 15L 2 − 25L − 24I. One can also ask whether polynomials f and g exist such that f (X) = g(Y ) when X is a matrix associated to a graph G and Y is not. One such example is Y = J, the n × n matrix whose entries are all 1. Note that J has rank 1, so the only non-trivial polynomials of J are of the form cI + dJ with d = 0. Thus if f and g exist such that f (X) = g(J), one can always choose g(J) = J.
Lemma 6.5. If f (A) = J for some polynomial f (x), then G is regular and connected.
Note that all the matrices that we considered earlier had the property that X G = X G1 ⊕ X G2 whenever G was the disjoint union of the graphs G 1 and G 2 . This meant that the relation f (
This is not the case when considering J, so we emphasize here the fact that G must be connected.
Proof. Assume that such an f exists. If vertex i and vertex j belong to different components of G, then for all r, A r ij = 0, which implies that there exists no polynomial such that f (A) = J. It follows that G must be connected.
Ifṽ is the positive eigenvector of A guaranteed by the Perron-Frobenius theorem, then
soṽ is an eigenvector of J, but the only positive eigenvectors of J are scaler multiples of 1, soṽ = c1 for some c, which means G must be regular. Proof. By Lemma 6.5 we can assume that G is k-regular for some k. Let v be an eigenvector of A with eigenvalue λ = k. We have Jv = f (A)v = f (λ)v, so v is an eigenvector of J with eigenvalue f (λ). But v = c1 by assumption of λ = k, so it must be that v is a null-vector of J and f (λ) = 0. As every distinct eigenvalue of A not equal to k is a root of f , we conclude that f (x) | m ′ A (x). Theorem 6.7. A polynomial f (x) exists such that f (A) = J iff G is connected and regular. Moreover, if f is chosen to have minimum degree, then f (x) = cm ′ A (x) for some c = 0.
Proof. Lemma 6.5 gives the forward direction, so assume G is connected and kregular. This implies that the null-space of A − kI has dimension 1 and is spanned by 1. We also have (A − kI)m The r = 2 case corresponds to connected strongly regular graphs, which are usually defined combinatorially as is done so in [4] , for example. Given any connected strongly regular graph, one can derive an equation of the form cm ′ A (A) = dJ by having the coefficients of the polynomial be defined in terms of combinatorial parameters of the graph. It would be interesting to know if this process could be reversed in general. That is, can one always interpret the coefficients of the equation cm ′ A (A) = dJ in terms of certain parameters of the underlying graph, and can these parameters be used to give a combinatorial description of connected regular graphs with precisely r + 1 eigenvalues?
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