Abstract. Classification aims to discover a model from training data that can be used to predict the class of test instances. In this paper, we propose the use of jumping emerging patterns (JEPs) as the basis for a new classifier called the JEP-Classifier. Each JEP can capture some crucial difference between a pair of datasets. Then, aggregating all JEPs of large supports can produce a more potent classification power. Procedurally, the JEP-Classifier learns the pair-wise features (sets of JEPs) contained in the training data, and uses the collective impacts contributed by the most expressive pair-wise features to determine the class labels of the test data. Using only the most expressive JEPs in the JEP-Classifier strengthens its resistance to noise in the training data, and reduces its complexity (as there are usually a very large number of JEPs). We use two algorithms for constructing the JEP-Classifier which are both scalable and efficient. These algorithms make use of the border representation to efficiently store and manipulate JEPs. We also present experimental results which show that the JEP-Classifier achieves much higher testing accuracies than the association-based classifier of (Liu et al, 1998) , which was reported to outperform C4.5 in general.
Introduction
Classification is an important problem in the fields of data mining and machine learning. In general, classification aims to classify unseen (testing) instances, based on knowledge learned from a set of training data. In this paper, we propose a new classifier, called the JEP-Classifier, which exploits the discriminating power of jumping emerging patterns (JEPs) . JEPs are a special type of EP (also a special type of discriminant rule; Han and Fu, 1996) , defined as the itemsets whose supports increase abruptly from zero in one dataset, to non-zero in another dataset -the ratio of support-increase being ∞. The JEP-Classifier uses JEPs exclusively, and is distinct from the CAEP classifier , which mainly uses EPs with finite support-increase ratios.
The exclusive use of JEPs in the JEP-Classifier is motivated by our belief that JEPs represent knowledge which discriminates between different classes more strongly than any other types of EP. Consider, for example, the mushroom dataset, one of the benchmark datasets in the UCI Machine Learning Repository (Blake and Murphy, 1998) . The itemset {Odor = foul} is a JEP, whose support increases from 0% in the edible class to 55% in the poisonous class. If a test instance contains this particular pattern, then we can claim with a very high degree of certainty that this instance belongs to the poisonous class, and not to the edible class. In contrast, other types of pattern do not support such strong claims. Experimental results show that the JEP-Classifier indeed gives much higher prediction accuracy than previously published classifiers. Table 1) .
Question: Which class should the test instance {a, b, c} be classified as? Answer: Class 2. Rationale: The test instance {a, b, c} contains the JEP {a, b} from D 1 to D 2 , whose support in D 2 is 50%. Furthermore, the remaining proper subsets of {a, b, c} -namely, ∅, {a}, {b}, {c}, {a, c}, and {b, c} -appear in both classes of data with the same frequencies. These facts give us a high confidence that the test instance should be classified as Class 2.
In general, a test instance T may contain several JEPs, and these patterns can favor different classes. Consider again the datasets in Table 1 , this time with the test instance T = {a, b, e}. The instance T contains the following JEPs:
-the subsets {b, e} and {a, e}, in favor of Class 1 with supports in D 1 of, respectively, 50% and 25%; -the subset {a, b} in favor of Class 2, with a support in D 2 of 50%.
We let all three JEPs contribute an impact equal to its support in its favored class -the final decision is reached using the collective impact, obtained as the sum of the impacts of the individual JEPs, and choosing the class with the largest collective impact as the class of the test instance. It follows that the instance {a, b, e} should be classified as Class 1, since the collective impact in favor of Class 1 (50% + 25% = 75%) is larger than that of Class 2 (50%). This aggregation of the supports of JEPs is at the core of the JEP-Classifier for its superior classification accuracy.
There can be a large (e.g., 10 8 ) number of JEPs in dense and high-dimensional datasets of a typical classification problem. Obviously, naive approaches to discovering all JEPs and calculating their collective impacts are too time consuming. For the JEP-Classifier, we utilize two border-based algorithms Li et al, 2000) to efficiently discover concise border representations of all JEPs from training data. The use of the border representation simplifies the identification of the most expressive JEPs. Intuitively, the most expressive JEPs are those JEPs with large support, which can be imagined as being at the 'frontier' of the set of JEPs. Itemsets which are proper subsets of the boundary itemsets are not JEPs, while itemsets which are proper supersets of the boundary itemsets must have supports not larger than the largest support of the boundary itemsets. These boundary JEPs represent the essence of the discriminating knowledge in the training dataset. The use of the most expressive JEPs strengthens the JEP-Classifier's resistance to noise in the training data, and can greatly reduce its overall complexity. Borders are reviewed and formally defined in Section 3.
Example 1 above deals with a simple database containing only two classes of data. To handle the general cases where the database contains more classes, we introduce the concept of pair-wise features, which describes a collection of the discriminating knowledge of ordered pairs of classes of data. Using the same idea for dealing with two classes of data, the JEP-Classifier uses the collective impact contributed by the most expressive pair-wise features to predict the labels of more than two classes of data.
Our experimental results (detailed in Section 5) show that the JEP-Classifier can achieve much higher testing accuracy than previously published classifiers, such as the classifier proposed in Liu et al (1998) , which generally outperforms C4.5, and the classifier in . In summary, the JEP-Classifier has superior performance because:
1. each individual JEP has a sharp discriminating power; and 2. identifying the most expressive JEPs and aggregating their discriminating power leads to a very strong classifying ability.
One interesting property of the JEP-Classifier is that it can reach 100% accuracy on any training data. (However, unlike many classifiers, this does not cause the usual overfitting problems.) The JEP-Classifier can also well deal with missing attribute values by simply translating all missing values of an attribute into a distinct item. However, in the decision tree-based classifiers, how to estimate missing values is a problem. The remainder of this paper is organized as follows. In Section 2, we present an overall description of the JEP-Classifier (the learning phase and the classification procedure), and formally define its associated concepts. In Section 3, we present two algorithms for discovering the JEPs in a training dataset: one using a seminaive approach, and the other using a border-based approach. These algorithms are complementary, each being useful for certain types of training data. In Section 4, we present a process for selecting the most expressive JEPs, which efficiently reduces the complexity of the JEP-Classifier. In Section 5, we show some experimental results using a number of databases from the UCI Machine Learning Repository (Blake and Murphy, 1998) . In Section 6, we outline several previously published classifiers, and compare them to the JEP-Classifier. Finally, in Section 7, we conclude this paper.
The JEP-Classifier
The framework discussed here assumes that the training database D is a normal relational table, consisting of N instances defined by m distinct attributes. An attribute may take discrete values (e.g., the attribute Color) or numeric values (e.g., the attribute Salary). There are q known classes, namely Class 1, . . ., Class q; the N instances have been partitioned into q sets, D 1 , D 2 , . . . , D q , according to their classes.
To encode D as a binary database, the discrete attribute values are mapped to items using bijections. For example, two discrete attribute values, red and yellow , of Color, are mapped to two items: (Color = red) and (Color = yellow). For a numeric attribute, its value range is first discretized into intervals, and then the intervals are mapped to items using an approach similar to that for discrete attributes. In this work, the values of numeric attributes in the training data are discretized into 10 intervals with the same length, using the so-called equallength-bin method. Also, we use the MLC++ techniques (Kohavi et al, 1994) to discretize data in some cases where the equal-length-bin method makes the training data very inconsistent or makes the JEP-Classifier slow.
Let I denote the set of all items in the encoding. An itemset X is defined as a subset of I. The support of an itemset X over a dataset D is the fraction of instances in D that contain X, and is denoted supp D (X).
The most frequently used notion, JEPs, is defined as follows: They are named jumping emerging patterns (JEPs), because the support of JEPs grows sharply from zero in one dataset to non-zero in another dataset.
To handle the general case where the training dataset contains more than two classes, we introduce the concept of pair-wise features. {a, e}, {b, e}, {a, c, e}, {a, d, e}, {b, c, e}, {b, d, e}, {c, d, e}, {a, c, d, e}, {b, c, d, e}. Note that we do not enumerate all these JEPs individually in our algorithms. Instead, we use borders to represent them concisely. Also, the border representation mechanism facilitates the simple selection of the most expressive JEPs. The concept of border was proposed in to succinctly represent a large collection of sets. (It is reviewed later in Section 3.) Continuing with the above example, the JEPs from D 1 to D 2 can be represented by the border of <{{a, b}}, {{a, b, c, d}}>. Its left bound is {{a, b}}, and its right bound is {{a, b, c, d}}. This border represents all the sets that are supersets of some itemset in its left bound, and are subsets of some itemset in its right bound. Obviously, {a, b}, the itemset in the left bound, has the largest support among all itemsets covered by the border. Similarly, the JEPs from D 2 to D 1 can be represented by the border of <{{a, e}, {b, e}, {c, d, e}}, {{a, c, d, e}}>. (Details about how the borders are derived are given in Section 3.) Therefore, the most expressive JEPs in D 1 and D 2 are the JEPs in the set {{a, b}, {a, e}, {b, e}, {c, d, e}}, the union of the left bounds of the above two borders. Observe that the number of the most expressive JEPs is much smaller than the number of all JEPs.
In the JEP-Classifier, the most expressive JEPs play a central role. To classify a test instance T , we evaluate the collective impact of only the most expressive JEPs that are subsets of T . The classification procedure of the JEP-Classifier for a given test instance is a simple process as follows. Given a test instance T , the q collective impacts respectively in favor of the q classes are first computed. Then, the JEP-Classifier determines the class label as the class where T obtains the largest collective impact. When a tie occurs (i.e., the collective impacts obtained are equal), we can use popularities to break the tie. Figure 1 depicts how the JEP-Classifier is built from the training data, and how it is then used to classify testing data, for the case when a database contains three classes of data. In this figure, JEP(1+2, 3) represents the JEPs from D 1 ∪D 2 to D 3 , and similarly for JEP(1 + 3, 2) and for JEP(2 + 3, 1). The Horizon-Miner and jepProducer (Li et al, 2000) algorithms, used to extract the pair-wise features from the training dataset, are outlined in Section 3. Determining the most expressive JEPs is discussed in Section 4.
Discovering the Pair-wise Features
As the pair-wise features in D are defined as the JEPs over q pairs of datasets, we only need to consider how to discover the JEPs over one pair of datasets. Without loss of generality, suppose dataset D consists of only two classes of data D 1 and D 2 , then the pair-wise features in D are the JEPs from D 1 to D 2 and the JEPs from D 2 to D 1 . Now, we consider how to discover the JEPs from D 1 to D 2 .
The most naive way to find the JEPs from D 1 to D 2 is to check the frequencies, in D 1 and D 2 , of all itemsets. This is clearly too expensive to be feasible. The problem of efficiently mining JEPs from dense and high-dimensional datasets is well solved in and Li et al (2000) . The high efficiency of these algorithms is a consequence of their novel use of borders (Dong and JEP(1 + 3, 2) JEP(2 + 3, 1)
The Most Expressive JEPs
By jepProducer or naive algorithms (after Horizon-Miner) Fig. 1 . JEP-Classifier working on a database with three classes of data. . In the following subsections we describe two approaches to discovering JEPs. The first approach is a semi-naive algorithm which makes limited use of borders, while the second approach uses an efficient border-based algorithm called jepProducer (Li et al, 2000) .
Borders, Horizontal Borders, and Horizon-Miner
A border is a structure used to succinctly represent certain large collections of sets.
Definition 4. A border is an ordered pair <L, R> such that each of L and R is an antichain 1 collection of sets, each element of L is a subset of some element in R, and each element of R is a superset of some element in L; L is the left bound of the border, and R is its right bound.
The collection of sets represented by <L, R> (also called the set interval of
We say that [L, R] has <L, R> as its border, and that each X ∈ [L, R] is covered by <L, R>. Definition 5. Li et al, 2000) The horizontal border of a dataset is the border <{∅}, R> that represents all non-zero support itemsets in the dataset.
The Horizon-Miner algorithm is proposed to discover the horizontal border of a dataset. The basic idea of this algorithm is to select the maximum itemsets from all instances in D. (An itemset is maximal in the collection C of itemsets if it has no proper superset in C.)
Horizon-Miner(dataset D)
;; return the horizontal border of D (1) RightBound ← {T 1 };
;;T 1 is the first instance in D (2) for i from 2 to N; ;;N is the total number of instances in D (3) if T i is not a subset of any itemset in RightBound then (4) add T i to RightBound; (5) remove those itemsets from RightBound which are proper subsets of T i ; (6) return <{∅}, RightBound>;
In the worst case, where {T 1 , T 2 , . . . , T n } is an anti-chain, Horizon-Miner needs
set-containment checks; so the worst case complexity of Horizon-Miner is O (N(N − 1) ), where N is the number of instances in D.
Interestingly, if we do know that all T i 's have the same arity and no duplicate exists in D, then the horizontal border of D is simply <{∅}, {T 1 , T 2 , . . . , T n }>. This situation almost always happens in practice, e.g. all datasets in the UCI Machine Learning Repository are like this. In this situation, we do not need to use Horizon-Miner, and so we can avoid the scan of the dataset and avoid the set-containment checks.
On the other hand, Horizon-Miner has a remarkable compression effect on the market basket type of transaction databases. This is because set-containment happens very frequently between pairs of transactions in such datasets. Table 1 is <{∅}, {{a, c, d, e}, {b, c, d, e}}>. 
The Semi-Naive Approach to Discovering JEPs
The semi-naive algorithm for discovering the JEPs from D 1 to D 2 consists of the following two steps: (i) Use Horizon-Miner to discover the horizontal border of D 2 ; (ii) Scan D 1 to check the supports of all itemsets covered by the horizontal border of D 2 ; the JEPs are those itemsets with zero support in D 1 . The pruned SE-tree can be used in this process to irredundantly and completely enumerate the itemsets represented by the horizontal border.
The semi-naive algorithm is fast on small databases. However, on large databases, a huge number of itemsets with non-zero support make the semi-naive algorithm too slow to be practical. With this in mind, in the next subsection we describe a method which is more efficient when dealing with large databases.
Border-Based Algorithm to Discover JEPs
In our past work (Li et al, 2000) , we proposed the concept of the space of jumping emerging patterns (or JEP space for short), looking at all individual JEPs as a whole, with respect to a set of positive and negative instances. The concept of JEP spaces is a generalization of the landmark concept of version spaces (Mitchell, 1982) . We proved that JEP spaces satisfy the property of convexity (Li et al, 2000) . This means that JEP spaces are bounded and can be concisely represented by two bounds: left bound and right bound, consisting respectively of the most general JEPs and of the most specific JEPs. (An itemset X is said to be more general than another itemset Y if X ⊂ Y ; it is also said that Y is more specific than X.) The two bounds construct our borders. An algorithm, called jepProducer, has been proposed (Li et al, 2000) to derive the border representation of JEP spaces. We review the jepProducer algorithm as follows.
Given D 1 and D 2 , the input of the jepProducer algorithm are two horizontal borders: one from D 1 , denoted <{∅}, R 1 >, and the other from D 2 , denoted <{∅}, R 2 >. The jepProducer algorithm manipulates the elements in R 1 and R 2 and produce a border <L, R> to represent the set difference [{∅},
, namely all the JEPs in D 2 . The high efficiency of the algorithm is due to the manipulation only on the boundary elements, the elements in R 1 and R 2 , rather than on all the elements covered by <{∅}, R 1 > and <{∅}, R 2 >. We give below a pseudo code implementation of jepProducer. The correctness of the algorithm can be found in and Li et al (2000) .
Suppose 
The subroutine Border-Diff was originally proposed in to discover the border of [{∅}, {U}] − [{∅}, R]. Observe that the right bound of the first border in this difference operation is a singleton set, containing only U. Border-Diff is optimized in this paper. 
Selecting the Most Expressive JEPs
We have given two algorithms to discover the pair-wise features from the training data D: the semi-naive algorithm is useful when D is small, while the jepProducer algorithm is useful when D is large. As seen in the previous section, the jepProducer algorithm outputs the JEPs represented by borders. These borders can represent very large collections of itemsets. However, only those itemsets with large support contribute significantly to the collective impact used to classify a test instance. By using only the most expressive JEPs in the JEP-Classifier, we can greatly reduce its complexity, and strengthen its resistance to noise in the training data.
Recall that JEP(D 1 , D 2 ) is represented by the border <L, R>. We believe that the itemsets in the left bounds, L, are the most expressive JEPs in the dataset. The reasons behind this selection include the following:
-By definition, the itemsets in the left bound of a border have the largest supports of all the itemsets covered by that border because the supersets of an itemset X have smaller supports than (or occasionally equal supports to) that of X. Then, the most expressive JEPs cover more instances (at least equal) of the training dataset than the other JEPs. 
Experimental Results
In this section we present the results of our experiments. We chose 29 databases from the UCI Machine Learning Repository (Blake and Murphy, 1998) for our experiments. These experiments were carried out on a 500 MHz Pentium III PC with 512 Mbytes of RAM. The accuracy was obtained using the methodology of 10-fold cross-validation.
The experiment's pre-processes are: (i) download original datasets, say D, from the UCI website; (ii) partition D into class datasets D 1 , D 2 , . . . , D q ; (iii) randomly shuffle D i , i = 1, . . . , q; (iv) for each D i , choose the first 10% instances as the testing data and the remaining 90% as the training data. Repeatedly, choose the second 10% as the testing data, and so forth; (v) if there exist continuous attributes, discretize them by our equal-length-bin method in the training datasets first, and then map the intervals to the testing data. This step is used to convert the original training and testing data into the standard binary transactional data. (These executable codes are available from the authors on request.) After pre-processing, we followed the steps illustrated in Fig. 1 1 to get the results . Alternatively, the MLC++ techniques (Kohavi et al, 1994) were also used to discretize continuous attributes in the glass, ionosphere, pima, sonar, and vehicle datasets. These testing accuracies are reported in Table 2 . The advantage of the MLC++ techniques is that they sometimes produce fewer numbers of intervals for continuous attribute values than our equal-length-bin method. This can then speed up the JEP-Classifier. However, the main disadvantage of the MLC++ technique is that it sometimes, for example in the liver dataset, produces many different instances with different labels in identical instances. Thus, the inherent discriminating patterns disappear. The issue of combining the two discretization techniques is one of our future research topics. Table 2 summarizes the results. In this table, the first column lists the name of each database, followed by the numbers of instances, attributes, and classes in column 2. The third column presents the error rate of the JEP-Classifier, calculated as the percentage of test instances incorrectly predicted. Similarly, columns 4 and 5 give the error rate of, respectively, the CBA (Classification Based on Associations) classifier in Liu et al (1998) and C4.5.
Accuracy of the JEP-Classifier
2 Column 6 gives the number of the most expressive JEPs used by the JEP-Classifier. The last column gives the number of CARs (Classification Association Rules) used in CBA.
These results raise several points of interest.
1. Our JEP-Classifier performed perfectly (98.5-100% testing accuracy) on some databases (nursery, mushroom, tic-tac-toe, soybean). 2. Among the 26 databases marked with * (indicating results of both CBA and C4.5 are available) in Table 2 , the JEP-Classifier outperforms both C4.5 and CBA on 16 datasets; CBA wins on 5; and C4.5 wins on 5 (in terms of the testing accuracies). 3. For the databases (with bold font), which have much larger data sizes than the remaining databases, the JEP-Classifier performs well. 4. For unbalanced datasets (having unbalanced numbers of instances for each class), the JEP-Classifier performs well. For example, the nursery dataset contains five classes and has respectively 4320, 2, 328, 4266, and 4044 instances in each class. Interestingly, we observed that the testing accuracy by the JEPClassifier was consistently around 100% for each class. For CBA, its support threshold was set as 1%. In this case, CBA would mis-classify all instances of class 2. The reason is that CBA cannot find the association rules in class 2.
Our experiments also indicate that the JEP-Classifier is fast and highly efficient.
-Building the classifiers took approximately 0.3 hours on average for the 29 cases considered here.
-For databases with a small number of items, such as the iris, labor, liver, soybean, and zoo databases, the JEP-Classifier completed both the learning and testing phases within a few seconds. For databases with a large number of items, such as the mushroom, sonar, german, nursery, and ionosphere databases, both phases required from 1 to 2 hours.
-In dense databases, the border representation reduced the total numbers of JEPs (by a factor of up to 10 8 or more) down to a relatively small number of border itemsets (approximately 10 3 ). 
Scalability of the JEP-Classifier
We also conducted experiments to investigate how the number of data instances affects the scalability of the JEP-Classifier. We selected 25%, 50%, 75%, and 90% instances from each original database to form four new databases. The jepProducer algorithm was then applied to the four databases to discover the borders of the JEPs. The resulting running-time shows a linear dependence on the number of data instances when the number of attributes is fixed. Figure 2 shows the running time in the mushroom and tic-tac-toe datasets.
Related Work
Extensive research on the problem of classification has produced a range of different types of classification algorithms, including nearest neighbor methods, decision tree induction, error back-propagation, reinforcement learning, and rule learning. Most classifiers previously published, especially those based on classification trees, e.g., C4.5 (Quinlan, 1993) , CART (Breiman et al, 1984) , arrive at a classification decision by making a sequence of micro decisions, where each micro decision is concerned with one attribute only. Our JEP-Classifier, together with the CAEP classifier and the CBA classifier (Liu et al, 1998) , adopts a new approach by testing groups of attributes in each micro decision. While CBA uses one group at a time, CAEP and the JEP-Classifier use the aggregation of many groups of attributes. Furthermore, CBA uses association rules as the basic knowledge of its classifier, CAEP uses emerging patterns (mostly with finite growth rates), and the JEP-Classifier uses jumping emerging patterns. While CAEP has some common merits with the JEP-Classifier, it differs from the JEP-Classifier in several ways:
1. Basic idea: The JEP-Classifier utilizes the JEPs of large supports (the most discriminating and expressive knowledge) to maximize its collective discriminating power when making decisions. CAEP uses the collective discriminating power of EPs with finite growth rates, and possibly some JEPs, in making decisions.
Concluding Remarks
In this paper, we have presented an important application of JEPs to the problem of classification. Using the border representation and border-based algorithms, the most expressive pair-wise features were efficiently discovered in the learning phase. The collective impact contributed by these pair-wise features were then used to classify test instances. The experimental results have shown that the JEP-Classifier generally achieves a higher predictive accuracy than previously published classifiers, including the classifier in Liu et al (1998) , and C4.5. This high accuracy results from the strong discriminating power of an individual JEP over a fraction of the data instances and the collective discriminating power by all the most expressive JEPs. Furthermore, our experimental results show that the JEP-Classifier scales well to large datasets. For future work, we plan to pursue several directions. (i) In this paper, the collective impact is measured by the sum of the supports of the most expressive JEPs. As alternatives, we are considering other aggregates, such as the squared sum, and adaptive methods, such as neural networks. (ii) In this paper, JEPs are represented by borders. In the worst case, the number of the JEPs in the left bound of a border can reach C m m/2 , where m is the number of attributes in the dataset. We are considering the discovery and use of only some of the itemsets in the left bound, to avoid this worst-case complexity. (iii) In discovering JEPs using the jepProducer algorithm, there are multiple uses of the Border-Diff subroutine. By parallelizing these multiple calls, we can make the learning phase of the JEP-Classifier even faster and more scalable.
