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Applications vers lespace projectif
Seddik Gmira
Nous allons expliquer le lien entre le faisceau des espaces vectoriels com-
plexes associé à un diviseur, les systèmes linéaires et les applications vers
un espace projectif. Cette théorie classique peut être reliée aux concepts
modernes dun bré de droites holomorphes [GH].
Historiquement, les courbes algébriques dans les espaces projectifs ont été
étudiées dun point de vue extrinsèque, i.e comme des sous-vriétés plongées.
De ce point de vue, il nest pas du tout clair si la même courbe intrinsèque est
présentée de deux manières di¤érentes. La perspective moderne consiste à
xer la courbe intrinsèque X, que nous considérerons comme une surface de
Riemann, puis à étudier ses diverses manifestations projectives. Le plonge-
ment de X dans lespace projectif Pn devient alors visible comme la famille
des diviseurs e¤ectifs - le système linéaire - provenant de lintersection de la
courbe X avec des hyperplans dans Pn.
1 Espaces projectifs
Soit V un espace vectoriel complexe de dimension n+1. Lespace des droites
forme lespace projectif
PV = (V   f0g) =C:
possède une structure dune variété complexe de dimension n. Les sous-
espaces S  V font apparaitre des plans PS  PV , quand S est de dimen-
sion 1, PS est une hypersurface. Lespace projectif dual PV  paramètre les
hyperplans dans PV , via la correspondance  2 V  7 ! ker () = S  V .
Nous pouvons aussi former lespace quotient W = V=S. Toute droite L
dans V qui nest pas entièrement contenue dans S se projette sur une droite
dans W . Donc nous obtenons une application naturelle
 : (PV   PS)  ! P (V=S)
Tous les automorphismes analytiques de lespace projectif proviennent
dautomorphismes linéaires de lespace vectoriel sous-jacent:
Aut (PV ) = GL (V ) =C = PGL (V ) :
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Nous posons Pn = PCn+1 avec des coordonnées homogènes [Z] = [Z0 : Z1 : :: : Zn].
Il satisfait
Aut (Pn) = PGLn+1 (C) :
Le cas n = 1 donne lidentication usuelle des automorphismes de bC = C[1
avec les transformations de Möbius.
Fibration de Hopf. Par identication de R2 à C, nous obtenons la
bration de Hopf
S2n+1
FH ! S2n+1
 # %
CPn
FH ((z; z0)) =
 
2zz0; jzj2   jz0j2, dont les bres sont des cercles S1. Lopération
(R; S3; ') est donnée par
' ((z; z0)) =
 
eitz; eitz0

La structure de lensemble des orbites est intéressante:
O ((z; z0)) =
 
eitz; eitz0

; : t 2 R	 u R=2Z
S3 = [
(z;z0)
O ((z; z0))
Ceci montre que lespace projectif est compact. En fait le quotient est homéo-
morphe à S2. La bration de Hopf est cette bration de S3 en cercles.
La suite exacte dhomotopie dun bré donne des informaions importantes
lorsquon lapplique à la bration de Hopf S3  ! S2. Daprès le théorème
de la suite exacte dune bration on a:
3
 
S1
  ! 3  S3  ! 3  S2  ! 2  S1
Comme S1 est contractile on a alors
3
 
S1

= 2
 
S1

= 0 et 3
 
S3

u 3
 
S2

Pour n = 1, on a 1 (S1) = Z daprès le théorème de Van-Kampen. Pour
n > 2, comme Sn est connexe, on applique le théorème de Hurwicz:
n (S
n) = Hn (S
n) u Z
3 (S
2) u Z.
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2 Vriétés projectives
Les zéros dun polynôme homogène f (Z) dénissent une hypersurface al-
gébrique V (f)  Pn. Une variété projective est le locus V (f1; ::; fp) de
polynômes homogènes fj obtenue comme une intersection des hyperplans:
V (f1; ::; fp) = \
j=1;::;p
V (fj)
Cartes a¢ nes. Le locus An = Pn   V (Z0) est isomorphe à Cn avec les
coordonnées (z0; :::; zn) = Z=Z0, tandis que V (Z0) est un hyperplan, nous
avons alors
Pn = Cn [ Pn 1
Par une permutation des coordonnées, on obtient un recouvrement de Pn
par n + 1 cartes. Il est facile de voir que les fonctions de transition sont
algébriques, ainsi lespace Pn est une variété analytique. Ces applications
a¢ nes montrent que, comme un espace topologique Pn est obtenu en ajoutant
une seule cellule dans chaque dimension paire 0, 1, .....,2n, et donc
H2k (Pn;Z) = Z pour k = 0; 1; :::; n
de plus

Pk

donne un générateur canonique en dimension 2k. les groupes
de cohomologie restant sont nuls.
Le degré dune sous-variété. Si Zk  Pn est une variété de dimension
k, Zk est un cycle topologique et son degré est déni par
Zk

= deg (Z) :

Pk
  H2k (Pn;Z)
Alternativement, deg
 
Zk

=
Pn k \ Z est le nombre dintersections avec un
sous-espace générique de dimension complémentaire. En particulier, si Z =
V (f) est une hypersurface et f est séparable (un produit des irréductibles
distintcs), alors
deg (Z) = deg (f)
Lespace des hypersurfaces. Lespace des polynômes homogènes de
degré d dans Pn est de dimension donnée par
dimPd
 
Cn+1

=

d+ n
n

Ainsi lespace des courbes de degré d dans P2 est lui même un espace pro-
jectif PN , avec N = d (d+ 3) =2. Par exemple, il y a un espace de coniques
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en 5 dimensions, un espace des cubiques de dimension 9 et un espace des
quartiques de dimension 14.
Fonctions (rationnelles) méromorphes sur Pn
Le rapport
F (Z) = f1 (Z) =f0 (Z) = [f0 (Z) : f1 (Z)]
de deux polynômes homogènes de même degré dénit une fonctionméro-
morphe
F : Pn  ! P1
Ses valeurs sont indéterminées sur la sous-variété V (f1; f2), de codimension
deux si f1 et f2 sont relativement premiers. Loin de cette sous-variété F (Z)
donne une application holomorphe vers P1. Le corps de toutes les fonctions
rationnelles est
K (Pn) u C (z1; ::::; zn)
Projectivation. Tout polynôme ordinaire p (zi) admet une version ho-
mogène unique P (Zi) dumême degré maximal, tel que p (zi) = P (1; z1; :::; zn).
Ainsi toute variété a¢ ne V (p1; :::; pm) a un aboutissement naturel
V (P1; :::; Pm)  Pm
Cette variété est lisse si elle lest dans chaque carte a¢ ne.
Exemples: Courbes dans P2
1. La courbe a¢ ne x2 y2 = 1 rencontre la droite à linni en deux points
correspondant à ses deux assymptotes; son homogénisation X2 Y 2 =
Z2 est lisse dans toute carte. En coordnnées (y; z) elle devient 1 y2 =
z2.
2. La courbe a¢ ne dénie par p (x; y) = y   x3 = 0 est lisse dans C2, son
homogénisation P (X; Y; Z) = Y Z2 X3 dénit la courbe z2 = x3 dans
la carte a¢ ne où Y 6= 0 qui est un cusp.
3 La normalisation des courbes singulières
Tout polynôme homogène irréductible f sur P2 détermine une surface de
Riemann X, avec une application générique injective
 : X  ! V (f)
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La surface X est appelée la normalisation dune courbe (singulière possible)
V (f). Pour construire X, on utilise la projection à partir dun point typique
P 2 P2   V (f) pour obtenir une application surjective  : V (f)  ! P1.
Posons C = fx 2 X : multp (f) > 1g, B = f (C). Après avoir supprimé
un ensemble ni du domaine y compris tous les points singuliers de V (f), on
obtient une surface de Riemann X = V (f)  C et un revêtement de degré
d
 : X  ! P1  B
Il y a une manière canonique de compléter X,  à une surface de Riemann
compacte X et un revêtement ramié  : X  ! P1. Il est alors facile de voir
que lisomorphisme
 : X  ! V (f)  C  P2
sétend à une application holomorphe dimage V (f).
Exepmles: cusps et noeuds
Le cubique cuspidal y2 = x3 est normalisé par  : P1  ! P2 donné par
 (t) = (t2; t3) :
Le cubique nodal y2 = x2 (1  x) est aussi intéressant. Lidée est de
projeter àpartir du noeud en (x; y) = (0; 0), en utilisant le parametre t = y=x.
Alors, on trouve
tx2 = x2 (1  x)
et donc (x; y) = (1  t2; t (1  t2)) donne une paramétrisation de cette courbe
[EKS].
4 Aplications vers Pn
Soit X une surface de Riemann compacte. En généralisant létude des fonc-
tions méromorphes f : X  ! P1, nous souhaitons décrire toutes les applica-
tions holomorphes
 : X  ! Pn
Il y a au moins deux façons dapprocher la description de : en utilisant
M (X) lespace des fonctions méromorphes sur X et Div (X) lensemble des
diviseurs sur X.
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Applications à partir des fonctions méromorphes. Soit S M (X)
un sous espace linéaire des fonctions méromorphes de dimension n + 1. On
a une application naturelle
 : X  ! PS
donnée par  (x) (f) = f (x). Concrétement, si on choisit une base pour S,
alors
 (x) = [f0 (x) : f1 (x) : :::: : fn (x)]
Le fonctionnel linéaire x 7 ! f (x) a un sens dans S pour presque tous les
points de X. les seuls problèmes potentiels viennent des zéros et des pôles.
On choisit simplement une coordonnée locale z prés de x avec z (x) = 0 et
on dénit
 (x) (f) = (zpf (z))jz=0
où p est choisi tel que toutes les valeurs sont nies et tel quau moins une
valeur est non nulle.
Notons que lapplication  est non dégénérée, puisque son image nest
contenue dans aucun hyperplan. Et notons aussi que si on remplace S par
fS, avec f 2 M (X), lapplication ne change pas. On peut donc toujour
normaliser pour que 1 2 S.
4.1 Diviseurs
Dénition 1 Soit X une surface de Riemann compacte. Le groupe des di-
viseurs Div (X) est le groupe abelien libre engendré par les points de X. Un
diviseur est une somme D =
P
aPP , où aP 2 Z, aP = 0 sauf pour un
nombre ni de P 2 X.
Un diviseur est e¤ectif si D  0, ce qui signie aP  0 pour tout P .
Tout diviseur peut être écrit dune manière unique comme une di¤érence de
diviseurs e¤ectifs, D = D+  D . Nous écrivons E  D si E  D  0. Le
degré dun diviseur, deg (D) =
P
aP dénit un homomorphisme
deg : Div (X)  ! Z
Nous notons par Div0 (X) le sous-groupe des diviseurs de degré zéro.
Le faisceau des diviseurs. Une section du quotient M=O sur un
ouvert U est donnée par un recouvrement Ui et des éléments fi 2 M (Ui)
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tel que fi=fj 2 O (Ui \ Uj) (holomorphe non nul). Notons que degP (fi)
donne la même valeur pour tout i avec P 2 Ui. On peut aussi denir un
faisceau par Div (U) = fPP aP :Pg où la somme est localement ni. Nous
avons alors un isomorphisme naturel des faisceaux
M=O u Div
qui envoie le diviseur (fi) vers son degré
P
degP (fi)
Diviseurs principaux. Le diviseur dune fonction méromorphe globale
f 2M (X) est dénie par
(f) =
X
P
ord (f; P ) :P
Les diviseurs qui surgissent de cette manière sont dits principaux. Notons
que
(fg) = (f) + (g) et deg ((f)) = 0,
Donc f dénit un homomorphisme
M (X)  ! Div0 (X)
Rappelons que le degré topologique de f : X  ! bC est donné par
deg
 
(f)+

, qui donne le nombre des zéros de f comptés avec multiplicité.
Lapplication (f)  ! Div (f) peut être considérée comme faisant partie de
la suite exacte longue associée à la suite exacte
0  ! O  !M  !M=O  ! 0
Zéros et pôles contraints. Nous considérons OD comme le faisceau
despaces vectoriels complexes donnés par des fonctions méromorphes f telles
que (f) +D  0
Si D   E = (f) est principal, nous disons que D et E sont linéairement
équivalents et lapplication h  ! hf donne un isomorphisme des faisceaux:
OD = OE+(f) u OE
puisque, (hf) + E = (h) + (f) + E = (h) +D.
Formes contraintes. On note par M1 (X) lespace vectoriel des 1-
formes méromorphes sur le corpsM (X). Le diviseur K = (!) dune 1-forme
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méromorphe non nulle est dénie comme pour une fonction méromorphe, en
termes de zéros et de pôles et de !.
Riemann-Roch géométrique. La solution du problème de Mittag-
Le­ er permet dobtenir une version géométrique et naturelle du théorème
de Riemann-Roch, sans la condition: D  0.
Théorème 2 h0 (D) = 1 g+degD+h0 (K  D), où h0 (D) = dimH0 (X;OD),
g est le genre de la surface X.
5 Systèmes linéaires de diviseurs
La collection des diviseurs e¤ectifs E, linéairement équivalents àD est appelé
le système linéaire complet, déterminé parD et noté jDj. Ce sont exactement
les diviseurs de la forme E = (f)+D, où f 2 H0 (X;OD). Le diviseur dépend
seulement de la droite déterminée par f . On a alos une bijection naturelle
jDj u POD (X)
En particulier,
dim jDj = h0 (D)  1
Techniquement, jDj est un sous ensemble de lespace D (X). Les diviseurs
équivalents déterminent le même système linéaire,i.e.
jEj = jDj  Div+d (X)
Nous soulignons que tous les diviseurs dans jDj sont e¤ectifs et de même
degré. Un syetème linéaire général est simplement un sous espace L u Pr 
jDj. Il correspond à un sous espace S  H0 (X;OD).
Base locus et système linéaire géométrique. Le lieu de base dun
système linéaire géométrique est le plus large diviseur B  0 tel que E  B
pour tout E 2 L. Un système linéaire est un point de base libre si B = 0.
SoitX une courbe lisse non dégénérée, H un hyperplan. AlorsD = X\H
est un diviseur e¤ectif appelé section hyperplane. De tels diviseurs de ce genre
sont linéairement équivalents, puisque H1   H2 = (f) où f : Pn  ! P1 est
une application rationnelle de degré un (une section des formes linéaires),
et fjX méromorphe. Ainsi lensemble des sections hyperplanes détermine un
système linéaire L  jDj de point de base libre puisque pour tout P 2 X il
y a un hyperplan H disjoint de P .
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Dautre part, si on prend seulement ces hyperplans passant par un point
P 2 X, on obtient un plus petit système linéaire dont le lieu de base est P
lui-même.
6 Di¤érentes perspectives sur les applications
vers lespace projectif
Proposition 3 Les données suivantes sont en bijection à équivalence près:
1. Applications holomorphes non dégénérées  : X  ! Pn de degré d, à
un automorphisme près de Aut (Pn).
2. Sous éspaces S M (X) de dimension n + 1 avec deg (f=g) = d pour
f , g 2 S; à une application S  ! fS près.
3. Systèmes linéaires L  Div (X) de degré d, de dimension n et de point
de base libre.
Preuve. 1) =) 2). Soit S engendré par les fonctions meromorphes fi =
Zi=Z0 restreintes à X. Notons que f=g est la projection de  (X) à P1 dun
espace Pn 2 qui aura le degré d tant que le Pn 2 est disjoint de (X).
1) =) 3) Soit D = X \H et L  jDj la collection de toutes les sections
dhyperplans.
2) =) 1) Nous avons vu que S détermine canoniquement une application
vers PS: ( : X  ! PS) et il est clair, que fS determine une application
équivalente.
2) =) 3) Soit D le plus petit diviseur tel que D + (f) est e¤ectif pour
tout f 2 S non nul. Concrèrtement, on a D (x) =   infS ordf (x) . Ensuite,
nous considérons le système linéaire des diviseurs de la forme E = (f) + D,
f 2 S.
3) =) 2) Pour un diviseur D 2 L, nous posons
S = ff : (f) = E  D; E 2 Lg
3) =) 1) Pour chaque x 2 X on obtient un hyperplan dans L, en con-
sidérant lensemble de E contenant x. Cela donne une application naturelle
X  ! Pn u L.
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Plongement et lissage pour les systèmes linéaires complets. Nous
étudions maintenant le système linéaire complet jDj et lapplication associée
D : X  ! PH (X;OD) :
Rappelons que OD est un O-module. Nous disons que OD est engendré
par des sections globales si pour tout x 2 X il y a une section globale
f 2 H (X;OD) tel que la bre OD;x qui est un Ox-module est engendré par
f : OD;x = Ox:f .
Théorème 4 Les éléments suivants sont équivalents
1. jDj est un point de base libre
2. h0 (D   P ) = h0 (D)  1 pour tout P 2 X.
3. Pour tout x 2 X il y a un élément f 2 OD tel que ordx (f) =  D (X).
Examples
Notons que h0 (nP ) = 1 pour n = 0 et h0 (nP ) = g pour n = 2g   1.
Ainsi, pour les grands genres, il doit y avoir des valeurs de n telles que
h0 (nP ) = h0 (nP   P ). Dans ce cas D = nP nest pas généré globalement.
Théorème 5 Soit  : X  ! Pn une application de X vers un espace pro-
jective dont limage nest pas contenue dans une section dhyperplan jDj est
un system linéaire de point de base libre, où  : PN  ! Pn est une projection
dun sous espace linéaire PS disjoint de D (X).
Preuve. Puisque les hyperplans peuvent être déplacés, le système linéaire
jDj est un point de base libre, et toutes les sections dhyperplans sont linéaire-
ment équivalents à D. Ainsi  peut être considérée comme lapplication na-
turelle de X vers PS, où S est un sous éspace de H0 (X;OD), donc  peut
être factorisé à travers lapplication D vers PH0 (X;OD).
Théorème 6 Soit jDj un point de bas libre. Alors, pour chaque diviseur
e¤ectif P1 + P2 + ::::+ Pn sur X, le système linéaire
P + jD   P j  jDj
consiste exactement des sections de lhyperplan E =  1D (H) passant à tra-
vers (P1; P2; ::; Pn). En particulier, la dimension de léspace de tels hyperplan
est
dim jD   P j = h0 (D   P )  1
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Preuve. Une section hyperplane E = X \H 2 jDj passe à travers P si et
seulement si E   P  0 si et seulement si E = P + E 0 où E 0 2 jD   P j.
Théorème 7 Si h0 (D   P  Q) = h0 (D)   2 pour tout P , Q 2 X, alors
jDj fournit un plongement lisse de X dans lespace projectif.
Preuve. Cette condition dit exactement que lensemble des hyperplans pas-
sant à travers D (P ) et D (Q) a la dimension 2 moins que lensemble de
tous les hyperplans. Ainsi D (P ) 6= D (Q), donc  est injective.
La condition sur h0 (D   2P ) signie que lensemble des hyperplans con-
tenant D (P ), 
0
D (P ) est également de dimension 2 moins que lensemble
de tous les hyperplans, ainsi donc D est un plongement lisse.
Théorème 8 Le système linéaire jDj est de point de base libre si degD  2g,
et donne un plongement dans lespace projectif si degD  2g+ 1.
Preuve. En appliquant Riemann-Roch, si D  2g  degK
h0 (D   P ) = h0 (K   (D   P )) + deg (D   P )  g+ 1
= degD   g = h0 (D)  1.
Si degD  2g+ 1  degK
h0 (D   2P ) = h0 (K   (D   P )) + deg (D   2P )  g+ 1
= degD   2  g+ 1 = h0 (D)  2.
Corollaire 9 Toute surface de Riemann compacte se plonge dans un espace
projectif.
Remarque 10 En projetant, nous obtenons un plongement de X dans P3
et une immersion dans P2. Toutes les surfaces de Riemann ne peuvent pas
être plongées dans le plan! En fait, une courbe lisse de degré d est de genre
g =
(d  1) (d  2)
2
Ainsi, par exemple, il ny a pas de courbes de genre 2 plongée dans P2.
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Exemples de systèmes linéaires
1. Genre 0. Sur P1 on a OD u OE si d = degD = degE. Ce faisceau
est généralement appelé Od; il est bien déni à un isomorphisme près.
jDj se compose de tous les diviseurs e¤ectifs de degré d. Notons que
Od1 (P1) est lespace de dimension d + 1, des polynômes de degré d.
Lapplication correspondante  : P1  ! Pd est donnée dans des coor-
données a¢ nes
D (t) =
 
t; t2; :::; td

Son image est la courbe normale rationnelle du degré d. Les courbes
particulières sont des coniques lisses et les cubics torsadés.
2. Genre 1. Sur X = C=, avec P = 0. Le système linéaire jP j nest
pas un point de base libre, mais j2P j est un point de base libre. En
e¤et, puisque h0 (2P   P ) = h0 (2P )   1. Dautre part, j3P j donne
un plongement dans le plan: h0 (3P   P ) = h0 (3P )   2. Rappelons
que D =
P
miPi est un diviseur principal sur X si et seulement si
degD = 0 et e (D) =
P
miPi dans C= est nul. Ainsi 3Q 2 j3P j si
et seulement si e (3 (P  Q)) = 0. Ceci montre quune courbe cubique
lisse dans P2 a 9 points de inexion, correspondant aux points dordre
3 de la loi de groupe sur X.
Références
[EKS] A.Edmonds. Kulkarni, and R.E.Strong, Realizability of branched
coverings of surfaces. Trans. Amer. Soc. 1984.
[GH] P.Gri¢ ths and J.Harris. Principles of Algebraic Geometry.Wiely
Interscience, 1978.
12
