Abstract. In the case of oscillatory potentials, we give sufficient conditions for the oscillation of the forced super-linear equation
Introduction
Consider the forced nonlinear second order differential equation
x (t) + a(t)|x(t)|
ν sgn x(t) = g(t), (1) where t ∈ R + = [0, ∞), a(t), g(t) are real-valued piecewise continuous functions defined on R + and ν > 1.
In the case of ν > 1, equation (1) is the prototype of a wide class of nonlinear equations called super-linear equations. A solution of (1) is said to be oscillatory if it is defined on some ray [α, ∞) and has an unbounded set of zeros. The equation will be called oscillatory if every solution on some ray is oscillatory. In [7] one can find different conditions sufficient for the oscillation of all solutions of equation (1) assuming that a(t) ≥ 0. The technique of the proof depends mainly on the assumption, made earlier by Kartsatos (see [3] , [4] ), that there exists an oscillatory function h(t) such that h (t) = g(t). Other results on forced oscillations of nonlinear second order equations of type (1) can be found in [5] and for linear equations in [6] . It is worthy to notice that the oscillaton of forced linear equations with oscillatory potentials were treated in [2] .
In the present paper, we give conditions sufficient for the existence of a zero for every solution of (1) in some interval [a, b] . This result is used to answer a question raised by J. S. W. Wong [7, p . 673] about sufficient conditions for the oscillation of forced nonlinear equations in the case the potential a(t) is oscillatory. 
Theorem. Assume that there exists a continuous function
Then every solution of equation (1) has a zero in [a, b] .
Proof. Assume, to the contrary, that y(t) is a solution of (1) that has no zeros in
Differentiating r(t) and making use of equation (1), we get
i.e.
Using the differential calculus, we see that for t ∈ [a, c],
This inequality, as well as Hölder's inequality, follows from the equation
(cf. p. 12 in [1] ). Using this in (2) we get
Multiplying both sides by u 2 (t) and integrating on [a, c], we obtain, after using integration by parts on the left hand side and the condition u(a) = u(c) = 0,
If the first integral on the right side of this inequality is greater than zero, this gives directly the required contradiction. If the first integral is zero and the second is also zero, this will yield r(t)u(t) + u (t) = 0. From the definition of r(t), we see that y(t) is a multiple of u(t), i.e. it has zeros at the two points a and c which is again a contradiction with our assumption. In the case of y(t) < 0 on [a, b], we use the function z(t) = −y(t) as a positive solution of the equation x (t) + a(t)|x(t)| ν sgn x(t) = −g(t) and repeat the above procedure on the subinterval [c, b] in place of [a, c] . This completes the proof of the theorem.
Corollary.
Assume there exist a sequence of disjoint intervals [a n , b n ], a sequence of points c n ∈ (a n , b n ), and a sequence of functions u n (t) defined and continuous on [a n , b n ] and differentiable on (a n , c n ) ∪ (c n , b n ) with u n (a n ) = u n (c n ) = u n (b n ) = 0. Let the conditions of the theorem hold, i.e. a(t) is nonnegative on [a n , b n ] and g(t) has different signs on [a n , c n ], [c n , b n ]. Then the super-linear equation (1) is oscillatory.
Example. The super-linear equation
, where Γ is the gamma function.
Proof. We shall choose
Then 
