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Abstract
In this paper we deﬁne pseudoboundedness for support of a distribution which is weaker than boundedness
in Bishop’s constructive mathematics.We prove in Bishop’s framework that a distribution (sequentially con-
tinuous linear functional on the spaceD(R) of test functions) with pseudobounded support is a sequentially
continuous linear functional on the space E(R) of inﬁnitely differentiable functions on R. We also show
that the following three propositions can be proved in classical mathematics, Brouwer’s intuitionistic math-
ematics and constructive recursive mathematics of Markov’s school, but cannot be in Bishop’s framework:
every sequentially continuous linear functional on E(R) is bounded on E(R); every bounded distribution
with pseudobounded support is bounded on E(R); every sequentially continuous linear functional on E(R)
is a distribution with compact support.
© 2006 Published by Elsevier Inc.
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1. Introduction
The spaceD(R) consists of test functions (inﬁnitely differentiable functions onRwith compact
support), and has the locally convex structure deﬁned by the seminorms
p,() := sup
n
max
l(n)
sup
|x|n
2(n)|(l)(x)| ( ∈ D(R), ,  ∈ N → N).
This space is an important example of a nonmetrizable locally convex space, and is the domain of
a distribution (namely, generalized function). In [1, AppendixA, 2, Chapter 7, Notes] the authors
suggested that D(R) would not be ﬁlter-complete in Bishop’s constructive mathematics (BISH),
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and gave a rather artiﬁcial completion, which consists of inﬁnitely differentiable functions R
such that p,() exists for all ,  ∈ N → N. We then had the following two problems: one
is to clarify how difﬁcult the ﬁlter-completeness property is in BISH and the other is to take the
natural form of the completion. These matters had not been known since Bishop suggested them
in [1, Appendix A], but we had two solutions in [8,17] as follows. The ﬁrst one is that the ﬁlter-
completeness is equivalent to the principle BD-N (see below), which can be proved in classical
mathematics (CLASS), Brouwer’s intuitionistic mathematics (INT) and constructive recursive
mathematics of Markov’s school (CRM) but not in BISH. That is, the ﬁlter-completeness can be
proved in the three frameworks but not in BISH. The second one is characterizing an element of
the completion by the notion of weak compact support for a function from R to R.
Here we say that a subset A of N is pseudobounded if for any sequence {an} in A, an < n for
all sufﬁciently large n (this deﬁnition is due to Ishihara [7,8, Lemma 3]). Any bounded subset of
N is pseudobounded. On the other hand, the converse
BD Every nonempty 1 pseudobounded subset of N is bounded
cannot be proved in BISH. In fact, a natural recursivisation of the following principle is indepen-
dent of Heyting arithmetic (see [4]):
BD-N Every countable pseudobounded subset of N is bounded.
We also note that BD can be easily proved in CLASS, but it have not been known whether or not
it holds in INT and CRM yet. However, BD-N can be proved in INT and CRM (see [7] for more
details).
For a function f : R → R, let supp f be the closure of the set {x ∈ R : |f (x)| > 0} in R, and
set
suppN f := {0} ∪ {n ∈ N : ∃q ∈ Q(|q|n ∧ |f (q)| > 0}.
f is said to have compact support if the set supp f is bounded. It is easy to show that a sequentially
continuous function f has compact support if and only if the set suppN f is bounded. We say
that f has pseudobounded support, if the set suppN f is pseudobounded. Then an inﬁnitely
differentiable function  : R → R is a function with pseudobounded support if and only if
p,() exists for all ,  ∈ N → N, hence we can deﬁne the completion as the space of
inﬁnitely differentiable functions with pseudobounded support (see [15, Corollary 3.7]). We then
had the start for generalized function theory in BISH.
Now, in classical theory of generalized functions, we deﬁne support of a distribution, and have
the theorem that a distribution with compact support is a continuous linear functional on the
locally convex space E(R) of inﬁnitely differentiable functions onR. Then we have the following
three problems: one is to deﬁne pseudobounded support of a distribution, another is to show some
constructive versions of this theorem and the other is to clarify how constructively difﬁcult the
classical theorem is. In this paper we will give a version of support of a linear functional on
D(R), which is classically equivalent to a well-known one, and deﬁne pseudobounded support
of a linear functional on D(R) (Section 5). We will also show the following two versions: a
sequentially continuous linear functional on D(R)—distribution—with pseudobounded support
is a sequentially continuous linear functional on E(R) (Section 6); a bounded linear functional
on D(R) with compact support, which is called a bounded distribution in this paper, is a bounded
1 We say that a set A is nonempty if we can construct an element of A.
S. Yoshida / Journal of Complexity 22 (2006) 783–802 785
linear functional onE(R) (Section 7).Moreover,wewill show that the following three propositions
are equivalent to BD-N: every sequentially continuous linear functional on E(R) is bounded on
E(R); every sequentially continuous linear functional on E(R) is a functional on D(R) with
compact support; every bounded distribution with pseudobounded support is bounded on E(R)
(Section 7). We then see that these propositions can be proved in CLASS, INT and CRM but
cannot be in BISH.
To this end, we, in Section 2, discuss some locally convex spaces and show the fundamental
properties for the spaces E(R) and D(R), respectively. Section 3 shows some properties of E(R),
in order to apply the argument on complete separable metric spaces in [7]. In Section 4 we
investigate a certain sequence of subspaces of D(R), to characterize D(R) and distributions. We
moreover show in Section 7 that the principle BD-N is also equivalent to the Banach–Steinhaus
theorem for bounded linear functionals on E(R).
2. (F)-spaces and (LF)-spaces
Let X be a vector space over R. A function p : X → R0+ is said to be a seminorm on X if
for all x and y in X and  in R, (1) p(x + y)p(x) + p(y) and (2) p(x) = ||p(x). Let I be a
set, and {pi}i∈I seminorms on X. A pair (X, {pi}i∈I ) is said to be a locally convex space over R
if for each x in X, whenever pi(x) = 0 for all i in I, then x = 0. We may assume that a family
of countably many seminorms {pn} is increasing; that is, for each x in X, pn(x)pn+1(x). Note
that a locally convex space (X, {pn}) over R with a countable family of seminorms is metrizable;
that is, there exists a metric d on X such that
∀k∀n1, . . . , nl∃N∀x ∈ X
[
d(x, 0) < 2−N ⇒ max
1 i l
pni (x) < 2
−k
]
,
∀k∃n1, . . . , nl∃N∀x ∈ X
[
max
1 i l
pni (x) < 2
−N ⇒ d(x, 0) < 2−k
]
,
by the same way as we did in [12, Proposition 8.1].
Let (X, {pi}i∈I ) be a locally convex space over R. A sequence {xn} in X is said to converge in
X if for each k and i1, . . . , il ∈ I , there exists N in N such that max1m l pim(xn − x) < 2−k
for all nN . A sequence {xn} is a Cauchy sequence in X if for each k and i1, . . . , il ∈ I , there
exists N in N such that max1 t l pit (xm − xn) < 2−k for all m and n with m, nN . A locally
convex space X is said to be complete if every Cauchy sequence converges in X. A locally convex
space is also said to be a (F)-space if it is a complete locally convex space with countably many
seminorms. Note that a (F)-space is a complete metric space, and is a ﬁlter-complete metric space
(see [17]).
A functional on a locally convex space X is a function from X to R. A functional u on X is said
to be strongly extensional if for each x and y in X whenever |u(x) − u(y)| > 0 then there exists
an index i such that pi(x − y) > 0.
Lemma 2.1. Every linear functional on a (F)-space is strongly extensional.
Proof. Let u be a linear functional on a (F)-space X with countably many seminorms {pn}.
Assume that |u(x)| > 0. Construct an increasing binary sequence {n} such that
n = 0 ⇒ pn(x) < 2−2n, n = 1 ⇒ pn(x) > 0.
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Deﬁne a sequence {xn} as follows. If n = 0, set xn := 0. If n+1 = 1 − n, set xi := 2nx for
all i > n. Then {xn} is a Cauchy sequence in X: in fact, for all m and n with mn, we have
pn(xm − xn)2−n. Thus, {xn} converges in X. Let y be its limit. Choose N such that |u(y)| <
2N |u(x)|. Then if n+1 = 1 − n for some nN , then
2n|u(x)| = |u(y)| < 2N |u(x)|2n|u(x)|,
a contradiction. Therefore, n = 0 for all nN . If n = 0 for all n < N , then n = 0 for all n, a
contradiction. Thus, there exists n < N such that n = 1. Hence pn(x) > 0. 
A functional u is said to be sequentially continuous on a locally convex space X if for each
sequence {xn} in X and x ∈ X, if {xn} converges to x in X, then the sequence {u(xn)} converges
to u(x) in R. A functional u is said to be sequentially nondiscontinuous on a locally convex
space X if for each sequence {xn} converging to x ∈ X in X and each real number , whenever
|u(xn)−u(x)| for all n, then 0. Note that every sequentially nondiscontinuous mapping of
a complete metric space into a metric space is sequentially continuous if and only if the principle
WMP holds [6, Theorem 2]. Here WMP can be proved in CLASS, INT and CRM [7, Proposition
3], but not in BISH (see [9]). We however have the following proposition similar to the case of
Banach spaces in [6, Corollary 1].
Proposition 2.2. Let u be a linear functional on a (F)-space X. Then u is sequentially continuous
on X if and only if it is sequentially nondiscontinuous on it.
Proof. It follows from Lemma 2.1 and [6, Theorem 1]. 
The following is a version of Banach–Steinhaus theorem with respect to (F)-spaces and is
proved in a way similar to [5, Appendix A].
Theorem 2.3. Let X be a (F)-space, and {un} a sequence of sequentially continuous linear
functionals on X such that u(x) := limn un(x) exists for all x in X. Then u is a sequentially
continuous linear functional on X.
Proof. By Proposition 2.2, it is sufﬁcient to show that u is sequentially nondiscontinuous on X.
Let {pn} be a seminorms of X. Suppose that {xm} converges to 0 in X, and that there exists  > 0
such that |u(xm)| for all m. Choose a subsequence {xmn} such that pn(xmn) < 2−2n for all n
inN. Set yn := 2nxmn . Then we construct strictly increasing sequences {Nk} and {Mk} of natural
numbers such that for each k1,
• |uNi (yMk )| < 2i−k (i < k),
• |uNk (yMk )| >
∑k−1
i=0 |uNk (yMi )| + k
as follows. Choose M0 such that
∣∣u(yM0)∣∣ 2M01. We then take N0 with |uN0(yM0)| > 1, by
the hypothesis. Assume that we have obtained such sequences M0, . . . ,Mk−1 and N0, . . . , Nk−1.
Since uN0 , . . . , uNk−1 are sequentially continuous, we can choose M ′k > Mk−1 such that for each
i < k.
|uNi (ym)| < 2i−k (mM ′k),
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and take MkM ′k such that
|u(yMk )|2Mk  >
k−1∑
i=0
|u(yMi )| + k.
Then we can also choose Nk > Nk−1 such that
|uNk (yMk )| >
k−1∑
i=0
|uNk (yMi )| + k
by the hypothesis. Here {∑mi=0 yMi }m is a Cauchy sequence in X: given n, there exists K in N
such that MKn, so if t > sK , then for each x in R,
pn
(
t∑
i=s+1
yMi
)

t∑
i=s+1
pMK (yMi ) <
t∑
i=s+1
2−Mi < 2−s .
Thus
{∑m
i=0 yMi
}
m
is a Cauchy sequence in X, and therefore converges in X, since X is complete.
Let y := ∑∞i=0 yMi . Then for all k1,
|uNk (y)| |uNk (yMk )| −
k−1∑
i=0
|uNk (yMi )| −
∞∑
i=k+1
|uNk (yMi )| > k − 1.
Therefore {uNk (y)}k diverges as k → ∞, a contradiction. Hence u is sequentially nondiscontin-
uous. 
Let (X, {pi}) be a locally convex space, and {(Xn, {pnm}m)}n a sequence of (F)-spaces such
that
• X = ⋃∞n=0 Xn,• for each n, Xn is a proper subset of Xn+1,
• for each n, the topology of Xn is equivalent to one induced from Xn+1; that is,
∀ k∀m∃k′∃m′∀x ∈ Xn
[
pnm′(x) < 2
−k′ ⇒ pn+1m (x) < 2−k
]
,
∀ k′∀m′∃k∃m∀x ∈ Xn
[
pn+1m (x) < 2−k ⇒ pnm′(x) < 2−k
′]
.
Set
Vi1,...,il ,k :=
{
x ∈ X : max
1m l
pim(x) < 2
−k
}
(i1, . . . , il ∈ I, k ∈ N),
letB0 be the class of all Vi1,...,il ,k . LetB′0 be the class of all subsetsV of X, satisfying the following
four conditions:
(1) for each s and t in R, if s, t0 ∧ s + t = 1, then sV + tV ⊂ V (convexity),
(2) for each r in R, if |r|1 then rV ⊂ V (circledness),
(3) for each x in X, there exists a > 0 such that |r|a implies rx ∈ V for all r ∈ R (absorption).
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(4) for each n, the intersection V ∩ Xn is a neighborhood of 0 in Dn(R); that is, there exist m, k
in N such that for all x in Xn, if pnm(x) < 2−k then x ∈ V .
We then say that X is a (LF)-space if B0 is equivalent to B′0; that is,
∀V ∈ B0∃V ′ ∈ B′0(V ′ ⊂ V ) and ∀V ′ ∈ B′0∃V ∈ B0(V ⊂ V ′).
We will show in Section 4 that the space D(R) is a (LF)-space. We then conclude that not every
(LF)-space is metrizable in BISH, since, classically, D(R) is not metrizable (e.g. [12, Remark
13.1]). It cannot be also proved in BISH that a (LF)-space is complete, since the completeness
of D(R) is equivalent to BD-N (see [8, Theorem 4]).
The Banach–Steinhaus theorem for sequentially continuous linear functionals on a (LF)-space
in BISH has been open, but the version for D(R) can be proved in BISH [15, Theorem 4.8].
A linear functional u on a locally convex space X is said to be bounded if there exist C > 0 and
i1, . . . , il ∈ I such that
|u(x)|C max
1m l
pim(x) (x ∈ X).
A linear functional on a locally convex space is bounded if and only if it is uniformly continuous
on it; that is, for each k there exist indexes i1, . . . , il and each natural number N such that for all
x in X,
max
1m l
pim(x) < 2
−N ⇒ |u(x)| < 2−k,
by the well-known argument (e.g. [14, Proposition 2.2.2]). Every bounded linear functional on a
locally convex space is sequentially continuous on it. On the other hand, we will see in Section 7
that the converse cannot be proved in BISH.
The following is now showed in the same way as we did in [12, Proposition 13.1].
Proposition 2.4. Let u be a linear functional on a (LF)-space Xwith a sequence {(Xn, {pnm}m)}n
of (F)-spaces. Then u is bounded if and only if it is bounded on each Xn.
Proof. Given any k in N, we set Uk := {x ∈ X : |u(x)| < 2−k}. If u is bounded on X, then
there exist indexes i1, . . . , il and a natural number t with Vi1,...,il ,t ⊂ Uk , and therefore, given any
n, there exist m and s in N such that for all x in Xn if pnm(x) < 2−s then x ∈ Vi1,...,il ,t ⊂ Uk ,
by condition (4) of the deﬁnition of (LF)-spaces. Thus, for any n in N, a uniformly continuous
functional on X is uniformly continuous on Xn.
Conversely, if u is bounded on every Xn, then, for each k and n inN, Uk ∩Xn is convex, circled
and absorbing, and satisﬁes the condition (4) of the deﬁnition of (LF)-spaces, and hence there
exist indexes i1, . . . , il and natural number m with Vi1,...,il ,m ⊂ Uk . 
A version of Proposition 2.4 for sequentially continuous linear functionals has been open in
BISH, but the version for ones on D(R) will be showed in Section 4.
3. The space E(R)
In the rest of this paper we assume familiarity with constructive calculus, as found in [1, Chapter
2, 3, Appendix, 2, Chapter 2, 13, Chapter 6].
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Let f and f ′ be functions from R to itself, and X a subset of R. f is said to be uniformly
continuous on X if for each k, there exists N in N such that for all x and y in X,
|x − y| < 2−N ⇒ |f (x) − f (y)| < 2−k.
We say that f is continuous on R if it is uniformly continuous on each compact interval. Also,
f is said to be uniformly differentiable on X with derivative f ′ if for each k, there exists N in N
such that for all x and y in X,
|x − y| < 2−N ⇒ |f ′(x)(x − y) − (f (x) − f (y))|2−k|x − y|.
We say that f is differentiable on R with derivative f ′ if f is uniformly differentiable with
derivative f ′ for uniform differentiation on each compact interval. It is clear from [3, Appendix
A] that a differentiable function on R and its derivative are continuous on R. We use the familiar
notation for iterated derivatives of differentiability: f (0) := f , f (l+1) := (f (l))′. A function
f : R → R is said to be inﬁnitely differentiable on R if for each l, there exists the lth derivative
f (l) of f for differentiation on R. Note that if f is differentiable on R and f ′ is the derivative of
f , then suppN f ′ ⊂ suppN f (see [17, Lemma 3.1]).
Let E(R) denote the locally convex space of inﬁnitely differentiable functions from R to R,
with seminorms
‖f ‖n := max
ln
sup
|x|n
|f (l)(x)| (f ∈ E(R), n ∈ N).
This space is an example of a (F)-space, see [17, Sections 1 and 2] for more details.
A linear functional on D(R) or E(R) is often regarded as a bilinear functional on it and its dual
space, and so we use the notation of inner product as follows: for a linear functional u and an
element  in D(R) or E(R), we write 〈u,〉 := u().
The following is immediately obtained by Theorem 2.3.
Corollary 3.1. Let {un} a sequence of sequentially continuous linear functionals on E(R) such
that 〈u,〉 := limn〈un,〉 exists for all  ∈ E(R). Then u is a sequentially continuous linear
functional on E(R).
We now consider the locally convex space of continuous mappings on R, with sup-norms
‖f ‖m,0 ≡ sup
|x|m
|f (x)|.
It is easy to show that this is a complete metric space. We also have the version of the Banach–
Steinhaus theorem for this space. Here, a metric (or locally convex) space is said to be separable if
it has a countable dense subset. Every continuous mapping on R can be arbitrarily approximated
in this space, by polynomial functions on R: in fact, given any m, we can apply the Weierstrass
approximation theorem ([1, Corollary 4.3, 2, Corollary 4.5.17]) to the compact interval [−m,m]
and the norms ‖ · ‖m,0. Every polynomial function on R can be also arbitrarily approximated by
polynomial functions with rational coefﬁcients, and therefore we obtain the fact that this space is
separable. The following is moreover proved.
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Lemma 3.2. E(R) is separable.
Proof. Let  be an element of E(R), and ﬁx m1 and k inN. Then, for the mth derivative (m),
there exists a polynomial mapping x → ∑ni=0 aixi with rational coefﬁcients such that
sup
|x|m
∣∣∣∣∣(m)(x) −
(
n∑
i=0
aix
i + (m)(0)
)∣∣∣∣∣ < 2−km−m,
by the above argument. Here, for each m1, if |x|m then∣∣∣∣∣(m−1)(x) −
(
n∑
i=0
ai
i + 1x
i+1 + (m)(0)x + (m−1)(0)
)∣∣∣∣∣
=
∣∣∣∣∣
∫ x
0
(
(m)(t) −
(
n∑
i=0
ait
i + (m)(0)
))
dt
∣∣∣∣∣

∫ x
0
∣∣∣∣∣(m)(t) −
(
n∑
i=0
ait
i + (m)(0)
)∣∣∣∣∣ dt

∫ |x|
0
∣∣∣∣∣(m)(t) −
(
n∑
i=0
ait
i + (m)(0)
)∣∣∣∣∣ dt
< 2−km−m
∫ |x|
0
dt = 2−km−m|x|2−km−m+1
2−k.
That is, setting
pm−1(x) :=
n∑
i=0
ai
i + 1x
i+1 + (m)(0)x + (m−1)(0),
we have
sup
|x|m
∣∣∣(m−1)(x) − pm−1(x)∣∣∣ < 2−k.
We can moreover construct inductively polynomials with rational coefﬁcients pm−1, . . . , p0 such
that for each l with lm,
sup
|x|m
∣∣∣(l)(x) − pl(x)∣∣∣ < 2−k,
where
pl(x) ≡
n∑
i=0
ai
(i + (m − l))!x
i+(m−l) +
m−l∑
i=0
(i+l)(0)
i! x
i.
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Then p0 approximates  in E(R): in fact,
‖− p0‖m
= max
lm
sup
|x|m
∣∣∣(l)(x) − p(l)0 (x)∣∣∣
= max
lm
sup
|x|m
∣∣∣∣∣∣(l)(x) −
(
n∑
i=0
ai
(i + m)! x
i+m +
m∑
i=0
(i)(0)
i! x
i
)(l)∣∣∣∣∣∣
= max
lm
sup
|x|m
∣∣∣∣∣(l)(x) −
(
n∑
i=0
ai
(i + (m − l))!x
i+(m−l) +
m∑
i=l
(i)(0)
(i − l)! x
i−l
)∣∣∣∣∣
= max
lm
sup
|x|m
∣∣∣(l)(x) − pl(x)∣∣∣
< 2−k. 
Here a bounded linear functional on a locally convex space is sequentially continuous inCLASS
and the three varieties of constructive mathematics. On the other hand, assuming the principle
BD-N, the converse for E(R) can be proved in BISH by Lemma 3.2 and the following fact:
Ishihara [7, Theorem 4]. Every sequentially continuous mapping of a complete separable
metric space into a metric space is (pointwise) continuous if and only if BD-N can be
proved.
Thus, every sequentially continuous linear functional on E(R) is bounded in CLASS, INT and
CRM. We will however show in Section 7 that this matter is equivalent to BD-N, and therefore
cannot be proved in BISH.
4. The space D(R) and distributions
In this section, we show that the space D(R) is a (LF)-space, and give an important example
of a distribution in this paper.
We deﬁne the space D(R) again. A test function is an inﬁnitely differentiable function on R
with compact support. Let D(R) be the space of test functions with the seminorms
p,() := sup
n
max
l(n)
sup
|x|n
2(n)|(l)(x)| ( ∈ D(R), ,  ∈ N → N).
Let Dn(R) denote the locally convex space of all test functions  such that the set supp is
contained in [−n, n], taken with seminorms
‖‖n,l := max
m l
sup
|x|n
|(m)(x)| ( ∈ Dn(R)).
It is easy to show that this space is a (F)-space.
Theorem 4.1. D(R) is a (LF)-space with the sequence {(Dn(R), {‖‖n,l}l)}n.
Proof. We can prove it in the same way as the proof of [11, Théorème III.I.III]. It is clear that the
sequence
{(Dn(R), {‖‖n,l}l)}n satisﬁes the three conditions for the sequence of (F)-spaces in
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the deﬁnition of (LF)-spaces. We set
V, := { ∈ D(R) : p,()1} (,  ∈ N → N),
and let B0 be the class of all V,. Let B′0 be the class of all subsets V ′ of D(R) satisfying the four
conditions for the class of neighborhoods in the deﬁnition of (LF)-spaces. We can prove
∀V, ∈ B0∃V ′ ∈ B′0(V ′ ⊂ V,)
by a straightforward way to [11, Théorème III.I.III].
We now consider
∀V ′ ∈ B′0∃V, ∈ B0(V, ⊂ V ′).
Let V ′ be in B′0. We give ,  ∈ N → N such that V, ⊂ V ′. To this end, we ﬁrst construct
′,  ∈ N → N such that for each n,
{ ∈ Dn(R) : ‖‖n+2,(n)2−′(n)} ⊂ V ′ (1)
by the third condition for the sequence of (F)-spaces in the deﬁnition of (LF)-spaces and con-
dition (4) for elements of B′0. We choose a sequence {n} of test functions such that
• for each n in N and x in R, 0n(x)1,
• for each n in N and x in R, supn−1 |x|n+1 n(x) > 0,
• for each n in N and x in R, n(x) = 0 if |x|n − 1 or n + 1 |x|, and
• ∑∞n=0 n(x) = 1 for all x in R,
constructed in [15, Lemma 4.4], and construct  ∈ N → N such that
(n)∑
m=0
(
(n)
m
)
max
l(n)
sup
n |x|n+2
|(l)n (x)| < 2(n) (n ∈ N).
Set (n) := ′(n) + (n) + n + 1. Then for each  ∈ D(R) and n in N,
p,()1 ⇒ ‖2n+1n‖n+2,(n)2−
′(n),
and therefore 2n+1n ∈ V ′ by proposition (1) above. That is, for the mappings ,  ∈ N → N,
 ∈ V, ⇒ 2n+1n ∈ V ′ (n ∈ N).
We moreover obtain V, ⊂ V ′, by the circledness and convexity of V ′. 
A distribution or generalized function is a sequentially continuous linear functional on D(R).
Proposition 4.2. Let u be a linear functional on D(R). Then u is a distribution if and only if it is
sequentially continuous on every Dn(R).
Proof. Given any n, if a sequence {i} converges to 0 in Dn(R), then {i} dose in D(R), by The-
orem 4.1. Therefore, every sequentially continuous functional onD(R) is sequentially continuous
on Dn(R).
Conversely, let u be a sequentially continuous linear functional on each Dn(R). Let {i} be
the sequence of test functions constructed in [15, Lemma 4.6] (see in the proof of Theorem 4.1).
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Given any  in D(R), we can choose M in N such that M1 and supp ⊂ [−M,M]. Then
(x)i (x) = 0 for all x in R and iM + 1, and so
• (x)∑∞i=M+1 i (x) = ∑∞i=M+1 (x)i (x) = 0 (x ∈ R),• 〈u,i〉 = 0 (iM + 1),
by linearity of u. We therefore have
〈u,〉 =
〈
u,
M∑
i=0
i +
∞∑
i=M+1
i
〉
=
〈
u,
M∑
i=0
i
〉
+
〈
u,
∞∑
i=M+1
i
〉
=
M∑
i=0
〈
u,i
〉
=
M∑
i=0
〈
u,i
〉+ ∞∑
i=M+1
〈
u,i
〉
=
∞∑
i=0
〈
u,i
〉
,
again by linearity of u. That is, 〈u,〉 = ∑∞i=0 〈u,i 〉.
Now, given any i, the mapping  → i is a sequentially continuous function from D(R) to
Di+1(R), so that themapping → 〈u, i〉 is a sequentially continuous linear functional onD(R)
since u is a sequentially continuous on Di+1(R). Therefore, the mapping  → ∑ni=0〈u, i〉
is sequentially continuous on D(R) for all n, thus the mapping  → ∑∞i=0〈u, i〉 is sequen-
tially continuous on D(R) by the Banach–Steinhaus theorem for sequentially continuous linear
functionals on D(R) [15, Theorem 4.10]. Hence u is sequentially continuous on D(R). 
ByProposition 4.2,we can adopt the following condition as a deﬁnition of distribution, similarly
to the classical theory: for each sequence {n} in D(R), if {n} converges uniformly on R and if
the set
⋃∞
n=0 suppn is bounded, then the sequence {〈u,n〉} converges in R.
A distribution is said in the rest of this paper to be bounded, if it is a bounded linear functional
on D(R).
The following is immediately obtained from Proposition 2.4.
Corollary 4.3. A distribution is bounded on D(R) if and only if it is bounded on each Dn(R).
For example, let f be a continuous function from R to R, and deﬁne uf as
〈uf ,〉 := lim
n→∞
∫ n
−n
f dt ( ∈ D(R)).
Then uf is a bounded distribution on each Dn(R), and therefore is on D(R) by Corollary 4.3.
In the rest of this section, we show that every Dn(R) is separable.
Lemma 4.4. Let f be a differentiable function on R, and f ′ derivative of f . Then if supp f ⊂
[a, b] then supp f ′ ⊂ [a, b].
Proof. Suppose supp f ⊂ [a, b], and let x ∈ supp f ′. Assume that x < a. Then we can choose
y in R with x < y < a and |f ′(y)| > 0. Also, for some N in N with y < y + 2−N < a, we have∣∣∣f ′(y) (y − (y + 2−N))∣∣∣− ∣∣∣f (y) − f (y + 2−N)∣∣∣  12 |f ′(y)|
∣∣∣y − (y + 2−N)∣∣∣
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by differentiation of f , and therefore
0 < 12 |f ′(y)||y − (y + 2−N)| |(f (y) − f (y + 2−N))|.
This implies |f (y)| > 0 or |f (y+2−N)| > 0, and thus supp f ∩(−∞, a) = ∅, 2 a contradiction.
Hence ax. We similarly have xb. 
A function f : (a, b) → R is said to vanish at end points if for each k there exists m inN such
that for all x in (a, b),
x < a + 2−m ∨ b − 2−m < x ⇒ |f (x)| < 2−k.
It is clear that, given any n, every test function  in Dn(R) vanishes at end points −n and n, by
continuity of .
Proposition 4.5. Every Dn(R) is separable.
Proof. Fix any natural number n1. Construct the sequence {	i} in D(R) such that for each
i1,
• 0	i (x)1 for all x in R,
• 	i (x) = 1 if |x|n − 2−i , and
• 	i (x) = 0 if n − 2−(i+1) |x|,
• for each l, there exists Ml1 such that supx∈R
∣∣∣	(l)i (x)∣∣∣ Ml for all i,
by a straightforward modiﬁcation of the proof of [15, Lemma 4.3]. Then, for each polynomial
function p with rational coefﬁcients and natural number i, the function 	ip is an element of in
Dn(R), and the set of all 	ip is countable. We show that this set is dense in Dn(R). Let  be a
test function in Dn(R), and k and l arbitrary natural numbers. Set
M := l max
m l
Mm max
m l
(
l
m
)
.
Then, for each m l, every mth derivative (m) vanishes at the end points n and −n, and therefore
there exists i in N such that for each x in [−n, n],
|x| > n − 2−i ⇒ |(m)(x)| < 2−(k+2)M−1 (m l),
by Lemma 4.4. Choose a polynomial function p with rational coefﬁcients, taken with
‖− p‖n,l < 2−(k+2)M−1,
from Lemma 3.2. Then for all m l,
x < −n + 2−i ∨ n − 2−i < x
⇒
∣∣∣p(m)(x)∣∣∣  ∣∣∣p(m)(x) − (m)(x)∣∣∣+ ∣∣∣(m)(x)∣∣∣ < 2−(k+1)M−1.
Assume that ‖− 	ip‖n,l > 2−k . Then, for some m l and q in [−n, n] ∩ Q, if q is in [−n +
2−i , n − 2−i], then we have
2−k <
∣∣∣(m)(q) − (	ip)(m) (q)∣∣∣ = ∣∣∣(m)(q) − p(m)(q)∣∣∣ < 2−(k+2)M−1,
2 For a set A, we write A = ∅ if we can construct an element of A.
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a contradiction; if q is in [−n,−n + 2−i ) or q is in (n − 2−i , n], then we have
2−k <
∣∣∣(m)(q) − (	ip)(m) (q)∣∣∣

∣∣∣(m)(q) − p(m)(q)∣∣∣+ ∣∣∣p(m)(q) − (	ip)(m) (q)∣∣∣
=
∣∣∣(m)(q) − p(m)(q)∣∣∣+ ∣∣∣(p(1 − 	i ))(m) (q)∣∣∣

∣∣∣(m)(q) − p(m)(q)∣∣∣+ l∑
m=0
(
l
m
) ∣∣∣p(m)(q)∣∣∣ ∣∣∣	(l−m)i (q)∣∣∣
< 2−(k+2)M−1 + 2−(k+1)
< 2−k,
again a contradiction. Thus ‖− 	ip‖n,l 2−k . 
Here any distribution u is sequentially continuous on everyDn(R) byProposition 4.2.Assuming
BD-N, u is bounded on every Dn(R) by Proposition 4.5 and [7, Theorem 4] similar to the case
E(R), and therefore so is on D(R) by Proposition 4.3. Thus, every distribution is bounded in
CLASS, INT and CRM. We also expect that BD-N is sufﬁcient to prove many theorems of
classical generalized function theory. On the other hand, it is open whether or not this matter
implies BD-N.
5. Support of a linear functional on D(R)
Let u be a linear functional on D(R). Deﬁne
supp u := {x ∈ R : ∀ > 0∃ ∈ D(R)[supp ⊂ (x − , x + ) ∧ |〈u,〉| > 0]} ,
suppN u := {0} ∪ {n ∈ N : ∃x ∈ R[|x| > n ∧ x ∈ supp u]} .
Proposition 5.1. For each linear functional u on D(R) and  in D(R), if |〈u,〉| > 0, then
supp u ∩ supp = ∅.
Proof. Suppose that |〈u,〉| > 0. By a straightforward modiﬁcation of the proof of [15, Lemma
4.6], construct a sequence {m,n} in D(R) such that, given any m,
• for each n, 0m,n(x)1 if all x in R,
• for each n in N, sup2−m(n−1) |x|2−m(n+1) m,n(x) > 0,
• for each n in N, m,n(x) = 0 if |x|2−m(n − 1) or 2−m(n + 1) |x|, and
• ∑∞n=0 m,n(x) = 1 for all x in R
(see the proof of Theorem 4.1). We now construct sequences {xm} in R and {nm} in N such that
for each m,
|〈u, m,nm · · · 0,n0〉| > 0 and |m,nm(xm) · · · 0,n0(xm)(xm)| > 0.
Suppose that we have constructed x0, . . . , xm and n0, . . . , nm. Since
0 < |〈u, m,nm · · · 0,n0〉| =
∣∣∣∣∣
∑
n
〈u, m+1,nm,nm · · · 0,n0〉
∣∣∣∣∣ ,
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there exists n with |〈u, m+1,nm,nm · · · 0,n0〉| > 0, and we can take y in R such that
|m+1,n(y)m,nm(y) · · · 0,n0(y)(y)| > 0,
by [15, Proposition 4.7]. We then set nm+1 := n and xm+1 := y. Now the sequence {xm} satisﬁes
• |xk − xm|2−m+1 if km, and
• |(xm)| > 0 for all m.
Therefore, {xm} is a Cauchy sequence in R, and so converges in R to a limit x. Then we have x in
supp. We also have either − 12 < x or x < 12 . Suppose that the former case holds. For each m,
we have
x ∈ supp m+1,nm+1m,nm · · · 0,n0 ⊂ [2−m−1(nm+1 − 1), 2−m−1(nm+1 + 1)],
and therefore
supp m+1,nm+1m,nm · · · 0,n0 ⊂
[
x − 2−m, x + 2−m] .
Thus, we have x ∈ supp u. The latter case is similar to the former case. 
Let u be a linear functional on D(R), and  > 0. Set
Nu, := {x ∈ R : ∃y ∈ supp u(|y − x| < )}.
Corollary 5.2. Let u be a linear functional on D(R), and  in D(R). If there exists  > 0 such
that (x) = 0 for all x in Nu,, then 〈u,〉 = 0.
Proof. Suppose that there exists  > 0 such that (x) = 0 for all x in Nu, and that |〈u,〉| > 0.
Then there exists y in supp u ∩ supp by Proposition 5.1, and therefore there exists x in R
such that |(x)| > 0 and |y − x| < . Thus, |(x)| > 0 and x ∈ Nu,, a contradiction. Thus,
〈u,〉 = 0. 
For example, the Dirac distribution 
 is deﬁned as 〈
,〉 := (0) ( ∈ D(R)). We then
have supp 
 = suppN 
 = {0}. Also, the Heaviside distribution H is given by 〈H,〉 :=
limn→∞
∫ n
0  dt ( ∈ D(R)), and suppH = [0,∞) and suppNH = N.
A linear functional u on D(R) is said to have compact support if the set supp u is bounded.
It is easy to show that a linear functional u on D(R) has compact support if and only if the set
suppN u is bounded. We say that a linear functional u on D(R) has pseudobounded support, if
the set suppN u is pseudobounded.
We now consider the support of uf given in Section 4. The following is showed in a way similar
to [12, Lemma 15.2].
Lemma 5.3. Let f be a continuous function onR, and {i} a sequence of test functions such that
for each i,
• i (x) > 0 if |x| < 2−i ,
• i (x) = 0 if |x|2−i , and
• ∫ 2−i−2−i i (x) dx = 1,
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constructed in [15, Lemma 4.1]. Set
fi(x) := lim
n→∞
∫ n
−n
f (x + t)i (t) dt (x ∈ R).
Then every fi is inﬁnitely differentiable on R, and the sequence {fi} converges uniformly to f on
each compact interval.
Proof. We show that every fi is inﬁnitely differentiable on R with lth derivative
f
(l)
i (x) :=
∫ 2−i
−2−i
f (x + t)(l)i (t) dt =
∫ x+2−i
x−2−i
f (t)(l)i (t − x) dt,
by the change of variables [15, Lemma 4.2]. Fix M and l in N. Given i and k, there exists N in N
such that for all x and y in [−M,M], if |x − y| < 2−N , then
∣∣∣(l+1)i (x)(x − y) − ((l)i (x) − (l)i (y))∣∣∣ 2−k
(
1 +
∫ M+2−i
−M−2−i
|f (t)| dt
)−1
|x − y|
by inﬁnite uniform differentiability of i , and therefore∣∣∣f (l+1)i (x)(x − y) − (f (l)i (x) − f (l)i (y))∣∣∣
=
∣∣∣∣∣
(∫ x+2−i
x−2−i
f (t)(l+1)i (t − x) dt
)
(x − y)
−
(∫ x+2−i
x−2−i
f (t)(l)i (t − x) dt −
∫ x+2−i
x−2−i
f (t)(l)i (t − y) dt
)∣∣∣∣∣
2−k|x − y|.
We also prove that {fi} converges uniformly to f on each compact interval. Given M and k,
there exists N in N such that for all x and y in [−(M + 1),M + 1], if |x − y| < 2−N then
|f (x) − f (y)| < 2−k , by continuity of f . For any iN , if x ∈ [−M,M], then we have
|f (x) − fi(x)| =
∣∣∣∣∣f (x)
∫ 2−i
−2−i
i (t) dt −
∫ 2−i
−2−i
f (x + t)i (t) dt
∣∣∣∣∣
< 2−k
∫ 2−i
−2−i
i (t) dt = 2−k. 
Proposition 5.4. Let f be a function continuous on R, and uf a functional given in Section 4.
Then supp uf = supp f and suppN uf = suppN f .
Proof. We prove supp uf = supp f . Let x be in supp u. Given any k inN, there exists  in D(R)
such that
supp ⊂ (x − 2−k, x + 2−k) and
∣∣∣∣ limn→∞
∫ n
−n
f dt
∣∣∣∣ > 0,
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and therefore
0 <
∣∣∣∣ limn→∞
∫ n
−n
f dt
∣∣∣∣ =
∣∣∣∣∣
∫ x+2−k
x−2−k
f dt
∣∣∣∣∣ 
∫ x+2−k
x−2−k
|f| dt.
Then we can choose a sequence {xk} such that |f (xk)| > 0 and |xk − x| < 2−k for all k, thus
x ∈ supp f .
Conversely, let x be in supp f . Then there exists a sequence {xk} such that |f (xk)| > 0 and
|xk −x| < 2−k for all k. Choose a sequence {fi} which converges uniformly to f on a sufﬁciently
large compact interval containing x and all xk , by Lemma 5.3. Given k, there exists ik+ 2 such
that |f (xk+1)| > |fi(xk+1)| > 0; that is,
0 < fi(xk+1) =
∣∣∣∣ limn→∞
∫ n
−n
f (t + xk+1)i (t) dt
∣∣∣∣ =
∣∣∣∣ limn→∞
∫ n
−n
f (t)i (t − xk+1) dt
∣∣∣∣ .
Then we have
supp i (t − xk+1) ≡ {t ∈ R : |i (t − xk+1)| > 0}
= {t ∈ R : |i (t − xk+1)|0} =
[
xk+1 − 2−i , xk+1 + 2−i
]
⊂ (x − 2−k, x + 2−k).
Thus, we have x ∈ supp u.
We now prove suppN uf = suppN f . Let n be in suppN uf . We may assume that n = 0. Then
there exists x inR such that |x| > n and x ∈ supp uf , and therefore |x| > n and x ∈ supp f , since
supp uf = supp f . Thus, there exists q in Q such that |q| > n and |f (q)| > 0, by continuity of
f . Hence n ∈ suppN f .
Conversely, let n be in suppN f . We may assume that n = 0. Then there exists q inQ such that
|q|n and |f (q)| > 0, and therefore there exists q ′ in Q such that |q ′| > n and |f (q ′)| > 0, by
continuity of f . Thus, we have |q ′| > n and q ′ ∈ supp f = supp uf . Hence, n ∈ suppN uf . 
6. Distributions with pseudobounded support
In this section we consider the extension of a distribution with pseudobounded support to E(R)
and the support of a sequentially continuous linear functional on E(R).
Proposition 6.1. Every linear functional on D(R) with pseudobounded support has a unique
extension to E(R). In other words, for each linear functional u on D(R) with pseudobounded
support, there exists a unique functional uˆ on E(R) such that 〈uˆ,〉 = 〈u,〉 for all  ∈ D(R).
Proof. It is easy to show that every extension is linear. We show that every linear functional
on D(R) with pseudobounded support can be extended to E(R). Let {m} be a sequence of test
functions, constructed in [15, Lemma 4.6] (see the proof of Theorem 4.1). Given any  in E(R),
construct a binary sequence {n} such that 0 = 0 and
n = 0 ⇒ |〈u, n〉| < 2−n, n = 1 ⇒ |〈u, n〉| > 0.
Deﬁne a sequence {an} in suppN u as follows. If n = 0, set an := 0. If n = 1, then there exists a
real number x in supp u∩ supp n from Proposition 5.1 and supp n ⊂ supp n; set an := n−1.
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Then there exists N2 such that an < n/2 for all nN . If there exists nN such that n = 1,
then n − 1 = an < n/2, a contradiction. Thus, n = 0 for all nN , and therefore∣∣∣∣∣∣
j∑
n=i
〈u, n〉
∣∣∣∣∣∣ < 2−(i−1) (j iN).
That is,
∑∞
n=0〈u, n〉 exists. Set 〈uˆ,〉 :=
∑∞
n=0〈u, n〉. Then for all  in D(R), we have
〈uˆ,〉 ≡
∞∑
n=0
〈u, n〉 =
〈
u,
∞∑
n=0
n
〉
= 〈u,〉.
Now, if v and w are extensions of u and if |〈v,〉−〈w,〉| > 0 for some  in E(R), then we have
0 < |〈v,〉 − 〈w,〉|
=
∣∣∣∣∣
〈
v,
∑
n
n
〉
−
〈
w,
∑
n
n
〉∣∣∣∣∣ =
∣∣∣∣∣
∑
n
〈
v, n
〉−∑
n
〈
w, n
〉∣∣∣∣∣

∑
n
|〈v, n〉 − 〈w, n〉| =
∑
n
|〈u, n〉 − 〈u, n〉|
= 0,
a contradiction. Thus 〈v,〉 = 〈w,〉 for all  in D(R). 
The following two theorems are of the main theorems in this paper.
Theorem 6.2. Every distribution with pseudobounded support has a unique extension to E(R).
Proof. Let u be a distribution on D(R) with pseudobounded support. Then there exists a unique
extension 〈uˆ,〉 := ∑∞n=0〈u, n〉 by Proposition 6.1. If a sequence {i} converges in E(R), then
for each n, the sequence {ni}i converges in D(R), so the sequence {〈u, ni〉}i converges in
R. Thus, every mapping  → 〈u, n〉 is sequentially continuous on E(R). That is, for each m in
N, the mapping  → ∑mn=0〈u, n〉 is sequentially continuous on E(R), hence uˆ is sequentially
continuous on E(R) by Corollary 3.1. 
Theorem 6.3. Every sequentially continuous linear functionals on E(R) has pseudobounded
support.
Proof. Let {an} be any sequence in suppN u. Construct a binary sequence {n} such that 0 = 0
and
n = 0 ⇒ an < n, n = 1 ⇒ ann.
Deﬁne a sequence {n} in E(R) as follows. If n = 0, then set n := 0. If n = 1, then there
exists x in R such that |x| > ann and x ∈ supp u, and so, by using the sequence {m,n} of
test functions in the proof of Proposition 5.1 and linearity of u, we obtain  in D(R) such that
supp ∩ [−n, n] = ∅ and |〈u,〉|1; set n := . Then the sequence
{
n
}
converges to 0
in E(R): in fact, for each m, if nm, then we have ‖n‖m = 0. We now choose N such that
|〈u,n〉| < 1 for all nN , by sequential continuity of u. If there exists nN with n = 1, then
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for some  in D(R),
1 > |〈u,n〉| = |〈u,〉|1,
a contradiction. Thus, n = 0 for all nN . 
Thus, a distribution with pseudobounded support is a sequentially continuous linear functional
on E(R).
7. Bounded distributions with compact support
The following two propositions are proved by a straightforward modiﬁcation of [12, Theorem
24.2].
Proposition 7.1. Every bounded distribution with compact support is bounded on E(R).
Proof. It is straightforward to the latter part of [12, Theorem 24.2]. We then use the sequence
{n} of test functions constructed in [15, Lemma 4.4] (see the proof of Theorem 4.1). 
Proposition 7.2. Every bounded linear functional on E(R) has compact support.
Proof. It is straightforward as a consequence of the ﬁrst part of [12, Theorem 24.2]. 
The following is one of the main theorems in this paper.
Theorem 7.3. The following are equivalent.
(1) Every sequentially continuous linear functional on E(R) is bounded on E(R).
(2) Every sequentially continuous linear functional on E(R) has compact support.
(3) Every bounded distribution with pseudobounded support has an (unique) extension to E(R).
(4) The Banach–Steinhaus theorem for bounded linear functionals on E(R): if {un} a sequence
of bounded linear functionals on E(R) such that u(x) := limn un(x) exists for all x in E(R),
then u is a bounded linear functional on E(R).
(5) BD-N.
Proof. (5) ⇒ (1). The space E(R) is a complete separable metric space by Proposition 3.2. It is
easy to show that a pointwise continuous linear functional on a locally convex space is bounded.
Therefore, the implication follows from [7, Theorem 4].
(1) ⇒ (2) and (1) ⇒ (4). By Proposition 7.2 and Theorem 2.3, respectively.
(2) ⇒ (3). By Theorems 6.2 and 6.3.
(3) ⇒ (5). Let A be a countable pseudobounded subset of N, and {an} an enumeration of A.
We may assume that an1 for all n. Let  be the test function such that
(x) =
{
exp(− 11−x2 ) if |x| < 1,
0 if |x|1,
constructed in [8, Section 1], and set
G(x) := (2(x − 2−1)) (x ∈ R).
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Then G is inﬁnitely uniformly differentiable on R, and
|G(x)| > 0 if |x − 2−1| < 2−1,
|G(x)| = 0 if |x − 2−1|2−1.
Set
hm(x) := G(x − am − 1)2m (m ∈ N, x ∈ R).
Then the sequence {fi} ≡
{∑i
m=0 hm(x)
}
is a Cauchy sequence inD(R) (see the third part of the
proof of [8, Theorem 4]). Thus, {fi} converges uniformly to an inﬁnitely differentiable function
f on R with pseudobounded support (see [15, Theorem 2.12]), and A is bounded if and only if
the limit f has compact support. We now consider uf constructed similarly to Proposition 5.4.
uf has countable pseudobounded support, and therefore has compact support by the hypothesis.
Thus, since suppN f = suppN uf by Proposition 5.4, A is bounded.
(4) ⇒ (5). Given a countable pseudobounded subset A ofN, construct the sequence {fi} of test
functions and its limit f as stated in the foregoing part. Set
〈ui,〉 := lim
n→∞
∫ n
−n
fi dt ( ∈ D(R)).
Then every ui is bounded distribution, and, for each  in D(R), the sequence {〈ui,〉} converges
to 〈u,〉 ≡ limn→∞
∫ n
−n f dt , by the convergence property of integrals [2, Lemma 2.6.2]. Thus,
by the hypothesis, u is bounded, and hence A is bounded. 
Thus, every proposition in the above theorem can be proved in CLASS, INT and CRM, but
cannot be in BISH.
We also note that, from Theorem 2.3 and the above theorem, the weak completeness of the dual
space of bounded linear functionals on E(R) is equivalent to BD-N.
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