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a b s t r a c t
Nonlinear reaction-diffusion problems are ubiquitous in science, ranging from physics
to engineering, from economy to biology. In particular, in this paper two-dimensional
problemswith generic Dirichlet boundary conditions or homogeneousNeumann boundary
conditions are focused on. To simulate this class of mathematical problems, a quite simple
generalized collocation method is proposed and developed. Moreover, a test case and an
application to the Schnakenbergmodel are described, in order to show the efficiency of the
simulation method and the goodness of the numerical results.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Awell-known solution technique of nonlinear initial boundary value problem for nonlinear partial differential equations
is the generalized collocation method, originally called the differential quadrature method. A concise account concerning the
application of the method can be given with reference to the initial boundary value problem for models described by partial
differential equations. The brief description given inwhat follows is analyzed in detail and generalized in the chapterswhich
follow. Bearing this in mind, the method can be applied as follows: the method discretizes the original continuous model
(and problem) into a discrete (in space) and continuous (in time) model, with a finite number of degrees of freedom, while
the initial boundary value problem is transformed into an initial value problem for ordinary differential equations simply
implementing the boundary conditions in the discretization points corresponding to the boundary and assigning initial
conditions in all points of the collocation.
This method is well documented in the literature on applied mathematics; it was first proposed by Bellman and
Casti [1] and developed by several authors in deterministic [2] and stochastic frameworks [3]. Additional applications
and developments are due, among others, to Chen [4,5] in the context of ordinary and partial differential equations, Shu
and Richards [6] concerning the solution of Navier–Stokes Equations, Bert and Malick [7,8] concerning the analysis of the
vibration of cylinder shells or rectangular plates.
Let us also mention the papers by Karami and Malekzadeh [9,10], concerning the application of the method to various
problems of vibration analysis, and by Artioli, Gould and Viola [11] and Artioli and Viola [12], concerning the solution of
mathematical problems in structural mechanics. Finally, the reader can refer to the valuable monograph of Shu [6] that
deals with various aspects of the generalized quadrature method in the context of fluid mechanics.
Without discussing, at this stage, the validity of the method, with respect to alternative ones (which can only be done
for well-defined problems), it is well documented that the method can provide a useful discretization of continuous models
and efficiently deals with nonlinearities including the ones related to implicit boundary conditions. These features make
the method interesting for engineering applications, as is documented in the review paper by Bert and Malik [7] and in
the bibliography therein cited. Their paper provides an interesting and detailed report on the application of the original
differential quadrature (collocation) method to several engineering problems.
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On the other hand, it is known that the method does not generally work in some circumstances. For instance, referring
to the Dirichlet problem, the classical Lagrange interpolation is not useful to deal with problems in unbounded domains or
with solutions that are oscillating, with high frequency, in the space variables. This problem can be overcome by a suitable
use of Sinc functions in the analysis of nonlinear problems, [13–15]. The use of Sinc functions was introduced by Bellomo
and Ridolfi [16] and subsequently applied to the solution of various problems in applied sciences, see [17–20].
It can be concluded that several studies have been developed to generalize and improve themathematicalmethod,which
has subsequently been applied to interesting engineering problems. These improvements have generated a mathematical
method, called the generalized collocation method, which is useful to solve a large class of nonlinear problems in applied
sciences. The book by Bellomo et al. [21] reports about various generalizations of the method with applications to the
solutions of several methods of interest in engineering sciences.
This paper develops the application of the method to the computational solution of nonlinear diffusion and reaction-
diffusion problems with generic Dirichlet boundary conditions or homogeneous Neumann boundary conditions. The
aforementioned class of equations has attracted a lot of attention because of its possibility to generate spatial patterns,
and this explains the widespread use of reaction-diffusion models in several scientific fields, e.g., biology, chemistry, fluid
dynamics, etc. [22–24]. This explains why spatial reaction-diffusion models represent one of the most investigated forms
of partial differential equations (e.g., [25,26]). In the following two sections, the mathematical model and the numerical
solution method will be described. Afterwards, a test case (where the analytical solution is known) will be simulated in
order to evaluate the error bounds. Finally, an application to a nonlinear reaction-diffusion model will be discussed and
some conclusions will be drawn.
2. The mathematical model
The computational method developed in this present paper refers to systems of equations. This section first describes
the statement of the mathematical problems under consideration in the case of a scalar equation, while the technical
generalization to systems of equations is subsequently illustrated. Specifically, let us consider the following class of
equations:
∂u
∂t
= f (u)+ ∂
2u
∂x2
+ ∂
2u
∂y2
, (1)
where
u = u(t, x) : [0, T ] × D → R, x = (x, y), (2)
is the dependent variable, f = f (u) is a nonlinear function of u, and where the domain D ⊆ R2 of the space variables has a
boundary ∂D. The function f is assumed to be a regular function of its argument.
After a suitable dimensional analysis, one can assume that u ∈ [0, 1] and that the domain D is bounded as follows:
D ⊆ [0, 1] × [0, 1]. (3)
The statement of the mathematical problems is proposed assuming boundary ∂D of D regular so that a unit vector n,
directed towards the interior of D, can be defined in any point of ∂D. Bearing all above in mind consider the following
problems:
Problem 1 (Dirichlet Boundary Conditions). Consider the initial boundary value problem for Eq. (1) with initial condition
u(0, x) = φ(x), x = (x, y) ∈ D, (4)
and time depending Dirichlet boundary condition
∀t ∈ [0, T ], x ∈ ∂D : u(t; x ∈ ∂D) = α(t, x), (5)
given as smooth function of their argument consistent, for t = 0, with the initial condition (4).
Problem 2 (Neumann Boundary Conditions). Consider the initial boundary value problem for Eq. (1) with initial condition
(4) and homogeneous Neumann boundary condition
∀t ∈ [0, T ], x ∈ ∂D : ∂u
∂n
(t; x ∈ ∂D) = 0, (6)
consistent, for t = 0, with the initial condition (4).
The above statement can be technically particularized to specific problems when D is a rectangular domain in R2. Up to
suitable normalization of the independent variables, one can assume that D = [0, 1] × [0, 1], which means that D has been
transformed in the unit square of R2. In this case, the boundary ∂D consists only in four distinct parts, namely,
∂D = Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4, (7)
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where
Γ1 = {(x, 0), x ∈ [0, 1]}, Γ2 = {(x, 1), x ∈ [0, 1]},
Γ3 = {(0, y), y ∈ [0, 1]}, Γ4 = {(1, y), y ∈ [0, 1]}. (8)
In this case, one can restate Dirichlet boundary conditions as follows, for any t ∈ [0, T ]
∀x ∈ [0, 1] : u(t; x, 0) = α(t, x), u(t; x, 1) = β(t, x), (9)
and
∀y ∈ [0, 1] : u(t; 0, y) = γ (t, y), u(t; 1, y) = δ(t, y), (10)
where α, β , γ and δ are given smooth functions of their arguments consistent with the initial condition (4) and satisfying
the consistency conditions
α(t, 0) = γ (t, 0), α(t, 1) = δ(t, 0), β(t, 0) = γ (t, 1), β(t, 1) = δ(t, 1). (11)
In the same way, Neumann boundary conditions are stated as follows, for any t ∈ [0, T ]:
∀x ∈ [0, 1] : ∂u
∂y
(t; x, 0) = ∂u
∂y
(t; x, 1) = 0, (12)
and
∀y ∈ [0, 1] : ∂u
∂x
(t; 0, y) = ∂u
∂x
(t; 1, y) = 0, (13)
consistent, for t = 0, with the initial condition (4).
The above reasoning holds alsowhen the space domain is convexwith respect to both axes. Otherwise, additional analysis
is needed. The above statement of problems refers to equations with second-order derivatives on both space variables. It
requires boundary conditions on the closed contour ∂D, while equations with the first-order derivatives need boundary
conditions on open contours. Higher-order equations require additional conditions.
We also point out that the statement may differ for each equation: for instance Dirichlet conditions for the first equation
and Neumann condition for the second.
Remark 2.1. The statement of problems can be straightforwardly generalized to systems of equations simply implementing,
with the same rules, initial and boundary conditions to each equation consistently with its structure. 
3. Solution method
Let us consider the class of problems described in the preceding section. The solution method is developed through the
following steps:
The first step consists in the discretization of the spatial domain into the collocation
Ixy = {x1, . . . , xn; y1, . . . , ym}, (14)
which may be equally spaced
xi = (i− 1)hx hx = 1n− 1 i = 1, . . . , n, (15)
yj = (j− 1)hy hy = 1m− 1 j = 1, . . . ,m, (16)
or identified by Chebychev–type collocationwith decreasing values of themeasures |xi−xj| and |yi−yj| towards the borders:
xi = 12 −
1
2
cos
(
i− 1
n− 1pi
)
i = 1, . . . , n, (17)
yj = 12 −
1
2
cos
(
j− 1
m− 1pi
)
j = 1, . . . ,m. (18)
The dependent variable u = u(t, x, y) is interpolated and approximated by the values uij = u(t, xi, yj) as follows:
u(t, x, y) ' unm(t, x, y) =
n∑
i=1
m∑
j=1
Li(x)Lj(y)uij(t), (19)
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where the expressions of the Lagrange polynomials Li(x) and Lj(y) are
Li(x) = (x− x1) . . . (x− xi−1)(x− xi+1) . . . (x− xn)
(xi − x1) . . . (xi − xi−1)(xi − xi+1) . . . (xi − xn) , (20)
and
Lj(y) = (y− y1) . . . (y− yj−1)(y− yj+1) . . . (y− ym)
(yj − y1) . . . (yj − yj−1)(yj − yj+1) . . . (yj − ym) . (21)
This interpolation is then used to approximate the spatial partial derivatives in the nodal points of Ixy, namely
∂ ru
∂xr
(t; xi, yj) '
n∑
h=1
a(r)hi uhj(t), (22)
∂ ru
∂yr
(t; xi, yj) '
m∑
k=1
b(r)kj uik(t), (23)
and
∂2u
∂x∂y
(t; xi, yj) '
n∑
h=1
m∑
k=1
a(1)hi b
(1)
kj uhk(t), (24)
where
a(r)hi =
drLh
dxr
(xi), (25)
and
b(r)kj =
drLk
dyr
(yj). (26)
Technical calculations provide the following result
a(1)hi =
∏
(xi)
(xi − xh)∏(xh) , a(1)ii =∑h6=i 1xi − xh , h 6= i, (27)
and
a(1)ii =
∑
h6=i
1
xi − xh , h = i, (28)
where∏
(xi) =
∏
p6=i
(xi − xp),
∏
(xh) =
∏
p6=h
(xh − xp), (29)
while for the y direction
b(1)kj =
∏
(yj)
(yj − yk)∏(yk) , b(1)jj =∑k6=j 1yj − yk , k 6= j, (30)
and
b(1)jj =
∑
k6=j
1
yj − yk k = j, (31)
where∏
(yj) =
∏
p6=j
(yj − yp),
∏
(yk) =
∏
p6=k
(yk − yp). (32)
Higher-order coefficients may be computed exploiting the following recurrence formula
a(r)hi = r
(
a(1)hi a
(r−1)
ii +
a(r−1)hi
xh − xi
)
, a(r+1)ii = −
∑
h6=i
a(r+1)hi , (33)
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and
b(r)kj = r
(
b(1)kj b
(r−1)
jj +
b(r−1)kj
xk − xj
)
, b(r+1)jj = −
∑
k6=j
b(r+1)kj . (34)
The initial boundary value problem is then transformed into an initial value problem for ordinary differential equations
that describes the evolution of the values uij(t) of u in the nodes. The boundary conditions have to be enforced in the nodal
points on the boundaries x1j, xnj, xi1, and xim (i = 1, . . . , n; j = 1, . . . ,m) of the domain D.
Finally, the solution of the initial boundary value problem is obtained through the numerical solution of the initial value
problem for ordinary differential equations, and, then, the interpolation of the solution by using Eq. (19).
If the previous procedure is applied to Problem 1, with conditions (9) and (10), then, one obtains the system of ordinary
differential equations
duij
dt
= f (uij)+
n∑
h=1
a(2)hi uhj(t)+
m∑
k=1
b(2)kj uik(t), (35)
supplemented with the initial conditions:
ui1 = α(t, xi), uim = β(t, xi), (36)
and
u1j = γ (t, yj), unj = δ(t, yj), (37)
for any i = 1, . . . , n, j = 1, . . . ,m and r = 1, 2.
Remark 3.1. The equations concerning the boundary conditions can be written in differential form. For example,
dui1
dt
= dα
dt
,
duim
dt
= dβ
dt
.  (38)
The solutionmethod for the Problem2 can be developed according to the same conceptual paths that have been described
for the Problem 1. The only difference concerns the fact that Neumann boundary conditions have to imposed. This means
that it is necessary to set the consistency with the boundary conditions that yield the following linear algebraic system
a(1)11 u1j + a(1)n1 unj = −
n−1∑
k=2
a(1)k1 ukj
a(1)1n u1j + a(1)nn unj = −
n−1∑
k=2
a(1)kn ukj
b(1)11 ui1 + b(1)m1uim = −
m−1∑
k=2
b(1)k1 uik
b(1)1muim + b(1)mmuim = −
m−1∑
k=2
b(1)kmuik,
(39)
(with i = 2, . . . , n − 1; j = 1, . . . ,m). Such a system can be algebraically solved with respect to u1j, unj, u1j, and u1j and
leads to the following:
u1j = annan1a1n − a11ann
n−1∑
k=2
ak1ukj − an1an1a1n − a11ann
n−1∑
k=2
aknukj, (40)
unj = a1nan1a1n − a11ann
n−1∑
k=2
ak1ukj + a11an1a1n − a11ann
n−1∑
k=2
aknukj, (41)
ui1 = bmmbm1b1m − b11bmm
m−1∑
k=2
bk1uik − bm1bm1b1m − b11bmm
m−1∑
k=2
bkmuik, (42)
and
uim = b1mbm1b1m − b11bmm
m−1∑
k=2
bk1uik − b11bm1b1m − b11bmm
m−1∑
k=2
bkmuik. (43)
The above relations can be introduced into system (35), ensuring the self-consistency of the system itself.
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Remark 3.2. The technical generalization to systems of partial differential equations is immediate. In this case the
dependent variable is a vector, say u. The solution technique leads to a system of equations for each component of u. 
Remark 3.3. The system can be forwardly applied to more general class of equations. For instance:
∂u
∂t
= f
(
t, x, u,
∂2u
∂x2
,
∂2u
∂y2
)
. (44)
In this case the corresponding discrete model is as follows:
duij
dt
= f
(
t, xi, yj, uij,
n∑
h=1
a(2)hi uhj(t),
m∑
k=1
b(2)kj uik(t)
)
.  (45)
4. Test case: The heat equation over a square
In this section the simulation of the heat equation is proposed as test case; in fact, the knowledge of the analytical solution
allows us to evaluate the errors due to the numerical method. Let us consider the two-dimensional heat equation
∂u
∂t
= 1
pi2
(
∂2u
∂x2
+ ∂
2u
∂y2
)
, (46)
over the square domain D = [0, 1] × [0, 1], where the dimensionless dependent variable is
u = u(t, x) : [0, T ] × D → [0, 1], x = (x, y) ∈ D. (47)
The partial differential equation (46) is linked to the following initial condition:
u(t = 0, x, y) = u0(x, y) = cos pi2 (x+ y)+ sinpi(x− y), (48)
and boundary conditions
u(t, x, 0) = e− t2 cos pi
2
x+ e−2t sinpix, (49)
u(t, x, 1) = e− t2 cos pi
2
(x+ 1)+ e−2t sinpi(x− 1), (50)
u(t, 0, y) = e− t2 cos pi
2
y+ e−2t sinpiy, (51)
and
u(t, 1, y) = e− t2 cos pi
2
(1+ y)e−2t sinpi(1− y). (52)
The initial boundary problem (46)–(52) admits the following analytical solution:
u(t, x, y) = e− t2 cos pi
2
(x+ y)+ e−2t sinpi(x− y). (53)
The knowledge of such an analytic solution allows the comparison with that obtained by the computational method and
shall permit to evaluate the accuracy of the numerical simulation.
Applying the procedure developed above, the corresponding system of ordinary differential equations is:
duij
dt
= 1
pi2
(
n∑
h=1
a(2)hi uhj(t)+
m∑
k=1
b(2)kj uik(t)
)
, (54)
with i = 1, . . . , n and j = 1, . . . ,m; while the initial conditions, given by Eq. (48), are
uij = cos pi2 (xi + yj)+ sinpi(xi − yj), (55)
for i = 1, . . . , n and j = 1, . . . ,m. Finally, boundary conditions are implemented according to Eqs. (49)–(52).
Simulations have been obtained with n = m = 9 nodes. Fig. 1 shows the numerical solution u(t, x, y) for t = 1
respectively. One notes the smoothness of the solution despite the small number of nodes. This accuracy of the solution
method is emphasized in Fig. 2 that shows the error
En = ‖u− un‖∞ = sup
x∈D
|u− un|, (56)
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Fig. 1. Heat equation over a square: u versus time and space: t = 1.
Fig. 2. Heat equation over a square: computational error En versus time and space: t = 1.
at t = 1, with respect to the analytical solution (53). It can be seen that the error is lower than 4×10−7. Finally Fig. 3 shows
the errors En and the average error identified by the L1-distance
En1 =
1
meas(D)
∫
D
|u− un|(t, x)dx, (57)
with D = [0, 1] and meas(D) = 1, versus the number of node n. The errors confirm the good result obtained by Lagrange
interpolation and show the fast decrement of the errors when the nodes number is increasing: when n is up to 5–10, the
errors practically tend to zero.
5. Application: A nonlinear reaction-diffusion equation
As a quite severe application of the proposed computational method, we consider here a model introduced by
Schnakenberg [27] to describe a series of trimolecular autocatalytic reactions. The model consists in the following system
of reaction-diffusion equations in two space dimensions:
∂u
∂t
= κ(a− u+ u2v)+ ε
(
∂2u
∂x2
+ ∂
2u
∂y2
)
∂v
∂t
= κ(b− u2v)+
(
∂2v
∂x2
+ ∂
2v
∂y2
)
,
(58)
where v and u are nondimensionalized concentrations of, respectively, self-activating and self-inhibiting chemical
substances, and κ , a, b, and ε are dimensionless parameters.
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Fig. 3. Heat equation over a square: error En (continuous line) and En1 (dashed line) versus number of nodes: t = 1.
The interesting aspect of the above model is its capability to select peculiar spatial patterns where initial small
perturbations are amplified and spread, leading to the formation of spots that slowly move and interact. If relatively large
diffusion coefficients are used, the model is stiff and, for this reason, Schnakenberg model is a severe test for the numerical
algorithms (e.g., [26]).
The two dependent variables u and v are such that:
u = u(t, x) : [0, 1] × D → [0, 1], x = (x, y) ∈ D, (59)
and
v = v(t, x) : [0, 1] × D → [0, 1], x = (x, y) ∈ D, (60)
where D = [0, 1] × [0, 1].
The initial boundary problem is stated by linking the above model to the following initial conditions:
u(0, x, y) = a+ b+ 1
1000
e−100[(x−
1
3 )
2+(y− 12 )2], (61)
and
v(0, x, y) = b
(a+ b)2 , (62)
while the boundary conditions are given by
∂u
∂x
(t, 0, y) = ∂u
∂x
(t, 1, y) = 0
∂v
∂x
(t, 0, y) = ∂v
∂x
(t, 1, y) = 0,
(63)
and 
∂u
∂y
(t, x, 0) = ∂u
∂y
(t, x, 1) = 0
∂v
∂y
(t, x, 0) = ∂v
∂y
(t, x, 1) = 0
, (64)
which correspond to homogeneous Neumann conditions.
The application of the method generates the following system of ordinary differential equations:
duij
dt
= κ(a− uij + u2ijvij)+ ε
(
n∑
k=1
a(2)ki ukj +
m∑
k=1
b(2)kj uik
)
dvij
dt
= κ(b− u2ijvij)+
(
n∑
k=1
a(2)ki vkj +
m∑
k=1
b(2)kj vik
)
,
(65)
where i = 2, . . . , n − 1 and j = 2, . . . ,m − 1, and with the initial conditions given by (61) and (62). The solution of the
initial boundary value problem requires that we express the values of the two dependent variables u and v in the boundary
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Fig. 4. Reaction-diffusion equations: u versus time and space: t = 1.
nodes. Technical calculations yield
u1,j = 1
a(1)n1 a
(1)
1n − a(1)11 a(1)nn
(
a(1)nn
n−1∑
k=2
a(1)k1 ukj − a(1)n1
n−1∑
k=2
a(1)kn ukj
)
un,j = 1
a(1)n1 a
(1)
1n − a(1)11 a(1)nn
(
a(1)1n
n−1∑
k=2
a(1)k1 ukj − a(1)11
n−1∑
k=2
a(1)kn ukj
)
v1,j = 1
a(1)n1 a
(1)
1n − a(1)11 a(1)nn
(
a(1)nn
n−1∑
k=2
a(1)k1 vkj − a(1)n1
n−1∑
k=2
a(1)kn vkj
)
vn,j = 1
a(1)n1 a
(1)
1n − a(1)11 a(1)nn
(
a(1)1n
n−1∑
k=2
a(1)k1 vkj − a(1)11
n−1∑
k=2
a(1)kn vkj
)
,
(66)
for j = 1, . . . ,m, and
u1,j = 1
b(1)m1b
(1)
1m − b(1)11 b(1)mm
(
b(1)mm
m−1∑
k=2
b(1)k1 ukj − b(1)m1
m−1∑
k=2
b(1)kmukj
)
um,j = 1
b(1)m1b
(1)
1m − b(1)11 b(1)mm
(
b(1)1m
m−1∑
k=2
b(1)k1 ukj − b(1)11
m−1∑
k=2
b(1)kmukj
)
v1,j = 1
b(1)m1b
(1)
1m − b(1)11 b(1)mm
(
b(1)mm
m−1∑
k=2
b(1)k1 vkj − b(1)m1
m−1∑
k=2
b(1)kmvkj
)
vm,j = 1
b(1)m1b
(1)
1m − b(1)11 b(1)mm
(
b(1)1m
m−1∑
k=2
b(1)k1 vkj − b(1)11
m−1∑
k=2
b(1)kmvkj
)
,
(67)
for i = 2, . . . , n− 1.
Figs. 4 and 5 show the evolution of the dependent variables u and v at t = 1, respectively. Lagrange polynomials are used
with 51 nodes and the following parameters are adopted: κ = 100, a = 0.1648, b = 0.8352, and ε = 0.05 (see also [26]).
The typical feature of patterns generated by the Schnakenberg model, that is the amplification and the migration of the
bumps, is plainly recovered by the simulations. This characteristic dynamics is even more evident in the representation by
contour lines shown in the corresponding Figs. 6 and 7, where such lines join points of domain having the same value of
population, u and v. We wish to point out that the present numerical simulation agree very well with the similar results
reported by Hundsdorfer and Verwer [26], where different and more involved numerical methods are used.
6. Critical analysis
A generalized collocation method for the numerical simulation of two-dimensional reaction-diffusion problems with
generic Dirichlet boundary conditions or homogeneous Neumann boundary conditions. Several important processes in
many scientific fields are modelled according to this class of equations. An account has been given Section 1, while recent
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Fig. 5. Reaction-diffusion equations: v versus time and space: t = 1.
Fig. 6. Reaction-diffusion equations: contour plot of u versus time and space: t = 1.
Fig. 7. Reaction-diffusion equations: contour plot of v versus time and space: t = 1.
2370 R. Revelli, L. Ridolfi / Computers and Mathematics with Applications 56 (2008) 2360–2370
applications show that diffusion models with source terms can also be used to model complex systems in life and biological
sciences, see [24,28].
The proposed simulation method is quite simple, robust, and computationally efficient. A test case has shown that
low errors are obtainable with a small number of nodes, while the application to a strongly nonlinear reaction-diffusion
problem has shown how the method gives very good results and is competitive with respect to other more usual numerical
methods (such as finite volumes [29], fractional steps [30], finite elements [31], and so on) at least when the geometry of
the system is sufficiently simple as in the case considered in this present paper. The advantage essentially consists in a rapid
implementation of boundary condition and in the robust control of nonlinearities.
When the space variables are defined on a complex geometry itmay be useful decomposing the space domain into several
sub-domains properly connected at the boundary. The development of the method is straightforward.
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