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Sistema de transcripción multitímbrica basado en redes neuronales profundas




El objetivo de este trabajo es conseguir una transcripción MIDI a partir de un archivo
WAV en melod́ıas polifónicas (varias notas sonando al mismo tiempo) y multit́ımbrica (para
diferentes instrumentos) , haciendo uso del deep learning. Para ello, se entrenan dos modelos,
uno que detecta las notas completas (frames) y otro que se centra únicamente en los inicios
de notas (onsets), finalizando con un algoritmo de note tracking que unirá ambos modelos.
El deep learning es una herramienta que ha evolucionado en gran medida estos últimos años
gracias al avance de la tecnoloǵıa. La implementación se realiza mediante Python en el entorno
de Anaconda, sobre todo, con los programas de Spyder y Jupyter notebook. Además, para
facilitar el trabajo con las redes neuronales se utilizará Tensorflow.
ABSTRACT
The aim of this work is to achieve a MIDI transcription from a WAV file in polyphonic
(several notes sounding at the same time) and multitimbral (for different instruments)
melodies, making use of deep learning. To do this, two models are trained, one that detects
whole notes (frames) and another that focuses only on the beginnings of notes (onsets),
ending with a note tracking algorithm that will unite both models. Deep learning is a tool
that has evolved greatly in recent years thanks to advances in technology. It is implemented
using Python in the Anaconda environment, mainly with the Spyder and Jupyter notebook
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7.1.1. Ĺıneas Futuras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
8. Bibliograf́ıa 79
Lista de Figuras 85





En los años 50, empezaron los primeros pasos en la Inteligencia Artificial (IA). En
sus comienzos, esta rama del conocimiento se aplicaba mayoritariamente en laboratorios e
investigación. Con la ayuda del gran impulso tecnológico que ha habido en los últimos años
y la creciente necesidad de procesar grandes cantidad de datos, este campo se encuentra en
una constante mejora. En la figura 1.1, se puede observar la evolución de inversión privada
en start-ups relacionadas con la IA.
Figura 1.1: Crecimiento de la inversión privada en inteligencia artificial (en miles de millones
de dólares) [1]
Además, según el AI Index Report de 2019 [2], el número de art́ıculos relacionados con la
inteligencia artificial ha crecido en un 300 % en 2018 con respecto a 1998.
En los últimos años el crecimiento y el interés por el mundo del Machine Learning ha sido
exponencial, en gran parte apoyado por la gran mejora en la computación. En este trabajo,
nos vamos a centrar en la aplicación del Deep Learning al ámbito musical, concretamente en
el campo de la transcripción automática de música polifónica.
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1.2. Objeto
La transcripción musical es una parte muy importante en el análisis de señales musicales,
ya que contribuye a la mejora de aplicaciones dentro de esta industria. Con ella, se consigue
una aceleración del desarrollo de la música comercial y se facilita la educación musical. Sin
embargo, este proceso tiene como requisito tener unos grandes conocimientos en este ámbito
y experiencia en el sector de la música.
Este trabajo se centra en el desarrollo una red neuronal (ver caṕıtulo 2) con Keras [3]
y Tensorflow [4] en el ámbito del análisis musical. La tarea a resolver por parte de la red
será transcribir música polifónica y multit́ımbrica. La música polifónica es aquella en la que
pueden estar sonando simultáneamente varias notas musicales y multit́ımbrica es que servirá
para varios instrumentos. El lenguaje de programación utilizado es Python, haciendo uso las
herramientas de Spyder y Jupyter notebook.
Se hará uso de tres bases de datos (datasets): Slakh2100 con la que entrenaremos la red;
y MedleyDB y Bach10, con los que haremos un test para poder compararlo con el estado del
arte.
El desarrollo software del proyecto se compone de diferentes módulos:
− Módulos de lectura de los dataset: Se encuentran las funciones necesarias para
poder hacer una lectura correcta de las bases de datos.
− Módulo de procesamiento de entrada: Almacena las funciones que nos permitirán
procesar las señales de audio. En nuestro caso, se hará un Transformad de Q constante
(CQT) [5] (ver caṕıtulo 2.8) de la señal y se apilarán varios armónicos en una misma
entrada.
− Módulo de modelos: En este módulo se definirán los modelos a utilizar y las funciones
de pérdida (ver caṕıtulo 2.4.4).
− Módulo de entrenamiento: En el que se encuentran las funciones para entrenar las
red, aśı como la visualización de las salidas y del resultado de la funcion de pérdida a
tiempo real. Debido a la disposición de los datos, será necesario hacer el cálculo de las
CQTs dentro del bucle de entrenamiento.
− Módulo de test: Nos permitirá hacer la valoración final del comportamiento de la red
en los diferentes datasets.
El objetivo del trabajo es definir una arquitectura que sea capaz de transcribir de
manera correcta una melod́ıa multit́ımbrica y que lo haga para diferentes instrumentos
(multit́ımbrica). De tal manera, que a partir de un archivo WAV se extraiga un MIDI.
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El resultado de este trabajo, se ve reflejado en la publicación de un art́ıculo en la revista
MDPI [6].
Esta memoria esta estructurada se estructura de siete caṕıtulos. Este caṕıtulo de
introducción donde se explica cual es la motivación, objetivos y estructura del desarrollo
del software.
El caṕıtulo 2 es una introducción a la transcripción automática de música donde se hablará
de ella, aśı como de conceptos relacionados como la inteligencia artificial y el procesamiento
de la señal de audio.
En el caṕıtulo 3 se expone el estado del arte donde se incluye este trabajo. Se hablará
sobre las diferentes arquitecturas de modelos neuronales que existen y sus caracteŕısticas.
En el capitulo 4 se da a conocer la arquitectura del modelo desarrollado en este trabajo y
sus caracteŕısticas. Para posteriormente, en el capitulo 5, explicar los experimentos realizados
y sus resultados. En el caṕıtulo 6, se explica como se ha implementado en Python.




Introducción a la transcripción
automática de música
El objetivo de la transcripción musical es crear una representación en un formato de
notación musical a partir de un archivo de audio, en nuestro caso la representación será en
formato MIDI (ver apartado 2.7). Este tipo de representación facilita la tarea al compositor a
la hora de buscar nuevos elementos musicales y ayuda a reducir el espacio de almacenamiento
de las melod́ıas.
2.1. Transcripción automática de música (AMT)
La transcripción automática de música [7] consiste en el diseño de algoritmos que consigan
convertir señales de audio en notación musical mediante el procesamiento de señales y, en
nuestro caso, la inteligencia artificial. Dentro de la transcripción existen varias tareas como
la detección de notas, el reconocimiento de instrumentos, el ritmo de una canción o la
composición de partituras. Debido al gran número de tareas que existen, la transcripción
automática se encuentra como uno de los problemas más importantes de la recuperación de
información musical (MIR).
El procedimiento comienza con una señal de audio (figura 2.1(a)), se realiza un procesado
de esa señal en una representación tiempo/frecuencia (figura 2.1(b)), con estos datos se hace
una representación de las notas con respecto al tiempo (pianoroll, figura 2.1(c)) y en algunos
casos se llega a la representación de partituras (figura 2.1(d)).
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Figura 2.1: Representación de los datos que se tienen en un sistema de transcripción de música
automática [7]
También existen métodos para detectar instrumentos que no están afinados (como un
tambor u otros instrumentos de percusión), es decir, que no pueden hacer sonar una nota
musical. Estos métodos tienen como objetivo la detección de golpes de sonido con saltos de
intensidad muy grandes en el momento del inicio del sonido.
Existen varios factores que provocan que la transcripción de música sea especialmente
dif́ıcil si la comparamos con otras ramas del campo del procesamiento de señales musicales
[8].
− Polifońıa musical: Las melod́ıas musicales pueden contener varias notas sonando al
mismo tiempo. Debido a la mezcla de armónicos que existen entre ellas provoca que la
señal sea realmente complicada de separar.
− Eventos sonoros superpuestos: Las notas presentan similitudes armónicas entre śı.
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− Estructura regular: Los músicos a la hora de componer presentan mucha atención
en la sincronización de los inicios de las notas y los finales.
− Anotar música polifónica es muy costoso: Saber las notas que están sonando en
una melod́ıa requiere de mucho tiempo y de mucha experiencia para hacer esta tarea
correctamente. Esta anotación es muy importante ya que con ella se pueden entrenar
algoritmos supervisados basados en redes neuronales.
Dependiendo del objetivo de transcripción que se persiga en cada caso, se pueden
diferenciar varios tipos de categoŕıas o niveles: frame-level, note-level, stream-level y
notation-level, que pasamos a describir a continuación.
− Frame-level : En este nivel se obtiene la nota que está sonando en un instante de
tiempo. Las melod́ıas se analizan en ventanas temporales (frames) independientes unas
de otras.
− Note-level : Este nivel es superior al anterior, y ya no se hace una valoración
independiente de cada frame. En este caso se intenta obtener el tono de una nota
musical, el instante en frames de inicio (onset) y el instante de finalización (offset). Se
consigue aśı una mejor identificación de la melod́ıa.
− Stream-level : Se estiman las notas y se hacen grupos en los que cada uno de ellos
pertenecerá a un instrumento.
− Notation-level : En este último nivel, se transcribe audio a una partitura (en un
pentagrama). Esta transcripción requiere de un entendimiento mucho mayor de las
estructuras musicales.
Merece la pena hacer un especial énfasis en explicar la diferencia entre la música
monofónica y la polifónica. En la música monofónica es mucho más fácil detectar las diferentes
notas musicales ya que en un instante de tiempo solo está sonando una nota de un instrumento
en concreto. A diferencia de la música polifónica en que existen varias notas sonando al mismo
tiempo y será el principal objetivo de este trabajo.
2.2. Inteligencia artificial
La Inteligencia Artificial (AI) es un campo que engloba al campo del Machine Learning
(ML). Las redes neuronales (NN) es un subcampo del ML, y a su vez, el Deep Learning (DL)
es un subcampo de las redes neuronales. Toda esta estructura se puede ver en la figura 2.2.
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Figura 2.2: Taxonomı́a de la inteligencia artificial. SSN: Spiking Neural Networks; NN: Neural
Networks; DL: Deep Learning [9];
El DL consiste en el uso de arquitecturas profundas que se empezó a desarrollar en gran
medida a partir del 2006. El aprendizaje es un procedimiento que consiste en estimar los
parámetros de un modelo con el objetivo de realizar una tarea en concreto. Estos parámetros
en el caso de las redes neuronales artificiales (ANN) son matrices de pesos. En el caso del
DL, las redes tienen muchas capas entre la entrada y la salida, lo que permite mejorar la
detección de patrones en el conjunto de datos (dataset) [9]. En este momento, el DL se
está convirtiendo en un enfoque de aprendizaje que permite solucionar diferentes tipos de
problemas en innumerables campos del conocimiento [10].
2.3. Enfoques del Deep Learning
Los enfoques del deep learning se puede categorizar por: aprendizaje supervisado,
aprendizaje no supervisado y aprendizaje reforzado (RL). Esta clasificación se puede ver
en la figura 2.3.
Figura 2.3: Enfoques del Deep Learning
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2.3.1. Aprendizaje supervisado
Este tipo de aprendizaje es el que utiliza datos que están etiquetados. Es decir, utilizan
un conjunto de datos formado por el conjunto de entradas y sus correspondientes salidas.
El modelo de aprendizaje tendrá que ser capaz de estimar la salida a partir de una entrada
y recibirá el error que ha tenido comparándolo con la salida real (ground truth). El error
nos lo reporta una función de pérdida (ver sección 2.4.4), la cual se utilizará para ajustar
los parámetros del modelo y mejorar cada vez más su comportamiento. En el enfoque del
aprendizaje supervisado se incluyen diferentes tipos de redes como las neuronales profundas,
convolucionales profundas, recurrentes, Long Short Term Memory (LSTM [11]) o Gated
Recurrent Units (GRU [12]).
2.3.2. Aprendizaje no supervisado
Al contrario que el enfoque anterior, en el aprendizaje no supervisado se utilizan conjuntos
de datos que no están etiquetados. En este caso, el agente inteligente aprenderá las posibles
relaciones que existen en los datos de entrada. Las tareas suelen ser de agrupamientos,
reducción de la dimensionalidad o técnicas generativas. Algunas de las estructuras para
realizar estas tareas son los Auto-Encoders [13] o las Generative Adversarial Networks (GANs)
[14].
2.3.3. Aprendizaje reforzado
El aprendizaje reforzado es una técnica que se aplica en entornos desconocidos, sus inicios
son en el 2013 con Google Deep Mind [15]. Un ejemplo de aprendizaje reforzado seŕıa el
siguiente: el entorno le hace una pregunta al modelo, este le da una respuesta y el entorno
le devuelve una puntuación. Con esto se consigue que mediante el entrenamiento, el modelo
aprenderá a dar una mejor respuesta al entorno. La principal diferencia que existe entre el
aprendizaje reforzado y el supervisado es que, en primer lugar, no se tiene acceso total a
una función para calcular el error, sino que el agente debe hacer continuamente preguntas al
entorno (prueba y error) y, en segundo lugar, la entrada depende de las acciones realizadas
anteriormente por el modelo.
2.4. Introducción a las Redes Neuronales Artificiales
Las redes neuronales artificiales surgen a ráız de la idea de imitar al cerebro humano y con
el objetivo de resolver múltiples tareas. Con la información que se tiene sobre las neuronas,
sus conexiones y la interacción que existe entre ellas, se realizó un modelo que se puede
representar de manera matemática. Esta idea es muy sencilla, pero se puede escalar para
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hacer modelos más complejos.
2.4.1. Distribución del conjunto de datos
La red toma los datos de un conjunto de entrenamiento que se divide en tres grupos:
entrenamiento, validación y test. El primer grupo son los datos con los que el modelo
aprenderá a detectar los patrones, el grupo de validación se utiliza para ver si durante el
entrenamiento está generalizando correctamente; y por último, el grupo de test se utiliza
una vez terminado el entrenamiento. Se dice que un modelo está generalizando cuando está
aprendiendo a encontrar los patrones del dataset o por el contrario está memorizando los datos
(overfitting). Además, existe el concepto de underfitting que significa que la red necesita más
entrenamiento ya sea por una falta de datos o por la falta de tiempo. En la figura 2.4, se
puede ver un resumen de estos conceptos.
Figura 2.4: Resultados de un entrenamiento. Izquierda: underfitting ; Centro: overfitting ;
Derecha: Entrenamiento correcto
El porcentaje de distribución de cada uno de estos grupos puede ser muy variado ya sea
un 80/20/20 (entrenamiento/validación/test), 90/10/10 o incluso para conjuntos de datos
muy grandes 99/1/1. Lo verdaderamente importante es que la distribución de los datos sea
la misma en cada uno de los grupos. Si esto no sucede, el modelo podŕıa no ser entrenado
con un tipo de dato, o podŕıamos estar haciendo un test sin tener en cuenta una parte de
nuestro conjunto de datos.
2.4.2. Modelo de una neurona artificial
Como se puede ver en la figura 2.5, el modelo de una neurona artificial se compone de
sumas y multiplicaciones, en el que a partir de una o varias entradas, el modelo nos entrega
una salida. A la salida de la neurona, se le añade una función de activación con el objetivo
de hacer la neurona no-lineal y poder modelar funciones más complejas.
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Figura 2.5: Neurona artificial con 5 entradas [16]
En la ecuación 2.1, se ve la expresión matemática que tiene una neurona, siendo y la






Normalmente, se crean redes añadiendo varias neuronas en una misma capa y el nombre
que recibe es una capa totalmente conectada (fully connected o FC). En esta capa, todas las
neuronas están conectadas con todas las anteriores como se puede ver en la figura 2.6.
Figura 2.6: Capa totalmente conectada [17]
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2.4.3. Tipos de funciones de activación
La función de activación se encarga de convertir la salida de la neurona en una función
no-lineal [18]. Además, se buscan funciones en las que la derivada sea simple, para minimizar
el coste computacional. Algunas de las funciones más utilizadas son las siguientes:
Sigmoide
Transforma los valores de la neurona a una escala [0,1] eliminando los datos negativos.
Tiene el inconveniente de que en los extremos el gradiente se hace muy pequeño, lo que
provoca que el modelo converja en un mı́nimo más lentamente. Este tipo de función, se suele






Al igual que la sigmoide, tiene el problema de que los gradientes en los extremos se
hacen 0, con la diferencia de que el rango de salida es [-1,1]. Se utiliza bastante en las redes






La Rectified Lineal Unit (ReLU) es una de las funciones más utilizadas en las redes
convolucionales ya que se anulan los valores negativos y no pierde el gradiente en la parte
positiva. Es una función por partes y se que puede ver en la ecuación 2.4.
f(x) = max(0, x) =
{
0 , si x < 0
x , si x ≥ 0 (2.4)
Softmax
La función Softmax transforma todas las salidas en forma de probabilidades, de tal manera
que la suma de todas las salidas de 1. Se utiliza sobre todo para tareas de clasificación cuando
hay varias clases (ecuación 2.5), Siendo z el vector de entrada a la función, el ı́ndice j la
posición del vector de entrada, zj el valor del vector de entrada en la posición j y K el
12






2.4.4. Función de pérdida
La función de pérdida o de coste, es aquella que nos indica ”lo bien”que lo está haciendo
nuestra red neuronal con respecto a los datos de entrenamiento y la salida esperada. Esta
función tiene como parámetros la predicción de la red y el resultado real, con ello calcula un
error que se utilizará para optimizar nuestro modelo. Existen muchos tipos de funciones de
coste e incluso se pueden crear funciones personalizadas para ajustarnos mejor al problema
que se quiere resolver. Las funciones de coste más t́ıpicas son la binary cross entropy (ecuación
2.6) o la Mean Squared ºError (MSE, ecuación 2.7). En ambas ecuaciones y es el resultado
real, p es la predicción de nuestro modelo, L es el error y N el tamaño del batch.












El objetivo de entrenar un modelo es minimizar las funciones de coste que se han
presentado en el apartado anterior. Para lograr este objetivo, se utilizan algoritmos de
optimización, los cuales actúan de manera iterativa en busca de estos valores óptimos. Esta
optimización se hace con la ayuda de un método llamado backpropagation, que calcula la
derivada de los parámetros desde la salida hasta la entrada. Este método comienza su cálculo
con el error reportado por la función de coste. Algunos optimizadores son:
− Stochastic Gradient Descent (SGD): El cálculo del nuevo valor de los parámetros
se realiza con la derivada de los parámetros calculada por el backpropagation y es
proporcional al learning rate (un valor escalar). Siempre se avanza en la dirección de
mayor pendiente.
− Adaptive Gradient Algorithm (AdaGrad): Es un optimizador adaptativo, en el
que el nuevo valor ya no dependerá únicamente de una iteración, sino que tendrá
en cuenta las anteriores. El objetivo es mejorar el SGD modificando la dirección de
descenso, ya que la mayor pendiente no siempre apuntará directamente al mı́nimo
global. Aunque tiene el innconveniente de que la tasa de aprendizaje es cada vez menor.
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− Root Mean Squeare Propagation (RMSprop): Utiliza una media móvil de los
gradientes al cuadrado para normalizar el gradiente. Esta normalización provoca un
aumento del paso (impulso) en los gradientes pequeños para evitar que desaparezcan.
Aunque puede aumentar demasiado el gradiente, dando problemas al optimizar.
− Adaptive moment estimation (Adam): Es una combinación del AdaGrad y el
RMSprop, siendo este el mejor en la mayoŕıa de situaciones [19]. Los parámetros de
este optimizador son el learning rate, β1 , β2 y ε.
El optimizador Adam es el que se utiliza en este trabajo. En las ecuaciones 2.8 y 2.9, se
puede ver la influencia de los parámetros β1 y β2 para la optimización. Siendo gt los gradientes
de los parámetros en la iteración t. Estas ecuaciones representan dos medias móviles una con
gt y la otra con g
2
t .
mt = β1 ·mt−1 + (1− β1) · gt (2.8)
vt = β2 ·mt−1 + (1− β2) · g2t (2.9)
Posteriormente, se hace una corrección de ambas medias móviles como se puede ver en









Por último, las medias móviles corregidas junto con el learning rate (α) se utilizan en la
ecuación 2.12 para calcular el nuevo valor de los parámetros (θ) en la siguiente iteración. ε
es un valor que se utiliza para evitar el 0 en el denominador.





La evaluación de un modelo propuesto para resolver una tarea en concreto se realiza a
través de métricas. Las métricas de este trabajo son las que corresponden a una tarea de
clasificación, en nuestro caso, interesa saber el nivel de acierto del modelo propuesto cuando
predice el valor y el instante temporal de una nota musical. Las métricas se han hecho a
través de la libreŕıa mir eval [20].
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Las métricas se calculan a partir de los positivos verdaderos (TP), negativos verdaderos
(TN), positivos falsos (FP) y negativos falsos (FN).
− Precision : Es el porcentaje de veces que el modelo ha predicho una nota y ha acertado,
frente a las notas que ha predicho y ha fallado. En la ecuación 2.13, se puede ver la





− Recall : Es el porcentaje de veces que el modelo ha predicho una nota y ha acertado,
frente al número de notas que existen y no ha predicho. En la ecuación 2.14, se ve el





− F-score : Es una relación entre las dos, es la métrica de la cual nos vamos a fijar más.
Se puede ver su expresión en la ecuación 2.15.
L = 2 · precision · recall
precision + recall
(2.15)
− Accuracy : Mide el porcentaje de casos en los que el modelo ha acertado, tanto cuando




TP + TN + FP + FN
(2.16)
− Chroma Accuracy : Es una métrica un poco especial que se aplica únicamente en la
música, donde antes de calcular la acurracy con la ecuación 2.16 se mapean todas las
notas a una misma octava.
2.4.7. Conceptos relacionados con el entrenamiento
Hay algunos conceptos que se utilizan en el entrenamiento que son necesarios nombrar
para seguir mejor este trabajo:
− Epoch : Es el hiperparámetro que define el número de veces que el algoritmo ha recorrido
el conjunto de entrenamiento.
− Batch size : La cantidad de muestras de nuestro conjunto de entrenamiento que se
utiliza en una iteración. Los parámetros de una red se actualizan en cada iteración.
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− Batch normalization : Se utiliza con el objetivo de que la red converja en un mı́nimo
más rápidamente en el mı́nimo global más rápidamente.
− Dropout : Se utiliza para evitar el overfitting durante el entrenamiento, y consiste en
congelar de manera aleatoria un cierto número de neuronas en cada batch size.
A continuación se van a describir dos de las redes neuronales que se han utilizado en este
trabajo. Una descripción completa de todas las RNN que se emplean hoy en d́ıa está fuera
de la limitación de espacio de este trabajo.
2.5. Redes neuronales convolucionales (CNN)
Las redes neuronales convolucionales [21] son conocidas sobre todo por su aplicación en
imágenes, aunque en este trabajo las aplicaremos en señales de audio. En señales de audio,
las imágenes corresponden a representaciones de tiempo y frecuencia como la transformada
de Q constante (CQT) [5] o el Mel Spetrogram [22]. Estas redes se componen de tres etapas,
una etapa de convolución, otra de pooling y otra de activación.
Estas redes se basan principalmente en el uso de capas convolucionales que aplican filtros
en imágenes con el objetivo de obtener una serie de caracteŕısticas de ellas.
Figura 2.7: Funcionamiento de una convolución
Una convolución consiste en la multiplicación de un filtro por una parte de la imagen de
entrada sobre la que actúa el filtro y tiene diferentes parámetros que se pueden modificar
(figura 2.7). Estos parámetros son los siguientes :
− Tamaño del filtro: Son las dimensiones que va a tener el filtro que se va a aplicar en
toda la imagen, en la figura el tamaño es de 3x3.
− Stride : El stride es el desplazamiento en ṕıxeles que hace el filtro en la imágenes de
entrada. En el caso anterior es de 2.
16
− Padding : Se utiliza para mantener las dimensiones de la imagen de entrada, en el caso
anterior hay un padding de 1. Se añaden ceros alrededor de la matriz de entrada.
− Número de filtros: En una capa convolucional se pueden utilizar varios filtros.
Además, de la etapa convolucional este tipo de redes se caracterizan tambien por utilizar
etapas de pooling, en las que se reduce las dimensiones de la etapa de entrada con el objetivo
de extraer la información más representativa de la entrada. Un ejemplo de pooling, es el
Max-pooling donde se extrae el valor máximo que se encuentra dentro de un filtro, como se
puede ver en la figura 2.8.
Figura 2.8: Etapa de pooling [23]
Al igual que las redes neuronales artificiales, se utiliza a la salida una etapa no-lineal
mediante funciones de activación. La función ReLU, que ya hemos nombrado anteriormente
es la más común en este tipo de redes.
2.6. Long Short Term Memory (LSTM)
Las redes LSTM son un tipo de redes recurrentes que tienen memoria para aprender
conceptos a corto y largo plazo. Este tipo de redes se propusieron por primera vez en 1997
por Hochreiter y Schmidhuber [24] con el objetivo de recordar la información durante más
tiempo.
Estas redes se estructuran en una cadena en el que hay un módulo de repetición, como se
puede ver en la figura 2.9.
Este módulo se compone de tres capas que se comunican con una celda de estado (figura
2.10). Las tres capas de las que se compone son: una capa que olvida información (forget
gate), otra que almacena nueva información (input gate) y una capa de salida (output gate).
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Figura 2.9: Cadena de módulos LSTM [25]
Figura 2.10: Celda estado de una LSTM [25]
En primer lugar, la capa forget gate (figura 2.11) se compone de una red que tiene como
función de activación una función sigmoidea. La salida de la red dará unos valores entre 0 y
1, siendo los valores más cercanos a 1 los que mantendrá en la celda de estado.
Figura 2.11: Forget gate de una LSTM [25]
La segunda capa es la que aportará nueva información a la celda de estado. Se compone de
dos partes, en primer lugar hay una capa con una sigmoide que determina los valores que se
actualizarán. En segundo lugar, hay otra capa con una tangente hiperbólica que determinará
que candidatos de los nuevos valores se agregarán al nuevo estado. Ambas partes se combinan
para actualizar la celda de estado, como se puede ver en la figura 2.12.
Finalmente, nos encontramos con la output gate que reportará el valor de la salida del
módulo. En primer lugar, se ejecuta otra función sigmoidea que determina las partes la de
celda que se quieren generar. Después, a la información que hay en la celda de estado se le
aplica una tangente hiperbólica. Combinando ambas da la salida como se ve en la figura 2.13.
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Figura 2.12: Input gate de una LSTM [25]
Figura 2.13: Output gate de una LSTM [25]
2.7. Musical Instrument Digital Interface (MIDI)
Las siglas de MIDI corresponden a Musical Instrument Digital Interface y es un lenguaje
que permite a ordenadores, sintetizadores e instrumentos musicales comunicarse entre śı.
Este lenguaje se desarrolló en 1981 de la mano de Ikaturo Kakehashi aunque el estándar
MIDI no se publicó hasta 1982. Este lenguaje se compone de instrucciones que se env́ıan al
un instrumento musical digital (sintetizador, ordenador, etc.) y hace sonar una nota (también
llamado evento). Las principales instrucciones que se env́ıan son las siguientes:
− Onset y Offset : Es el inicio y el fin de una nota.
− Pitch : Es el tono que tiene la nota musical.
− Velocidad: Es la fuerza con la que se pulsa la tecla.
− Tempo: Se mide en BPM (Beat por Minute o golpes por minuto) y establece la rapidez
que tiene la melod́ıa. Por ejemplo, en una melod́ıa con 60 golpes por minuto, el tiempo
de una negra equivaldrá de un segundo. Por el contrario, en una melod́ıa de 120 BPM,
la negra valdrá 0,5 segundos.
Los datos en formato MIDI los utilizaremos para realizar una representación de la música
en un formato pianoroll que será útil para el entrenamiento de nuestra red. Un pianoroll es
una matriz en la que en el eje Y se encuentran las notas musicales, y en el eje X el tiempo.
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La nota que está sonando tiene un valor equivalente a la velocidad y las notas que no están
sonando su valor es 0. En la figura 2.14 se puede ver un ejemplo de pianoroll.
Figura 2.14: Ejemplo de un pianoroll utilizado para entrenar el modelo neuronal propuesto
en este trabajo
2.8. Transformada de Q constante (CQT)
La Constant-Q Transform (CQT) o transformada de Q constante [5] es una representación
tiempo-frecuencia de una señal en la que se utiliza un banco de filtros equiespaciados en
escala logaŕıtmica. La representación logaŕıtmica en frecuencia resulta muy adecuada en
la descripción de una señal musical ya que las posiciones relativas de los armónicos serán
constantes. Como los armónicos de una señal periódica son f, 2f, 3f, ... la distancia relativa
dibujada entre el primer y segundo armónico en escala logaŕıtmica es log 2, entre el segundo
y el tercero, log (2/3), y aśı sucesivamente.
Figura 2.15: Transformada de Fourier representada en relación con el logaritmo de la
frecuencia [5]
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Esta representación igualitaria para cualquier frecuencia fundamental (F0), nos ayuda a
resolver mejor los problemas de identificación de instrumentos o de detección de la F0. Con la
transformada de Fourier convencional al ser estas distancias lineales con la frecuencia provoca
que estas tareas sean más dif́ıciles de realizar.
Uno de los problemas que aparecen a la hora de hacer la transformada corta de Fourier
(STFT) en un dominio del logaritmo de las frecuencias es que para las bajas frecuencias
hay muy poca información y en altas frecuencias hay demasiada. Si, por ejemplo, se toma
una ventana fija de 1024 muestras y suponemos que la frecuencia de muestreo es de 32000
muestras por segundo, la resolución es de 32000/1024 = 31,3Hz. Para el caso de la escala
baja del vioĺın que es de 196Hz, este valor supone un 16 % de la frecuencia (mucho mayor
que el 6 %, que es la distancia que hay entre dos notas adyacentes, por lo que esta resolución
frecuencial no seŕıa suficiente). En el caso contrario, en el rango alto de un piano que seŕıa de
4186Hz, esta resolución frecuencial de 31,3Hz supone un 0,7 % y, por tanto, seŕıa demasiado
grande.
Figura 2.16: CQT de G3 (196Hz), G4 (392Hz) y G5 (784Hz) [5]
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Para que la resolución sea suficiente, y se pueda diferenciar correctamente un semitono, la
resolución en esas frecuencias tendrá que suponer aproximadamente un 3 % de la frecuencia
de la nota que se esté analizando. Este valor corresponde a la mitad de 6 %, 2
1
12 − 1 ≈ 0,06.
El ratio que relaciona la frecuencia con la resolución se llama Q (factor de calidad) y para el
ejemplo anterior valdŕıa f/0.03f = 34. Este ratio permanecerá constante durante el calculo.
De este modo, es necesario modificar el tamaño de la ventana en relación a la frecuencia
para que se mantenga este factor de calidad, o lo que es lo mismo, que se calcule la frecuencia
con el mismo número de periodos para cualquier valor de nota. La ecuación 2.17, permite
calcular el tamaño de la ventana N[k], donde fs es la frecuencia de muestreo, Q es el factor






Aśı, para el calculo de la CQT, en primer lugar se calcula la Fast Fourier Transform
(FFT) y a partir de ella se realizan convoluciones con filtros paso banda cuya frecuencia
central se corresponde con la frecuencia que queremos calcular y que tendrán un tamaño de
ventana calculado con la ecuación 2.17. El número de filtros que se va a utilizar dependerá
del número de bins totales que se quieran obtener, es decir el número de octavas que se
quiera procesar y el número de divisiones frecuenciales por octava. En nuestro caso queremos
calcular 6 octavas y cada una se dividirá 60 bins, por lo que tendremos 360 filtros.
Además, el cálculo de CQTs se hace con una distancia de salto temporal de la señal de
audio (hop lenght). El resultado será un valor por cada una de las frecuencias y por cada
ventana (frame). En la figura 2.17, se pueden ver visualmente estos conceptos.
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Figura 2.17: Relación entre el tamaño de la ventana y el hop lenght






En este caṕıtulo se van a repasar las aportaciones fundamentales que soportan el desarrollo
de este trabajo.
Para realizar la transcripción automática de música (AMT), existen diferentes soluciones
que utilizan métodos probabiĺısticos como pYIN [27], o redes convolucionales como las
empleadas en Onsets&Frames (OaF) [28], CREPE [29], SPICE [30] o Deep Salience [31].
Esta última solución es en la que está basado este trabajo.
3.1. Estimación de la frecuencia fundamental (F0)
Existen bastantes métodos de detección de la frecuencia fundamental, basados tanto en
métodos estad́ısticos como en aprendizaje automático (en nuestro caso Deep Learning). El
principal problema que presentan estos métodos es que sólo permiten la extracción de una
nota en un frame, con lo que sólo son útiles para detectar notas en melod́ıas monofónicas.
3.1.1. Métodos tradicionales
pYIN
El pYIN desarrollado por Mauch y Dixon [27] es una algoritmo probabiĺıstico para estimar
frecuencias fundamentales basado en el algoritmo YIN [32], el cual tiene algunos problemas
asociados. El principal inconveniente que presenta es que hace una única estimación por
cada frame, lo que genera un resultado que cambia de manera abrupta. Para solucionar
este problema y generar una estimación más suavizada se propuso una modificación en la
que se disponen múltiples salidas con varios candidatos asociados a una probabilidad. Estas
probabilidades se utilizan en un modelo oculto de Markov (HMM), que decodificado por un
decodificador Viterbi es el que produce la estimacion del pitch, es decir, la nota musical.
Posteriormente, se realizará un procesado de los resultados obteniendo una información del
tono (F0) más suavizada que la estimación del algoritmo YIN.
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Figura 3.1: Comparación entre la estructura de YIN y pYIN [27]
Este método se divide en dos etapas: la extracción de varios candidatos por frame y el
seguimiento (tracking) de estos candidatos para seleccionar únicamente una frecuencia.
Para extraer varios candidatos pYIN se basa en el mismo concepto que YIN. Si una señal
xi, i = 1, ...,W , siendo W el tamaño de la ventana a analizar, es prácticamente periódica, la




(xj − xj+τ )2 (3.1)





Con la ecuación 3.1 y 3.2, se obtiene que:
dt(τ) = rt(0) + rt+τ (0)− 2rt(τ) (3.3)
Una vez calculada la correlación y la diferencia, el algoritmo YIN normaliza la diferencia
y se obtiene la función media de las diferencias acumuladas, d′(τ). La normalización utiliza
métodos heuŕısticos para compensar los valores bajos que aparecen en frecuencias altas
provocados por las resonancias de los formantes (o frecuencias predominantes en un sonido
afinado).
El último paso que se realiza en el algoritmo de YIN, es la detección del periodo más
pequeño en el que d′(τ) tenga un mı́nimo local menor a un cierto umbral (s, normalmente s =
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0.1 o s = 0.15). En el caso de no exista, se propone el mı́nimo absoluto de d′(τ), argminτd
′(τ).
La salida del algoritmo de YIN se anota como Y(xt, s). En pYIN se propone no definir un
umbral fijo y en su lugar utilizar una distribución P (si), donde si son los umbrales posibles.
Con esta distribución y la probabilidad previa de utilizar la estrategia de mı́nimo absoluto,
podemos definir la probabilidad de que τ sea el periodo fundamental (τ0) como:
P (τ = τ0|S, xt) =
N∑
i=1








siendo pa = 0.01.
La siguiente etapa se encarga de seleccionar únicamente una frecuencia. Para ello se
divide un espacio de 4 octavas (de los 55Hz a los 880Hz) en 480 bins frecuenciales. Los
bins se modelan como estados ocultos del modelo de Markov y con las probabilidades de los
candidatos ya obtenidas previamente se les asigna la frecuencia más cercana.
Se ha hecho comparaciones de este modelo con el YIN original, y una modificación del
modelo original más suavizado (YIN + S) utilizando las métricas de Recall, Precision y
F-score.
Figura 3.2: Comparación de las métricas de Recall, Precision y F-score entre YIN y pYIN ,
con una s = 0.1, 0.15, 0.2 [27].
Como se puede observar en la figura 3.2 el F-score del pYIN es mejor que los otros casos.
El método YIN+S tiene mejor precisión, pero como se observa en los datos de Recall no
reconoce tantos frames con notas. El F-score nos reporta una información más global ya que
se calcula conjuntamente con la Precision y el Recall.
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3.1.2. Métodos basados en Deep Learning
CREPE
El objetivo que persigue el algoritmo CREPE [29] es el de conseguir un método para
detectar notas en melod́ıas monofónicas (no tiene notas tocadas de manera simultánea),
superando los resultados que se obtienen con enfoques heuŕısticos como pYIN. En este caso,
se consigue una precisión del 90 % con un umbral muy pequeño (10 cents). En la ecuación 3.6
se puede ver la definición de un cent que es una unidad que representa los intervalos relativos
a un tono de referencia fref en Hz, y se define en función de la frecuencia en hercios.




La arquitectura de CREPE es una red convolucional que opera directamente en el dominio
del tiempo de una señal de audio, con el objetivo de conseguir una estimación de la nota que
produce en cada instante de tiempo (frame). La entrada de la red son 1024 muestras, con un
frecuencia de muestreo de 16kHz. La arquitectura de la red es la presentada en la figura 3.3.
Figura 3.3: Arquitectura de CREPE
Como se puede ver en la figura 3.3, la salida de la red son 360 neuronas que representan
las notas de C1 a B7, es decir, de la frecuencia 32,70Hz a la 1975,5 Hz.
Esta red ha sido entrenada con dos datasets, el primero se llama RWC-synth que contiene
6.16 horas de audio sintetizado. El sintetizado se ha hecho usando una suma fija de un pequeño
número de sinusoides, con el que se consigue un conjunto de datos muy homogéneo en timbre.
El segundo son 230 pistas monofónicas que pertenecen al dataset MedleyDB, pero
sintetizada de tal manera que la anotación de F0 mantiene el timbre y la dinámica de la
pista original. Los detalles se pueden encontrar en [33]. Este dataset lo han denominado
MDB-stem-synth y en total son 15.56 horas con 25 instrumentos diferentes.
Para realizar el entrenamiento de los modelos se ha dividido el dataset en tres conjuntos:
entrenamiento, validación y test, con una división proporcional de 60/20/20, respectivamente.
Además, se intenta evitar utilizar el mismo artista para el entrenamiento y el test, para que
no aumente la precisión de manera artificial.
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Para la evaluación se utiliza la libreŕıa mir eval [20], y las métricas que se utilizan son las
de raw pitch accuracy (RPA), que corresponde a la métrica de accuracy, y chroma accuracy
(RCA) (Ambas métricas explicadas en la sección 2.4.6) con 50 cents de threshold (umbral)
[34]. El objetivo es hacer una comparación con los métodos heuŕısticos pYIN. En este trabajo
se realizó comparación con pYIN y SWIPE. SWIPE es un estimador del tono que se inspira
en la forma de onda de diente de sierra cuya descripción puede verse en [35].
Figura 3.4: Comparación entre CREPE, pYIN y SWIPE, de las medias de RPA y RCA con
un threshold de 50 cents en los datasets de MDB y RWC [29].
Figura 3.5: Comparación entre CREPE, pYIN y SWIPE, de las medias de RPA variando el
threshold entre 50, 25 y 10 en los datasets de MDB y RWC [29].
SPICE
Al igual que CREPE, SPICE [30] es un detector de notas en melod́ıas monofónicas que
permite estimar la frecuencia fundamental. Este modelo parte de la idea de que el óıdo
humano diferencia mejor el intervalo de frecuencia entre dos notas, que el valor absoluto de
una nota en concreto. La red tiene como entradas dos CQTs. La primera entrada a la red
es la CQT de una señal de audio y la segunda entrada es la CQT anterior pero haciendo un
desplazamiento en el tono como se puede ver en la figura 3.6. Este desplazamiento en el tono
es un parámetro que se puede controlar a la entrada del algoritmo.
La red se compone de dos encoders que se alimentan con las dos CQTs que devolverá
cada uno un valor escalar. Un encoder se compone de varias capas convolucionales y poolings
que comprimen la entrada reduciendo la dimensionalidad de la misma. Posteriormente, con
la ayuda de una función de pérdida se fuerza a que la diferencia de las salidas de los dos
encoders sea proporcional al desplazamiento del tono que hay entre los dos CQT.
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Para calcular el tono absoluto de la nota que está sonando, se utiliza únicamente la salida
del primer enconder. Este encoder es alimentado con melod́ıas con un tono conocido para
poder estimar la relación que hay entre la salida y el tono real. Cuando se obtiene esta
relación, ya se puede saber el tono de manera absoluta.
Otro caracteŕıstica de este modelo es que esta red puede determinar si una señal musical
es con voz o sin voz mediante una capa neuronal totalmente conectada (fully connected) que
recibe la penúltima capa del encoder.
Como se puede ver, esta red se diferencia de otras porque al entrenarla no se necesita un
dataset etiquetado ya que se hace mediante la diferencia entre la onda de sonido y la misma
onda de sonido modificada.
Figura 3.6: Arquitectura de SPICE [30]
Los experimentos realizados en Tensorflow se han hecho con una frecuencia de muestreo
de 16 kHz. Para realizar la CQT se hacen 24 bins por octava (cada octava se ha dividido en
24 frecuencias) y un hop-lenght de 512, lo que da lugar que cada frame de la CQT sea de
32ms.
Las entradas de los encoder son de 128 dimensiones que corresponden a las frecuencias de
la CQT y la salida son dos escalares: el escalar para detectar el tono (pitch) y la confianza
que es para detectar si una pista tiene voz o no.
El enconder se compone de 6 capas convolucionales con filtros de 3x3 y un stride de 1,
el numero de filtros es de 64, 128, 256, 512, 512 y 512 (el decoder tiene la misma estructura
pero con la mitad de filtros). Entre las convoluciones hay una capa de batch normalization y
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una ReLU, aśı como un Max-pooling de tamaño 3x3 con un stride de 2.
La salida de los encoders van a dos redes: la que estima la nota son dos fully connected de
48 y 1 neurona, y la que estima la confianza es una fully connected de 1 unidad. El modelo
se entrena con el optimizador Adam, un learning rate de 0.0001 y un batch size de 64.
Los datasets empleados para entrenar esta red son el MIR-1k que contiene 1000 pistas de
audio de canciones de pop chino y el MDB-stem-synth que musica resintetizada monofónica
con varios instrumentos.
Para hacer la evaluación, se utiliza la RPA (raw pitch accuracy) con un umbral de
desviación de 0.5 semitonos. Algunos de los resultados, comparados con CREPE fueron los
siguientes:
Figura 3.7: Comparación entre CREPE , SPICE Y SWIPE, con la métrica RPA en los datasets
MIR-1k y MDB-stem-synth [30]
3.1.3. Estimación de la Multi-F0
A diferencia de la estimación de la frecuencia fundamental, al estimar múltiples frecuencias
fundamentales (multi-F0) es posible detectar en un mismo frame varias notas que están
sonando simultáneamente. Es una tarea realmente dif́ıcil, ya que como hemos dicho
anteriormente, los armónicos de las notas se pueden solapar lo que hace muy complicada
la extracción de las mismas.
Deep Salience
El objetivo de Deep Salience [31] es estimar las notas en musica polifónica, aumentando
la dificultad con respecto a los modelos nombrados anteriormente.
Para este modelo se ha utilizado un dataset de 240 canciones. De las cuales 108
corresponden al dataset MedleyDB [36] que contiene canciones de diferentes estilos musicales.
Las 132 canciones restantes corresponde a música pop occidental desde los años 80 hasta la
actualidad.
Las señales de audio se procesan mediante una CQT implementada con librosa [26], con
una normalización de los valores para que se encuentren en un intervalo [0,1]. En el cálculo
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de la CQT, como ya se ha comentado anteriormente, se hace una división frecuencial en bins.
La frecuencia de cada bin (fk), nos lo da la expresión fk = fmin · 2k/B.
La entrada de la red no será una única CQT, sino 6 armónicos apilados. La frecuencia de
los armónicos (h) de cada bin corresponden a h · fk y, por consiguiente, tendrá la expresión
fk = h · fmin · 2k/B. Se tendrá un armónico (h) que será el fundamental (h = 1), 4 armónicos
por encima del fundamental (h = 2,3,4,5) y un subarmónico (h = 0.5). El tiempo de cada
frame de la CQT será de ≈ 11ms y se utilizarán 60 bins por octava en 6 octavas. Para el
primer armónico la frecuencia mı́nima es de 32,7 Hz (C1) y en cada armónico irá variando.
La salida de la red corresponderá a una representación tiempo-frecuencia del mismo
tamaño que cada uno de los armónicos de entrada (figura 3.8). El intervalo de frecuencias
será el mismo que teńıa el primer armónico de entrada. Para hacer el ground truth se ponen
a 1 los valores más cercanos a la nota en una representación tiempo-frecuencia.
Figura 3.8: Input y Output de Deep Salience[31]
La arquitectura del modelo presenta 5 capas convolucionales (ver figura 3.9). Las dos
primeras capas tienen 128 y 64 filtros de 5x5, con el objetivo de cubrir 1 semitono. Las
siguientes tienen 64 filtros de 3x3 y la ultima capa son 64 filtros de 70x3 que abarcan 14
semitonos (2 semitonos más que los de una octava).
En toda la red se mantiene el mismo tamaño de frecuencia y tiempo (360, 50) para evitar
eliminar los pequeños cambios que puede haber en la frecuencia. Como se puede ver en la
figura 3.9.
Figura 3.9: Arquitectura de Deep Salience[31]
El modelo utiliza el optimizador Adam y la función para minimizar la cross entropy, que
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se puede ver la ecuación 3.7.
L(y, ŷ) = −y log ŷ − (1− y) log (1− ŷ) (3.7)
donde y es es la salida real , ŷ es la predicción de la red
Para el entrenamiento, se utiliza un dataset a partir de anotaciones hechas por máquinas
y humanos, en los que se anotan las frecuencias fundamentales. El dataset consiste en 240
canciones sacadas a partir de combinar el MedleyDB (108) y 132 canciones de música pop
de los 80. Las 240 se dividen en tres conjuntos (entrenamiento, validación y test).
Para un posterior análisis se utilizan dos conjuntos de datos más, el Bach10 [37] y el Su
[38]. El Bach10 que contiene 10 grabaciones de 30 segundos de un cuarteto de Bach y las
pistas separadas por instrumento; y el Su que se compone de 10 extractos de grabaciones
clásicas de solos de piano, quintetos de piano y sonatas de vioĺın.
Para obtener los resultados es necesario seleccionar los valores de frecuencia más
importantes, por lo que se sacan todos los máximos relativos y se aplica un umbral (0.3
en este caso), con el objetivo de filtrar la salida de la red.
Figura 3.10: Comparación de Deep Salience (rojo) con Benetos (amarillo) y Duan (azul) para
los datasets de Bach10, Su y MedleyDB; empleando las métricas Accuracy, Chroma Accuracy,
Precision y Recall [31]
Se hacen tests para tres datasets distintos, el MedleyDB, Bach10 y Su; y aśı poder hacer
una comparación con los modelos de referencia Benetos [39] y Duan [40]. La comparación se
realiza mediante las métricas de Accuracy, Chroma Accuracy, Precision y Recall. Como se
observa en la figura 3.10, los resultados de Deep Salience para los datasets Su y MedleyDB
mejoran con respecto a los otros dos modelos.
Onsets & Frames
Onsets & Frames (OaF) [28] es una red que se incluye en el proyecto Magenta de Google y
tiene la particularidad de que esta red proporciona como salida las notas en formato MIDI, es
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decir, el note-level, en lugar de la frecuencia fundamental (F0) como en los casos anteriores. En
todos los modelos nombrados anteriormente la salida era frame-level, es decir, las frecuencias
que están sonando en una ventana de tiempo pequeña (frame).
OaF Utiliza una red convolucional profunda y recurrente que está entrenada para detectar
los onsets (inicio de una nota musical) y la duración de la misma, es decir, los frames que
esa nota esta activa. A la hora de predecir, se restringe el detector de frames, es decir, sólo
actuará cuando el detector de onsets indique que hay una nota. Ambos detectores se entrenan
en conjunto.
La red ha sido entrenada únicamente para piano y la base de datos que utilizan se
llama MAPS [41] en la que se incluye tanto el audio como las anotaciones de notas aisladas,
acordes y melod́ıas completas para este instrumento. En este dataset se incluyen tanto piezas
renderizadas por sintetizadores como piezas interpretadas por un piano Yamaha Disklavier.
La evaluación se realiza mediante las métricas (Precision, Recall y F-Score) calculadas a
partir de la libreŕıa mir eval [20]. Se calculan dos tipos de métricas: una en la que se validan
los onsets con una margen de ±50ms obviando el offset de la nota, y otra en la que se tienen
en cuenta los offsets.
La arquitectura del detector de onsets se compone de un modelo acústico basado en la
arquitectura presentada en [42] con alguna modificaciones, seguida de 128 unidades LSTM
bidireccionales y por último una capa totalmente conectada con una sigmoidea de 88 neuronas
que corresponden a cada una de las 88 notas del piano.
La arquitectura del detector de frames es el modelo acústico, seguido de una capa
totalmente conectada con una sigmoidea de 88 salidas. Estas salidas se concatenan con la
salida del detector de onsets y le siguen 128 unidades LSTM bidireccionales. Por último, hay
otra capa totalmente conectada con una sigmoidea de 88 neuronas. Para determinar si el
detector de onsets esta activo, utilizan un umbral o threshold de 0.5. La estructura de OaF
se puede ve en la figuras 3.11.
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Figura 3.11: Esquema de Onsets&Frames [28]
Para realizar los experimentos se utilizó un tamaño de batch de 8, un learning rate de
0.0006. El optimizador utilizado fue el Adam y se entrenó durante 50000 iteraciones en un
tiempo de 5 horas en tres GPUs P100.
Para la presentación de los resultados, los autores hacen una comparación con los modelos
descritos en [42] y en [43]. Aśı como, en el software Melodyne versión 4.1.1.011 [44].
Figura 3.12: Comparación de Onsets and Frames con [42], [43] y el software Melodyne [28]
Como se ve, hay una gran variedad de métodos que se utilizan para la transcripción de
música. Modelos probabiĺısticos como pYIN que fueron los primeros métodos en utilizarse en
este ámbito y, posteriormente, la aparición de redes neuronales como CREPE o SPICE. Estos
modelos mencionados solo pueden transcribir música monofónica, aśı que con el objetivo de
transcribir música polifónica aparecieron modelos como Deep Salience o Onsets&Frames.
Debido a que el objetivo de este trabajo era transcribir música polifónica y multit́ımbrica,





Modelo Convolucional para la
Transcripción Automática de
Música
El modelo propuesto en este trabajo se engloba en el marco de la transcripción automática
de música, cuyo objetivo es detectar las notas que suenan en una melod́ıa polifónica (varias
notas sonando de manera simultánea) y multit́ımbrica (varios instrumentos diferentes). Como
se ha comentado en el caṕıtulo anterior, la red que mejor se ajusta a nuestro objetivo es Deep
Salience [31], por lo que en este trabajo nos basaremos principalmente en dicha arquitectura.
Aunque, con la diferencia de que se ha añadido una capa convolucional en la salida que reduce
las dimensiones a (72,50) para facilitar el entrenamiento con archivos MIDI.
La entrada del modelo propuesto tiene unas dimensiones de (360, 50, 6). Estas dimensiones
representan lo siguiente:
− 360: La dimensión de frecuencia (6 octavas, divididas en 60 partes o bins por octava)
− 50: el número de frames (cada uno representa ≈ 11ms de la canción)
− 6: Se apilarán 6 armónicos, el fundamental (C1 a C7) , un subarmónico y 4 armónicos
superiores.
Las capas convolucionales intermedias son 6. Las dos primeras tienen 128 y 64 filtros de
tamaño 5x5, estas capas cubren un semitono (recordamos que cada octava se divide en 60
bins, por lo que cada semitono son 5 bins). Las dos siguientes tienen 64 filtros de un tamaño
de 3x3. La penúltima capa utiliza un filtro muy grande de 70x3, con el objetivo de cubrir más
de una octava (14 semitonos). Por último, hay una capa convolucional que tiene el objetivo
de comprimir estas frecuencias, tiene un filtro de 5x1, y un stride es de 5x1. Con ello, se
consigue hacer una convolución de las 5 frecuencias más cercanas a las notas reales.
La salida del modelo propuesto tiene unas dimensiones de (72, 50). Es decir, se consiguen
12 semitonos por octava, que corresponden a las notas reales en el intervalo del armónico
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fundamental (C1 a C7, o lo que es lo mismo de 32,7Hz a 2093Hz). El hecho de que la salida
tenga estas dimensiones nos facilita la tarea de entrenar nuestra red únicamente con archivos
MIDI, ya que en un MIDI únicamente se proporcionan las notas. La arquitectura de la red
se puede ver en la figura 4.1.
Figura 4.1: Arquitectura de nuestro modelo [6]
Se ha utilizado un optimizador Adam (ADaptative Moment Estimation) con un learning
rate de 0.001, β1 de 0.9, β2 de 0.999 y ε de 10
−7, éste será el encargado de modificar los
parámetros para reducir el error. La función de pérdida es la de reducción de la entroṕıa
cruzada (ecuación 4.1). Donde ypred es la predicción del modelo, yreal es el ground truth y L
es el error que devuelve la función.
L(yreal, ypred) = −yreal log (ypred)− (1− yreal) log (1− ypred) (4.1)
La red se ha entrenado con el dataset Slakh2100 [45]. Este dataset se compone de 2100
canciones y sus correspondientes archivos MIDI. Se ha dividido en 1500, 375 y 225 canciones
entre entrenamiento, validación y test. Esta base de datos también proporciona todas las
melod́ıas separadas por pistas de cada instrumento y sus correspondientes MIDIs. Dentro
de cada canción existe un archivo con formato yaml llamado metadata, que proporciona
información acerca de cada una de las pistas. Este archivo es imprescindible para automatizar
la búsqueda de instrumentos que queremos utilizar para entrenar la red.
4.1. Entrenamiento del modelo
Para calcular la CQT a partir de archivos WAV del dataset Slakh2100 se ha utilizado
la libreŕıa librosa [26]. Se utiliza una frecuencia de muestro de 44100Hz ya que utilizar
otra frecuencia haŕıa necesario hacer un remuestreo y esto ralentizaŕıa el entrenamiento (la
frecuencia estándar de muestreo de un archivo .wav es de 44100Hz). Se define un hop lenght
de 512, lo que supondrá que cada frame tendrá una duración de 51244100 ≈ 11ms.
A la hora de hacer el cálculo de las CQTs de una ventana se tomarán 1024 frames donde
la ventana de análisis se sitúe en el centro, ya que si se hace el cálculo del CQT de la pista de
audio completa el entrenamiento se ralentizaŕıa mucho. Este margen se ha calculado mediante
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prueba y error, siendo 1024 el mı́nimo valor para el cual se consigue un resultado similar al
de calcular la misma ventana con la canción entera.
Para calcular el número óptimo de frames, se ha realizado una estudio emṕırico, variando
el número de frames y comparando el resultado obtenido de la CQT para toda la canción
con respecto al cálculo de la CQT para un número determinado de frames. En la figura 4.2,
se observan diferencias en las frecuencias bajas entre la CQT calculada con toda la canción
frente al calculado con 256 frames. Por el contrario, en la figura 4.3 no se observa ninguna
diferencia, siendo éste el tamaño de ventana que utilizaremos para el entrenamiento.
Figura 4.2: Comparativa del cálculo de un CQT con 256 frames y otro obtenido con la canción
entera. Arriba izquierda: cálculo de la CQT con 256 frames de una ventana; Arriba derecha:
cálculo del CQT con toda la canción de la misma ventana; Abajo izquierda: diferencia entre
las dos CQTs; Abajo derecha: Suma en el eje x de la diferencia
Este hecho está provocado por la insuficiencia de muestras, y se acentúa en las frecuencias
bajas donde el periodo de esas frecuencias es mayor y, por ello, se necesita un mayor numero
muestras para conseguir el mismo factor de calidad (Q). Al no tener el número de muestras
necesario en las frecuencias bajas, el factor de calidad disminuye en ellas. Este hecho no
ocurre en la figura 4.3 donde no hay diferencias entre el CQT calculado con toda la canción
y el CQT que limitamos el número de frames.
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Figura 4.3: Comparativa del cálculo de una CQT con 1024 frames y otra obtenido con la
canción entera. Arriba izquierda: cálculo de la CQT con 1024 frames de una ventana; Arriba
derecha: cálculo de la CQT con toda la canción de la misma ventana; Abajo izquierda:
diferencia entre los dos CQTs; Abajo derecha: suma en el eje x de la diferencia
Este procedimiento hay que realizarlo tanto para el subarmónico (0.5) como para los 4
que están por encima del fundamental (2, 3, 4, 5). Posteriormente, se apilan para darnos
una matriz de 360x50x6 la cual tiene las dimensiones de entrada de nuestra red, en la que se
refleja un intervalo de ≈ 0,58s de una canción.
Para la lectura de los MIDIs y conseguir de ellos los pianorolls se ha hecho uso de la
libreŕıa de PrettyMIDI [46]. Esta libreŕıa facilita la tarea de leer un archivo MIDI y de crear
el pianoroll a partir de ese archivo. En la figura 4.4 se puede ver la CQT del armónico
fundamental de una ventana y el pianoroll que se utilizará para entrenar la red. Ambos
corresponden exactamente al mismo intervalo temporal de una canción.
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Figura 4.4: A la izquierda la CQT del armónico fundamental de una ventana de 50 frames y
a la derecha su pianoroll
Para el entrenamiento de la red, no se han utilizado todos los instrumentos de la Slakh2100
ya que hay algunos, como los tambores y otros instrumentos de percusión, no están afinados
(no pueden hacer sonar notas musicales). Los instrumentos que se han utilizado han sido:
piano, bajo, instrumentos de metal, instrumentos de percusión cromática, guitarra, órgano,
flauta, instrumentos de cuerda frotada e instrumentos de lengüeta.
El procedimiento para el entrenamiento ha sido, en primer lugar, captar todas las rutas de
las pistas de sonido y sus archivos MIDI correspondientes a partir del archivo metadata.yaml.
Este archivo guarda la información del instrumento presente en una pista en concreto. En la
figura 4.5, se puede ver la distribución de los instrumentos en el conjunto de entrenamiento.
Figura 4.5: Distribución de las pistas de los instrumentos que se van a utilizar para entrenar
el modelo propuesto
Para entrenar el modelo se define un batch size de 32. Para montar un batch se toman
aleatoriamente las rutas de 32 pistas y se leen con la libreŕıa librosa. Posteriormente, se
selecciona una ventana aleatoria de cada una de las canciones. Además, se ha añadido un
ĺımite de ventanas sin notas musicales que puede haber dentro de un batch.
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En nuestro caso cada batch no contiene más de un 10 % de ventanas vaćıas con un tamaño
de 32 trozos por batch. De tal manera que la entrada del batch es una matriz de 360x50x6x32
en el que están los 6 armónicos de la CQT de 32 ventanas tomados de manera aleatoria
entre todas las pistas y comenzando por un frame aleatorio, y otra matriz de 72x50x32 que
corresponde a sus pianoroll en la misma parte de pista.
4.2. Filtrado y Análisis
Una vez que se ha entrenado la red, es necesario realizar un filtrado, ya que la red arroja
un resultado borroso y como se puede ver en la figura 4.6.
Figura 4.6: A la izquierda la CQT del armónico fundamental de una ventana de 50 frames,
en medio su pianoroll y a la derecha se muestra la predicción de la red
Para que la red proporcione un resultado como el de la figura del pianoroll se hace una
búsqueda de los máximos relativos en el eje de la frecuencia y se ponen a 1 todos aquellos
que superen un cierto umbral o threshold, en caso contrario el valor es 0. En nuestro caso este
umbral es de 0.44 y se puede ver el resultado en la figura 4.7.
Figura 4.7: A la izquierda la salida de la red y a la derecha tras haber realizado el filtrado
El cálculo de este umbral se ha hecho mediante el análisis completo de 100 pistas diferentes.
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Se han analizado por separado y mediante la libreŕıa mir eval [20] se han obtenido las métricas
de Precision y Recall. Con estas métricas se calcula el F-score para cada valor de umbral.
Figura 4.8: Evolución de la Precision en función del valor del umbral
Figura 4.9: Evolución del Recall en una canción en función del valor del umbral
En la figura 4.8 y 4.9 se puede ver la evolución de estas métricas en función del umbral.
Como se puede ver el Recall va disminuyendo a medida que aumentamos el umbral, ya que
se eliminan más notas. A su vez, las notas que quedan son las notas que la red estaba más
segura por lo que la precisión aumenta. En la figura 4.10 se puede ver el efecto en la salida
de la representación en pianoroll al filtrar con dos valores distintos del umbral.
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Figura 4.10: Comparativa entre la salida filtrada con un umbral alto (Izquierda) y un umbral
bajo (Derecha)
Como ambas, métricas son tan importantes al mismo tiempo se utiliza el F-score como
métrica para determinar el comportamiento idóneo de la red ( Fscore = 2 · precision·recallprecision+recall ).
En la mayoŕıa de pistas la evolución de esta métrica tiene una forma de campana invertida
como se puede ver en la figura 4.11.
Figura 4.11: Evolución del F-score en una canción en función del valor del umbral
Este procedimiento se realiza con las 100 canciones, y se almacena el valor del umbral
del pico máximo. Una vez que se tiene los valores de las 100 canciones se realiza una media,
dándonos como resultado 0.44.
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4.3. Diagrama de flujo del entrenamiento del modelo de
transcripción
En la figura 4.12 se ha representado el diagrama de flujo del procedimiento de
entrenamiento de la red desarrollada.
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Figura 4.12: Diagrama del procedimiento de entrenamiento del modelo de transcripción
Antes de comenzar a entrenar la red, es necesario definir la arquitectura que va a tener,
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se ha hecho mediante la libreŕıa de Tensorflow [4]. Además, se definen los instrumentos del
dataset de Slakh2100 que se utilizarán para entrenar la red.
El siguiente paso es almacenar todas las rutas de los archivos MIDI y WAV de la base de
datos en dos lista separadas. Esta tarea se lleva a cabo leyendo el archivo que se encuentra
en cada canción: metadata.yaml donde se indica a qué instrumento pertenece cada pista de
la canción.
Una vez obtenidas las listas comienza el proceso de entrenamiento. Para ello, se escogerá
una pista aleatoria de la lista, se leerá con librosa [26] obteniendo aśı una lista de todas las
muestras del archivo de audio. De manera aleatoria se seleccionará un trozo de la canción y
se realizará el procesamiento de la señal de audio, mediante el cálculo de la CQT. El trozo
de la canción corresponderá a 1024 frames como ya se ha hablado anteriormente, del que
posteriormente se sacarán los 50 frames que corresponden a la entrada de la red. Además, se
hace un conteo de los trozos que están vaćıos, con el objetivo de no exceder el entrenamiento
con trozos con escasa información.
El siguiente paso es obtener el pianoroll real que corresponde al trozo de entrada,
obteniendo aśı el ground truth de ese trozo en concreto. Todo este procedimiento se realiza
tantas veces como hayamos definido el tamaño del batch, en nuestro caso 32. Cuando ya
tenemos montado el batch, solo queda entrenar la red con este lote, y repetir este proceso
hasta que la red esté entrenada.





Los experimentos que se han realizado se dividen en dos categoŕıas principales: los
entrenamientos realizados para detectar las notas en un frame y los entrenamientos que se
centran únicamente en detectar los onsets (inicios de la notas). Por último, se combinará un
modelo especializado en detectar frames del piano con otro especializado en detectar onsets
que junto a un algoritmo de note tracking (seguimiento de notas) nos reportará los mejores
resultados para este instrumento.
5.1. Entrenamiento basado en frames
Se ha entrenado una red de frames, con todos los instrumentos afinados de Slack2100 y
posteriormente se ha hecho una evaluación con las métricas multi-F0. En la Tabla 5.1, se
pueden ver los resultados para cada uno de los instrumentos de Slack2100, aśı como de un
testeo con los datasets Bach10 y MedleyDB. El umbral utilizado ha sido de 0.44. Las métricas
que se valoran son Chromma accuracy (CAcc), Accuracy (Acc), Precision (P), Recall (R) y
F-score (F).
Tabla 5.1: Métricas multi-F0 del modelo propuesto para Slack2100, Bach10 y MedleyDB
Base de datos Instrumento CAcc Acc R P F
Slakh2100
Piano 80.42 78.83 88.39 88.16 87.28
Bajo 85.78 76.08 83.14 84.66 83.36
Guitarra 70.85 67.50 80.07 80.34 78.67
Cuerda frotada 82.94 82.01 85.68 91.96 87.96
Instrumentos de lengüeta 75.88 75.42 82.46 88.24 84.67
Instrumentos de metal 72.55 50.66 54.72 65.61 58.44
Percusión cromática 21.15 15.05 21.44 30.75 23.82
Flauta 78.80 77.04 84.95 88.27 86.49
Órgano 68.43 55.32 70.84 65.60 67.00
Bach10
Bach10single 82.37 70.86 84.06 81.00 82.48
Bach10multi 69.71 67.39 73.93 88.39 80.47
MedleyDB Todos 51.89 47.18 68.73 56.89 61.01
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En la figura 5.1, se pueden ver los diagramas de cajas de las pistas de piano del Slack2100,
el Bach10multi (que corresponde a las melod́ıas con varios instrumentos al mismo tiempo),
el Bach10single (pistas con solo un instrumento) y el MedleyDB. Se puede hacer una
comparativa con el estado del arte en la figura 3.10. Los valores en negrita de la tabla 5.1
corresponden a las puntuación más altas
(a) (b)
(c) (d)
Figura 5.1: Métricas Multi-F0 para: a) MedleyDB, b) Pianos de Slakh2100, c) Bach10 multi
and d) Bach10 single
Posteriormente, con la red de frames ya entrenada, se ha hecho una evalución con las
métricas de transcripción para poder hacer una comparación con OaF. Para ello, se han
utilizado las métricas de transcripción con la libreŕıa mir eval. En esta libreŕıa se evalúa si
el inicio (onset), final de la nota (offset) y el tono son los correctos. Aunque también se ha
hecho una evaluación sin tener en cuenta los offsets, ya que los finales de la nota pueden sufrir
muchos cambios en función del tipo de instrumento utilizado, al tener tiempos de decaimiento
del sonido variables.
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Tabla 5.2: Métricas de transcripción de nuestro modelo (CNN) y Onsets & Frames (OaF) en
el conjunto de datos Slakh2100.
Instrumento Umbral
Nota sin offset Nota con offset
P R F P R F
Piano (CNN) 0.44 65.42 78.72 67.07 30.91 39.06 33.45
Piano (OaF [28]) - 88.47 94.73 90.68 58.48 63.93 60.49
Bajo (CNN) 0.44 68.65 85.96 74.81 53.87 65.02 57.48
Bajo (OaF [28]) - 65.98 78.52 71.02 62.39 73.85 66.94
Guitarra (CNN) 0.44 55.36 73.25 59.73 36.77 45.85 40.19
Guitarra (OaF [28]) - 55.20 84.95 64.32 39.92 60.63 46.43
Cuerda frotada (CNN) 0.44 34.24 62.32 41.70 17.91 26.27 20.29
Cuerda frotada (OaF [28]) - 40.16 81.03 48.88 15.78 30.25 19.72
Inst. de lengüeta (CNN) 0.44 66.12 75.84 69.23 51.76 57.68 53.57
Inst. de lengüeta (OaF [28]) - 42.91 75.69 52.95 24.99 43.91 30.91
Inst. de metal (CNN) 0.44 49.32 58.64 49.98 39.35 41.52 39.25
Inst. de metal (OaF [28]) - 45.11 68.53 48.99 37.28 52.42 39.59
Perc. cromática (CNN) 0.44 25.77 26.07 22.97 4.99 3.98 4.04
Perc. cromática (OaF [28]) - 50.31 68.79 56.27 7.84 11.38 9.11
Flauta (CNN) 0.44 45.55 53.51 47.86 30.89 34.36 31.88
Flauta (OaF [28]) - 20.66 59.56 29.40 4.35 11.25 6.00
Órgano (CNN) 0.44 19.58 54.47 25.31 9.77 19.01 11.39
Órgano (OaF [28]) - 20.59 57.47 27.67 15.92 30.61 19.98
Además, se han entrenado distintas redes empleando únicamente un único instrumento
para observar si hay una mejora en cada uno de ellos, y si la red se adapta mejor a las
caracteŕısticas t́ımbricas de cada instrumento. Los resultados se encuentran en la Tabla 5.3.
Para cada uno de los instrumentos, se ha recalculado el umbral óptimo.
Tabla 5.3: Métricas de transcripción para los modelos entrenados con un único instrumento
en comparación con Onset & Frames. Los valores en negrita corresponden a las puntuación
más altas
Instrumento Umbral Base de datos
Nota sin offset Nota con offset
P R F P R F
Bajo (CNN) 0.407 Slakh2100 92.91 90.78 91.54 85.54 85.41 84.99
Bajo (OaF [28]) - Slakh2100 65.98 78.52 71.02 62.39 73.85 66.94
Metal (CNN) 0.416 Slakh2100 57.26 76.05 61.07 42.76 50.32 44.10
Metal (OaF [28]) - Slakh2100 45.11 68.53 48.99 37.28 52.42 39.59
Lengüeta (CNN) 0.302 Slakh2100 76.34 84.26 79.02 61.12 65.12 62.31
Lengüeta (OaF [28]) - Slakh2100 42.91 75.69 52.95 24.99 43.91 30.91
Flauta (CNN) 0.334 Slakh2100 64.98 74.47 66.58 48.20 51.78 48.02
Flauta (OaF [28]) - Slakh2100 20.66 59.56 29.40 4.35 11.25 6.00
5.2. Entrenamiento basado en onsets
El siguiente experimento se ha realizado con la intención de especializar a la red para
detectar únicamente los onsets y el pitch (tono). Se puede observar en la figura 5.2 la entrada
de la red y el resultado que queremos que arroje nuestra red (ground truth).
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Figura 5.2: A la izquierda, la entrada del primer armónico de la CQT y a la derecha, la
representación de los onsets y el tono en forma de pianoroll.
Se ha entrenado una red con los onsets de todos los instrumentos de Slack2100 y se han
obtenido las métricas evaluando el onset y el tono, y otra evaluando únicamente el onset. Los
resultados se ven reflejados en la tabla 5.4 y el threshold utilizado es de 0.13.
Tabla 5.4: Evaluación del onset y el tono, y únicamente el onset del modelo especializado en
entrenar onsets. Los valores en negrita corresponden a las puntuación más altas
Instrument
Nota onset y pitch Nota solo onset
P R F P R F
Piano 82.34 84.91 82.84 87.51 88.04 86.57
Bass 88.45 85.49 86.77 91.81 88.84 90.10
Guitar 75.22 80.80 76.85 80.14 86.14 81.79
Strings 81.23 34.24 45.30 84.38 35.42 46.92
Reed 78.30 65.92 68.03 84.56 71.75 73.94
Brass 66.98 59.38 60.72 80.07 69.78 71.96
Chromatic Perc. 45.13 38.02 37.91 62.60 43.11 44.66
Pipe 87.33 41.27 53.94 91.91 43.66 56.93
Organ 47.24 45.46 41.71 70.96 63.54 60.54
Además, se realizaron otras pruebas cambiando la entrada de la red para ver si se
consegúıan mejorar los resultados. En lugar de la CQT, se utilizó el Mel Spetrogram [22] en
una red únicamente entrenada para Piano y se comparó con otra red únicamente entrenada
para Piano con CQTs. En la figura 5.3 se puede ver la entrada de esta red y su salida.
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Figura 5.3: A la izquierda, la entrada del primer armónico del espectrograma de Mel y a la
derecha, la representación de los onsets y el tono en forma de pianoroll.
Los resultados como se pueden ver en la tabla 5.5, no mejoraron el comportamiento en
comparación al CQT.
Tabla 5.5: Comparación entre red entrenada únicamente con Piano para detectar onsets con
entrada CQT y espectrograma de Mel. Los valores en negrita corresponden a las puntuación
más altas
Instrumento
Nota onset y pitch Nota solo onset
P R F P R F
Piano (CQT) 95.16 87.32 90.16 96.09 88.11 91.01
Piano (Mel) 70.97 58.32 61.56 84.80 66.88 71.24
5.3. Algoritmo de note tracking
Cuando se quiere generar un MIDI con los resultados de la red entrenada con frames,
pese a que los resultados multi-F0 sean notables, el sonido obtenido a partir de esos datos
no se escucha bien. La razón es que se crean huecos entre las notas y se activan notas en
zonas donde no debeŕıa haberlas. Para resolverlo se necesita incluir un algoritmo para que
los resultados se puedan escuchar correctamente.
El algoritmo de note tracking se ha implementado únicamente para el instrumento de
piano. Para la aplicación de este algoritmo es necesario entrenar por separado una red con
onsets y otra red de frames. Aprovechando la salida de cada una de las redes y mediante el
algoritmo de note tracking se consigue un pianoroll que mejora al de la red de frames. En la
figura 5.4, se puede ver los resultados de estas dos redes superpuestas y el filtrado que realiza
el note tracking.
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Figura 5.4: Arriba, los onsets y los frames superpuestos que corresponde a la salida de cada
una de las redes. En el medio, la salida del note tracking. Abajo, el pianoroll de la canción
real.
El algoritmo de note tracking se compone de tres partes distintas que consiguen mejorar
la salida de la red de frames, utilizando la información que proporciona la red de onsets. Esto
es debido a que la red de onsets tiene mejores resultados a la hora de adivinar los inicios de
nota, ya que está especializa en ellos. Las tres partes son las siguientes:
− Eliminar onsets vaćıos: Se eliminan los onsets que predice la red especializada en
ellos en los que en el detector de frames no detectado nada en un cierto intervalo
temporal.
− Crear onsets: Si el detector de onsets detecta un inicio de nota que se encuentra
dentro de una nota detectada por el detector de frames, se genera un hueco de dos
frames detrás de la predicción del onset. Esto se hace para que a la hora de pasar de
pianoroll a MIDI, se genere un onset donde lo ha detectado el detector de onsets.
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− Rellenar huecos: Esta función rellena huecos que se crean en las predicciones de la
red de frames, siempre y cuando no exista una predicción de onset de la red de onsets
en esos huecos. Se hace para evitar que se generen onsets falsos.
En la tabla 5.6, se hace una comparación con las métricas de transcripción entre la red de
frames y las dos redes combinadas con el algoritmo de note tracking. Se han vuelto a calcular
las métricas teniendo en cuenta los offsets y sin tenerlos en cuenta. Además, se hace una
comparativa con Onsets&Frames que tiene una estructura simular, ya que se compone de dos
redes unidas, una de onsets y otra de frames.
Tabla 5.6: Resultados del algoritmo de note tracking
Instrumento
Nota sin offset Nota con offset
P R F P R F
Piano (Onsets + frames ) 89.91 77.60 80.63 57.23 49.91 52.26
Piano (Frames) 68.21 86.80 59.54 44.57 52.11 40.10
Piano (OaF) 88.47 94.73 90.68 58.48 63.93 60.49
Como se puede observar en la tabla 5.6, la mejora con respecto al uso de una red única
de frames en las métricas de transcripción son muy notorias. Al hacer la comparativa con
una red similar como es la del proyecto de Google Magenta (OaF), esta es superior a nuestro
modelo. La diferencia puede ser dada por el hecho de que ambas redes se entrenan de manera
conjunta.
5.4. Discusión de resultados
En el primer experimento de frames, donde se han utilizado todos los instrumentos
afinados de Slakh2100, se puede observar que hay una gran diferencia en los resultados de
detección de F0 para cada instrumento. Por ejemplo, basándonos en las métricas de multi-F0,
el F-score de los instrumentos de cuerda frotada es de 87.96 frente a solo un 23.82 de los de
percusión cromática. Por lo tanto, se puede llegar a la conclusión de que el timbre es muy
importante a la hora de realizar una transcripción.
Por este motivo, se decidió entrenar redes que se especializaran en un único instrumento
(tabla 5.3). Como se ha podido observar se obtiene una mejora clara en algunos de los
instrumentos como en el Bajo, que su F-score en métricas sin offset aumenta de 74.81 a
91.54. En instrumentos de metal la mejora es clara, de un 49.98 a 61.07, pero todav́ıa no da
unos resultados que se podŕıan considerar buenos.
También se puede observar que existe una clara diferencia entre las métricas multi-F0 y
las métricas de transcripción. Como se observa en la tabla 5.2, estos valores son más bajos
que los de la tabla 5.1. Esta situación es provocada por la aparición de falsos inicios y finales
de nota, ya que la red hace una estimación frame a frame.
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Por esta razón se decidió hacer un entrenamiento que se especializara únicamente en la
detección de onsets (tabla 5.4). Esta red mejoraba por mucho las métricas con respecto a la
red de frames. Además, se hizo una prueba cambiando la forma de procesar la señal de audio
con un espectrograma de Mel, pero como se puede ver en la tabla 5.5, los resultados segúıan
siendo mejores utilizando como procesado de entrada la CQT.
Debido al gran éxito en la red de onsets y con ayuda de un algoritmo de note tracking,
se combinaron los dos tipos de redes. Como se puede ver en la tabla 5.6, los resultados para
el piano se ven claramente mejorados. Además, los resultados en el sonido son abismales,
la transcripción es mucho más ńıtida pudiendo aśı escuchar una melod́ıa muy similar a la
original. Esto hace que un algoritmo como el planteado en este trabajo, aunque presenta un
cierto nivel de imprecisión, permite reproducir la música original con bastante precisión.
Desde un punto de vista práctico también se puede ver que para mejorar la precisión es





La implementación del modelo se ha hecho en el lenguaje de programación Python. Los
entornos utilizados son Jupyter notebook para el módulo de entrenamiento y Spyder para los
módulos de lectura de los datasets, procesamiento de entrada, modelos y test.
6.1. Libreŕıas utilizadas
Para facilitar la tarea a la hora de programar se han utilizado algunas libreŕıas como
podŕıan ser:
− Keras [3], Tensorflow [4] y Pescador [47] : Para tareas relacionadas con redes
neuronales
− Librosa [26]: Para leer y procesar archivos WAV
− Pretty midi [46]: Para leer archivos MIDI y transformarlos en un formato de pianoroll
− Os: Utilizado principalmente para facilitar la tarea de almacenar las rutas de los
archivos
− Numpy [48]: Libreŕıa que nos ayuda a trabajar de una manera cómoda con matrices
y otras funciones matemáticas
− Pandas [49]: Utilizada únicamente para almacenar métricas en archivos CSV
− Matplotlib [50]: Libreŕıa muy útil para hacer gráficas que nos ayudará a representar
resultados de una manera visual y observar la evolución del entrenamiento
− YAML [50]: Utilizada para leer los archivos metadata que se encuentra en formato
yaml
− Mir eval [51]: Utilizada para calcular las métricas de calidad relacionadas con tareas
de identificación musical.
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6.2. Definición de la arquitectura
La arquietctura se define en la función CrossEntropy implementada del siguiente modo:
1 def CrossEntropy(y true, y pred):
2 y true = K.clip(y true, K.epsilon(), 1.0 − K.epsilon())
3 y pred = K.clip(y pred, K.epsilon(), 1.0 − K.epsilon())
4 return K.mean(K.mean(
5 −1.0∗y true∗ K.log(y pred) − (1.0 − y true)
6 ∗ K.log(1.0 − y pred), axis=−1), axis=−1)
7
8
9 def model3 def():
10 input shape = (360,50,6)
11 inputs = Input(shape=input shape)
12
13 y0 = BatchNormalization()(inputs)
14
15
16 y1 = Conv2D(128, (5, 5), activation=’relu’,
17 name=’Semitono1’, padding=”same”)(y0)




22 y2 = Conv2D(64, (5, 5), activation=’relu’,
23 name=’Semitono2’, padding=”same”)(y1a)




28 y3 = Conv2D(64, (3, 3), activation=’relu’,
29 name=’Detalles1’, padding=”same”)(y2a)




34 y4 = Conv2D(64, (3, 3), activation=’relu’,
35 name=’Detalles2’, padding=”same”)(y3a)




40 y5 = Conv2D(8, (70, 3), activation=’relu’,
41 name=’Octavas’, padding=”same”)(y4a)
42 y5a = BatchNormalization()(y5)
43
44 y6 = Conv2D(1, (5, 1), strides= (5,1), activation=’sigmoid’,
45 name=’Comprimir’, padding=”same”)(y5a)
46
47 y7 = Lambda(lambda x: K.squeeze(x, axis=3))(y6)
48
49 model = Model(inputs=inputs, outputs=y7)
50 model.compile(loss=CrossEntropy, optimizer=’adam’)
51 return model
Como se puede ver en el código anterior, desarrollado en Keras, la definición de las
arquitecturas se hace de manera secuencial. Entre cada capa de las redes se hace una
normalización de batch y a la salida se utiliza una función de activacion ReLU, exceptuando
en la última capa en la que se emplea una sigmoide. Además, se ha mantenido activado
el padding con el objetivo de no variar las dimensiones temporales y frecuenciales en las 5
primeras capas. En la última capa las dimensiones vaŕıan solo en la dimensión frecuencial, ya
que se hace una convolución de las frecuencias en bloques de 5 en 5 (se consigue utilizando
un filtro y un stride de 5x1). En la figura 6.1 se pueden ver los valores de las dimensiones y
el número de parámetros capa a capa.
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Figura 6.1: Dimensiones y número de parámetros por capa
6.3. Definición de funciones para leer el Dataset
Se define una función, que permite almacenar todas las canciones de un grupo de
entrenamiento. La estructura de Slakh2100, son 3 carpetas (train, validación y test) y en
cada una de ellas están las canciones divididas por carpetas.
1 def get paths songs(grupo):
2
3 file paths = []
4 songs = os.listdir(grupo)
5
6 for song in songs:
7 file paths.append(grupo + ’/’ + song)
8 return file paths, songs
La siguiente función devuelve todos los nombres de las pistas que pertenecen a un
instrumento en concreto a partir de la ruta de la carpeta de una canción. Para ello es necesario
leer el archivo metadata.yaml.
1 def busca instrumento(song, instrumento):
2
3 path = song + ”/MIDI”
4 midis = [os.path.splitext(filename)[0] for filename in os.listdir(path)]
5
6
7 i instrumentos = []
8 with open(song + ”/metadata.yaml”) as file:
9
10 data = yaml.load(file, Loader=yaml.FullLoader)
11
12 for midi in midis:
13
14 if (data[’stems’][midi][’inst class’])==instrumento:
15 i instrumentos.append(midi)
16
17 return i instrumentos
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Mezclando ambas funciones anteriores, se obtiene una función que almacena en dos listas
todas las rutas de los WAV y de los MIDIS de los instrumentos que se van a utilizar de un
grupo en concreto (train, validación o test). En los bucles principales que recorren todas las
canciones y todos los intrumentos hay una condición que corrije un error que se produce en
algunos casos en los hay rutas que no existen pese a aparecer en el archivo metadata.yaml.
1 def get paths instrumentos(grupo, instrumentos):
2
3 songs, name songs = get paths songs(grupo)
4
5 paths instrumento stem = []
6 paths instrumento midi = []
7
8 for song in songs:
9
10 for instrumento in instrumentos:
11
12 i instrumentos = busca instrumento(song, instrumento)
13
14 for i instrumento in i instrumentos:
15
16 path stem = song + ”/stems/” + i instrumento + ”.wav”
17 path midi = song + ”/MIDI/” + i instrumento + ”.mid”
18
19 if os.path.exists(path stem) and os.path.exists(path midi):
20
21 paths instrumento stem.append(song + ”/stems/”
22 + i instrumento + ”.wav”)
23 paths instrumento midi.append(song + ”/MIDI/”
24 + i instrumento + ”.mid”)
25
26
27 return paths instrumento stem, paths instrumento midi
La siguiente función, está creada exclusivamente para obtener las rutas en el conjunto de
entrenamiento. La diferencia con la anteriore es la lista de entrada ’instrumentosExtra’ que
aumentará la frecuencia de los instrumentos introducidos en ella a la hora de entrenar la red.
1 def get paths instrumentosTrain(grupo, instrumentos, instrumentosExtra):
2
3 songs, name songs = get paths songs(grupo)
4
5 paths instrumento stem = []
6 paths instrumento midi = []
7




12 for instrumento in instrumentos:
13
14 i instrumentos = busca instrumento(song, instrumento)
15
16 for i instrumento in i instrumentos:
17
18 path stem = song + ”/stems/” + i instrumento + ”.wav”
19 path midi = song + ”/MIDI/” + i instrumento + ”.mid”
20
21 if os.path.exists(path stem) and os.path.exists(path midi):
22
23 paths instrumento stem.append(song + ”/stems/”
24 + i instrumento + ”.wav”)
25 paths instrumento midi.append(song + ”/MIDI/”
26 + i instrumento + ”.mid”)
27
28
29 if instrumento in instrumentosExtra:
30 paths instrumento stem.append(song + ”/stems/”
31 + i instrumento + ”.wav”)
32 paths instrumento midi.append(song + ”/MIDI/”
33 + i instrumento + ”.mid”)
34
35 return paths instrumento stem, paths instrumento midi
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6.4. Definición de la función de cálculo de las CQTs
Se definen de manera global algunas variables: número de divisiones por octava, número
de octavas que se van a procesar, la frecuencia de muestreo, la frecuencia mı́nima a la que se
empezará a calcular el primer armónico del CQT y el hop lenght.
1 BINS PER OCTAVE = 60
2 N OCTAVES = 6
3 HARMONICS = [0.5, 1, 2, 3, 4, 5]
4 SR = 44100
5 FMIN = 32.7
6 HOP LENGTH = 512
1 def compute hcqt trozo(audio fpath, pianoroll, margen
2 , n vacios, batch size, X vacios):
3
4 y, fs = librosa.load(audio fpath, sr=SR)
5
6 mitad = int(margen/2)
7 low = margen
8 high = pianoroll.shape[1] − margen
9
10
11 error = False
12
13 if len(y)==0 or low>=high:
14
15 error = True
16 log hcqt = 0
17 freq grid = 0
18 time grid = 0




23 i trozo = np.random.randint(low=low,high=high)
24
25 if n vacios>=(X vacios ∗ batch size) and
26 np.all(pianoroll[:,i trozo:i trozo+n samples]==0):
27
28 error = True
29 log hcqt = 0
30 freq grid = 0
31 time grid = 0




36 cqt list = []
37 shapes = []
38
39 margen lado = int((margen−n samples)/2)
40
41 #Saca los cqt de varias armonicos, en total son 6 cqts
42 cqt = librosa.cqt(
43 y[(i trozo−margen lado)∗HOP LENGTH:
44 (i trozo+n samples+margen lado)∗HOP LENGTH−1],
45 sr=fs, hop length=HOP LENGTH,
46 fmin=FMIN∗np.min(HARMONICS),
47 n bins=BINS PER OCTAVE∗10,
48 bins per octave=BINS PER OCTAVE
49 )
50










61 shapes equal = [s == shapes[0] for s in shapes]
62 if not all(shapes equal):
63 min time = np.min([s[1] for s in shapes])
64 new cqt list = []
65 for i in range(len(cqt list)):
66 new cqt list.append(cqt list[i][:, :min time])
67 cqt list = new cqt list
68
69
70 cqt list = np.array(cqt list)
71
72 if np.all(cqt list==0):
73




77 log hcqt = ((1.0/80.0) ∗ librosa.core.amplitude to db(
78 np.abs(cqt list), ref=np.max)) + 1.0
79
80 log hcqt = log hcqt[:,:,margen lado:margen lado+n samples]
81
82
83 if np.all(pianoroll[:,i trozo:i trozo+n samples]==0):
84 n vacios = n vacios + 1
85
86 return log hcqt, i trozo, error, n vacios
La función anterior tiene como objetivo almacenar todos los armónicos de una ventana
elegida aleatoriamente de una canción en concreto. Para ello necesita de varios elementos de
entrada:
− Ruta del archivo de audio: Es necesaria para el cálculo del CQT.
− Pianoroll: Es necesario conocerlo por dos razones. En primer lugar se tiene que saber
su longitud, ya que los archivos de audio son un poco más largos que su pianoroll
debido a los silencios del final que no están en un archivo MIDI. Saber esta longitud
nos ayudará a saber los ĺımites en los que podemos elegir aleatoriamente una ventana
para hacer el cálculo del CQT. La segunda razón es porque una vez calculado la ventana
es necesario comprobar si el pianoroll está vaćıo o no.
− Margen: Este será el margen que dejamos para calcular un CQT de una ventana.
Dentro del margen de cálculo, la ventana que queremos calcular estará situada justo en
medio. Tras el cálculo se extraerá la ventana en cuestión.
− Número de huecos vaćıos y tamaño de batch: Esta variable dará información de
la cantidad de número de ventanas vaćıas que ya se encuentran en el batch, con ayuda
del tamaño del batch se sabrá que porcentaje de este batch se encuentra ya con ventanas
vaćıas. El objetivo es descartar ventanas vaćıas en el caso de que ya se haya llegado a
dicho porcentaje.
Como se puede ver en la función hay algunas condiciones las cuales activan una variable
llamada ’error’. En primer lugar si la lista de elementos ’y’, que corresponde a las medidas
de las amplitudes muestreada a 44100Hz por librosa es 0. En algunos casos, hay algunos
archivos WAV corrompidos que no se leen correctamente y esto provoca errores durante el
entrenamiento. Otro caso que activa esta variable, es si la ventana de análisis actual esta
vaćıa y ya se ha llegado al ĺımite de porcentaje deseado por batch.
Dentro de esta función, hay una parte que también merece ser explicada. Tras haber
calculado las CQTs, debido a la forma que tiene librosa de hacerlas, los tamaños de cada
uno de los armónicos no son exactamente iguales (se desv́ıan en una unidad), por lo que se
recorta para poder juntarlos.
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De las CQTs calculados se elimina la fase y se coge el valor absoluto de la amplitud en
ese momento, se cambia las unidades de amplitud a decibelios que nos aporta valor en un
intervalo de [-80, 80], Debido a los valores de amplitud son menores a 1, el intervalo queda
entre [-80, 0]. Posteriormente, se hace una reducción con un factor de 80 y se suma 1 con el
objetivo que todos los valores queden entre [0, 1].
La función nos reporta el valor de los coeficientes CQT procesados, el ı́ndice de la ventana
que se ha procesado, la variable error y el número de ventanas vaćıos que hay actualmente
en el batch.
6.5. Definición del entrenamiento
Se crea una función, que guarda de manera aleatoria en dos listas 32 rutas de las
almacenadas anteriormente.
1 def get paths batch(paths instrumento stem, paths instrumento midi
2 , instrumento):
3
4 i paths = np.random.randint(low=0,high=len(paths instrumento stem))
5 return paths instrumento stem[i paths], paths instrumento midi[i paths]
Se define una función para crear un batch, que tiene como objetivo devolver dos matrices
de los coeficientes de la CQT y los pianoroll apilados listos para entrenar la red.
1 def load batch data(paths instrumento stem, paths instrumento midi,
2 instrumento, batch size, margen, X vacio):
3
4 batch hcqt train = []
5 batch pianoroll train = []
6
7 n vacios = 0
8
9 while (len(batch hcqt train) < batch size):
10
11 path batch stem, path batch midi
12 = get paths batch(paths instrumento stem
13 , paths instrumento midi, instrumento)
14
15 pm = pretty midi.PrettyMIDI(path batch midi)
16 nota min = 24
17 nota max = 95
18 pianoroll = pm.get piano roll(SR/HOP LENGTH)[nota min:(nota max+1), :]
19
20 hcqt, i trozo, error, n vacios = compute hcqt trozo(path batch stem
21 , pianoroll, margen, n vacios, batch size, X vacio)
22 trozo pianoroll = pianoroll[:,i trozo:i trozo+50]
23
24 if not error:
25 batch hcqt train.append(hcqt.transpose(1,2,0))
26
27 if trozo pianoroll.size == 0:
28 trozo pianoroll = np.zeros((nota max−nota min+1,50))
29
30 batch pianoroll train.append(trozo pianoroll)
31
32
33 print(”Vacios: ” + str(n vacios))
34 batch hcqt train = np.stack(batch hcqt train)
35 batch pianoroll train = np.stack(batch pianoroll train)
36
37 return (batch hcqt train, batch pianoroll train)
La siguiente función define el filtro a utilizar tras la salida de la red. El filtro guarda todos
los máximos relativos y en aquellos valores que supera un umbral, coloca un 127. El valor de
127, es debido a que en un MIDI la velocidad (fuerza de la nota) se mueve en un intervalo
[0, 255] y 127 es la mitad.
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1 def filtro(hcqt pred, threshold):
2
3 peaks = scipy.signal.argrelmax(hcqt pred, axis=0)
4 pred fil = np.zeros(hcqt pred.shape)
5 pred fil[peaks] = hcqt pred[peaks]
6
7
8 imidx = np.where(pred fil >= threshold)
9 relleno = np.ones(hcqt pred.shape)∗127
10
11
12 pianoroll pred = np.zeros(hcqt pred.shape)
13 pianoroll pred[imidx] = relleno[imidx]
14
15 return pianoroll pred
La función de entrenamiento, simplemente consiste en leer un batch y entrenarlo mediante
las funciones de Keras. Al tiempo que se van almacenando los resultados de la función de
pérdida del entrenamiento y del conjunto de validación. En nuestro entrenamiento cada epoch
equivale al entrenamiento de un batch.
1 def training(model, epochs, paths instrumento stem, paths instrumento midi
2 , paths instrumento stemV, paths instrumento midiV, instrumento
3 , batch size, margen,X vacio, n):
4
5 train loss = []
6 e train = []
7
8
9 val loss = []
10 e val = []
11
12 for epoch in range (1, epochs+1):
13
14
15 print(”<<<<<<<Epoch: ” + str(epoch) + ”\\” + str(epochs) + ”>>>>>>>” )
16 # Leo datos para un batch
17
18
19 batch hcqt train, batch pianoroll train = load batch data(
20 paths instrumento stem, paths instrumento midi, instrumento
21 , batch size, margen, X vacio)
22 print(”Load train DONE”)
23






30 if epoch == 1 or epoch % 20 == 0:
31
32 batch hcqt val, batch pianoroll val = load batch data(
33 paths instrumento stemV, paths instrumento midiV, instrumento
34 , batch size, margen, 1)
35 print(”Load val DONE”)
36 clear output()
37







45 fig = plt.figure()
46 fig.set figwidth(10)
47 plt.plot( e train, train loss, ’b’)




52 + str(n) + ’.jpg’)
53 plt.show()
54
55 print(”Loss function train: ” + str(logs)
56 + ” // Loss function val: ” + str(logs2))
57 print(”Epoch: ” + str(epoch) + ”\\” + str(epochs) )
58
59
60 batch pianoroll pred = model.predict(batch hcqt val)
61
62 for i in range(10):
63
64 plt.figure(epoch + i)
65 plt.subplot(221)
66 plt.imshow(batch hcqt val[i,:, :, 1])
67 plt.subplot(222)
68 plt.imshow(batch pianoroll pred[i, :, :])
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69 plt.subplot(223)
70 plt.imshow(batch pianoroll val[i, :, :])
71 plt.subplot(224)






78 suma pred = batch pianoroll pred[i, :, :].sum(axis=1)
79 suma test = batch pianoroll val[i, :, :].sum(axis=1)
80 plt.figure(epoch + i + 1)
81 plt.subplot(221)











93 ’C:/Users/Charlie/Desktop/Nueva carpeta/PianoFinalV3’ + str(n) + ’.h5’
94 )
Cada 20 epochs se mostrará una serie de gráficas como la evolución de la función de
pérdida en el conjunto de entrenamiento y validación (figura 6.2) o diferentes ventanas del
batch (figura 6.3).
Figura 6.2: Evolución de la función de pérdida durante en el entrenamiento del conjunto de
entrenamiento (Azul) y del conjunto de validación (Rojo)
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Figura 6.3: Evolución de las ventanas durante el entrenamiento. Primera fila: Primer armónico
de entrada y predicción; Segunda fila: Pianoroll real y predicción filtrada; Tercera fila:
Predicción y suma en el eje x de la predicción; Cuarta fila: Pianoroll real y suma en el
eje x del pianoroll real
El objetivo Figura 6.3 era observar cada cierto tiempo la mejora en el entrenamiento y
ver visualmente si hab́ıa una mejora en la estimación de las notas musicales. La suma en el
eje x de la predicción y el pianoroll real tenia como objetivo ver si el perfil de frecuencias se
asemejaban.
6.6. Cálculo del umbral óptimo
Se definen una serie de variables que se van a utilizar como el batch size, la nota mı́nima y
máxima del primer armónico, el número de intentos que corresponde al número de canciones
que se utilizarán para el calculo del umbral óptimo. Se cargan los pesos del modelo a analizar
y las rutas del test de los instrumentos que queremos comprobar.
1 \UseRawInputEncoding
2 batch size = 32
3 nota min = 24 #incluida
4 nota max = 95 #incluida
5 intentos = 100
6 paso = 0.02
7 limite = 1
8
9 save path = ”C:/Users/Charlie/Desktop/graficas”
10 test = ”E:/DATASETS/Slakh2100 wav/slakh2100 flac/test”
11
12 weights = ”C:/Users/Charlie/Desktop/Nueva Carpeta/PianoFinalV311.h5”
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13 model = model3 def()
14 model.load weights(weights)
15
16 paths instrumento stemT, paths instrumento midiT
17 = get paths instrumentos(test, instrumento)
Se inicializan las diferentes listas donde guardamos los resultado y se crea una array de
canciones aleatorias del conjunto de test con las cuales se va a hacer el cálculo.
1 f scores max = []
2 th fscores max = []
3
4 th precisiones max = []
5 precisiones max = []
6
7 recalls max = []
8 th recalls max = []
9
10 accuracys max = []
11 th accuracys max = []
12
13
14 accs chroma max = []
15 th accs chroma max = []
16
17
18 indices = np.random.randint(low=0, high=len(paths instrumento stemT)
19 , size=intentos)
En las ĺıneas siguientes se lee el hcqt y el pianoroll de toda la canción. La función
compute hcqt all es muy similar a la función compute hcqt trozo, pero analizando toda la
canción, al igual que get midi que guarda el pianoroll de una canción entera.
1 hcqt, , = compute hcqt all(song path)
2 pianoroll = get midi(pianoroll path, nota min, nota max)
La función get pred tiene como objetivo, dado un modelo de red neuronal y un HCQT
(harmonics CQT que reúne todos los armónico de un CQT), devolver la predicción de cada
trozo, se divide la canción entera en trozos de 50 frames y se van pasando por la red.
Posteriormente, se juntan todos.
1 def get pred(model, hcqt):
2
3 x = 0
4 n trozo = 0
5 l trozo = 50
6 prediccion1 = []
7
8 while (hcqt.shape[2] > x):
9
10 if hcqt[:,:,x:x+l trozo].shape[2] == 50:
11
12 trozo pred = model.predict(




17 trozo pred = np.squeeze(trozo pred)
18 prediccion1.append(trozo pred)
19
20 n trozo = n trozo + 1
21 x = x + l trozo
22
23 hcqt pred1 = np.hstack(prediccion1)
24
25 return hcqt pred1
26
27
28 pianoroll pred = get pred(model, hcqt)
Una vez que se tiene todas las predicciones, se hace un análisis en el que se obtienen todas
las métricas con la libreŕıa mir eval. Pero esta libreŕıa necesita los datos como dos listas de
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las frecuencias que están sonando y otra del tiempo al que corresponde. Esto es lo que hace
la función piano to freqs.
Por último hay que ir analizando para cada umbral y almacenando los datos de las métricas
que nos interesan (Precisión, Recall, F-score, Accuracy, Chroma Accuracy).
1 ref time, ref freqs = piano to freqs(pianoroll)
2
3 # Calculamos el F−score, el Recall y la Precision
4 f scores = []
5 precisiones = []
6 recalls = []
7 accuracys = []
8 accs chroma = []
9
10 for th in arange(paso, limite , paso):
11
12 filtrada = filtro(pianoroll pred, th)
13 est time, est freqs = piano to freqs(filtrada)
14
15 if len(est time)>1:
16 precision, recall, accuracy , , , , , , , acc chroma, , , , =
17 = mir eval.multipitch.metrics(ref time, ref freqs
18 , est time, est freqs)
19 else:
20 precision = 0
21 recall = 0
22 accuracy = 0
23 acc chroma = 0
24
25 if precision + recall !=0:
26 fscore = 2 ∗ ((precision∗recall)/(precision + recall))
27 else:






34 accs chroma.append(acc chroma)
Tras hacer el análisis completo se crean unas gráficas para ver la evolución durante toda
la canción como se puede ver en las siguientes figuras.
Figura 6.4: Evolución de la precisión al variar el umbral de 0 a 1 con un paso de 0.02
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Figura 6.5: Evolución de la recall al variar el umbral de 0 a 1 con un paso de 0.02
Figura 6.6: Evolución de la F-score al variar el umbral de 0 a 1 con un paso de 0.02
Figura 6.7: Evolución de la accuracy al variar el umbral de 0 a 1 con un paso de 0.02
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Figura 6.8: Evolución de la chroma accuracy al variar el umbral de 0 a 1 con un paso de 0.02
Figura 6.9: Datos que se guardan en un fichero TXT tras finalizar el analisis de una canción
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Tras hacer un análisis de 100 canciones (el tiempo de duración media esta en torno a las 2
horas), se hace una media de todas las métricas y guardamos un archivo TXT como se puede
ver en la figura 6.10.
Figura 6.10: Datos que se guardan en un fichero TXT tras finalizar el análisis de todas las
canciones
El dato que se utiliza como umbral y que consideramos el mejor, es aquel que maximiza
el F-score, ya que tiene encuentra tanto la Precision como el Recall.
6.7. Tests utilizando el umbral óptimo
El procedimiento es similar al cálculo del umbral óptimo (0.44 en nuestro caso), pero en
este caso la predicción solo se realiza para el valor de este umbral.
Los datos se recogen en un archivo CSV y mediante diagramas de cajas. El número de
canciones que se van a analizar en el caso de un test general es de 100 canciones, pero también
se van a realizar pruebas para cada instrumento en el que solo se utilizarán 30 pistas. En la
figura 6.11 se puede ver un análisis de un test general:
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Figura 6.11: Diagrama de cajas de un test general de 100 canciones en Slakh2100
Algunos ejemplos de test para instrumentos se puede ver en las figura 6.12 (Piano) o en
la 6.13 (Bajo).
Figura 6.12: Diagrama de cajas de un test de 30 canciones de piano en Slakh2100
Figura 6.13: Diagrama de cajas de un test de 30 canciones de bajo en Slakh2100
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En la figura 6.14, se puede observar el aspecto de este archivo. En este documento se
almacena toda la información del test, el cual se puede utilizar para hacer gráficas sin tener
que volver a realizar el procedimiento completo.
Figura 6.14: Archivo CSV de un test de 30 canciones de piano en Slakh2100
La creación de estos datos se ha hecho mediante la libreŕıa pandas para los archivos CSV
y matplotlib para los diagramas de cajas.
1 #CREAMOS EL CSV
2 Metrics = {’Nombre’: nombres,




7 ’Chroma Accuracy’: accs chroma,
8 }
9
10 df = DataFrame(Metrics)
11 df.to csv (save path + ”/” + ”Metrics.csv”, index = False, header=True)
12
13
14 #DIAGRAMA DE CAJAS
15 fig = plt.figure()
16 plt.axis([0, 1, 0, 6])
17 plt.boxplot(
18 (f scores, recalls, precisiones, accuracys, accs chroma)
19 , showfliers=False, vert=False







6.8. Funciones para entrenar con onsets
Para detectar los onsets en lugar del pianoroll completo, con el objetivo de entrenar una
red que se centre en los inicios de las notas y aumentar la precisión en esta tarea se utiliza la
siguiente función.
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1 def piano onset(path, fs):
2
3 midi = pretty midi.PrettyMIDI(path)
4 instrumentos = midi.instruments
5
6
7 for instrumento in instrumentos:
8 notes=instrumento.notes
9 onsets = [n.start for n in notes]
10 pitch = [n.pitch for n in notes]
11
12
13 pianoroll = np.zeros((128, int(midi.get end time()∗fs)))
14 for on,pi in zip(onsets,pitch):
15 pianoroll[pi][int(on∗fs)−1] = 1
16
17 return pianoroll
Además, el filtro que se utiliza a la hora de entrenar la red con onsets también cambia y
es el siguiente:
1 def filtro onsets(hcqt pred, threshold, velocity = 1):
2
3 peaks0 = scipy.signal.argrelmax(hcqt pred, axis=0)
4 pred fil0 = np.zeros(hcqt pred.shape)
5 pred fil0[peaks0] = hcqt pred[peaks0]
6
7 peaks = scipy.signal.argrelmax(pred fil0, axis=1)
8 pred fil = np.zeros(hcqt pred.shape)
9 pred fil[peaks] = hcqt pred[peaks]
10
11 imidx = np.where(pred fil >= threshold)
12 relleno = np.ones(hcqt pred.shape)∗velocity
13
14
15 pianoroll pred = np.zeros(hcqt pred.shape)
16 pianoroll pred[imidx] = relleno[imidx]
17
18 return pianoroll pred
6.9. Note tracking
El algoritmo de note tracking, se basa en métodos simples con reglas basadas en
condiciones. Este algoritmo se aprovecha de la información aportada por la red de frames
y onsets. Se divide en las 3 partes ya comentadas en el apartado 5.3:
− Eliminar onsets vaćıos:
1 def elimina onsets vacios(onsets, pianoroll):
2
3
4 onset mal = []
5
6
7 for i in range(len(onsets)):
8
9 n frames = 0
10
11 if onsets[i][1] > 5:
12
13 for k in range(onsets[i][1], onsets[i][1]+15):
14
15 if pianoroll[onsets[i][0]][k]==1:
16 n frames += 1
17
18















3 def AbreHuecoOnsets(pianoroll, notas):
4
5 for i in range(len(notas)):
6
7 if notas[i][1] > 2:
8
9 pianoroll[notas[i][0]][notas[i][1]−1] = 0





1 def rellenaHuecos(pianoroll, notas):
2
3 notas completas = []
4
5 for pitch in range(128):
6
7 mismo pitch = []
8
9 for i in range(len(notas)−1):
10
11





17 for k in range(len(mismo pitch)−1):
18
19 offset = get offset pitch(mismo pitch[k][1], mismo pitch[k+1][1], pitch, pianoroll)
20 notas completas.append((mismo pitch[k][1], offset, mismo pitch[k][0]))
21
22
23 return notas completas
Uniendo las funciones anteriores, se obtiene la función total del algoritmo:
1 def note tracking(pianoroll, pianorollOnsets):
2
3 notas = get onsets pianoroll2(pianorollOnsets)
4 notas = elimina onsets vacios(notas, pianoroll)
5 pianorollOnsets = actualiza pianorollOnsets(pianorollOnsets, notas)
6
7 pianoroll = AbreHuecoOnsets(pianoroll, notas)
8
9 notas enteras = rellenaHuecos(pianoroll, notas)
10
11




Conclusiones y Ĺıneas futuras
7.1. Conclusiones
El objetivo de este trabajo era crear un red neuronal profunda que permita transcribir
música polifónica para varios instrumentos a la vez (multit́ımbrica). Para ello, partiendo del
estudio del estado del arte se ha implementado desde cero una red neuronal basada en Deep
Salience a la que se la han introducido una serie de modificaciones:
− Adición de una última capa: Nuestro modelo tiene una capa que reduce las
dimensiones de (360,50) a (72,50), con el objetivo de hacer un entrenamiento para
archivos MIDI en un intervalo de notas de C1 a C7 (72 notas).
− Entrenamiento con Slakh2100: Esta red se ha entrenado con un dataset distinto, el
Slakh2100. En el caso de Deep Salience, la base de datos se compońıa de 108 canciones
de MedleyDB y 132 canciones de música pop occidental.
− Algoritmo de note tracking : En nuestro modelo se entrenan dos redes con la misma
arquitectura, pero una con el pianoroll de las notas completas y otra que solo detecta
onsets. Las predicciones de ambas redes son utilizadas por un algoritmo de note tracking
que es el que nos reporta los mejores resultados.
Se han realizado los siguientes experimentos:
− Entrenamiento con todos los intrumentos afinados de Slakh2100: Un
entrenamiento general con las notas completas de todos los instrumentos que pueden
hacer sonar notas musicales, un ejemplo de instrumento que no esta afinado seŕıa el
tambor.
− Entrenamiento de redes con instrumentos separados: Entrenamiento de redes
con notas completas para instrumentos individuales, con el objetivo de ver si existe una
mejora cuando se especializa una red a un instrumento en concreto.
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− Entrenamiento de una red de onsets para los instrumentos afinados de
Slakh2100: Al igual que en el primer experimento se ha entrenado una red con todos
los instrumentos, pero con la salvedad que se entrena únicamente para los inicios de
notas.
− Entrenamiento de una red de onsets para piano con un CQT y un
espectrograma de Mel: Se ha entrenado una red de onsets únicamente para piano
en el que la entrada es un CQT y otra red utilizando otra forma de procesamiento de
audio como seŕıa el espectrograma de Mel. Este experimento sirve para ver que forma
de procesar el audio es la mejor.
− Algoritmo de note tracking: Entrenamiento de una red de frames especializada
en piano y otra red de onsets de piano. Posteriormente, se procesan los resultados de
ambas redes con un algoritmo de note tracking.
Los resultados obtenidos son los siguientes:
− Gran diferencia entre tipos de timbre: En el primer experimento se ve que para
algunos instrumentos como los de percusión cromática o instrumentos de metal, las
métricas multi-F0 son muy bajas. Por el contrario, para instrumentos como el bajo y
piano, las métricas son mucho mejores.
− Mejora en la especialización de una red por instrumento: Al hacer el
entrenamiento para redes entrenadas con un instrumento, las mejoras de estos
mejoraron considerablemente.
− Mejora de la detección de onsets: Existe una gran diferencia en las métricas de
inicios de nota, cuando se entrena una red que se especializa únicamente con onsets.
− La CQT es la mejor forma para procesar el audio de entrada: Como se ve en
el cuarto experimento, la CQT sigue siendo la mejor forma para procesar el audio.
− Mejora al aplicar el algoritmo de note tracking : En el último experimento, la
mejora de las métricas de transcripción con respecto a una red entrenada únicamente
con los frames es abismal. Ya no solo se puede ver la mejora en las métricas, sino que
de manera auditiva la mejora es clara.
Al hacer una comparación con el modelo de Deep Salience, observamos que nuestro modelo
tiene una gran mejora en el dataset Bach10. Aunque en el MedleyDB sigue siendo mejor en
su caso, pero esta diferencia también puede ser provocada debido a que su modelo ha sido
entrenado con pistas de esta misma base de datos.
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Al observar que la red depend́ıa mucho del timbre, se decidió entrenar redes para cada
instrumento y se observó que hubo mejoŕıa con respecto a la red que se entrenó con todos
los instrumentos al mismo tiempo. Debido a que las métricas de transcripción no eran los
suficientemente buenas, se tuvo que entrenar una red especializada en inicios de notas. Como
resultado final, se entrenaron dos redes especializadas en Piano, pero una detecta frames y la
otra onsets. Junto con un algoritmo de note tracking se consiguieron los mejores resultados,
produciendo archivos MIDI a partir de un WAV que se asemeja mucho a los originales.
Se ha desarrollado un modelo que se puede generalizar para otro tipo de instrumentos
musicales. La calidad obtenida es similar en el piano al estado del arte y se ha puesto de
manifiesto la dependencia con el timbre de este tipo de redes profundas para la transcripción
automática. Este último hecho es el que ha dado lugar a la publicación [6].
7.1.1. Ĺıneas Futuras
Un posibilidad de continuación de este trabajo, es entrenar las mismas redes desarrolladas
para otros instrumentos que no sean el piano y analizar su funcionamiento. Como próximo
objetivo, hay que profundizar en la posibilidad de generar una única red que se entrene con
más de un instrumento (o con, al menos) una familia de instrumentos y obtenga unos niveles
aceptables de calidad de las transcripciones.
Para mejorar esta red, se podŕıa plantear una red que concatene las dos redes (frames
y onsets) y se entrenen al mismo tiempo sin necesidad de utilizar un algoritmo de note
tracking, como la estrategia que utiliza OaF de Magenta. Debido a la relación temporal que
existe en la música este nuevo modelo podŕıa estar formado de módulos LSTM, además de
capas convolucionales.
Para un futuro más lejano, una meta es crear una red que a partir de una melod́ıa consiga
transcribir por separado las pistas de cada uno de los instrumentos que están sonando. Para
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