The rotations, boosts, and translations in an N 2 -dimensional spacetime are shown to be related to the fundamental commutators, anticommutators, and Clebsch-Gordan coefficients, respectively, of SU(N ).
Introduction
Rotations and boosts in N 2 -dimensional spacetime, (N 2 − 1) dimensional space plus time, are deduced from the commutation and anticommutation relations, respectively, of the generators of the fundamental representations of SU(N).
Let J denote a set of matrix generators of SU(N). The Js determine real-valued coefficients f and d in the commutation relations [J, J] = if J and the anticommutation relations {J, J} = dJ, where indices are suppressed. We show that rotations in SU(N) spacetime are generated by matrices with components if and boosts are generated by matrices with components id.
Translations are more complicated. One finds that translations connect different representations of SU(N). When restricted to one irreducible representation (irrep), translations are simply multiplication by unity, trivial. Since N 2 -dimensional spacetime is an irrep, it follows that vectors are invariant under translations. But this is not the most interesting possibility.
The translation matrices in a given representation are generated by momentum matrices, just as rotations are generated by angular momentum matrices. Do not confuse momentum matrices with 'particle momentum', a vector. These momentum matrices must obey Poincaré commutation relations with the generators of rotations and boosts. It is shown in this paper that the Poincaré commutation relations imply that momentum matrices are arrays of Clebsch-Gordan coefficients connecting a rep with the direct sum of two irreps.
Thus there can be nontrivial translations in SU(N) spacetime if we consider the reducible rep obtained by combining SU(N) spacetime with at least one of a select few close 'relatives'. These relatives combine spacetime with a fundamental rep. Momentum matrices in SU(N) spacetime are collections of Clebsch-Gordan coefficients connecting spacetime and its relatives.
The work here generalizes previous work for N = 2 and 3. [1, 2] The point of view differs from the many other algebraic approaches that generalize four-dimensional spacetime by using SU(N). [3, 4] For one thing, invariants of either quadratic or higher order are ignored. It is known that distance √ x i 2 , i ∈ {1, ..., N 2 − 1} and time t = x N 2 are rotation invariants for any N in a suitable realization and it is also known that only four-dimensional spacetime, i.e. SU (2) , has x i 2 − t 2 invariant under boosts. The invariance of the spacetime interval is a consequence of the simplicity of SU (2) and not a fundamental characteristic to be emulated by higher N.
The goal here is to show that rotations reflect the algebra of the fundamental commutators, boosts reflect the algebra of the fundamental anticommutators, and translations reflect the algebra of the Clebsch-Gordan coefficients of SU(N).
A Basis Rep
Consider the set W of N × N matrices with complex components. Any such matrix A ∈ W is the sum of a hermitian matrix (A + A † )/2 and an antihermitian matrix, (A − A † )/2. The dagger denotes the hermitian conjugate, the operation combining the transpose and complex conjugation, A † rs = A * sr , r, s ∈ {1, ..., N}. One may choose a set of hermitian matrices J µ (N ) ∈ W, µ ∈ {1, ..., N 2 }, that spans the set of all hermitian matrices meaning that any hermitian matrix B, B † = B, can be written as a linear combination of the J µ (N ) s with real coefficients. And any anti-hermitian matrix C, C † = −C, can be written as a linear combination of iJ µ s with real coefficients. We have, for hermitian B and anti-hermitian C,
for N 2 real-valued coefficients β ν and N 2 real-valued coefficients γ ν . The rule of summing over repeated indices is enforced.
The trace of a matrix J 
where i ∈ {1, ..., N 2 − 1}. The matrix with nonzero trace, i.e. J (N ) , need not be the unit matrix.
A unitary matrix U ∈ W, U † U = UU † = 1, with determinant one, det U = 1, can be written as the matrix exponential of an anti-hermitian matrix H with zero trace, i.e. U = exp H with H † rs = −H * sr and H ss = 0. It follows from (1) that, for some real-valued parameters θ i , θ i = γ i in (1), we have
There is no N 2 -component θ N 2 , no time component, because H is traceless and J The commutators and anticommutators of hermitian matrices are antihermitian and hermitian, respectively. Thus, by (1), we have two sets of real coefficients, f µνσ and d µνσ ,
where the commutator is defined by [
and matrix multiplication is understood. Associated with the basis set of hermitian matrices J µ (N ) ∈ W, there is a second basis set of hermitian matricesJ
The matricesJ 
and {J
which differ from (3) and (4) 
Poincaré Commutation Relations
We define boost matrices K and vector matrices V. Then we determine commutation relations among the Js, Ks, and V s that have the characteristics that the commutators [ 
, and V (2N ) in block notation as follows
where c + and c − are complex constants. It follows that (2), one can arrange for both offdiagonal blocks of V µ to be nonzero. For example, as often displayed, the Dirac gamma matrices are vector matrices with both off-diagonal blocks nonzero. [5] It should be clear that two matrices commute when their nonzero components are relegated to the same off-diagonal block. Since vector matrices have nonzero components confined to the 12-block with c − = 0 and nonzero components confined to the 21-block for c + = 0, it follows that vector matrices commute. Commuting vector matrices qualify as 'momentum' matrices and are denoted as 'P µ .' Updating the notation, we replace V by P. Thus the cases c − = 0 and c + = 0 produce momentum matrices P
Clearly the matrices commute,
Collecting the commutation relations of the matrices J (2N ) , K (2N ) , and P
for µ, ν, σ ∈ {1, ..., N 2 }, i, j, k ∈ {1, ..., N 2 − 1}, and ǫ P = ±1. Some of these are (9) and (11), while the rest follow from (3) and (4). They make up the Poincaré commutation relations for SU(N).
SU(N )-spacetime.
We obtain the generators of rotations and boosts, the N 2 -dimensional matrices J (N 2 ) and K (N 2 ) , that satisfy the Lorentz subset of the Poincaré commutation relations for SU(N).
Consider the Poincaré commutation relations that are in the form [P, A] = aP. One can show that the coefficients a obey the same commutation relations as the matrices A. [1, 2] Thus the matrices J j (N 2 ) and K j (N 2 ) are just the coefficients of the P (ǫ P ) σ s on the right
where the sum if 
which are the Lorentz commutation relations for SU(N).
As an immediate consequence of (13) and (14) we have
And the [P, J] and [P, K] Poincaré commutation relations (12) can be rewritten in a similar fashion. This will be helpful in the next section.
Let
be the N 2 -dimensional Lorentz transformation matrix for a rotation through angle θ = {θ 1 , ..., θ N 2 −1 } followed by a boost through φ = {φ 1 , ...
Translation Generators -Momentum Matrices
In this section, we show that momentum matrices are arrays of Clebsch-Gordon coefficients relating certain reps of SU(N).
Suppose we combine two irreducible representations of SU(N) 
and also
where S is a similarity matrix. The single index µ appears on the left and double indices µ 1 µ 0 appear on the right. A convenient correspondence is given by
with µ ∈ {1, ..., N 2 } and µ 1 , µ 0 ∈ {1, ..., N}. Likewise for ρ. A proof of (19) and (20) can be found in the Appendix.
By (19) and (20), the SU(N) spacetime rep has (A, B) = (N,N) for ǫ P = +1 and (A, B) = (N , N) for ǫ P = −1. We turn back now to the general case.
To obtain momentum matrices, we work in the (A, B)⊕(C, D) rep and define the following matrices
Compare (22) and (23) with (7) and (8). Both here and there, the Js and Ks are block diagonal while the P s have off-diagonal blocks. We want to find matrices P (N ) by a similarity transformation S. Putting all this together, one finds equations that P µ (ABCD) must obey. The P µ (ABCD) s are in block form (23) with nonzero blocks P + and P − . After a straightforward calculation, one finds P + block equations,
where single and double indices are related by (21) and we defineP bỹ
where S λ µ is the similarity transformation in (19) and (20). Thus the C-rep is related to the A-rep and the fundamental rep (N), while D is related to B and the anti-rep (N).
In terms of rotations D(θ) = exp (iθ i J i ), (24) gives
Clearly, the components ofP + are the Clebsch-Gordan coefficients relating the C-rep of SU(N) with the N ⊗ A direct product rep and the D-rep with theN ⊗ B rep. [6] Therefore the components ofP + are products of Clebsch-Gordan coefficients,
where k + is a constant and we use (21) to relate the λs, i.e. λ = N(λ 1 − 1) + λ 0 . For theP − block, we find that
Thus momentum matricesP µ are arrays of Clebsch-Gordan coefficients. For ǫ P = −1 exchange fundamental reps N andN in the above discussion. In order for the momentum matrices to commute, [P µ ± ,P ν ± ] = 0, we make one of the off-diagonal blocks vanish, i.e. k + = 0 or k − = 0,
By the off-diagonal structure of definition (23), translations generated withP D) . As just shown, we get momentum matrices with the P + block nontrivial when C ∈ N ⊗ A = N ⊗ N and/or D ∈N ⊗ B =N ⊗N. And we get momentum matrices with the P − block nontrivial when A = N ∈ N ⊗ C and/or B =N ∈ N ⊗ D. By 'H ∈ G' we mean the rep H is included in the sum of irreducible reps that make up the rep G.
Remark 5.2 Consider the translations generated by the momentum matrices with a nonzero P µ + block. These translations change SU(N) spacetime vectors in a way that depends on quantities in the appended (C, D) space. Thus if a particle's momentum is a vector in SU(N) spacetime, then the particle's momentum changes upon translation in a way dependent on quantities in the appended (C, D) space, i.e. force. And translations generated by the P − block change vectors in (C, D) space. The translations generated by the P − block leave SU(N) spacetime vectors unchanged.
Translations have been shown in this section to be generated by momentum matrices in the form of arrays of Clebsch-Gordan coefficients, thereby completing the task proposed at the start of this paper.
A Proof of a Theorem
In this appendix, we prove the theorem that there exists a similarity transformation S satisfying (19), SJ (N 2 ) = (J (N ) +J (N ) )S, and (20), SK (N 2 ) = −i(J (N ) −J (N ) )S. First we prove the theorem for special bases and then extend the result to general bases by considering the transformation from one basis to another.
For some bases the similarity transformation S (3) and (4),
The left sides may be expanded using the fact that the anti-rep matrices are the negative transpose of the J (N ) s, i.e.J 
On the right sides of (3) and (4), we make the assumptions that the coefficients f µνσ are antisymmetric in νσ, f µνσ = −f µσν and the d µνσ s are symmetric,
A set of matrices J σ mn satisfying these assumptions is displayed below. Then in such a special basis by the definitions of J (N 2 ) and K (N 2 ) in (13), we have for the right sides
By including a time component for K ǫ P µ (N 2 ) , i.e. µ = N 2 , we generalize (13) and prove a more general theorem than is needed.
Using the new expressions for the left and right sides of (3) and (4), we get
where λ = N(m − 1) + n = N(λ 1 − 1) + λ 0 , we have
where ρ = N(s − 1) + t = N(ρ 1 − 1) + ρ 0 . Thus the theorem is shown for the special reps with completely antisymmetric f µνσ s and completely symmetric d µνσ . One such basis is well known. [7] Let T ab be the N ×N matrix with zero for all components except the abth component which is one. We write T 
which, with the fundamental commutators and anticommutators (3) and (4), gives
Clearly, f µνλ is antisymmetric in µν and d µνλ is symmetric in µν because the commutator and anticommutator are antisymmetric and symmetric respectively.
Since the trace of a matrix product AB is independent of the order, tr(AB) = A ms B sm = B sm A ms = tr(BA), one finds that
which shows that f µνλ is antisymmetric in νλ. Since f µνλ is antisymmetric in µν as shown already and f µνλ is now shown to be antisymmetric in νλ, f µνλ is completely antisymmetric. By the same reasoning, one can show that d µνλ is completely symmetric in this special rep. By (34), since the f µνλ are completely antisymmetric and the d µνλ s are completely symmetric, the theorem holds for this special representation.
The traceless matrices in (35), J (N ) with nonzero trace. We want just one matrix with nonzero trace so that there are N 2 − 1 traceless hermitian matrices to generate the matrices of SU(N), see Section 2.
It follows that there exists an N 2 × N 2 matrix R with real components such that 
