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PREFACE 
In February, 1965, Dr. Ernst  Stuhlinger, Director, Research Pro- 
jects Laboratory ( now Space science-s Laboratory ) ,  initiated a 
ser ies  of Research Achievements Reviews which s e t  forth those 
achievements accomplished by the laboratories of the Marshall 
Space Flight Center. Each review covered one o r  two fields of re- 
search in a form recdily usable by specialists, systems engineers 
and program managers. The review of February 24, 1966, com- 
pleted this series .  Each review was documented in the "Research 
Achievements Review Series. 
In March, 1966, a second ser ies  of Research Achievements Reviews 
was initiated. This second ser ies  emphasized research areas of 
greatestconcentrationof effort, of most rapid progress, o r  of most 
pertinent interest and was published a s  "Research Achievements 
~ e v i k w  Reports, Volume 11. " Volume 11 covered the reviews f r o m  
March, 1966, through February, 1968. 
This third ser ies  of Research Achievements Reviews was begun 
in March, 1968, and continues the concept intsoduced in the second 
series .  Reviews of the third ser ies  are designated Volume IH and 
will span the period f rom March, 1968, through February, 1970. 
The papers in this report were presented January 70, 1969 
William G. Johnson 
Director 
Research Planning Office 
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INTRODUCTION TO PHIRMBPHYSBCS RESMRCH ASF MSBC 
Gerhard Heller 
This is the third review of thernlophysics 
research a t  Marshall Space Flight Center; the last  
one was held during March 1966. The definition of 
thermophysics a s  stated by the American Institute 
of Aeronautics and Astronautics (AIAA) Thermo- 
physics Committee is a s  follows: 
Study and applications of the properties and 
mechanisms involved in thermal energy 
transfer within and between solids, and 
between an object and i ts  environment, par- 
ticularly by radiation. Study of environ- 
mental effects on such properties and 
mechanisms. 
In other words, therrnophysics includes emissivity 
physics or the study of radiative properties of 
natural and engineering surfaces, spacecraft 
thermal control, definition of the space environment, 
i t s  effect on therinal control surfaces, and instru- 
ments for flight experiments. 
Thermophysics research a t  MSFC was given a 
strong impetus by having to meet the requirements 
for  thermal control of EXPLORER I. 
An a rea  of thermophysics of continuous concern 
to Marshall is the definition of the thermal environ- 
ment for  present and future projects assigned to 
MSFC. This includes the environnlent of spacecraft 
for near-earth missions, deep-space probes, and 
the thermophysical properties of lunar and planetary 
surfaces. Our activity in measuring the radiative 
properties of the lunar surface and the evaluation of 
results by other investigators a r e  included in this 
area. 
Two volumes of the AIAA ser ies  "Progress in 
Aeronautics and Astronauticsrf (vol. 18 and vol. 20) 
have appeared during this period; both volunles 
contain many papers prepared by Marshall personnel 
and MSFC contractors. Volume 20 contains 5 papers 
with 9 authors and co-authors from MSFC and 10 
papers by MSFC contractors. This volume can be 
used by those who want to become informed of the 
progress in thermopl~ysics research a t  MSFC during 
the period since the last  review. 
There i s  strong participation by members of 
MSFC in thermophysics activities on a national 
scale. As MSFC becomes increasingly involved in 
scientific payload activities and space stations, the 
research activity in thernlophysics has increased. 
Because of the challenging technology problems that 
have to be solved, more people a r e  working in the 
a rea  than ever before. In many cases, Marshall 
personnel have been responsible for the organization 
of numerous thermophysics and related conferences. 
The following a r e  the more important ones: 
@ The yearly Thernlophysics Specialist 
Conference of the AIAA. 
O The yearly AIAA Aerospace Sciences Meeting 
with two or  three sessions devoted to 
thermophysics papers. 
@ A joint NASA-DOD conference held a t  
Wright-Patterson AFB in the summer of 
1968 at  which the thermal problems of all 
NASA and DOD space projects were reviewed. 
O A regular NASA conference with participation 
by NASA headquarters and many other NASA 
centers, in addition to MSFC . 
The participation in this activity i s  important for a 
number of reasons: ( I )  the exchange of information 
with others will aid in solving our problems at  
MSFC; (2) the participation of men~bers  of MSFC 
in national efforts will foster professional growth 
for MSFC; and (3) the activity helps in the formu- 
lation of our research tasks. 
The problems covered in the previous research 
reviews and in the papers presented by members of 
MSFC a t  national conferences a re  still present. A 
new item i s  a paper on the heat pipe. Research work 
in this new technology was started by Marshall about 
two years  ago. The heat pipe is based on an inven- 
tion by Dr. Grover of Los Alamos. Considerable 
work is needed t o  define the research problems, and 
to develop the heat pipe's potential for engineering 
applications, One promising approach is the com- 
bination of the heat pipe concept with the heat of 
fusion radiator. 
G E R H A R D  H E L L E R  
The assignment of the ATM-A project to MSE'C advanced technology in this area. I am glad that 
has provided an additional strong impetus and an increased effort toward spacecraft oriented 
requirement for thermophysics knowledge. It has problems has begun; however, a further increase 
also shown that MSFC should increase its effort in would be desirable. 
research toward better engineering solutioi~s and 
THERMAL CONTROL COATINGS DEVELOPMENT 
Dan Gates 
SUMMARY 
The material discussed in this paper concerns 
work accomplished under contracts NAS 8-537gi, 
NAS 8-21317' and NAS 8-21270~ which involve the 
development of various aspects of white thermal- 
control coatings. A general introduction to thermal 
control coatings is followed by a more detailed 
discussion of the present work with paints and 
pigments fo r  space-stable thermal-control coatings 
of low alpha (high reflectance to sun input) and high 
emissivity in the infrared and low alpha/epsilon 
ratios. 
INTRODUCTION 
One of the nlore interesting aspects of space- 
craft design is the control of the temperature of the 
vehicle. In relation to the exposed surface of the 
spacecraft, the temperature of the experiment must 
be maintained a t  approximately 23" C with a minimum 
of variation. This must be acconlplished in an 
environment of 5000° C for  the sun and -270" C for  
deep space. As shown in the simplified diagram of 
Figure 1 [ I ,  21, the principal heat input is from the 
sun with minor reflections and emissions from 
nearby bodies, and internal heat is generated within 
the craft  by electronics inefficiencies, etc. These 
heat sources a re  controlled by reflection, when 
pointing toward the heat source and by emission 
when pointing toward the near absolute zero of deep 
space. Whether the system is active or  passive, 
reference is made to a surface, thus a "thermal- 
controlTi surface exists. 
REFLECTED SOLAR s\ ....R... I 
FIGURE 1. HEAT BALANCE IN A 
SPACECRAFT 
The coatings to be considered here a re  the 
low-alpha, high-epsilon coatings a s  shown in 
Figures 2 and 3. These coatings have a low ratio 
of alpha to epsilon, but, importantly, this is a low 
ratio and a low alpha. This type of coating has high 
diffuse reflection [3 ,4 ,5]  in the visible spectrum 
1. NAS 8-5379, Development of Space-Stable Thermal-Control Coatings. UT Research Institute 
- 
Chicago, Illinois. Funded under 124-09-18-05-04-25-8-004-028-2510. G. A. Zerlaut, 
principal investigator. 
2. NAS 8-21317, Preparation of Pigments for  Space-Stable Thermal Control Coatings. The Ohio State 
- 
University Research Foundation, Columbus, Ohio. Funded under 124-09-18-1200-25-9-004-028-2510. 
Dr. W. B. Campbell, principal investigator. 
3. NAS 8-21270, Induction Plasma Calcining of Pigment Particles for Thermal Control Coatings. Stanford 
- 
Research Institute, Menlo Park,  California. Funded under 124-09-18-1100-25-9-004-028-2510. 
Dr. R. W. Bartlett, principal investigator. 
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FIGURE 2. EXAMPLES OF SOME IDEAL 
NON-SPECTRAL SURFACES 
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FIGURE 3. BASIC TYPES OF SURFACES 
(sun input) and is highly emissive in the infrared 
spectrum. Thus, the coatings a r e  white and cold- 
running. Figure 2, the plot of absorptance versus 
wavelength in microns [ 6,7] , shows solar absorbers, 
medium grey surfaces, and the white surfaces of 
interest. The white coatings a r e  distinguished by 
low absorptance in the solar region and high 
absorptance in the fa r  infrared region for  a low 
alpha/epsilon ratio. Figure 3 illustrates the same 
idea, but plots alpha versus epsilon [8]. A number 
of coatings a r e  specifically identified by Figure 3 
and the white coatings of interest a r e  noted in the 
lower right corner of the diagram a s  "solar 
reflector. 
The effect of the various coatings in several 
planetary environments is shown by the flat plate 
example of Figure 4 [6].  The reason for  the llcold- 
runningu term can be seen from this example, and 
the special properties of these particular white 
coatings can be compared with aluminum and black- 
paint surfaces. Aluminum has high reflectance over 
the total spectrum, and thus can dissipate very 
little energy in the infrared to the deep-space heat 
sink. Because aluminum is not a perfect reflector 
and does absorb some energy which i t  is not able to 
reradiate, the aluminum surfaces indeed run hotter 
than the surfaces painted black. A perfect mirror  
would constitute a perfect insulating system, i. e .  , 
no thickness, reflects all  energy, etc. A perfect 
thermal-control system is selective in that i t  reflects 
the selected input energy spectrum and emits in all 
other wavelengths. When the surface is desired to 
run hot, a s  in distilling water by means of sun 
energy, the coating may be designed to absorb in 
the sun-input spectrum and reflect in all other 
wavelengths. The white coatings reflect in the 
selected wavelength (sun input) and have a high 
epsilon, i. e. , they emit in all other wavelengths 
(infrared). This is the distinguishing feature of 
these coatings. 
I Coating 
FIGURE 4. STEADY STATE TEMPERATURES 
OF A FLAT PLATE FOR MARS, EARTH, 
AND VENUS ORBITS 
Vhi te  pa in t  
To test  the materials, "solar simulationr1 is 
used. Fortunately, the requirements for near- 
earth orbits have, a s  a known input, the sun's 
sharply defined solar spectrum. This is illustrated 
by the Johnson curve [ 9,101 (Fig. 5) . The ineas- 
urements that make up this curve have been refined 
for  many years and made extensively until 1954. 
Therefore, i t  was quite startling to discover that 
one of the major changes recently proposed was in the 
illaxiinuin energy wavelength in the visible, amount- 
ing to slightly more than 3.5 percent of the energy, 
a s  shown in the proposed new Goddard curve [11,12] 
(Fig. 6 ) .  To duplicate our changing requirements 
for  sun input, a source such a s  the B-H6 lamp, which 
has a spectral output a s  given in Figure 7 ,  is used 
(131. This lamp is indeed one of the more popular 
Temperature 
0.15 
Venus Mars Earth 
196'~ 
(-77%) 
250'~ 
(-23OC) 
2 8 5 " ~  
(lZOc) 
DAN GATES 
sinlulation has led to reproducible results in such 
equipment a s  the IRIF [14,15,16],  which both 
exposes samples and measures the resultant 
degradation from ultraviolet and proton environment 
while the sample is still in a vacuum. Samples can 
be reproduced to 1 to 5 percent reproducibility, 
but the accuracy of the measurement depends upon 
conlparison with results from space experiments. 
Measurements of the space environment spectrum 
from 0.385 microns wavelength down to Lyinan 
alpha a r e  very spotty and of dubious reproducibility 
and accuracy [17,18] . Samples made up at the same 
time and tested in facilities a t  two different locations 
gave essentially the same results a s  simulated 
proton exposures of 3 years and 15 years [19]. 
There is doubt in such results,  and open loop 
WAELEHGTH lrnlsrenrl testing of experimental coatings should be an experi- 
ment a s  a prime part  of every satellite or  probe. 
FIGURE 5. SOLAR RADIATION AFTER Allowance for  coating variation, where thermal con- 
JOHNSON AND NASA SP-8005 trol depends on a coating, should be a s  lenient a s  
possible in the thermal design, similar to the 
and gives results from simulation testing that Pegasus louver system of reference to a cold sur- 
closely approximate coating results of certain face [ 2 ] .  
satellites. Very close attention to detail in the 
WAVELENGTH (MICRONS) 
FIGURE 6. SOLAR SPECTRAL IRRADIANCE: GSFC DATA (1968) AND JOHNSON DATA (1954) 
FIGURE 7. SPECTRAL INTENSITY OF B-H6 ULTRAVIOLET LAMP 
This brief discussion serves to illustrate that 
the environnlent is not colllpletely known, and the 
lnethod of testing is not a very accurate reproduction 
of what is presumed to be required. There a re  still 
a number of difficulties inherent in l tsolar 
simulation. 
There a re  a number of processes available for 
applying these coatings: 
1. Flame spray 
2.  Fused vitreous enalllelillg 
3.  Vapor deposition 
4. Troweling and casting 
5. Electrophoretic deposition 
6. Fluidized-bed 
7. Solution and flame ceralnics fro111 certain 
solutions 
8. Pack celllentation 
9. Sprayed and/or brushed. 
Only a limited number of these have received any 
wide usage in orbital spacecraft. Paint coatings, 
applied by spray and/or brush, of silicate, phosphate, 
.and silicones have been widely used, and the optical 
solar reflector (OSR) of the vapor-deposited type 
has been used. The latter is used where the low 
enlissivity and high reflectivity of the OSR can be 
colltrolled in the design [ Z O ,  211. While i t  i s  
difficult to apply on anything but a flat surface of 
limited area ,  the OSR presently makes available 
the lowest alpha values obtainable. Fused vitreous 
enalnels have special advantages in that piglllents 
a re  probably lnore stable in the enamel glass inatrix 
than in any other lllediunl [22 ,23] .  However, the 
colnplications of firing this type coating to the 
substrate, and the solnewhat higher alpha values 
with the pigment loading possible (unless excessively 
thick coatings with an acco~npanying increase in 
weight a re  used) has precluded any appreciable 
application. The paints, of course, can be applied 
to any shape o r  size surface and, for  practical 
engineering reasons of manufacture, a re  usually 
the f i rs t  choice for consideration. 
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PA l NTS 
An inorganic coating of the paint type is 2-93 
[24,25,26]. This coating is a standard, white 
thei-mal-control paint consisting of PS-7 potassiunl 
silicate with about 70 percent pigment volunle 
concentration (PVC) of SP-500 (a  spectrographic 
grade zinc oxide of high purity). An exanlple of 
the silicone paints i s  S-i3g [27,28,29]. This con- 
sists of a nlethyl-silicone vehicle such a s  RTV-602 
or 01-650 glass resin, with about 35 percent PVC 
of the same zinc oxide a s  used in 2-93. Such 
coatings a re  applied to appropriate thickness 
(Fig. 8 ) .  For  the silicone coating, the required 
thiclmess is about twice that shown for 2-93, 
because the P'VC is only 35 percent a s  contrasted 
with the 70 percent possible with a silicate vehicle. 
2-93 gives a coating with approxinlately the reflec- 
tance and stability illustrated by Figure 9. The 
results of using this coating on a space vehicle a re  
shown in Figure 10. 
0. 24 I I 1 I I I 
0.141 I I I I I I I I 
1 2 3 4 5 6 7 8 9  
Thickness,  mils 
FIGURE 8. SOLAR ABSORPTANCE VERSUS 
THICKNESS I N  ZINC OXIDE/POTASSIUM 
SILICATE COATINGS (2-93) 
100 1 I I I I I I I 
\Vavelength, m l c r o n s  
FIGURE 9. EFFECT OF 4170 ESH IN VACUUM 
ON SOLAR SPECTRAL REFLECTANCE OF ZINC 
OXIDE (CALCINED) - POTASSIUM SILICATE 
COATING (SAMPLE 2-93) 
UNIVERSAL TIME (DAYS) 
FIGURE 10. TEMPERATURE CYCLING OF 
PEGASUS I1 SURFACE (GREY AND 2-93 
SURFACES) 
The purpose in using this type coating is to run 
cold on the surface, both a s  a reference for  heat 
dissipation in active control systems and to reduce 
the cycling of the surface temperature a s  the 
vehicle is  rotated into and out of the sun input. The 
coinparison from Pegasus I1 [3] of a grey-to-black 
surface with a white surface (Fig, 10) illustrates 
that we a re  able to accomplish our objectives. This 
is the type coating used on the Apollo, Surveyor, 
Mariner, and others. However the silicate coatings 
have certain problems a s  follow: 
1. The surface is porous and difficult, if not 
impossible, to clean and thus requires extremely 
careful handling after the coating has been applied. 
Shown in Figure 11 at  400 X inagnification is an 
exainple of the type surface exhibited by the silicate 
paints. 
2. Adherence must be worked out for each 
substrate. 
3. In thin coats from 0. 02 to 0.07 min the 
coating is extremely flexible, but between 0.08 
and 0.10 n1n1 the coating becomes considerably 
inore frangible and is subject to thermal and 
mechanical shock. 
4. While not soluble in the ordinary sense, the 
surface will retain moisture. 
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FIGURE 11. 2-93 AT 400 X MAGNIFICATION 
5. Zinc oxide has an absorption edge a t  about 
0.385 microns wavelength, which means that there 
is about 9 percent of the sun input absorbed below 
this wavelength. 
6. Repair in the field has proven to be difficult. 
7.  Sharp edges and corners with small radii 
should be avoided in the substrate design. 
For  several years efforts have been largely 
devoted to developing the elastomeric coating of 
the S-13g type. Because the absorption edge of the 
vehicles was lower than that of the zinc oxide, 
pigments were the f i r s t  consideration for  develop- 
ment. 
P I GMENTS 
The absorption edge is associated with the band 
gap of the pigment. Dielectric materials such a s  
alumina have a very low absorption edge, but have 
never proven stable [6,13,22]. Semiconductor 
materials of high refractive index and close-bound 
ionic structures of dication and trication types were 
considered. One whose absorption edge is still 
above that of the methyl silicone vehicles (a t  longer 
wavelengths than the methyl silicones), such a s  
01-650 when this vehicle is cured without a catalyst, 
i s  zinc orthotitanate (Zn2Ti04) [30]. The two raw 
materials used in preparing this pigment a re  zinc 
oxide (ZnO) and anatase (TiOz). Their optical 
properties a re  shown in Figure 12. When combined, 
FIGURE 12. SPECTRAL REFLECTANCE OF 
ZnO AND TiOz (WET-SPRAYED POWDERS) 
they show a small amount of residual ZnO, off- 
stoichiometry, and this is evidenced optically by the 
shoulder a t  the absorption edge. This ZnO can be 
extracted with acetic acid, and the shoulder is 
eliminated a s  shown by the dotted curve in Figures 
13, 14, and 15. By increasing the reaction temper- 
ature from 850" C (Fig. 13) to 950" C (Fig. 14),  
the reaction can be carried closer to completion, 
and a further increase to 1050° C (Fig. 15) shows 
further improvement in the shoulder of the curve. 
With acetic acid extraction, all of these a r e  about 
the same optically a s  when sprayed in wet-powder 
FIGURE 13. SPECTRAL REFLECTANCE OF 
Zn2Ti04 (WET-SPRAYED POWDER) -- 
850" C PREPARATION 
attempt i s  being made to prepare the powders a t  the 
required high temperature and in Ihe particle size 
desired without further grinding. SRI is performing 
a final heat treatment on the suspended particles in a 
plasma-heated gas, and OSURF i s  using the 
homogeneous-nucleation technique to make the 
desired composition. Reactive encapsulation by 
silicate and phosphate treatments to stabilize the 
surface of the pigments is also being performed. 
The best results to date on the ZnzTi04 a re  shown in 
Figures 16 and 17 [31,14] . For practical use of 
these paints a long shelf life is desirable. Laboratory 
FIGURE 14. SPECTRAL REFLECTANCE OF 
Zn2Ti04 (WET-SPRAYED POWDER) - 
950° C PREPARATION 
Wavelength (/L) 
FIGURE 16. ABSOLUTE HEMISPHERICAL 
REFLECTANCE OF ZnzTi04, EXTRACTED 
(WET-SPRAYED POWDER) - 
1000" C PREPARATION 
FIGURE 15. SPECTRAL REFLECTANCE OF 
Zn2Ti04 (WET-SPRAYED POWDER) - 
1050" C PREPARATION 
form and measured in a vacuum before radiation 
exposure (Figs. 13, 14, and 15). In the higher 
temperature products the stability is improved. 
However, the particle size increases, destroying 
the efficiency of diffuse reflection a t  the ultraviolet 
wavelengths [3 ,4 ,5 ] ,  and the particles become very 
hard and difficult to reduce in size. Size reduction 
by grinding also destroys much of the improved 
stability to ultraviolet radiation. At Stanford 
Research Institute (SRI) [23] and Ohio State 
University Research Foundation (OSURF) , an 
Wavelength 
FIGURE 17. ABSOLUTE HEMISPHERICAL 
REFLECTANCE OF Zn2Ti04, EXTRACTED 
(WET-SPRAYED POWDER) - 
1100" C PREPARATION 
D A N  G A T E S  
samples of S-13g initially had a shelf life of only 
hours after mixing the pigment and the RTV-602 
vehicle. Shelf life with an improved methyl silicone 
vehicle, 01-650 glass resin, was s o  short that 
complete mixing could not be achieved before gelling 
occurred. This gelling i s  believed to be caused by 
the ph of the highly alkaline potassium silicate 
treated pigment surface. By careful attention to 
details such a s  washing the pigment thoroughly, 
drying and keeping the treated pigment very dry, 
and buffering with phosphate, shelf life has been 
extended to several weeks. This has been accom- 
plished without optical damage and has been found 
somewhat beneficial, both in initial alpha value 
and in values subsequent to ultraviolet exposure. 
Further tests of heat-treated pigments from SRI and 
more effective buffering materials will eliminate 
the problem entirely; i. e . ,  the mixed paints will 
have no change in viscosity over months of storage. 
The new pigments (Figs. 18, 19, and 20) [30,311 
have not caused gelling of the vehicle, and none i s  
Wavelength, (/A 
FIGURE 18. ABSOLUTE HEMISPHERICAL 
REFLECTANCE OF Caw04 
(WET-SPRAYED POWDER) 
anticipated unless potassium silicate treatment 
i s  required to improve optical stability. If silicate 
and/or phosphate processing appears worthwhile, 
the resulting pigments can be handled satisfactorily. 
In both calcium tungstate (CaW04) and barium 
tungstate (BaW04), the absorption edge has again 
been lowered, below that of Zn2Ti04 (i. e. , reflects 
more of the ultraviolet of the sun input), which in 
turn was below that of the ZnO. Thus the possibility 
of obtaining even better initial alpha values is most 
promising. 
FIGURE 19. SPECTRAL REFLECTANCE OF 
CaW04 IN 01-650 PAINT AND WITH 
600 ESH OF ULTRAVIOLET 
I I I I 
1 .O 1.4 1.8 2.2 2.6 3.0 
Wavelength, (,U) 
FIGURE 20. ABSOLUTE HEMISPHERICAL 
REFLECTANCE OF BaW04 
(WET-SPRAYED POWDER) 
CONCLUS IONS A N D  FUTURE PLANS 
Coatings presently being used on spacecraft 
have about 88 percent reflectance for the 2-93 type 
and 82 percent for the S-13g type. The decrease 
during a year  in space i s  up to 6 percent for  a 
near-earth orbit. In the foreseeable future, pig- 
ments will be available for 9W percent reflectance 
and in earth orbit will show a maximunl 2 percent 
change in one year. The absorption edge of our 
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present pigments in the laboratory is now enough 
lower than ZnO that the absorption edge of the 
vehicles must be considered. Thinners, catalysts, 
and other additions must be found that do not 
absorb, and vehicles must be provided that retain 
their elastomeric properties in a space environment. 
Resistance (insensibility) to both thermal and 
mechanical shock and good adherence to a variety 
of substrates a r e  also necessary qualities. Epsilon 
values of reradiation in the infrared must be kept 
in the 8% percent range for  best heat dissipation. 
If doping is practical, i t  must be done with materials 
that do not cause initial discoloration. Otherwise, 
the initial loss in alpha value because of the dopant 
will be such that for any normal length of time the 
degradation of the undoped material still gives an 
alpha value better than that of the stable but lower 
initial alpha of doped pigment. Shelf life, a s  
exhibited by the change in viscosity with time of 
storage, has been improved from initial values 
of hours in S-13g to three or  more weelts and 
should be extended to several months a s  testing of 
present laboratory samples is completed. However, 
a s  in all  the above, the major hurdle is open-loop 
test  samples in the space environment. These a r e  
necessary to confirm and maintain assurance that 
the ffSpace-Simulation" testing has within i t s  
parameters those necessary to give results similar 
to flight experiment results. It is important that 
space radiation damage be simulated rather than 
attempt to have some nebulous exact flspace 
environmentu in our environmental test program. 
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STUDIES REBATED TO WH% DEVELOPIINT OF 
COLOR CENTERS IN ZINC OXIDE 
G. M. Arnett and R. L. Kroes 
SUMMARY 
Zinc oxide (Zn0) samples of single crystals, 
powders, and thin films were studied using a 
variety of experimental techniques in order to 
reach an understanding of the degradation mechanism 
observed in ZnO pigillent thermal control coatings 
when subjected to ultraviolet irradiation under 
vacuum. The techniques used were electron para- 
magnetic resonance (EPR) , photo conductivity, 
photo-Hall effect, and optical properties including 
luminescence. The illeasurements made were corre- 
lated and evaluated in terms of the degradation 
model discussed in this paper. 
INTRODUCTION 
ZnO has been used extensively a s  a paint pig- 
ment for  the thermal control coating of spacecrafts. 
However, when siibjected to ultraviolet irradiation 
in a space environment, the ZnO coating degrades 
and absorbs a higlier percentage of incident solar 
energy. To understand this degradation mechanism, 
Lockheed Missiles and Space Co. [I] proposed the 
following model. 
ultimately defuses in the bulk of the sample and 
causes lattice strain. This may lead to localized 
changes in the band gap. The increase in the con- 
centration and population of the oxygen-ion vacancies 
on the surface and the resultant increase in the zinc 
interstitial defects have been used to explain the 
higher absorption of solar energy for the infrared 
and visible regions in the degraded sample. 
To verify the above model, some optical, 
magnetic, and electrical measurements a re  being 
conducted on ZnO in various forms; e, g., powders, 
thin film, and single crystals. 
The creation of oxygen-ion vacancy by photo- 
desorption of oxygen may result in the creation of 
a paramagnetic defect which should be observable 
by electron spin resonance and magnetic suscepti- 
bility techniques. The creation of significant 
density of conduction electrons or  holes can also 
be observed by EPR techniques. 
The effects of surface oxygen could be more 
clearly understood by measurements on thin films 
where surface phenoillena a r e  more pronounced. 
If ultraviolet radiation decreases the band bending 
a t  the surface, then this could be displayed by an 
increase in the electron concentration in ZnO 
samples during irradiation. 
D ISCUSS ION OF DEGRADATION MODEL It is possible to verify the increase in concen- 
AND MEASUREMENTS USED I N  tration of zinc interstitials, if they exist, through optical measurements. Moreover, optical measure- 
INVESTIGATING THE MODEL ments on thin films in the infrared region will show 
whether or  not this i s  a surface phenomenon. 
Under normal conditions, zinc oxide is known to 
have cheiilisorbed oxygen on the surface. This 
causes the electronic energy bands a t  the surface to 
bend upward. Irradiation with ultraviolet light 
produces electron-hole pairs. Trapping these 
photo-produced holes neutralizes the surface oxygen 
and allows it  to be desorbed, thereby reducing the 
degree of band bending. This increases the con- 
centration of defect centers and the population of 
these centers a t  the surface. Photo-desorption of 
oxygen increases the concentration of zinc, which 
In case the phenomenon taking place in ZnO 
upon irradiation is an aggregate of surface and bulk 
effects, then i t  is possible to investigate the nature 
of the defect centers by luininescence and bulk 
electrical and magnetic properties. 
There a r e  several ways in which to associate 
the luminescence study with the proposed Lockheed 
model. This illode1 predicts that ultraviolet inter- 
action with the sample in a vacuum produces a 
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zinc-rich sample. It also predicts the production 
of paramagnetic defect centers. Zinc rich powder 
samples have been produced by subjecting the 
samples to a reduction process. This process 
removes oxygen from the sample and leaves i t  zinc 
rich. These samples then exhibit photo-luminescence 
that was not present before the reduction process. 
The exact nature of the defect centers responsible 
for the luminescence is not yet known. However, 
there a r e  plans to compare the EPR signal already 
observed in vacuum-irradiated ZnO to any EPR 
signal that may be observed in the luminescence 
samples, particularly to see  if they a r e  the same 
type of center. 
RESULTS A N D  CONCLUSIONS 
The A-H6 lamp, the monochromators, the 
sample chamber, and the photomultiplier detector 
can be seen in the luminescence facility shown in 
Figure 1, 
Figure 2 shows the photoluminescence spectrum 
of activated ZnO. This is a powder sample which 
had been heated in a reducing atmosphere of 
carbon monoxide a t  1000e C. This reduction 
process produced a zinc rich sample by removing 
some of the oxygen. The luminescence in this 
FIGURE I. LUMINESCENCE FACILITY 
C .  M. ARNETT AND R .  L. K R O E S  
FIGURE 2. PHOTOLUMINESCENCE SPECTRUM 
FROM ACTIVATED ZnO 
sample was produced by excitatio? with ultraviolet 
light having a wavelength of 3660A, and produces 
a broad-band green luminescence. 
Figure 3 shows the intensitv of luminescence 
produce! by excitation with wavelengths from 3000A 
to ~ O O O A  from an A-H6 lamp. The main feature to 
note is the very intense luminescence produced when 
activated ZnO i s  irradiated with near band-gap 
energy. 
As can be seen from Figure 4, the electron spin 
resonance (ESR) signal consists of one absorption line 
with no structure [2 ] .  The spectroscopic splitting 
factor for  the sample irradiated with radiation having 
a wavelength between 0.2 micron and 0.4 micron i s  
equal to 1.9342, and that for the sample irradiated 
with a light of wavelength 0.8 micron is 1.9193. 
Both spectra have the same line width of 4.8 gauss. 
Theoretical analyses of the absorption curves for 
both Lorentzian and Gaussian line shapes a re  made, 
and these a re  plotted against the experimentally 
observed line shape. There is a one-to-one corre- 
spondence between the theoretical Lorentzian and 
the experimental line shape as  can be seen in 
Figure 5. Although there appears to be a one-to-one 
correspondence between the theoretical Gaussian and 
the experimental line shape near the absorption 
peak, there is a considerable deviation a t  the tail of 
the absorption curve. 
Figure 6 shows the ESR spectra from a mechan- 
ically damaged ZnO sample. Two distinct degradations 
FIGURE 3. LUMINESCENCE MAOXMUM FOR EXCITATION WAVELENGTHS 
3oooA TO 4oooA FROM ACTIVATED ZnO 
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FIGURE 4a. ESR FROM SAMPLE RADIATED 
WITH 0.2 TO 0.4 ,u WAVELENGTH RADIATION 
USING A-H6 HIGH PRESSURE MERCURY 
LAMP 
1.9193 LINE WIDTH = 4.8 gauss 
FIGURE 4b. ESR FROM SAMPLE RADIATED 
WITH 0.8 ,u WAVELENGTH RADIATION 
6 
4 
a 
1 
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appear to be taking place in this sample. The 
signal with the structure disappears when the sample 
i s  annealed at 600" C in the presence of oxygen. 
However, the second signal remains, and i t  has a 
g-value very close to the one which has been 
ultravioletly radiated. 
FIGURE 6a. ESR SPECTRA OF A 
MECHANICALLY DAMAGED SAMPLE 
961 = 1.931 
AHB'  = 11.8 gauss 
FIGURE 6b. ANNEALING EFFECT ON THE 
MECHANICALLY DAMAGED SAMPLE 
f S 3 4 Ci 6 
CALCULATED LINE WIDTH (gauss) From the measurements, i t  appears that the 
FIGURE 5. COMPARISON OF EXPERIMENTAL spin resonance observed is probably not caused by 
AND THEORETICAL LINE SHAPES holes. The orbital of the paramagnetic defect 
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appears not to be localized on surrounding zinc Without further study of the temperature 
ions. It is also possible that there i s  inhomogeneous variation of the spectroscopic splitting factor, the 
broadening of the resonance line. The spin-orbit effect of radiation of varying energy, e tc . ,  i t  is 
coupling also has some effect in determining the not possible to draw more conclusions about the 
exact character of the resonance. degradation mechanism. 
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DONALD R .  lY lLKES 
EFFECT OF SOLAR WIND ON THERMAL CONTROL COATINGS 
Donald 
INTRODUCTION 
Thermal-control coatings a re  used a s  passive 
thermal-control systems of spacecraft. If the 
optical properties of these coatings a re  changed, 
this will upset the temperature balance of the 
vehicle, causing it to become too hot or too cold. 
When this vehicle is used for a high-earth orbit o r  
for an interplanetary mission, the thermal-control 
surfaces a re  subjected to solar-wind particulate 
radiation in addition to the environmental conditions 
found in low-earth orbit. This i s  because the solar 
wind does not penetrate the Van Allen belts and 
reach the low-orbit satellites. 
High earth-orbit satellites or  interplanetary 
probes have shown much greater damage to coatiilgs 
than did low earth-orbit satellites [ i ]  . Generally, 
this difference has been attributed to solar wind 
damage. 
It has also been shown that particulate radiation 
of the same mass  and energy can damage thermal- 
control coatings. If this damage can be experimen- 
tally determined on a particular coating, this 
inforillatioil can be used to overdesign the thermal 
control system to  allow for  this change in the 
properties of the coating. This information can 
also be used to improve the existing coatings. 
This paper is a brief summary of work done to 
simulate the solar wind radiation and to determine 
i ts  effect on thermal control coatings. 
SOLAR W I N D  S IMULAT ION 
The solar wind is a plasina consisting of 
protons, electrons, alpha particles, and other 
heavier nuclei drifting outward from the general 
direction of the sun. Each of the constituents in 
the solar wind has the same velocity distribution 
121. This plasma has been measured by several 
satellites such a s  the Mariner I1 Venus probe. 
R. Willres 
Table I shows measurements of the proton and alpha 
particle fluxes and velocities made by the Mariner I1 
Venus probe [ 2 ] .  The fluxes of the heavier nuclei 
a re  very small compared to the proton and alpha 
fluxes and a re  not generally considered to cause 
significant damage. Electrons in the solar wind a re  
also considered to be uniniportant since they have a 
very low energy (-1 eV) . Therefore, to simulate 
the solar wind, an -ion generator i s  required and i t  
must be capable of emitting very low fluxes of both 
protons and alpha particles with velocities of f rom 
250 to i O O O  km/sec. Figure 1 shows an ion generator 
specifically designed to accomplish this requirement. 
2 STAGE 
ION SOURCE EINZEL LENS ACCELERATOR 
.. A 
Y 
VACUUhI 
EXTRACTION RE IONIZING FOCUS ACCELERATING 
VOLTAGE POTENTIAL VOLTAGE VOLTAGE 
FIGURE i .  ION GENERATOR FOR SOLAR 
WIND SIMULATION 
Hydrogen and helium gases a re  ionized to obtain 
protons and alpha particles, respectively. These 
ions a re  then extracted and accelerated down the 
tube toward the sample under test. Since the ionized 
gas has some impurities, an analyzing magnet is 
used to choose only the ions desired. After the ions 
a re  generated, they enter the sample chamber and 
bombard the selected sample. 
ENV 1 RONMENTAL TEST I NG 
An in situ test chamber having a five sainple 
capacity is shown in Figure 2. Each of these samples 
D O N A L D  R, lY lLKES 
TARLE I. PROTON AND ALPHA PARTICLE 
CONTENT IN THE SOLAR WIND 
Velocity 
Particle 
Proton (average solar) 2 x l o 8  
Proton (solar storm) I 2 x i o 3  I 1000 I 
Alpha (average solar) I 3 x 1 0 '  1 600 1 
Alpha (solar storm) iOO0 
can be irradiated and measured using a scanning 
reflectometer without breaking the vacuum (in situ) 
This is important since i t  has been discovered that 
part, o r  all of the type surface damage caused by 
solar wind a s  well a s  solar ultraviolet will bleach 
when oxygen is admitted to the surface. Figure 3 
shows the reflectance of a 2-93 sample before 
QUARTZ 
ROTATING 
SAhlPLE 
PLATFORM 
SIDE VIEW TOP VIE\\' 
FIGURE 2. IN SITU CHAMBER 
and after a year's exposure to solar wind 
protons. 
FIGURE 3. SOLAR WIND EFFECTS ON 2-93 
DONALD R. IVILKES 
Upon returning to the atmosphere, this damage 
to the 2-93 sample will partially bleach. This is an 
effect similar to that we have observed with solar 
ultraviolet damage to thermal-control coatings [ 3 1 . 
Simulated solas-wind damage to standard coat- 
ings has not been as  high a s  had been indicated by the 
high-altitude satellites or  interplanetary probes. 
Recent data have indicated that there is possibly 
enough oxygen in low-earth orbit to cause some 
bleaching of ultraviolet damage to coatings. This 
might account for part of the differences in measured 
damage in high and low orbits [ i ]  . 
This work i s  continuing and consists of (1) 
varying the parameters of the solar wind to investi- 
gate different total fluxes and energies to determine 
if there i s  a damage threshold, and ( 2 )  investigating 
different flux ra tes  to determine if the reciprocity 
relation is valid. Also, the combined environment 
of silnulated solar wind and simulated solar ultra- 
violet will be used to determine what synergistic 
effects on thermal-control coatings occur with this 
combination. 
The damage mechanism of this particulate- 
radiation interaction with surfaces will be investi- 
gated using solid-state techniques such a s  electron- 
paramagnetic resonance, ultraviolet lun~inescence, 
and the Hall effect. 
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PORTABLE SOLAR RIEQLECTOMETER 
BY 
Joe E. Zinlnlernlan 
S U M M A R Y  
A laboratory prototype reflectometer is 
described that nleasures reflectance in ii wavelength 
bands covering the spectruill from 0.25 to 2. 5 
microns. An integrating sphere is used in the detect- 
ing system with the sanlple placed over a small hole 
in the sphere wall. The instrument is battery 
powered and has a satellite tape recorder included 
a s  part  of the electronics so that the reflectonleter 
is entirely self-contained. The operation of the 
instrunlent i s  discussed and soine representative 
sanlple reflectance is presented. 
I NTRODUCT I ON 
Several experiments have been conceived and 
proposed wherein surface characteristics a re  to 
be studied a s  a function of time in space. One of 
these experiments involved an orbital rendezvous 
with a Pegasus satellite and an astronaut's EVA to 
make reflectance llleasurelnents on some selected 
thermal control samples located on the satellite's 
solar panels. The characteristics of the therillal 
control sanlples were well defined in an earth 
laboratory, but inforination was required about the 
surface's degradation after long-term exposure to 
the space environment. Space-rated instruments 
were not available to perform such measurements; 
therefore, a development program was undertalien 
to provide a portable, self-contained reflectoineter 
that could be operated by an astronaut during an 
EVA. 
An instrument i s  described that could be used 
in a space environment to obtain surface reflectance 
characteristics in I I wavelength intervals from 
0.25 to 2. 5 microns. The instrument is battery 
operated with all data processed and stored 
internally on magnetic tape. 
DESIGN GUIDELINES 
In order for the portable reflectometer to pro- 
duce useful data, i t  must possess characteristics 
and accuracies conlparable to laboratory type 
instruments. To satisfy this requirement, an 
integrating sphere was specified a s  a component in 
the illeasurenlent system. The absolute reflectance 
of the sample could then be obtained by comparing 
the spectral brightness of the internal sphere wall 
when directly illuininated, to the spectral brightness 
of the sphere wall when illuminated by the reflections 
off the sample. Table I is a sulnmary of the design 
goals for the portable reflectometer. 
The instrulllent was to be constructed in two 
modular components: ( I )  the optical head, which 
is a hand-held device housing the integrating sphere, 
the optical system including light sources, the 
detectors, and the other associated electronics not 
feasible for  location in the electronics module, and 
(2) the electronics module, which would include the 
batteries, the power supplies, the signal conditioning 
circuits and the data recording system. 
DETECT l O N  METHODS 
An integrating sphere nlay be used to measure 
the absolute reflectance of a salnple by conlparing the 
intensity of the sphere wall when illuminated by 
reflections from the sample to the intensity when 
the sphere is illuininated by reflections off a portion 
of the sphere wall. Figure 1 shows an incident 
flux beam, Ei, entering a sphere through an 
entrance port and focused on the sample. If the 
sample has a reflectance of p then the flux 
S' 
leaving the sample has a value of p E If the 
s is' 
sample is specular (mirror  surface), the reflected 
beam will take the path shown in Figure I, striking 
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TABLE I. DESIGN GOALS 
1. Spectral Scan and Resolution: 
0.25 - 0.35 microns 
0.45 - 0.55 
0.55 - 0.75 
0.75 - 0.95 
2. Accuracy: &2% of full scale with no discrimina- 
tion between specular and diffuse samples 
3. Repeatability: +i'% of full scale 
4. Scan Rate: 15 seconds maximum for complete 
spectral scan of one sample 
5. Minimum Sample Diameter: 1.25 cm 
6, Data Recording: Self-contained tape recorder 
7. Size: 32 x 32 x 30 cm3 
FIGURE 1. INTEGRATING SPHERE THEORY 
Now, if the incident beam i s  shifted so as to strike 
the sphere wall, the detector will respond to an 
intensity proportional to E. p Ad/As. The ratio 1r W 
of the detector's response to the two beams is then 
This greatly simplified, integrating-sphere theory 
serves to illustrate that the measurement is 
absolute, since the sphere wall reflectance cancels 
out of the ratio expression. This is a good approxi- 
mation if the sphere wall is  highly diffuse, i ts  
reflectance i s  high, and the ratio of hole areas 
to sphere area i s  low. 
The portable reflectometer i s  to operate over 
the spectral range from 0.25 to 2.5 microns; 
therefore, the sphere coating must also meet its 
requirements over this range. Several types of 
coatings existed which were good from the visible 
through the infrared or  visible through the near 
ultraviolet spectral range, but few materials 
existed that were adequate for both cases. The 
reflectometer required near ultraviolet, visible, 
and near infrared in one coating. 
The most commonly used material for a sphere 
coating i s  magnesium oxide, MgO, which has a 
broad spectral band of high reflectance. It i s  
relatively easy to apply, but has the disadvantage 
of being fragile. Smoked MgO is  not, by itself, 
well suited for the portable instrument primarily 
because of its lack of mechanical strength. 
A substrate was produced using a potassium 
titanate base with a silicate binder. This gave a 
highly reflective surface (on the order of 97 to 98 
percent) in tlie visible and near infrared; however, 
it dropped quite sharply to unacceptable levels at 
wavelengths shorter than 0.35 microns. Barium 
sulphate was then added to the mix and the ultra- 
violet reflectance was improved. The substrate 
with 10 percent barium sulphate was then coated 
with MgO to produce a completely acceptable sphere 
coating. In addition to the good reflectance charac- 
teristics, the MgO would adhere to the substrate 
much better than to the bare aluminum sphere wall. 
the sphere wall at point X, and be diffused through- 
out the sphere. The detector will respond propor- The light source consists of a low-pressure 
tional to the ratio of the detector area to the mercury arc lamp for illuminating the sphere in the 
spherical area, A /A i. e. , Eis ps pw Ad/As. d s' ultraviolet wavelengths and a tungsten arc lamp for 
use in the visible and infrared channels. An attempt 
was made to use a single tungsten a r c  lamp over the 
entire spectrum, but the ultraviolet output was too 
low to provide an acceptable signal-to-noise ratio 
for detection. The light sources a re  focused to 
produce a spot approximately 0.476-cm (3/ 16-in. ) 
diameter on the sainple and sphere wall, alternately. 
A rotating aperture will block the tungsten lamp 
from the sphere during the time that data a re  being 
taken in the 0.25 to 0.547 micron range. The 
rotating aperture will also block the inercury lamp 
from the sphere in the 2. 5 micron filter position 
to eliminate any problen~ of fluorescence that might 
otherwise occur. 
A special filter wheel, Figure 2, was designed 
to provide selective-wavelength filtering of the 
light sources and also to hold the beam-switching 
mi r ro rs  for  each filter position. The sample 
mi r ro r s  and reference mirrors  a re  inclined at 
45 degrees and 52.5 degrees, respectively, to 
provide 15 degrees differential between the sa~nple  
beam and the beam that strikes the sphere wall. 
Two detectors a re  used to cover the required 
wavelength interval. A photomultiplier tube (RCA 
type C70129C) is used to cover the region from 
0.25 microns through 0.547 microns. The photo- 
multiplier tube has an S4 cathode with a sapphire 
window. Its  peak response i s  a t  0.375 microns 
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FIGURE 2. FILTER WHEEL 
with the response falling to about 86 percent a t  
0 . 2 5  microns. A lead sulfide (PbS) detector 
(SBRC type 20A) with a sensitive area of 9 mm2 
is used to cover the region from 0. G ~nicrons  
through 2.5 microns. The PbS detector was chosen 
a s  the infrared detector because of i t s  high sensitivity 
at the long wavelength portion of the spectrum and 
because of i t s  ability to function a t  room tempera- 
ture. The PbS detector response peaks at about 
3 microns; however, i t  has sufficient sensitivity to 
be useful into the visilsle regions of the spectrum. 
Both of the detectors a r e  mounted on the sphere 
so  that their active surfaces become an integral 
part  of the inner sphere surface. The detectors 
a r e  located behind an optical shield s o  that f i rs t  
reflections off the sample will not strike the active 
areas  of the detectors. They will, however, be 
permitted to sense the f i rs t  reflected flux from the 
reference beam striking the sphere wall. The use 
of the detector shield allows the determination of 
absolute reflectance whether the sample character- 
istics a re  specular o r  diffuse. 
OPTICAL SYSTEM DES IGN 
The physical implementation of the above 
detection approach into the reflectometer was 
initiated a s  shown in Figure 3. It was desired to 
make reflectance measurements in a minimum of 
8 wavelength intervals, each about 200 angstroms 
wide. With the 10-cm (4-in. ) diameter filter wheel, 
i t  was feasible to place a maxinlum of 12 fi l ters 
around the wheel. One filter position was left blank 
for  use a s  a dark reference, leaving I 1  fi l ters to 
cover the 0.25 to 2. 5 micron range. 
The filter wheel is motor driven a t  a rate of 
1 Hertz. A timing pulse is generated a t  the beginning 
of each spectral scan by a flag on the periphery of 
the wheel interrupting a light beam on each revolution 
of the filter wheel. The photo cell pulse circuit 
also serves a s  a reference for switching the appro- 
priate detector output into the data recording circuit. 
A chopper is driven from the periphery of the filter 
wheel at a ra te  of 12 Hertz. The chopper wheel 
is divided into 10 segments, thus providing a chopped 
light frequency of 120 Hertz. Another photocell 
circuit associated with the chopper wheei is used 
to provide a data synchronization pulse for each 
filter and light beam position. 
CHOPPER 
FIGURE 3. REFLECTOMETER OPTICAL DESIGN 
Figure 4 shows the relationship between the pulses. Figure 5 shows a block diagram of the 
rotating mirrors ,  filters, incident beam cross  electro-optical coillponents of the instrument. 
section, and chopper blade openings with respect to 
filter wheel position. It can be seen that every fifth 
opening of the chopper blade represents a valid data 
point for reading the detector outputs. 
The detector outputs a r e  fed through preamplifiers 
to a wavelength interval selector and attenuator where 
a different system gain is introduced for  each wave- 
length o r  filter position. This was required because 
of the wide variations in spectral emission of the 
lamps and spectral transmission through the filters. 
The wavelength interval selector also selects the 
proper detector output for  further signal conditioning, 
depending upon the filter wheel position. The pulses 
from the detector a re  then clamped to a conlmon dc 
reference level and fed through a peak detector 
where they a r e  also shaped to a uniform width. The 
valid data pulses a re  next sampled by the analog-to- 
digital converter and converted to 8-line parallel- 
output information. The final data a re  serialized and 
recorded in the time interval between valid data 
PROTOTYPE DES IGN 
A prototype reflectoineter has been designed 
and fabricated that basically conforms to the original 
design guidelines. The instrunlent, Figure 6, retains 
the modular concept of the hand gun and the elec- 
tronics module, but additional features have been 
added to facilitate laboratory operation and checkout. 
The hand gun contains all the optics, filtering, 
and detection nlechanisms a s  described ear l ier ,  
plus the detector and lamp power supplies. Pre-  
amplifiers and source followers for the optical 
detectors a r e  also included in the hand gun portion. 
Two switches on the hand gun a re  used to (1) start  
the drive motor that turns the filter wheel and 
chopper, and (2)  turn on the lailzps. The size of 
the hand gun is approxiillately 22 cnl by 18 c m  by 
I I  cm. 
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FIGURE 4. OPTICAL MECHANICAL RELATIONSHIP OF REFLECTOMETER 
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FIGURE 5. BLOCK DLAGRAM OF REFLECTOMETER ELECTRONICS 
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FIGURE 6. LABORATORYPROTOTYPEREFLECTOMETER 
The electronics module contains the data 
processing and recording system and the main power 
supply. The wavelength interval selector and 
attenuator, counting circuits, analog-to-digital 
converter, and serializer a r e  constructed on 
printed circuit cards and packaged to occupy a 
minimum volume. The tape recorder is a Parsons, 
type SIR-940, magnetic tape recorder/reproducer 
designed specifically for  use on satellites or  earth 
orbital vehicles. The recorder incorporates 336 m 
(1100 ft) of 25.4 p (1 mil) base magnetic tape with 
record and reproduce speeds of 3 .18  cm/sec 
(1.25 in. /sec) . The recording mechanism has the 
capability of four channels of information; one will 
be used a s  a voice channel for recording pertinent 
details of operation, and two other channels will be 
used for data recording. The recorder operates 
from unregulated 28 Vdc and nominally consumes 
5. 88 watts of power. The electronics module is 
packaged in a container 32 cm long, 18 cm wide, 
and 20 c m  high. 
The main power supply for the reflectometer 
is a bank of batteries located in the electronics 
module. Flight hardware would use silver-zinc 
batteries; however, for laboratory convenience, 
rechargeable nickel-cadmium batteries a re  used 
to produce the 28 Vdc. An additional convenience 
feature is a power supply module that fits in place 
of the battery pack and allows the instrument to be 
operated from 115 Vac for laboratory use. 
Reflectance data taken with the instrument on 
representative material samples indicate very good 
conformance to the design goals. Table I1 shows 
the measured values of reflectance a s  compared 
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TABLE II. REFLECTOMETER P E R F O R m N C E  DATA 
with the accepted standard values for  each material in conjunction with a rotating filter wheel; the 
sample a t  selected wavelengths. absolute reflectance of the sample nlay be obtained 
in 11 discrete wavelength bands over the operating 
CONCLUSIONS 
spectrum. The instrunlent is  entirely self-contained 
with sufficient power and recorder tape to allow 2 
hours of reflectance data to be recorded. The 
instrument was designed to use space-rated com- 
A portable, laboratory-prototype reflectonleter ponents s o  that only nlechanical repacliaging, for 
has been developed for  use in lnalring spectro- astronaut or experiment considerations, would be 
reflectance measurements in the 0. 25 to 2. 5 nlicron required to provide a colllpletely space-rated 
wavelength range. An integrating sphere is used instrument. 

CONTAMINATION DURING THERMAL VACUUM TESTING 
BY 
Jaines M. Zwiener 
SUMMARY 
Thernlal vacuum testing of spacecraft payloads 
has lsecoine a standard practice in the flight hard- 
ware testing sequence. Subsequently, with the 
advent of large optical payloads on a one-of-a-kind 
basis where the optical elements a re  difficult o r  
iinpossible to replace on a practical basis, the 
question of possible optical degradation by con- 
tainination froin the puinping systeins has been 
raised. Well controlled laboratory tests have shown 
that optical degradation by contamination froin the 
puinping systenxs is possible, and that the damage 
( I )  occurs only in the ultraviolet (below 0.3 
microns), (2) increases with exposure time, (3) 
i s  related to ultraviolet irradiance, and (4) occurs 
in oil systeins a s  coinpared to oil f ree  (ion) systems. 
Also, electron-microscope studies have revealed 
that the containillant i s  colnposed of what inay be 
described a s  a homogeneous layer covered with 
larger particles ranging from 0. 5 inicrons to 
20 microns in size. 
INTRODUCTION 
During the past year,  laboratory tests have 
been perforined to deterinine if optical degradation 
througl~ the inechanisnl of containination could occur 
in typical space-environmental siinulation systems. 
With the advent of large optical spacecraft payloads 
undergoing extensive therinal vacuuin testing, where 
replacement of degraded optical eleinents is inxprac- 
tical or iinpossible, degradation by containination 
has become a very serious problem. Throughout 
this study, optical degradation will refer strictly 
to the loss of reflectance of a mirror .  Within large 
vacu~uix systems, the containinants usually consist 
of backstreaming hydrocarbons originating fro111 
mechanical roughing pulnps and oil diffusioil punlps, 
o r  in the case oi ion punxped systems, call originate 
froin saturated ion pumps where trapped gases a r e  
liberated by continued puinping action. 
TEST APPROACH 
Two typical laboratory space-environmental 
sinlulation systems were tested for contamination. 
One systenl had an oil type puinping systein and 
the other had an ion type puinping system. The oil 
systenl consisted of a Welch mechanical roughing 
puillp plus a Roots blower to bring the total system 
to a pressure of about 1.3 ~ / m '  (10 microns). At 
that pressure,  an oil-diffusion pump lowers the 
systenl pressure to the 13.33 x ~ / m '  (lo-' torr )  
range. The diffusion pump (Fig. 1) utilized both an 
optical and a liquid ilitrogen cooled trap. The oils 
used were Convalex 10 and Conval 20 (CVC brand 
names) in the diffusion puinp and nlechanical puinp, 
respectively [ i] . A picture of the overall oil system 
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FIGURE 1. LABORATORY VACUUM 
SYSTEM - OIL 
is given in Figure 2,  sllowing the punxping system, 
salnple chamber, and high-pressure mercury-arc 
lamp irradiation source. III some tests a high 
pressure Xenon o r  infrared lamp was used. A 
closeup of the saixxple chamber is show11 in Figure 3. 
The sainples a re  mounted on a water cooled stainless 
steel test bed. 
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FIGURE 2 .  VACUUM SYSTEM - OIL 
FIGURE 3. SAMPLE CHAMBER -- OIL SYSTEM 
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The ion sys tem,  shown schematically in Figure 5, showing the three sorption pumps and ion 
Figure 4,  consisted of liquid nitrogen cooled sorption pumps. A closeup of the tes t  chamber and irradiance 
pulnps and ion pumps. In the contamination tes t s ,  source  is shown in Figure 6; note that a quartz win- 
the titanium sublimatioll puinp was not used, An dow is used on both the t e s t  chambers,  and a l l  
overal l  picture of the ion sys tem is presented in O-rings were Viton-A (to nlinimize outgassing). 
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FIGURE 4. LABORATORY VACUUM SYSTEM - ION 
FIGURE 5. VACUUM SYSTEM - ION FIGURE 6. SAMPLE CHAMBER - ION SYSTEM 
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The technique used for measuring optical degra- 
dation was to use six mirrors ,  two each in the ion 
systein and oil system, along with two control 
mirrors .  In the vacuunl systems, the samples were 
exposed to the vacuuni environinent while siinul- 
taneously being irradiated with the ultraviolet 
source. Optical degradation ineasurenlents were 
perforined using a Beckinan DK-2A scanning 
spectroreflectoineter. The reflected energies from 
the exposed mirror  were compared to those fro111 
the control inirror,  thereby determining changes in 
reflectance. 
TEST RESULTS 
The results of the test described above a re  shown 
in Figure 7. The data in the figure a re  taken fro111 
two samples exposed in the oil systenl for  periods of 
50 hours with ultraviolet radiation, Measurements 
of changes of reflectance were inade a t  every 50- 
hour interval up to 200 hours total irradiation 
exposure. Wavelength coverage was from 0.2 
inicrons to 2. 8 microns. Note that identical 
sanlples in the ion systenz exposed at the same time 
and a t  the saine irradiance intensity levels did not 
show any nleasurable damage, whereas the mi r ro r s  
in the oil system showed a loss of reflectance 
starting a t  approxiinately 0.25 microns and increas- 
ing to shorter wavelengths. Also, note that damage 
increases with exposure time. No measurable 
damage has been detected up to 2. 8 nlicrons in the 
near infrared. 
Another test was perforined to gain some idea 
of the effects of source-spectral irradiance. Again, 
mi r ro r s  were exposed in the oil system, but this 
time an infrared source was used for  irradiance 
purposes. No detectable changes in reflectance 
were measured after the exposure in the oil system. 
The samples were then exposed in the ion system 
to the ultraviolet source. Measurements now showed 
a loss of reflectance a s  shown in Figure 8, thereby 
indicating that a nondegrading containinant was 
deposited 011 the in i r rors  in the oil systenl which 
then degraded later under ultraviolet radiation in 
the ion system. 
Figure 9 shows the results of a stereo-scan 
electron nlicroscope picture of one of the sanlples 
degraded in the oil system. These pictures were 
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FIGURE 7. REFLECTANCE DEGRADATION AS RELATED TO ULTRAVIOLET EXPOSURE 
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FIGURE 8. REFLECTANCE DEGRADATION IN AN OIL VACUUM SYSTEM 
obtained by Dr. A. H. Weber, University of Saint 
Louis. In Figure 9, clean aluminum appears a s  a 
light homogeneous grey area,  representing the a rea  
on the mi r ro r  surface protected from contamination 
by the edge of the mi r ro r  holder a s  seen in Figure 3. 
A control mi r ro r  not exposed to either the oil o r  
ion system showed only a continuous light grey a s  in 
the clean a rea  in the upper left-hand par t  of Figure 9. 
The samples were cut to fi t  in the microscope; the 
cut edge is apparent in the upper left-hand par t  of 
Figure 9. The dark stain with the small particles 
distributed on the surface is the contaminated area. 
Remember, a s  shown in the decrease in reflectance 
curves, this contaminant is not visible with the use 
of a high-powered microscope in white light. 
CONCLUSIONS 
These studies have shown that a typical oil 
system has the potential of contamination even under 
careful operation, and that a typical ion system using 
sorption-roughing pumps does not result in measurable 
optical degradation (less than 0.5 percent). I t  was 
shown that optical damage apparently only occurs 
below 0.3 microns, and that the damage increases 
a t  lower wavelengths to a t  least  0.2 microns. I t  
was shown that ultraviolet radiation is necessary 
for  degradation to occur, but this is not necessary 
for  condensation of a contaminant on a surface. 
Finally, i t  was shown that the contaminant does not 
form a homogeneous layer, but i t  is an even layer 
topped with particles ranging in size from around 
0.5 microns (or less) to 50 microns. 
Future work will be directed toward determining 
the degradation occurring in the vacuum ultraviolet 
region to 0.06 microns and trying to find absorption 
spectra in the infrared to identify contaminants. 
Also, efforts will be made to identify the contaminant 
by using surface analysis techniques such a s  Auger 
spectrometry and electron probe analysis. Lumi- 
nescence and polarization effects in the vacuum 
ultraviolet will also be studied. 
All these studies will eventually lead to the 
development of techniques to either eliminate con- 
tamination o r  decrease i t  to an acceptable level. 
FIGURE 9. SCANNING ELECTRON iMICROSC OPE PICTURE 
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THE PTD 5630 THERMAL ANALYZER SYSTEM 
Frederick D. Bachtel 
SUMMARY 
This paper discusses the PTD500 digital thermal 
analyzer conlputer program developed by the Pro- 
pulsion and Vehicle Engineering Laboratory, 
Propulsion Division, Fluid and Thernlal Systems 
Branch specifically for the analysis of large 
radiation-dominated problems. The PTD500 
utilizes a thermal analog networlr and finite difference 
techniques to obtain steady-state and transient solu- 
tions to the general heat flow problem. 
The purpose for  constructing the PTD5OO 
program was not to obtain a thermal analyzer a s  
such, since many a re  available, but to produce a 
system suitable for  the analysis of geonletrically 
complex space vehicles, where radiation between 
various vehicle surfaces and from celestial bodies 
is of extreme importance. Since thermally isolating 
components o r  portions of these vehicles is difficult, 
illathenlatical models of entire vehicles must be 
constructed. These models necessarily contain 
large radiation networlis and an extensive set  of 
external heat rate tables. Consequently, the major 
portion of conlputer storage must be allocated to data, 
and storage required for  program logic must be 
minimized. Since complex vehicle geo~netry also 
necessitates shape factor and heat rate programs 
to calculate the illajority of the thermal analyzer 
input data, an economical method of transferring 
large amounts of data between runs is mandatory. 
Finally, long execution times a re  required to solve 
these large radiation-dominated networlis. Erroneous 
runs, caused by input (format) e f r o r s  o r  network 
description e r r o r s ,  a re  highly undesirable. 
input, networlr processing, networlr solution, and 
output. Various utility programs a r e  available to 
provide versatility in linkage between phases and 
to interface input/output to other programs. 
LIST OF SYMBOLS 
G.. 
1J 
Gr.. 
1J 
N.. 
11 
q 
RAD 
Definition 
Thermal capacity of node i 
Specific heat 
Script F form factor including area 
Thermal conductance from nodes i to j 
Linearized thermal conductance 
(radiation) from nodes i to j 
Therillal conductivity 
Mass 
Distance from i to j 
Heat transfer rate (energy/time) 
Radiation constant 
Area 
To satisfy the objectives se t  forth above, the t Ti Temperature of node i at time t PTD500 system was constructed in illodular form 
utilizing files for storage of input, intermediate, t Time 
and output data, and depending upon the installation's 
system (1108 EXEC), for primary control (file 
'min Stability cri teria 
manipulation, sequencing of execution, etc. ) . The 
PTD50O maintains its own control language to direct p Mass density 
operations within the various modules of the system. 
The PTD500 operates in four independent phases: (r Stefan-Boltzmann constant 
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INTRODUCTION 
The colnputer program described in this docu- 
ment was written because of the inability of cur- 
rently available thermal analyzers to satisfactorily 
handle thermal design problems encountered in the 
Apollo Applications Program (AAP) . In general, 
the thermal design associated with space vehicles 
of the AAP type i s  significantly different from 
previous thermal problems for which the current 
thermal analyzers were written. 
These space vehicles, containing a multitude 
of individual components, have become geometri- 
cally complex. In addition, the majority of the com- 
ponents a r e  normally in an open environment and 
thus produce extensive radiation exchange, consist- 
ing of infrared radiation between various components 
of the vehicle, solar radiations, and albedo radiation. 
Because of the conlplex geometry and the open space 
environment, radiation becomes the dominant mode 
of heat transfer with complicated reflections and 
blockages that must be included in accurate thermal 
analyses. 
Two additional factors contributing to the 
requirements for large mathematical models a re  
the interdependency of the components and the rigid 
thermal tolerances that a r e  routinely imposed. The 
interdependency of components, resulting from 
internal heat generation within each component, 
prohibits an effective thermal isolation of any 
portion of the vehicle. Thus the entire vehicle 
must be analyzed sill~ultaneously for a satisfactory 
analysis. The rigid thermal tolerances imposed by 
electronic equipment result in the need for precise 
analyses. Consequently, a detailed mathematical 
breakdown of the entire vehicle is required, which 
results in a large mathenlatical model. 
Variable missions further complicate this type 
of thermal analysis since they impose a wide range 
of thermal environnlents that must be analyzed, 
including various orientations, orbital parameters,  
and percent shadow times. These parametric 
studies routinely require alteration of 50 percent 
of the environmental data for each condition 
investigated. 
Because of the conlplexity of these problems, 
large mathematical inodels have exceeded the 
capacity of existing thermal analyzers. Forcing 
the capabilities of these programs causes significant 
e r r o r s  in thernlal analysis. In addition, the overall 
time required for analysis has become excessive. 
Computer run time i s  significantly increased by 
large models, and a model may often require 
several runs to detect and correct network e r ro r s .  
The resulting loss of con~puter time and engineering 
time i s  extremely costly and occasionally impacts 
program schedules. 
Another problem encountered in this type of 
analysis is handling large amounts of input and 
output data. Format restrictions on input become 
troublesome a s  the amount of data increases, and 
often the input language is prone to e r ro r s .  Direct 
interface between current thermal analyzer programs 
and other programs required in the analysis i s  
nornlally difficult. Thus, engineering time i s  
wasted in revising output from one program to an 
input form suitable for another. 
The PTD5OO is designed to illinimize these 
problems. Emphasis is placed on obtaining the 
capability to handle large problems and, a t  the 
same time, reduce the labor required by the 
engineer. 
SYSTEM ORGANIZATION 
To obtain the large amount of data storage 
required, the PTD500 is constructed in inodular 
form and contains a system of programs rather than 
a single unit. This modular construction presents 
several advantages that will be discussed in the 
following sections. Figure 1 illustrates how PTD500 
is organized, showing the modular breakdown and 
data allocation. The two types of storage media 
used a re  the main o r  active computer storage and 
a mass storage unit such a s  a magnetic drum or 
disk. The main storage is limited to fixed capacity, 
either by hardware configuration or  system restric- 
tions. All data processing must be performed on 
inforination contained within this capacity since the 
main storage is the only available active medium. 
The mass storage unit is a secondary standby 
storage medium which normally holds information 
that is not immediately required during the current 
conlputer processing activities. 
In general, two types of inforillation that must 
be stored within the coillputer a re  the instructions 
which direct the computer and the data which a r e  
processed. The storage needed for instructions 
or  logic must be minimized to acquire increased 
data storage capacity required by the large 
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Table Data Connection Data 
FIGURE 1. PTD500 MODULE BREAKDOWN AND DATA ALLOCATION 
nlathematical models. To reduce the logic storage 
requirements, the PTD500 was broken into five 
sections or  modules, which can be executed 
separately and independent of one another. Only one 
module i s  required in the main coinputer storage 
at one time. The other modules reside on the 
mass storage unit. In the saine manner, each 
module is further divided into subnlodules s o  that 
only one submodule is required in main storage at 
any given time. This overlay method, which is 
commonly used in other thermal analyzers to a 
lesser  degree, allows over 90 percent of the main 
storage to be allocated for  network data during the 
steady-state and transient solutions. 
In addition to nlinilnizing logic storage, alloca- 
tion of network data is oriented to specific problems 
and to the third generation computer in an effort to 
achieve more efficiency, both in data storage and in 
turn-around time. In third generation inultiprogram 
conlputers, programs requiring large amounts of 
main storage nornlally have a longer turn-around 
time than similar programs requiring less storage. 
For  this reason, the PTD500 was designed so that 
only the steady state and transient inodules require 
the full capacity of the main coinputer storage. The 
input module requires only 10 percent of full 
computer storage capacity, while the coinpile 
module operates with a 30 percent nlaximunl 
storage requirement. With the PTD500 modular 
concept, the mathelllatical inodel can be loaded and 
checlted for  input e r r o r s  by using relatively small 
programs, with a corresponding reduced turn- 
around time. The sinall main storage required for  
these inodules is achieved by extensive utilization 
of the mass storage media to store the larger 
ainount of network data. This technique is possible 
because only portions of the network data a re  
required in main storage during the PTD500 input 
and compilation processes. 
However, the steady-state and transient solution 
modules require all network data to be continuously 
available throughout the solution. Consequently, it 
i s  desirable for  all networlt data to be in the main 
storage during execution of these modules. In this 
case,  the inathelllatical inodel size would be limited 
by the capacity of the main conlputer storage. If 
the PTD500 encounters a model that exceeds the 
capacity of main storage, the program autoinatically 
invokes a data overlay option siinilar to the program 
overlay inethods described earlier.  A portion of the 
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network data, specifically the connection data, is 
continuously cycling from the drum to main storage, 
where i t  is operated on, and then back to the drum 
allowing another portion of the connection data to 
be loaded and operated on. This process obviously 
increases the turn-around time for  the steady-state 
o r  transient solution; however, the actual processing 
time in main storage is not substantially increased 
because of operating characteristics of the third 
generation computers. The result  of these various 
overlay methods is a 200 to 500 percent increase 
in storage capacity over previous programs, 
depending upon the type of model and the thermal 
analyzer being compared. 
SYSTEM l NTEGRAT ION 
The PTD5001s ability to interface with other 
computer programs required in the thermal analysis 
is one major attribute of the system. The ability to 
transfer data from one program to another reduces 
user card handling and allows more efficient use of 
the thermal analyzer system, thus reducing engi- 
neering time. 
Figure 2 illustrates how each module of the 
system conlmunicates with other inodules and 
programs used in the analysis. In Figure 2 ,  the 
block labeled EXEC 8 represents the colnputer 
operating system which controls the PTD5OO modules. 
The user coinnlullicates with the EXEC via system 
control cards which call for  execution of one of the 
5 n~odules in the PTD500 system. 
The block labeled DRUM Storage represents a 
library of data files which a r e  blocks of data stored 
and catalogued on the drum by the EXEC. These 
data files a r e  the key to operating the PTD500 system 
since they a r e  the medium through which data a r e  
transferred between niodules and from other programs 
FIGURE 2. PTD500 INPUT/OUTPUT DATA FLOW 
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used in the analysis. For  maximum effectiveness, 
these files should be maintained permanently intact 
for an indefinite time period. This would allow data 
to be stored effectively in the computer, thus 
enabling the program to save and recall data from one 
run to the next. 
The function of the INPUT module i s  to merge 
the data s t reams from various users t  data files 
with the primary data stream from cards. The 
output of this module is the master data file con- 
taining the entire model, or  possibly a partial model 
constructed from the several input streams. The 
master file is input that is required for  executing the 
conlpilation n~odule. 
The following example illustrates the utilization 
of this system. The nodal breakdown data and 
problem control data could be input from cards. The 
heat flux tables and radiation conductors could be 
obtained f rom users1 input files. These files would 
be constructed from heat rate and view factor program 
output using the PTD5OO interface routines. The 
result  is an effective linking of these two phases of 
the overall thermal analysis, eliminating much of 
the routine user data handling. 
The INPUT module nlay also be used to edit an 
existing master file, deleting erroneous o r  unwanted 
data, replacing existing data, o r  inserting new data 
from cards o r  a users1 file. For  example, suppose 
an analysis is desired for a given model, but with 
several different orbital environments. A master 
file would be created for  the basic model with the 
orbital heat flux tables omitted. Several copies of 
this file could be made, and each copy could be 
loaded with a different se t  of heat flux tables. With 
little additional effort required by the user,  several 
complete models would be ready for  analysis with 
each containing a different environment. 
The function of the COMPILE module is to 
convert the model data input from a master file to a 
form suitable for efficient execution. During the 
compilation procedure, the network is checked for 
various e r r o r s  and abnormal conditions, and any 
e r r o r  that would prohibit continued execution is 
fixed. The output of the compilation module is the 
compiled data file, which is input required by the 
steady-state and transient modules. 
A steady-state or  transient solution of the 
network is obtained by executing the respective 
module and designating which compiled data file 
i s  to be used. The results of the solution nlay be 
printed directly from the operating routine, stored 
in the library a s  an output file, o r  used to update 
the current compiled data file. An updated compiled 
data file reflects all  changes that occurred in the 
network during the particular solution. For  exainple, 
the original tenlperatures would be replaced with the 
final se t  of temperatures which existed when the 
steady-state o r  transient solution was terminated. 
By using this option, the steady-state routine could 
be called to obtain starting temperatures fo r  a 
transient solution, o r  either solution could be 
restarted from a previous run. The conlpiled data 
file may also be accessed by user programs to 
perform various operations such a s  calculating sink 
temperatures, etc. 
The OUTPUT module is a collection of various 
programs used to distribute output from the PTD500 
system. Available options in this module include 
standard hard-copy listings, microfilm listings, 
microfiln~ plotting, and a general interface routine 
used to feed programs external to the PTDSOO 
system. An output file may also be converted to 
an input file to be used in constructing another 
model, thus enabling several models to be linked 
together without excessive data handling by the 
user. 
In summary, the modular construction of the 
PTD500 and the extensive utilization of data files 
offer the following advantages. 
1. Each module o r  phase of the system may be 
executed independently if the library of data files is 
permanent. This enables effective res tar t  capability 
throughout the system, reducing computer runs 
and engineering time. 
2. External programs may access any file in the 
library, enabling an effective interface to each phase 
of the system. Typically, this results in elimina- 
tion of 90 percent of the card handling and a reduc- 
tion in engineering time. 
LUMPED PARAMETER FUNDAMENTALS 
The PTD500 thermal analyzer, a s  well a s  most 
of the current programs in use today, utilizes a 
thermal-electrical analogy to represent the physical 
model. In general, the physical model i s  reduced 
to a system of capacitors and resistors,  inter- 
connected a t  nodal points to form an analog network. 
This network can be solved for a steady-state or  
transient solution by the program. 
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The network format i s  very attractive from the 
programming point of view since i t  requires rela- 
tively simple methods of data handling and solution 
techniques. The result  i s  a minimum of program 
logic to obtain the actual solutions. This permits 
most of the computer's storage cells to be assigned 
to data, thus obtaining the capability to handle larger  
problems. 
The analog network representation of a thermal 
model also has undesirable aspects since i t  is an 
approximation of the true physical problem. In 
general, all derivatives in the governing differential 
equations must be reduced to finite differences to 
obtain the solution. Reduction of the time derivatives 
is handled by the program and a given degree of 
accuracy can nornlally be guaranteed. In fact, a t  
the expense of run time, a very high degree of 
accuracy can be achieved. However, the space 
derivatives a re  reduced to finite differences by the 
user,  and the degree to which the mathematical 
model represents the desired physical model depends 
upon the user 's  skill and understanding of the 
problem. 
The analog network model is commonly referred 
to a s  the "lumped parameteru representation since 
the continuous mass of the physical model is lumped 
into small quanta called nodes. The nodes a r e  
connected by conductors which represent lumped 
heat paths within the physical model. Energy can 
flow from high temperature nodes through the con- 
ductors to lower temperature nodes. The following 
problem illustrates the correspondence between the 
physical model and the analog network. 
Consider a two-dimensional heat transfer 
problem in a finite slab. The slab is sectioned into 
nodes a s  indicated in Figure I. 
The ra te  of energy being stored by a node, a t  
some time (t)  , i s  expressed a s  
where the integration is performed over the node 
volume in question. If the time derivative (-3 
is assumed to be constant throughout the node, the 
node can be lumped into a point mass (M) , and 
equation (I)  becomes 
art 
'stored = M C --- P a t  
and 
Introducing the thermal capacity (C) , equation 
(2) becomes 
a~~ 
= c -  
'stored a t  
and 
The lumped mass i s  indicated a s  a point with a 
capacitor connected to ground, and is referred to 
a s  a storage node (Fig. 3 ) .  
The rate of energy flow normal to a cross- 
sectional area  (S) , is given a s  
where the integral is taken over the a r e a  (S) . 
If the space derivative (-g-) is assumed to be 
constant over the surface (S) , equation (4) 
becomes 
Equation (5) is the heat flux ra te  through some 
cross-section (S) . If this cross-sectional 
area i s  positioned between two adjacent nodes in 
the model, and if the space derivative (2) is 
assumed to be constant over the interval between 
the nodes, then the heat flux rate from node i to 
node j can be expressed a s  
(T. - Ti) 
= - k S . .  J 
'i j i j  AN. .  
1J 
F R E D E R I C K  D. B A C W T E L  
where A N . .  is the distance between nodes i and j be written for each node to obtain a s e t  of simul- 
1J taneous differential equations. From equations (3) 
and S.. is the cross-sectional a rea  between the 
13 and (7), 
two nodes. a ~ i  n 
Introducing thermal conductance (G) , equation - x G.. (T.  - Ti) 
(6) becomes ' i a t  - j 1J J 
and 
k S.. 
G.. = -3- 
i j  AN.. 
1J 
where node (i) is connected to nodes ( j  = 1, --n) 
via conductors G. .. 
1J 
The method of solving this se t  of equations (8) 
is discussed in sections titled STEADY-STATE 
SOLUTION and TRANSIENT SOLUTION. 
(7) In summary, the following assumptions were 
made in constructing the network model. 
Equation (7) is represented by a conductor in (8: ) is constant 1. The time derivative -
the thermal analog network, and is symbolized 
by a res is tor  in Figure 3. An energy balance can throughout the storage node. 
FIGURE 3. LUMPED PARAMETER REPRESENTATION 
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2. The space derivative (s ) is constant 
everywhere in the region between two adjoining 
nodes. 
I t  is evident that a s  the node size becomes 
smaller,  the approximate model approaches the 
true physical problem. The engineer must choose 
an optimum node size that will result in a fairly 
accurate model without using excessive nodes. 
NETWORK ELEMENTS 
The PTDSOO offers the following elements which 
can be utilized in constructing a network. 
Storage Node '(constant o r  variable capacitance) 
Dummy Node 
Boundary Node (constant o r  variable tempera- 
ture) 
Conductor (constant or  variable) 
Resistor (constant o r  variable) 
Radiation Connector 
One-Way Conductor (constant or variable) 
One-Way Resistor (constant o r  variable) 
Source Element (constant or  variable) 
Time Tables 
Sequential Tables 
General Tables 
The storage node and the conductor were discussed 
in the previous section. Other elements a re  dis- 
cussed below. 
A resistor is the same a s  a conductor; however, 
the numerical values a r e  inversely related; i. e. , 
R.. = 
1J G.. 
1J 
The dummy node is included a s  an aid to network 
construction and to monitor temperatures between 
the storage nodes. A dummy node has no storage 
capability and serves merely a s  a connecting point 
in the networlr. Dummy nodes always receive steady- 
state solutions. 
Bounda~y nodes provide a means of creating 
network boundary conditions., These nodes serve 
a s  network connecting points which have temperature 
histories specified by the user. 
The source element is used to impress a constant 
or  time-dependent energy function a t  any storage or  
dummy node. The normal source element application 
is to simulate internal heat generation or  absorbed 
heat flux. The variable source elements automatically 
generate the necessary logic for interpolation and 
averaging during solution, thus eliminating the user 's  
input of logic which is inherent in other analyzers. 
The one-way conductor and one-way res is tor  
a r e  included for  fluid flow problems. The one-way 
conductor enters into the temperature calculation 
of only one adjoining node, normally the downstream 
node. 
The radiation connector is used to obtain the 
fourth order radiation exchange between nodes. 
This element is discussed in detail in the section titled 
INFRARED RADIATION. 
The time, sequential, and general tables a r e  used 
to input the data tables referenced by variable ele- 
ments. These tables a re  checked for correct form 
during input to eliminate interpolation e r r o r s  during 
execution of the solution modules. 
The elements listed above a r e  all standard input 
for  the PTD5OO thermal analyzer. If a problem is 
encountered where special elements a r e  required, 
they can usually be synthesized f rom the standard 
s e t  using FORTRAN subroutines patched into the 
PTD500 solution routines. An interface package is 
available for including user-written subroutines in 
the solution sequence with access to all program 
variables. In this manner, special elements such a s  
thermal control systems, etc. , can easily be 
included in the network. 
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DIAGNOSTICS 
A significant nulnber of inpul e r r o r s  routinely 
result from the large amount of input data required 
by the large radiation-dominated models. This 
requires sitccessive runs to conlpletely detect and 
correct all the erroneous data, thus resulting in 
excessive computer and engineering time required 
to obtain the final solution. The ability of the 
PTDSOO to interface with other programs sub- 
stantially reduces this proble~n since the input 
data a r e  obtained directly from the other programs, 
eliminating the possibility of user errors .  To 
further reduce the problem of input e r ro r s ,  the 
PTDSOO was designed with the following character- 
istics. 
i. Restrictions on forinat and input sequence 
were minimized to reduce the number of possible 
e r r o r  conditions. 
2. Extensive e r r o r  checking is included in the 
conlpile module to warn of abnormal conditions. 
3 .  Error  'Fix' procedures a re  included to 
allow continued execution when e r r o r s  a re  
encountered, enabling more e r r o r s  to be detected 
in a given run. 
4. Graphical network hook-up display is 
available, which provides a pictorial representation 
of network data on inicrofilm plots. 
Card input consists of a label used to identify 
the data, followed by the actual numerical data. 
There a r e  no format restrictions on card input, 
other than the sequence in which the information 
must appear on the card. Otherwise, the user is 
f ree  to punch the card in any manner he chooses. 
It is felt that this feature, available in other 
analyzers to a much lesser  degree, will eliminate 
many e r r o r s  and thus eliminate wasted time caused 
by data starting in the wrong column, missing 
commas, o r  other violations of the various format 
restrictions. Labels must be spelled correctly for  
proper identification. For  this reason, the 
correspondence between labels and the elements 
they identify was made to be a s  evident a s  possible. 
However, if the card processor does encounter an 
invalid label caused by misspelling or  keypunch 
e r ro r s ,  then the library of valid labels is scanned 
for  the closest match to the erroneous label. If a 
reasonably close inatch is found, then that label 
is assumed, and the substitution is noted to the user.  
Otherwise, the card is flagged a s  an e r ro r .  All 
erroneous data a r e  included in the master file and 
can subsequently he deleted o r  replaced by the 
collector. In a further effort to reduce the possible 
e r r o r s  that the user can commit, as  few restrictions 
a s  possible were placed on the overall sequence of 
data. To prevent excessive data compilation time, 
the input must be grouped into three logical groups 
o r  bloc1;s of data, but other than this restriction, 
the sequence of data is arbitrary.  For  example, all 
conductors, resistors,  and radiation connectors, 
which compose one of the three major bloclrs of data, 
may appear in any order desired. 
The e r r o r  detection and e r r o r  fix sections func- 
tion together to produce a matheinatically valid 
network suitable for  solution. The compile module 
ignores any erroneous data on the master file that 
was flagged by the input module, and considers only 
the valid information. This information is then 
scanned for  network e r ro r s .  This includes checks 
for  illegal connections between elements, missing 
elements, abnormal element values, unused elements, 
discontinuous networks, and various other network 
violations. Any condition that would prohibit solution 
of the network is fixed, and the results a re  output a s  
a compiled data file. The fix procedures a r e  a se t  
of prescribed alternatives for  each possible e r r o r  
condition. For  example, if a connector is encountered 
that references a nonexistent node, the connector is 
deleted from the network and execution continues. 
The purpose of the e r r o r  fix procedures is to allow 
continued execution to search for additional e r r o r s ,  
and to possibly salvage the solution of a large model 
that contains a few minor e r ro r s .  Various controls 
a re  available to the user to abort execution if a given 
nulnber of e r r o r s  is exceeded. 
INFRARED RADIATION 
Radiation exchange is a complex problem in 
thermal analyses since determination of view factors, 
reflection, and blockages is a difficult task. How- 
ever,  these calculations a r e  normally performed 
by a separate view factor program, and the resulting 
radiation constant (RAD) or  script  f form factor 
is input to the thermal analyzer. 
The governing equation for  radiation exchange 
between nodes i and j can be reduced to 
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4 
= RAD.. (T; - T j  ) (11) 
'i j 1~ 
U D . .  = a f . .  
1J 1J 
In general, there is no direct analogy for 
radiation exchange in the analog network. However, 
a temperature-dependent conductor can be made to 
simulate radiation transfer by reducing the fourth 
order radiation equation to a linear temperature- 
dependent equation. This is accomplished by 
multiplying and dividing the left side of equation (11) 
by the linear temperature difference a s  follows: 
q = RAD. (.I( -.T4) (Ti - T.) / (Ti  - Tj) 
lj 1.l J J 
(12) 
Introducing the linear radiation conductor Gr, 
equation (12) can be rewritten a s  
'i j = Gr.. (Ti.- T.)  11 J (13) 
and 
Gr. .  = R A D .  (T: + T . ~ )  (Ti + Tj) 
1J 1J J 
(14) 
The linear radiation conductor can be treated 
a s  a standard conductor. However, after each 
iteration o r  time step, the radiation conductors 
must be re-calculated to reflect the temperature 
change of the connecting nodes. 
This method is incorporated by most current 
thermal analyzers and introduces no additional 
e r r o r  in the transient solution if forward differencing 
is used. 
In a radiation-dominated problem, several 
disadvantages imposed by the use of linearized 
radiation conductors a r e  a s  follows: 
1. Steady-state convergence is prolonged since 
fourth order effects a re  not included in the solution 
of the heat balance equation. 
2. In most cases,  storage cells a r e  required 
for  both radiation constants (RAD) and linear 
radiation conductors (Gr) . 
3. Excessive time is consumed by calculating 
the linear radiation conductor after each iteration 
o r  time step. 
For  these reasons, the PTDSOO treats radiation 
conductors as a separate distinct elelllent of the 
network. The fourth order temperature equation 
appears in the solution of the heat balance equation, 
and storage is required only for the radiation con- 
stant (RAD) . The linear radiation conductor con- 
cept is used to determine stability cri teria for 
transient solutions, but i t  does not appear a s  a 
network element. 
STEADY-STATE SOLUTi ON 
A steady-state solution is defined a s  the 
equilibrium state of the model, when no time 
varying properties or  forcing functions a re  present 
in the network. A steady-state solution allows the 
user to determine the final equilibrium state of his 
model, if one exists. For  problems where no final 
state exists, such a s  the cyclic temperature history 
nornlally encountered with orbiting space vehicles, 
the steady-state solution can be used to obtain a 
starting point for  cyclic transient analysis. 
The steady-state solution is obtained by solving 
the siinultaneous se t  of heat balance equations with 
all time derivatives se t  to zero. 
Setting the right side of equation (8) equal to 
zero, and adding radiation and source terms, the 
steady-state equations a r e  
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where the subscript n represents the node in 
question. Solving equation (15) for T yields 
n 
Equation (16) is solved using Newton's method 
of tangents, an iteration process, and convergence 
to Tll is normally very rapid. 
The networli is relaxed to i t s  equilibrium state 
by the blocli iteration method. This method consists 
of solving equation (16) for  each node and replacing 
the old node temperature with the new calculated 
node temperature. One pass through the network 
is termed an iteration, and the iteration process 
is continued until the temperature difference 
between successive iterations is less  Wan sonle 
preset minimum. Because of fourth power effects 
of radiation conductors, successive iterations will 
often create oscillations. In seine cases,  the 
entire network may become unstable, resulting in 
a diverging solution. The nlost coinillon method of 
preventing divergence is to apply a dampening 
factor to the block iteration process. This is 
acconlplished by limiting the change in tenzperature 
between two saccessive iterations to some fraction 
of the calculated change. Most networks can be 
made to converge in this manner a t  the expense of 
an increased number of =iterations (extended run 
time). Furthermore, the dampening required must 
usually be determined by the user and supplied a s  
input. A more desirable method would allow the 
program to detect divergence and take corrective 
action to return the network to stable conditions. 
The PTD500 has this capability. The PTD5OO 
records the latest  three consecutive iterations for 
each node in a push-down register. As each new 
temperature is calculated, i t  is compared with the 
three previous temperatures to determine any trend. 
If oscillations a re  detected, the new temperature is 
equated to the average temperature about which the 
oscillation is occurring. If 110 oscillations a re  
present, and if the temperatures appear to be con- 
verging, then a limited extrapolation is applied to 
accelerate convergence. The resulting new temper- 
ature is stored in the register,  pushing out the 
oldest value and leaving the three latest consecutive 
temperatures for  the next iteration. This technique 
has proved to be successful when applied to net- 
works which cannot be resolved by successive 
iteration solutions. Solutions have been achieved 
with 50 percent fewer iterations than a re  required 
by the damped relaxation method. 
As rilentioned above, the normal criterion for  
convergence is a preset temperature tolerance 
between iterations. However, some networks which 
do not have well defined boundary conditions may 
meet a reasonably low-temperature tolerance and 
still not be in equilibrium. The PTDSOO steady- 
state solution performs an overall heat balance on 
the network after the temperature tolerance is met 
to detect this condition. If the imbalance of the 
network (Q. ~n - Q out ) is greater than a present 
tolerance, the temperature tolerance is lowered and 
the relaxation routine is continued until convergences 
to both tolerances a r e  met. 
If the steady-state solution is being employed to 
find starting tenlperatures for a subsequent transient 
solution, the time-varying networlr elements must 
be replaced wit11 a constant value to obtain the steady- 
state solution. The PTD500 locates all variable 
source terms and boundary nodes, and evaluates 
them a t  a given time, or averages them over a given 
time interval, whichever is desired. If a variable 
boundary node is connected to the networlr via 
radiation conductors, a fourth power average is used 
for  that node. These values a r e  used in the steady- 
state solution. 
TRANS IENT SOLUTION 
The main objective of any thermal analyzer is 
to obtain the transient-temperature solution of a 
problem. All other program functions either pre- 
pare the network for solution o r  process output 
from the transient analysis. Thus the transient 
routines emerge a s  the i ~ ~ o s t  important portion of 
the analyzer. 
Many methods have been used to obtain transient 
solutions having wide ranges of accuracy and 
stability. The nlost accurate methods, i. e .  , those 
which a re  of interest here, a re  the finite difference 
solutioi~s. 
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By adding the radiation and source terms to 
equation (8) , the complete storage node heat- 
balance equation is obtained; i. e. , 
For  equation (17) to be useful, the time derivative 
dTn 
- 
dt must be reduced to a finite difference. 
This is accomplished by considering the Taylor 
ser ies  of T ; i. e., 
n 
Disregarding the higher order derivatives, a 
finite difference equation can be obtained from 
equation (18) a s  follows: 
A positive value of At gives a forward 
difference equation, and a negative value of At 
produces the backward difference equation. The 
two can also be combined to give a baclrward- 
forward difference equation. The backward and 
backward-forward difference equations can tolerate 
larger  time steps than the forward difference 
equation; however, they produce a se t  of implicit 
equations which must be iterated a t  each time step 
to obtain a solution. This disadvantage offsets any 
advantage gained from the larger  time step. The 
PTDSOO employs the simpler forward-difference 
solution. Replacing the left side of equation (17) 
with i t s  forward-difference equivalent, equation (19) , 
and rearranging terms yields 
Equation (20) is inherently unstable for large 
time steps since the new temperature is a linear 
extrapolation from the old temperature, based on 
the time rate of change of the old temperature. 
Therefore, a stability criterion must be established 
to prevent an unstable solution caused by a large 
time step. 
A physical analysis of the method of solution 
would be helpful a t  this point to illustrate the cause 
of instability. Consider the process for  advancing 
one time step, f rom time, t, to time, t + At. 
At time t, al l  network temperatures a r e  known. 
Furthermore, the majority of the network nodes 
a re  assumed to be in a state of imbalance, that i s ,  
the network is not in a steady-state condition. By 
considering one particular node, the time ra te  of 
temperature change for that node can be calculated 
based on the surrounding nodal temperatures and 
the heat source term, if any exist. This time 
derivative is then multiplied by a finite time step, 
and the resulting change in temperature is added 
to the original temperature a t  time t. The new 
temperature obtained i s  obviously closer to the 
steady-state condition for  that node, based on the 
node environment calculated a t  time t. The larger 
the time step, the closer the new temperature is to 
the original steady-state condition. The time step 
which allows the node to exactly reach i ts  steady- 
state value is considered to be the maximum com- 
pute interval allowed, since a larger interval would 
put the node past i t s  steady-state condition. Often 
an overshoot of this type may not be harmful if i t  
does not pass the next steady-state condition a t  
time t + At. This situation, in general, cannot 
be guaranteed without using an iteration process 
between the two time positions, which is similar 
to the backward-forward method discussed earlier.  
The maximum compute interval can mathe- 
matically be determined by examining the transient 
forward-difference equation and solving for  the 
time step required to reduce this equation to a 
steady-state solution. For  simplicity, consider 
equation (20) with the radiation terms omitted. 
Rearranging the right side, 
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CG. T ~ +  C q ( t )  The stability cri teria with radiation included is t+At - 
- 
in 
Tn (23) thus given by equation (28), x 'in c 
n 
For  the time step given in equation (22), 
equation (21) reduces to the steady-state equation 
'.in = (z Gin + CGrjn) min 
It should be noted a t  this point that stability 
To assure  stability, the compute interval must does not imply accuracy. If a solution i s  stable, 
not be larger  than fl where p i s  defined 
min' min i t  can be assumed that round-off e r r o r s  caused by 
a s  : finite difference a r e  not cumulative. However, the 
accuracy is unknown. If the compute interval is 
reduced, a more accurate solution obviously would 
- -  
.mi. (I:n) min (24) 
result; however, unless several solutions with 
varying compute intervals a re  compared, the 
maximum time step fo r  a given accuracy would be 
a guess a t  the most. 
When radiation is included, the value of At I t  would be desirable for  the program to estimate 
that produces a steady-state solution cannot be the degree of accuracy during the solution and determined unless an iteration process is used. 
subsequently adjust the compute interval to hold the Therefore, radiation conductors a r e  linearized 
(in the discussion on INFRARED RADUTION) to e r r o r  within a given tolerance. By considering 
determine the maximum compute interval. Replacing again the Taylor se r i es  used to derive the finite difference equation, i t  can be seen that the round- 
the radiation terms in equation (20) with the 
off e r r o r  is represented by the higher order terms linearized radiation conductors, equations (13) and 
which were disregarded, (14) and rearranging terms will give 
t+A t t 
Tn = Tn +- dt a t + - -  
t+A t dt 2 + " '  
Tn n Round-Off Error (29) 
I and 
If the net heat rate ( <et) remains constant 
For  the time step given in equation ( 2 6 ) ,  during the compute interval, there is no e r r o r  in the time derivative. However, the net heat r a te  
equation (25) reduces to the approximate steady- 
can hardly be expected to remain constant since 
state equation (27),  temperatures of the adjoining nodes a r e  changing. 
and 
Time varying source elements, which a re  normally 
included in the network, must also be considered. (26) The PTD5OO transient routine calculates the third (dF a t 2 )  
t e rm of the Taylor ser ies  ,T - 2 for each 
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node to control the error  in the time derivative. 
The compute interval i s  adjusted, if necessary, to 
assure that the third term is less than a preset 
limit. This term is also included in the solution 
to increase the accuracy of the time derivative. 
The method cannot guarantee the accuracy of any 
one compute interval since the magnitude of the 
remaining terms in the Taylor series cannot be 
predicted. However, if the stability criteria are  
met at each compute interval, studies have shown 
that the resulting solution is well behaved, and the 
higher order time derivatives rapidly converge to 
zero. If a high order derivative does become 
large, i t  will cause the third term to grow, 
eventually causing an adjustment in the compute 
interval. 
CONCLUSION 
Figure 4 is  a summary of the major problems 
encountered using existing thermal analyzers for 
large radiation-dominated thermal problems, and 
the capabilities offered by the PTD500 to alleviate 
these problems. Figure 5 illustrates the capacity 
of the PTD5OO for a typical radiation-dominated 
problem. The expanded capability of the PTD500 
offers an analytical environment adequate for the 
thermal design of existing and foreseeable space- 
craft. 
1 ' I t ~ l I ~ L E ~ l S  ANALYZEllS 
1 .  Lr\HOE I\IATH EXCEED MACHINE SIZE CAPABILITY 
CAPABILITY INCREASED 200 - 500% 
2. LELGTllY I N l U T  EXCESSIVE C A I ~ D  LNPUT DATA MECHANIZED 
DATA PREPARATION HANDLING CARDS REDUCED 90% 
- ., 
FIGURE 4. PTDSOO CAPABILITIES 
HEAT FLUX ON 60% OF NODES 
AVERAGE OF 36 CONNECTIONS TO NODE 
e CAPACITY WITH 65K STORAGE 
1 ,000  NODES 
600 HEAT FLUX TABLES (12,000 ENTRIES) 
18,000 CONNECTORS (CONDUCTION, RADIATION, ETC. ) 
e CAPACITY WITH 65K STORAGE - DATA OVERLAY 
1 ,500  HEAT FLUX TABLES (30,000 ENTRIES) 
45 ,000  CONNECTORS (5 OVERLAYS) 
FIGURE 5. PTD500 CAPACITY 
THERMAL SIMILITUDE 
Jirnmy R. Watkins 
SUMMARY 
Previous inhouse analytical and contractual 
experimental work in thermal similitude is mentioned 
briefly. Results a re  presented of recent experiments 
performed under research contract with the Loclrheed 
Palo Alto Research Laboratory on thermal and 
structural modeling of a 2-meter-aperture Optical 
Technology Apollo Extension System (OTES) 
telescope. 
The overall results indicate that thermal and 
structural modeling of large space telescope systems 
is a procedure that can be used to provide useful 
information on the flight performance of the prototype 
system. 
INTRODUCTION 
Thermal similitude is the term used to refer to 
the analytical and experimental effort in thermal 
scale modeling. In order to perform scale modeling 
experiments, scaling laws a r e  needed to direct and 
control the experiments to obtain intelligible data on 
the model for  predicting the behavior of the prototype. 
Earlier work was concerned with derivation and 
verification of scaling laws for  thermal modeling of 
certain general configurations [l-51. Subsequent 
work concerned investigation of the more complex 
thermal and structural behavior of a large-aperture 
space telescope. This paper is a summary of the 
experimental work on thermal and structural modeling 
of a 2-meter-aperture space telescope performed 
under research contract with the Lockheed Palo Alto 
Research Laboratory [6 ] .  
structural modeling effort. Figure 1 shows the 
2-meter OTES concept. The telescope has a 
2-meter diameter quartz primary mirror.  The 
system provides a Cassegrainian f/3 parabolic 
telescope. The secondary mirror  is supported by 
three quartz rods and is approximately 4.76 meters 
f rom the primary mirror.  The telescope barrel  
consists of one plastic honeycomb cylinder a t  the 
barre l  opening on which a sun shutter is mounted, 
and five inultilayer insulated aluminum honeycomb 
cylinders in addition to the manned support section. 
The prototype has an overall length of 12 meters 
and a tube aperture of 2.38 meters. 
OPTICS SUPPORT 
ELECTRONICS 
FIGURE 1. TWO-METER OTES CONCEPT 
CONTRACTUAL EXPER I MENTAL EFFORT 
PROTOTYPE AND MODEL DEFINITION 
The proposed 2-meter-aperture OTES telescope 
was chosen a s  the prototype for  the thermal and 
Optimum performance of the prototype requires 
minimal thermal gradients in the optics, particu- 
larly in the primary mirror  segments; elimination 
of thermal transients caused by varying heat inputs; 
and an average steady-state temperature near the 
inversion point of the thermal expansion of fused 
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quartz. Based on the telescope system's conceptual 
design and operational requirements, a mathematical 
model was established for the purpose of predicting 
the space thermal behavior of the prototype system. 
It was assumed that the telescope would be placed in 
a 24-hour synchronous orbit and be utilized in an 
earth-oriented optical axis configuration as shown 
in Figure 2, where p is the angle between the 
orbit plane and the solar vector. 
FIGURE 2 .  ORHT CONFIGURATION 
The design of the telescope model required the 
use of both thermal and structural modeling criteria. 
The criteria used for thermal modeling in a 
radiation-conduction-coupled space-thermal 
environment are given as  follows: 
where the starred quantities are  ratios of properties 
between the model, m, and prototype, p, at 
geometrically similar points. The symbols are 
defined as: 
pa: = pm/pp = density ratio 
C 9 ~  = C /C = specific heat ratio 
m P 
V* = Vm/Vp = volume ratio 
0 %  = 0 / e  = time ratio 
m P 
K:k = Km/Kp = conductivity ratio 
L* = Lm/Lp = length ratio 
A;" = AI /AI = area ratio for areas 
m p receiving radiation from 
external sources 
~ ~ $ 6  = A /An = area ratio for areas per- 
n 
m p pendicular to conduction 
path 
A;: = Ai /Ai = area ratio for areas 
m p interchanging radiant 
energy 
T* = Tm/Tp = absolute temperature ratio 
Q* = Qm/Qp = ratio of rate of energy 
dissipation within the model 
and prototype 
I* = I /I = intensity ratio of external 
m P sources of radiant energy 
The criteria that must be satisfied for proper 
modeling of the structural behavior of the telescope 
system whose performance is closely related to 
thermal stresses a re  given in Table I ,  where a*, 
e*, E*, a+ , and AT* are  ratios between model 
and prototype for stress,  strain, Young's Modulus, 
coefficient of thermal expansion, and temperature 
change in element from reference temperature, 
respectively. 
TABLE I. 'STRUCTURAL SCALING LAWS 
Moments: MauAL M I  = a'L+3 = E*L13 ,*(AT)* 
Linear Distortions: y* = e*L* = L%*(AT)* 
By using the thermal and structural modeling 
criteria, the design of the model was accomplished 
within the constraints imposed by size of test 
chamber, availability of materials, and maximum 
allowable operating temperatures for materials used 
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a s  insulation. Figure 3 shows the geometry for 
the 1/6.43 scale model. The primary mirror  was 
made of pyrex. Pyrex tubing was used for  the 
secondary support rods since i t  was necessary to 
have a material with a large coefficient of thermal 
expansion so that thermal strain could be determined 
directly in addition to furnishing the desired struc- 
tural rigidity. Through an extensive experimental 
program, i t  was determined that the 1.27-cm thick 
blanket of multilayer insulation with a layer density 
of 28.3 layers/cm could be inodeled with a blanket 
0.457-cm thick having the same layer density. The 
model was tested a t  a temperature ratio of 
T:k = T / T  = 1.86 and a time ratio of 
m P 
e* = e /e  = 1/26. 
m P  
MOUNTING P I A T E  0.470 r m  
r 1 3 / 1 0  I" . )  AI I 'LATE " 51.8 crn ~ l lam 
ICLAYRI I  HI011 
TEMPERATURE 
INSUULTION 
f3 PNMARY UlRROn 31.8 em O .  U. 4 m l l  STAINLESS STEELSllEET 
:13 cm I>. I1 r 35.0 Em INSULATION 
SECONDARY SuPPonT RODS ( 3 )  34 em 0.1). x 19.8 cm INGI IUTION 
l . Z c r n O . D . * L . O e m I . D .  x16 .2em 
SECONDARY MIRROR 
SECONDARY MlRROll 38 cm O.D, r 29.8 em IN8UUTlON 
MOUKT - C M S U D  
CYLINDER 10.8 ern 0. n. 
x 5.08 em IllGll 
.I6 m 0.1). r 29.8 r m  INSUUTION 
.I7 cn, 0. U. 7 20.1 mx INSLIU'TI~JN 
ALUMIM'M SUllFACE 
12-LAYEIl llLA IF11 SECTION 
INSUUTIOS . J * ~ a n  < > . I n .  \ 23.F cett 
', 2 0  ma1 TIIICK Al.l l&llSl:~l 
SI1UTTI.11 
FIGURE 3. GEOMETRY OF THE MODEL 
Instrumentation of the telescope model included 
73 3-mil-diameter copper-constantan thermocouples 
fo r  measurement of the thermal response, and 3 
linear distortion gages in the pyrex secondary 
support rods for  measurement of the structural 
behavior. The thermocouple (T. C. ) locations for 
the telescope system a re  shown in Figures 4 and 5. 
Figure 6 shows the optical system installed in 
the chamber. The complete assembled telescope 
system is shown in Figure 7 a s  i t  appeared before 
testing. Banks of tungsten filament lamps were 
automatically programmed to provide modeled skin 
transient temperatures in accordance with the 
analytical predictions. 
TELESCOPE hIOUNTlNG 
hflltltOR SLPPOIW I'LATE 
I'LATE. 0 .476  cm A1 
&mil STAINLESS S1'';EL 
FIGURE 4. THERMOCOUPLE LOCATIONS 
ON THE MODEL 
AS VIEWED FROM SUPPORT INTERFACE 
TOP OF TELESCOPE 
hfOUNTING PLATE 
TELESCOPE SIDE MANNED 
SUPPORT SECTION 
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EXPERIMENTAL RESULTS . 
FIGURE 6. ASSEMBLED OPTICAL SYSTEM 
FIGURE 4. ASSEMBLED MODEL 
BEFORE TESTING 
Prototype temperature-time curves for  Section A 
a r e  shown in Figure 8. The points indicate experi- 
mental results, and the curves show the required 
levels a s  dictated by the analytical study. The data 
points show that the required temperature history 
for  Section A was provided except for  the +x side 
where the maximum value was not achieved a s  a 
result of insufficient lamp power. 
--" L* +SUN SIIADE CLOSED 1 
POINTS INDICATE 
EXPERIhIENTAL RESULTS 
INTERNAL NODE 3 
0 20.000 40.000 GO. 000 80,000 
FIGURE 8. TRANSIENT THERMAL BEHAVIOR, 
SECTION A 
The internal temperature-time curves for 
Sections B, C, and D a re  presented in Figures 9 
through 11, where the model predictions for  the 
prototype a re  compared to analytical predictions for 
the prototype. These curves show that the model- 
predicted average internal temperature levels were 
approximately 25" K lower than the analytically 
predicted levels. Transient variation about the mean 
displayed similar maximum-to-minimum differences, 
although the response of model internal surfaces was 
somewhat faster than that predicted analytically. 
The transient behavior of the primary mirror  
and surrounding area  is shown in Figure 12. The 
temperature of the primary mirror  i s  between that 
of the manned support interface and the average tube 
temperature, being closer to that of the tube and 
remaining a t  an essentially constant level. Figures 
9 through 12 show an increase in average temperature 
for  tube sections closer to the primary mirror .  
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ANALYTICAL PREDICTION 
FOR PROTOTYPE 
MODEL PREDICTION FOR PROTOTYPE 
NODE NO. 1 5  
TIME (sec)  
FIGURE 9. TRANSIENT THERMAL BEHAVIOR, SECTION B 
ncn d 
200 
NODE NO. 27 
150 
TIME (sec)  
FIGURE 10. TRANSIENT THERMAL BEHAVIOR, SECTION C 
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FIGURE 11. TRANSIENT THERMAL BEHAVIOR, SECTION D AND PRIMARY MIRROR 
TUBE ADJACEST TO PRIMARY MIRROR T. C. 27 
INSIDE SECTION E T. C. 37 
120 u 
10,000 20,000 30,000 40,000 50,000 60,000 70.000 JO.000 YO. 000 
TIME (sec) 
FIGURE 12. TEMPERATURE HISTORY FOR THE PROTOTYPE'S PRIMARY 
MIRROR AND THE SURROUNDING AREA 
Figure 13 depicts the transient behavior of the 
secondary support rods. The base of the rods 
(T. C. 24) was a t  a higher temperature than the 
primary mirror  (T. C. 27 adjacent to mirror)  
because of the conductive link with the manned struc- 
ture interface. The temperature histories of the 
secondary support rods a t  thermocouple locations 
removed from the primary mirror  were close to those 
of the adjacent tube sections, thus indicating a 
strong radiation link. 
TIME (sec) 
FIGURE 13. TEMPERATURE HISTORY 
FOR THE PROTOTY PEIS SECONDARY 
SUPPORT RODS 
The thermal expansion of the model's secondary 
support rods a s  determined from strain gage meas- 
urements is shown by the solid curve in Figure 14. 
0 004 
CALCULATED FROM hlEASURED 
TEMPERATURES 
0.003 
- STRAIS GAUGE 
- XIEASCREMEXTS 
- 
1 0.002 
- 
.& - 
-, 
- 
Z 
0. 001 
0 
0 20.000 40,000 60 .000 80,000 
TIME ( s e c )  
FIGURE 14. THERMAL EXPANSION OF THE 
MODEL'S SECONDARY SUPPORT RODS 
All three rods exhibited nearly identical elongations. 
The dashed curve shows rod elongation computed from 
the measured temperature data shown in Figure 13. 
The maximum predicted prototype rod elongation 
was 1. 88 x ios6 meters with the corresponding 
change in optical path between the primary mirror  
and exit optics of 3.76 x meters. 
Table II shows the temperature history of the 
prototype's primary mirror.  These values were 
predicted from measured model temperatures by 
using the model laws and fall well within the design 
goals of the prototype. This table and the curve in 
Figure 12 of the primary mirror 's  temperature 
indicate the success achieved in eliminating thermal 
transients in the primary mirror.  
TABLE 11. TEMPERATURE HISTORY OF THE 
PROTOTY PEIS PRIMARY MlRROR (OK) 
(Determined from Measured Model 
Temperatures) 
CONCLUSION 
Results of the overall program establish the 
feasibility of using scaled thermal models for  pre- 
diction of the thermal and structural behavior of 
large-aperture space telescope systems. Favorable 
comparison of analytical and experimental results 
reinforce the premise that passive thermal control 
techniques will be sufficient for  thermal control of 
the interior of the assumed prototype 2-meter OTES 
telescope. During the design phase, a major 
advantage of a thermal and structural model is that 
a variety of tests can be performed on a working 
model, thus offering the thermal designer added 
flexibility in thermal and structural performance 
studies and permitting immediate experimental 
observation of the influence of proposed design 
changes. 
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PHASE CHANGE THERMAL CONTROL DEVELOPMENT 
Tommy C. Bannister 
INTRODUCTION 
A very desirable tool for spacecraft thermal 
control is a thermal capacitor, often referred to a s  
a reversible heat sink. The reason such devices 
a r e  important is that a spacecraft's thermal control 
system capability is usually designed according to 
the maximum expected heat flux rates. If these 
flux rates have intermittent spike heating peaks 
and cycles, the thermal control system must be 
able to handle this maximum situation. A thermal 
capacitor can be used to smooth out such spike 
heating peaks, thereby drastically reducing the 
requirements imposed upon the remainder of the 
thermal control system. In many cases,  sufficient 
a rea  does not exist on a spacecraft to radiate all 
of the excess heat to space during the maximunl heat 
loads. Often this maximum heat load period can be 
dampened out by the addition of a thermal capacitor. 
Space Sciences Laboratory, MSFC, has been 
engaged in analyzing the use of freezing and melting 
materials (called PCM) such a s  hexadecane, 
octacosane, etc. ,  to design a reversible heat sink 
for  spacecraft. These materials melt around room 
temperature, o r  from 0° C to 100° C; they have 
heats of fusion of about 3/4 that of water; and they 
a r e  nontoxic, noncorrosivq, etc. One of their 
better features is that the thermophysical properties 
of this family of materials a r e  all  very similar,  and 
they melt a t  different points, which gives a great 
deal of selectivity. 
SUMMARY OF IMPORTANT FACTORS 
AND PROBLEM AREAS 
The important problems and factors that a re  
involved in using PCM for a reversible heat sink 
a r e  listed in Table I. Obviously, an important 
parameter is the heat of fusion. The heat of fusion 
must be large to obtain high heat storage capability. 
The melting point is of considerable interest because 
the sink temperature required will vary according 
to the specific application. A -6. lo C (2i0 F) 
heat sink, o r  thermal capacitor, is presently 
planned for the Air Lock which connects into the 
Multiple Docking Adaptor. This is being handled 
by S&E-ASTN. An octacosane heat sink that melts 
a t  60.5O C ( i4 I0  F) is planned for  use on the LEM 
(according to the latest report  from Grumman). 
The specific heat and thermal diffusivity must 
be known because they a re  an input in the thermal 
computer programs used to make the required 
thermal analysis. The thermal diffusivity i s  one 
of the key parameters because i t  is the limiting 
factor in using this heat-sink technique. A high 
diffusivity i s  required for  rapid response; however, 
high heat of fusion materials usually have low 
thermal diffusivities. Thus, we a r e  always trying 
to improve the "effective thermal diffusivityl' 
with our package design. Foamed metal, metallic 
wool, spacers,  and honeycomb can be used to 
increase the diffusivity; honeycomb usually is best. 
In the future, heat pipes may be incorporated. 
Such a system would possess the high heat storage 
capability of PCM and the.rapid heat flow of a heat 
pipe, resulting in a thermal capacitor with expanded 
capability. 
In one se t  of studies made on thermal diffusivity 
several packages were designed and tested. For  
each package, the effective thermal diffusivity and 
the additional weight required to obtain that thermal 
diffusivity were defined. This weight was in the form 
of honeycomb, metallic conductors, etc. The 
optimum design for most applications using honey- 
comb was a ratio of 90 percent PCM and 10 percent 
honeycomb (aluminum) by weight. Another factor 
that must be considered is the rate of phase change. 
Some materials cannot be frozen rapidly; they do 
not react according to the thermal boundary con- 
ditions. The thermal designer must make sure  that 
the material being used responds in a predictable 
fashion. 
Another important parameter is convection in 
the liquid melt. Convection occurs in three- 
dimensional heat transfer, oftentimes violently. 
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TABLE I. THERMAL FACTORS/OTHER FACTORS MAJOR ACT lV lT lES  IN THE AREA 
Table I1 shows a sulninary of our major 
1. HEAT OF FUSION activities in this area. Of course, like the thermal 
diffusivity studies, a number of experimental 
2 .  MELT POINT studies have been made, such a s  thermal vacuum 
3. SPECIFIC HEAT testing of simple systems. Usually all of the 
required thermophysical properties a r e  not avail- 4. THERMAL DIFFUSIVITY 
able in the literature. Calorilnetric measurements 
5. PHASE CHANGE RATE 
6. CONVECTION 
OTHER FACTORS A. THERMAL VACUUM TESTING OF SIMPLE 
1. EXPANSION AND CONTRACTION 
2. VOIDS AND BUBBLES B. CALORIMETRIC MEASUREMENTS 
3. DENSITY C. OPTICAL OBSERVATION OF GROWTH 
4. CORROSIVENESS 
D. FLIGHT EXPERIMENT TO05 "FUSIBLE 
5. TOXICITY MATERIAL SPACE RADIATOR" 
6. STABILITY 
E. RESEARCH AND DEVELOPMENT CONTRACTS 
1. NORTHROP (NAS-Iii63) 
Convection may be a result  of several driving 2. NORTHROP (NAS8-20670) forces, The dominant driving force on earth is 
gravity, There is Marangoni convection, 
capillary-action convection, fluid motion caused by 3. LOCKHEED (NAS8-21123) 
expansion and contraction, etc. The amount of 
convection in the melt must be known in any thermal 4. MIDWEST RESEARCH INSTITUTE (NAS8-21452) 
vacuum tests as  well a s  in space orbit. Also, when 
these materials melt or  freeze, they expand o r  
contract. An allowance fo r  this is made in the SCHOOL OF MlNES 
package design. 
In addition, dissolved gases, o r  hot spots, might 
create bubbles. The design must insure that a bubble 
will not be detrimental. A bubble, or  a void area,  
may create a thermal boundary s o  that the heat 
cannot get in and out of the phase change material. 
Density is another factor; the density of the materials 
being discussed is about 0.8. In some applications, 
volume might be more of a constraint than weight. 
In this case a more dense material, such a s  Gallium 
o r  Wood's metal, may be used where a slight 
sacrifice of the heat of fusion is made for  volume. 
Metals have a density an order of magnitude greater 
than 0.8. 
have been obtained. The heats of fusion and the 
specific heats have been defined for all the PCM 
materials studied over the applied range of tem- 
peratures. One of the main a reas  of work has been 
the optical observation of the growth. The family 
of materials - hexadecane, octacosane - a r e  
organic and a r e  transparent in the liquid state s o  
that a microscope can be focused through the liquid 
material onto the solid/liquid boundary. By pump- 
ing away the heat and inducing freezing and melting, 
microscopic observations of the solid/liquid inter- 
face can be made. You can observe the reactions, 
the effects of convections, growth rates,  grain 
structure, etc. This is discussed in more detail Other factors to be considered a r e  corrosive- later. 
ness,  toxicity, stability, and cost. 
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Several therlnal design groups, including those 
a t  the Je t  Propulsion Laboratory and the Manned 
Spacecraft Center, have seriously considered the use 
of phase change material flight applications, but 
have rejected i t  because they did not have sufficient 
flight data and confidence in the system. Thus, 
Space Sciences Laboratory proposed a flight experi- 
ment where a simple phase-change material package 
designed in the configuration of a space radiator 
would be flown to test  the technique (Fig. I ) .  The 
radiator is designed to be thermally isolated from 
the spacecraft and would be exposed to solar heating. 
A simulated (electronic) heat profile has been defined 
that would be tested. Ten thermistors a r e  incorpo- 
rated on i t  to measure the thermal responses. This 
experinlent is sti l l  in the definition stage. 
AERODYNAMIC 
FAIRING 
LAUNCH 
PROTECTION - 
COVER 
INSULATION 
FIGURE 1. THE SPACE RADIATOR 
EXPERIMENT 
P a r t  of the research and development has been 
performed by contract (Table II). The two Northrop 
contracts a r e  now completed. The f i rs t  Northrop 
contract was to perform basic design studies on 
phase change packages. The second one was for  
definition of the flight experiment. The last  three 
contracts a re  presently active. Lockheed is 
studying the various illechanisnls involved in 
solidification and trying to ascertain whether or  
not there will be any zero-gravity effects on these 
various mechanisms. The real question is: "Will 
the zero-gravity environment of space affect 
solidifi~ation?'~ I t  might be mentioned that this is 
a basic problem that is being faced, o r  is going to 
be faced in the Manufacturing in Space programs 
where i t  is proposed to grow semiconductor crystals 
and other things in space. Zero-gravity effects on 
the solid/liquid interface might produce a new 
layer regime, thereby altering the solidification 
process. Another objective of the Lockheed study 
is to define possible supercooling and to define 
additives, or  dopants, that can be added to the 
material matrix to prevent unexpected and erra t ic  
supercooling. 
There is a contractual study with the Midwest 
Research Institute (MRI) in Kansas City, Missouri, 
to study the use of mesocrystalline materials for  
this type of application. A mesocrystalline phase 
is between a solid/solid change and a solid/ 
liquid change. The fluid-flow problem in the liquid 
melt will be much l ess  with mesocrystalline PCM1s. 
Some changes of this type have vely high latent 
heats of transition. 
There is a contractual study with the Colorado 
School of Mines in Golden, Colorado. This is a 
small study effort on solving the problems of the 
effects of unsteady-state temperature distributions 
on solidification. 
OPTICAL OBSERVATION OF 
CRYSTAL GROWTH 
Figure 2 shows the experimental arrangement 
for making the previously mentioned optical 
observations of the crystal  growth. A microscope 
is focused into a specially designed cell. The cell 
is about 3 cm high and 1 c m  in diameter. A heat 
pumping system mates to the ends of the cell. A 
prescribed se t  of thermal boundary conditions is 
applied, initiating solidification. The visual 
observations a r e  recorded on time-lapse film with 
the camera shown in Figure 2. The camera is 
operated by a pulse generator to obtain the required 
framing rate. A 20-minute movie showing crystal 
growth was produced a t  the MSFC Photo Lab and is 
available for showing on request. 
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FIGURE 2. OPTICAL OBSERVATION OF CRYSTAL GROWTH 
Figure 3 shows a sample microphotograph of 
the solid/liquid interface. This is  magnified about 
50 X and can be enlarged to 2000 X on a projection 
screen without loss of clarity. The solid is shown 
a t  the bottom and the liquid a t  the top (observe the 
interfacial structure). Figure 4 shows the size 
of the spikes versus the growth rate, which is a 
function of the heat pumping rate. It is  possible 
to obtain the growth rate, the average growth rate, 
the point growth rates (at any point) and the struc- 
ture of the grains from the microphotographs. The 
structure of these grains is very similar from one 
member of this family of materials to another; of 
course, they do vary. The color i s  indicative of 
the thickness of these grains. The convection in 
the liquid melt can be observed by interjecting 
inert particles such as  carbon dust. 
In one study, some of these materials were 
frozen in a centrifuge, at more than I g; i, e . ,  
5 g and 10 g. The results were somewhat 
surprising. The grain sizes were much, much 
smaller. The microphotographs were not as  
good from the centrifuge because of camera align- 
ment problems and space on the centrifuge head. 
However, these data were such that one can say, 
with confidence, that the grain sizes were much 
smaller. Does this mean that these grain sizes 
will be much larger in space? This i s  open to 
conjecture and further studies are required on 
all possible zero-gravity effects on the mechanism 
of solidification. The materials shown in Figure 
4 are hexadecane mixed with 95 percent octa- 
decane ( a  binary mixture of this family of hydro- 
carbons). 
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FIGURE: 3. A TYPICAL MICROPHOTOGRAPH OF A SOLID/LIQUID INTERFACE (34X) 
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SPACE APPLICATIONS OF THE HEAT PIPE 
BY 
C. G. Fritz 
SUMMARY 
P = P3 2 
A heat pipe is a self-contained device that 
achieves very high ra tes  of heat transfer by means 
of two-phase fluid flow with capillary circulation. 
The need for high ra tes  of cooling in nuclear 
reactors and special thermal control applications 
on space vehicles provided much of the impetus for  distance 
the current heat pipe development activities. 
The primary interest in the heat pipe within the 
Astronautics Laboratory, Science and Engineering 
Directorate, George C. Marshall Space Flight 
Center (MSFC) is centered around thermal control 
applications in space vehicles. The heat pipe tech- 
nology effort presently underway has a s  i t s  principal 
objective the collection of design data for optimiza- 
tion of wick and pipe geometry. 
This paper covers some analytical and experi- 
mental results obtained inhouse, a s  well a s  efforts 
both inhouse and on contract, for  developing heat 
transfer techniques for space vehicle applications. 
I NTRO DUCT I ON 
A heat pipe is a closed system for  transferring 
large quantities of thermal energy almost isother- 
mally between a heat source and a heat sink. I t  
functions a s  a two-phase device, and i ts  operation 
is based on the transport of energy a s  latent heat 
of a vapor from the hot region (evaporator) to the 
cold region (condenser). In operation, a liquid is 
vaporized in the hot region and the vapor flows to 
the cold region where i t  condenses. The condensate 
then returns to the evaporator through a wicking 
material under the action of capillary force (Fig. 1). 
This last  feature, the return of the condensate by 
capillary action distinguishes the heat pipe from an 
ordinary refluxing boiler, and therein lies i t s  
potential. Since the system does not rely on gravity 
for i t s  operation, i t  is suitable for space 
applications. 
capillary radius 
'ch 
capillary radius 
FIGURE i. HEAT PIPE OPERATIONAL 
SCHEMATIC 
Theoretically, the heat pipe is unlimited in i ts  
geometry, and i ts  application will be limited only 
by engineering, fabrication, and material consid- 
erations. However, for  the purposes of this dis- 
cussion, a particular geometry will be considered. 
The performance of a heat pipe is strongly depend- 
ent upon geometry, and by choosing one prudently, 
the equations describing the system can be greatly 
simplified without losing sight of the principles 
involved. 
Consider a heat pipe in the form of a long 
cylinder connecting a heat source to a heat sink. 
The heat pipe is adiabatic with respect to i ts  
environment except a t  the source and the sink. 
The capillary wick is an annulus lying against the 
inner wall of the cylinder. Thus, the vapor flows 
through the central core of the pipe and the conden- 
sate returns through the annular wick. 
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OPERATION OF A HEAT P I P E  
For  the systems described, there a r e  essentially 
six transfer processes operating simultaneously: 
1. Heat is transferred from the heat source 
through the pipe wall and the saturated wick to the 
liquid-vapor interface. 
2. The liquid is vaporized a t  the interface 
-(wick surface). 
3.  The vapor flows from the evaporator to the 
condenser. 
4. The vapor condenses a t  the wick surface 
(vapor-liquid interface). 
5. Heat is transferred from the vapor-liquid 
interface through the saturated wick and pipe wall 
to the heat sink. 
6. The condensate flows from the condenser to 
the evaporator through the wick by capillary action. 
For  now, i t  will suffice to say that processes 1 
through 5 can be considered a s  ser ies  resistance. 
These resistances must be overcome by a tempera- 
ture gradient. The five processes will, the ref ore, 
determine the relationship between temperature 
differences and heat flow, which is often expressed 
in terms of an equivalent, o r  effectiveness, or 
"pseudo thermal conductance, of a heat pipe. 
The sixth process, capillary flow in the wick, 
is not temperature-related, but when the heat rate and 
the resulting evaporation and condensation ra tes  
exceed the capability of the wick, operation of the 
heat pipe stops. The wick will  dry out a t  the 
evaporator and this can be considered a burned-out 
condition. The performance of the wick is a limiting 
factor for the maximum amount of heat that can be 
transported by a heat pipe. 
The other mass transfer processes taking place 
in the vent pipe, that i s ,  the flow of the vapor from the 
evaporator to the condenser end, is not limiting for  
most geometries, because the vapor flow passage is 
usually large and the pressure  drop is low. 
Another limitation of the heat pipe i s  the critical 
temperature of the working fluid. Operation of the 
heat pipe depends upon the heat of vaporization and 
condensation. As this heat becomes zero a t  the 
critical point, heat pipe functions will stop, Per-  
formance of a heat pipe will show a significant 
reduction a s  the critical temperature is approached 
because of a reduction in heat of vaporization. Heat 
pipe operation must take place well below the critical 
point. The working fluids must be selected for  the 
temperature range of heat pipe operations. 
There is another limiting condition of the heat 
pipe. The evaporation of the working fluid a t  the 
warm end of the heat pipe will normally occur a t  
the liquid-vapor interface of the f ree  surface of the 
wick. Because heat is supplied from the outside of 
the heat pipe, there must be a temperature gradient 
across the thickness of the wick, and the tempera- 
ture of the wick next to the tube wall will be higher 
than the temperature a t  the free surface. The liquid 
working fluid retained in the wick a t  the tube wall 
must, therefore, be either superheated, or  it must 
be assumed that the pressure a t  the tube wall is 
higher than the pressure  a t  the free vapor-liquid 
interface. The latter is probably true most of the 
time. I t  is a result  of the capillary pressure in the 
wick. 
This pressure  difference is quite small. At 
high flow rates ,  nucleate boiling could occur a t  the 
wall. The vapor formed would then drive the liquid 
out of the capillaries of the wick. The heat pipe 
operation will fail o r  burn out. To prevent this 
form of failure, the temperature gradient across  the 
wick should be a s  small a s  possible. 
ANALYS I S  OF THE HEAT P I PE 
The heat pipe consists of communicating con- 
duits of vapor and liquid, and these conduits a r e  
designed to continuously recirculate a boiling and 
condensing fluid between a heat source and a heat 
sink. Figure I shows a schematic of a typical con- 
figuration. As can be seen, a capillary force is 
used to maintain the liquid phase in contact with both 
the heat source and the heat sink. 
GOVERNING EQUATIONS FOR THE DEVICE 
IN STEADY-STATE OPERATION 
Conservation of Energy. 
C. G. F R I T Z  
neglecting the effect of capillary force on the latent 
heat of vaporization, where 
R = radius of the vapor tube. 
For a simple expression of heat pipe characteristics, 
i t  is assumed that 
Q = heat transfer ra te  a t  either end 
N = number of capillaries 
= mass flow rate  per  capillary 
hf 
= latent heat of vaporization of liquid a t  
g constant pressure 
Force Equilibrium. 
For  the liquid, 
for the capillary meniscuses, 
and 
2 a cos e . P, - P, = 
r , 
CC 
for  the vapor, 
where v  and v  a re  the kinematic viscosities of f g 
the liquid and the vapor, and 
L = length of the 'heat pipe 
r = radius of the capillary tube 
C 
r = meniscus radius a t  the evaporator 
ch 
r = meniscus radius a t  the evaporator 
CC 
u = surface tension of the liquid 
p2 = p3, i . e . ,  r = m and cos 0 = i. 
CC 
By substituting equation ( i )  into equation (5) ,  
a h  R ~ A P  f 
-, where A P  = Pi  - P, . 
Q =  8 v L  
g 
(6) 
An approximately equivalent thermal conductivity 
of the heat pipe can be calculated by assunling that 
the heat pipe cross  section is equal to the cross  
section of the vapor conduit, or 
k =A M Q L 
e AAT TR'AT 
where A T  = Ti - T2. 
By substituting equation (6) into equation (7),  
a P 
e 
sa t  
which means that to obtain high-equivalent thermal 
conductivities, fluids of large h require low f 
g 
vapor-phase kinematic viscosity and large changes 
in saturation pressure a s  a function of change in 
saturation temperature. Also notice that the 
advantages of the heat pipe increase with the square 
of the radius; in a f i rs t  approximation these advan- 
tages a r e  not a function of length o r  capillary con- 
figuration. However, the maximum heat flux that 
can be handled by the heat pipe is a definite function 
of the parameters shown in equations (6),  (7 ) ,  and 
(8).  Adding equations ( 2 ) ,  ( 3 ) ,  and (5) and 
assuming that 
P, = P3 and cos 0 = i 
C. G.  F R I T Z  
gives EX PER I MENTAL 
Since the minimum value that r can have is r 
ch C' 
the maximum heat transfer that can be handled by 
the heat pipe is 
which shows that the upper limit of heat transfer is 
proportional to the surface tension of the liquid and 
to the heat of vaporization and is inversely propor- 
tional to the length and to a rather conlplex function 
of r 
c '  Vf' Vg and R. It is clear,  however, that 
Qmax is increasing the number of capillaries and 
the radius, R, of the heat pipe. 
h 
f igure of Mer i t  = fgt 
L - length 
T - temperature 
P - radius 
k - thermal  condcctiS:ity 
q - heat t ransfer 
Today's state-of-the-art of a heat pipe i s ,  a t  
best, only approximate when compared with analyti- 
cal data. The equations for  a heat pipe assume 
equilibriunl conditions and a r e  optinzized for  higher 
limits of operation. Figure 2 shows two equations 
that point out some of the more pertinent parameters 
encountered. The figure of merit  (FOM) is directly 
proportional to latent heat of vaporization and 
density of the liquid; inversely proportional to kine- 
matic viscosity; and is a function of temperature only. 
Thus, the FOM should be used a s  a basis for show- 
ing the relative lnerits of one fluid versus another, 
a s  shown in Figure 3.  
The next equation shows the heat transferred 
and some other inlportant heat pipe parameters 
such a s  wick thickness, driving potential for  the 
vapor, and a therinal transformer 'elationship. 
Because boiling and condensing processes a r e  
essentially independent, either process nlay be 
taken over a larger  a rea  with a low heat flux, or 
over a small a rea  with a high heat flux. 
The concern a t  MSFC is two-fold, to develop 
analytical capability for accurately predicting heat 
where h - latent heat of vaporization fg 
CT - surface tension 
V - kinematic viscosity 
subscripts: 
t - temperature 
subscripts: c - condenser 
e - evaporator 
s - surface of heat pipe 
i - inside of heat pipe 
FIGURE 2 .  EQUATIONS FOR A HEAT PIPE 
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TEMPERATURE ( O K )  
FIGURE 3. COMPARISON OF FLUIDS 
FOR A HEAT PIPE 
pipe design and to determine heat pipe operational 
characteristics. At present this state-of-the-art i s  
poor, and under transient conditions i s  impossible. 
As an interim, an experinlental program is being 
conducted to obtain pertinent data for heat pipe 
design. A few of the parameters being investigated 
a r e  L/D ratios, wick thickness, and stabilization 
times for a heat pipe operation. 
conductivity of the heat pipes a t  each temperature 
was determined by interpolating between the results 
calculated for  solid rods from the computer program 
and coillparing these values with the heat input in the 
experiments. The results a re  shown in Figure 4. 
367 395 423 451 
TEMPERATURE PK) 
FIGURE 4. THERMAL CONDUCTIVITY VERSUS 
TEMPERATURE (Heat pipe a s  a radiating fin) 
The data shown in Figure 4 indicate that the 
thermal conductivity is dependent on the wick thick- 
ness. To show the range of r /r in the experi- 
v 0 
ments, curves were drawn for  three different 
r /r I s .  The r Jr ratios chosen were approxi- 
v 0 0 
mately 0. 8, 0. 9, and 0.97. 
TEMPERATURE PROFILE OF A HEAT PIPE 
AND A SOLID ROD OF COMPARABLE SIZE 
THERMAL CONDUCTIVITY VERSUS To conlpare the change in temperature caused 
TEMPERATURE by a heat pipe occupying a portion of a solid rod and 
a solid rod of conlparable size,  a test case for a 
The thermal conductivity of a stainless steel heat pipe and a run for  a solid rod from the computer 
rod, a s  shown by the dotted line in Figure 4, was program were chosen. The computer data were 
taken from page 22 of Reference i. The thermal obtained by using a solid rod the same size a s  the 
I .  Figures 4, 5, and 6 a r e  taken from a Doctoral Dissertation, "An Experimental and Analytical 
-
Study of Water Heat Pipes for Moderate Temperature Ranges" by Billy Grant McKinney, University 
of Alabama, 1969 
2. Price ,  J. W. : A Computer Program for  Finding the Nonlinear Heat Transfer and Temperature 
Distribution through a Constant Cross-Sectional Area Fin. Report No IN-P&VE-P-68-9, MSFC, 
Huntsville, Alabama, September 1968. 
heat pipe and having a thermal conductivity of 
10 B t ~ / h r - f t - ~ R .  For the computer run, the base 
and surrounding temperature were assumed to be 
the same a s  the operating temperature of the heat 
pipe and the temperature of the inside of the vacuum 
chamber. The test case chosen was test No. 4b, and 
the temperatures, a s  shown in Figure 5, were taken 
f rom the experimental data. 
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FIGURE 5. COMPARISON OF A HEAT PIPE 
AND A SOLID ROD 
By observing Figure 5, i t  was apparent that by 
making a fin a heat pipe, the temperature a t  the end 
farthest from the source more nearly approaches 
the base temperature than if the fin was a solid rod 
of comparable material. Test  No. 4b shows that a 
heat pipe will ra ise  the temperature of this end 
approximately 298. 1 5 O  K above the temperature of 
the end of a solid rod. 
LENGTH-TO-DIAMETER RATIO VERSUS HEAT 
INPUTS FOR HEAT PIPES AS,RADIATING FINS 
For  heat pipes, L/D ratios have been discussed 
in previous investigations. The data for making a 
comparison of L/D ratios were unavailable. In 
this investigation, four heat pipes having constant 
wick thicknesses, but with different L/D ratios, 
were employed. The L/D ratios fell in the range of 
4 to 24. To compare L/D ratios, the heat inputs 
through the containing cylinder were not considered. 
To arrive a t  the heat inputs, interpolations were 
made of the results shown in Table I. These results 
a re  plotted in Figure 6. 
As the L/D ratio became small, the heat input 
varied approximately a s  the radius of the vapor 
space. This was especially true when going from 
an L/D of 4 to 8. In this range, a s  the heat input 
doubled, the radius of the vapor space approximately 
doubled. For  values of L/D larger  than 8, this 
TABLE I. SUMMARY OF EXPERLMENTAL HEAT INPUTS AND LOSSES FOR HEAT PIPES 
AS RADIATING FINS 
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HEAT PIPE APPLICATION 
FIGURE 6. HEAT INPUT VERSUS L/D (Heat 
pipe a s  a radiating fin) 
relation did not hold, because the variation in the 
heat input was l e ss  than the variation in the radius 
of the vapor space. Also observe that the high L/D 
ratio heat pipes could arrive a t  operating tempera- 
ture a t  much lower heat input. 
Figure 7 gives an indication of stabilization time 
for  a heat pipe. Note that all the data were for  a 
thick-walled heat pipe run vertically. The large 
mass caused the long time interval. But neverthe- 
less ,  this points up a fact overlooked by many, that 
heat pipes a r e  also a function of time to reach 
equilibrium. 
DISTANCE (cm) 
FIGURE 7. TEMPERATURE VARkATION 
WITH TIME 
Figure 8 shows the application of a heat pipe to 
the temperature equalization of a mirror  of a space 
telescope. Where very close temperature equaliza- 
tion is required, special provisions can be made to 
reduce all  se r i es  resistances to a minimum and make 
the shell and wick of the heat pipe of materials 
having a high thermal conductivity. A very thin felt 
o r  sintered copper o r  silver can be used. It is 
reasonable to assume that, for a heat pipe of this 
type, minimization of the temperature gradient 
will not require very high heat flow rates. This 
will permit the use of very thin wicks. 
Support Against Collapsing 
FIGURE 8. TEMPERATURE EQUALIZATION 
OF AN OPTICAL MIRROR 
However, should a situation occur where both 
temperature equalization and heat flow rate become 
important, some type of compromise will have to be 
found. The performance of the wick to induce 
capillary flow is a limiting factor for maximum heat 
flow. Flow performance i s ,  of course, a function 
of cross  section, and the cross  section of a very 
.thin wick will be small. Where high heat flow rates  
a re  required, a very thin wick will not be satisfactory. 
On the otner hand, if the thickness of the wick is 
increased, the conductive resistance to heat flow is 
also increased. The use of capillary structures of 
a high thermal conductivity metal is somewhat 
limited, because the structure is only 20 to 40 percent 
metal and 60 to 80 percent pores filled with liquid. 
Therefore, i t  would be beneficial to use a liquid of 
high thermal conductivity. The only liquids that can 
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be considered good thermal conductors a re  the liquid 
metals, which a re  fine heat pipe working fluids, but 
for many applications their solidification point is too 
high. For  lower temperatures, water, ammonia, and 
alcohols a re  the potential working fluids. Other ways 
must be found to compromise between the desire for 
very thin, high thermal conductivity, wick material 
and high capillary flow rate. A way to accomplish this 
may be to use feeder wicks to supply relatively small 
areas  of the thin wick layer with adequate liquid. 
This can be accomplished only a t  the cost of reduced 
temperature equalization, because wherever the 
feeder wick contacts the thin wick layer, there will 
not be a f ree  liquid-vapor interface. A hot o r  cold 
spot will develop. In an actual application, trade- 
offs will be made between the temperature equalization 
requirement and the heat flow rate. 
Depending upon the vapor pressure of the work- 
ing fluid and operating temperature, the internal 
pressure in the heat pipe cavity will be lower, 
possibly very much lower, than 10 ~ / c m ~  (1 atm) . 
For  structural reasons, low operating pressure is ,  
of course, desirable for  opekation in space. To 
prevent collapsing of the cavity during prelaunch 
conditions, small support studs can be used (as  
shown on the left side of Fig. 8) . These studs would 
be attached only to the Ifrear" of the mirror ' s  heat 
pipe cavity. The "rearff  side of the cavity could be 
designed to deflect enough under exposure to external 
vacuum a s  a result  of internal pressure,  and to lift 
the support studs away from the wick surface on the 
back of the mi r ro r  to permit evaporation o r  conden- 
sation. This will prevent any "hotIf o r  "coldw spots 
resulting from the use of the supporting studs. 
Figure 9 shows the application of a "heat pipe" 
to temperature equalization of a cryogenic storage 
tank in space. A double shell i s  used a s  a heat 
pipe. I t  will transfer the heat from the solar 
irradiated side to the side of the tank that is facing 
space. In combination with an insulation layer, 
this arrangement could reduce the heat input into the 
cryogenic tank. 
Other arrangements for  temperature equaliza- 
tion in a cryogenic storage tank a r e  conceivable. 
For example, a so r t  of spider of heat pipes could be 
located internally in the tank, connecting the warm 
side to the cold side. This will not be quite a s  
advantageous a s  the double shell heat pipe with 
insulation where the heat is essentially piped 
around the tank. 
An approach to the control of moisture conden- 
sation on the internal wall of a manned space cabin 
is achieved by using a device which isn't a true heat 
pipe, but i t  is similar to a heat pipe. Figure 10 
shows schematically a space cabin, which may be a 
cylinder. Atmospheric moisture will condense on 
the side away from the sun, unless adequate insu- 
lation and heat input in the inner wall surface 
maintains the surface above the cabin dew point. 
Suppose the wall is lined with a capillary material 
that will transfer condensed moisture to the side of 
the spacecraft irradiated by the sun. The liquid will 
then evaporate and return to the cold side and 
condense. Since this space cabin has an atmosphere 
of noncondensible gas, i t  cannot be said that the 
cabin is a heat pipe in the true sense. The amount 
of heat transported will be quite small ,  but 
Radiant Heat  
Reiection 
insulation ---/ W ick 
FIGURE 9. TEMPERATURE EQUALIZATION BY A HEAT PIPE DEVICE 
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Reevaporafion of 
Condensed Moisture 
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FIGURE 10. A DEVICE (WICK) WHOSE ARRANGEMENT IS SIMILAR TO THE OPERATION 
OF A HEAT PIPE CAN PREVENT EXCESSIVE CONDENSATION ON THE COLD 
SIDE OF A SPACECRAFT CABIN 
eliminating the wet surface on the cold side of the 
cabin will also prevent the drying effect a cold 
surface will have on the atmosphere. The moisture 
condensing out on the cold side will be returned to 
the cabin atmosphere from the warm side. Of 
course, i t  will not make any difference a t  a given 
time which side of the spacecraft is the warm or  the 
cold side, just a s  i t  does not make any difference in 
a heat pipe which end o r  zone is warm o r  cold, 
The most obvious application of a heat pipe is 
simple transport of heat. In temperature control 
work, situations invariably ar ise  when heat is 
generated where i t  is not wanted, o r  heat is rejected 
when there i s  a need for  heat. In many systems, 
this has resulted in devices to transfer, or trans- 
port, heat from one place to another. The applica- 
tion of heat pipes for  this purpose is limited on 
Earth by the pumping of the wick relative to the 
weight of the working fluid, which must be pumped 
from the cold end to the warm end. Under zero 
gravity conditions, this limitation i s  removed. The 
limiting factors for  the capability of a capillary struc- 
ture to transfer liquid a re  then only the resistance to 
liquid flow and the vapor pressure difference between 
the two ends of the wick structure, which result  
from the vapor flow resistance in the heat pipe. 
An allowance for both of these factors can be made 
in design. While a given wick and working fluid 
combination has a certain maximum lifting capability 
on Earth, and this limit cannot be exceeded by 
making the cross  section of the wick larger ,  the 
cross  section of the wick and the vapor flow 
passage can be designed to match the capability 
of the wick to induce capillary flow. Therefore, 
the distance over which heat transfer by a heat pipe 
under zero gravity conditions is possible has no 
absolute limit. Heat can, for  example, be trans- 
ferred from a cold plate buried inside a spacecraft 
to a radiator (Fig. 11). 
An interesting application of a heat-pipe-type 
device for  heat diffusion is a combination of a heat 
pipe with a phase change material heat sink and 
radiator (Fig. 12).  The use of phase change 
materials to control temperature has been exten- 
sively studied under the sponsorship of MSFC. Its 
use is limited by the difficulties of heat diffusion 
through the melted layer of a fusible material (or 
in more general terms, through the layer of the 
higher enthalpy phase), which forms after heat 
addition, close to the heat source. The use of 
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Spaceiraf: 
FIGURE 11. HEAT PIPE THERMALLY 
CONNECTS THE COLD PLATE TO THE 
EXTERNAL SPACECRAFT SHELL 
fusible nlaterials also involves problen~s of volume 
change on melting and solidification. These prob- 
lems can be overcome by the use of very thin slabs 
of phase change material. The surface a rea  relative 
to volunle in a thin slab is large. The amount of 
expansion will be small and can be taken up by 
bulging, or floil-canning, of the flat container. 
Heat can enter the containers f rom both surfaces. 
Equipment , 
FIGURE 13. THERMAL CONDITIONING HEAT 
PIPE - SUBLIMATOR PANEL 
1. Self-contained - not dependent on external 
power o r  pumping to distribute vapor within the 
panel. Contains i t s  own water supply and control 
system. 
2. Geometry - 0.762 m by 0.762 m (30 in. by 
30 in. ) a s  used on IU cold plates in present IU. 
I--- Cold Plate 
Supports 
Wick 
Phase Change 
Material 
FIGURE 12. THERMAL RADIATOR 
In the present Saturn Instrument Unit (IU), 3. Material - stainless steel with sintered 
cold plates a r e  employed to remove heat from the porous nickel wicking material. 
instruments. In this application, the cold plates 
a re  heat pipes with a water sublimator a s  a cold 4. Fluid - water in panel. 
sink (Fig. 13) . The system has the following 
operating characteristics: 5. Capacity - ten watts/mounting boss with 
420 W maximum. Water supply of 5.21 kg (11.5 lb) . 
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This amount will provide 8 hours of cooling with a 
nlaximuln heat load of 1450 Btu/hr o r  60 hours of 
cooling for 50 W. 
Also in the process of being tested is the employ- 
ment of four small heat pipes to increase the tempera- 
ture distribution of a radiation fin (Figs. 14 and 15).  
This will give-an increased radiation fin efficiency 
and allow either slnaller fins for  the same heat 
loads o r  higher heat loads for  the same size fin. 
Purdue University, under MSFC sponsored 
research, is studying heat pipes of nlixed fluids. 
Here i t  is anticipated that fractioning of the mixture 
will take place when heat is added. The high vapor 
pressure fluid will evaporate first .  If the higher - Electronic Equipment 
vapor pressure fluid is selected (so  that a t  a certain 
temperature the critical temperature of the fluid is FIGURE 14. HEAT PIPE RADIATOR 
FIGURE 15. HEAT PIPE APPLICATION WITH INSTRUMENT WIRING 
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reached), i t  will act  in the heat pipe to give the same 
result a s  a noncondensible gas; i t  will be flushed to 
the cool end of the heat pipe and reduced. By proper 
selection of nlixed working fluids, i t  nlay be possible 
to develop a heat pipe that passively reduces heat flow 
when a certain temperature is reached. It is fasci- 
nating to speculate on the use of mixtures of three 
o r  more fluids with suitable critical temperatures that 
result in heat pipes which transfer larger or  smaller 
amounts of heat in steps as  a function of temperature. 
As they a re  presently used, many heat trans- 
port systems require the control of the rate of heat 
flow. A well-lmown and publicized technique for 
controlling the heat flow perforillance of a heat pipe 
is the introduction and removal of a noncondensible 
gas. For application to heat pipes using water a s  
a working fluid and operating a t  normal room tem- 
perature (as required in spacecraft environmental 
control applications and in applications for tempera- 
ture control of electronic equipment), this technique 
will not be satisfactory. Therefore, other means 
must be used to control one of the six processes 
taking place in a heat pipe. The simplest method 
would be to control the vapor flow and control the 
pressure in the heat pipe (Fig. 16).  In this heat 
pipe the wick passage i s  separated from the vapor 
passage, and a valve is put into the vapor flow 
passage. With this approach, when the vapor flow 
is shut off, heat flow must stop. Throttling of the 
valve will further permit temperature control, 
because by buildup of pressure on the warm side, 
evaporation will occur a t  higher temperatures, and 
the teinpemture difference between the warm and 
the cold side of the heat pipe will be increased. 
Control Valve 
Vapor 
Flow Tube 
out 
Condensing Chamber --/ 
iivaporating Chamber 
FIGURE 16. VARUBLE HEAT PIPE (Vapor 
Flow Control Concept) 
The practical application of heat pipes is 
dependent Lipon our ability to build,heat pipes of 
geometries required for the specific application. 
It must be possible to make the heat pipes round 
o r  flat, long o r  short, rigid o r  flexible, a s  the 
application requires. Heat pipes ( o r  heat-pipe- 
type devices) a re ,  however, closed vessels, and 
depending upon the vapor pressure of the worlung 
fluid, the operation temperature, and external 
pressure,  heat-pipe containers may be either pres- 
sure  vessels o r  vacuum vessels. In many applica- 
tions the containers nlay operate a s  vacuum vessels 
before launch, and when in orbit in the absence of 
an external pressure,  the containers become 
pressure vessels. Therefore, i t  is necessary to 
develop techniques that will prevent both collapsing 
and bursting of the containers under these con- 
ditions, regardless of the geometry of the containers. 
Furthermore, these techniques must permit the use 
of reasonable lightweight constructions, and the 
heat pipe shell should preferably have a high 
thermal conductivity. 
As previously mentioned, the operation of a 
heat pipe will stop when the temperature in the heat 
pipe reaches the critical temperature of the working 
fluid. Selection of a working fluid of suitable 
critical temperature would then result in a 
temperature-limiting device. As heat is trans- 
ferred by a heat pipe from a constant source of 
heat to a heat consumer, heat flow will stop when- 
ever temperature ot the heat-consuming device 
exceeds the critical temperature of the working 
fluid. When the temperature of the heat-consuming 
device falls below the critical temperature, the heat 
pipe will s tar t  up again, and heat flow will be 
restored. 
The most important a rea  of future research is 
the prevention of freeze-up of heat pipes and 
techniques for  restarting a heat pipe that has been 
frozen. I t  is unfortunate that good heat pipe work- 
ing fluids have a relatively high solidification point. 
This includes, of course, the liquid metals and also 
water, which is the best working fluid for the 
temperature range required for equipment cooling 
and human conlfort applications. A heat pipe that 
freezes will not readily s tar t  up again. The reason 
for  this i s  that when the cold end of a heat pipe 
goes below the freezing point of the working fluid, 
the working fluid in the wick will solidify. The 
vapor pressure a t  the cold end will drop, causing 
more evaporation of the working fluid a t  the warm 
end and flow of the vapor to the cold end where i t  
will condense and solidify. The terminal result of 
a freeze-up is that all the working fluid transfers 
to the cold end of the heat pipe, and the wick a t  the 
warm end is dried out. When heat addition a t  the 
warm end then increases, there is no working fluid 
present to evaporate and heat transfers to the cold 
end and melts the solid formed there. 
C. G. FRITZ 
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THERMAL &ONDUC%IVlW OF PARTICULATE BASALT AS A FUNCTION 
OIF DENSITY IN SIMUBATIED LUNAR AND MARTIAN ENVIRONMENTS 
James A. Fountain and Edward A. westi  
SUMMARY 1 NTRODUCT ION 
The thermal conductivity of a particulate basalt 
sample (37 to 62 microns in diameter) has been 
measured a s  a function of density in simulated lunar 
and Martian environments. The results a re  com- 
pared with literature data on thermal conductivity of 
solid basalt at atmospheric pressure. Samples with 
six densities ranging from 0.79 g/cm3 to i. 50 g/cm3 
were measured. The A and B coefficients for  the 
Watson equation, K = A + B T ~ ,  have been evaluated 
using a least-squares computer curve fit to the 
experimental data for each density. These coefficients 
a r e  useful in predicting temperatures a s  a function 
of depth below the surface for application in theoreti- 
cal models of the lunar surface. A separate effort 
was made to determine the maximum density obtain- 
able with this specific sample in order to draw 
qualitative conclusions concerning the ambiguous 
density value received from the Russian Luna 13 
in situ density experiment. 
L I ST OF SYMBOLS 
Symbol Definition 
K Thermal conductivity 
T Absolute teillperature 
A, B Constants 
P Density 
X Depth below lunar surface 
The Jones model and the Matveev model for the 
density-depth relationship in the lunar surface 
closely agree with presently available observational 
data [ I ] .  Assuming the density-depth relationship 
is known, and if the density-thermal conductivity 
relationship can be found, then a conductivity-depth 
function can be determined that may be used in 
theoretical temperature-prediction models. 
Accordingly, the authors initiated this laboratory 
measuring program which would yield the dependence 
of the thermal conductivity on the density of a 
particulate sample under simulated lunar conditions. 
For  comparison, a similar test series was also 
conducted on the sample under sinlulated Martian 
environmental conditions. 
THE LUNAR DENS ITY 
Figure i shows a plot of the Jones model for 
density of the lunar surface a s  a function of depth. 
The rectangular blocks show the observational data, 
both from ground based radiometry and the Surveyors. 
The solid curves a re  plots of the model calculated 
for various model parameters. The range of 
densities varies from 0.4 g/cn13 to 2.0 g/cn13. 
However, all of these densities a r e  not direct measure- 
ments but a re  inferred indirectly from other measure- 
ments. 
The results of a direct in situ nleasurement of the 
lunar density made by the Luna 13 Russian spacecraft 
is shown in Figure 2 (21. Its densimeter was a 
device in which gainma rays were irradiated into the 
1. The authors greatly appreciate the help and suggestions of Billy P. Jones and Edgar R. Miller 
-
throughout the course of this program. 
J A h f E S  A F O U i V T / i l N  A N D  E D W A R D  A. II'EST 
TAKEN FROM: DENSITY DEPTH MODEL FOR THE 
LUNAR OUTERMOST LAYER, BILLY P. JONES, 
JOURNAL OF GEOPHYSICAL RESEARCH, VOL 73, 
NO. 24, DECEMBER 15, 1968. 
DEPTH, X ,(em) 
FIGURE I. DENSITY VERSUS DEPTH IN THE LUNAR OUTERMOST LAYER AND OBSERVATIONAL DATA 
1 . 2  
surface. The scattered gamma rays  were then 
1 . 1  
detected, yielding an average density value for the 
f i rs t  15 c m  of depth. The disadvantage of this 
method i s  that the calibration curve is a parabola 
1 . 0  which, of course, will yield two possible values. 
The ascending leg of the parabola represents 
increased Compton scattering by electrons in the 
-, 0 . 9  volume a s  the density increases. At a density of 
Z 
Z -
about 1 . 3  g/cm3, multiple scattering begins to take 
place, the energy of the gamma rays  is decreased, 
C 
z 0 . 8  and the gamma rays  a re  absorbed in the medium. 
3 
SURFACE L A Y E R  by AUTWATIC STATION 'LUWA 13' Therefore, the problem ar ises  a s  to which of the L by A.A. WOROZOY e t  a ) .  (GODOARO SPACE FLIGHT g CENTER TRANSLATIOH) I6 WAY 1968. two values to choose. The value recorded by the 
a 0 . 7  probe a s  indicated on the ordinate scale is 0.96 
- 
which gives density values of 0.8 g/cm3 and 2.1 
g/cm3. Since these a re  average values, they 
0 . 6  roughly agree with the more indirectly obtained 
results shown in Figure 1. 
0 . 5  The Russian investigators discounted the 2 .1  
g/cm3 a s  being too high and accepted 0 .8  g/cm3 a s  
the average density of the upper 15 c m  of the lunar 
0 .  V 
0 0 . 6  1 . 2  1 . 8  2 V J 0 ! n 
surface. However, Scott [3]  has concluded that 
D E N S I T Y ( ~ ~ / ~ ~ ~  ) ". . .the lunar surface material to a depth of a few 
centimeters a t  the Surveyor I, Luna 13, Surveyor 
FIGURE 2. CALIBRATION GRAPH OF THE III, V, VI, and VII landing sites consists of 
RADIATION DENSIMETER - RUSSIAN LUNA 13  granular material whose density is in the range of 
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densities of terres t r ia l  soils; i. e. , 1.5 to 2.0 
g/cm3. I t  He also concludes that soils of extremely 
low densities exist only to a depth of I to 2 mm. 
These investigations provide confidence that 
the density values of 0.79 g/cm3 to 1.50 dcrn3,  
which were achieved in laboratory experiments by 
vibration settling, a re  near o r  within the postulated 
values for  the lunar surface. 
A qualitative experiment to determine the 
maximum density obtainable with the particulate 
sample was attempted. One hundred grams of the 
basalt powder were compressed in a powder-pellet 
press  under a pressure of 5.52 x l o 8  ~ / m ~  (8000 
psi) .  The nlaximum density obtainable was 1.77 
g/cm3. This, of course, was not done in a vacuum 
and is for  a very restricted particle size, s o  the 
results a r e  not directly comparable. However, 
since the density of solid basalt is about 2.4 g/cn13 
to 3.1  g/cm3, i t  does indicate that to obtain an 
average density of 2.1  g/cm3 for  the lunar surface, 
the volume contains some solid material. Other- 
wise, for a compacted particulate basalt, this 
value seems high. 
SAMPLE SELECTION 
Measurements from laboratory simulations [4]  
and f rom the Surveyor alpha scattering experiment 
[5 ,6]  have indicated that the lunar surface is 
composed of a rock which is similar to terrestrial  
basalt and to basaltic achondrites. Therefore, 
particulate basalt was chosen for our experiment. 
Particle size on the lunar surface probably ranges 
from a few microns up to pebbles and rubble. 
However, for  this f i r s t  test ser ies  i t  was decided 
that only the small  particle material in the upper 
few centimeters would be simulated. The best 
evidence available indicates a mean particle size 
range of I to 100 microns [1 ]  . Therefore, a 
sample sieved to a range of 37 to 62 microns in 
diameter was chosen. 
TEST PROCEDURE 
The sample was baked in a vacuum oven a t  a 
temperature of 525" K for five days to remove a s  
many impurities a s  possible. Then, while i t  was 
still hot, the sample was poured into a funnel with 
a piece of screen wire across  the bottom. A 
vibrator was used to vibrate the funnel, thus sifting 
the basalt particles into the sample chamber. The 
initial sifting was done a s  gently a s  possible to 
achieve the lowest density possible. The sample 
chamber shown in Figure 3 was filled to the top. 
Since the volunle of the chamber and the amount of 
the basalt powder were known, the bulk density 
was known. The lowest density achieved was 0.79 
g/cm3. The bell jar was then put into place, and 
the vacuum chamber was evacuated to I x ~ / m ~  
( I  x lo- '  torr) .  The hot oil bath was circulated 
through the coils in the sample chamber a t  360" K 
for 5 days while the ionization vacuum system 
pumped. The entire vacuum system was also baked 
during this time at  360" K. This procedure pro- 
duced an extremely clean, well-evacuated sample. 
With the vacuum stabilized, the test  ser ies  was 
initiated. The method of thermal conductivity 
illeasurement was the Differentiated Line Heat 
Source developed by   err ill^. Data were taken a t  
360" K ,  and the sample temperature was changed 
for  measurements throughout a s  much of the lunar 
temperature range a s  was achievable with the tem- 
perature control system. 
As soon a s  a sufficient number of thermal 
conductivity measurements were taken to make a 
good curve fit, the vacuum chamber pressure was 
increased to 7 mb (5.25 mm Hg) with carbon 
dioxide (COz), and the Martian environment measure- 
ments were conducted. 
Then the system was brought up to atmospheric 
pressure,  and the bell jar was removed. An 
additional amount of basalt was sifted into a mound 
on top of the sanlple. The sample chamber was 
vibrated until the level of the powder was again even 
with the top of the sample holder. This gave a new 
density, and the procedure was begun again. This 
procedure was repeated up to a density of 1.50 g/cm3. 
The maximum density attained was 1.61 g/cm3, which 
required 12 hours of sample vibration. However, 
thermal conductivity tests a r e  not yet available for  
this highest density. 
2. Dissertation a t  Brigham Young University, entitled "Thermal Conductivity Through an Evacuated 
rdealized Powder over the Temperature Range of 100 to 500° I<. " 
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FIGURE 3. SAMPLE HOLDER 
RES ULTS 
THERMAL CONDUCTIVITY DATA: LUNAR 
ENVIRONMENT 
Figure 4 is a plot of the results which yield the 
thermal conductivity of the sample versus teinperature 
and density under i x N / ~ I ~  (1 x lo-* torr)  
pressure to simulate the lunar environment. The 
solid curves represent a conlputer curve fit of the 
data to Watson's equation, K = A + B T ~ ,  for  the 
thermal conductivity of particulate media in a 
vacuun13. The thermal conductivity, K ,  i s  a function 
of a constant conductive term, A, plus a cubic 
temperature term, B T ~ ,  which represents the 
radiative transfer in the sample. Curves A, B, C, 
and E show the excellent agreement between the 
data and the theoretical curve. Curves D and F 
did not fit a s  well a s  the others. The conlputer 
curve fit program yields the A and B coefficients 
which a r e  given in Table I. These coefficients can 
be used to calculate thermal conductivities into 
temperature ranges which could not be achieved 
experimentally. The dotted portions of the curves 
show the extrapolations to the computed points a t  
temperatures of i l O O  K and up to 390" K. 
Figure 4 shows a generally increasing thermal 
conductivity with increasing density but with one 
exception. Curve C, which is of a higher density 
3. Thesis for the Califorilia Institute of Technology, entitled "The Thermal Conductivity Measurements of 
- 
Selected Silicate Powders in Vacuum from i50° - 350" K. 
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parameter. These curves were obtained by a 
further calculation and extrapolation of the thernlal 
conductivity versus temperature curves in Figure 4 
down to temperatures of 50" K and up to 450" K. 
Then conductivity values were read for  specific 
temperatures fro111 each density curve at 50° K 
intervals, and the resulting functions were plotted 
in Figure 5. Thermal conductivity is shown to 
change by a s  much a s  a factor of three over this 
limited density range. The nonmonotonic portion 
of each curve is caused by the one anomalous case 
mentioned above (curve C, Fig. 4 ) .  
FIGURE 4. THERMAL CONDUCTIVITY OF 
PARTICULATE BASALT AS A FUNCTION 
OF TEMPERATURE AND DENSITY 
TABLE I. A AND B COEFFICIENTS FROM 
COMPUTER CURVE FIT PROGRAM 
0.8 0.9 0 1 . 1  1 .2  1 3 1.5 
DENSITY (gr rm) 
than curve B, shows a slightly lower thermal con- 
ductivity. To verify the validity of this anomaly 
would require that this portion of the measurements 
be repeated, and this has not been done. Since i t  
occurs in a region in which the thermal conductivity 
dependence is not a strong function of density, i t  does 
not pose any particular problem, but i t  does possibly 
provide an interesting point for theoretical 
consideration. 
The thermal conductivity-density relationship 
is shown in Figure 5 with temperature a s  the 
FIGURE 5. THERMAL CONDUCTIVITY OF 
PARTICULATE BASALT AS A FUNCTION 
OF DENSITY AND TEMPERATURE 
The thermal conductivity-density curve for the 
300" K case in Figure 5 is shown in Figure 6 along 
with literature data on thernlal conductivity of some 
solid basalts. Even though this figure compares 
data taken in two pressure regimes, the comparison 
is valid because thermal conductivity of a solid is 
not a function of pressure. 
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FIGURE 6. THERMAL CONDUCTIVITY OF 
BASALT AS A FUNCTION OF DENSITY 
No attempt is made to interpolate a curve 
between these sets of data because the effect on 
thermal conductivity that occurs when separate 
particles a re  fused into a solid is not known, 
However, the figure is useful for showing the four 
orders of magnitude change that exist between the 
two cases and the trend of the increasingly com- 
pacted powder toward the solid. 
THERMAL CONDUCTIVITY DATA: MARTIAN 
ENVIRONMENT 
Observational data have shown that the Martian 
atmosphere consists primarily of carbon dioxide 
a t  a pressure of about 7 mb (5.25 mm Hg) [ 7 ] .  
The temperature range has been shown to vary from 
about 200" K to 300" K [8 ,9] .  Between each change 
in density in the lunar environmental tests, the 
pressure was raised to 7 nib (5.25 mm Hg) with 
COz and thermal conductivity tests were conducted 
over the Martian temperature range. The results,  
a s  shown in Figure 7 ,  show only a slight dependence 
on temperature and density under these conditions. 
Evidently the interstitial C02 tends to negate the 
effects of temperature and density in the range of the 
experiments. 
TEMPERATURE (OK) 
FIGURE 7 .  THERMAL CONDUCTIVITY OF PARTICULATE BASALT IN A SIMULATED MARTIAN 
ENVIRONMENT AS A FUNCTION OF TEMPERATURE AND DENSITY 
COMPARISON OF LUNAR AND MARTIAN DATA 
A summary of the thermal conductivity data in 
the three pressure  regimes is presented in Figure 8 
on semi-logarithmic paper for comparison pur- 
poses. The literature data for solid basalt a t  room 
temperature and atmospheric pressure [ lo]  a re  
shown a s  circled dots. The Martian data from 
Figure 7 a r e  represented here  by lines drawn 
through the points. The solid lines through the 
lunar data from Figure 4 a r e  also shown. This 
graph clearly shows the vast difference in thermal 
conductivity when a solid i s  reduced to a particulate 
material and is measured under different simulated 
extraterrestrial  environments. 
I I I 
B" 
SOLIO BASALT (ATI~OSPHLRIC PRESSURE) - 
W e c h r l e r  and Stman. ( R e f . 1 0 .  1966 ) 0 
x 1 0 - ~  I I I I I , I 
DEHSITIES: I 1 
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FIGURE 8. THERMAL CONDUCTIVITY 
OF BASALT 
The effects of sample density between the lunar 
and Martian environments a re  also evident in this 
JAMES A. FOUNTAIN AND EDWARD A .  WEST 
figure. In the Martian tests, the lack of density 
effect is not surprising because the principal mode 
of heat transfer is the gaseous convection and 
conduction of the C02. The conductive and radiative 
heat transfer between particles is overshadowed, 
and therefore, density effects a re  slight. 
CONCLUS l ONS 
1. It has been shown that the thermal con- 
ductivity of particulate basalt varies with density 
over the range which simulates the apparent lunar 
surface density, and the amount of that variation 
has been established. With these data i t  will now be 
possible to refine lunar temperature calculations 
using density models that a re  depth dependent and 
conductivity models that a r e  both depth and tempera- 
ture dependent. These models will supersede the 
present homogeneous models, quasi-homogeneous 
(two layer) models, o r  models in which conductivity 
is only temperature dependent. 
2. The data presented here will also be useful 
in providing more insight into the question of the 
contribution of the conductive and radiative t e rms  
to the effective conductivity as discussed by Jones 
[ 111 , since the increase in density affects the two 
terms differently. As can be seen in Table I, A 
increases by a factor of 3 over the density range, 
while B (which also means BP) increases by a 
factor of 2. 
3. On the basis of the qualitative I1powder 
pressH data, i t  is suggested that the 2 .1  g/cm3 
density, a s  recorded by the Luna 13 probe, i s  too 
high for  a volume of particulate material only and 
is probably a volume of particulate material with 
some solid material. 
4. Based on a basalt type sample, the magni- 
tude of thermal conductivity expected on the Martian 
surface has been established. I t  has been demon- 
strated that the effects of density and temperature 
will not be a s  significant in thermal analyses of the 
Martian surface a s  they a r e  in lunar surface studies. 
J A M E S  A. FOUNTAlN A N D  EDWARD A. W E S T  
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UNITS OF MEASURE 
In a prepared statement presented on August 5, 1965, to the 
U, S. House s f  Representatives Science and Astronautics Committee 
(chaired by George P. Miller of California) , the position of the 
National Aeronautics and Space Administration on Units of Measure 
was stated by Dr. Alfred J. Eggers, Deputy Associate Administrator, 
Office of Advanced Research and Technology: 
"In January of this year NASA directed that the international 
system of units should be considered the preferred system of units, 
and should be employed by the research centers as  the primary 
system in all reports and publications of a technical nature, except 
where such use would reduce the usefulness of the report to the 
primary recipients, During the conversion period the use of cus- 
tomary units in parentheses following the SI units is  permissible, 
but the parenthe tical usage of conventional units will be discontinued 
a s  soon a s  i t  is judged that the normal users of the reports would 
not be particularly inconvenienced by the exclusive use of SI units. " 
The International System of Units (SI Units) has been adopted 
by the U. S, National Bureau of Standards ( see NBS Technical News 
Bulletin, Vol. 48, No. 4, April 1964). 
The International System of Units i s  defined in NASA SP-7012, 
"The International System of Units, Physical Constants, and 
Conversion Factors,lf which is available from the U. S. Government 
Printing Office, Washington, D. C. 20402. 
SI Units a r e  used preferentially in this series of research re- 
ports in accordance with NASA policy and following the practice of 
the National Bureau of Standards. 
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