For natural numbers d and t there exists a positive C such that if F is a family of n C semi-algebraic sets in R d of description complexity at most t, then there is a subset F of F of size n such that either every pair of elements in F intersect or the elements of F are pairwise disjoint. This result, which also holds if the intersection relation is replaced by any semi-algebraic relation of bounded description complexity, was proved by Alon, Pach, Pinchasi, Radoičić, and Sharir and improves on a bound of 4 n for the family F which follows from a straightforward application of Ramsey's theorem.
INTRODUCTION
Background and motivation. The classical Ramsey number R(n) is the least integer N such that every redblue coloring of the edges of the complete graph K N on N vertices contains a monochromatic complete subgraph K n on n vertices. Ramsey's theorem [24] , in its simplest form, states that R(n) exists for every n. Seminal results of Erdős [13] and Erdős and Szekeres [16] imply that 2 n/2 < R(n) < 2 2n for every integer n > 2. Despite much attention over the last 65 years (see, e.g., [8] ), the constant factors in the exponents have not been improved.
Although already for graph Ramsey numbers there are significant gaps between the lower and upper bounds, our knowledge of hypergraph Ramsey numbers is even weaker. The Ramsey number R k (n) is the minimum N such that every red-blue coloring of all unordered k-tuples of an Nelement set contains a monochromatic subset of size n, where a set is called monochromatic if all its k-tuples have the same color. Erdős, Hajnal, and Rado [14, 15] showed that there are positive constants c and c such that 2 cn 2 < R3(n) < 2 2 c n .
They also conjectured that R 3(n) > 2 2 cn for some constant c > 0 and Erdős offered a $500 reward for a proof. For k ≥ 4, there is also a difference of one exponential between the known upper and lower bounds for R k (n), namely,
where the tower function twr k (x) is defined by twr1(x) = x and twr i+1 = 2 twr i (x) .
The study of R 3(n) is particularly important for our understanding of hypergraph Ramsey numbers. Given any lower bound on R k (n) for k ≥ 3, an ingenious construction of Erdős and Hajnal, called the stepping-up lemma (see [9, 10, 19] ), allows us to give a lower bound on R k+1 (n) which is exponentially larger than the one on R k (n). In the other direction, Erdős and Rado [15] came up with a technique that gives an upper bound on R k+1 (n) which is exponential in a power of R k (n). Therefore, closing the gap between the upper and lower bounds for R 3(n) would also close the gap between the upper and lower bounds for R k (n) for all k. There is some evidence that the growth rate of R 3(n) is indeed double exponential: Erdős and Hajnal (see [9, 19] ) constructed a 4-coloring of the triples of the set [2 2 cn ] = {1, 2, ..., 2 2 cn } which does not contain a monochromatic subset of size n. This result is best possible up to the value of the constant c.
Ramsey numbers were first used by Erdős and Szekeres to give a bound on a beautiful geometric question that became known as the happy ending problem: what is the smallest integer ES(n) such that any set of ES(n) points in the plane in general position contains n elements in convex position, that is, n points that form the vertex set of a convex polygon? An argument due to Tarsi shows that
Indeed, let P = {p1, ..., pN } be an ordered set of N = R 3(n) points in the plane in general position. Color a triple (p i, pj, p k ) red if pi, pj, p k appear in clockwise order along the boundary of their convex hull and color it blue otherwise. By the choice of N , there exists a subset S ⊂ P of size n that is monochromatic. It is easy to see that this monochromatic subset S must be in convex position. However, since the coloring on the triples of P is defined "algebraically", one might expect that this bound is not tight. Indeed, a much stronger bound on ES(n) was obtained by Erdős and Szekeres [16] : they showed that ES(n) ≤ 2 2n . The main result of the present paper is an exponential improvement on the upper bound for hypergraph Ramsey numbers for colorings defined algebraically (a precise definition is given below). In particular, this shows that Tarsi's argument for the happy ending problem discussed above naturally results in an exponential bound. We also give a construction which implies an almost matching lower bound. The proofs of these results for k-uniform hypergraphs are based on adaptations of the Erdős-Rado upper bound technique and the Erdős-Hajnal stepping-up method. The key step, when reducing the problem from (k + 1)-uniform hypergraphs to k-uniform ones, is to ensure that the algebraic properties of the underlying relations may be preserved.
Ramsey numbers for semi-algebraic relations. A set
and a Boolean formula Φ(X1, X2, ..., Xt), where X1, ..., Xt are variables attaining values "true" or "false", such that
We say that a semi-algebraic set has description complexity at most t if d ≤ t, the number of inequalities is at most t, and each polynomial f i has degree at most t.
Let F = {A 1, ..., AN } be an ordered family of semi-algebraic sets in R d such that each set has bounded description complexity. We denote F k to be the set of all ordered k-tuples (A i 1 , ..., Ai k ) such that i1 < · · · < i k . Now let E ⊂ F k be a relation on F . Typical examples of a relation E would be k-tuples having a non-empty intersection, or having a hyperplane transversal, or having a clockwise orientation, etc. (see [2, 4] ). Since many of these relations can be described as a Boolean combination of a constant number of variables, we will assume that E is semi-algebraic in the following sense. There exists a constant q depending only on the description complexity so that each set A i ∈ F can be represented by a point A * i in R q . Then the relation E is semi-algebraic with complexity at most t if there exists a semi-algebraic set E * ⊂ R qk with description complexity t, where
for some polynomials f1, ..., ft of degree at most t and Boolean expression Φ and, for i 1 < · · · < i k , we have
To simplify the presentation, we will always treat our semi-algebraic sets A 1, ..., AN as points p1, ..., pN in a higherdimensional space. Moreover, we will only consider ordered point sets P = {p 1, ..., pN } in R d with a semi-algebraic relation E ⊂ P k . Note that the same results hold for symmetric relations on unordered point sets, as the ordering plays no role in this case.
We say that
We denote by hom(P, E) the size of the largest homogeneous subfamily of P . Let R d,t k (n) be the minimum integer N such that every ordered N -element point set P in R d equipped with a k-ary semi-algebraic relation E ⊂ P k which has complexity at most t satisfies hom(P, E) ≥ n. Our first result shows that R d,t k (n) may be bounded above by an exponential tower of height k − 1.
, where c1 is a constant that depends only on d, k, and t.
We note that the k = 2 case of this result, which will prove crucial for our induction, is due to Alon, Pach, Pinchasi, Radoičić, and Sharir [2] .
Adapting the stepping up approach of Erdős and Hajnal, we may also show that, for every k and every sufficiently large d and t, the function R d,t k (n) does indeed grow as a (k − 1)-fold exponential tower in n.
, where c2 is a positive constant that depends only on k.
Notice that in our proof we find it necessary to make d large in terms of k.
Applications. Over the past few decades, Ramsey numbers have been applied extensively to give upper bounds on homogeneity problems arising in geometry. For many of these applications, the relations can be defined algebraically and one can obtain an exponential improvement on the bound by using Theorem 1. Here we will present two such applications.
Order types. Consider an ordered set P = {p 1, p2, ..., pN } of N points in R d in general position, that is, no d + 1 members lie on a common hyperplane. For a (d + 1)-tuple
be the (d + 1) × (d + 1) matrix with vectors (1, pi j ), i.e., 1 followed by the vector of the d coordinates of p i j , as the columns for 1 ≤ j ≤ d + 1 and let det(M ) denote the determinant of the matrix M . We say that (p i 1 , ..., pi d+1 ) has a positive orientation if det(M ) > 0, and we say that (p i 1 , ..., pi d+1 ) has a negative orientation if det(M ) < 0. Notice that since P is in general position det(M ) = 0.
Eliáš and Matoušek [12] defined OT d (n) to be the smallest integer N such that any set of N points in general position in R d contains n members such that every (d + 1)-tuple has the same orientation. It was pointed out in [12] that OT 1(n) = (n − 1) 2 + 1, OT2(n) = 2 Θ(n) , and, for d ≥ 3, the bound OT d (n) ≤ twr d+1 (cn) follows from Ramsey's theorem. They also gave a construction showing that OT 3(n) ≥ 2 2 Ω(n)
. We prove the following result which improves the upper bound by one exponential. In particular, for d = 3, it shows that OT 3(n) grows double exponentially in a power of n.
One-sided hyperplanes. Let H = {h 1, ..., hN } be an ordered set of N hyperplanes in R d in general position, that is, every d members in H intersect at a distinct point. We say that H is one-sided if the vertex set of the arrangement of H, that is, the set of intersection points, lies completely on one side of the hyperplane x d = 0.
Let OSH d (n) denote the smallest integer N such that every set of N hyperplanes in R d in general position contains n members that are one-sided. Dujmović and Langerman [11] used the existence of OSH d (n) to prove a ham-sandwich cut theorem for hyperplanes. Matoušek and Welzl [21] observed that OSH 2(n) = (n − 1) 2 + 1 and Eliáš and Matoušek [12] noticed that, for d ≥ 3, OSH d (n) ≤ twr d (cn) follows from Ramsey's theorem, where c depends on d. We prove the following result which again improves the upper bound by one exponential.
where c depends only on d.
Off-diagonal Ramsey numbers for semi-algebraic relations. The Ramsey number R k (s, n) is the minimum integer N such that every red-blue coloring of the unordered k-tuples on an N -element set contains a red set of size s or a blue set of size n, where a set is called red (blue) if all ktuples from this set are red (blue). The off-diagonal Ramsey numbers, i.e., R k (s, n) with s fixed and n tending to infinity, have been intensively studied. For example, it is known [1, 5, 6, 20] that R 2(3, n) = Θ(n 2 / log n) and, for fixed s > 3,
and
A classical argument of Erdős and Rado [15] (see also [9] for an improvement) demonstrates that
Together with (3) this implies, for fixed s, that
The bound in [9] improves the exponent of n from 2s−2k +2 to s − k + 1 (and changes the exponent of log n). Note that, for fixed s, we get an exponential improvement on the upper bound for R k (s, n) that follows from using the trivial bound R k (s, n) ≤ R k (n). Let R d,t k (s, n) denote the minimum integer N with the property that for any sequence of N points P in R d and any k-ary semi-algebraic relation E ⊂ P k of complexity at most t, P has s members such that every k-tuple induced by them is in E or P has n members such that no k-tuple induced by them belongs to E. Clearly, for s ≤ n, we have
which matches the tower height in (5) . However, it seems likely that the following stronger bound holds.
The crucial case is when k = 3, since a polynomial bound on R d,t 3 (s, n) could be used with the adaptation of the Erdős-Rado upper bound argument discussed in this paper to obtain an exponential improvement over the trivial bound in (6) for all k. We prove a somewhat weaker result, giving a quasi-polynomial bound for point sets in one dimension.
Combining Theorem 6 with our adaptation of the Erdős-Rado upper bound argument, we obtain the following result.
where c depends only on s, k, and t.
We note that a recent result of Bukh and Matoušek [7] shows that Ramsey functions defined in terms of semi-algebraic relations over one dimension are always at most double exponential. However, the constants may now depend on not only the description complexity but also the coefficients of the polynomials in the semi-algebraic relation.
For general d, we were only able to establish a good lower bound in the following special case. We say that the pair (P, E) is K
4 \ e-free if every four points induce at most two 3-tuples that belong to E.
\ e-free, then there exists a subset P ⊂ P such that P 3 ∩ E = ∅ and
where c < 1 depends only on d, t.
Organization. In the next section, we will prove Theorem 1, our upper bound on Ramsey numbers for semi-algebraic relations. Then, in Section 3, we will prove the matching lower bound, Theorem 2. We discuss the short proofs of our applications, Theorems 3 and 4, in Section 4 and our results on the off-diagonal case, Theorems 6 and 8, in Section 5.
UPPER BOUNDS
In this section, we prove Theorem 1. First we briefly discuss the classic Erdős-Rado argument obtaining the recursive formula
Given a red-blue coloring χ on the k-tuples from [N ], Erdős and Rado greedily construct a sequence of distinct vertices v 1, ..., vM+1 such that, for any given
are of the same color, which we denote by χ (vi 1 , ..., vi k−1 ). Since M = R k−1 (n − 1), there is a monochromatic set of size n − 1 in the coloring χ . Together with the vertex v M +1, these form a monochromatic clique of size n in χ. The greedy construction of the sequence v 1, ..., vM+1 is as follows. First, pick k − 2 arbitrary vertices v 1, ..., v k−2 and set S k−2 = [N ] \ {v1, ..., v k−2 }. After having picked {v 1, ..., vr} we also have a subset Sr such that for any
By the greedy construction, x and y are equivalent if and only if for every (k − 2)-tuple T ⊂ {v 1, ..., vr} we have
. Therefore, there are r k−2 possible choices for T and hence there are at most 2 ( r k−2 ) equivalence classes. We set Sr+1 to be the largest of those classes. Finally, we set
As N is large enough so that S M is nonempty, we can indeed construct the desired sequence of vertices.
There are two ways we improve the Erdős-Rado approach for semi-algebraic relations. Suppose that the k-tuples which are colored red under χ correspond to a semi-algebraic relation E 1 with bounded description complexity and let E2 be the relation containing those (k − 1)-tuples which are colored red by χ . The main improvement comes from showing that E 2 will also be semi-algebraic with bounded description complexity. Therefore, we can obtain by induction on k an exponential improvement, starting with the result of Alon et al. [2] as the base case k = 2. A further improvement can be made by the observation that S r \{vr+1} does not need to be partitioned into 2 ( r k−2 ) equivalence classes. Instead, we can apply the Milnor-Thom Theorem (stated below) to partition S r \ {vr+1} into at most O(r dk ) equivalence classes with the desired properties, where the implied constant depends on the description complexity of E 1 and the uniformity k.
Theorem 9 (Milnor-Thom) . Let f 1, ..., fr be d-variate real polynomials of degree at most D. The number of cells in the arrangement of their zero sets Z 1, ..., Zr ⊂ R d and, consequently, the number of sign patterns of f1, ..., fr is at most
Theorem 1 follows by combining the inequality R d,t 2 (n) ≤ n c 1 obtained in [2] , with the following recursive formula.
Proof. Let P = {p1, ..., pN } be a set of N = 2 C 1 M log M points in R d with semi-algebraic relation E1 ⊂ P k such that E 1 has complexity at most t and where C1 is a constant that will be specified later. As mentioned earlier, we can represent E 1 by the set E * 1 ⊂ R dk that satisfies (1) . Since E * 1 is semi-algebraic with complexity at most t, there exist polynomials f 1, f2, ..., ft ∈ R[x1, ...., x dk ] of degree at most t and a Boolean expression Φ such that
In what follows, we will recursively construct a sequence of points q 1, ..., qr from P and a subset Sr ⊂ P , where r = k − 2, k−1, ..., M +1, such that the following holds. Every (k−1)-
is a constant depending only on k, d, and t. Furthermore, for i < j, q i comes before qj in the original ordering and every point in S r comes after qr in the original ordering.
We start by selecting the k − 2 points {q1, ..., q k−2 } = {p 1, ..., p k−2 } from P and setting S k−2 = P \ {p1, ..., p k−2 }. After obtaining {q 1, ..., qr} and Sr, we define qr+1 and Sr+1 as follows. Let qr+1 be the smallest indexed element in Sr and fix a (k−2)-tuple (qi 1 , qi 2 
hj(x) = 0} be the zero set of hj. After doing this for each (k − 2)-tuple in {q 1, ..., qr}, we have generated at most t r k−2 zero sets in R d . By the Milnor-Thom theorem, the number of cells in the arrangement of these zero sets is at most C 2r dk , where C2 = C2(k, d, t). By the pigeonhole principle, there exists a cell Δ ⊂ R d that contains at least (|S r | − 1)/C2r dk points of Sr. The hi have the same sign pattern for each point in Δ. In other words, for any fixed (k − 1)-tuple (q i 1 , ..., qi k−1 ) ⊂ {q1, ..., qr+1}, we have either
Let Sr+1 be the set of points p l in the cell Δ. Then we have the recursive formula |Sr+1| ≥ |Sr| − 1 C2r dk . Substituting in the lower bound on |Sr|, we obtain the desired bound
This shows that we can construct the sequence q1, . . . , qr+1 and the set Sr+1 with the desired properties. Since C 1 = C1(k, d, t) is sufficiently large and M = R d,t k−1 (n− 1), we have
Therefore, E 2 is a semi-algebraic relation with complexity at most t. By the definition of the function R d,t k−1 (n − 1), there exist n−1 points {q i 1 , ..., qi n−1 } ⊂ F such that every (k−1)tuple belongs to E 2 or no such (k − 1)-tuple belongs to E2. By the construction of F , every k-tuple of {q i 1 , ..., qi n−1 } ∪ {q M +1} belongs to E1 or no such k-tuple belongs to E1. Hence, the set {q i 1 , ..., qi n−1 } ∪ {qM+1} is homogeneous and this completes the proof.
LOWER BOUNDS
In this section, we will prove Theorem 2. For every n ≥ 1 and k ≥ 3, we will construct an N -element point set P k (N )
where the implied constant depends only on k.
For the base case, k = 3, let P 3(2
Clearly, E * 3 has bounded complexity. It is also not hard to verify that hom(P 3(2 n ), E3) ≤ n + 1. To understand how we prove the result for higher uniformities, we need to understand a little about the stepping-up lemma.
The Erdős-Hajnal stepping-up lemma
For k ≥ 3, we will adapt the Erdős-Hajnal stepping-up lemma to construct the point set P k (N ) and the relation E k ⊂ P k (N ) k . Before we describe this procedure, we will briefly sketch the classic Erdős-Hajnal stepping-up lemma (see also [9] , [10] , [19] ).
Let k ≥ 3 and suppose that
k+1 with the properties listed below. We refer to E 2 as the step-up relation of E1.
For any a ∈ Given any (k + 1)-tuple a 1 < a2 < · · · < a k+1 of [2 N ], consider the integers δ i = δ(ai, ai+1), 1 ≤ i ≤ k. If δ1, . . . , δ k form a monotone sequence, then let (a1, a2, . . . , a k+1 ) ∈ E2 if and only if (δ1, δ2, . . . , δ k ) ∈ E1.
Now we have to decide if the (k +1)-tuple (a 1, . . . , a k+1 ) ∈ E 2 in the case when δ1, . . . , δ k is not monotone. We say that i is a local minimum if δ i−1 > δi < δi+1, a local maximum if δ i−1 < δi > δi+1, and a local extremum if it is either a local minimum or a local maximum. This is well defined by Property A. If δ 2 is a local minimum, then set (a1, ..., a k+1 ) ∈ E 2. If δ2 is a local maximum, then set (a1, ..., a k+1 ) ∈ E2. All remaining edges will not be in E 2.
The following lemma is the fundamental property of the step-up construction. We refer the reader to [19] for a proof. 
Stepping up algebraically
We will now adapt the Erdős-Hajnal stepping-up lemma to our semi-algebraic framework. First, we need some definitions. For a point p ∈ R d , we let B(p, ) be the closed ball in R d of radius centered at p. For any two points p1, p2 ∈ R d , where p 1 = (a1,1, a1,2, ..., a 1,d ) and p2 = (a2,1, a2,2, ..., a 2,d ), we write p 1 ≺ p2 if a1,i < a2,i for all 1 ≤ i ≤ d. We say that the set of points {p 1, ..., pN } is increasing, if p1 ≺ p2 ≺ · · · ≺ pN .
For r > 0, we say that {p1, ..., pN } is -increasing if, for
For any two points q1, q2 ∈ R 2d , where q1 = (x1, y1, x2, y2, ..., x d , y d ) and q2 = (x 1 , y 1 , x 2 , y 2 , ..., x d , y d ), we define the slope σ(q1, q2) of q1, q2 to be
Thus, the ith coordinate of σ(q 1, q2) is the slope of the line through the points (x i, yi) and (
such that E * k is a semi-algebraic set in R dk with complexity at most t. We say that (P k (N ), E k ) is -deep if moving any point in P k (N ) by a distance at most will not change the relation E k . More precisely, (P k (N 
and, for every (pi 1 , ..., pi k ) ∈ E k , (qi 1 , ..., qi k ) ∈ E * k for all
With these definitions in hand, our algebraic stepping-up lemma is now as follows.
Lemma 12 (Stepping up). For k ≥ 3 and > 0, let P k (N ), E k , and E * k be as above and such that P k (N ) isincreasing and (P k (N 
From Lemmas 11 and 12, we have the following immediate corollary.
Proof of Lemma 12: Construction of P k+1 (2 N ). Given an -increasing point set P k (N ) = {p1, ..., pN } in R d , we will construct an 1-increasing set P k+1 (2 N ) = {q1, ..., q 2 N } of 2 N points in R 2d as follows. For each pi ∈ P k (N ), we denote p i = (ai,1, ..., a i,d ) . The construction is done by induction on N . For the base case N = 1, p1 = (a1,1, a1,2, ..., a 1,d ) and P k+1 (2) = {q1, q2}, where q1 = (0, 0, ...., 0) and q2 = (1, a1,1, 1, a1,2, ...., 1, a 1,d ).
For N ≥ 2, set B1 = B((0, 0, ..., 0), 2) ⊂ R 2d , B((1, aN,1, 1, aN,2, ...., 1, a N,d 
where 2 is sufficiently small so that for any two points q * B(pN , /2) . Given the -increasing point set P k (N −1) = {p1, ..., pN−1} ⊂ R d , we inductively construct two small dilated copies of P k+1 (2 N −1 ),
and translate them so that they lie inside B1 and B2 respectively. Hence, the slope of any two points in Q i is preserved
Now we make the following key observation on the point set P k+1 (2 N ).
Proof. This can be seen by induction on N . For i < j, if q i ∈ Q1, qj ∈ Q2, then σ(qi, qj) ∈ B(pN , /2) and δ(i, j) = N . If q i, qj ∈ Q1 or qi, qj ∈ Q2, then by the induction hypothesis and since the copies are slope preserving, we have σ(qi, qj) ∈ B(pr, /2) where p r ∈ {p1, ..., pN−1} is such that r = δ(i, j).
Construction of E * k+1 . We define the semi-algebraic set
where conditions C1, C2, C3 are defined below.
Notice that E k+1 is the step-up relation of E k . Indeed, let (q i 1 , ..., qi k+1 ) be a (k + 1)-tuple of points in P k+1 (2 N ) such that i 1 < · · · < i k+1 . If σ(qi 1 , qi 2 ) ≺ · · · ≺ σ(qi k , qi k+1 ), then
By Observation 14 and since (P k (N ), E k ) is -deep, this happens if and only if (p r 1 , ..., 4 ), then (q i 1 , ..., qi k+1 ) ∈ E * k+1 by condition C1 and we have δ(i1, i2) > δ(i 2, i3) < δ(i3, i4) by Observation 14. Finally, if the (k + 1)-tuple (q i 1 , ..., qi k+1 ) does not satisfy C1, C2, C3, then (q i 1 , ..., qi k+1 ) ∈ E * k+1 . Although each coordinate of σ is a rational function over 4 variables, by clearing denominators in the defining inequalities for E * k+1 , we get that E * k+1 is a semi-algebraic set with description complexity at most t 1 where t1 = t1(k, t) .
Notice that our construction of (P3(2 n ), E3) is (1/10)increasing, (1/10)-deep, and E * 3 has constant description complexity. Applying Lemma 12 and Corollary 13 inductively on k completes the proof of Theorem 2.
APPLICATIONS
Let us recall that OT d (n) is the smallest integer N such that any set of N points in general position in R d contains n members such that every (d + 1)-tuple has the same orientation. The proof of Theorem 3 giving an upper bound on OT d (n) follows quickly from Theorem 1.
Proof of Theorem 3. Let P = {p1, p2, ..., pN } be an ordered set of N points in R d such that P is in general position. Let E ⊂ P d+1 be a relation on P such that (pi 1 , ..., pi d+1 ) ∈ E if (pi 1 , ..., pi d+1 ) has a positive orientation. Then
Thus, E * is a semi-algebraic set in R d(d+1) with description complexity at most t = t(d). Hence, the statement follows from Theorem 1.
Recall that OSH d (n) is the smallest integer N such that every set of N hyperplanes in R d in general position contains n members that are one-sided, where a set of hyperplanes H is one-sided if the vertex set of the arrangement of H lies completely on one side of the hyperplane x d = 0. We obtain a stronger bound for Theorem 4 by deriving a recursive formula, similar to the one in Theorem 10. Since each hyperplane h i ∈ H is specified by the linear equation
we can represent hi ∈ H by the point pi ∈ R d+1 where p i = (ai,1, ..., a i,d , bi) and define a relation E ⊂ P d . However, for sake of clarity, we will simply define E ⊂ H d , where (h i 1 , ..., hi d ) ∈ E if the point hi 1 ∩ · · · ∩ hi d lies above the hyperplane x d = 0 (i.e. the d-th coordinate of the intersection point is positive). Clearly, E is a semi-algebraic relation with complexity at most t = t(d).
Since OSH 2(n) = (n − 1) 2 + 1, Theorem 4 follows immediately from the next theorem.
Proof. Set N = 2 C 2 M log M , where C2 is a sufficiently large constant that depends only on d. Let H = {h 1, . .., hN } and E ⊂ H d be as defined above, and let h0 be the hyperplane x d = 0. We now follow the proof of Theorem 10 to the point where we obtain the sequence q 1, ..., qM+1 ∈ H such that every (d − 1)-tuple (q i 1 , ..., qi d−1 ) ⊂ {q1, ..., qM } has the property that either (q i 1 , ..., 
THE OFF-DIAGONAL CASE
In this section we prove Theorems 6 and 8, giving an upper bound on R 1,t 3 (s, n). We first list several results that we will use.
Lemma 17 (Erdős-Szekeres [16] ). Given a sequence of N = (n − 1) 2 + 1 distinct real numbers p1, p2, ..., pN , there exists a subsequence p i 1 , pi 2 , ..., pi n of length n such that either p i 1 < pi 2 < · · · < pi n or pi 1 > pi 2 > · · · > pi n .
The next lemma is a combinatorial reformulation of another classical theorem due to Erdős and Szekeres [16] . A transitive 2-coloring of the triples of [N ] is a 2-coloring, say with colors red and blue, such that, for i 1 < i2 < i3 < i4, if triples (i 1, i2, i3) and (i2, i3, i4) are red (blue), then (i1, i2, i4) and (i 1, i3, i4) are also red (blue).
Lemma 18 (Fox et al. [18] ). Let N3(s, n) denote the minimum integer N such that, for every transitive 2-coloring on the triples of [N ], there exists a red clique of size s or a blue clique of size n. Then
The following lemma is the k = 2 case of Theorem 1, first proved by Alon, Pach, Pinchasi, Radoičić, and Sharir.
Lemma 19 (Alon et al. [2] ). Let P be a sequence of N points in R d and let E ⊂ P 2 be a semi-algebraic relation on P with description complexity at most t. Then there exists a subset P ⊂ P with at least N α elements such that either every pair of distinct elements of P belongs to E or no such pair belongs to E, where α > 0 depends only on t and d.
The following result, due to Fox, Gromov, Lafforgue, Naor, and Pach, tells us that if many triples of a point set P satisfy a semi-algebraic relation E then there is a large tripartite 3-uniform hypergraph all of whose edges are in E. Lemma 20 (Fox et al. [17] ). Let P be a sequence of N points in R d and let E ⊂ P 3 be a semi-algebraic relation on P with description complexity at most t. If |E| ≥ N 3 , then there exist disjoint subsets P 1, P2, P3 ⊂ P such that |P i| ≥ c 3 N and, for all p1 ∈ P1, p2 ∈ P2, and p3 ∈ P3, (p 1, p2, p3) ∈ E, where c3 depends only on t and d.
The following lemma of Spencer is now an exercise in The Probabilistic Method (see [3] ).
Lemma 21 (Spencer [25] ). Let H = (V, E) be a 3uniform hypergraph on N vertices. If E(H) ≥ N/3, then there exists a subset S ⊂ V (H) such that S is an independent set and
The last lemma on our list is an old theorem due to Sturm (see [4] ). Let g(x) be a polynomial in x with real coefficients. We say that the sequence of polynomials Let P = {p1, ..., pN } be an ordered set of N distinct real numbers. By Lemma 17, one can always find a subset P ⊂ P of size √ N such that the elements of P are either increasing or decreasing. If necessary, by a change of variables we can assume that the elements of P are increasing. Since this is a negligible loss, we will now only consider increasing point sets.
Let P = {p 1, ..., pN } be an increasing sequence of N distinct real numbers and let E ⊂ P 3 be a semi-algebraic relation on P such that f1(x1, x2, x3) , ..., ft(x1, x2, x3) 
where fi are polynomials of degree at most t and Φ is a Boolean formula.
The domain of P is the open interval (p 1, pN ). For each pair p i, pj ∈ P with i < j, we write P(pi, pj) for the set of non-zero univariate polynomials f l (x1, pi, pj), f l (pi, x2, pj), f l (pi, pj, x3), for 1 ≤ l ≤ t. We say that (P, E) has at most r roots within its domain if, for any pair pi, pj ∈ P , the univariate polynomials in P(p i, pj) have at most r distinct real roots in total inside the interval (p 1, pN ). Note that |P(pi, pj)| ≤ 3t and r ≤ 3t 2 . We say that (P, E) is K (3) s -free if every collection of s points in P contains a triple not in E. Theorem 6 follows immediately from the observation above and the following theorem.
Theorem 23. Let P = {p 1, ..., pN } be an increasing sequence of N distinct points in R and let E ⊂ P 3 be a semialgebraic relation on P such that E has complexity at most t and (P, E) has at most r roots within its domain. If (P, E) is K (3) s -free, then there exists a subfamily P ⊂ P such that
Proof. The proof is by induction on N , r, and s. The base cases are s = 3, r = 0, or N ≤ (6t 2 ) 2/α . When N ≤ (6t 2 ) 2/α , the statement holds trivially for sufficiently small . If s = 3, then again the statement follows immediately by taking P = P . For r = 0, notice that E and E = P 3 \ E are both transitive. Indeed, let p i 1 , pi 2 , pi 3 , pi 4 ∈ P be such that p i 1 < · · · < pi 4 and (pi 1 , pi 2 , pi 3 ), (pi 2 , pi 3 , pi 4 ) ∈ E. Since the sign pattern of each univariate polynomial in P(p i 1 , pi 2 ) ∪ P(pi 3 , pi 4 ) does not change inside the interval (p 1, pN ), this implies that (pi 1 , pi 2 , pi 4 ), (pi 1 , pi 3 , pi 4 ) ∈ E. Likewise, if (p i 1 , pi 2 , pi 3 ), (pi 2 , pi 3 , pi 4 ) ∈ E, then we must have (pi 1 , pi 2 , pi 4 ), (pi 1 , pi 3 , pi 4 ) ∈ E. Since (P, E) is K (3) sfree, by Lemma 18, there exists a subset P 0 ⊂ P such that |P 0| ≥ Ω(N 1/(s−2) ) and P 0 3 ∩ E = ∅. Now assume that the statement holds if r ≤ r, s ≤ s, N ≤ N and not all three inequalities are equalities. Let f 1, ..., ft ∈ R[x1, x2, x3] be polynomials of degree at most t such that x1, x2, x3) , ..., ft(x1, x2, x3) We call an ordered triple (p i, pj, pm) bad if there exists a polynomial f ∈ P(p i, pj) such that f has a root at pm or if there exists a polynomial f ∈ P(p j , pm) such that f has a root at p i. Since P(pi, pj) ∪ P(pj, pm) gives rise to at most 6t 2 distinct roots, P1 has at most 3t 2 |P1| 2 bad triples. By Lemma 21, there exists a subset P 2 ⊂ P1 such that |P 2| ≥ N α 2 , where α2 > 0 depends only on t, and P2 has no bad triple.
Let
Let I i be the domain of Qi. We define the relation Ei ⊂
on Qi, where (qj 1 , qj 2 ) ∈ Ei if the non-zero univariate polynomials in P(q j 1 , qj 2 ) have (in total) strictly less than r roots inside the open interval I i.
For l ∈ {1, ..., t}, the Euclidean Algorithm implies that the univariate polynomial f l (x1, x2, x3) in x1 has a Sturm sequence of length at most t. The same is true for the univariate polynomials f l (x1, x2, x3) in x2 and x3. Since there are no bad triples in P 2, we can apply Sturm's Lemma 22, which tells us that E i depends only on the polynomials f 1, ..., ft, their Sturm sequences, the endpoints of Ii, and r ≤ 6t 2 . Hence, Ei is semi-algebraic with complexity at most t = t (t). By Lemma 19, there exists Si ⊂ Qi such that |S i| ≥ N α , where α > 0 depends only on t, and either
We may assume that α < α 2/24. If S i 2 ⊂ Ei for some i, then (S i, E) has at most r − 1 roots within its domain. By the induction hypothesis, there exists a subset P 3 ⊂ Si such that P 3 3 ∩ E = ∅ and |P3| ≥ e α (r−1+s) (log N α ) = e α (r+s) (log N ) , and we are done. Therefore, we can assume that S i 2 ∩ E i = ∅ for all i. Hence, for any qj 1 , qj 2 ∈ Si with j1 < j2, all r roots (within the interval (p 1, pN )) of the univariate polynomials in P(q j 1 , qj 2 ) lie inside the domain of Si. Now we make the following observation.
Observation 24. For any two parts S i 1 and Si 2 , where i 1 < i2, either (qj 1 , qj 2 , qj 3 ) ∈ E for all qj 1 , qj 2 ∈ Si 1 and q j 3 ∈ Si 2 or (qj 1 , qj 2 , qj 3 ) ∈ E for all qj 1 , qj 2 ∈ Si 1 and q j 3 ∈ Si 2 . Likewise, either (qj 1 , qj 2 , qj 3 ) ∈ E for all qj 1 ∈ S i 1 and qj 2 , qj 3 ∈ Si 2 or (qj 1 , qj 2 , qj 3 ) ∈ E for all qj 1 ∈ Si 1 and qj 2 , qj 3 ∈ Si 2 .
Proof. We first prove the first part of the statement. Since all r roots of the non-zero univariate polynomials in P(q j 1 , qj 2 ) lie inside the interval Ii 1 ,
Since our sets are subsets of P1, we have either (qj 1 , qj 2 , qj 3 ) ∈ E for all q j 1 , qj 2 ∈ Si 1 and qj 3 ∈ Si 2 or (qj 1 , qj 2 , qj 3 ) ∈ E for all q j 1 , qj 2 ∈ Si 1 and qj 3 ∈ Si 2 . The second part of the statement follows by the same argument.
If there exist two parts Si 1 , Si 2 with i1 < i2 such that (q j 1 , qj 2 , qj 3 ) ∈ E for all qj 1 , qj 2 ∈ Si 1 and qj 3 ∈ Si 2 , then (S i 1 , E) is K (3) s−1 -free. By the induction hypothesis, there exists a subset P4 ⊂ Si 1 such that P 4 3 ∩ E = ∅ and |P 4| ≥ e α (r+s−1) (log N α ) = e α (r+s) (log N ) .
The same is true if (qj 1 , qj 2 , qj 3 ) ∈ E for all qj 1 ∈ Si 1 and q j 2 , qj 3 ∈ Si 2 . Therefore, we can assume that for i1 < i2 and j 1 < j2 < j3, (q j 1 , qj 2 , qj 3 ) ∈ E for all qj 1 , qj 2 ∈ Si 1 , qj 3 ∈ Si 2 and for all qj 1 ∈ Si 1 , qj 2 , qj 3 ∈ Si 2 .
Set S = S1 ∪ · · · ∪ SM and recall that M = √ N α 2 and |S i| = N α . For i1 < i2, let qj 1 ∈ Si 1 and qj 2 ∈ Si 2 . Then we say that the unordered triple (q j 1 , qj 2 , Si) is homogeneous if Since qj 1 , qj 2 give rise to at most 3t polynomials of degree at most t, there are at most 3t 2 sets Si such that (qj 1 , qj 2 , Si) is not homogeneous.
We pick b distinct members of the collection {S 1, ..., SM } uniformly at random. Let X denote the number of nonhomogeneous triples (q j 1 , qj 2 , Si), where Si is a set from our randomly chosen collection and q j 1 and qj 2 also lie in distinct sets from this collection. Then
By setting b = M 1/9 and since α < α2/24, we have
Since N > (6t 2 ) 2/α , we have E[X] < 1. Hence, there exists a subset T ⊂ S such that T = T 1 ∪ · · · ∪ T b where b = N α 2 /18 , |Ti| = N α , and, for any qj 1 , qj 2 from distinct subsets, (q j 1 , qj 2 , Ti) is homogeneous. Therefore, we obtain the following.
Observation 25. For parts T i 1 , Ti 2 , Ti 3 , where i1 < i2 < i 3, either (qj 1 , qj 2 , qj 3 ) ∈ E for all qj 1 ∈ Ti 1 , qj 2 ∈ Ti 2 , qj 3 ∈ T i 3 or (qj 1 , qj 2 , qj 3 ) ∈ E for all qj 1 ∈ Ti 1 , qj 2 ∈ Ti 2 , qj 3 ∈ T i 3 .
Proof. Let qj 1 ∈ Ti 1 , qj 2 ∈ Ti 2 , and qj 3 ∈ Ti 3 be such that (q j 1 , qj 2 , qj 3 ) ∈ E. It suffices to show that for a1 ∈ T i 1 , a2 ∈ Ti 2 , and a3 ∈ Ti 3 we have (a1, a2, a3) ∈ E. Since (q j 1 , qj 2 , Ti 3 ) is homogeneous, we have (qj 1 , qj 2 , a3) ∈ E. Likewise, since (q j 1 , Ti 2 , a3) is homogeneous, we have (qj 1 , a2, a3) ∈ E.
Finally, since (Ti 1 , a2, a3) is homogeneous, we have (a1, a2, a3) ∈ E.
If (qj 1 , qj 2 , qj 3 ) ∈ E, then by the same argument we have (a 1, a2, a3) ∈ E.
Let T be a point set formed by selecting one point from each T i. Then, by applying the induction hypothesis on (T , E) and (Ti, E) for each i and by (7) , there exists a subset P ⊂ T such that P 3 ∩ E = ∅ and |P | ≥ e α (r+s) (log N α 2 /18 ) e α (r+s) (log N α ) ≥ e α (r+s) (log N α ) e α (r+s) (log N α ) ≥ e α (r+s) (log N ) , for sufficiently small = (t).
Proof of Theorem 8:
The proof is by induction on N . The base case N ≤ 2 6c 3 is trivial for sufficiently small c = c (d, t) , where c 3 is the constant from Lemma 20. Furthermore, c will be sufficiently small so that for all N > 2 6c 3 ,
Set α = 2 −3 log c N . Now assume that the statement holds for all N < N, where N > 2 6c 3 . The proof falls into two cases.
Case 1. Suppose |E| ≤ α N 3 . Then, by Lemma 21, there exists P ⊂ P such that P ∩ E = ∅ and
so we are done.
Case 2. Suppose |E| > α N 3 . By Lemma 20, there exist disjoint subsets P 1, P2, P3 ⊂ P such that |Pi| ≥ α c 3 N and, for every p 1 ∈ P1, p2 ∈ P2, and p3 ∈ P3, we have (p1, p2, p3) ∈ E. Since (P, E) is K (3) 4 \ e-free, we have (p 1, p2, p3) ∈ E for every p1, p2 ∈ P1 and p3 ∈ P2 and, likewise, for every p 1 ∈ P1 and p2, p3 ∈ P2. By applying the induction hypothesis on (P 1, E) and (P2, E), there exists P ⊂ P1 ∪ P2 such that P ∩ E = ∅ and |P | ≥ 2 · 2 log c (α c 3 N ) = 2 1+(log N −3c 3 log c N ) c .
By (8), we have |P | ≥ 2 log c N .
