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We study theoretically a model for twin boundaries in superconductors with Rashba spin-orbit
coupling, which can be relevant to both three-dimensional noncentrosymmetric tetragonal crystals
and two-dimensional gated superconductors such as the LaAlO3/SrTiO3 interface. In both cases,
the broken inversion symmetry allows for a coexistence of singlet and triplet pairing. Within the
framework of a Ginzburg-Landau theory, we identify two Z2 symmetries that are broken via two
consecutive second order phase transitions as the temperature is lowered. We show that a time-
reversal symmetry breaking superconducting state nucleates near the twin boundary if singlet and
triplet pairing amplitudes are of comparable magnitude. As a consequence, the tendency towards
ferromagnetic order is locally increased along with the emergence of spontaneous supercurrents
parallel to the twin boundary. Spin currents, which are present in the form of Andreev bound
states, are found enhanced in the time-reversal broken phases.
I. INTRODUCTION
Non-centrosymmetric superconductors are endowed
with a number of peculiar properties that originate from
the modification of the spin structure of electronic states
due to spin-orbit coupling. Among other features the
mixing of even and odd parity pairing channels is found,
allowed by the lack of inversion symmetry1–5. Recent in-
terest in noncentrosymmetric superconductors has been
launched by the discovery of heavy Fermion supercon-
ductors in this class such as CePt3Si
6, CeRhSi3
7 and
CeIrSi3
8, which show superconductivity together with
magnetic order5. This interplay of magnetism and su-
perconductivity may give rise to unusual physical prop-
erties. Annother intriguing feature, the possible realiza-
tion of edge states (Andreev bound states), has triggered
many theoretical studies, as they can arise as a conse-
quence of the topological nature of the superconducting
phase in noncentrosymmetric superconductors and give
rise of zero-bias anomalies in quasiparticle tunneling or
non-trivial spin Hall response12–16.
Twin boundaries provide a particular environment dis-
playing intriguing physical properties in noncentrosym-
metric superconductors. Twin domain formation is prob-
able to occur in noncentrosymmetric materials and arises
due to degenerate realizations of broken inversion sym-
metry in crystals. Spin-orbit coupling specific to noncen-
trosymmetricity is different but symmetry-wise equiva-
lent in these twin domains and leads to different mixed-
parity pairing states. At twin boundaries these different
pairing states have to be matched and may lead to new
superconducting phases. Among these may be phases
that break time reversal symmetry and can support frac-
tionally quantized vortices18. Even local ferromagnetic
order and spontaneous supercurrents are possible19.
In this paper, we discuss features of noncentrosym-
metric superconductivity at twin boundaries within a
Ginzburg-Landau (GL) formulation. In the heavy
Fermion superconductors mentioned above two types of
twin domains give rise to Rashba-type spin-orbit coupling
of opposite sign. The GL approach allows us to analyze
the symmetry properties of the superconducting phase
in the vicinity of the twin boundary. In a first step, we
examine the conditions for broken time reversal symme-
try (TRS) as was discussed based on quasi-classical the-
ory in Ref. 18. Interestingly, the TRS broken state does
not show magnetic properties unlike the generic TRS
breaking superconducting states19,28. A second Ising-like
symmetry breaking transition leads to a superconducting
twin boundary phase which develops both a spin magne-
tization and a supercurrent. Our analysis shows that this
secondary transition can be viewed as a spontaneous spin
Hall effect, as the twin boundary state, very much like
the edge states, carry a spin current.20 With our GL dis-
cussion we confirm and extend the Bogolyubov-deGennes
theory of Ref. 19.
The appearance of a finite spin magnetization relies
on enhanced magnetic correlations. This may be natu-
rally true in the above heavy Fermion compounds, whose
superconducting phase is closely linked to a magnetic
quantum phase transition. The two-dimensional super-
conductors at interfaces in heterostructures such as the
LaAlO3/SrTiO3 interface provide another possible envi-
ronment for the discussed physics21. There, the noncen-
trosymmetric structure of the interface induces a Rashba-
like spin-orbit coupling. While it may be difficult to
introduce twin boundaries here, we may imagine that
the spin-orbit coupling could be spatially varied through
artificial structuring, leading to boundaries between re-
gions of different spin-orbit coupling strengths. This may
then lead to similar physics as at twin boundaries10.
Interesting in this context is also the fact that the
LaAlO3/SrTiO3 interface shows some trend towards fer-
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2romagnetism which facilitates the occurrence of a sec-
ondary magnetic transition22–24.
II. MICROSCOPIC MEAN-FIELD
DESCRIPTION
Before introducing the GL description we address
some aspects of twin boundaries in a noncentrosymmet-
ric superconductor from the point of view of a sim-
plified Bogolyubov-deGennes formulation. We consider
first electrons in a three-dimensional tetragonal crystal
[d = 3, x = (x1, x2, x3)
T, which can easily be reduced
to the two-dimensional case of an interface with d = 2,
x = (x1, x2)
T]. Here, noncentrosymmetricity refers to
the lack of symmetry under reflection at the basal plane
of a tetragonal crystal. This is implemented in the Hamil-
tonian by introducing a Rashba-like spin-orbit coupling,
leading to a TRS spin splitting of the electronic states.
On a tetragonal lattice (square lattice in 2D), a represen-
tative Hamiltonian including only nearest-neighbor hop-
ping can be written as
H :=
∑
k∈BZ
cˆ†(k)H(k)cˆ(k),
H(k) :=
d∑
i=1
2ti cos (aiki ) + α g(k) · σ − µ,
(2.1a)
where µ is the chemical potential, t1 = t2 and t3 are
the nearest neighbor overlap integrals, a1 = a2 ≡ 1 and
a3 are the corresponding lattice constants, and cˆ
†(k) =(
cˆ†↑(k), cˆ
†
↓(k)
)
. Here, cˆ†s(k), s =↑, ↓, creates an electron
with momentum k and spin s, while σ = (σ1, σ2, σ3)
denote the three Pauli matrices and σ0 is the 2 × 2
unit matrix acting on spin space. The real coefficient α
parametrizes the strength of the Rashba spin-orbit cou-
pling and
g(k) := [− sin (k2), sin (k1)]T. (2.1b)
Within a mean-field treatment of the superconduct-
ing phase, the Bogoliubov-deGennes Hamiltonian with
Eq. (2.1a) as the non-interacting piece, written in terms
of Nambu spinors
Ψˆ†(k) :=
[
cˆ†↑(k), cˆ
†
↓(k), cˆ↑(−k), cˆ↓(−k)
]
(2.2a)
is given by
HBdG :=
∑
k∈BZ
Ψˆ†(k)
(H(k) ∆(k)
∆†(k) −HT (−k)
)
Ψˆ(k), (2.2b)
where
∆(k) := [d0(k)σ0 + d(k) · σ] iσ2 (2.2c)
is the 2× 2 superconducting gap function decomposed in
a scalar singlet part
d0(k) = d0(−k) (2.2d)
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FIG. 1: (Color online) a) Low energy spectrum of Hamilto-
nian (2.2b) in a 2D strip geometry with t2/t1 = 1, α/t1 = 0.7,
µ/t1 = 0.2, µ0/t1 = 2.2, ∆t/t1 = 0.5, and ∆s/t1 = 0.14 in
the twin boundary configuration (2.3) as shown in b). The
highlighted midgap states are channels localized at the twin
boundary, the other branch of midgap states are localized at
the sample boundary. c) The spatial distribution of the spin
current carried by the midgap modes, Jspin-z2 = 〈k2 σ3〉, close
to the twin boundary. The spin-z polarized current is an odd
function of x1.
and a vector triplet part
d(k) = −d(−k). (2.2e)
The mixing of even- and odd-parity pairing is allowed
due to the broken inversion symmetry1. For simplicity,
we assume s-wave pairing in the even-parity channel, that
is, d0(k) = ∆s with ∆s independent of k. The odd-parity
component has ”p-wave” character and has the generic
form
d(k) = ∆tg(k), (2.2f)
resembling the Rashba term in the Hamiltonian (2.1a)4.
Note that the quasiparticle spectrum is fully gapped in
2D, while it can have line nodes in 3D.
Hamiltonian (2.2b) has particle-hole symmetry and is
invariant under time reversal. At the same time, the
SU(2) spin-rotation symmetry is broken by the Rashba
spin-orbit coupling due to the lack of inversion symmetry,
for x3 → −x3. As a consequence, it is not possible to
define conserved spin currents.
We illustrate here some basic properties of a twin
boundary by diagonalizing the Hamiltonian (2.2b) in a
strip geometry being of finite width along the x1- and in-
finitely long along the x2-direction. We consider a twin
boundary located at x1 = 0 that is oriented with its
normal parallel to the x1-direction. In the microscopic
Hamiltonian, this is implemented by introducing
α→ α sgnx1,
µ→ µ+ µ0 δx1,0,
∆s → ∆s sgnx1,
(2.3)
3where µ0 corresponds to a potential barrier at the twin
boundary. In this geometry, helical edge modes appear
for topological reasons. If the ground state of Hamil-
tonian (2.2b) preserves TRS and we consider the 2D
case, where the ground state is fully gapped in the bulk,
Hamiltonian (2.2b) belongs to symmetry class DIII in
the classification of Ref. 25. In 2D, this symmetry class
is equipped with a Z2 topological attribute. A topologi-
cally trivial state is realized for |∆s| > |∆t|, while a non-
trivial configuration with helical edge modes corresponds
to |∆t| > |∆s|.15,26 As a consequence, two completely de-
coupled twin domains would support two Kramers pairs
of gapless modes at their interface, where each pair rep-
resents the topological edge states of either twin domain.
Upon coupling the two twin domains, the gapless nature
of the two Kramers pairs is lifted while preserving TRS,
as evidenced by the gap that separates the pair of high-
lighted bound states in Fig. 1(a). Despite the appearance
of this gap, these Andreev bound states carry a spin su-
percurrent analogous to the edge states. The spin current
has x3 as quantization axis and is oriented opposite on
the two sides of the twin boundary, as seen in Fig. 1(c).
We should emphasize that these results are not a selfcon-
sistent mean field solution to the problem and as such
cannot capture the modifications to the pairing potential
due to the twin boundary. The selfconsistent mean-field
solution with a phenomenological spin-fluctuation based
pairing interaction has been studied in Ref. 19 and indeed
shows that
• the twin boundary supports helical Andreev bound
states that carry a (non-conserved) z-axis polarized
spin current,
• for a certain range of singlet to triplet ratio
|∆s/∆t| ∼ 1 the pairing state breaks TRS locally
at the twin boundary, and
• after a secondary transition within the TRS break-
ing phase a finite magnetization and a supercurrent
emerge locally near the twin boundary.
It should be noted that the appearance of spin currents
is not restricted to the topological phase. Spin currents
have also been predicted in the non-topological phase
of noncentrosymmetric superconductors27. Thus, spin
currents are present for all ratios of |∆s| and |∆t| on both
sides of the topological transition. Ref. 19 shows that the
secondary phase transition is actually connected with the
topological transition.
In the next section, we are going to show how these
results are obtained within a GL description of noncen-
trosymmetric superconductors, that is exclusively based
on symmetry considerations.
III. GINZBURG-LANDAU THEORY
The aim of this section is to construct the GL free
energy functional that can be used to describe a twin
TABLE I: Relevant basis gap functions of one-dimensional ir-
reducible representations for the tetragonal lattice symmetry
D4h (from Ref. 28).
Irreducible representation Basis function
Γ−1 d = (sin k1, sin k2)
T
Γ−2 d = (sin k2,− sin k1)T
Γ−3 d = (sin k1,− sin k2)T
Γ−4 d = (sin k2, sin k1)
T
boundary in a noncentrosymmetric superconductor. Our
analysis shall be valid both for a 3D system with tetrag-
onal symmetry (where we identify the c-axis with the
x3-coordinate) and for a purely 2D system. We will thus
impose translational symmetry for the 3D system in the
x3-direction and any terms containing the derivative in
this direction will be neglected in the free energy expan-
sion. In this case, we can always choose a gauge in which
the 3-component of the electromagnetic vector potential
vanishes identically A3 ≡ 0.
The class of noncentrosymmetric crystal structures dis-
cussed here obey tetragonal point group C4v, which is
not invariant under reflection at the basal plane. For our
purpose we take, however, a step back starting from the
centrosymmetric point group D4h. Introducing an in-
version symmetry breaking “auxiliary order parameter”
ξ will be most convenient to implement the change be-
tween the two domains which are characterized by the
opposite sign of ξ. The order parameter ξ is real and be-
longs to the irreducible representation Γ−2 in D4h, and,
thus, reduces the symmetry to C4v. This representation
corresponds to symmetry introduced by Rashba spin-
orbit coupling [g(k) ∝ (− sin k2, sin k1)T belongs to Γ−2 ,
see Tab. I]. The superconducting order parameter has
mixed-parity nature which we generate by an even- and
an odd-parity component, ηs of the Γ
+
1 - and ηp of the
Γ−2 -representation, respectively.
A. Bulk free energy
The GL free energy functional is a scalar (fully sym-
metric under D4h) combination of the order parameters
ηs, ηp and ξ and the covariant gradients D = ∇ − iA,
where we choose the units so that 2pi/Φ0 = 1 (Φ0 = hc/2e
the flux quantum). Note that ξ will be taken here as a
constant system parameter reducing the crystal symme-
try. The free energy can be written as
F [ηs, ηp,A] := F0 + FM, (3.1a)
where the magnetic field energy is given by
FM[A] :=
1
8pi
∫
ddx (∇×A)2, (3.1b)
and the superconducting free energy F0 contains all
symmetry-allowed terms up to fourth order in ηs,p as
4well as the gradient terms up to second order in ηs,p and
D. We decompose F0 into three parts
F0 [ηs, ηp,A] :=
∫
ddx
(
fs + fp + fsp
)
, (3.1c)
where
f` := a`|η` |2 + b`|η` |4 + γ(0)` |Dη` |2, ` = s, p, (3.1d)
and
fsp := d ξ
(
η∗sηp + ηsη
∗
p
)
+ c1|ηs|2|ηp|2 + c2
(
η∗2s η
2
p + η
2
sη
∗2
p
)
+ γ
(0)
0 ξ
[
(Dηs)
∗ ·Dηp +Dηs ·
(
Dηp
)∗]
.
(3.1e)
The following phenomenological parameters appear:
a`, b`, γ
(0)
` , ` = s, p, as well as d, c1, c2 and γ
(0)
0 . All
these parameters are taken independent of temperature
T except for a` = a
′
`(T − Tc,`), ` = s, p, with Tc,` being
the bulk transition temperature of the ficticious homoge-
neous superconductor of s- or p-wave type in the absence
of parity mixing.
The free energy is constructed to be invariant under
the TRS T
η
T−→ η∗, (3.2a)
A
T−→ −A, (3.2b)
and under the local U(1) gauge transformation Φ
η
Φ−→ eiϕ(x)η, A Φ−→ A+∇ϕ(x). (3.3)
Here, A = (A1, A2) are the x1 and x2 components of the
electromagnetic vector potential.
We now consider the homogeneous bulk superconduct-
ing phase. The onset of superconductivity is determined
by the second-order terms. For the centrosymmetric sys-
tem, ξ = 0, either the even- (ηs) or the odd-parity (ηp)
appears at the phase transition, depending on which has
the highest Tc. The noncentrosymmetric situation with
ξ 6= 0 yields a mixture of both. Thus, the resulting state
is TRS whereby both, ηs and ηp are non-vanishing and
their relative phase
φ :=
(
arg ηs − arg ηp
)
mod 2pi, (3.4a)
is a well-defined gauge-invariant quantity that changes
sign under time reversal. Thus, only the configurations
φ = 0, pi, (3.4b)
are compatible with TRS. Observe that these are the
states favored by the lowest order coupling term in
Eq. (3.1e), which is rewritten as
2dξ|ηsηp| cosφ. (3.4c)
Before turning to the case with twin boundary, we note
that the bulk free energy (3.1) is also invariant under the
spatial inversions P1 and P2 of the x1 and x2 coordinates,
respectively,
xi
Pi−→ −xi, i = 1, 2. (3.5)
Modeling the twin boundary at x1 = 0, say, is now con-
veniently achieved by endowing ξ with the spatial depen-
dence
ξ(x1) =
{
+1 x1 > 0,
−1 x1 < 0. (3.6)
Thus, the twin boundary explicitly breaks the inversion
symmetry P1, while P2 stays intact. The relevant sym-
metry group of our model of a twin boundary in a noncen-
trosymmetric superconductor defined by Eqs. (3.1) and
(3.6), including Φ, T and P2 is thus
G = U(1)× Z2 × Z2. (3.7)
B. TRS breaking superconductivity at the twin
boundary
Having clarified some aspects of the bulk supercon-
ducting states, let us now consider the system with twin
boundary as defined by Eq. (3.6). In view of Eq. (3.4c),
one concludes that the relative phase φ changes by ±pi
from one twin domain to the other.
This change in phase can be accounted for in two ways:
(i) If one of the two order parameter components, ηs or
ηp, changes sign and vanishes at the twin boundary, such
that φ changes abruptly by pi or (ii) if both ηs and ηp
do not vanish by turning complex at the twin boundary,
such that φ changes continuously across the boundary.
Here, (i) preserves the TRS, while in (ii) TRS is broken
near the twin boundary by violation of Eq. (3.4b).
If one of the two order parameters is clearly dominant
in the bulk, case (i) is realized18,19. The dominant or-
der parameter remains phase-coherent while the subdom-
inant one changes sign at the twin boundary. Due to the
TRS, the supercurrent vanishes along the twin bound-
ary. In contrast, if ηs and ηp are nearly degenerate, the
spontaneous TRS breaking (ii) is energetically favorable.
In this state, the relative phase of the superconducting
order parameters changing continuously assumes one of
two degenerate values φ = ±pi/2 at the twin boundary,
reflecting the Z2 nature of the symmetry breaking. The
inversion symmetry P2 is still intact in this state. It fol-
lows that, in spite of the broken TRS, the supercurrent
along the twin boundary, which is associated with P2,
remains zero, as we will discuss below.
C. Spontaneous magnetization and currents
We have seen that the superconducting order near the
twin boundary can break TRS spontaneously. This trig-
gers the question whether the TRS breaking supercon-
ducting state can drive a spontaneous magnetization and
5supercurrent near the twin boundary. To answer this, we
extend the free energy (3.1) by adding terms that stem
from the magnetization m = (m1,m2) and m3 as a 3-
component order parameter
F [ηs, ηp,m,m3,A] :=F0 + FM
+
∫
ddx (fm + fhel + fs-H) ,
(3.8a)
where F0 and FM are defined in Eq. (3.1) while
fm :=
3∑
i,j=1
(∇mi)TΞ(ij)(∇mj) +
3∑
i=1
χ−1ii m
2
i + b3m
4
3,
(3.8b)
is the free energy for the magnetic order parameter and
fhel := iγ
(1)
0 (e3 ×m) ·
[(
η∗sDηp + η
∗
pDηs
)− c.c.]
+ i
∑
`=s,p
γ
(1)
` ξ(e3 ×m) · η∗`Dη` ,
(3.8c)
fs-H := iγ
(3)
0 ξm3
[
(Dηs)
∗ ×Dηp − c.c.
]
+ i
∑
`=s,p
γ
(3)
` m3 (Dη`)
∗ ×Dη` , (3.8d)
are the helical and spin-Hall type coupling terms to the
superconducting order parameters, respectively, which
are obtained as the only scalar combinations to this or-
der including these order parameters. In a microscopic
theory, they correspond to terms induced by spin-orbit
coupling, rendering the electrons spin a non-conserved
quantity.
Here, χ11 = χ22 and χ33 are the components of the
diagonal static uniform magnetic susceptibility tensor.
The paramagnetic nature of the bulk state requires
χ11 = χ22 > 0, χ33 > 0. (3.9)
The components of the positive definite 2 × 2 stiffness
tensor Ξ(ij), i, j = 1, · · · , 3 are related to the static sus-
ceptibility χij(q) via
Ξ(ij)µ,ν := lim
q→0
∂qµ∂qνχ
−1
ij (q), µ, ν ∈ {1, 2}. (3.10)
assuming that χij(q) is maximal at q = 0. where the
tetragonal symmetry requires the vanishing of Ξ(13) =
Ξ(31) = 0 and Ξ(23) = Ξ(32) = 0. Further, the parameter
b3 > 0 and we introduced γ
(i)
0 , γ
(i)
` , i = 1, 3, ` = s, p, to
parametrize the symmetry allowed linear coupling terms
of magnetization and superconductivity.
As discussed in Sec. II, we expect the appearance of
spin-carrying modes at the twin boundary, both in the
TRS and time-reversal broken phase. To describe spin
currents within the GL formalism, however, one has to
go beyond the set of order parameters introduced here.
More precisely, one has to consider the admixture of su-
perconducting order parameters that are not allowed in
the bulk, but emerge at the (twin) boundary due to the
translational symmetry breaking. For example, consider
the admixture of a triplet order parameter η˜p in the ir-
reducible representation Γ−1 in addition to ηp in the ir-
reducible representation Γ−2 . A spin current corresponds
to a phase winding in the order parameter for upspins
∆↑↑(k, r) ∼ (k2 + ik1)[ηp(r)− iη˜p(r)] ∝ e−iq·r, (3.11)
while the order parameter for downspins
∆↓↓(k, r) ∼ (k2 − ik1)[ηp(r) + iη˜p(r)] ∝ e+iq·r (3.12)
has a phase winding in the opposite direction. Such a spin
current is realized when (ηp, η˜p) ∝ (cos q ·r, sin q ·r), but
cannot be described when only one order parameter com-
ponent is present. As the spin currents are omnipresent
and not related to any phase transitions in our model,
we refrain from considering them further in the interest
of simplicity.
The superconducting charge current, in contrast, is de-
fined as usual
J :=
δF
δA
. (3.13)
Considering the symmetry transformations of the spin
current and the supercurrent, we note that the spin cur-
rent preserves both P2 and T , while a nonzero supercur-
rent along the twin boundary breaks both P2 and T .
D. Helical contribution
We discuss now in more detail the helical coupling to
m in linear order, Eq. (3.8c), which is specific to non-
centrosymmetric systems. For a homogeneous inplane
magnetization, it enforces a gradient on the phase of the
superconducting order parameter29–33, becausem is cou-
pled to a supercurrent term of the form
η∗Dη − η(Dη)∗. (3.14)
In fact, if the relation
(γ
(1)
0 , γ
(1)
s , γ
(1)
p ) = α10(γ
(0)
0 , γ
(0)
s , γ
(0)
p ), (3.15)
is valid for a real number α10, we can cast the Ginzburg-
Landau equations for m in the form
2∑
j=1
2∑
µ,ν=1
Ξ(ij)µ,ν ∂µ∂νmj = −
α10
2
ξ(e3 × J (0))i + χ−1ii mi ,
(3.16)
for i = 1, 2, where J (0) is the supercurrent defined in
Eq. (3.13) with m = 0 and m3 = 0. The form of
Eq. (3.16) makes evident that the supercurrent acts as
a source term for m. Hence, if J (0) vanishes, Eq. (3.16)
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FIG. 2: (Color online) a) Phase diagram of superconducting
and magnetic order at the twin boundary as a function of tem-
perature, where Tc,bulk is the bulk transition temperature, and
parity mixing parameter R := 2|ηp/ηs|/(|ηp/ηs| + 1). In the
TRS phases, the relative phase of ηp and ηs is φ = 0, pi every-
where, while in the time-reversal broken phases, φ 6= 0, pi near
the twin boundary. This time-reversal breaking (TRB) by
the superconducting state promotes a ferromagnetic order m3
near the twin boundary at sufficiently low temperatures. b)
Cut through the phase-diagram at R = 0.88 where the order
parameters |ηs|+|ηp|, sinφ at the mesh point next to the twin
boundary, and
∫
m3dx1 are chosen to signal the phase tran-
sitions towards the superconducting phase, the time-reversal
breaking phase and the magnetized phase via the continu-
ous, dashed, and dotted-dashed line, respectively. The re-
sults were obtained for a discretized mesh with 300 sites in
x1-direction
34.
will only have the trivial solutionm ≡ 0 owing to the pos-
itive definiteness of χ−1 and Ξ(ij). Conversely, a finite
supercurrent, which necessitates broken TRS, inevitably
drives m to a finite value, oriented perpendicular to both
e3 and J
(0).
E. Spin Hall contribution
Let us now turn to the spin-Hall coupling involving
the out-of-plane magnetization m3, Eq. (3.8d), which is
generically present also in centrosymmetric tetragonal su-
perconductors. We will find that via a second order phase
transition m3 and a supercurrent (3.13) appears simul-
taneously, which necessitates a breaking of both TRS T
and inversion P2. This is different from the case of the
in-plane magnetization m, which is driven by an exist-
ing supercurrent via Eq. (3.16). To illustrate the second
order phase transition of m3 and the supercurrent, we
consider the geometry with twin boundary and impose
two gauge-fixing conditions: (i) We shall assume that
there is no current flowing across the twin boundary (in
x1 direction), so that we can choose a gauge in which
A1 ≡ 0. (ii) We impose translation invariance along the
twin boundary (in x2 direction), and choose the gauge
such that there is no spatial dependence along the direc-
tion e2. Then, it is convenient to combine m3 and A2
into a new real two-component order parameter
G := (m3, ξA2)
T. (3.17a)
To second order in G, the corresponding free energy den-
sity is rewritten as
fG = (∂1G)
T
(
Ξ
(33)
1,1 0
0 (8pi)−1
)
(∂1G) +G
TM(ηs, ηp)G,
(3.17b)
where
M(ηs, ηp) :=
(
χ−133 ξ∂1h
(3)/2
ξ∂1h
(3)/2 h(0)
)
, (3.17c)
and we defined for i = 0, 1, 3
h(i)(ηs, ηp) := γ
(i)
s |ηs|2 + γ(i)p |ηp|2 + 2γ(i)0 ξ|ηs||ηp| cosφ,
(3.17d)
all of which are even functions of x1 and h
(0) > 0. In
particular, the matrix M(ηs, ηp) is an even function of x1.
Observe that the free energy (3.17b) has a Z2 symmetry
defined by
G→ −G, (3.18)
which is nothing but the representation of the inversion
symmetry P2 defined in Eq. (3.5).
The GL equation that results form the free en-
ergy (3.17b) resembles a Schro¨dinger equation for a
spinor-valued field, with the matrix M playing the role
of a potential. The matrix M is asymptotically positive
definite for x1 → ±∞. We seek the solution G that sat-
isfies the boundary conditions |G| → 0 as x1 → ±∞ and
is lowest in energy, i.e., the lowest bound state of this po-
tential. Since the matrix M is an even function of x1, we
can infer that the lowest energy bound state, if it exists,
is even in x1 as well and has no nodes. As a corollary, a
nontrivial solution for m3 will be an even function of x1
while A2 and the supercurrent along the twin boundary
will be odd functions of x1 with one node at x1 = 0. The
existence of a non-trivial solution requires M to be not
positive definite in some region near the twin boundary,
while only the trivial solution G ≡ 0 exists, if M is pos-
itive definite everywhere. We will now argue that these
two situations are realized in two limiting configurations
for ηs and ηp.
7On one hand, if one of the superconducting order pa-
rameters is dominant, say |ηs|  |ηp|, then |∂1ηs| is small,
since the dominant order parameter remains coherent
across the twin boundary, but also |∂1ηp| is small by the
very smallness of |ηp|. It follows that the off-diagonal
elements of M in Eq. (3.17c) will be small. Since the
diagonal terms of M are positive, M is (nearly) positive
definite in this limit. Hence, with the boundary condi-
tions in place, no spontaneous magnetization or current
develops.
On the other hand, if |ηs| ≈ |ηp|, such that we ex-
pect a TRS broken state at the twin boundary, we can
approximate the off-diagonal terms in M as
∂1h
(3)/2 ≈ γ(3)0 |ηs||ηp|∂1 cosφ. (3.19)
This term will turn M into an indefinite matrix, when-
ever it is nonzero. In fact, as φ changes smoothly from 0
to pi across the twin boundary, we expect this term not
to be small in the vicinity of the boundary. In this situ-
ation we anticipate nontrivial solutions G ≡ G0(x1) 6= 0,
whereby G0 and −G0 are degenerate due to the inversion
symmetry P2, Eq. (3.18), signaling the violation of this
symmetry. Thus, the emergence of G is a second spon-
taneous breaking of a Z2 symmetry via a second-order
phase transition in our model.
The physical implication of G 6= 0 near the twin
boundary is two-fold: First, the magnetization m3 is non-
vanishing. Second, the finite gauge field A2(x1) yields a
supercurrent along the e2-direction, J
(0)
2 = A2h
(0), and
drives the magnetization m1 as described by Eq. (3.16).
All these three order parameters A2, m3, and m1 enter
the expression for the supercurrent parallel to the twin
boundary that reads
J2 := J
(0)
2 +
∂fs-m
∂A2
= 2A2h
(0) − 2ξm1h(1) +m3∂1h(3).
(3.20)
The qualitative line of reasoning outlined here is con-
firmed by the results of the explicit numerical minimiza-
tion of the GL free energy (3.8a) that provide the phase
diagram shown in Fig. 2. It resolves the consecutive
breaking of the two Z2-symmetries T and P2 with de-
creasing temperature as two distinct phase transitions.
The spatial profiles of the order parameters are shown
in Fig. 3. These results confirm the expectation that
m3(x1) is an even function of x1, while A2(x1) is an odd
function of x1. Thus, the supercurrent J2(x1) flows in
opposite directions slightly to the left and to the right of
the twin boundary.
IV. DISCUSSION AND CONCLUSION
In this paper, we studied the sequence of symmetry-
breaking transitions at twin-boundaries in noncen-
trosymmetric superconductors. We found that the super-
conducting order may spontaneously break TRS at the
m
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FIG. 3: (Color online) a) Spatial dependence of the relative
phase φ between ηp and ηs along a cut at constant temper-
ature denoted by the dotted line in Fig. 2 . b) The magne-
tization m3 and c) the supercurrent J2 as a function of x1
for R := 2|ηp/ηs|/(|ηp/ηs| + 1) = 1 near the twin boundary
in the TRS breaking phase with finite magnetization. The
position is measured in units of the mean coherence length
ξ−20 := (as + ap)/(γ
(0)
s + γ
(0)
p ). These results are obtained
for a discretized mesh with 3000 sites in x1-direction and
a′s = a
′
p = 0.01
34.
boundary if singlet and triplet pairing is of comparable
magnitude, corresponding to the regime where a topo-
logical transition occurs.15,19 This symmetry breaking is
associated with a nontrivial relative phase between sin-
glet and triplet pairing order parameters. In the phase
where TRS is broken, the emergence of a supercurrent
and a finite magnetization at the twin boundary is fa-
vored. Both the supercurrent and the magnetization
break spontaneously the inversion symmetry along the
twin boundary, in addition to the already broken TRS.
Our model for the twin boundary thus shows two consec-
utive breakings of Z2 symmetries, resulting in a total of
2× 2 = 4 degenerate low-symmetry states. One expects
that these 4 states form domains along the twin bound-
ary and are separated by topological defects that can
only exist on the twin boundary. The topological defect
associated with the first Z2 symmetry (TRS) is a vortex
that carries a fractional magnetic flux18, while the defect
associated with the second Z2 symmetry (inversion) is a
magnetic domain wall. We leave the investigation of the
interplay of these defects as a subject for future studies.
We observe that the spontaneous supercurrents and
the spin magnetizations are always coupled to one an-
other through the spin current at the twin boundary.
This is not a feature exclusive to the topologically non-
8trivial phase, but occurs in a range of parameters on both
sides of the topological transitions. The spin Hall nature
of this interrelation between spin-current, charge-current
and the spin magnetization is the basis of many devices
in spintronics.
On closing, we shall briefly relate to the experimental
example of the orthorombic noncentrosymmetric super-
conductor LaNiC2. Muon spin rotation measurements
showed that its superconducting state breaks TRS,35
which raises the question about its pairing symmetry.
Symmetry arguments show that the “usual” form of a
TRS breaking superconducting phase is impossible, due
to the lack of a degenerate multi-component order pa-
rameter. In analogy to our results for twin boundaries,
one might speculate whether TRS is not broken by the
bulk pairing symmetry of the superconducting order pa-
rameter, but via local TRS breaking bound states at de-
fects17 in this material. The fact that the TRS breaking
phase only appears as subsequent transition below Tc is,
however, in contradiction with the experimental observa-
tion that the intrinsic magnetism appears at the onset of
superconductivity35.
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