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The aim of this paper is to establish some new partial integral inequalities in 
two independent variables which can be used in the analysis of a class of non- 
linear non-self-adjoint hyperbolic partial integrodifferential equations. An ele- 
mentary method of reducing the integral inequality to a second-order partial 
differential inequality and then integrating it by Riemann’s method is used to 
establish our results. 
1. INTRODUCTION 
One reason for much of the successful mathematical developments in the 
theory of ordinary and partial differential equations is the availability of some 
kinds of inequalities and variational principles involving functions and their 
derivatives. Recently, Conlan and Diaz [6], Snow [17, 181, Young [20], Ghoshal 
and Masood [8, 91, Headley [l 11, Chandra and Davis [5], Bondge and Pachpatte 
[3, 41 and Pachpatte [12-141 have established several partial integral inequalities 
which are motivated by certain applications in the theory of hyperbolic partial 
differential and integrodifferential equations; see also the monographs by 
Beckenbach and Bellman [I, p. 1541, Walter [19, pp. 130-1471 and the recent 
lecture notes by Beesack [2] for a number of partial differential and integral 
inequalities. Our objective here is to establish some new integral inequalities 
which can be used as ready and powerful tools to study the uniqueness, con- 
tinuous dependence, stability, and other problems in the theory of a class of 
nonlinear non-self-adjoint hyperbolic partial integrodifferential equations. 
2. MAIN RESULTS 
In this section we establish our main results on partial integral inequalities 
whose proofs basically depend on the knowledge of Riemann’s function, which 
has certain interesting features in solving linear partial differential equations of 
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the hyperbolic type. We use the following assumptions in our subsequent 
discussion. 
(I&) 4.~ Y), 4~ y), b(x, Y>, +, Y), P(T Y), q(.v, vh Y(--G Y), h(x, Y), and g@, y) 
are real-valued nonnegative continuous functions defined on a domain D. 
(H,) p&o , y,J and P(x, y) are two points in D such that (s - NJ (y - y,) 
> 0 and R is the rectangular region whose opposite corners are the points P,, 
and P. 
(Ha) The functions F(s, t; x, y) and Pt’(s, t; x, y) are the Riemann functions 
for the partial differential operators L and 7’, respectively, and satisfy all the 
properties of Riemann functions for operators with continuous coefficients. 
A useful partial integral inequality is established in the following theorem. 
THEOREM 1. Suppose (HJ-(Ha) are true. Let V(s, t; x’, y) be the solution of 
the characteristic initial-vake problem 
nq If’] = 0, (1) 
mhere 112 I’S the adjoint operator of the operator L defined by 
WY = Y,, + al% + c7,Y‘ + a,y (2) 
in which a, = -bcq, a2 = -bcp, a3 = -[g f  bc(r + cl)]. Let W(s, t; x,y) be 
the solution of the characteristic initial-value problem 
N[fq = 0, (3) 
where :X7 is the adjoint operator of the operator T dejined b)p 
in which b, == - bcq, b, = -bcp, b, = -bc(r - h). Let D+ be a connected sub- 
domain of D which contains P and on which F 3 0 and W > 0. If R C D+- and 
u(x, y) satisfies 
u(s, 2)) :< a(.~. J) + b(m, y) [p(x, T) f’ c(s, y) u(s, J,) ds 
- Jil 
+ q(x, y) \” c(x, t) u(x, t) dt + r(s, y) 1’ [’ c(s, t) u(s, t) ds dt 
- go - IO’ YO 
(5) 
+ h(x, y) j‘jUg(s, Q ([’ it 4E, rl) 6 ?) d5 d7) ds dt] , 
5 N3 - Q’o‘ v#J 
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then u(x, y) also satis$es 
u(x, y> < a(x, y) + 6(x, y) [p(x, y) j-’ c(s, y) u(s, Y) ds + 4~ Y> 1’ & t) 4x, t) dt 
G3 % 
where 
Q(x, y) = I'/' W(s, t; x, y) c(s, t) [a(s, t) + b(s, t) h(s, t) 
cl RI 
where 
f(x, y> = a(x, y) + b(x, y) [+, y) Q(.r, ~7) + hh 1’) J”IJvI AS, t) Qh t) ds dt] * 
(9) 
Again, if p(x, y) = 0, then 
24(x, 3’) < ff(.T y) + qx, Y) q(-? Y) [ 1” 4x* t) f(X, t> 
- w 
. exp (J’ C(N, T) b(x, rl) Q(G 7) &) dt] , 
t 
wheref(x, y) is as dejked in (9) in which the function Q(x, y) is as defined in (7). 
Proof. Define a function 4(.x, y) such that 
then we have 
&y(.T, y) = C(? Y) 4x7 Y), 
NEW INTEGRAL INEQUALITIES 61 
which in view of the definition of 4(x, y) and (5) implies 
Adding b(x, Y) c(x, y) h(x, y) 4(x, Y) to both sides of the above inequality we have 
42y(x, !) + 4x, Y) 4x, Y) 46 Y) a-? 39 
Y(x, ?) = #(x, y) + f” f’g(s, t) +(s, t) ds dt, 
- Tg. ‘1” 
then we obtain 
Y(xo , y) = Y(x(x, yo) = 0, 
(12) 
from (11) and 4(x, Y) < Y(x, y), +.,.(.v, y) < Yx(x, Y), +Y(X~ y) < ykx7 ?I) from 
(12) in (13) we have 
L[Y] = Y&, y) + qY&, y) + a,Y,(.z, y) + %qx, ?I> d 4% Y> 4x, Yh (‘4) 
where a, , us , and aa are as defined in (2). 
Now for any two twice continuously differentiable functions Y and I’, the 
operators L and &I satisfy the identity 
where M is the adjoint operator of L. Let R be a rectangular region with corners 
p&l Y YCA Pl(T Yoh f% Y>? and Pa(x,, , Y) so that POP is the diagonal as shown 
in Fig. I. 
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FIGURE 1 
Using s and t as the independent variables, we integrate identity (15) over R 
and use Green’s theorem to obtain 
Since Y is zero on c1 and c4 , and also ds does not vary on c2 , and dt does not 
vary on cg , we get 
(VL[Y] - YM[ V-1) ds dt 
Integrating the right-hand side by parts along the characteristic segments c2 and 
c3 to eliminate partial derivatives of Y, we obtain 
!I (l’L[Y] - YM[ V]) ds dt R 
L j- (all,’ - V,) Y dt - j. (a2T’ - I’,) Y ds 
3 c3 
+ Y(P) V(P) - gYpI) V(P,) - $Y(P*) V(P,) 
= [ (a,T’ - V,) Y dt - [ (up-C’ - V,) Y ds + Y(P) V(P). 
- c.’ - c3 
(16) 
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Now since V(s, t; x, y) is the solution of the characteristic initial-value problem 
M[V] = 0, it is by definition the Riemann function V(s, t; x. y) = V(s, t) 
associated with the partial differential equation L[Y] = 0 such that 
So we get from identity (16) and inequality (14) 
Y(x, y) < jJyy V(s, t; x, y) a(s, t) c(s, t) ds dl. 
0 0 
Now substituting this bound on Y((x, y) in (11) we have 
Now by following the same steps as above we obtain the estimate 
4(x, 4’) < jJx; (., w  J t; s, y) c(s, t) [u(s, t) + b(s, t) h(s, t) 
Now substituting this bound on 4(x, y) in (5) we obtain the desired bound in (6). 
Now let 4(x, y) = 0 in (6) and define 
Then inequality (6) reduces to 
u(x, y) < f(.x, y) + b(x, Y) P(G Y> j-’ ch Y> u(s, Y> ds- 
Sn 
(18) 
409/76/1-s 
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Inequality (18) may be treated as one-dimensional (Gronwall’s) inequality for 
any fixed y  between y0 to y, which implies the estimate for U(X, y) such that 
4% Y) < f(X, y) + b(x, y) p&v, 1’) 
(19) 
. [j’ ch y)f(s, Y) ev (j” 4539 46, Y) p(E, y) de) ds] , 
Jh s 
which is the desired bound in (8). Further, substituting p(~, y) = 0 in (6) and 
following the similar argument as above we obtain the desired bound in (10). 
We note that the integral inequality established in Theorem 1 is of a more 
general type and contains as special cases the recent results of Snow [17] and 
Ghoshal and Masood [8]. It can be used to study the nonlinear non-self-adjoint 
hyperbolic partial integrodifferential equations of the more general type. 
We now apply Theorem 1 to establish the following interesting and useful 
integral inequalities in two independent variables. 
THEOREM 2. Suppose (Hi)-(HJ aye true. Let G(u) be continuous, strictly 
increasing, convex, and submultiplicative function for u > 0, G(0) = 0, lim,,, G(u) 
= co; for all (x, y) in D, let a(x, y), p(x, y) be positive continuous functions defined 
on a domain D; and let cw(x, y) + /3(x, y) = 1. Let V(s, t; N, y) be the solution of the 
charactwistic initial-value problem (1) in which M is the adjoint operator of the 
operator L dejined by (2) with a, = -/3G(b/F1) cq, a2 = -pG(bfl-‘) cp, and 
a3 = -[g + /3G(b/+‘) C(Y + h)]. Let W(s, t; x, y) be the solution of the character- 
istic initial-value problem (3) in which N is the adjoint operator of the operator T 
defined by (4) with b, = -pG(bfl-l) cq, b, == -fiG(b/F) cp, and 6, = 
-/3G(b/z-l) C(Y - h). Let D+ be a connected subdomain of D which contains P 
and on which V > 0 and W > 0. If R C D+ and u(x, y) satisJies 
u(x, Y> < 4x, Y) + 4x, Y) G--l [~(x, Y) jz c(s> Y) G(u(s, Y)) ds 
70 
+ q(x, y) jy c(x, t) G(u(x, t)) dt + y(x, Y) j’j’ c(s, t) G(u(S, t)) ds dt 
Rl x0 *II 
+ h(x, y) J“J’ g(s, t) ( IS(’ c(E) 7) G(u(5, rl)) de drl) ds dt] 9 W) 
x0 % % go 
then U(x, y) also satisfies 
4x, y) 9 a@, Y) + b(x, Y) G-l [Ph Y) I* ch Y) G(u(s, Y)) ds 
4 
+ 4x, Y) j ’ 6 t) ‘34x> 9) dt + r(x, Y) Q& Y) 
10 (21) 
+ 4x, Y) j;jg; ds, 4 Qo(s, 4 ds dt] 7 
0 
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where Q,,(x, y) is defined by the right member of (7) by replacing a(x, y) by 
C& y) G(a(x, y) c+, y)) and b(x, y) by 16(x, y) G(b(x, y) B-‘(x, y)). Further, if 
q(s, y) = 0, then 
u(s, ~1) < a(x, y) + b(x, y) G-l [r(x, y) Qo(x, y) + h(x,?) [” [‘g(s, t)C?o(s, t) ds dt 
- 70. Y. 
+ P(& y) j-Z c(s, y) fo(s, y) 
- exp (1’ cii, y) B(t, y) G(b(5, y) B-Y~, ?I)) P(f, >!I dt) ds] f (24 R 
where f&r, y) is dejined by the right member of (9) replacing a(x, y) by 
CX(X, y) G(a(x, y) cl(x, y)), b(.r, Y) bv B(x, Y) G(b(x, Y) P-‘(x, Y)), and QZ(T Y> by 
Q&,y). Again, if p(x,v) = 0, then 
~(a, y) < u(x, y) + b(x, y) G-l [,(T Y) Q&, u) + W>y) /r/yg(st t)Qoh t) ds dt 
%I % 
+ 4(% Y) I:, c(x, t>f& t> 
* exp ([” 4x, 7) B(x, 7) W(x, rl) P(x, 7)) d-r7 7) 4) dt] j (23) 
where Q&z, y) andf,(x, y) me as defined abore. 
Proof. Rewrite (20) as 
u(x, y) ,( c@, y) a(& y) qx, u) 
+ B(x, Y) b(.r, Y) B-% Y) G-’ [P(x, Y) f5 4, Y) GW Y)) ds 
* TLl 
+ dx, Y) j-’ c@, t) G(u(x, t)) dt + T(X, y) [“j-” c(s, t) G(u(s, t)) ds dt 
%I ‘G3 h3 
+ h(x, y) \x/yg(s, t) (j-’ [’ ~(6, T) G(46,rl)) d6 d7) ds dt] . 
-20 Yo 20. Y#) 
Since G is convex, submultiplicative, and monotonic we have 
G(u(x, y)) < +G Y) G(a(x, Y) +x, Y)) 
+ ,W, Y) G(b(x, y) P@, Y)) [P& Y) I= 4 Y) G(u(s, Y)) ds Jil 
+ q(x, y) 1’ 6 t) G(u(.r, t)) dt + Y(X, y)/‘j-’ c(s, t) G(u(s, t)) ds dt 
VI3 x0 ‘kl 
; h@,A j-x~YR(St t) (j-‘s’ c(E, rl) Wdk> 7)) dS 4) ds dt] . 
x0 10 Gl yo 
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The estimate in (21) follows by first applying Theorem I with a(.~, y) = 
W(X, y) G(a(x, y) ~l(s, y)), b(s, y) = fl(x, y) G(b(x, y) ,L-r(x, y)), and u(x, y) = 
G(u(s, y)) and then applying G-l to both sides of the resulting inequality. The 
rest of the proof when 4(-v, y) == 0 and p(x, y) = 0 follows by the similar argu- 
ment as in the last part of the proof of Theorem 1 in view of the proof of the first 
part of this theorem with suitable modifications. We omit the details. 
THEOREM 3. Suppose (HI)-(Ha) are true. Let G(u) be a positive, continuous, 
strictly increasing, subadditive, and submultiplicative function for u > 0, G(0) = 0 
for all (s, y) E D, and G-l is the inoerse function of G. Let T’(s, t; x, y) be the solution 
of the characteristic initial-value problem (1) in which M is the udjoint operator of 
the operator L defined by (2) with a, = -G(b) cq, u2 = -G(b) cp, and a3 = 
-[g + G(b) c(r + h)]. Let W(s, t; x, y) be the solution of the characteristic 
initial-value problem (3) in which h’ is the adjoint operator of the operator T 
defined by (4) with b, = -G(b) cq, b, = -G(b) cp, and 6, = -G(b) c(r -- h). 
Let D+ be a connected subdomain of D which contains P and on which V > 0 and 
W > 0. If  H C D+ and n(s, y) satisfies 
u(x, 3~) < u(x, y) + b(x, y) G-l [p&x, y) I‘x c(s, y) G(n(s, y)) ds 
- +l 
+ q(s, y) IyI c(x, t) G(u(m, t)) dt + r(x, y) [” 1” c(s, t) G(n(s, t)) ds dt 
- so- 210 
t h(x, 4’) I’s’ g(s, t) [I” 1’ c(5>7) G(n(& rl)) dt dq) ds dt] 9 (24) 
so RJ so- Q 
then u(x, y) also satisfies 
u(x,y) < G-l [G(+,Y)) + GM x, y)) (+(x, y) j-x c(s, y) G(u(s, $1 ds % 
+ q(x, y) 1’ 4.~ 0 G(u(x, t)) dt + r(X, Y> Pdx, Y) 
- YiJ 
(25) 
t 4-y, Y) I:lj‘:, g(s> 4 MS, 4 ds dt)] , 
where Q1(x, y) is dejned by the right member of (7) by replacing a(.~, y) by G(a(x, y)) 
and b(x, y) by G(b(x, y)). Further, if q(x, y) = 0, then 
U(Y, 3~) < G-l 1 f&x, y) + G(b(x, 3’)) P(% Y) [s,: c(s, Y)fi(s, Y) 
. exp (ix 45 y) G(b(t> Y)) PC%, Y> dt) ds] 1 , 
‘5 
(26) 
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whevef,(x, y) is defined by the right member of (9) by veplucing a(.~, y) by G(a(.r, J)), 
h(s, y) by G(b(.v, y)), and (2(x, y) by Ql(x, y). =Igain, if p(.v, 1’) = 0. then 
where Q1(s, y) and fi(x, y) are as defined aboae. 
G is subadditive, submultiplicatire, and monotonic we have 
+ q@, y) 1” 4% t) G(u(x, t)) dt + Y(S,)-) 1” 1” c(S, t) G(u(s, t)) ds dt 
- e, - S”. !1,, 
The desired bound in (25) follows by first applying Theorem 1 to (28) with 
a(s, y) = G(a(s, y)), b(r, y) = G(b(x, J)). and U(S, y) = G(u(s, y)) and then 
applying G-l to both sides of the resulting inequality. Further, bq’ setting q(s, y) 
-= 0 and p(x, y) = 0 in (28) and applying Theorem I we obtain the desired 
bounds in (26) and (27). 
1Ve note that the integral inequalities established in Theorems 2 and 3 are the 
two independent variable generalizations of the integral inequalities established 
by Gollwitzer [lo, Theorem l] and Pachpatte [12, Theorem 21. Further, we note 
that the functions l’(s, t; x, -y) and W(s, t; s, y) involved in Theorems l-3 are 
the well-known Riemann functions relative to the point P(s, y) (see [16]). The 
existence and continuity of the Riemann function is well known and may be 
demonstrated by the method of successive approximation (see [7]). 
3. SOME APPLICATIONS 
In this section we present some applications of our results to study the 
behavioral relationships between the solutions of the nonlinear non-self-adjoint 
hyperbolic partial differential and integrodifferential equations. There are many 
possible applications of the inequalities established in this paper, but those 
presented here are sufficient to convey the importance of our results to the 
literature. 
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Consider the nonlinear non-self-adjoint hyperbolic partial differential equa- 
tion 
uzy(.x, y) q = {c&s, y) u(.T, y)>, + C,(? Y) @I YT 45 Yh (29) 
with the given boundary conditions 
4% ! Y) = &LY)l U(.? y”) = h”(N), &l(YcJ = h&l) 
and the nonlinear non-self-adjoint hyperbolic partial integrodifferential equation 
with the given boundary conditions 
where all the functions are real-valued, continuous, and defined on a domain D 
and are such that 
where 
I c&G y)l < c@, y), (31) 
I F(.v, y, z) - F(s, y, u)I < M, I .z - u I , (32) 
, Iqk, ?‘, s, t, z)l < M&(S, t) I z I ) (33) 
i H[s, ~7, ~11 < g(x, y) 1 z 1 , (34) 
I A(.? y)l ,< F, (35) 
and the functions c(s, of) and g(x, y) are as defined in (H,) and M, and E are 
positive constants. Equations (29) and (30) are equivalent to the integral equa- 
tions 
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and 
.S s’/ 
t 
IJ 
c,,(s, t) F(s, t, z(s, t)) ds dt 
‘S” ‘10 
(37) 
From (36) and (37) we have 
a@, .y) - u(& y) = A@, y) f jz C& V) kh ?I) - u(sv dl ds 
so 
+ jr; jv; c,,(s, t) [W, tz(s, t))- F(s, t, u(s, t))] ds dt (38) 
Using (31)-(35) and 1 .z 1 - i u 1 < j z - u i in (38) and assuming that the 
solution zl(x, y) of (29) is bounded by N, , where A’” > 0 is a constant, we have 
+ nfo fz 1” C(S, t) ( z(S, t) - u(S, t)l ds dt 
- J’“. Y4) 
where 
+,, y) = E + rVr, [‘r [‘g(s, t) ( is If  L~,,C(& ‘7) dt dv) ds dt. 
- 10’ Y” . To’ 1,” 
(39) 
Now a suitable application of Theorem 1 yields 
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where 
in which 
where V(s, t; s, 4’) and lV(s, t; s, 31) are as in Theorem I with suitable changes 
in the values of p, Q, b, Y, and k. If  the right-hand side in (40) is bounded then we 
obtain the relative boundedness of the solutions u(x, y) and z(s. ~1) of (29) and 
(30). 
I f  a(.~, ~7) defined in (39) is small enough and, say, less than E,, , where E” > 0 
is arbitrary, then from (40) we have 
If in (41) the expression in braces is bounded and l t, + 0, then we obtain 
1 z(x, 4’) - U(S, y)~ + 0, which gives the equivalence between the solutions of 
(29) and (30). 
We note that our Theorem I can be used to study the stability, boundcdness. 
and continuous dependence of the solutions of (29) and (30) by following 
arguments similar to those in [8, 13, 171 with suitable modifications. Further 
we note that the integral inequality established in Theorem I can be used to 
study the similar problems for nonlinear non-self-adjoint partial differential and 
integrodifferential equations of the form 
and 
(43) 
+ H [% y, jzjy k(.r, y, S, t, Z(S, t)) ds dt] 
so yu 
with the given boundary conditions and some suitable conditions on the func- 
tions involved in (42) and (43). 
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In concluding this paper we note that the inequalities and their applications 
presented here can be extended very easily to the corresponding vector problems 
[I& 91. 
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