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In the present paper, we determine the radial part of the Casimir element for the affine
Lie algebra ŝl2 with respect to the Chevalley involution. The resulting operator is identi-
fied with a blend of the Inozemtsev Hamiltonian and the KZB heat equation in dimension
one. Moreover, it is shown how the corresponding zonal spherical functions give rise to
symmetric theta functions and convergence is discussed. The paper takes guidance from
previous work by Etingof and Kirillov on the diagonal case.
1 Introduction
The Inozemtsev Hamiltonian [19] is a generalization of the elliptic Calogero-Moser
system for the non-reduced root system of type BCN . It was shown by Ochiai,
Oshima, and Sekiguchi to be the universal quantum integrable Hamiltonian with
BN-symmetry [36]. For N = 1 one obtains the Hamiltonian
H = d
2
dx2
−
3∑
j=0
l j(l j + 1)℘ j(x), (1.1)
where ℘ j for j = 0, . . . ,3 denote Weierstrass ℘-functions shifted by the four half-periods
of the underlying lattice, respectively, and  = (l0, l1, l2, l3) are four coupling constants.
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As shown in [40, Section 8] the eigenvalue problem for H can be reformulated in terms
of the Heun equation which is a standard form of a Fuchsian differential equation
with four regular singularities, see also [46, Section 2]. The investigation of the spec-
tral problem for the Inozemtsev Hamiltonian is an active area of ongoing research, even
in the Heun case, see for example [44] or the series of papers by Takemura beginning
with [46]. It should be mentioned, as pointed out in [31, 49], that the operator (1.1)
already appeared in Darboux’s 1882 paper [8] which predates Heun’s work. In the present
paper, however, following Ruijsenaars and Takemura we call the operator (1.1) the Heun
Hamiltonian.
In their seminal work in the 1970s Olshanetsky and Perelomov established
quantum integrability of rational and trigonometric Calogero-Moser systems for spe-
cial fixed parameters, see their review paper [37]. They showed that these Hamiltonians
can be obtained as radial parts of Casimir elements for Riemannian symmetric spaces
G/K. This observation constitutes an important half-way mark between the classical
work by Gelfand and Harish-Chandra on harmonic analysis on symmetric spaces, for
example [14, 15], and the more recent development of Heckman–Opdam theory which
established quantum integrability of the Calogero-Moser system algebraically for gen-
eral coupling constants [17, 18, 39, Chapter I.2]. Heckman–Opdam theory naturally led to
the replacement of the geometric approach based on symmetric spaces by an algebraic
approach based on Dunkl operators. This in turn led to the introduction of Cherednik
algebras and more general double affine Hecke algebras.
The range of coupling constants for which Calogero-Moser Hamiltonians are
obtained by radial part calculations in the spirit of Olshanetsky and Perelomov may be
enlarged by considering non-trivial K-types in the sense of [18, Section 5]. Here we call
zonal spherical functions for non-trivial K-types twisted zonal spherical functions. For
Hermitian symmetric spaces this leads to a discrete family of rational or trigonomet-
ric Hamiltonians [18, Theorem 5.1.7]. Initially, elliptic Calogero-Moser operators were
excluded, but in the introduction of [37] Olshanetsky and Perelomov suggested that the
elliptic case may be treated in a similar way involving Kac–Moody algebras. This sug-
gestion was picked up in an impressive series of papers by Etingof, Frenkel, and Kirillov,
for example [9–11, 22], where the authors calculate radial parts of Casimir operators for
Kac–Moody versions of symmetric spaces of the form G/K with G = K × K where K is
diagonally embedded. For ŝl2 they obtained operators of the form
− 4πiK ∂
∂τ
+ ∂
2
∂x2
−m(m+ 1)℘ (x), (1.2)
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where now K denotes the level, τ and 1 are the periods of the Weierstrass ℘-function,
and m ∈ N parametrizes irreducible sl2-modules, see [10, p. 586]. The operator (1.2)
provides the one-dimensional version of the KZB heat equation which first appeared
in a paper by Bernard [3], see also [12] or [47, p. 70]. Cherednik initiated a discussion
of the KZB heat equation using degenerate double affine Hecke algebras [7] also mak-
ing contact with the results by Etingof and Kirillov. In their construction Etingof and
Kirillov identified the underlying zonal spherical functions with affine analogs of Jack
polynomials which they characterized analogously to Jacobi polynomials in Heckman–
Opdam theory, see [18, I.1.3]. While Jacobi polynomials provide a basis of Weyl group
invariant polynomials, the affine Jack polynomials in [11] provide a basis of the space
of Looijenga’s symmetric theta functions [28, 29].
In the present paper, we consider the affine Lie algebra ŝl2 together with the
Chevalley involution θˆ . This is the simplest example of an affine symmetric pair which
goes beyond the diagonal case K × K/K considered by Etingof and Kirillov. The Lie sub-
algebra ŝl
θˆ
2 of ŝl2 fixed under θˆ is the Onsager algebra and has a two-parameter family of
one-dimensional representations {χa,b |a,b,∈ C}, see Corollary 2.3. For any pair of one-
dimensional representation η = χa0,a1 , χ = χb0,b1 of ŝlθˆ2 we define a set of twisted zonal
spherical functions ηC¯[ŜL2]
χ
K of level K using the Peter-Weyl theorem and a completion
procedure, see (3.5). We calculate the radial part of the Casimir element of ŝl2 acting
on ηC¯[ŜL2]
χ
K . After conjugation by a suitable element δˆ, the resulting operator can be
identified with a Heun version of the KZB heat operator
HK, = −4πiK ∂
∂τ
+ ∂
2
∂x2
−
3∑
i=0
li(li + 1)℘i(x) + c(τ ), (1.3)
where c(τ ) is holomorphic in τ and the coupling constants  = (l0, l1, l2, l3) are related to
the characters η, χ via the relations
l0 = (a1 − b1 − 1)/2, l1 = (a1 + b1 − 1)/2,
l2 = (a0 + b0 − 1)/2, l3 = (a0 − b0 − 1)/2,
see Theorems 4.10 and 5.5. Twisted zonal spherical functions provide eigenfunctions
for this operator. We show for η = χ that these eigenfunctions are analytic in a suitable
domain. We moreover show how twisted zonal spherical functions provide a basis of
subspaces of the space of Looijenga’s symmetric theta functions, see Corollary 3.24.
The operator (1.3) has appeared in the literature previously in various contexts.
This was brought to the author’s attention by H. Rosengren who kindly provided his
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preprint [42] ahead of publication. In the special case where all parameters li are equal,
the Heun-KZB heat operator (1.3) coincides with the KZB-heat operator (1.2). Beyond
the connection to conformal field theory [3, 12, 47] already mentioned, the KZB-heat
operator appeared in the investigation of the eight-vertex model [4]. The more general
Heun-KZB heat operator has been related to the eight-vertex model in [42]. The most
striking appearance of the Heun-KZB heat operator pertains canonical quantization of
the Painleve´ VI equation. The Painleve´ VI equation has a Hamiltonian form involving
the classical Heun Hamiltonian, see [30]. This Painleve´-Calogero correspondence was
quantized by Zabrodin and Zotov [50], who showed that the non-stationary Schro¨dinger
equation HK,Ψ = 0 is equivalent to an auxiliary linear problem associated to Painleve´
VI. We refer the reader to the introduction of [42] and to the recent paper [25] for an
overview and further references.
The present paper takes its main inspiration from Etingof’s and Kirillov’s
work [11] and from Kirillov’s more detailed thesis [22]. The second main ingredient is the
beautiful presentation of Harish-Chandra’s radial part calculations given by Casselman
and Milicˇic´ in [5]. Their algebraic treatment includes twisted zonal spherical functions
in full generality and translates easily into the setting of Kac–Moody algebras. Com-
pared with [11] we take a pedestrian approach. As in [47] we intentionally restrict to ŝl2
with the Chevalley involution, mainly because this is a crucial test case which avoids
many technicalities such as restricted root systems. It may however be expected that
most results of the present paper can be generalized to involutive automorphisms of
the second kind of symmetrizable Kac–Moody algebras as classified by Kac and Wang
in [24], see also [2, 23, Theorem 2.7].
In [11, Section 11] Etingof and Kirillov give some indication of how to extend
their construction to quantum affine algebras. The setting of the present paper leads
to the q-Onsager algebra [1] which is the simplest example of a quantum symmet-
ric pair coideal subalgebra for an affine Kac–Moody algebra [23, Example 7.6]. In the
finite case, radial part computations for quantum symmetric pairs were performed by
Noumi [35] and Letzter [27] in order to give interpretations of Macdonald polynomials
in terms of quantum groups. The present paper may serve as a guide to extend Let-
zter’s construction to the affine Kac–Moody setting or at least to the q-Onsager algebra.
In radial part calculations for quantum groups, differential operators are replaced by
difference operators. Ruijsenaars and Schneider introduced a class of difference oper-
ator analogs of elliptic Calogero-Moser systems, commonly referred to as relativistic
Calogero-Moser systems [43, 45]. A relativistic version of the Inozemtsev model was
introduced by van Diejen [48]. One may expect that a radial part calculation for the
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q-Onsager algebra reproduces van Diejen’s model for N = 1. Elliptic difference operators
also appeared in Cherednik’s work [6] which also hints at relations to q-Kac–Moody
algebras.
We now describe the contents and structure of the present paper in more detail.
In Section 2.1, after fixing notations, we study one-dimensional representation of the
Onsager algebra inside completed irreducible highest weight representations V(λ) of ŝl2
where λ denotes a dominant integral weight. Proposition 2.4 determines precisely which
one-dimensional representations of ŝl
θˆ
2 occur inside V(λ) showing that this is analogous
to the situation for finite dimensional Gelfand pairs. We use these results in Section 3
to determine twisted zonal spherical functions for ŝl2. The Peter-Weyl decomposition
serves as the definition of the relevant algebra of functions, but again the construction
involves completions which are systematically described in Section 3.1. Subsequently,
we review the construction and properties of symmetric theta functions for ŝl2 as con-
sidered more generally in [11, 29]. With these preparations, twisted zonal spherical func-
tions are defined and classified in Section 3.4 and it is shown in Section 3.5 how they give
rise to symmetric theta functions via a generalized character map.
Section 4 is devoted to the radial part computation for the Casimir element Ω of
ŝl2. Here we follow [5], reformulating their exposition in the Kac–Moody setting for ŝl2.
For one-dimensional representations η = χa0,a1 , χ = χb0,b1 the radial part Πη,χ (Ω) is calcu-
lated in two steps, first considering the case η = χ = 0 and then determining additional
terms which appear in the general case. Following [11, 22] we conjugate the resulting
operator to eliminate first-order differentiation, see Proposition 4.8 and Theorem 4.10.
Up to this point, the radial part Πη,χ (Ω) is an operator acting on a completion C¯[P ] of
the group algebra of the weight lattice. In Section 5, again following [11, 22], we inter-
pret Πη,χ (Ω) as the Heun-KZB heat operator (1.3), see Theorem 5.5. In the case χ = η,
we show moreover that twisted zonal spherical functions can be interpreted as holo-
morphic functions on a suitable domain. The restriction to the symmetric case η = χ is
necessary to obtain Weyl group invariance.
The paper ends with an appendix in which we collect well-known presentations
of theta functions and the corresponding Weierstrass ℘-functions following [34].
2 Spherical Representations for ŝl2
2.1 The Chevalley involution for ŝl2
Let e, f,h denote the standard basis of the complex Lie algebra sl2 with Lie brackets
[e, f ]= h, [h, e]= 2e, [h, f ]= −2 f . Recall that the affine Lie algebra ŝl2 can be realized as
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a central extension of a loop algebra
ŝl2 ∼= C[t, t−1]⊗ sl2 ⊕ Cc⊕ Cd. (2.1)
Here the commutator bracket is given by
[tm ⊗ x, tn⊗ y]= tm+n⊗ [x, y]+mδm,−n(x, y)c, (2.2)
[d, tn⊗ x]=ntn⊗ x, c is central, (2.3)
where (·, ·) denotes the symmetric invariant bilinear form on sl2 with (e, f) = 1. Setting
e0 = t⊗ f, f0 = t−1 ⊗ e, h0 = −1⊗ h+ c,
e1 = 1⊗ e, f1 = 1⊗ f, h1 = 1⊗ h
one obtains the standard generators of ŝl2 realized via the Cartan matrix
A= (akl)k,l∈{0,1} =
(
2 −2
−2 2
)
(2.4)
as in [20, 1.2, 1.3]. The Chevalley involution θˆ : ŝl2 → ŝl2 is given by θˆ (d) = −d and
θˆ (ej) = − fj, θˆ ( fj) = −ej, θˆ (hj) = −hj for j = 0,1.
We are interested in the fixed Lie subalgebra
ŝl
θˆ
2 = {x∈ ŝl2 | θˆ (x) = x}.
Observe that ŝl
θˆ
2 is the Lie subalgebra of ŝl2 generated by the elements e0 − f0 and e1 − f1.
It can be given in terms of generators and relations as follows.
Proposition 2.1. The Lie algebra ŝl
θˆ
2 is isomorphic to the Lie algebra generated by two
elements B0 and B1 and relations
[B0, [B0, [B0, B1]]]= 4[B0, B1], [B1, [B1, [B1, B0]]]= 4[B1, B0]. (2.5)

Proof. Let i ∈ C denote the complex imaginary unit. It is checked by direct computation
using the Serre relations and the Jacobi identity for ŝl2 that the generators B0 = i(e0 − f0)
and B1 = i(e1 − f1) satisfy the relations (2.5). On the other hand the triangular decompo-
sition of ŝl2 implies that the Lie subalgebra ŝlθˆ2 is generated by the elements B0, B1.
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Moreover, the positive part of ŝl2 can be defined in terms of the Serre relations. This
implies that any relations satisfied by the generators B0 and B1 in ŝl
θˆ
2 are generated by
those given by (2.5). 
Remark 2.2. The Lie algebra ŝl
θˆ
2 first appeared in 1944 in Onsager’s investigation of the
Ising model [38]. Indeed, observe that θˆ is given by
θˆ (tn⊗ x) = t−n⊗ θ(x), θˆ (c) = −c, θ(d) = −d,
where θ denotes the Chevalley involution of sl2. Hence ŝl
θˆ
2 has a vector space basis con-
sisting of elements
An= 2i(tn⊗ e− t−n⊗ f) for all n∈ Z,
Gn= tn⊗ h− t−n⊗ h for all n∈ N.
By (2.2), (2.3) the commutators of these elements are calculated as
[An, Am]= 4Gn−m, [Gn,Gm]= 0, [Gn, Am]= 2An+m − 2Am−n (2.6)
which are precisely those given in [38, (60), (61), (61a)]. In the physics literature, the rela-
tions (2.5) are called the Dolan-Grady relations, while the Lie algebra given by generators
An,Gm for n∈ Z,m ∈ N and relations (2.6) is called the Onsager algebra. 
In the following, we keep the notation B0 = i(e0 − f0) and B1 = i(e1 − f1). The mul-
tiplication by the complex imaginary unit ensures that Bj has eigenvalues 1 and −1 in
the vector representation of the sl2-triple ej, fj,hj.
Corollary 2.3. For every a,b∈ C there exists a one-dimensional representation χa,b :
ŝl
θˆ
2 → C uniquely defined by χa,b(B0) = a and χa,b(B1) = b. Any one-dimensional represen-
tation of ŝl
θˆ
2 is of the form χa,b for some a,b∈ C. 
For later use we fix some more notation. Let h= LinC{h0,h1,d} be the Cartan
subalgebra of ŝl2 where LinC denotes the linear span. The simple roots α0, α1 ∈ h∗ are
defined by αk(hl) = akl , αk(d) = δ0,k for k, l ∈ {0,1}. They span the root lattice Q= Zα0 + Zα1.
We will write Q+ = N0α0 + N0α1. Let P = {λ ∈ h∗ | λ(h0), λ(h1), λ(d) ∈ Z} be the weight lat-
tice and P+ = {λ ∈ P | λ(hk) ∈ N0 for k= 0,1} be the set of dominant integral weights. The
fundamental weights 0,1 ∈ P are defined by k(hl) = δk,l and k(d) = 0 for k, l ∈ {0,1}.
Define δ = α0 + α1. Then δ(hi) = 0, δ(d) = 1, and hence P+ = N00 + N01 + Zδ. The weight
lattice P is partially ordered by μ ≤ ν if and only if there exists α ∈ Q+ such that
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μ + α = ν. We write Φ to denote the root system for ŝl2, and Φ+, Φ− to denote the sets
of positive and negative roots, respectively. Recall that Φ+ = {α1} ∪
⋃
n∈N(nδ + Φ0) where
Φ0 = {−α1,0, α1}. There are simple reflections sα0 , sα1 acting on h∗ by
sα j (λ) = λ − λ(hj)α j, λ ∈ h∗, j ∈ {0,1}
which generate the Weyl group W. Setting r = sα1 and tk = (sα1sα0)k one has an
identification (Z/2Z)  Z →W given by (l,k) → rltk. The symmetric bilinear form on
h= LinC{h1, c,d} given by
(h1,h1) = 2, (c,d) = 1, all other pairs vanish
is used to identify h with h∗. Under this identification (·, ·) is W-invariant and one has
0 =d, 1 =d+ h1/2, δ = c, α0 = h0, α1 = h1. (2.7)
The action of W on h is given by sα j (h) = h− α j(h)hj and hence
r(h1) = −h1, r(c) = c, r(d) =d,
tk(h1) = h1 + 2kc, tk(c) = c, tk(d) =d− kh1 − k2c.
(2.8)
For later use also observe that μ = (K − n)0 + n1 + bδ satisfies
tk(μ) = Kd+
(n
2
− kK
)
h1 + (−Kk2 + kn+ b)c (2.9)
where we identify h with h∗ as in (2.7). Hence, for ρ = 0 + 1 one gets
(tkμ, ρ) = n2 − kK + 2(−Kk
2 + kn+ b). (2.10)
2.2 Completions and χ-invariants
For any left ŝl2-module V and any one-dimensional representation χ : ŝl
θˆ
2 → C define
Vχ := {v ∈ V | xv = χ(x)v for all x∈ ŝlθˆ2}.
We call Vχ the space of χ-invariants in V . For any λ ∈ P+ let V(λ) denote the integrable
ŝl2-module of highest weight λ. The space of χ-invariants in V(λ) is trivial if λ /∈ Zδ.
Indeed, any element of V(λ) is a sum of weight vectors. For any non-zero χ-invariant,
however, at least one weight summand has to be a lowest weight vector. This is impos-
sible in V(λ).
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To obtain non-trivial χ-invariants we consider a completion of V(λ) as follows.
For any left ŝl2-module V in the highest weight category O let δV denote its graded
(category O) dual. This standard notation should cause no confusion with the element
δ ∈ h∗ defined in the previous subsection. Consider δV as a right ŝl2-module in a lowest
weight category. Now define for any left category O-module V a completion
V¯ := (δV)∗ (2.11)
whereW∗ =HomC(W,C) denotes the linear dual space of a vector spaceW. Alternatively,
if V = ⊕μ∈P Vμ is the weight space decomposition of V then
V¯ =
∏
μ∈P
Vμ.
It is immediate from (2.11) that the left ŝl2-module structure on V extends to a left ŝl2-
module structure on V¯ . For the right lowest weight ŝl2-module δV the completion is
defined analogously by δV = V∗. The following proposition summarizes the structure of
χ-invariants in V(λ) for λ ∈ P+.
Proposition 2.4. Let λ ∈ P+ and a0,a1 ∈ C and set χ = χa0,a1 .
(1) If a0 /∈ Z or a1 /∈ Z then V(λ)χ = {0}.
(2) If a0,a1 ∈ Z then
dim(V(λ)
χ
) =
⎧⎨⎩1 if λ(hi) − |ai| ∈ 2N0 for i = 0,1,0 else. 
The rest of this subsection is devoted to the proof of the above proposition. We
follow the line of argument given in a related finite type setting in [26, Proof of Theorem
4.3]. For convenience, we break the proof up into several smaller steps. For the rest
of this subsection fix a0,a1 ∈ C, let χ = χa0,a1 denote the corresponding one-dimensional
representation of ŝl
θˆ
2, and fix λ ∈ P+. Moreover, let vλ be a highest weight vector in V(λ).
The usual highest weight argument yields the following result.
Lemma 2.5. Let w be a nonzero element in V(λ)
χ
. Then there exists β ∈ C \ {0} such that
w − βvλ ∈
∏
μ<λ V(λ)μ. In particular, one has dim(V(λ)
χ
) ≤ 1. 
To simplify notation define B=U (ŝlθˆ2) and note that χ yields a one-dimensional
representation of B which we denote by the same symbol. For j = 0,1 define
B˜ j = Bj −aj ∈B.
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Lemma 2.6. For j = 0,1 there exists a monic polynomial pj of degree λ(hj) + 1 such that
pj(B˜ j)vλ = 0. The polynomial pj has constant coefficient pj(0) = 0 if and only if aj ∈ Z and
λ(hj) − |aj| ∈ 2N0. 
Proof. For j = 0,1 let g j ⊂ ŝl2 denote the Lie subalgebra spanned by the sl2-triple
ej, fj,hj. The subspace U (g j)vλ ⊆ V(λ) is an irreducible U (g j)-module of dimension
λ(hi) + 1. Moreover, the element Bj is the image of hj under an automorphism of g j.
Hence, the action of Bj on U (g j)vλ is diagonalizable with eigenvalues {λ(hj) − 2k |k=
0,1, . . . , λ(hj)}. Therefore, the polynomial
pj(t) =
λ(hj)∏
k=0
(t− λ(hj) + 2k+ aj) (2.12)
satisfies pj(B˜ j)vλ = 0. The factor (t− 0) occurs in the product (2.12) if and only if
λ(hj) − |aj| ∈ 2N0. 
For any ordered k-tuple I = (i1, . . . , ik) ∈ {0,1}k, we write |I | = k and fI = fi1 , . . . , fik
and B˜I = B˜i1 , . . . , B˜ik. Let J ⊂
⋃∞
k=1{0,1}k be a subset such that {1} ∪ { fJ | J ∈J } is a basis
of U (ŝl
−
2 ). In this case, {1} ∪ {B˜J | J ∈J } is a basis of U (ŝl
θˆ
2). Observe that for any ordered
k-tuple K ∈ {0,1}k one has by construction
B˜K ∈
∑
J∈J ,|J|≤k
B˜J . (2.13)
For any J = ( j1, . . . , jk) ∈J and j = 0,1 define
rt j(J) =max{l ∈ N0 | j = jk = jk−1 = · · · = jk−l+1}.
Recall that the annihilator in U (ŝl
−
2 ) of the highest weight vector vλ ∈ V(λ) has the form
AnnU (ŝl−2 )(vλ) =
∑
j=0,1
U (ŝl
−
2 ) f
λ(hj)+1
j .
For j ∈ {0,1} and k∈ N define M(k, j) = {K ∈ {0,1}k | rt j(K) ≥ λ(hj) + 1}. Then the above
expression can be rewritten as
AnnU (ŝl−2 )(vλ) =
∑
j=0,1
∞∑
k=1
∑
K∈M(k, j)
C fK .
Hence, we may assume that J contains a subset I ′ ⊂⋃ j∈{0,1},k∈N M(k, j) such that
{ fK | K ∈ I ′} is a basis of AnnU (ŝl−2 )(vλ). In this case,
I :=J \ I ′ = {J ∈J | rt j(J) ≤ λ(hj) for j = 0,1}
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is a subset such that {vλ} ∪ { fIvλ | I ∈ I} is a basis of V(λ). One shows by induction that
in this case, {vλ} ∪ {B˜Ivλ | I ∈ I} is also basis of V(λ).
Lemma 2.7. One has vλ /∈ ker(χ)vλ if an only if aj ∈ Z and λ(hj) − |aj| ∈ 2N0 for j ∈ {0,1}.

Proof. Assume that λ(hj) − |aj| /∈ 2N0 or aj /∈ Z for one j ∈ {0,1}. By Lemma 2.6,
there exists a monic polynomial pj with nonvanishing constant coefficient such that
pj(B˜ j)vλ = 0. Together with B˜ j ∈ ker(χ) this implies vλ ∈ ker(χ)vλ.
Conversely, assume that aj ∈ Z and λ(hj) − |aj| ∈ 2N0 for both j = 0 and j = 1. In
this case pj(0) = 0 for j = 0,1 by Lemma 2.6. As {1} ∪ {B˜J | J ∈J } is a basis of B one gets
ker(χ) =
⊕
J∈J
CB˜J =
∑
I∈I
CB˜I +
∑
J∈I ′
CB˜J .
For any J ∈ I ′ we get
B˜J ∈
∑
j∈{0,1}
Bpj(B˜ j) +
∑
1≤|K|<|J|
CB˜K =
∑
j∈{0,1}
Bpj(B˜ j) +
∑
J ′∈J ,|J ′ |<|J|
CB˜J ′
where we used the fact that pj(0) = 0 to obtain the first inclusion and relation (2.13) for
the equality of sets. Induction over |J| yields
ker(χ) =
∑
I∈I
CB˜I +
∑
j∈{0,1}
Bpj(B˜ j).
Hence, the relation pj(B˜ j)vλ = 0 implies that for any b∈ ker(χ) one has
bvλ ∈
∑
I∈I
CB˜Ivλ.
This expression is linearly independent from vλ as observed just above the statement of
the Lemma. Hence, vλ can not be written as bvλ for any b∈ ker(χ). 
After these preliminary considerations, we are in a position to prove the main
result of this subsection.
Proof of Proposition 2.4. Assume that aj /∈ Z or λ(hj) − |aj| /∈ 2N0 for one j ∈ {0,1}. In
this case, U (g j)vλ does not contain any non-zero B˜ j-invariant element. By Lemma 2.5,
this implies that V(λ)
χ = {0}.
Conversely, assume that aj ∈ Z and λ(hj) − |aj| ∈ 2N0 for both j = 0 and j = 1. Let
χ¯ :B→ C be the one-dimensional representation defined by χ¯(Bj) = −aj. By Lemma 2.7,
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one has vλ /∈ ker(χ¯)vλ. Let S : V(λ) × V(λ) → C denote the nondegenerate contravariant
bilinear (Shapovalev) form for V(λ), which is denoted by B in [20, Section 9.4]. Recall
that contravariance means that
S(xv,w) = −S(w, θˆ(x)v) for all v,w ∈ V(λ), x∈ ŝl2. (2.14)
The canonical projection φ : V(λ) → V(λ)/(ker(χ¯)vλ) defines a nonzero linear functional
on V(λ). As S is nondegenerate and orthogonal with respect to the weight space decom-
position [20, Proposition 9.4], there exists a uniquely determined element v ∈ V(λ) \ {0}
such that S(v,w) = φ(w) for all w ∈ V(λ). We claim that v ∈ V(λ)χ . It suffices to show that
S((Bj − aj)v,w) = 0 for all w ∈ V(λ). To this end, one writes w = aλvλ +
∑
I∈I aI B˜Ivλ for
some coefficients aλ,aI ∈ C and calculates using (2.14)
S((Bj − aj)v,w) = −S(v, (θ(Bj) + aj)w) = −S(v, (Bj + aj)w) = −φ((Bj + aj)w)
= −φ((Bj + aj)aλvλ) − φ((Bj + aj)
∑
I∈I
aI B˜Ivλ) = 0
as φ vanishes on ker(χ¯)vλ. The fact that v ∈ V(λ)χ \ {0} together with Lemma 2.5 complete
the proof of Proposition 2.4. 
3 Generalized Characters and Symmetric Theta Functions
Our next aim is to construct twisted zonal spherical functions for ŝl
θ
2, and to show how
they give rise to classes of formal symmetric theta functions. In the present affine
situation such constructions involve completions. We discuss these completions in
Section 3.1. The definition of formal symmetric theta functions is given in Section 3.2.
All the material of Section 3.2 is contained in [11, 22, 29] in more generality. Here, for
simplicity, we continue to restrict to the case of ŝl2, and we include complete proofs to
make the present text self-contained. In Section 3.3 we introduce the completion of a
localization of C[P ] which will be needed to discuss the radial part of the Casimir ele-
ment in Section 4. Twisted zonal spherical functions are defined in Section 3.4 and their
relation to formal symmetric theta functions is established in Section 3.5.
In analogy to the finite case define
C[ŜL2]=
⊕
λ∈P+
δV(λ) ⊗ V(λ). (3.1)
The map δV(λ) ⊗ V(λ) →U (ŝl2)∗, f ⊗ v → cf,v := (u → f(uv)) gives an embedding ι :
C[ŜL2] ↪→U (ŝl2)∗, since δV(λ) ⊗ V(λ) are irreducible and inequivalent U (ŝl2)-bimodules.
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The image of ι is an algebra with cf,vcg,w = cf⊗g,v⊗w. We define an algebra structure on
C[ŜL2] by demanding that ι is an algebra homomorphism.
Remark 3.1. Let ŜL2 be the Kac–Moody group associated to ŝl2 as in [21, 1C]. In [21,
Theorem 1], the algebra C[ŜL2] was identified with the so-called strongly regular func-
tions on ŜL2, see also [33, 1.7]. 
3.1 Gradings and completions
To consider affine versions of zonal spherical functions, one needs a completion of
C[ŜL2] which contains δV(λ) ⊗ V(λ) for any λ ∈ P+. Restriction to h will further require
a completion of the group algebra of the weight lattice C[P ]. In this subsection, we give
a uniform construction of such completions.
For K ∈ Z set PK = {λ ∈ P | λ(c) = K} and P+K = P+ ∩ PK . Assume that V = ⊕γ∈P Vγ
is a P -graded vector space and set VK = ⊕γ∈PK Vγ . For v =
∑
γ∈PK vγ = 0 with vγ ∈ Vγ define
n1(v) =max{(γ, ρ) | vγ = 0}
where as before ρ = 0 + 1, and for v,w ∈ VK set
d1(v,w) =
⎧⎨⎩0 if v = w,2n1(v−w) else.
One checks that (VK ,d1) is a metric space. Now define V¯K to be the completion of VK with
respect to the metric d1 and set
V¯ =
⊕
K∈Z
V¯K .
Remark 3.2. Elements of V¯K can be thought of as infinite series
∑
γ∈PK vγ with vγ ∈ Vγ
such that for any N ∈ Z there are only finitely many γ ∈ PK with vγ = 0 and (γ, ρ) > N.
Observe that generally V¯ is smaller than the completion of V with respect to d1. 
If V is a P -graded algebra then the multiplication VK × VL → VK+L is continuous.
Hence, the completion V¯ retains the algebra structure.
Example 3.3. If V = V(λ) is an integrable highest weight representation corresponding
to some λ ∈ P+ then V¯ = (δV)∗ coincides with the completion defined by (2.11). 
Example 3.4. Let V = C[P ] be the group algebra of the weight lattice with its natural
P -grading. Let {eλ | λ ∈ P } be the standard basis of C[P ] with multiplication eλeμ = eλ+μ.
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In this case V¯ = ⊕K∈ZC¯[PK ] with
C¯[PK ]=
{∑
λ∈PK
aλe
λ | ∀N ∈ Z #{λ ∈ PK |aλ = 0, (λ, ρ) ≥ N} < ∞
}
,
where aλ ∈ C and infinite sums are allowed. In this case we will write C¯[P ]= V¯ . It coin-
cides with the completion defined in [11, Section 5], [22, 6.2]. 
Example 3.5. Consider V = C[ŜL2] as defined (3.1) with graded components
Vγ =
⊕
λ∈P+
⊕
α,β∈P ,
α+β=γ
δV(λ)α ⊗ V(λ)β,
where δV(λ)α ⊆ δV(λ) denotes the dual space of the weight space V(λ)α. In this case
VK = 0 if K /∈ 2N0 and
VK =
⊕
λ∈P+K/2
δV(λ) ⊗ V(λ) if K ∈ 2N0.
We write C¯[ŜL2]K = V¯2K and C¯[ŜL2]= V¯ . Elements of C¯[ŜL2]K can be thought of as infinite
series ∑
α,β∈P
∑
j
fα, j ⊗ vβ, j
where fα, j ∈ δV(λ j)α, vβ, j ∈ V(λ j)β for some λ j ∈ P+K and where for any n∈ N all but finitely
many non-vanishing summands fα, j ⊗ vβ, j satisfy (α + β, ρ) < −n. 
Remark 3.6. Note that
⊕
λ∈P+ δ(V(λ)) ⊗ V(λ) is contained in C¯[ŜL2]. However, this sub-
space is not closed under multiplication and
⊕
λ∈P+K δ(V(λ)) ⊗ V(λ) is not complete under
the metric of C¯[ŜL2]K . 
Example 3.7. For ζ ∈ Q consider the weight space V =U (ŝl2)ζ . The triangular decompo-
sition U (ŝl2) =U (n−) ⊗U (h) ⊗U (n+) allows us to define a P -grading of V by
Vμ =U (n−)ζ+μ ⊗U (h) ⊗U (n+)−μ.
Observe that VK = {0} if K = 0 and V0 = V . Define U¯ (ŝl2)ζ = V¯ and set U¯ (ŝl2) =⊕
ζ∈Q U¯ (ŝl2)ζ . As the multiplication U (ŝl2)ζ ×U (ŝl2)ζ ′ →U (ŝl2)ζ+ζ ′ is continuous, one
obtains an algebra structure on U¯ (ŝl2). This algebra coincides with the completion
denoted by Uˆ (ŝl2) in [16, 1.4]. 
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3.2 Symmetric theta functions
The Weyl group W acts on C[P ]; however, this action does not survive under the comple-
tion described in Example 3.4. In this subsection, we define a subalgebra Aof C¯[P ] which
retains the W-action. In Section 3.5, we will identify zonal spherical functions with ele-
ments of A. The W-invariant elements in A will be called symmetric theta functions.
We follow Etingof’s and Kirillov’s presentation [11, 22] of the construction of symmetric
theta functions originally given by Looijenga in [28, 29].
As a vector space the completion C¯[P ] defined in Example 3.4 may be considered
as a subspace of C˜[P ] :=∏μ∈P Ceμ. The Weyl group W acts on C˜[P ] and we consider
w(C¯[P ]) as a subspace of C˜[P ] for any w ∈W. Hence, one may define
A=
⋂
w∈W
w(C¯[P ]), AK =
⋂
w∈W
w(C¯[PK ]).
By construction, A is a Z-graded algebra with homogeneous components AK for K ∈ Z.
Moreover the Weyl group W acts on A and on AK . Let AW ⊂ A and AWK ⊂ AK denote the
subsets of W-invariant elements in A or AK , respectively. Following [11, 22], we call
elements of AWK symmetric theta functions of level K.
For any module V in the highest weight category O define
ch(V) =
∑
λ∈P
dim(Vλ) e
λ.
By definition of O one has ch(V) ∈ C¯[P ].
Lemma 3.8 ([11, Section 5, Example 2]). Let V ∈ Ob(O). Then ch(V) ∈ A if and only if V
is integrable. In this case ch(V) ∈ AW. 
Proof. If V is integrable then ch(V) is W-invariant by [20, Proposition 10.1] and hence
ch(V) ∈ AW. If V is not integrable then there exists a simple root α j and λ ∈ P such
that dim(Vλ−nα j ) = 0 for all n∈ N. Fix N ∈ N. Then sα jch(V) has infinitely many sum-
mands aλ−nα je
sα j λ+nα j for which aλ−nα j = 0 and ((sα jλ + nα j), ρ) = (sα jλ, ρ) + n≥ N. Hence
sα jch(V) /∈ C¯[P ] which implies ch(V) /∈ A. 
Remark 3.9. Let V ∈ Ob(O) be an integrable highest weight module. Consider an ele-
ment p in C¯[P ] of the form p=∑μ∈P aμ dim(Vμ)eμ for some coefficients aμ ∈ C. By the
above lemma
∑
μ∈P dim(Vwμ)e
μ = ch(V) ∈ C¯[P ] and hence w−1p=∑μ∈P awμ dim(Vwμ)eμ ∈
C¯[P ] for all w ∈W. Hence p∈ A. 
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Lemma 3.10 ([11, Lemma 5.1]). If K < 0 then AWK = {0}. Moreover, one has
AW0 =
{∑
n≤n0
ane
nδ
∣∣∣∣∣an∈ C,n0 ∈ N
}
which is a field. 
Proof. Assume
∑
λ∈PK aλe
λ ∈ AWK and μ = (K − n)0 + n1 + bδ ∈ PK . Then Equation
(2.10) implies for K < 0 that
(tkμ, ρ) = n2 − kK + 2(−Kk
2 + kn+ b) −→ ∞ for k→ ∞.
By definition of C¯[PK ] this forces aμ = 0. Similarly, for K = 0 and n = 0, one has
(tkμ, ρ) = n2 + 2(kn+ b) −→ ∞ for sgn(n)k→ ∞.
where sgn(n) denotes the sign of n. Again this forces aμ = 0. On the other hand wδ = δ for
all w ∈W and (δ, ρ) = 2 which implies that for any n0 ∈ N and any an∈ C the formal series∑
n≤n0 ane
nδ does indeed belong to AW0 . These series form a field. 
Let K ∈ N0. For λ ∈ P+K define the orbit sum
mλ =
∑
μ∈Wλ
eμ.
By Remark 3.9 one hasmλ ∈ AWK . We want to show that suitable elementsmλ form a basis
of AWK over the field A
W
0 . To this end, we will need the following well-known result.
Lemma 3.11 ([11, Lemma 4.2]).
(1) The Weyl group W leaves PK invariant.
(2) Let K ∈ N. Then every W-orbit in PK contains a unique element in P+K . 
Proof. Property (1) holds because P is invariant under the Weyl group action and the
action of sα j just changes λ ∈ P by a multiple of α j. For Property (2) note that λ ∈ PK
implies that (λ, δ) = K > 0. Hence, (λ, α) < 0 only for finitely many positive roots α ∈ Φ+.
Now the claim follows from [20, Proposition 3.12 (b),(c)]. 
Define a subset of P+K as follows
P¯+K = {λ ∈ P+K | λ(d) = 0}
= {λ ∈ P+ | λ = (K − n1)0 + n11 for some n1 ∈ N}. (3.2)
Radial Part Calculations for ŝl2 and the Heun-KZB Heat Equation 17
Proposition 3.12 ([11, Theorem 5.2]). Let K ∈ N0. The set {mλ | λ ∈ P¯+K } is a basis of AWK
over the field AW0 . 
Proof. By Lemma 3.11 the elements {mλ | λ ∈ P¯+K } are linearly independent over AW0 . Let
m=∑aμ eμ ∈ AWK \ {0}. By Lemma 3.11 there exists λ′ ∈ P+K such that aλ′ = 0. Choose λ ∈
P¯+K such that λ
′ ∈ λ + Zδ. The set {n∈ Z |aλ+nδ = 0} is bounded from above because (δ, ρ) =
2. Hence, in view of Lemma 3.10, there exists fλ ∈ AW0 such that
∑
μ a
′
μ e
μ :=m− fλmλ
satisfies a′μ = 0 for all μ ∈ λ + Zδ. Repeating this procedure one obtains elements fλ ∈ AW0
for all λ ∈ P¯+K such that
∑
a′′μ e
μ :=m−∑λ∈ P¯+K fλmλ satisfies a′′μ = 0 for all μ ∈ P¯+K + Zδ. As
P¯+K + Zδ = P+K Lemma 3.11 now implies that m−
∑
λ∈ P¯+K fλmλ = 0. 
An element x∈ C¯[P ] is called W-anti-invariant if wx= sgn(w)x for all w ∈W. Let
A−W denote the set of W-anti-invariant element of C¯[P ] and observe that A−W ⊂ A. For
example, the elements
δˆ1 = eρ
∏
α∈Φ+
(1− e−α) and δˆ2 = e2ρ
∏
α∈Φ+
(1− e−2α) (3.3)
belong to A−W. Define A−WK = A−W ∩ AK and observe that A−W0 = {0} and that A−W =⊕
K∈N A
−W
K is a direct sum of A
W
0 -vector spaces. The following result can be found in [22,
6.2, Example 4; 29, Theorem 4.2 (ii)].
Proposition 3.13. A−W is a free AW-module generated by the element δˆ1. 
Proof. If K ∈ N and λ ∈ P¯+K then the stabilizer StabW(λ) is finite, see (2.9). Hence, we may
define
m−λ =
∑
w∈W
sgn(w)ewλ.
Analogously to the proof of Proposition 3.12 one shows that the set {m−λ | λ ∈ P¯+K } spans
A−WK as a vector space over A
W
0 . Moreover, sα10 = 0 implies thatm−K0 = 0 and similarly
m−K1 = 0. Hence, one gets the estimate
dimAW0 (A
−W
K ) ≤ | P¯+K | − 2= K − 1. (3.4)
In particular, A−WK = {0} for K = 0,1. For K ≥ 2 the map AWK−2 → A−WK , x → xδˆ1, is injective
because C¯[P ] has no zero-divisors. Hence, by Proposition 3.12, one has
dimAW0 (A
−W
K ) ≥ dimAW0 (AWK−2) = K − 1.
for K ≥ 2. In view of (3.4) multiplication by δˆ1 is an isomorphism AWK−2 → A−WK of
AW0 -vector spaces. 
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Remark 3.14. Let C¯[2P ] denote the completion of C[2P ] in C¯[P ]. The element δˆ2 defined
by (3.3) plays the same role in C¯[2P ] as the element δˆ1 plays in C¯[P ]. In particular, one
obtains that any element x∈ C¯[2P ] ∩ A−W can be written as x= δˆ2y for a uniquely deter-
mined element y∈ AW. 
We end this section with examples of elements in A\ (AW ∪ A−W ∪ C[P ]). Let M⊂
Φ+ be a finite set of positive roots and define
δˆM =
∏
α∈Φ+\M
(1− e−α).
For any w ∈W the set w−1(Φ+ \ M) contains only finitely many negative roots. Hence
δˆM ∈ w(C¯[P ]). This shows that δˆM ∈ A. This observation will be used in the proof of
Lemma 3.16.
3.3 The completion of the ring of fractions
As we will see in Section 4, radial parts of elements ofU (ŝl2) involve inverses of elements
1− e−γ for some γ ∈ Φ+. The geometric series∑∞n=0 e−nγ is an inverse of 1− e−γ in C¯[P ];
however, it is not contained in A and hence we cannot act on it by W. On the other hand,
let R[P ] denote the localization of C[P ] with respect to the multiplicative set generated
by all (1− eα) for α ∈ Φ+. For α ∈ Φ+ one has (1− e−α)(1− (1− eα)−1) = 1 in R[P ] and
hence R[P ] coincides with the localization of C[P ] with respect to the multiplicative set
generated by all (1− e−γ ) for γ ∈ Φ+. This shows in particular that W acts on R[P ].
In this subsection, following [11, Section 6], a completion of R[P ] is defined
which contains A and retains the action of W. To make this rigorous, for any w ∈W,
we define a new metric dw on C[P ] by
dw(a,b) =d1(w−1a, w−1b).
The completion of C[PK ] with respect to the metric dw is w(C¯[PK ]). We now use the met-
rics dw to define a metric on R[P ]. For every w ∈W, there is an algebra homomorphism
τw :R[P ]→ w(C¯[P ]) determined by
τw(e
λ) = eλ for all λ ∈ P ,
τw((1− eα)−1) =
∑
n∈N0
enα if α ∈ −wΦ+,
τw((1− eα)−1) = −e−α
∑
n∈N0
e−nα if α ∈ wΦ+.
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In other words, τw maps any element to its expansion by geometric series for (1− eγ )−1
for all γ ∈ −wΦ+. For any a,b∈R[P ] define
d(a,b) =
∑
k∈N
1
2k(k+ 1)
∑
w∈W,l(w)=k
dw(τw(a), τw(b))
1+ dw(τw(a), τw(b)) .
One checks that ddefines a metric on R[P ]. Let R¯[P ] denote the completion of R[P ] with
respect to the metric d.
Remarks 3.15.
1. In our caseW= Z2 ∗ Z2 and henceWk = {w ∈W | l(w) = k} satisfies |Wk| = k+ 1.
For more general root systems the factor k+ 1 in the denominator should be
replaced by |Wk|.
2. A sequence (rn) in R[P ] is a Cauchy sequence with respect to d if and only
if for every w ∈W the sequence τw(rn) is a Cauchy sequence in w(C¯[P ]) with
respect to dw. Hence we can write informally
R¯[P ]=
{∑
n∈N
an
∣∣∣∣∣an∈R[P ],∑
n∈N
τw(an) converges in w(C¯[P ]) for every w ∈W
}
.
This is the definition given in [11, p. 238; 22, (6.2.7)]. We prefer the formal
definition of R¯[P ] as a completion of a metric space because it allows us
to consider Cauchy sequences in R¯[P ] as elements in R¯[P ], see for example
Lemma 3.16.
3. The multiplication map R[P ]×R[P ]→R[P ] is continuous and hence R¯[P ]
retains the algebra structure from R[P ].
4. For a∈ C[P ] one has τw(a) = a. Hence the completion of C[PK ] with respect to
the metric d coincides with AK . One obtains an injective algebra homomor-
phism A→ R¯[P ].
5. The Weyl group action on R[P ] extends to an action on R¯[P ] by algebra auto-
morphisms. Indeed, one checks that for all u, w ∈W and γ ∈ Φ the relation
τw((1− euγ )−1) =u(τu−1w((1− eγ )−1))
holds, and hence
dw(τw(ua), τw(ub)) =du−1w(τu−1w(a), τu−1w(b))
for all a,b∈R[P ] by the above Remark 2 this shows that (rn) is a Cauchy
sequence in R[P ] if and only if (urn) is.
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6. LetR2[P ] denote the localization ofC[P ] with respect to the multiplicative set
generated by all (1− e−2γ ) for γ ∈ Φ+. The material of this section is readily
translated to obtain a completion R¯2[P ].
7. The Weierstrass functions ℘i, j(eα1 , e−δ) for i, j ∈ {0,1} defined in (A.14) and
(A.7)–(A.10) belong to R¯2[P ]. To this end observe that 11±e−α = 1∓e
−α
1−e−2α . Moreover,
℘i j(eα1 , e−δ) are invariant under the action of W on R¯2[P ] as follows from the
relation e
−β
(1±e−β )2 = e
β
(1±eβ )2 which holds in R2[P ] for all β ∈ Φ. 
We end this subsection with a useful method to identify certain elements of R¯[P ]
as elements in A. Let k∈ N0. We say that an element a∈R[P ] has poles of order at most
k if it is contained in the linear span
LinC
{
C[P ]∏
γ∈M(1− e−γ )nγ
|M⊂ Φ+ finite, nγ ≤ k
}
⊂R[P ].
Lemma 3.16. Let k∈ N0 and let (an)n∈N be a Cauchy sequence in R[P ] such that each an
has poles of order at most k. Then (δˆk1an)n∈N is a Cauchy sequence in A. The analogous
statement holds for R2[P ]. 
Proof. The observation at the end of Section 3.2 implies that δˆk1an∈ A if an has poles of
order at most k. Moreover, as (an) is a Cauchy sequence, so is (δˆk1an). 
3.4 Twisted zonal spherical functions
Recall that C¯[ŜL2] is a U (ŝl2)-bimodule and let  and  denote the left and right action
of U (ŝl2) on C¯[ŜL2], respectively. Let η, χ be one-dimensional representations of ŝl
θˆ
2. For
K ∈ N0 define
ηC¯[ŜL2]
χ
K := {a∈ C¯[ŜL2]K | xa= η(x)a and a y= χ(y)a for all x, y∈ ŝl
θˆ
2}. (3.5)
We call elements of ηC¯[ŜL2]
χ
K twisted zonal spherical functions of level K. Observe that
for η = χ = 0 and K = 0 the space 0C¯[ŜL2]00 coincides with the completion of ⊕n∈ZδV(nδ) ⊗
V(nδ) inside C¯[ŜL2]0. For each n∈ Z choose a basis element ϕnδ ∈ δV(nδ) ⊗ V(nδ) such
that ϕnδ maps to 1 under the canonical evaluation map δV(nδ) ⊗ V(nδ) → C, f ⊗ v → f(v).
Then ϕnδϕmδ = ϕ(n+m)δ for all n,m ∈ Z and
0C¯[ŜL2]
0
0 =
{∑
n≤n0
anϕnδ
∣∣∣∣∣n0 ∈ N,an∈ C
}
(3.6)
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is a field. Observe that ηC¯[ŜL2]
χ
K is a vector space over
0C¯[ŜL2]00 under multiplication.
Recall the definition of P¯+K from (3.2) and set
P¯+K (η, χ) = {λ ∈ P¯+K | λ(hj) − |η(Bj)|, λ(hj) − |χ(Bj)| ∈ 2N0 for j = 0,1}. (3.7)
Proposition 2.4 implies that for any λ ∈ P¯+K (η, χ) there exists a nonzero element
ϕλ(η, χ) ∈ δV(λ)χ ⊗ V(λ)η
which is unique up to a scalar factor. Fix a highest weight vector vλ ∈ V(λ) and let v∗λ ∈
δV(λ) denote the dual functional. We normalize ϕλ(η, χ) such that the coefficient of v∗λ ⊗
vλ ∈ δV(λ) ⊗ V(λ) is equal to one. The following proposition is an immediate consequence
of Proposition 2.4 and the construction of C¯[ŜL2]K .
Proposition 3.17. Let K ∈ N0 and let η, χ be one-dimensional representations of ŝlθˆ2.
The set
{ϕλ(η, χ) | λ ∈ P¯+K (η, χ)}
is a basis of ηC¯[ŜL2]
χ
K over the field
0C¯[ŜL2]00. 
3.5 Generalized characters
Define a linear map Ψ :C[ŜL2]→ C[P ] by
Ψ ( fμ ⊗ vν) = fμ(vν) eν for all fμ ∈ δV(λ)μ, vν ∈ V(λ)ν, λ ∈ P+.
By Remark 3.9, the map Ψ naturally extends to a linear map Ψ : C¯[ŜL2]→ A. Moreover,
one has Ψ (C¯[ŜL2]K) ⊂ AK . By definition of the product on C¯[ŜL2], the map Ψ is a homo-
morphism of algebras. Following [11, Section 7; 22, 6.3], we call elements in the image of
the map Ψ generalized characters.
Lemma 3.18.
(1) The map Ψ :0 C¯[ŜL2]00 → AW0 is an isomorphism of fields.
(2) The map Ψ : C¯[ŜL2]→ A is AW0 -linear under the identification of 0C¯[ŜL2]00 with
AW0 from (1). 
Proof. Property (1) follows from Equation (3.6) and Lemma 3.10. Property (2) holds
because Ψ is an algebra homomorphism. 
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Remark 3.19. For general symmetrizable Kac–Moody algebras Mokler considered a
restriction map to obtain a formal Chevalley restriction theorem, see [33, Corollary 3.4].
The map Ψ is a special case of Mokler’s restriction map. 
The image of zonal spherical functions ϕ ∈0 C¯[ŜL2]0 under the map Ψ is invariant
under the action of theWeyl group. This holds more generally for twisted zonal spherical
functions if the one-dimensional representations η and χ coincide.
Proposition 3.20. Let χ be a one-dimensional representation of ŝl
θ
2 and ϕ ∈χ C¯[ŜL2]χK .
Then Ψ (ϕ) ∈ AWK . 
Proof. One may assume that ϕ = ϕλ(χ, χ) for some λ ∈ P¯+K (χ, χ). For symmetry reasons,
it suffices to show that Ψ (ϕ) is invariant under the action of sα1 . Let U1 ∼=U (sl2) denote
the subalgebra of U (ŝl2) generated by e1, f1,h1. Let moreover U (l1) denote the subalgebra
generated by e1, f1, and h. Consider the decomposition
V(λ) =
⊕
m
Vm
of V(λ) into an infinite sum of simple U (l1)- modules. Each simple U (l1)-module appears
with finite multiplicity and is irreducible as a U1-module. Then
δ(V(λ)) =
⊕
m
V∗m
where V∗m denotes the linear dual space of Vm, and V
∗
m(Vn) = 0 form =n. Write ϕ =
∑
ϕm,n
with ϕm,n∈ V∗m ⊗ Vn. By definition one has Ψ (ϕ) =
∑
m Ψ (ϕm,m). The summands Ψ (ϕm,m)
are twisted spherical functions for U1 and hence sα1 -invariant, as may be checked by an
sl2-calculation. 
Remark 3.21. If η = χ and ϕ ∈η C¯[ŜL2]χ then Ψ (ϕ) is generally not W-invariant. 
The image of χ C¯[ŜL2]χ under the map Ψ is not all of AW, even for χ = 0. By (3.7)
one has
P¯+K (0,0) =
⎧⎨⎩2 P¯
+
K/2 if K even,
0 if K odd.
Let AW,θK denote the A
W
0 -vector subspace of A
W
K generated by all mλ with λ ∈ P¯+K (0,0) and
define
AW,θ = ⊕
K∈N0
AW,θK .
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Observe that AW,θ = ⊕λ∈2N00+2N01 AW0 mλ is a subalgebra of AW. Finally, to
shorten notation, write ϕλ = ϕλ(0,0).
Proposition 3.22. Let K ∈ N0. The map Ψ :0 C¯[ŜL2]0K → AW,θK is an isomorphism of
AW0 -vector spaces under the identification of
0C¯[ŜL2]00 with A
W
0 from Lemma 3.18(1). 
Proof. One may assume that K is even. By Proposition 3.20 and the remarks at the
beginning of this subsection one has Ψ (0C¯[ŜL2]0K) ⊂ AWK . Moreover, for any λ ∈ P¯+K (0,0)
all weights of V(λ) belong to 2P + Zδ. This implies that Ψ (0C¯[ŜL2]0K) ⊆ AW,θK . By Proposi-
tion 3.17, one has dimAW0 (
0C¯[ŜL2]0K) = | P¯+K (0,0)| = dimAW0 (A
W,θ
K ). Hence, it suffices to show
that Ψ :0 C¯[ŜL2]0K → AW,θK is injective.
To this end assume that there exists a non-empty subset P˜+K ⊆ P¯+K (0,0) and
nonzero elements aλ ∈ AW0 such that
∑
λ∈ P˜+K aλΨ (ϕλ) = 0. For every λ ∈ P˜
+
K , there is a
uniquely determined integer nλ ∈ Z such that
aλ = enλδ
(
aλ0 +
∑
n<0
aλn e
nδ
)
where aλn ∈ C for all n∈ −N0 and aλ0 = 0. Set nmax =max{nλ | λ ∈ P˜+K }. Observe that the
weights in P¯+K (0,0) are linearly ordered with respect to the partial ordering ≤ and that
they only differ by multiples of α1. Choose μ ∈ P˜+K maximal such that nμ =nmax. Then∑
λ∈ P˜+K aλΨ (ϕλ) has e
μ+nmaxδ-coefficient aμ0 = 0. This is a contradiction. 
We now turn to the case of general one-dimensional representation η, χ . Despite
Remark 3.21 twisted zonal spherical functions for η = χ can also be used to construct a
basis of AW,θK . To obtain W-invariance one needs to normalize. Define
P¯+(η, χ) =
⋃
K∈N0
P¯+K (η, χ).
To shorten notation set mj =max(|η(Bj)|, |χ(Bj)|), and define λ0(η, χ) =m00 +m11.
Observe that
P¯+(η, χ) =
⎧⎨⎩λ0(η, χ) + P¯+(0,0) if η(Bj) − χ(Bj) ∈ 2Z for j = 0,1,0 else. (3.8)
Proposition 3.23. Let η, χ be one-dimensional representations of ŝl
θˆ
2 such that η(Bj) −
χ(Bj) ∈ 2Z for j = 0,1. The map
0C¯[ŜL2]
0 →η C¯[ŜL2]χ , f → ϕλ0(η,χ) f (3.9)
is an isomorphism of 0C¯[ŜL2]00-vector spaces. 
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Proof. Set K=0 C¯[ŜL2]00. The map (3.9) is K-linear and injective. Moreover, it maps
0C¯[ŜL2]0K to
ηC¯[ŜL2]
χ
K+m0+m1 . By Proposition 3.17 and Equation (3.8) one has
dimK(
0C¯[ŜL2]
0
K) = | P¯+K (0,0)| = | P¯+K (η, χ)| = dimK(ηC¯[ŜL2]χK+m0+m1)
which proves the proposition. 
As Ψ is an algebra homomorphism, one obtains the following consequence.
Corollary 3.24. Let η, χ be one-dimensional representations of ŝlθˆ2 such that η(Bj) −
χ(Bj) ∈ 2Z for j = 0,1. As before set mj =max(|η(Bj)|, |χ(Bj)|) for j = 0,1 and let K ∈
N0.
(1) Let f ∈η C¯[ŜL2]χK+m0+m1 . Then Ψ ( f) is divisible by Ψ (ϕλ0(η,χ)) and
Ψ ( f)/Ψ (ϕλ0(η,χ)) ∈ AW,θK .
(2) The elements {
Ψ (ϕλ)
Ψ (ϕλ0(η,χ))
∣∣∣∣ λ ∈ P¯+K (η, χ)}
form a basis of AW,θK as a vector space over A
W
0 . 
4 The Radial Part of the Casimir Element
Twisted zonal spherical functions for ŝlθˆ2 can be interpreted as eigenfunctions for the
radial part of the Casimir element of U (ŝl2). In Sections 4.1 and 4.2, we translate the
construction of radial parts from [5, Sections 2, 3] to the infinite dimensional setting of
ŝlθˆ2. In Sections 4.3 and 4.4, we calculate the radial part of the Casimir element explicitly.
This is done in two steps, first considering the case of trivial one-dimensional represen-
tations of ŝlθˆ2 and then calculating additional terms which appear in the general case.
After conjugation by a suitable element δˆ ∈ C¯[P ] the resulting formal differential opera-
tor on C¯[P ] can be expressed in terms of Weierstrass ℘-functions.
4.1 The infinitesimal Cartan decomposition
Let H = (C \ {0})3 be a three-dimensional complex torus. The adjoint action of h on ŝl2
lifts to the adjoint action Ad of H on ŝl2 by Lie algebra automorphisms. More explicitly,
for α =n0α0 + n1α1 ∈ Q and a= (t0, t1, td) ∈ H define
α(a) = (t0t−11 )2(n0−n1)tn0d . (4.1)
With this notation one has for any X ∈ (ŝl2)α the relation
Ad(a)(X) = α(a)X.
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Recall that Φ denotes the root system of ŝl2 and define
Hreg = {a∈ H |α(a) = 1 for all α ∈ Φ}.
Remark 4.1. Observe that the set Hreg is fairly big: it consists of all those triples
(t0, t1, td) such that (td)n /∈ {1, t20 t−21 , t−20 t21 } for all n∈ N. 
For any a∈ H and X ∈U (ŝl2) define Xa =Ad(a−1)(X). Moreover, define
A=U (h) ⊗U (ŝlθˆ2) ⊗U (ŝlθˆ2)
which we consider only as a vector space. The following proposition is obtained in the
same way as [5, Theorem 2.1].
Proposition 4.2. Let a∈ Hreg. The linear map Γa :A→U (ŝl2) defined by
Γa(H ⊗ X ⊗ Y) = XaHY
is a linear isomorphism. 
Proof. For any γ ∈ Φ+ define zγ ∈ (ŝl2)γ by
zγ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
tn⊗ e if γ =nδ + α1 for some n≥ 0,
tn⊗ f if γ =nδ − α1 for some n> 0,
tn⊗ h if γ =nδ for some n> 0.
As pointed out in Remark 2.2 one has
ŝlθˆ2 =
⊕
γ∈Φ+
C(zγ + θˆ (zγ ))
and for any a∈ H one hence gets
(ŝlθˆ2)
a =
⊕
γ∈Φ+
C(γ (a)−1zγ + γ (a)θˆ(zγ )).
If a∈ Hreg then the triangular decomposition ŝl2 = n+ ⊕ h ⊕ n− implies that ŝl2 = ŝlθˆ2 ⊕ h ⊕
(ŝlθˆ2)
a. Now the proposition follows from the Poincare´-Birkhoff-Witt theorem. 
Consider the group algebra of the root lattice C[Q]. In analogy to Remark 3.15.6
let R2[Q] denote the localization of C[Q] with respect to the multiplicative set generated
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by all (1− e2γ ) for γ ∈ Φ−. In the following, for simplicity, we write
R=R2[Q].
For any X ∈U (ŝl2), the preimage Γ −1a (X) depends on a∈ Hreg. This dependence, however,
can be expressed in terms of coefficients in R independently of a. To this end let F(Hreg)
denote the algebra of functions on Hreg. There is an algebra homomorphismR→F(Hreg)
such that eα maps to the function given by (4.1) for all α ∈ Q. By Remark 4.1 this algebra
homomorphism is injective. Extend the map Γa from Proposition 4.2 linearly toR⊗A by
f ⊗ X → f(a)Γa(X) for all f ∈R, X ∈A.
We denote this map by Γa, too. In complete analogy to [5, Theorem 2.4] one obtains the
following result.
Theorem 4.3. For each X ∈U (ŝl2), there exists a unique Π(X) ∈R⊗A such that
Γa(Π(X)) = X for every a∈ Hreg. 
4.2 Radial components
To describe radial parts of elements in U (ŝl2), one needs an action of a crossed product
RU (h) on C¯[P ]. To this end observe first that the completion C¯[P ] is a left module
algebra over the Hopf algebra U (h) via the action given by
h
(∑
aμe
μ
)
=
∑
aμμ(h)e
μ for h∈ h (4.2)
The subalgebra C[Q] is invariant under this action. Moreover, (4.2) extends uniquely
to an action of U (h) on the localization R [32, Lemma 15.1.23]. Hence one may form
the crossed product RU (h). Moreover, analogously to τ1 :R[P ]→ C¯[P ] defined in
Section 3.3, there is an algebra homomorphism τ¯1 :R→ C¯[P ] uniquely determined by
τ¯1(e
αi ) = eαi , for i = 0,1,
τ¯1((1− e2γ )−1) =
∞∑
k=0
e2kγ for γ ∈ Φ−.
(4.3)
The desired left RU (h)-module structure on C¯[P ] is defined by
( f ⊗ x)φ = τ¯1( f)(xφ) for f ∈R, x∈U (h), φ ∈ C¯[P ].
Now let χ , η be one-dimensional representations of ŝlθˆ2. Consider the linear map
id⊗ id⊗ χ ⊗ η :R⊗A→R⊗U (h) defined by applying χ and η to the last two tensor
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factors of A=U (h) ⊗U (ŝlθˆ2) ⊗U (ŝlθˆ2). Define a linear map
Πη,χ :U (ŝl2) →R⊗U (h), Πη,χ (X) = (id⊗ id⊗ χ ⊗ η) ◦ Π(X).
We call Πη,χ (X) the (η, χ)-radial part of the element X ∈U (ŝl2). For η = χ = 0, we call
Π0,0(X) the radial part of X. The significance of (η, χ)-radial parts stems from the fol-
lowing result.
Theorem 4.4. Let η, χ be one-dimensional representations of ŝlθˆ2 and let ϕ ∈η C¯[ŜL2]χ .
Then
Ψ (Xϕ) = Πη,χ (X)Ψ (ϕ) for all X ∈U (ŝl2).

In the proof of Theorem 4.4, we will approximate elements in V¯(μ), μ ∈ P+, by
elements of V(μ). The following lemma describes the behavior of the error term of such
an approximation under the action of U (ŝl2). For any subset M⊆ P and any U (ŝl2)-
module V, we write VM to denote the linear span of the weight spaces Vλ for λ ∈ M.
Recall that Φ = (Zδ + Φ1) \ {0} where Φ1 = {−α1,0, α1}.
Lemma 4.5. Let X ∈U (ŝl2), μ ∈ P+, and F ∈ V¯(μ). Write F =
∑∞
m=0 fm with fm ∈
V(μ)μ−mδ+Φ1 , and for any n∈ N0 define Fn=
∑n
m=0 fm . Then there exists N ∈ N such that
for all n∈ N0 one has
X(F − Fn) ∈
∏
k>n−N
V(μ)μ−kδ+Φ1 .

Proof. This claim holds because the action of X shifts weights only by the elements of
a finite subset of Q. 
For any h= ν0h0 + ν1h1 + νdd∈ h define a(h) ∈ (C \ {0})3 by
a(h) = (eν0 , eν1 , eνδ ). (4.4)
Define, moreover,
hreg = {ν0h0 + ν1h1 + νdd∈ h |nνd /∈ {0,±2(ν0 − ν1)} + 2πiZ for all n∈ N}.
By Remark 4.1, one has a(h) ∈ Hreg if and only if h∈ hreg. Moreover, for any α =n0α0 +
n1α1 ∈ Q one has by (4.1) the relation
α(a(h)) = e2(ν0−ν1)(n0−n1)+νdn0 = eα(h).
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Any f =∑aμeμ ∈ C[P ] may be considered as a function on h by
f(h) =
∑
aμe
μ(h) for all h∈ h. (4.5)
Definitions (4.4) and (4.5) are compatible via the relation
eα(h) = α(a(h)) for all α ∈ Q, h∈ h.
Lemma 4.6. Let F ∈ C[ŜL2] and X ∈U (ŝl2). Then
Ψ (Xa(h)F )(h) = Ψ (F  X)(h) for all h∈ h. (4.6)

Proof. By linearity we may assume that X ∈U (ŝl2)α for some α ∈ Q and that F = fγ ⊗ vβ
for some fγ ∈ δV(λ)γ , vβ ∈ V(λ)β where λ ∈ P+ and γ, β ∈ P . We may moreover assume that
γ = β + α because otherwise both sides of (4.6) vanish. For any h∈ h one obtains
e−α(h)Ψ (XF )(h) = e−α(h)Ψ ( fγ ⊗ Xvβ)(h) = eγ (h)−α(h) fγ (Xvβ)
= Ψ ( fγ X ⊗ vβ)(h) = Ψ (F  X)(h).
In view of Xa(h) = e−α(h)X the above relation proves the lemma. 
With the above preparations, we are now ready to prove the statement about
radial parts.
Proof of Theorem 4.4. Let h∈ hreg. By Theorem 4.3 one has X = Γa(h)(Π(X)). Write
Π(X) =
∑
j
rj ⊗ A1 j ⊗ A2 j ⊗ A3 j ∈R⊗U (h) ⊗U (ŝlθˆ2) ⊗U (ŝlθˆ2) (4.7)
and chose p∈ C[Q] such that p−1 ∈R and prj ∈ C[Q] for all j to clear denominators. For
any F ∈ C[ŜL2], one obtains by Theorem 4.3 the relation
(pΨ (XF ))(h) = (pΨ (Γa(h)(Π(X))F ))(h)
which by Equation (4.7) gives
(pΨ (XF ))(h) =
∑
j
(prj)(h)Ψ (A
a(h)
2 j A1 j A3 jF )(h).
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Now Lemma 4.6 implies
(pΨ (XF ))(h) =
∑
j
(prj)(h)Ψ (A1 j A3 jF  A2 j)(h) for any h∈ hreg
and hence
pΨ (XF ) =
∑
j
(prj ⊗ A1 j)Ψ (A3 jF  A2 j). (4.8)
Lemma 4.5 now implies that relation (4.8) also holds for any F ∈ C¯[ŜL2]. In particular,
for any ϕ ∈η C¯[ŜL2]χ one obtains
pΨ (XF ) =
∑
j
η(A3 j)χ(A2 j)(prj ⊗ A1 j)Ψ (F ).
Multiplication by p−1 gives Ψ (Xϕ) = Πη,χ (X)Ψ (ϕ). 
4.3 Action of the Casimir
We recall the definition of the Casimir element for ŝl2. Let {ui} be a basis of sl2 and {ui}
the dual basis with respect to the nondegenerate invariant form (·, ·) from Section 2.1.
By [20, 12.8.3], the Casimir element of ŝl2 is given by
Ω = 2(c+ h∨)d+ Ω˚ + 2
∞∑
n=1
∑
i
u(−n)i u
i(n) (4.9)
as an element of the completion Uˆ (ŝl2) of U (ŝl2) described in Example 3.7. Here h∨ = 2 is
the dual Coxeter number for sl2,
Ω˚ = 12h21 − h1 + 2e1 f1 ∈U (sl2) (4.10)
is the Casimir element for sl2, and u(n) = tn⊗ u for all n∈ Z, u∈ sl2. The Casimir element
Ω acts on any highest weight module with highest weight λ ∈ P by the scalar factor
(λ, λ + 2ρ) where ρ = 0 + 1. The action of U (ŝl2) on V¯(λ) extends by continuity to an
action of the completion Uˆ (ŝl2) on V¯(λ).
In [5, Example 2.7], the radial part of Ω˚ was calculated to be
Π(Ω˚) = 1
2
⊗ h21 ⊗ 1⊗ 1−
1+ e2α1
1− e2α1 ⊗ h1 ⊗ 1⊗ 1
+ 2 e
2α1
(1− e2α1)2 ⊗ 1⊗ (X
2 ⊗ 1+ 1⊗ X2) − 2e
α1(1+ e2α1)
(1− e2α1)2 ⊗ 1⊗ (X ⊗ X). (4.11)
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where X = f1 − e1. In a similar way, the radial parts Π(u(−n)i ui(n)) for n∈ N are determined
by means of the next proposition.
Proposition 4.7. Let α ∈ Φ−, Y ∈ (ŝl2)α, and X =Y + θˆ (Y). Then
Π(Yθˆ (Y)) = − e
2α
(1− e2α) ⊗ [Y, θˆ (Y)]⊗ 1⊗ 1+
eα(1+ e2α)
(1− e2α)2 ⊗ 1⊗ X ⊗ X
− e
2α
(1− e2α)2 ⊗ 1⊗ (X
2 ⊗ 1+ 1⊗ X2). (4.12)

Proof. For α ∈ Φ− one can express any Y ∈ (ŝl2)α in terms of X =Y + θˆ (Y) by
Y= α(a)
1− α(a)2 (X
a − α(a)X),
θˆ (Y) = α(a)
−1
1− α(a)−2 (X
a − α(a)−1X)
for any a∈ Hreg [5, Lemma 2.2]. Hence one has
Yθˆ (Y) = −α(a)
2
(1− α(a)2)2 (X
a − α(a)X)(Xa − α(a)−1X)
= −α(a)
2
(1− α(a)2)2 ((X
a)2 + X2 − (α(a) + α(a)−1)XaX + α(a)[Xa, X]).
As [Xa, X]= −(α(a) − α(a)−1)[Y, θˆ (Y)] one obtains
Yθˆ (Y) = −α(a)
2
(1−α(a)2) [Y, θˆ (Y)]+
α(a)(1+α(a)2)
(1−α(a)2)2 X
aX − α(a)
2
(1−α(a)2)2 ((X
a)2+X2).
As [Y, θˆ (Y)] ∈ h Equation (4.12) holds by definition of Π in Theorem 4.3. 
Let η, χ be one-dimensional representations of ŝlθˆ2. As Ω is contained in the com-
pletion Uˆ (ŝl2), the radial part of Ω is only defined formally as
Πη,χ (Ω) = Πη,χ (2(c+ h∨)d+ Ω˚) + 2
∞∑
n=1
∑
i
Πη,χ (u
(−n)
i u
i(n)).
We will see in Section 4.4 that Πη,χ (Ω) converges in R¯2[P ]⊗U (h). Hence, Πη,χ is a well-
defined operator on C¯[P ] and Theorem 4.4 implies that twisted zonal spherical functions
provide eigenfunctions for this operator via Ψ . For now we restrict to the case χ = η = 0
where only the first summand in (4.12) contributes to the radial part.
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For n∈ N one has∑
i
u(−n)i u
i(n) = e(−n) f (n) + 1
2
h(−n)h(n) + f (−n)e(n)
= −e(−n)θˆ (e(−n)) − 1
2
h(−n)θˆ (h(−n)) − f (−n)θˆ ( f (−n)). (4.13)
For each of the three summands one can calculate the radial part by means of the above
proposition. Using moreover the relations
[ f (−n), e(n)]= −h1 − nc, [e(−n), f (n)]= h1 − nc, [h(−n),h(n)]= −2nc
one obtains for η = χ = 0 the formula
Π0,0(Ω) = 2⊗ (c+ h∨)d+ 12 ⊗ h
2
1 +
1+ e−2α1
1− e−2α1 ⊗ h1
+ 2
∞∑
n=1
(
e−2nδ−2α1
1− e−2nδ−2α1 −
e−2nδ+2α1
1− e−2nδ+2α1
)
⊗ h1
+ 2
∞∑
n=1
(
ne−2nδ+2α1
1− e−2nδ+2α1 +
ne−2nδ
1− e−2nδ +
ne−2nδ+2α1
1− e−2nδ−2α1
)
⊗ c. (4.14)
The above formula shows that Π0,0(Ω) converges in R¯2[P ]⊗U (h). Formula (4.14) may be
rewritten with a summation over all positive roots. For any α ∈ h∗ write ∂α to denote the
corresponding element in h under the identification of h and h∗ given by the invariant
bilinear form. By (2.7) one has
∂ρ = h1/2+ 2d, ∂α1 = h1, ∂δ = c.
Moreover, define Δ = 2cd+ h21/2 and observe that Δ ∈U (h) is the unique element with
Δeλ = (λ, λ)eλ. (4.15)
With the above formulas, suppressing tensor signs, and using h∨ = 2 one obtains
Π0,0(Ω) = Δ + 2∂ρ + 2
∑
α∈Φ+
e−2α
1− e−2α ∂α. (4.16)
In analogy to [11, Theorem 6.1], we want to eliminate the first-order part of Π0,0(Ω) by
conjugation by a suitable element. To this end define
δˆ = eρ
∏
α∈Φ+
exp
(
1
2
ln(1−e−2α)
)
= eρ exp
(
−1
2
∑
α∈Φ+
∑
n∈N
e−2nα
n
)
∈ C¯[P ]. (4.17)
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Informally we can write δˆ = eρ∏α∈Φ+(1− e−2α)1/2, and by construction one has
δˆ2 = δˆ2. (4.18)
The radial part Π0,0(Ω) may also be considered as an element of C¯[P ]⊗U (h) via the map
τ¯1 given by (4.3). Recall the definition of ℘1,1(y,q) from Appendix A.2.
Proposition 4.8. The following relations hold in C¯[P ] U (h):
δˆΠ0,0(Ω)δˆ
−1 = Δ − (ρ, ρ) +
∑
α∈Φ+
e−2α
(1− e−2α)2 (α, α)
= Δ − (ρ, ρ) + 1
2π2
℘1,1(e
2α1 , e−δ).

Proof. The second equality follows immediately from (nδ ± α1,nδ ± α1) = (α1, α1) = 2,
from (δ, δ) = 0, and from formula (A.10). To verify the first equality, we follow the argu-
ment given in the proof of [11, Theorem 6.1; 22, Theorem 7.1.2]. For any λ ∈ P define
grad(eλ) = eλ ⊗ ∂λ ∈ C¯[P ]⊗ h (4.19)
and extend this definition to a map grad : C¯[P ]→ C¯[P ]⊗ h by linearity and continuity.
For any f, g∈ C¯[P ] one has
grad( fg) = fgrad(g) + ggrad( f), (4.20)
Δ( fg) = (Δ f)g+ 2grad( f)g+ f(Δg). (4.21)
Indeed, the above relations hold for f = eλ, g= eμ by (4.15) and (4.19), and the general
case follows from linearity and continuity. Relation (4.21) implies that
δˆ−1 ◦ Δ ◦ δˆ = Δ + 2δˆ−1grad(δˆ) + δˆ−1(Δδˆ). (4.22)
From (4.18) and (4.20) one obtains
δˆ−1grad(δˆ) = 1
2
δˆ−12 gradδˆ2 = ∂ρ +
∑
α∈Φ+
e−2α
1− e−2α ∂α. (4.23)
Comparing (4.22) and (4.23) with (4.16) one obtains
δˆ−1 ◦ Δ ◦ δˆ = Π0,0(Ω) + δˆ−1(Δδˆ) (4.24)
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and it remains to determine the function δˆ−1(Δδˆ). To this end observe that the denomi-
nator identity [20, (10.4.4)] for δˆ2 implies
Δδˆ2 = 4(ρ, ρ)δˆ2. (4.25)
On the other hand (4.21) and (4.18) imply that
Δδˆ2 = 2δˆ(Δδˆ) + 2grad(δˆ)δˆ. (4.26)
Combining (4.25) and (4.26) one obtains
δˆ−1(Δδˆ) = 2(ρ, ρ) − δˆ−2grad(δˆ)δˆ.
Observe further that for any f, g∈ C¯[P ] one has grad( f)g= (grad( f),grad(g)) where the
inner product is taken with respect to the second component of C¯[P ]⊗ h. Hence one
obtains
δˆ−1(Δδˆ) = 2(ρ, ρ) − (δ−1grad(δˆ), δ−1grad(δˆ)). (4.27)
Now recall the definition of R¯2[P ]⊗ h from Section 3.3, Remark 3.15.6 and define
v = δˆ−1grad(δˆ) = ∂ρ +
∑
α∈Φ+
e−2α
1− e−2α ∂α (4.28)
as an element of R¯2[P ]⊗ h. In view of (4.24) and (4.27), one needs to show that
(v, v) = (ρ, ρ) +
∑
α∈Φ+
e−2α
(1− e−2α)2 (α, α). (4.29)
in order to prove the proposition. To this end observe that
(v, v) = (ρ, ρ) + 2
∑
α∈Φ+
e−2α
1− e−2α (α, ρ) +
∑
α,β∈Φ+
e−2(α+β)
(1− e−2α)(1− e−2β) (α, β).
Define
X = (v, v) − (ρ, ρ) −
∑
α∈Φ+
e−2α
(1− e−2α)2 (α, α). (4.30)
As v is W-invariant by (4.28) so is (v, v) as an element of R¯2[P ]. One verifies that the last
summand of X is also W-invariant in R¯2[P ]. One calculates
X =
∑
α∈Φ+
e−2α
1− e−2α (α,2ρ − α) +
∑
α,β∈Φ+,α =β
e−2(α+β)
(1− e−2α)(1− e−2β) (α, β). (4.31)
Hence X has poles of order at most 1, and by Lemma 3.16 one obtains δˆ2X ∈ A. Moreover,
δˆ2X is W-anti-invariant. Hence, by Remark 3.14, one gets X ∈ A. Moreover, X ∈ C¯[P0] and
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hence X ∈ AW0 . By Lemma 3.10 one obtains
X =
∑
n≤n0
ane
nδ
for some an∈ C, n0 ∈ N. Collecting terms of the form e−nδ in the expansion (4.31) one
obtains
X = 2((δ, ρ) − (α1, α1))
∞∑
n=1
ne−2nδ
1− e−2nδ = 0
which implies (4.29) and hence concludes the proof of the proposition. 
4.4 Radial part of the Casimir for non-trivial one-dimensional representations
Let now η and χ be non-trivial one-dimensional representations of ŝlθˆ2. As a first step
towards the description of Πη,χ (Ω), we determine χ(X) for X =Y + θˆ (Y) where Y ∈ (ŝl2)α
is a root vector.
Lemma 4.9. Let a0,a1 ∈ C and χ = χa0,a1 . Then
χ( f (n) − e(−n)) =
⎧⎨⎩−ia0 if n∈ Z odd,ia1 if n∈ Z even, (4.32)
χ(h(n) − h(−n)) = 0 for all n∈ N0. (4.33)

Proof. The one-dimensional representation χ vanishes on commutators in ŝlθˆ2. Hence,
Equation (4.33) follows from [e(0) − f (0), e(n) − f (−n)]= h(n) − h(−n). Similarly, the relation
[h(1) − h(−1), e(n) − f (−n)]= 2(e(n+1) − f (−n−1)) − 2(e(n−1) − f (−n+1))
together with χ( f (0) − e(0)) = χ(iB1) = ia1 and χ( f (1) − e(−1)) = χ(−iB0) = −ia0 imply
Equation (4.32). 
Assume now that a0,a1,b0,b1 ∈ C and that χ = χa0,a1 and η = χb0,b1 . To distinguish
between the two cases in (4.32), we introduce for any n∈ Z the notation
n¯=
⎧⎨⎩1 if n even,0 if nodd.
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Using Proposition 4.7 and Lemma 4.9, one obtains
Πη,χ (e
(−n) f (n)) = Π0,0(e(−n) f (n)) + e
−nδ+α1(1+ e−2nδ+2α1)
(1− e−2nδ+2α1)2 an¯bn¯−
e−2nδ+2α1
(1− e−2nδ+2α1)2 (a
2
n¯ + b2n¯),
Πη,χ (h
(−n)h(n)) = Π0,0(h(−n)h(n)),
Πη,χ ( f
(−n)e(n)) = Π0,0( f (−n)e(n)) + e
−nδ−α1(1+ e−2nδ−2α1)
(1− e−2nδ−2α1)2 an¯bn¯−
e−2nδ−2α1
(1− e−2nδ−2α1)2 (a
2
n¯ + b2n¯).
Hence Equations (4.9), (4.11), and (4.13) yield
Πη,χ (Ω) = Π0,0(Ω) − 2 e
2α1
(1− e2α1)2 (a
2
1 + b21) + 2
eα1(1+ e2α1)
(1− e2α1)2 a1b1
− 2
∞∑
n=0
((
e−2(2n+1)δ+2α1
(1− e−2(2n+1)δ+2α1)2 +
e−2(2n+1)δ−2α1
(1− e−2(2n+1)δ−2α1)2
)
(a20 + b20)
−e
−(2n+1)δ+α1(1+ e−2(2n+1)δ+2α1)
(1− e−2(2n+1)δ+2α1)2 a0b0 −
e−(2n+1)δ−α1(1+ e−2(2n+1)δ−2α1)
(1− e−2(2n+1)δ−2α1)2 a0b0
)
− 2
∞∑
n=1
((
e−2(2n)δ+2α1
(1− e−2(2n)δ+2α1)2 +
e−2(2n)δ−2α1
(1− e−2(2n)δ−2α1)2
)
(a21 + b21)
−e
−(2n)δ+α1(1+ e−2(2n)δ+2α1)
(1− e−2(2n)δ+2α1)2 a1b1 −
e−(2n)δ−α1(1+ e−2(2n)δ−2α1)
(1− e−2(2n)δ−2α1)2 a1b1
)
.
To shorten formulas, we abbreviate q= e−δ and y= eα1 and obtain
Πη,χ (Ω) = Π0,0(Ω) − 2 y
2
(1− y2)2 (a1 ± b1)
2 + 2 y
(1∓ y)2a1b1
− 2
∞∑
n=0
((
q2(2n+1)y2
(1− q2(2n+1)y2)2 +
q2(2n+1)y−2
(1− q2(2n+1)y−2)2
)
(a0 ± b0)2
− q
(2n+1)y
(1∓ q(2n+1)y)2a0b0 −
q(2n+1)y−1
(1∓ q(2n+1)y−1)2a0b0
)
− 2
∞∑
n=1
((
q2(2n)y2
(1− q2(2n)y2)2 +
q2(2n)y−2
(1− q2(2n)y−2)2
)
(a1 ± b1)2
− q
(2n)y
(1∓ q(2n)y)2a1b1 −
q(2n)y−1
(1∓ q(2n)y−1)2a1b1
)
.
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Hence formulas (A.8), (A.10), and the convention (A.14) for the Weierstrass ℘-functions
from Appendix 1 yield
Πη,χ (Ω) = Π0,0(Ω) + 12π2 (−℘0,1(y
2,q2)(a0 + b0)2 + ℘0,1(y,q)a0b0
− ℘1,1(y2,q2)(a1 + b1)2 + ℘1,1(y,q)a1b1)
With (A.15) and (A.16), this becomes
Πη,χ (Ω) = Π0,0(Ω) − 12π2
(
1
4
(℘0,1(y,q)+℘0,0(y,q))(a0 + b0)2 − ℘0,1(y,q)a0b0
+1
4
(℘1,1(y,q)+℘1,0(y,q))(a1 + b1)2 − ℘1,1(y,q)a1b1
)
= Π0,0(Ω) − 18π2 (℘0,1(y,q)(a0 − b0)
2 + ℘0,0(y,q)(a0 + b0)2
+ ℘1,1(y,q)(a1 − b1)2 + ℘1,0(y,q)(a1 + b1)2). (4.34)
Conjugating by the element δˆ ∈ C¯[P ] and inserting the expression for δˆΠ0,0(Ω)δˆ−1 from
Proposition 4.8 one obtains
δˆΠη,χ (Ω)δˆ
−1 = Δ − (ρ, ρ) + 1
2π2
℘1,1(y
2,q) − 1
8π2
(℘0,1(y,q)(a0 − b0)2
+ ℘0,0(y,q)(a0 + b0)2 + ℘1,1(y,q)(a1 − b1)2 + ℘1,0(y,q)(a1 + b1)2).
Applying (A.15)–(A.17) one obtains the first part of the following result. The second part
is a consequence of Theorem 4.4.
Theorem 4.10. Let χ = χa0,a1 and η = χb0,b1 . Then one has
δˆΠη,χ (Ω)δˆ
−1 = Δ − (ρ, ρ) − 1
8π2
(℘0,1(y,q)((a0−b0)2−1) + ℘0,0(y,q)((a0+b0)2−1)
+ ℘1,1(y,q)((a1−b1)2−1) + ℘1,0(y,q)((a1+b1)2−1))
as an element of C¯[P ] U (h), where y= eα1 and q= e−δ. If, moreover, λ ∈ P+K and ϕ ∈
δV(λ)
χ ⊗ V(λ)η ⊂ C¯[PK ] is a zonal spherical function then δˆΨ (ϕ) ∈ C¯[PK ] satisfies the
eigenvalue equation
δˆΠη,χ (Ω)δˆ
−1(δˆΨ (ϕ)) = (λ, λ + 2ρ)δˆΨ (ϕ).

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5 Functional Interpretation
So far we have considered the radial part Πη,χ (Ω) only as and element of C¯[P ] U (h) or
as an operator on C¯[P ]. Similarly, twisted zonal spherical functions were considered as
elements of A or C¯[P ]. In Section 5.1, following [11, 22], we introduce a notion of conver-
gence for elements of C¯[P ] which provides holomorphic functions. The aim of Section 5.2
is to interpret δˆΠη,χ (Ω)δˆ−1 as a differential operator on a domain D. In Section 5.3, we
prove, for χ = η, that twisted zonal spherical functions converge on a suitable domain
inside D.
5.1 Functional interpretation of elements of C¯[P]
Recall from (4.5) that elements of C[P ] may be considered as functions on h. Choose
coordinates on h via the map
C3 → h, (z,u, τ ) → πi(zh1 + uc− τd).
Then eλ ∈ C[P ] for λ = c1α1 + K0 + nδ turns into the function on C3 given by
eλ(z,u, τ ) = eπi(2c1z+Ku−nτ). (5.1)
One obtains in particular eα1(z,u, τ ) = e2πiz and e−δ(z,u, τ ) = eπiτ . Let H= {τ ∈ C | Im(τ ) >
0} denote the upper half plane and
Y= C × C ×H.
We consider elements
∑
λ∈P aλe
λ ∈ C¯[P ] as functions on Y if the series of functions con-
verges. More precisely, we use the following definition from [22, Definition 8.1.1]. Recall
Remark 3.15.6 and let τ¯1 : R¯2[P ]→ C¯[P ] denote the map extending (4.3) which expands
(1− e2α)−1 into the geometric series for any α ∈ Φ−.
Definition 5.1. Let f =∑λ∈P aλeλ ∈ C¯[P ] and let U ⊆Y be an open subset. We say that f
converges on U if this series, considered as a series of functions on Y converges abso-
lutely and locally uniformly in U . Similarly, if f ∈ R¯2[P ] then we say that f converges on
U if τ¯1( f) ∈ C¯[P ] converges on U . 
Recall from Appendix 1 that the Weierstrass ℘-functions ℘i, j(z, τ ) converge on
the domain
D = {(z, τ ) ∈ C ×H | − Im(τ )/2< Im(z) < 0}.
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On this domain the ℘-functions are obtained from the formal ℘-functions ℘i, j(eα1 , e−δ)
in the sense of Definition 5.1. We sketch a proof to indicate that this fact may not be
quite as obvious as it appears. By slight abuse of notation, we also use the symbol D to
denote the subset of all (z,u, τ ) ∈Y for which −Im(τ )/2< Im(z) < 0.
Proposition 5.2. For any i, j ∈ {0,1} the element ℘i, j(eα1 , e−δ) ∈ R¯2[P ] converges on D.
The holomorphic function which is obtained as the limit satisfies ℘i, j(eα1 , e−δ)(z,u, τ ) =
℘i, j(z, τ ). 
Sketch of proof. We only consider ℘1,0, see (A.9), the other cases are treated analo-
gously. Moreover, we suppress the variable u because all occurring functions are inde-
pendent of u. For β = 2nδ ± α1 ∈ Φ+ write
τ¯1
(
e−β
(1+ e−β)2
)
= τ¯1
(
e−β(1− e−β)2
(1− e−2β)2
)
=
∑
λ∈P
aβ,λe
λ ∈ C¯[P ] (5.2)
for some coefficients aβ,λ ∈ C. For (z, τ ) ∈ D one has
|e−β(z,u, τ )| = |eiπ(∓2z+nτ)| = eπ(±2Im(z)−nIm(τ )) < 1.
and hence the above series (5.2) converges on D. By definition one has
τ¯1
(
℘1,0(e
α1 , e−δ)
)= −4π2∑
λ∈P
⎛⎝ ∑
β=2nδ±α1∈Φ+
aβ,λ
⎞⎠ eλ. (5.3)
Note the order of summation. For any x= (z, τ ) ∈ D, there exists x− = ( 12 +
i Im(z), i Im(τ )) ∈ D such that
−|e−β(x)| = e−β(x−)
independently of β. Hence, using the explicit form of the coefficients in the expansion
(5.2), one obtains
−
∑
λ∈P
|aβ,λeλ(x)| =
∑
λ∈P
aβ,λe
λ(x−) = e
−β(x−)
(1+ e−β(x−))2 . (5.4)
The convergence of ℘1,0( 12 + i Im(z), i Im(τ )) and (5.4) imply that the double sum∑
β=2nδ±α1∈Φ+
∑
λ∈P
|aβ,λeλ(x)|
converges. Hence, the order of summation may be exchanged and (5.3) also converges
absolutely in x. The locally uniform convergence of (5.3) is obtained using the locally
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uniform convergence of ℘1,0(z, τ ) and of (5.2), the absolute convergence shown above,
and an ε/3-argument. 
The following are well-known examples of elements in C¯[P ] which converge on
Y in the sense of Definition 5.1, see [20, 10.6; 22, Theorem 8.1.2].
Example 5.3. For any λ ∈ P+ the orbit sum mλ =
∑
μ∈Wλ e
μ converges on Y. 
Example 5.4. The affine Weyl denominator δˆ1 ∈ C¯[P ] defined in (3.3) converges on Y. 
Example 5.4 implies that δˆ2 = e2ρ
∏
β∈Φ+(1− e−2β) ∈ C¯[P ] also converges on Y.
Recall the element δˆ ∈ C¯[P ] with δˆ2 = δˆ2 defined in (4.17). The exponent
∑
α∈Φ+
∑
n∈N
e−2nα
n
converges on D and hence so does δˆ. This also provides a direct proof of the convergence
of δˆ2 on D.
5.2 The Heun-KZB heat operator
With these preparations we can turn to the functional interpretation of the radial part
δˆΠη,χ (Ω)δˆ
−1 from Theorem 4.10. The operator Δ = 2cd+ h21/2 satisfies
Δeλ = (2 Kn+ 2c21)eλ if λ = c1α1 + K0 + nδ
and hence
Δeλ(z,u, τ ) = (2 Kn+ 2c21)eπi(2c1z+Ku−nτ)
= 1
2π2
(
4πiK
∂
∂τ
− ∂
2
∂z2
)
eλ(z,u, τ ).
By Theorem 4.10 and Proposition 5.2 the conjugated radial part δˆΠη,χ (Ω)δˆ−1 hence cor-
responds to the operator
1
2π2
(
4πiK
∂
∂τ
− ∂
2
∂z2
)
− 1
2
− 1
8π2
(℘0,1(z, τ )((a0−b0)2−1)
+ ℘0,0(z, τ )((a0+b0)2−1) + ℘1,1(z, τ )((a1−b1)2−1) + ℘1,0(z, τ )((a1+b1)2−1))
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on D where we used that (ρ, ρ) = 12 . By (A.11)–(A.13), the functions ℘i, j may be identified
with the shifted Weierstrass functions ℘k, for k= 0,1,2,3, which are defined by
℘0(z, τ ) = ℘(z, τ ), ℘1(z, τ ) = ℘(z+ 1/2, τ ),
℘2(z, τ ) = ℘(z+ (1+ τ)/2, τ ), ℘3(z, τ ) = ℘(z+ τ/2, τ ).
Recall η1(τ ) from Equation (A.6) which appears as a summand in this identification. With
the notation
l0 = (a1 − b1 − 1)/2, l1 = (a1 + b1 − 1)/2,
l2 = (a0 + b0 − 1)/2, l3 = (a0 − b0 − 1)/2
(5.5)
we obtain the following result.
Theorem 5.5. Let χ = χa0,a1 and η = χb0,b1 , let  = (l0, l1, l2, l3) be given by (5.5), and let
f ∈ C¯[PK ] be convergent on some open subset D′ ⊆ D. Then the operator δˆΠη,χ (Ω)δˆ−1 acts
on the holomorphic function f |D′ as
HK, = 12π2
(
4πiK
∂
∂τ
− ∂
2
∂z2
− π2 +
3∑
k=0
lk(lk + 1)℘k(z, τ ) + c(τ )
)
(5.6)
where c(τ ) = η1(τ )
∑3
k=0 lk(lk + 1). 
We call HK, the Heun-KZB heat operator of level K. Up to the overall factor,
the constant π2 and the summand c(τ ) which can be integrated, the operator HK, is the
desired Heun-version of the KZB heat operator which appears for example in Varchenko’s
book [47, p. 70].
Let
ϕ ∈ δV(λ)χ ⊗ V(λ)η
be a twisted zonal spherical function corresponding to a highest weight λ of level K. By
Theorem 4.4, the generalized character Ψ (ϕ) ∈ A satisfies the relation
Πη,χ (Ω)Ψ (ϕ) = (λ, λ + 2ρ)Ψ (ϕ). (5.7)
Multiplication by δˆ shifts the level by 2. Hence, if Ψ (ϕ) converges then the product δˆΨ (ϕ)
is an eigenvector of the Heun-KZB heat operator HK+2,. This gives the following refor-
mulation of Theorem 4.10.
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Theorem 5.6. Let χ, η, and  be as in Theorem 5.5, let λ ∈ P+K , and assume that there
exists a twisted zonal spherical function ϕλ ∈ δV(λ)χ ⊗ V(λ)η ⊂ C¯[PK ]. Assume, moreover,
that Ψ (ϕλ) converges on some open subset D′ of the domain D. Then the relation
HK+2,(δˆΨ (ϕλ)) = (λ, λ + 2ρ)δˆΨ (ϕλ) (5.8)
holds in D′. 
Remark 5.7. For λ = 0 twisted zonal spherical functions only exist if χ = η = 0. In this
special case, one has lk = − 12 for k= 0,1,2,3 and the operator H2, from the eigenvalue
equation (5.8) becomes
H2, = 12π2
(
8πi
∂
∂τ
− ∂
2
∂z2
− π2 − 1
4
3∑
k=0
℘k(z, τ ) − η1(τ )
)
= 1
2π2
(
8πi
∂
∂τ
− ∂
2
∂z2
− π2 − ℘(2z, τ ) − η1(τ )
)
.
Up to the sign, the overall factor, the constant, and the summand η1(τ ), this operator is
the KZB heat operator in [47]. Theorem 5.6 implies that δˆ satisfies the KZB heat equation
H2,δˆ = 0.
It is noteworthy that the case lk = − 12 was excluded in the analytic discussion of the
spectrum of the Heun operator in [44]. 
Remark 5.8. For K = −2 the Heun-KZB heat operator HK+2, given by (5.6) turns into the
Heun operator
H = 12π2
(
− ∂
2
∂z2
+
3∑
k=0
lk(lk + 1)℘k(z, τ )
)
up to a constant depending on τ . By Theorem 5.6 twisted zonal spherical functions
only provide eigenfunction of HK+2, for K ≥ 0 and therefore do not directly yield eigen-
functions for the Heun operator. In [10] Etingof and Kirillov outline a method to obtain
eigenfunctions of the Lame´ operator from a radial part calculation. They give explicit
integral representations of correlation functions which are zonal spherical functions of
level K ≥ 0 in their setting. They then determine the limit for K → −2 and prove that
the resulting functions are eigenfunctions for the Lame´ operator. It may be expected
that a similar program can be performed for the twisted zonal spherical functions
and the Heun-KZB heat operator considered here. To the knowledge of the author, the
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spectrum of the Heun operator is still unknown, and therefore it remains open which
Heun functions might be obtained by such a limiting process. 
5.3 Convergence of eigenfunctions for χ = η
Let ϕ ∈ δV(λ)χ ⊗ V(λ)η be a twisted zonal spherical function corresponding to a highest
weight λ of level K. To apply Theorem 5.6, we would like to show that the eigenfunc-
tion Ψ (ϕ) converges on D and hence provides a holomorphic eigenfunction to the Heun-
KZB heat operator HK,. The analog result in Etingof and Kirillov’s paper [11, Theorem
8.2], [22, Theorem 8.1.5] relies on the W-invariance of Ψ (ϕ). For this reason, we restrict
to the case η = χ = χa0,a1 , see Proposition 3.20.
Introduce the notation Mχ = Πχ,χ (Ω) and observe that by (4.34) one has Mχ =
M0 + S where
S = − 1
2π2
(a20℘0,0(y,q) + a21℘1,0(y,q)) ∈ R¯2[P ].
In general, Mχ does not map AW to itself. For example, for the constant function 1 one
obtains Mχ1= S /∈ A. To circumvent this problem in the following proof we will multiply
by δˆ4 = δˆ22. This, however, only allows us to show that Ψ (ϕ) converges if Im(τ ) is large.
Proposition 5.9. Let λ ∈ P¯+K (χ, χ) and ϕ ∈ δV(λ)
χ ⊗ V(λ)χ . Then there exists T ≥ 0 such
that Ψ (ϕ) converges on the region {(z,u, τ ) ∈ D | Im(τ ) > T}. 
Proof. By Proposition 3.20 we have Ψ (ϕ) ∈ AWK and hence, by Proposition 3.12, we can
write
Ψ (ϕ) =
∑
μ∈ P¯+K
fμmμ,
where fμ ∈ C((q)) are formal Laurent series in q= e−δ. By Example 5.3 the mμ converge
on Y. Hence, it remains to show that fμ(eiπτ ) converges if Im(τ ) is large. Equivalently we
show that there exists 0< ε < 1 such that the Laurent series fμ(q) converges if 0< |q| < ε.
By [11, Theorem 6.1.(3); 22, Theorem 7.1.4], we know that M0AW ⊆ AW. Hence
there exist aμ,ν ∈ C((q)) such that
M0mμ =
∑
ν∈ P¯+K
aμ,νmν .
As in the proof of [22, Theorem 8.1.5], this implies that aμ,ν(q) converges if 0< |q| < 1.
Equation (5.7) can be rewritten as∑
μ,ν∈ P¯+K
fμaμ,νmν − 2(K + 2)
∑
μ∈ P¯+K
(
q
∂
∂q
fμ
)
mμ +
∑
μ∈ P¯+K
fμSmμ = (λ, λ + 2ρ)
∑
μ∈ P¯+K
fμmμ. (5.9)
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We want to compare coefficients of the mμ, however, to this end we need to manipulate
Smμ in the third summand.
By Lemma 3.16, using that S ∈ R¯2[P ]W, we get δˆ22S ∈ AW. Moreover, δˆ2 and S define
analytic functions for Im(τ ) > 2|Im(z)|. Hence
δˆ22Smμ =
∑
ν∈ P¯+K+4
gμ,νmν
δˆ22mμ =
∑
ν∈ P¯+K+4
bμ,νmν
for some gμ,ν,bμ,ν ∈ C((q)) which define analytic functions on Y. Hence, multiplying
Equation (5.9) by δˆ22 and comparing coefficients ofmν for ν ∈ P¯+K+4, one obtains
∑
μ,η∈ P¯+K
fμaμ,ηbη,ν − 2(K + 2)
∑
μ∈ P¯+K
(
q
∂
∂q
fμ
)
bμ,ν +
∑
μ∈ P¯+K
fμgμ,ν = (λ, λ + 2ρ)
∑
μ∈ P¯+K
fμbμ,ν. (5.10)
Observe that B = (bη,ν)η∈ P¯+K ,ν∈ P¯+K+4 is a (K + 1) × (K + 5) matrix of analytic functions. Mul-
tiplication by δˆ22 defines an injective linear map A
W
K → AWK+4 of AW0 vector spaces which
is represented by right multiplication by B. We can order the set {mμ |μ ∈ P¯+K+4} in such
a way that the first (K + 1) × (K + 1) block Bk+1 of B has full rank. Hence, there exists a
right inverse (K + 5) × (K + 1) matrix C = (cν,κ )ν∈ P¯+K+4,κ∈ P¯+K for which the four bottom rows
are zero. There exist 0< ε < 1 such that
det(Bk+1)(q) = 0 for all q ∈ C with 0< |q| < ε.
Hence, by Cramer’s rule, the entries of the matrix C are analytic in all points q ∈ C with
0< |q| < ε. Multiplying Equation (5.10) by cν,η and summing over ν one obtains
∑
μ,η∈ P¯+K
fμaμ,η − 2(K + 2)
∑
μ∈ P¯+K
(
q
∂
∂q
fη
)
+
∑
μ∈ P¯+K ,ν∈ P¯+K+4
fμgμ,νcν,η = (λ, λ + 2ρ)
∑
μ∈ P¯+K
fη. (5.11)
For 0< |q| < ε, this is a system of first-order differential equations with analytic coeffi-
cients and hence fμ are analytic functions in this domain. 
Appendix 1. Theta Functions and the Weierstrass ℘-Function
In this appendix, we recall well-known presentations of theta functions and the corre-
sponding Weierstrass ℘-functions following Chapter I of [34].
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A.1 Basics on θ(z, τ)
The theta function
θ(z, τ ) =
∑
n∈Z
eπin
2τ+2πinz
is defined as a function on C ×H, where H= {τ ∈ C | Im(τ ) > 0}. The series is normally
convergent in the sense of, say, [13, Definition III.1.4] and hence converges absolutely
and uniformly on compact sets [34, p. 1]. Hence, θ defines a holomorphic function on
C ×H. Moreover, θ is quasi periodic
θ(z+ 1, τ ) = θ(z, τ ), θ(z+ τ, τ ) = e−πiτ−2πizθ(z, τ )
and it is the most general entire function with two quasi-periods. Associated to θ(z, τ )
there are four theta functions with characteristics
θ0,0(z, τ ) = θ(z, τ ) (A.1)
θ0,1(z, τ ) = θ
(
z+ 1
2
, τ
)
(A.2)
θ1,0(z, τ ) = eπiτ/4+πizθ
(
z+ τ
2
, τ
)
(A.3)
θ1,1(z, τ ) = eπiτ/4+πi(z+1/2)θ
(
z+ τ
2
+ 1
2
, τ
)
. (A.4)
which can be used to obtain a projective embedding of the elliptic curve Eτ = C/(Z +
Zτ) into three-dimensional complex projective space, see [34, § I.4]. All of the above
functions are holomorphic on C ×H. Moreover, θ(z, τ ) = 0 if and only if z≡ (1+ τ)/2 mod
Z + Zτ and θ has a simple zero in these points. Hence, θ1,1 has only simple zeros which
lie precisely in the points of the lattice Z + Zτ .
By [34, Proposition 14.1], we have the following product expansion
θ(z, τ ) =
∏
m∈N
(1− eπi(2m)τ )
∏
m∈N0
{(1+ eπi(2m+1)τ−2πiz)(1+ eπi(2m+1)τ+2πiz)}.
With the abbreviations q= eπiτ , y= e2πiz, and C (q) =∏m∈N(1− q2m), the above formula
becomes
θ(z, τ ) = C (q)
∏
m∈N0
{(1+ q2m+1y−1)(1+ q2m+1y)}.
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In view of the relations (A.1)–(A.4) one obtains for the functions θi j, i, j ∈ {0,1}, the prod-
uct expansions
θ0,0(z, τ ) = C (q)
∏
m∈N0
(1+ q2m+1y−1)(1+ q2m+1y),
θ01(z, τ ) = C (q)
∏
m∈N0
{(1− q2m+1y−1)(1− q2m+1y)},
θ10(z, τ ) = eπiτ/4+πiz(1+ y−1)C (q)
∏
m∈N
(1+ q2my−1)(1+ q2my),
θ11(z, τ ) = eπiτ/4+πi(z+1/2)(1− y−1)C (q)
∏
m∈N
(1− q2my−1)(1− q2my).
A.2 From theta functions to Weierstrass ℘-functions
The Weierstrass ℘-function is defined by
℘(z, τ ) = 1
z2
+
∑
(m,n)∈Z2\(0,0)
(
1
(z−m− nτ)2 −
1
(m+ nτ)2
)
.
For fixed τ , the function ℘ is an elliptic function with poles of order two at all points
of the lattice Z + Zτ . The Weierstrass zeta function is the meromorphic function defined
on C ×H by
ζ(z, τ ) = 1
z
+
∑
(m,n)∈Z2\(0,0)
(
1
z−m− nτ +
1
m+ nτ +
z
(m+ nτ)2
)
.
One has ζ ′ = −℘. As ℘ is elliptic, there exists for every γ ∈ Z + Zτ a constant ηγ (τ ) ∈ C
such that
ζ(z+ γ, τ ) = ζ(z, τ ) + ηγ (τ ) for all z∈ C \ (Z + Zτ). (A.5)
For fixed τ , as explained in Section A.1, this implies that the function
θ ′1,1
θ1,1
is meromorphic with simple poles at all points of Z + Zτ . Its derivative hence has poles
of order two at all points of the lattice. Moreover, the quasi-periodicity of θ(z, τ ) implies
that (θ ′1,1/θ1,1)
′ is a doubly periodic function in z. Hence
(θ ′1,1/θ1,1)
′ = A℘ + B
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for some constants A, B which only depend on τ . More explicitly, one has by [41, Theorem
3.9] the relation
(θ ′1,1/θ1,1)
′(z, τ ) = −℘(z, τ ) − η1(τ ), (A.6)
where η1(τ ) is defined by Equation (A.5) above for γ = 1.
We now define for i, j ∈ {0,1} variants of the Weierstrass ℘-function by
℘i, j(z, τ ) =
(
θ ′i, j(z, τ )
θi, j(z, τ )
)′
,
where as before prime denotes differentiation by z. As the product expansion for θ(z, τ )
converges normally, one may apply standard results in complex analysis [13, IV.1.7] to
obtain series expansions
θ ′0,0
θ0,0
(z, τ ) = 2πi
∑
m∈N0
( −q2m+1y−1
1+ q2m+1y−1 +
q2m+1y
1+ q2m+1y
)
,
θ ′0,1
θ0,1
(z, τ ) = 2πi
∑
m∈N0
(
q2m+1y−1
1− q2m+1y−1 −
q2m+1y
1− q2m+1y
)
,
θ ′1,0
θ1,0
(z, τ ) = πi+ 2πi −y
−1
1+ y−1 + 2πi
∑
m∈N
( −q2my−1
1+ q2my−1 +
q2my
1+ q2my
)
,
θ ′1,1
θ1,1
(z, τ ) = πi+ 2πi y
−1
1− y−1 + 2πi
∑
m∈N
(
q2my−1
1− q2my−1 −
q2my
1− q2my
)
,
which are normally convergent in the domain where θi, j is nonzero. Hence
℘0,0(z, τ ) = −4π2
∑
m∈N0
(
q2m+1y−1
(1+ q2m+1y−1)2 +
q2m+1y
(1+ q2m+1y)2
)
, (A.7)
℘0,1(z, τ ) = 4π2
∑
m∈N0
(
q2m+1y−1
(1− q2m+1y−1)2 +
q2m+1y
(1− q2m+1y)2
)
, (A.8)
℘1,0(z, τ ) = −4π2 y
−1
(1+ y−1)2 − 4π
2
∑
m∈N
(
q2my−1
(1+ q2my−1)2 +
q2my
(1+ q2my)2
)
, (A.9)
℘1,1(z, τ ) = 4π2 y
−1
(1− y−1)2 + 4π
2
∑
m∈N
(
q2my−1
(1− q2my−1)2 +
q2my
(1− q2my)2
)
. (A.10)
Radial Part Calculations for ŝl2 and the Heun-KZB Heat Equation 47
On the other hand, by construction and (A.6), we get
℘0,0(z, τ ) = ℘1,1(z+ (1+ τ)/2, τ ) = −℘(z+ (1+ τ)/2, τ ) − η1(τ ), (A.11)
℘0,1(z, τ ) = ℘1,1(z+ τ/2, τ ) = −℘(z+ τ/2, τ ) − η1(τ ), (A.12)
℘1,0(z, τ ) = ℘1,1(z+ 1/2, τ ) = −℘(z+ 1/2, τ ) − η1(τ ). (A.13)
Hence, the functions ℘i, j(z, τ ) for i, j ∈ {0,1} are simultaneously holomorphic for instance
in the region
D = {(z, τ ) ∈ C ×H | − Im(τ )/2< Im(z) < 0}.
Moreover, η1(τ ) is a holomorphic function. If we want to consider the Weierstrass ℘-
functions as sums depending on formal variables y and q then we write
℘0,0(y,q), ℘0,1(y,q), ℘1,0(y,q), ℘1,1(y,q). (A.14)
We will use this notation in particular when y and q are of the form eα ∈ C[Q] for some
α ∈ Q. For example, ℘i, j(eα1 , e−δ) can be considered as elements in the completion R¯2[P ]
defined in Section 3.3, see Remark 3.15.7.
With the above convention, one moreover obtains from (A.7) to (A.10) the relations
4℘0,1(y
2,q2) = ℘0,1(y,q) + ℘0,0(y,q), (A.15)
4℘1,1(y
2,q2) = ℘1,1(y,q) + ℘1,0(y,q), (A.16)
℘1,1(y
2,q) = ℘0,1(y2,q2) + ℘1,1(y2,q2). (A.17)
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