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a b s t r a c t
One of the most frequently studied problems in the context of information dissemination
in communication networks is the broadcasting problem. In this paper, we study the
following robust, simple, and scalable randomized broadcasting protocol: at some time
t an information is placed at one of the nodes of a graph G, and in the succeeding steps,
each informed node chooses one of its neighbours in G uniformly at random, and sends the
information to this neighbour.
We show that this algorithm spreads an information to all nodes in a Star graph Sn of
dimension nwithin O(logN) steps, with high probability, where N denotes the number of
nodes in Sn. To obtain this result, we first establish lower bounds on the edge expansion of
small subsets of nodes. Then we introduce a simple but powerful technique for estimating
the runtime of randomized broadcasting by analyzing the protocol described above in the
reverse order. Using this technique we can also simplify the analysis of this algorithm in
Hypercubes [U. Feige, D. Peleg, P. Raghavan, E. Upfal, Randomized broadcast in networks,
Random Structures and Algorithms 1 (4) (1990) 447–460].
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Broadcasting algorithms have been extensively studied in the context of information dissemination in communication
networks. These algorithms are designed to solve the problem of distributing a particular message from a distinguished
node called source to all other nodes in the network. Several efficient (deterministic and randomized) broadcasting schemes
have been developed for different graph classes and communication models.
In this paper we study the following randomized broadcasting algorithm (also known as ‘‘rumor spreading’’): a node of
a graph G = (V , E) initially has an information that has to be transmitted to all nodes of G. In each succeeding round, any
informed node chooses one of its neighbours uniformly at random, and transmits the information to this neighbour.We note
that if more than one neighbours send the information to some vertex u, the vertex u is still able to receive the information
and becomes informed. The goal is to determine the number of steps needed to spread the information to all nodes of G.
The algorithmdescribed before has several advantages such as simplicity, scalability, and robustness [9]. It can be applied
in standard point to point communication networks, described by connected, undirected graphs in which the vertices
represent the processors and the edges represent bidirectional communication channels between the nodes.
Another application is the maintenance of replicated databases. There are updates injected at various nodes, and these
updates must propagate to all the nodes in the network. At each step, a processor and its neighbour check whether their
copies of the database agree, and if not then theymake the necessary reconciliation. The goal is that all copies of the database
converge to the same contents. See [6] for details.
I A preliminary version of this paper appeared in the Proceedings of 31st International Workshop of Graph-Theoretic Concepts in Computer Science
(WG’05), pages 307–318.∗ Corresponding author. Fax: +49 5251 60 6697.
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Similar problems also occur in the analysis of epidemic diseases. Often, mathematical studies about the infection
propagation make the assumption that an infected person spreads the infection equally likely to any member of the
population [16]. This leads to a complete graph for the underlying network. Whenever the question is, how fast the disease
infects the whole community, the problem reduces to one of broadcasting defined in this paper. However, in most of these
papers, spreaders are only active in a certain time window, and the question of interest is, whether on certain networks
modelling personal contacts an epidemic outbreak occurs. Several threshold theorems involving the basic reproduction
number, contact number, and the replacement number have been stated. See e.g. [13,22] for a collection of results concerning
the mathematics of infectious diseases. The performance of the algorithm we consider has been analyzed in several graph
classes in the past. Pittel [24] proved that in a complete graph every node is informed by the algorithm described within
log2 N + lnN + O(1) steps, with high probability,1 where N denotes the number of vertices in the graph. Feige et al. [9]
analyzed the performance of the aforementioned broadcasting algorithm in random graphs, bounded degree graphs, and
Hypercubes. Moreover they proved an upper bound of O(N logN) which holds for any graph. As described above, we are
interested in analyzing the runtime of the broadcasting algorithm described above in Star graphs. The n-dimensional Star
graph Sn has N = n! vertices corresponding to the n! permutations of {1, 2, . . . , n}. There is an edge from one permutation
(x1, . . . , xn) to some other one (y1, . . . , yn) iff an index i ∈ {2, . . . , n} exists such that x1 = yi, xi = y1, and xj = yj for any
j 6= 1, i [2,1]. It is easy to see that Sn is n− 1 regular, and as shown in [2], it is a bipartite edge-transitive Cayley graph.
Like the Hypercube, the Star graph is strongly hierarchical, maximally fault tolerant, and strongly resilient. However,
the Star graph has significantly less connections and smaller distances than the Hypercube with comparable number of
vertices [1]. Several communication algorithms like routing and broadcasting have also been analyzed in Star graphs as well
[1,7,5,10,14,28]. However, these papers mostly consider the deterministic case.
In this paperwe analyze the behaviour of the aforementioned broadcasting algorithm in Star graphs. The basic definitions
and notations are introduced in Section 2. In Section 3, we state new results concerning the expansion properties of small
subsets of vertices. These results are needed in Section 4 to prove that, with high probability, this algorithm broadcasts an
information to every node of Sn within O(logN) steps. Section 5 contains the runtime analysis on the Hypercube. Here we
also discuss some experimental results. We conclude the paper in Section 6 by summarizing our results and by pointing at
some open problems.
2. Notations and definitions
First we will introduce Cayley graphs and the representative considered in this paper called Star graph. After that the
randomized broadcasting algorithm is presented together with some notation required for the runtime analysis later.
2.1. Star graphs
In what follows, we use some basic terminology of algebraic graph theory and group theory, where the reader is referred
to e.g. [4].
Definition 2.1. A Cayley graph G = (G, S) is given by a finite group G and a subset S = {s1, . . . , sn} ⊆ G which generates
G. The set of vertices consists of the elements of G and two vertices u, v ∈ G are connected by a directed edge (u, v) iff
there exists an element si ∈ S, i ∈ {1, . . . , n} such that v = usi.
If the set of generators is closed under taking inverse, i.e. S−1 = S, which is always the case in this paper, one can also
view the Cayley graph G = (G, S) as an undirected graph.
Definition 2.2. A Cayley graph G = (G, S) is hierarchical if the set of generators S = {s1, . . . , sn} can be enumerated such
that for all j ∈ {2, . . . , n}
sj 6∈ 〈{s1, . . . , sj−1}〉
where 〈X〉 denotes the smallest subgroup of G containing X . It is called strongly hierarchical if the last condition holds for
every enumeration of S.
In [2,1], Cayley graphs were investigated as interconnection networks for the first time. The authors also proposed the
Star graph as an interesting alternative to the Hypercube due to its lower degree and smaller diameter.
Definition 2.3. The n-dimensional Star graph is defined as Sn = (Vn, En) := (Sn, {(1 i) | i ∈ {2, . . . , n}}), where (1 i)
denotes the transposition swapping the first and i-th entry in some permutation andSn denotes the symmetric group of n
elements, i.e. the set of all n! permutations of {1, . . . , n}, with that operation of composition, denoted by ◦.
1When we write ‘‘with high probability’’ or ‘‘w.h.p.’’ in this paper, we mean with probability at least 1− O(1/N).
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Fig. 1. RandomizedBroadcastingAlgorithm (RBA).
From this definition it is immediately obvious that the Star graph is regular of degree n− 1 and as every Cayley graph it
is vertex- transitive. Like the Hypercube, the Star graph is both edge-transitive and strongly hierarchical [2].
Theorem 2.4 ([2]). For Sn it holds that
diam(Sn) =
⌊
3
2
(n− 1)
⌋
,
while the average diameter satisfies
diam(Sn) := 1n2
∑
(u,v)∈Vn×Vn
dist(u, v) = n+ 2
n
+
n∑
k=1
1
k
− 4.
As a consequence both the diameter as well as the degree of the Star graph are only of magnitude Θ( logNlog logN ) which is
smaller than the according values of the Hypercube which are precisely log2 N .
2.2. Randomized broadcasting algorithm
Let G = (V , E) be an undirected and connected graph, where N := |V | denotes the size of the graph. In this work, we
will consider families of graphs Gn = (Vn, En) for n ∈ N, where |Vn| → ∞ for n→∞. As mentioned in the introduction, in
this paper we mainly consider the following randomized broadcasting algorithm, short RBA, which is also known as push
model [6] on G = (V , E): Place at the beginning round t = 0 an information r on one of the nodes of G, called s. In the
following rounds t = 1, 2, . . . each informed node forwards the information to a communication partner over an incident
edge selected independently and uniformly at random (see also Fig. 1).
Throughout this paper, we denote by I(t) the set of informed nodes at time t , and by H(t) the set V\I(t).
In our later analysis we will consider the following equivalent procedure. We assume that every node u chooses (also
called contacts) some neighbour v ∈ N(u) uniformly at random in each step. In case, u is already informed, it sends the
information to v and otherwise, nothing happens.
Clearly, the most obvious question is how many rounds (also called time steps) are required to inform every node of G.
Let RT(G, p) := min{t ∈ N | Pr [ I(t) = V ] ≥ p} denote the runtime of RBA in G, i.e., the time needed by the push algorithm
to inform all vertices of Gwith probability p ∈ (0, 1). Note that DT(G) := min{t ∈ N | Pr [ I(t) = V ] > 0} is the runtime of
a fastest deterministic broadcasting algorithm. Since every (randomized and deterministic) broadcasting algorithm requires
clearly at least max{log2 N, diam(G)} rounds [9], the following definition seems to be natural.
Definition 2.5. A broadcasting algorithm is asymptotically optimal on a family of graphs Gn = (Vn, En), if its runtime is
bounded by
O(log |Vn| + diam(Gn)).
In [1,20,28] three different deterministic broadcasting algorithms for Star graphs have been developed. [17] presents a
fault-tolerant broadcasting algorithm which can handle up to n − 2 faults while still achieving the asymptotically optimal
runtime of O(n log n). In general, as observed by [15], these deterministic algorithms either need substantially more time or
can only tolerate a small number of faults. A related result w.r.t. the fault-tolerance was shown in [8]: if every vertex fails
in some step (and thus, is not able to send the rumor) with some constant probability< 1, then the asymptotic runtime in
the model with failures does not increase.
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3. Auxiliary combinatorial results
In this section we derive bounds on the edge expansion in Star graphs Sn = (Vn, En).
It should be obvious that the amount of edges between I(t) and V\I(t) should have a large influence on the runtime of
the RBA. Therefore it is very natural to seek after lower bounds on the edge expansion of Star graphs.
Definition 3.1. For a d-regular graph G = (V , E) let
Φ(X) := |E(X, V\X)||X | · d
be the (normalized) edge expansion for some subset ∅ 6= X ⊆ V , where E(X, V\X) denotes the set of edges between X and
V\X . Moreover let
Φ(m) := min
X⊆V ,|X |=mΦ(X)
be the (normalized) minimal edge expansion for some integer 1 ≤ m ≤ N2 . The (normalized) global edge expansion (also
called conductance) is defined as
Φ := min
X⊆V ,1≤|X |≤ N2
Φ(X).
Here, we normalized the commonly used edge expansion to an interval [0,1] to obtain a comparable measure.
3.1. Upper bounds
Lemma 3.2. Let G = (G, S) be a d-regular Cayley graph. Then for all i ∈ {1, . . . , d} we have
Φ(|〈{s1, . . . , si}〉|) ≤ d− id .
Proof. Set X = 〈{s1, . . . , si}〉 ⊆ G. Obviously, only the edges induced by the d − i generators si+1, . . . , sd can connect
vertices of X to V\X . 
Note that if G is hierarchical, then |〈{s1, . . . , si}〉| ≥ 2i, where equality holds in case of the Hypercube. On the other hand,
in case of the Star graph we have for each i ∈ {1, . . . , n− 1} that |〈{s1, . . . , si}〉| = (i+ 1)!.
Remark 3.3. For the Star graph Sn it holds for any i ∈ {1, . . . , n}
Φ(i!) ≤ n− i
n− 1 .
With similar arguments one can extend the last statement for subsets of arbitrary size.
Proposition 3.4. Let Sn be the n-dimensional Star graph and m ∈ N satisfying i! ≤ m ≤ (i + 1)!, where i ∈ {1, . . . , n − 1}.
Then it holds
Φ(m) ≤ n− i−
1
i+1
n− 1 .
Proof. To prove the claim, we construct a proper subset X ⊆ Vn, where |X | = m, which matches the upper bound above.
Observe that by fixing the last (n− i+ 1)-th entries of all permutations of {1, . . . , n}, we obtain an (i− 1)-dimensional star
graph which is a subgraph (also called substar) of Sn [2,1]. Thus, we can partition Sn into n!(i−1)! disjoint (i − 1) dimensional
substars which are denoted by S1, . . . , Sn!/(i−1)!. Clearly them nodes of X can be distributed among these substars such that
at most one of these substars contains at least one and less than (i− 1)! nodes. We denote w.l.o.g. this substar by S1. On the
other hand, due tom ≥ i!, at least i substars contain the maximum number of (i− 1)! nodes of X . Therefore we have
|E(X, V\X)|
|X | =
1
|X |
n!/(i−1)!∑
k=1
|E(Sk ∩ X, V\X)|
= 1|X |
(
|E(S1 ∩ X, V\X)| +
∑
2≤k≤n!/(i−1)!
|E(Sk ∩ X, V\X)|
)
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≤ 1
i+ 1 · (n− 1)+
i
i+ 1 · (n− i− 1)
= n− 1+ i · n− i
2 − i
i+ 1
= n− i− 1
i+ 1 ,
where the first inequality holds due to Lemma 3.2. 
Let us now assume that in each time step t the edge expansion of I(t) matches the upper bound of the previous
proposition. Then, one can easily verify that Ω(n log2 n) rounds are required to inform each node of Sn. Consequently, to
prove our main result in Section 4, we cannot rely only on the edge expansion of Sn. Nevertheless, a lower bound on the
edge expansion from the next subsection plays a crucial role in our further analysis.
3.2. Lower bounds
At first we briefly deal with lower bounds for the special case Φ(dN2 e) which is the normalized bisection width and list
some previously known results. Here, a tight lower bound follows immediately from a general result of [27,26] where the
authors applied Leighton’s lower bound method [18] to estimate the bisection width of edge-transitive graphs and some
popular interconnection networks.
Theorem 3.5 ([27]). For any edge-transitive graph G we have
Φ
(⌈
N
2
⌉)
≥ 1
2 · diam(G) .
An application to the Star graph, where N = n!, yields
Corollary 3.6. For the Star graph Sn it holds that
Φ
(
n!
2
)
≥ 1
2
(
n+ 2n +
n∑
k=1
1
k − 4
) .
In [30], the following asymptotically tight bound was established.
Theorem 3.7 ([30]). For the Star graph Sn we have
Φ
(
n!
2
)
= 1
2n
± O
(
1
n
)
.
Further results on the Bisection width for similar graphs can be found in [29].
However, these bounds are tooweak for our later runtime analysis. Roughly, this is due to the fact that inmost time steps
during the execution of the RBA the set of informed nodes is either very small (close to 0) or very large (close to N) such
that the bisection width is of little use here. Moreover observe the large gap between Theorem 3.5 and Proposition 3.4 for
small values of i.
In order to compute an adequate lower bound for small subsets of Vn, we begin by identifying a proper subgraph in Sn
(cf. the embedding of well studied graphs in the Star graph [14,23,25]).
Definition 3.8. Define a tree Tn(v) with root v ∈ Vn in the following way. Tn(v) consists of n levels {1, . . . , n}, i.e. T in(v)
denotes the vertices at distance i − 1 from v in Tn(v) for i ∈ {1, . . . n}. The levels are defined by T 1n (v) := v, T 2n (v) :=
{vi ∈ Vn | vi = v◦(1 i), i ∈ {2, . . . , n}}. Similarly, T 3n (v) =
{
vij ∈ Vn | vij = v ◦ (1 i) ◦ (1 j), j ∈ {2, . . . , i− 1, i+ 1, . . . , n},
i ∈ {2, . . . , n}}, and T kn (v) = {vi1...ik ∈ Vn | vi1...ik = v ◦ (1 i1) ◦ · · · ◦ (1 ik), ik ∈ {2, . . . , n}, iq 6= ir for any q 6= r} for any
k ∈ {1, . . . , n}.
See the Fig. 2 for the tree T4(id), where id denotes the identity permutation. The underlined entries of the permutations
represent the numbers already swapped by some transposition to a position distinct from 1. As a consequence, these entries
remain unchanged in the levels below. On the right side you find the description of the corresponding levels.
Lemma 3.9. For any v ∈ Vn the tree Tn(v) is an induced subgraph of Sn.
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Fig. 2. Tree T4(id) in S4 .
Fig. 3. FindExpandingSubset.
Proof. The fact that Tn(v) is a subgraph of Sn follows directly from the definition. It remains to show that there are no
additional edges between nodes of Tn(v). To prove this, we may assume that the identity permutation, denoted by id,
is the root due to the vertex-transitivity of Sn. Consider now a shortest path from the root to any leaf. During each step
l ∈ {1, . . . , n}, i.e. moving from level l to level l+ 1, a different transposition (1 il) is used. Hence every node except for the
root is formed by one non-trivial cycle. As a consequence, there exists only one node in Tn(id), namely id, which contains 1
in the first entry. Now consider any node u 6= id ∈ Tn(id) in level l, where we may assume l ≥ 3, since all n− 1 neighbours
of the root are in Tn by definition. The node u can be represented as a cycle of length l as follows: u = (il−1 . . . i11). We finish
the proof by a case analysis.
1. (il−1 . . . i11) ◦ (1 il−1) = (il−2 . . . i11) yields the predecessor of uwhich lies in Tn(id) by definition.
2. (il−1 . . . i11) ◦ (1 i1) = (il−1 . . . i1) yields a permutation different from the identity (since l ≥ 3) which fixes 1 and is
therefore not in Tn(id).
3. For any j ∈ {2, . . . , l−2}, (il−1 . . . i11)◦(1 ij) = (il−1 . . . ij)(ij−1 . . . i11), and thus we obtain a permutationwhich consists
of two disjoint cycles and is again not in Tn(id).
4. Let il+1 6= ij for all j ∈ {2, . . . , l − 1}. Then we have (il−1 . . . i11) ◦ (1 il+1) = (il+1il . . . 1) which is one of the successors
of u by the definition of Tn(id). 
It is worth mentioning that a slightly modified tree is a subgraph of the n-dimensional Pancake graph Pn [2] and therefore
the following methods provide similar lower bounds in this case, too. Moreover, it is essential that the underlying group of
the Cayley graph, which is in our caseSn, is not abelian (for n ≥ 3).
Nowwe use the tree introduced in Definition 3.8 to establish a lower bound on the expansion of small subsets in Sn. Our
proof uses multiple embeddings of Tn(v) and bases on the good expanding properties of Tn(v) near the root node v.
Theorem 3.10. Let c ≥ 1 be an arbitrary but fixed constant. Then, for sufficiently large n it holds for 1 ≤ m ≤ n n2c+ , where
 > 1 is a constant, that
Φ(m) ≥ c − 1
c
.
Proof. For our proof we consider the following algorithm described in Fig. 3.
In the first part of this proof, we show the correctness, i.e. the given algorithm always returns a subset ∅ 6= Y ⊆ X such
that |E(Y , Tn(v)\X)| ≥ 2c−12c (n−1) · |Y |. For simplicity let α := 2c−12c . Before the k-th iteration of the while-loop, all nodes in
Y are at level k and have therefore n− 1− k+ 1 = n− k successors in level T k+1n (v). If the condition of the loop is satisfied,
we have |E(Y , T k+1n (v)\X)| ≤ α · (n− 1) · |Y |, and consequently
|E(Y , X ∩ T k+1n (v))| = |E(Y , T k+1n (v))| − |E(Y , X\T k+1n (v))|
≥ (n− k) · |Y | − α · (n− 1) · |Y |
= ((1− α)(n− 1)− k+ 1) · |Y |.
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Hence the number of nodes in Y ⊆ X after iteration t is at least
t∏
k=1
((1− α)(n− 1)− k+ 1) ≥ ((1− α)(n− 1)− t + 1)t , (1)
provided that all factors of the left hand side are positive. Now, for t := n−12c+1 < n it follows that
(1− α)(n− 1)− t + 1 ≥ n− 1
2c
− n− 1
2c + 1 + 1.
Therefore, the right hand side of (1) is larger than n
n
2c+ . On the other hand, the number of successors of the nodes lying in
level t is still large enough, i.e.
n− t − 1 = n− 1− n− 1
2c + 1 =
2c
2c + 1 (n− 1) ≥
2c − 1
2c
(n− 1) = α(n− 1),
which means that, after t iterations, every node of Y lying on level t has at least α(n− 1) successors in T t+1n (v). This implies
the correctness of the algorithm, i.e. there exists a final iteration t0 ≤ t such that
|E(Y , Tn(v)\X)| ≥ |E(Y , T t0+1n (v)\X)| ≥ α(n− 1) · |Y | (2)
and similarly
|E(Y , V\(Tn(v)\X))| ≤ (1− α)(n− 1) · |Y |. (3)
Now, since Y ⊆ X and Y ⊆ Tn(v)we have
|E(X, V\X)| = |E(Y , V\X)| + |E(X\Y , V\X)|
= |E(Y , V\X)| − |E(X\Y , Y )| + |E(X\Y , (V\X) ∪ Y )|
= |E(Y , V\X)| − |E(Y , X\Y )| + |E(X\Y , (V\X) ∪ Y )|
≥ |E(Y , Tn(v)\X)| − |E(Y , V\(Tn(v)\X))| + |E(X\Y , (V\X) ∪ Y )|
≥ α(n− 1)|Y | − (1− α)(n− 1)|Y | + |E(X\Y , V\(X\Y ))|
= c − 1
c
(n− 1)|Y | + |E(X\Y , V\(X\Y ))|,
where the last inequality is due to (2) and (3). Since Y 6= ∅, we can now conclude inductively by replacing X by X\Y that
Φ(X) ≥ c − 1
c
and the claim of the theorem follows. 
By comparing the last result to Remark 3.3, we see that the lower bound is tight up to a constant factor. Note, that for the
Hypercube, a tight lower bound on the edge expansion which holds for anymwas given by Harper.
Theorem 3.11 ([12]). For the n-dimensional Hypercube Qn, it holds for 1 ≤ m ≤ 2n−1 that
Φ(m) ≥ n− log2m
n
,
where equality holds if and only if m is a power of 2.
We conjecture a similar bound for the Star graph (cf. Remark 3.3).
Conjecture 3.12. For the n-dimensional Star graph Sn, it holds for 1 ≤ m ≤ n!2 that
Φ(m) ≥ n+ 1− Γ
−1(m)
n− 1 ,
where equality holds for m being factorials andΓ −1(m) is defined for integersm as the unique integer x ≥ 2 satisfying Γ (x) = m.
A slightly modified version of the algorithm FindExpandingSubset enables us to prove the following weaker version of
this conjecture.
Corollary 3.13. Let X ⊆ Vn, where |X | ≤ i!, i ∈ {1, . . . , n− 1} and v ∈ X be arbitrary. Then it holds
∃Y ⊆ X : v ∈ Y and |E(Y , V\X)||Y | · (n− 1) ≥
n− i− 1
n− 1 .
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Fig. 4. Partition of S4 into 12 disjoint 2-dimensional substars.
Proof. Modify the loop-condition to |E(Y , (T k+1n (v)\X))| ≤ (n−i−1)·|X |. Consequently, the number of nodes in Y increases
in every iteration k ≥ 1 of the while-loop by a factor of (i− k+ 1). After iteration i− 1, all nodes have been used up since∏i−1
k=1(i− k+ 1) = i! and the number of successors of each node in Y equals n− 1− (i− 1) = n− i. 
4. Runtime analysis on Star graphs
In this section we use the result of Theorem 3.10 to show that the RBA spreads an information to all nodes of a Star
graph within O(n log n) = O(log n!) time steps with probability 1 − O( 1n! ), which is asymptotically optimal according to
Definition 2.5. Using the fact that the Star graph is (strongly) hierarchical, we can decompose it into n4 -dimensional Star
graphs by fixing some entry as follows (see also [2,1]). We first partition Sn into n disjoint (n − 1)-dimensional substars
denoted by S ′i , i ∈ {1, . . . , n}, where S ′i = {(x1, i, x3, . . . , xn) ∈ Vn}.
Then, we partition each S ′i into n−1 further substars among the third entry in the permutations, and so on. Consequently,
the partition P consists of sets S ′i1,...,i3n/4 = {(x1, i1, . . . , i3n/4, x3n/4+2, . . . , xn) ∈ Vn}. To simplify the notation, we denote by
Sd = (Vd, Ed) some d-dimensional substar graph of Sn belonging to this partition P .
In group-theoretic terms, we have divided in each step a group into the cosets induced by some subgroup. This way of
recursively decomposing can also be described very naturally by a tree bearing resemblance to the one depicted in Fig. 2.
Fig. 4 shows a decomposition of S4 into 12 disjoint 2-dimensional substars.
Note, that n4 need not be an integer, but for simplicity we assume this in the remaining part of this work. It takes one
moments reflection to see that n4 can be replaced by b n4c in the following proofs.Moreover, some of the following inequalities
only hold for a sufficiently large n. Again, for simplicity we will no longer state this explicitly. Our first objective is to show
that after O(n log n) steps, the information has reached every n4 -dimensional substar of this partition P .
Lemma 4.1. After O(n log n) steps with probability 1− n−Ω(n log n), at least n10 nodes of Sn will be informed by the RBA.
Proof. We consider the tree Tn(s), where s is the initially informed node, as described in Definition 3.8, but here we are only
interested in nodes belonging to the levels 1, . . . , 21. First, we show that s informsmore than
√
n successors within 3n log n
steps with probability 1− n−n log n. The probability for informing at most√n successors of swithin this time is
P√n(s) ≤
(
n− 1√
n
)( √
n
n− 1
)3n log n
≤
(
1
n
)n log n
.
The conditional probability P√n(v1) that a successor v1 of s informs at most
√
n successors, given that v1 has been informed
by s, is
P√n(v1) ≤
(
n− 1√
n+ 1
)(√
n+ 1
n− 1
)3n log n
≤
(
1
n
)n log n
.
Generally, the probability that an informed node vi in some level T i+1n (v), where i ≤ 20, informs at most
√
n successors
within 3n log n steps is
P√n(vi) ≤
(
n− 1√
n+ 20
)(√
n+ 20
n− 1
)3n log n
≤
(
1
n
)n log n
.
Using the Union bound [21], we conclude that there are at least
∏20
i=1
√
n = n10 informed nodes in T 21n (s)with probability
1− 20 · n−n log n = 1− n−Ω(n log n),
and the lemma follows. 
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Now we state the following technical lemma, cf. [9].
Lemma 4.2. Let Y ⊆ Vn and k ∈ {1, . . . , b 32 (n− 1)c}. Then, there exists X ⊆ Y with the following properties:
|X | ≥ |Y |
(n− 1)k and ∀u, v ∈ X: dist(u, v) ≥ k.
Proof. We can always construct such a set X starting from Y by the following scheme: As long as Y 6= ∅ we choose
an arbitrary node from Y called y, put y into the set X and remove all nodes of Y which have distance less than k − 1
to y. In particular, that means that y is removed of Y itself. In every step X increases by 1 and Y decreases by at most∑k−1
i=1 (n− 1)i ≤ (n− 1)k, provided that n is large enough. This implies that |X | ≥ |Y |/(n− 1)k. 
Lemma 4.3. Assume that any fixed Sd contains n10 informed nodes, where d ∈ { n4 , . . . , n}. Then, with probability 1 −
O(exp(−n9/5)), after 2 additional time steps in every Sd−1 ⊆ Sd of P at least n2/2 nodes will be informed.
Proof. It is easy to see, that every substar Sd−1 ⊆ Sd of the partition P can be reached from any node in Sd within at most
2 steps, i.e. there exists a path of length 2 from any node in Sd to some proper node in Sd−1, such that this path lies in Sd.
By means of Lemma 4.2, we are able to construct a set of informed nodes X ⊆ I(t) of size n5 with the property that two
arbitrary different nodes have a distance of at least 5 from each other. Then we divide X into d ≤ n disjoint subsets such
that every subset contains at least n4 nodes. We assign each substar Sd−1 one of these subsets, and consider the propagation
of the information towards each substar from its assigned subset only. Since all these nodes are at distance at least 5 from
each other, the propagations caused by the nodes of X within the next two steps are independent of each other. Therefore,
we can estimate the probability of informing nodes in some fixed substar Sd−1 ⊆ Sd by n4 Bernoulli random variables
Xi, i ∈ {1, . . . , n4}, where Pr [ Xi = 1 ] ≥ (n − 1)−2 ≥ n−2, and Pr [ Xi = 0 ] = 1 − Pr [ Xi = 1 ] for any i. Let X := ∑n4i Xi
and µ := E [ X ] ≥ n2. Applying the following Chernoff bound [21,11],
Pr [ X ≤ (1− δ)µ ] ≤ exp
(
−µδ
2
2
)
to our case, where δ = 12 , yields
Pr
[
X ≤ n2/2 ] ≤ exp(−n2
8
)
.
Sincewe assigned to each substar Sd−1 a different subset of nodes, and since all the events of informing nodes in the substars
are independent of each other, the probability for informing at least n2/2 nodes in each substar Sd−1 equals
(1− Pr [ X ≤ n2/2 ])d ≥ (1− exp(−n2
8
))n
≥ 1− exp (−n9/5) ,
and the lemma follows. 
The next lemma relates the edge expansion to the RBA and is applicable to any regular graph G.
Lemma 4.4. Let G be a d-regular graph and let I(t) be set of informed nodes at time step t. Let ΦI(t) := |E(I(t),V\I(t))||I(t)|·d be the
normalized expansion of I(t). Then with probability at least 1 − exp(− 12ΦI(t) · |I(t)| · (1 − e−1)δ2), where 0 < δ < 1 is a
constant, it holds that
|I(t + 1)\I(t)| ≥ |I(t)| · (1− δ) · ΦI(t) ·
(
1− e−1) .
Proof. Let {v1, . . . , vH(t)} be the set of uninformed nodes in round t and denote by degI(t)(v) the number of neighbours of
v within the set I(t). Note that
∑|H(t)|
i=1 degI(t)(vi) = |E(I(t),H(t))| = ΦI(t) · d · |I(t)|. Observe that
Pr [ v ∈ I(t + 1) ] = 1−
(
d− 1
d
)degI(t)(v)
and by linearity of expectations
∑
v∈H(t) Pr [ v ∈ I(t + 1) ] = E [ |I(t + 1)\I(t)| ] . It is now easy to verify that∑
v∈H(t) Pr [ v ∈ I(t + 1) ] is minimized if degI(t)(v) ∈ {0, d} for each v ∈ H(t). Thus we have∑
v∈H(t)
Pr [ v ∈ I(t + 1) ] =
∑
v∈H(t),degI(t)(v)=d
1−
(
d− 1
d
)d−1
≥
∑
v∈H(t),degI(t)(v)=d
1− e−1
= ΦI(t) · |I(t)| · (1− e−1).
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Now if some node u ∈ H(t) becomes informed in round t + 1, then the conditional probability for another node v ∈ H(t)
to become informed in round t + 1 is at least Pr [ v ∈ I(t + 1) ] and vice versa. We may therefore apply a Chernoff-Bound
as in the proof of Lemma 4.3 to conclude that
Pr
[
|I(t + 1)\I(t)| ≤ (1− δ)ΦI(t)|I(t)|
(
1− 1
e
)]
≤ exp
(
−ΦI(t)
2
|I(t)|
(
1− 1
e
)
δ2
)
. 
Corollary 4.5. If any d-dimensional Star graph Sd = (Vd, Ed), where d ∈ { n4 , . . . , n}, contains at least n2/2 informed nodes,
then after O(log n) rounds at least n10 nodes in Sd will be informed with probability 1− exp(−n9/5).
Proof. By Theorem 3.10 for every Sd it holds for every subset I(t) ∩ Vd, satisfying n2/2 ≤ |I(t) ∩ Vd| ≤ n10, that
|E(I(t) ∩ Vd,H(t) ∩ Vd)|
|I(t) ∩ Vd| · (n− 1) ≥ β,
for a proper constant β > 0. Thus we may apply the previous lemma, where δ is set to 12 and and conclude that
|I(t + 1) ∩ Vd| ≥ 12 · β · (1− e
−1) · |I(t) ∩ Vd| + |I(t) ∩ Vd|
=
(
1+ 1
2
· β · (1− e−1)
)
· |I(t) ∩ Vd|
holds with probability 1− exp(− 18β · |I(t)| · (1− 1e )) ≥ 1− exp(− 116β · n2 · (1− 1e )). As a consequence, n10 nodes will be
informed after O(log n) rounds with probability at least 1− exp(−n9/5). 
Let us now summarize the results of Lemmas 4.1 and 4.3 and Corollary 4.5.
Lemma 4.6. After O(n log n) steps at least one node is informed in all n4 -dimensional Star graphs of the partition P with probability
1− n−n.
Proof. By means of Lemma 4.1, with probability 1− n−Ω(n log n) at least n10 nodes will be informed after O(n log n) rounds.
Recall the description of P by a tree and observe that P has at most n!/( n4 )! ≤ n
3
4 n edges. Due to the Lemma 4.3 and
Corollary 4.5 and by the union bound [21], on each single edge the information is transmitted with probability at least
1 − 2 exp(−n9/5), i.e., the information is sent to the successor of some vertex in P . Hence, the transmission is transmitted
along all edges in the tree corresponding to P with probability at least(
1− 2 exp(−n9/5))n3/4n ≥ 4− exp(21/20n) ≥ 1− n−21/20n,
because the propagations via different edges are independent of each other due to our construction. 
Similar to the analysis on the Hypercube [9], we have constructed a 32
n
4 = 3n8 cover of informed nodes, i.e. every 3n8 ball
around some node contains at least one informed node. The proof of Feige et al. [9] concerning the Hypercube proceeds as
follows. Fix some uninformed node w and consider a large subset of informed nodes, all within distance of approximately
n
2 from u. Now consider the paths generated by the RBA towards u. A straightforward calculation shows that the expected
number of paths which will reach u after O(n) time steps is large enough. However, one has to consider the possibility that
paths could join each other which introduces dependencies and thus some difficulties. By a careful analysis, Feige et al. were
able to show that at least one path reaches u after O(n) steps w.h.p. Nevertheless it seems too difficult to transfer their proof
to the Star graph, as the structure of the shortest paths is more complex than on the Hypercube.
Wewill now introduce amethodwhich enables us to rely on the techniques whichwe have already used up to this point.
The key idea is to analyze the sequence (I(t))∞t=1 in the reverse order. As it will turn out, the distributions I(t + 1) | I(t) and
H(t) | H(t + 1) are not too different. We should note that in a different model, a somehow similar technique has been used
in [3].
It is worth mentioning that a similar phenomena has been observed in the study of Markov chains. If a Markov chainM
with transition matrix P is time-reversible, i.e. it satisfies P(x, y)pi(x) = P(y, x)pi(y), then it is well known that the reversed
Markov chain has the same transition matrix [21].
Considering Lemma 4.6, we might ask for a proper conversion of the statement. A good candidate seems to be that for
every nodew ∈ Vn, there exists at least one node v in each n4 -dimensional substar of P , which ‘‘contacts’’w within the next
O(n log n) rounds. In order to formalize this, we require the following definition.
Definition 4.7. A node u ∈ Vn contacts another node v ∈ Vn within the time-interval [a, b], if there exists a path
(u1 := u, u2, . . . , um−1, um := v) in Sn with the following property:
∃t1 < t2 < · · · < tm−1 ∈ [a, b] : ∀i ∈ {1, . . . ,m− 1} : ui contacts ui+1 in round ti.
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This means that if u is informed at the beginning of round a, v is informed in round b (v might become informed much
earlier). In the sequel, we fix one arbitrary nodew ∈ Vn. Our objective is to show that this node is informed after O(n log n)
time steps w.h.p. Similar to the definition of I(t), we define Cw(t) to be the set of nodes in round t , which will contact the
fixed node w within the time interval [t, fn log n], where f is a large but fixed constant. In contrast to I(t), Cw(t) increases
while t decreases. The round fn log n can be viewed as a time step in the ‘‘future’’ fromwhichwe analyze the algorithm in the
reverse order. In particular, f has to be chosen large enough such that the time steps considered in the following lemmas do
not coincide with the time steps considered in the previous analysis. At first, we state the following lemmawhich resembles
Lemma 4.1, though we cannot guarantee the statement with the same probability.
Lemma 4.8. With probability 1− O(n−2n) we have |Cw(fn log n− O(n log n))| ≥ n10.
Proof. We consider the tree Tn(w) up to level 21. We show that w is contacted by at least
√
n out of its successors within
3n ln(n) rounds, with probability 1−O(n−2n). The probability that an arbitrary direct successor ofw fails to contactw during
this time is less than (1− 1n−1 )3n ln(n) ≤ n−3. Therefore, the probability that less than
√
n successors contactw is
P ′1 ≤
n−1∑
i=n−√n
(
n− 1
i
)(
1
n3
)i (
1− 1
n3
)n−1−i
≤
(
(1/n3)
(n−√n)/(n− 1)
)n−√n
·
(
(n3 − 1)/n3
(
√
n− 1)/(n− 1)
)√n−1
= 1
n3n−3
√
n
·
(
1+
√
n− 1
n−√n
)n−√n
·
(
(n3 − 1)(√n+ 1)
n3
)√n−1
≤ 1
n3n
· nO(
√
n) · eO(
√
n) · √nO(
√
n) = o(n−2n).
Here, the second inequality follows from the Chernoff bounds [11, Eq. (9)]. Similarly, a nodew′ at level j−1, j ∈ {2, . . . , 22},
in Tn(w) is contacted by less than
√
n successors with probability
P ′j ≤
n−j∑
i=n−j+1−√n
(
n− j
i
)(
1
n3
)i (
1− 1
n3
)n−j−i
≤
(
(1/n3)
(n− j+ 1−√n)/(n− j)
)n−j+1−√n
·
(
(n3 − 1)/n3
(
√
n− 1)/(n− j)
)√n−1
= 1
n3n−3
√
n−3j+3 ·
(
1+
√
n− 1
n− j+ 1−√n
)n−j+1−√n
·
(
(n3 − 1)(n− j)
n3(
√
n− 1)
)√n−1
≤ 1
n3n
· nO(
√
n) · eO(
√
n) · √nO(
√
n) = o(n−2n).
Since we have less than n20 nodes in these 20 levels, w is contacted by at least n10 nodes within 60n ln(n) steps with
probability 1− O(n−2n). 
Lemma 4.9. Let d ∈ { n4 , . . . , n} and |Cw(t) ∩ Vd| ≥ n10 in some d-dimensional substar Sd. Then, with probability 1 −
O(exp(−n9/5)), there exist in every substar Sd−1 ⊆ Sd at least n2/2 nodes, which contact Cw(t)within the time-interval [t−2, t].
Proof. Analogous to Lemma 4.3, since for every node we consider a fixed path. The only difference is that the success
probability of (n− 1)−2 has to be replaced by (1− e−1)(n− 1)−2. 
Recall that we allow the possibility that some nodes may be contacted by more than one node in the same round.
Therefore the proof of the following lemma is even simpler than the one of Lemma 4.4 and will be therefore omitted.
Lemma 4.10. Let d ∈ { n4 , . . . , n} and |Cw(t) ∩ Vd| = n2/2 in some d-dimensional substar Sd. Then, with probability
1− exp(−n9/5) it holds that |Cw(t − O(log n)) ∩ Vd| ≥ n10.
We summarize now the results of the previous lemmas.
Lemma 4.11. With probability 1− n−2n the following statement holds for each n4 -dimensional substar Sn/4 of P:
Cw (fn log n− O(n log n)) ∩ S n4 6= ∅.
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Proof. Analogues to Lemma 4.6 by combining Lemmas 4.8–4.10, since the success probability can be easily raised from
1− n−n to 1− n−2n by repeating. 
Obviously, the objective is now to show that I(t) ∩ Cw(t) 6= ∅ in a proper round t w.h.p., which means in fact that the
nodew will be informed in round fn log nw.h.p.
Lemma 4.12. Assume that there exists a round t such that for every n4 -dimensional substar Sn/4 of P the following statements do
hold:
I(t) ∩ S n
4
6= ∅ and Cw
(
t + 38n
) ∩ S n
4
6= ∅.
Then, with probability 1− exp(−n2/8n) it holds that
I
(
t + 3
8
n
)
∩ Cw
(
t + 3
8
n
)
6= ∅.
Proof. Since the diameter of an n-dimensional Star graph is b3(n − 1)/2c ≤ 3n/2, the diameter of every Sn/4 is at most
3n/8. Consequently, the informed node in every substar Sn/4 contacts a node in Cw(t + 3n/8) ∩ Sn/4 within 3n/8 steps
with probability at least n−3/8n, where we only consider one (arbitrary) shortest path lying in Sn/4. Thus the events in these
substars are mutually independent, and since there are overall n!/( n4 )! ≥ (n/4)3n/4 ≥ n5n/8 substars, at least one informed
node succeeds with probability
1− (1− n−3/8n)n5/8n ≥ 1− exp(−n2/8n). 
We are now ready to prove our main result of this paper.
Theorem 4.13. Given one informed node at the beginning, after O(n log n) rounds the RBA informs all nodes in a Star graph Sn
with probability 1− O(n−n).
Proof. Lemma 4.6 implies that after O(n log n) rounds at least one node is informed in all n4 -dimensional substars of the
partition P , with probability 1 − n−Ω(n log n). Combining Lemmas 4.11 and 4.12, any fixed node w ∈ Vn becomes informed
after O(n log n) rounds with probability 1−O(n−2n). Let X be the random variable representing the number of nodes, which
are not informed after this number of rounds. Since E [ X ] = O(n−2n) · n! = O(n−n), an application of the Markov inequality
yields the desired result
Pr [ X ≥ 1 ] ≤ E [ X ] = O(n−n). 
The last result can easily be extended to other simple single port randomized broadcasting algorithms such as the pull
model. See [6] for details concerning the pull model.
5. Runtime analysis on Hypercubes
In this section we consider the methods developed in Section 4 on the n-dimensional Hypercube [18] Qn = (Vn, En).
Using these techniques, the proof of [9] can be substantially simplified. Also here, some of the following inequalities only
hold for sufficiently large n and for simplicity we will assume that n/64 is an integer.
According to [9] we state the following definition.
Definition 5.1 ([9]). A set of vertices C ⊆ Vn, α-approximates a node u if dist(u, C) ≤ αn. C is an α-cover of the Hypercube
if it α-approximates all nodes of Vn.
Then, the following lemma holds.
Lemma 5.2 ([9]). For any 0 < α < 1, after 3n/α time steps the information has reached every node of some α-cover C with
probability 1− 2−n.
Similar to the argumentation in [9, Lemma 3.5] we obtain the following statement.
Lemma 5.3. After t = O(n) time steps, with probability at least 1−2−n, there exists a set X ⊆ Vn with the following properties:
1. X ⊆ I(t),
2. |X | ≥ 2n/2,
3. the distance between every pair of different nodes in X is at least n/32.
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Fig. 5. Experiments of RBA on different graph classes.
According to the techniques introduced in Section 4, we can divide the propagation of an information in a Hypercube
Qn in three phases. In the first phase we inform an α-cover of the Hypercube and obtain a set of informed nodes X as in
Lemma 5.3. In the second phase we fix some node w ∈ Vn and show that for very x ∈ X there is a contact path from some
node v(x) with dist(x, v(x)) ≤ n/64 to node w within some time interval [t − 512n, t], w.h.p. Then, we couple these two
phases by showing that there is some node x ∈ X which informs a node v(x)with the property described abovewithin some
time interval of length n/32, w.h.p.
Lemma 5.4. With probability 1− 2−2n it holds that for all nodes u ∈ Vn that there exists a node v(u) ∈ Vn with dist(u, v(u)) ≤
n/64, which contactsw within time interval [t − 512n, t].
Proof. Recall that some node is contacted by another node with probability 1 − ( n−1n )n ≥ 1 − e−1. Using now the
argumentations as in the proof of Lemma 5.2 [9] we conclude that for one fixed node u ∈ Vn there is no v(u), which satisfies
dist(u, v(u)) ≤ n/64 and contactsw within time interval [t − 512n, t]with probability(
512n
1
64n
)
·
(
1
e
+
(
1− 1
e
)
63
64
)512n
≤ 2n ·
(
1
16
)n
= 2−3n.
Hence, for every u there is some v(u)with dist(u, v(u)) ≤ n/64, which contacts w within time interval [t − 512n, t], with
probability 1− 22n. 
We are now ready to couple the first two phases and finish the runtime analysis. We show that there is some x ∈ X and
v(x)with dist(x, v(x)) ≤ n/64 such that x informs v(x)within n/64 steps.
Theorem 5.5. For the Hypercube Qn it holds that
RT(Qn,O(1− 2−n)) ≤ O(n).
Proof. Recall that the statement of Lemma 5.4 holds with probability 1 − 2−2n. Provided that for any node x ∈ X there
is some node v(x) with dist(x, v(x)) ≤ n/64, which contacts a distinguished node w within O(n) rounds, the conditional
probability that some x ∈ X informs such an v(x) is
( n64 )!
nn/64
≥ (3 · 64)−n/64 ≥ 2−n/4,
since n! ≥ (n/3)n [19]. Here, we have again assumed the worst-case, namely that x has a distance of n/64 to v(x). Since
two nodes of X are at distance at least n/32 from each other, we have |X | independent trials, in which success occurs with
probability at least 2−n/4. Therefore at least one success occurs with probability 1 − (1− 2−n/4)|X | ≥ 1 − exp(−2n/4) ≥
1− 2−2n and the theorem follows. 
This section is concluded by pointing to some experimental results. We have performed simulations of the RBA on the
following graph classes: Star graphs, Hypercubes, and complete graphs. For all classes an asymptotically optimal bound of
O(logN) has been established. However, there is only a precise estimate on the runtime for the complete graph which is
log2 N + lnN + o(1) [24].
Fig. 5 shows the empirically determined average runtimes for each graph class with various sizes. Additionally, the
function f (N) := log2 N + lnN is depicted. For each graph we have performed at least 100 simulations of the RBA. Since
some graph classes are only defined for some special values of N , the x-axis is scaled logarithmically.
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The experiments indicate that the performance of the RBA is only slightly worse on Star graphs and Hypercubes than
on complete graphs. This seems to be rather surprising since, intuitively, graph theoretical values such as edge expansion,
degree and diameter should favour complete graphs. The fact that Star graphs seem to be slightly inferior to Hypercubes is
probably due to its lower degree which seems to be not compensated by its lower diameter.
6. Conclusion
Let us now summarize the results of this paper. In Section 3, new results concerning the expansion properties of small
subsets of vertices in Star graphs were derived. We used these in Section 4 together with the new technique of analyzing
the algorithm in the reverse order to prove that, with high probability, the randomized broadcasting algorithm spreads an
information to every node in Sn within O(logN) steps, where N denotes the number of nodes in Sn. Since this algorithm
requires on every graph G at least max{log2 N, diam(G)} steps, the runtime is asymptotically optimal.
As one illustration of the adaptability of our new approach we gave also a simpler proof for the hypercubic case than
the one of [9]. This may be seen as an indication that the developed techniques in this paper could be also very helpful in
analyzing this algorithm on other graphs.
One simple question arising from Theorems 4.13 and 5.5 is whether every Cayley graph has an asymptotically optimal
runtime ofO(logN+diam(G)). To answer this question negatively, consider the graphGn = C√n×K√n, where× denotes the
Cartesian Product of two graphs. Obviously,G is a Cayley graph (and therefore vertex-transitive), but it is not edge-transitive.
It is easy to see that the RBA requiresΘ(diam(G) logN) = Θ(√N logN) rounds. However, Gn is not edge-transitive, and it
is an open problem whether on any edge-transitive Cayley graph the runtime of the RBA is asymptotically optimal.
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