The maximum scattered linear sets in PG(1, q n ) have been completely classified for n ≤ 4 [10, 11] . Here a wide class of linear sets in PG(1, q 5 ) is studied which depends on two parameters. Conditions for the existence, in this class, of possible new maximum scattered linear sets in PG(1, q 5 ) are exhibited.
Introduction
A point in PG(1, q t ) is the F q t -span v F q t of a nonzero vector v in a twodimensional vector space, say W , over F q t . If U is a subspace over F q of W , then L U = { v F q t : v ∈ U \ {0}} denotes the associated F q -linear set (or simply linear set) in PG(1, q t ). The rank of such a linear set is r = dim Fq U . Any linear set in PG(1, q t ) of rank greater than t coincides with the whole projective line. The weight of a point P = v F q t of L U is w L U (P ) = dim Fq (U ∩ P ). If the rank and the size of L U are r and (q r − 1)/(q − 1), respectively, then L U is scattered. Equivalently, L U is scattered if and only if all its points have weight one. A scattered F q -linear set of rank t in PG(1, q t ) is maximum scattered (MSLS for short). For any ϕ ∈ ΓL(2, q t ) with related collineationφ ∈ PΓL(2, q t ) and any F q -linear set L U , L U ϕ = (L U )φ. As it was showed in [8] , the converse is not true; that is, there are examples of MSLSs L U = L V ⊆ PG(1, q t ) such that no ϕ ∈ ΓL(2, q t ) exists satisfying U ϕ = V . See also [6] on the problem of the ΓL-equivalence of the F q -subspaces underlying to linear sets.
Up to our knowledge, only three types of MSLS in PG(1, q 5 ) are known:
• The linear set of pseudoregulus type L 0 = { (u, u q ) F q 5 : u ∈ F * q 5 }; see [9] for a geometric description.
• L They were constructed by Lunardon-Polverino [13] for s = 1 and by Sheekey [16] for s = 2 (see also [15] .)
For any η, η ′ with N q 5 /q (η), N q 5 /q (η ′ ) 5 ∈ {0, 1}, L In Sect. 2, a canonical form L α,β is found for a wide class of linear sets in PG(1, q 5 ). Based on the representation given in [14, Theorems 1 and 2], any linear set L of rank five in PG(1, q 5 ) can be obtained as the projection of a canonical subgeometry Σ ∼ = PG(4, q) from a plane Λ of PG(4, q 5 ) such that Λ ∩ Σ = ∅. Let σ denote a generator of the collineation group fixing Σ pointwise. As a consequence of [9, Theorem 2.3] , assuming that the linear set L is maximum scattered, it is a linear set of pseudoregulus type if and only if at least one of the intersections Λ ∩ Λ σ and Λ ∩ Λ σ 2 is not a point. So it is assumed that P = Λ ∩ Λ σ is a point. Adding the assumption that the projective closure P, P σ , P σ 2 , P σ 3 , P σ 4 is equal to PG(4, q 5 ) leads to the algebraic form (2) L α,β = { (x − αx q 2 , x q − βx q 2 ) F q 5 : x ∈ F * q 5 } for L. Sects. 3 and 4 are based on the interpretation of algebraic equations in one unknown in F q 5 as algebraic varieties in A 5 (F q ). More precisely, taking a basis B of F q 5 over F q , from f (x) = 0 a set of five equations is obtained by equating to zero the coordinates of f (x) with respect to B.
In Sect. 3 it is shown that asymptotically there are no MSLSs of type L 0,β . This is consequence of a stronger result (Lemma 3.1), stating that for q ≥ 223 any element of F * q 5 is equal to (uv q − u q v)/(u q 2 v − uv q 2 ) for some u, v ∈ F * q 5 such that dim u, v Fq = 2. The proof is achieved by proving the existence of F q -rational points of the degree 5 hypersurface (12) in A 5 (F q ) not lying on a special hyperplane. This is based on a recent bound by Slavov [17] for F q -rational points on hypersurfaces (see Prop. 3.2 ). An exhaustive computer search allowed to extend such result also to q ≤ 17.
Any MSLS of type L α,0 is of Lunardon-Polverino type. If α q = β q+1 , then either L α,β is of pseudoregulus type, or it has rank less than five (Prop. 2.5). Motivated by this, in Sects. 4 and 5 MSLSs L α,β are dealt with under the assumption αβ = 0.
Prop. 4.3 states that any MSLS of type L α,β satisfies the condition α q /β q+1 ∈ F q . This is a consequence of the existence of F q -rational points on a special quartic curve Q (20). In order to prove that, Q is shown to be irreducible, allowing to apply the Hasse-Weil bound. No L α,β with αβ = 0 is of Lunardon-Polverino type (Lemma 5.1). A necessary and sufficient condition is proved for a MSLS L α,β to be a Sheekey type linear set, that for q ≤ 11 is always satisfied (Theorem 5.5). The proof is based on the results by Csajbók, Marino and Polverino [5, Theorem 5.4] , implying that if a linear set L U is PΓL(2, q 5 )-equivalent to a Sheekey's L η 2 , then U is ΓL(2, q 5 )-equivalent to the underlying F q -subspace of a (possibly different) Sheekey linear set.
Canonical forms
cforms Let Σ ∼ = PG(4, q) be an F q -canonical subgeometry of PG(4, q 5 ); that is, the set of all points of PG(4, q 5 ) having coordinates rational over F q with respect to some projective reference system. Furthermore, let σ ∈ PΓL(5, q 5 ) of order five fixing Σ pointwise. In this section L denotes a maximum scattered F q -linear set in PG(1, q 5 ), not of pseudoregulus type. By [9, 14] , L is the projection p Λ (Σ) with vertex a plane Λ such that Λ ∩ Σ = ∅, and dim(Λ ∩ Λ τ ) = 0 for any generator τ of σ .
The standard subgeometry Σ is the set of all points of type
and P u = P v if and only if u/v ∈ F q . A possible choice for σ is
The height of a point P with respect Σ, denoted by ht P , is the projective dimension of the σ-cyclic subspace P, P σ , P σ 2 , P σ 3 , P σ 4 ( 1 ). Note that ht(Λ∩ 
a i x q i may be assumed. If a 4 = 0 a further projectivity leads to a 4 = 1. If [6, Lemma 3.1] , leading once again to the desired form. Finally, if a 1 = a 4 = 0, then a 2 a 3 = 0 since otherwise L would be of pseudoregulus type. In this case N q 5 /q (a) = 1 is a necessary and sufficient condition for the linear set to be scattered [2, Cor. 3.7] .
In the following, O 0 = (1, 0, 0, 0, 0) F q 5 , O 1 = (0, 1, 0, 0, 0) F q 5 , and so on.
Then L g is the projection of the standard subgeometry from the vertex
The intersection Λ ∩ Λ σ i is a point for any i = 1, 2, 3, 4. Furthermore, Λ ∩ Λ σ has height four if and only if N q 5 /q (a) 2 − N q 5 /q (a) + 1 = 0, whereas Λ ∩ Λ σ 2 = O 1 has height four for any a ∈ F * q 5 . Proof. As regards the first assertion, just take into consideration the following singular matrix:
The proof of the following is similar to Prop. 2.2:
, is the projection of the standard subgeometry from the vertex
The point Λ ∩ Λ σ = O 3 has height four, whereas Λ ∩ Λ σ 2 has height four if and only if
for some α, β ∈ F q 5 satisfying α q = β q+1 .
Proof. So, for c = 0 the linear set L is projectively equivalent to
and by [1, Lemma 2.6], [6, Lemma 3.1] this can be expressed in the form L f where f = dx q + ex q 2 ; more precisely, d = −a q and e = b q 2 . Since L is not of pseudoregulus type, de = 0. In this case L is projectively equivalent to L 0,−ed −1 . If c = 0, then c = 1 may be assumed. Let and
Proof. Note that x − αx q 2 has non-trivial zeros if and only if N q 5 /q (α) = 1 and x q − βx q 2 has non-trivial zeros if and only if N q 5 /q (β) = 1. Also, L α,β is of rank less than 5 if and only if there is a common non-trivial root of the defining polynomials, that is, x ∈ F * q 5 such that x (q+1)(1−q) = α and x (1−q)q = β. This is equivalent to (4) .
Since for α q = β q+1 both Λ ∩ Λ σ and Λ ∩ Λ σ 2 are points, no linear set of type L α,β satisfying such inequality is of pseudoregulus type, whereas, as mentioned in proof of Prop. 2.4, if α q = β q+1 , then Λ ∩ Λ σ is a line, so L α,β is of pseudoregulus type.
Remarks.
1) By Proposition 3.3 and the subsequent remark, for β = 0 no L 0,β is scattered for q ≥ 223 or q ≤ 17.
2) For β = 0 and N q 5 /q (α) = −1, (2) defines a linear set of LunardonPolverino type. As a matter of fact take y = x q , then up to projective equivalence L α,β is { (y, −αy + y q 4 ) F q 5 : y ∈ F * q 5 } which is maximum scattered if and only if N q 5 /q (−α) = 1 [13] . 3) Similarly to Proposition 2.4, if ht(Λ ∩ Λ σ 2 ) = 4 and L is not of Sheekey type, then L is projectively equivalent to
3 On some binomial linear sets lem1 Lemma 3.1. Let q ≥ 223. Then any b ∈ F * q 5 can be written as
for some u, v ∈ F * q 5 such that dim u, v Fq = 2.
We will use the following preliminary result. 
Now we can proceed with the proof of Lemma 3.1.
Proof. First note that the right hand side of (5) only makes sense when dim u, v Fq = 2. Let b be an arbitrary element of F * q 5 . Clearly,
which is equivalent to
eq2 since v = 0. Let x := u/v and y = 1/v q . Then (7) reads,
Note that if we can find a couple (x, y) where x ∈ F q 5 \F q and y ∈ F * q 5 such that (8) is satisfied, then we can find a couple (u, v) ∈ F * q 5 × F * q 5 satisfying (7) simply defining v = ν, where ν q = 1/y and u = vx.
Given x ∈ F q 5 \ F q , there exists y ∈ F * q 5 such that (8) is satisfied if and only if
where m = (q 5 − 1)/(q − 1). In fact if y ∈ F * q 5 exists then it is sufficient to use that (y q−1 ) m = y q 5 −1 = 1 to note that (9) is satisfied. Conversely, if (9) is satisfied, then −b(x q 2 − x)/(x q − x) is a (q − 1)-th power in F q 5 and hence it is sufficient to define y to be an arbitrary (q − 1)-th root of
Hence our aim is to show that for any a ∈ F * q , there exists
so that defining a := −b m the claim will follow. A geometrical interpretation of (10) as the set of F q -rational points of an algebraic variety in A 5 (F q ) can be given as follows.
From [12, Theorem 2.35] we know that F q 5 admits a normal basis over F q , that is a basis of type {γ, γ q , γ q 2 , γ q 3 , γ q 4 } for some γ ∈ F q 5 \F q . So every solution x of (10) can be written as x = 4 i=0 x i γ q i where x i ∈ F q for every i = 0, . . . 4. By applying the identification F q 5 ∼ = F 5 q the q elements of F q in F q 5 can be identified with the elements of type x = 4 i=0 ξγ q i where ξ ∈ F q as Tr q 5 /q (γ) = γ + γ q + γ q 2 + γ q 3 + γ q 4 ∈ F * q ; while (10) can be rewritten as a system of 5 equations in 5 variables of type
We apply the following change of variables in F q 5 (whose matrix is a so-called Moore matrix and is nonsingular):
that is (A, B, C, D, E) = (x, x q , x q 2 , x q 3 , x q 4 ). In these new variables, recalling that m = q 4 + q 3 + q 2 + q + 1, (10) reads,
eq9 which is a hypersurface in A 5 (F q 5 ). We showed that the change of variables implies that the algebraic variety V ⊆ A 5 (F q ) is birationally isomorphic to the hypersurface H over F q 5 . Since the dimension of a variety is a birational invariant, also V is a hypersurface of degree 5 in
Also, for the same reason we can show that H is absolutely irreducible to prove the absolute irreducibility of V.
To ensure the existence of at least one point of (11), we will use the following strategy.
• We prove that H is absolutely irreducible, so that V ⊆ A 5 (F q ) is an absolutely irreducible hypersurface of degree 5.
• We apply Lemma 3.2 with respect to the hyperplane H(x 0 , . . . ,
Recalling that the elements in F q are identified with the vectors in F 5 q of type (a, a, a, a, a) with a ∈ F q this implies the existence of a solution x ∈ F q 5 \ F q of (10).
Since the degree of H is five either H is absolutely irreducible, or it has a linear component (hyperplane) or it splits in an absolutely irreducible cubic and an absolutely irreducible quadric. We divide the proof in two steps accordingly.
• Step 1: H has no linear component. Let t :
Substituting in H and considering the evaluation at (A, B, C, 0, 0) we get that b 1 = 0 and since a 1 = 0 also c 1 = f 1 = 0. Considering then the evaluation at (A, B, C, D, 0) since a = 0 we get that Assume that
Finally a 1 = b 1 = c 1 = d 1 = 0 and e 1 = 0 otherwise t would be a constant. From H we get that A 2 B 2 Ce 2 1 + . . . + CD 2 f 2 1 = 0 so that e 1 = f 1 = 0, which is not possible.
• Step 2: H does not split as the product of an absolutely irreducible cubic and an absolutely irreducible quadric. Assume by contradiction that the quadric This method can fail only if all the coefficients of terms involving A in C are equal to zero. However, similar contradictions can be obtained assuming that all the coefficients of A are equal to zero but at least one coefficient in the remaining variables is not equal to zero. This shows that H (and hence V) is absolutely irreducible. From Lemma 3.2 applied with respect to the hyperplane H(x 0 , . . . , x 4 ) = x 0 − x 1 we get that if
then V has at least an F q -rational point P which does not correspond to a solution of (10) in F q . Since in our hypothesis q ≥ 223 the claim follows.
prop2 Proposition 3.3. Let q ≥ 223 and let
Proof. It is enough to show that there exists
Remark 3.4. Prop. 3.3 has been extended by an exhaustive computer search using GAP also to any q ≤ 17.
The linear sets L α,β
Let L α,β denote the linear set defined in (2) . Motivated by Props. 2.5 and 3.3 and Rem. 2) at the end of Sect. 2, we will always assume α q = β q+1 and αβ = 0. Since the point (0, 1) F q 5 has weight less or equal to one, L α,β is maximum scattered if and only if there is no m ∈ F q 5 such that 
Proof. As recalled, L α,β is maximum scattered if and only if there is no m ∈ F q 5 such that h m (x) has maximum kernel. We note that both m = 0 and β + mα = 0 can be assumed. Indeed h 0 (x) = x q − x q 2 β and such polynomial has clearly less than q 2 roots. The same holds if β + mα = 0 as in this case h m (x) = mx + x q . So, L α,β is maximum scattered if and only if there is no m ∈ F * q 5 with β + mα = 0 such that the polynomial k m (x) = a 0 x + a 1 x q − x q 2 has maximum kernel, where
, and a 1 = 1 β + mα . 
and this is equivalent to (14) .
Our aim is to show with the help of Lemma 4.1 that if α q /β q+1 ∈ F q 5 \F q , β = 0, then L α,β is not maximum scattered.
Applying the same strategy as in the proof of Lemma 3.1, we write λ = lγ + 4 i=i l i γ q i where {γ, γ q , . . . , γ q 4 } is a normal basis of F q 5 over F q . In this way, the set of solutions of (14) coincides with the set of F q -rational points of an algebraic variety V in A 5 (F q ) given by ten equations
Applying the same birational map as in the proof of Lemma 3.1 the algebraic variety is F q 5 -isomorphic to
(18) Since in these variables the action of the Frobenius morphism is just a shift of coordinates, V 1 is also isomorphic to
altro Hence in the following we will prove that L α,β with α q /β q+1 ∈ F q is not maximum scattered proving that (17) have an F q -rational solution. To this aim we will study the variety V 2 proving that it is equivalent to an algebraic curve of degree 4. Since the dimension is a birational invariant this will show that also V is an algebraic curve. Showing that the curve of degree 4 is absolutely irreducible of genus at most 3, and using again that genus and irreducibility are invariant, we will obtain the same properties for V. At this point, the existence of an F q 5 -rational point of V will be ensured by the Hasse-Weil Theorem.
According to this general strategy, we start with the following technical lemma.
prel1 Lemma 4.2. Let α, β ∈ F q 5 with β = 0 and α q /β q+1 ∈ F q 5 \ F q . Then the variety V 2 (and hence also V), is equivalent to the quartic curve Q : F (X, Y ) = 0, where 
and EQ 2 ,EQ 2q and EQ 2q i evaluated at (l, l 1 , l 2 , l 3 , −1/(l ·l 1 ·l 2 ·l 3 )) are equal to zero for all i = 2, . . . , 4. Clearly l, l 1 , l 2 , l 3 , l 4 = 0. Since
we get
and EQ 2 ,EQ 2q and EQ 2q i evaluated at (−β q 3 +q 2 /P (l 1 , l 2 , l 3 ), l 1 , l 2 , l 3 , −1/(l· l 1 · l 2 · l 3 )) are equal to zero for i = 3, 4. Clearly P (l 1 , l 2 , l 3 ) = 0 as β = 0. Now, EQ 2q = 0 implies
where
and
We distinguish two cases:
• Case 1:
and l 3 = −P 2 /P 1 , where
Indeed if P 1 = P 2 = 0 then α q /β q+1 ∈ F q . This fact can observed noting that from P 2 = 0, either β = (β q 4 +q 3 α q )/(β q α q 4 ) or β = α q 3 +q+1 . In the former case α q /β q+1 = α q 4 /β q 4 +q 3 = (α q /β q+1 ) q 3 . In the latter case α q /β q+1 = 1/N (α). Substituting l 2 and l 3 in EQ 2q 3 we get
where 
Hence β q 2 = (−β q+2q 4 α q 3 +q +β q 4 +q N (α)+β q 4 +q −β 2q 4 +q 3 α q 2 +q )/(β 2q α q 4 +1 − β 2q 4 +q 3 +q α q ) for the first equation. Substituting β q 2 in the second equation we get that either β q α − β q 4 α q = 0, or β q α q 4 +q 3 +1 − β q 4 +q 3 = 0, or β q+1 α q 4 − β q 4 +q 3 α q = 0. If β q α − β q 4 α q = 0 then substituting β q 2 in the expressions of l 3 and l 4 above we get that l and l 4 are function of α and β. This fact is compatible with the description already obtained for l 4 if and only if −β 2q 3 +q α + 2β q 3 +q α q 4 +q 3 +q+1 − β q α 2q 4 +2q 3 +2q+1 = αβ(β q 3 − α q 4 +q 3 +q ), which is not possible. If the second case occurs then, subsituting again l 2 , l 3 and β q 4 we get that
In any case α q /β q+1 ∈ F q . The last case implies that α q /β q+1 ∈ F q 3 , so that again we get a contradiction.
This shows that l 1 = −Q 2 /Q 1 . Substituting l 1 we get that all the conditions are satisfied. Hence the related point of V 2 is
Substituting in F (l 2 , l 3 ) the value l 2 = β q 2 +q α q 4 +1 −β q 4 β q 4 +q 2 +q −β q 4 α q 2 we get that l 3 = −P 2 /P 1 is a solution. This implies that [l 1 , l 2 ] is a point of the quartic.
• Case 2: l 3 ) . Substituting the expression of l 1 in EQ 2 , EQ 2q 3 and EQ 2q 4 we get that all the conditions are satisfied once F (l 2 , l 3 ) = 0 (cf. (20)).
This shows that in any case a point of V 2 corresponds uniquely to a point of the quartic F (l 2 , l 3 ) = 0. Hence the variety V 2 is a curve.
Following the general strategy described before we are going to show that the quartic Q is absolutely irreducible. Since its genus is at most g = (4 − 1)(4 − 2)/2 = 3, and irreducibility, genus and dimension are birationally invariant, from Lemma 4.2 and the Hasse-Weil bound we would obtain that the number of F q -rational points of V is at least:
provided that q ≥ 37. If q < 37 it can be easily checked with MAGMA that the quartic Q has at least an F q 5 -rational point of type [ℓ, ℓ q ], implying by linearity of the other variables, a solution [ℓ, ℓ q , . . . , ℓ q 4 ] of V 2 and hence a solution of (14) .
Proof. From Lemma 4.2 it is sufficient to show that the quartic Q is absolutely irreducible. The irreducibility of Q is equivalent to the non-existence of lines or quadrics as components.
• Step 1: Q has not linear components. Suppose that Q is the product of a line and a (possibly reducible) cubic defined respectively by the affine polynomial:
Then forcing the polynomial F − L 1 · C 1 to be identically zero we get that A 1 B 1 = 0 and A 1 B 3 = −A 2 B 1 . If A 1 = 0 then since A 2 = 0 we get B 1 = 0 from the second equation. Thus, B 1 = 0 can be assumed. Analogously, from A 2 B 2 = 0 and A 2 B 4 = −A 1 B 2 we get that B 2 = 0. Since A 1 B 3 = A 1 B 5 = 0 we distinguish two cases.
Case 1. A 1 = 0. Since A 2 = 0 we get B 6 = 0. Since A 2 B 9 = α q 4 (β q+1 − α q ) q 2 β we get that A 2 B 9 = 0 and B 9 can be written with respect to A 2 . Substituting we get α q 2 β(β q+1 − α q ) q 3 +q 2 = A 3 B 5 , and hence B 5 can be written with respect to A 3 and A 3 = 0. From A 2 2 A 3 B 4 = 0 we get B 4 = 0. Other conditions that can be obtained at this point are
Since we get β q 3 +2q 2 +q+1 α q 4 +q 3 A 2 A 3 = 0, we have a contradiction.
Case 2. A 1 = 0 and B 3 = B 5 = 0. In this case,
From the degree 3 term
we get that βα q 4 +q 3 +q 2 − β q 3 +q 2 = 0. Using this fact the expressions of B 6 , B 10 and B 9 can be obtained with respect to α, β and the A i 's and substituting them we get that either
) and subtituting we get A 2 1 α q 4 +1 β 2q 3 +2q 2 (β q+1 − α q ) q 3 +q 2 (β q 4 +q 3 +q 2 − α q 4 +q 3 +q 2 ) = 0, a contradiction. Hence A 2 = −(β q 3 +q 2 α q 4 A 1 −α q 4 +q 3 A 1 )/(β q 4 +q 3 α q 2 +α q 4 +q 2 ) and substituting A 2 1 α q 4 +1 β 2q 3 +2q 2 (β q+1 − α q ) q 3 +q 2 (β q 4 +q 3 +q 2 − α q 4 +q 3 +q 2 +1 ) = 0, a contradiction. This shows that Q has not a linear component.
• Step 2: Q is not the product of two irreducible quadrics.
Assume that Q is the product of two absolutely irreducible quadrics defined by the affine polynomials
We force the bivariate polynomial F (X, Y ) − Q 1 · Q 2 to be identically zero.
From the coefficients of the polynomial P we see that without loss of generality A 2 = 0 and B 1 = 0. Indeed A 1 B 1 = 0 and if A 1 = 0 using that A 3 = 0 we get
= 0 we get that either B 2 = 0 and since B 3 = 0, also A 1 = 0, or B 2 = 0, A 3 = A 5 = 0 and from A 1 = 0 also B 3 = B 4 = 0. We note that the latter case canno occur since otherwise Q 1 and Q 2 would be univariate polynomials and hence not curves. From β 2q 3 +2q 2 +1 α q 4 − 2β q 3 +q 2 +1 α q 4 +q 3 + βα q 4 +2q 3 − A 5 B 5 = 0 and β 2q 3 +2q 2 +1 α q 4 − 2β q 3 +q 2 +1 α q 4 +q 3 + βα q 4 +2q 3 = α q 4 β(β q 3 +q 2 − α q 3 ) = 0, we get that A 5 = 0 and B 5 = 0. In particular, B 5 can be written as a function of A 5 , α and β. Substituting in P (X, Y ) we get that β q 4 +q 3 +q 2 +q+1 α q 2 − β q 2 +q+1 α q 4 +q 2 − β q 4 +q 3 +1 α 2q 2 + βα q 4 +2q 2 − A 4 B 4 = 0 = α q 2 β(β q 4 +q 3 −α q 4 )(β q 2 +q −α q 2 )−A 4 B 4 and α q 2 β(β q 4 +q 3 − α q 4 )(β q 2 +q − α q 2 ) = 0 we getas before that A 4 = 0, B 4 = 0 and B 4 can be written as a function of A 4 , α and β. Substituting in P (X, Y ) we get in the same way that A 3 = 0 and B 3 is a function of A 3 , α and β and B 6 is a function of A 2 5 , α and β. From (β q 3 +q 2 α q 4 A 6 + β q 4 +q 3 A 5 − α q 4 +q 3 A 6 − α q 4 A 5 )(β q 3 +q 2 +1 A 6 − βα q 3 A 6 − βA 5 + β q 3 +q 2 α q+1 A 5 ) = 0 we distinguish two subcases. Case 1. β q 3 +q 2 α q 4 A 6 + β q 4 +q 3 A 5 − α q 4 +q 3 A 6 − α q 4 A 5 = 0. Here we can write A 6 as a function of A 5 , α and β and substituting in P (X, Y ) we have that either A 3 = −α q 3 A 4 , or β q 4 +q 3 +1 α q 2 A 3 − βα q 4 +q 3 +q 2 A 4 − βα q 4 +q 2 A 3 + β q 3 +q 2 A 4 = 0. In the former case substituting in P (X, Y ) we get the following two necessary conditions:
From the factorization of the resultant of P 1 and P 2 with respect to A 4 we get that
This case can be excluded as follows.
Since both the resultant of P 1,1 with P 2,1 and P 2,2 with respect to A 4 cannot vanish we get that P 1,2 = β q 3 +q 2 +1 α q 4 +q 3 A 4 + βα q 4 +q 3 +q 2 A 5 − βα q 4 +2q 3 A 4 − β q 3 +q 2 A 5 = 0 so that A 5 can be written as a function of A 4 , α and β. Substituting A 4 in P (X, Y ) gives
Comparing the resultants of C 1 and C 2 with respect to β q , β q 4 and α gives
which is not possible as the resultant of C 3 and C 1 with respect t β q cannot vanish. Hence the second case occurs and A 3 can be written with respect to A 4 , α and β. Substituting in P (X, Y ) the resulting expression of A 4 with respect to A 5 , α and β we get again that both C 1 = 0 and C 2 = 0 hold. Hence a contradiction can be obtained as in the previous case.
Case 2. β q 3 +q 2 +1 A 6 − βα q 3 A 6 − βA 5 + β q 3 +q 2 α q+1 A 5 = 0. Substituting the expression of A 6 with respect to A 5 , α and β we get that either β q 2 +q α q 3 A 5 + β q 3 +q 2 A 3 − α q 3 +q 2 A 5 − α q 3 A 3 = 0, or β q 3 +q 2 +1 α q 4 A 3 − βα q 4 +q 3 +q 2 A 5 − βα q 4 +q 3 A 3 + β q 3 +q 2 A 5 = 0. In the former case we can write A 5 with respect to α, β and A 3 getting again that C 1 = 0 and C 2 = 0 hold, a contradiction. In the second case again A 5 can be written as a function of A 3 , α and β and A 3 = α q 3 A 4 . Since the necessary conditions N (α) = 1, We now analyze the case s = 2. If
Define A q 3 = −ηB q 2 so that A q 2 = −η q 4 B q . Since α = 0 would imply the contradiction A = B = 0, we can also define C = −(ηA q 2 )/α τ = (η q 4 +1 B q )/α τ . At this point (23) reads
which is equivalent to require that the polynomials
have at least one common root B ∈ F * q 5 . Since α, β = 0, (24) is equivalent to
Since β q+1 = α q as otherwise L α,β is of pseudoregulus type, (25) reads
Since in general −B q + kB = 0, B = 0 implies N (k) = 1, we obtain
Hence we write
where N (λ) = 1, so that B q = λ q B. Substituting in P 2 and recalling that B = 0 we get
and taking the q 4 -power and dividing by λ q+1
Furthermore if the previous condition is satisfied, recalling our definiton of η, then L α,β is maximum scattered if and only if
This proves the following lemma. 
Remark 5.3. It can be checked with MAGMA or GAP that using Lemmas 5.1 and 5.2 then no new maximum scattered linear sets of type L α,β can be obtained for q ≤ 11.
From N (α) + 1 ∈ F q , we note that a necessary condition for (27) to hold is that
which is equivalent to α q 4 β(β q 2 +q − α q 2 ) = αβ q 3 (β q 2 +q − α q 2 ).
Since β q+1 = α q from Lemma 2.5 we get α q 4 β − αβ q 3 = 0 and hence
Hence let α q /β q+1 = λ ∈ F * q . In this case (27) reads Since λ ∈ F * q we get that equivalently Remark 5.6. Even though every maximum scattered linear set either of pseudoregulus type or of Lunardon-Polverino type is L α,β for some α, β ∈ F q 5 , the same statement is not true in general for Sheekey linear sets L with N (η) = 1. Indeed let η ∈ F * q 5 such that N (η) 2 − N (η) + 1 = 0. This implies that q ≡ 2 (mod 3). From Theorem 5.5 we want to show that there are no λ ∈ F * q \ {1} and β ∈ F * q 5 such that    η = λβ q 3 +q 2 (β q+1 −λβ q+1 ) β q λ 2 β q 4 +q 3 +q 2 +1 −1 We end this section with the following question. 
