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Zusammenfassung
In dieser Arbeit wurde erstmalig die Anwendung der Extremwerttheorie auf War-
tezeiten eines lichtsignalgesteuerten Verkehrsknotenpunktes untersucht.
Anhand der Verkehrsstärken eines realen Knotenpunktes wurden mit der Simula-
tionssoftware PTV Vissim 100 Datensätze mit individuellen Wartezeiten erzeugt.
Als Referenz wurde eine zweite Simulationsreihe durchgeführt. Diese erfolgte mit
15 % höherer Verkehrsstärke.
Mittels der Blockmaximum-Methode wurden aus den erzeugten Datensätzen die
Maxima ausgewählt, welche mit der Maximum-Likelihood Methode an eine Ex-
tremwertverteilung angepasst wurden. Die Bewertung der Schätzung wurde mit
dem Kolmogorov-Smirnov Test vorgenommen.
Anschließend wurde die Wahrscheinlichkeit, dass bestimmte Wartezeiten über-
schritten werden (Value at Risk) berechnet.
Im Ergebnis konnten 22 % der geschätzten Extremwertverteilungen mit ausrei-
chender Güte angepasst werden. Für die restlichen Datensätze sollte nach Alter-
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Für die Analyse und Bewertung von Verkehrsknoten steht meist die mittlere War-
tezeit der Fahrzeuge im Vordergrund. Jedoch warten nicht alle Verkehrsteilneh-
mer die gleiche Zeit. Den Einzelnen interessiert nicht nur die durchschnittliche
Wartezeit, sondern auch die Wahrscheinlichkeit dafür, lange warten zu müssen
(Value at Risk). Beispielsweise könnte somit ein Hersteller von Navigationsgerä-
ten seinen Kunden genauere Angaben über das Risiko liefern, besonders lange
Fahrzeiten in Kauf nehmen zu müssen. Diese Information ist in der mittleren
Wartezeit nicht enthalten.
Zur Berechnung solcher Wahrscheinlichkeiten kann möglicherweise die Extrem-
werttheorie Ergebnisse bereitstellen. Die Extremwerttheorie wird beispielsweise
in der Finanzwirtschaft seit längerem erfolgreich angewendet. Hierbei stehen be-
sonders hohe monetäre Verluste im Fokus der Untersuchungen. Im Verkehr sind
dies analog sehr lange Wartezeiten der Verkehrsteilnehmer.
In dieser Arbeit wird daher eine bewährte Analysemethode von Extremwerten
auf den Verkehrskontext angewendet. Diese erfolgt am Beispiel eines lichtsignal-
gesteuerten Knotenpunktes mit mittlerem Verkehrsaufkommen. Die Verteilung
der betrachteten maximalen Wartezeiten soll als Extremwertverteilung beschrie-
ben werden. Dies ist ein erster Versuch die Extremwerttheorie im Verkehrskontext
einzusetzen.
Die Arbeit ist in drei Teile gegliedert. Im theoretischen Teil (Kapitel 2) wird
zunächst auf die Definition und Berechnung von Wartezeiten an Lichtsignalan-
lagen eingegangen. Zur Auswahl eines geeigneten Ansatzes für die Analyse wird
zudem ein Überblick über die Extremwerttheorie gegeben, sowie der aktuelle For-
schungsstand zur Anwendung von Extremwertverteilungen untersucht.
Der zweite Teil behandelt die Beschaffung und Aufbereitung der Daten (Kapi-
tel 3). Hierbei wird das Verkehrsaufkommen eines realen Knotenpunktes mit einer
Reihe von Simulationen kombiniert um die erforderlichen Daten für individuelle
Wartezeiten zu erzeugen. Es wurde bewusst ein innerstädtischer Knotenpunkt mit
mittlerem Verkehrsaufkommen gewählt. Um die Aussagefähigkeit der darauffol-
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genden Analysen zu erweitern wurden diese Simulationen mit um 15 % erhöhtem
Verkehrsaufkommen wiederholt.
Im analytischen Teil erfolgt die Anpassung der erzeugten Daten an eine Extrem-
wertverteilung (Kapitel 4). Nach der Schätzung der Extremwertverteilung erfolgt




2.1 Schätzung und Berechnung von Wartezeiten an
Lichtsignalanlagen
Im folgenden Abschnitt soll auf die Grundlagen der Wartezeitenberechnung ein-
gegangen werden. Für den motorisierten Verkehr spielt an Knotenpunkten häufig
die mittlere Wartezeit eine wichtige Rolle. Sie ist beispielsweise ausschlaggebend
für die Ermittlung der Verkehrsqualität an einem Knotenpunkt. So wurden im
Handbuch für die Bemessung von Straßenverkehrsanlagen (HBS (2015)) für den
Kfz-Verkehr folgende Grenzwerte für die einzelnen Qualitätsstufen festgelegt:
Tabelle 2.1: Qualitätsstufen nach HBS (2015)







*QSV: Qualitätsstufen des Verkehrsablaufs
Die Qualitätsstufen beschreiben die Beeinträchtigung der Verkehrsteilnehmer an
einem Knotenpunkt durch die mittlere Wartezeit tw, welche sie an diesem Knoten
verbringen müssen. Je nachdem in welchem Intervall sich die mittlere Wartezeit
befindet, kann somit eine bestimmte Verkehrsqualität ermittelt werden. Hierbei
gelten meist die Stufen A-D als ausreichende Qualität, wohingegen E und F eine
sehr schlechte, nicht mehr ausreichende Verkehrsqualität beschreiben.
Das charakteristische an Knotenpunkten mit Lichtsignalanlagen ist, dass prak-
tisch jedes eintreffende Fahrzeug eine mittlere Wartezeit hat. Diese ist allein schon
durch das Signalprogramm bedingt, durch welches bei rot eintreffende Fahrzeuge
zum Halten gezwungen werden. Bei grün müssen zunächst die wartenden Fahr-
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zeuge abfließen, bevor neu ankommende Fahrzeuge ohne Verzögerung über den
Knoten fahren können.
Die mittlere Wartezeit pro Fahrzeug lässt sich nach dem HBS (2015) zum Beispiel
über das vorhandene Signalprogramm und den Fahrzeugzufluss des jeweiligen
Verkehrsstroms berechnen. Diese Berechnung kann jedoch nur für eine Festzeit-
Signalsteuerung benutzt werden, da sich bei ständig ändernden Signalzeiten auch
mittlere Wartezeiten ständig ändern würden.
Die mittlere Wartezeit lässt sich nach dem HBS (2015) mit den Gleichungen 2.1
- 2.3 berechnen.
tW,j = tW,G,j + tW,R,j (2.1)
mit: tW,j = mittlere Wartezeit der Kfz auf dem Fahrstreifen (FS) j [s]
tW,G,j = Grundwartezeit aufgrund des periodischen Wechsels zwischen Frei-
gabe und Sperrzeit auf dem Fahrstreifen j [s]
tW,R,j = Wartezeit aufgrund des Rückstaus bei Freigabezeitende auf dem FS
j [s]
tW,G,j =
tU ∗ (1− fA,j)2
2 ∗ (1−min(1;xj) ∗ fA,j) (2.2)
mit: tW,G,j = Grundwartezeit aufgrund des periodischen Wechsels zwischen Frei-
gabe und Sperrzeit auf dem Fahrstreifen j [s]
tU = Umlaufzeit [s]
fA,j = Abflusszeitanteil des FS j [-]





mit: tW,R,j = Wartezeit aufgrund des Rückstaus bei Freigabezeitende auf dem FS
j [s]
NGE,j = mittl. Rückstau bei Freigabezeitende für den Betrachtungszeitraum
auf FS j [Kfz]
C0,i,j = Kapazität des Stroms i auf FS j [Kfz/h]
Es gibt jedoch noch eine Vielzahl weiterer Möglichkeiten, die mittlere Wartezeit
an einer Lichtsignalanlage (LSA) zu berechnen. So findet sich auch im HBS (2015)
eine Möglichkeit die mittlere Wartezeit für verkehrsabhängige Signalsteuerungen
zu berechnen.
Das Highway Capacity Manual (HCM (2010)) hingegen macht keine Fallunter-
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scheidung zwischen den verschiedenen Steuerungsverfahren für die Berechnung
der Wartezeit. Es benutzt im Großen und Ganzen die gleichen Formeln wie das
HBS (2015), geht jedoch in der Zusammensetzung der Wartezeit und der Be-
rechnung des Rückstaus NGE,j etwas detaillierter vor. So besteht nach dem HCM
(2010) die Möglichkeit, auch schon vorhandenen Rückstau einzubeziehen (Glei-
chung 2.4).
d = d1 + d2 + d3 (2.4)
mit: d = mittlere Wartezeit pro Fahrzeug [s/Fz]
d1 = uniform delay (Wartezeit durch das Signalprogramm) [s/Fz]
d2 = incremental delay (Wartezeit durch Rückstau am Freigabezeitende)
[s/Fz]
d3 = initial queue delay (Wartezeit durch bereits vorhandenen Rückstau zu
Beginn des Betrachtungszeitraums) [s/Fz]
Die absolute Wartezeit eines Fahrzeugs hingegen ist nicht für alle Fahrzeuge
gleich. Abhängig davon wann das jeweilige Fahrzeug an dem Knoten ankommt,
wie viele Fahrzeuge vor ihm stehen und wie das Fahrverhalten ist, ändert sich die
absolute Wartezeit.
Hierbei ist es auf der einen Seite möglich, dass das Fahrzeug bei grün eintrifft und
überhaupt keine Wartezeit auftritt. Auf der anderen Seite kann es durch Rush
Hour, großen Rückstau und bei Eintreffen am Anfang der Rotzeit zu sehr langen
Wartezeiten kommen. Diese sehr langen Wartezeiten sollen in dieser Arbeit an
eine Extremwertverteilung angepasst werden, damit in Zukunft bessere Planun-
gen möglich sind.
Das Signalprogramm hat auf die Wartezeiten an Lichtsignalanlagen einen großen
Einfluss. Je nach gegebener Verkehrsstärke, Verkehrszusammensetzung und Ab-
biegeverhältnissen wird für jeden Knotenpunkt ein individuelles Signalprogramm
festgelegt. Diese Signalprogramme haben unterschiedliche Umlaufzeiten, Phasen
und Freigabezeiten. Sie können sich außerdem auch innerhalb eines Knotenpunk-
tes unterscheiden, wenn es beispielsweise verschiedene Programme für Tag und
Nacht gibt oder ein Programm für die Spitzenstunde.
In Deutschland erfolgt das Festlegen eines Signalprogramms auf Grundlage der
Richtlinien für Lichtsignalanlagen (RiLSA (2015)). Diese fordern Lichtsignalan-
lagen, wenn sie aus Gründen der Verkehrssicherheit, der Gewährleistung der Ver-
kehrsqualität oder des Ausgleichs von Zielkonflikten nötig sind.
Nach der Festlegung von Phasenzahl und Phasenfolge erfolgt zunächst die Er-
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mittlung der notwendigen Zwischenzeiten zwischen den einzelnen Phasen. Diese
beschreiben die „Zeitdauer zwischen dem Ende der Freigabezeit eines Verkehrs-
stroms und dem Beginn der Freigabezeit eines anschließend freigegebenen nicht
oder bedingt verträglichen Verkehrsstroms“ (RiLSA 2015, S. 21). Die Zwischen-
zeit tz ergibt sich aus der Überfahrzeit tü plus der Räumzeit tr der Fahrzeuge der
endenden Signalgruppe abzüglich der Einfahrzeit te der beginnenden Signalgrup-
pe (Gleichung 2.5).
tz = tü + tr − te (2.5)
In den RiLSA (2015) sind bereits die für die meisten Signalgruppen maßgebenden
Zwischenzeiten in einer Zwischenzeitenmatrix gegeben. Ein Ausschnitt aus dieser
Zwischenzeitenmatrix mit dem zugehörigen Schema für die Signalgruppen sind
in Tabelle 2.2 und Abbildung 2.1 gegeben.
beginnende Signalgruppen











n K1 - - 4 - 5
K2 - - 5 5 5
K3 5 4 - 4 -
K4 - 3 5 - 4
K5 4 4 - 5 -
Tabelle 2.2: Zwischenzeitenmatrix Abbildung 2.1: Signalgeber am Kno-
tenpunkt
Nach der Berechnung der Zwischenzeiten erfolgt die Berechnung der Umlaufzeit
tU einer Signalfolge. Diese ergibt sich laut RiLSA (2015) aus der Summe der Frei-
gabezeiten der maßgebenden Signalgruppen und der Summe der erforderlichen








mit: p = Anzahl der Phasen
tF,maßg,i = Freigabezeit der maßgebenden Signalgruppe der Phase i
tz,erf,i = erforderliche Zwischenzeit in der Phase i
In den RiLSA (2015) sind verschiedene Berechnungsverfahren zur Berechnung der
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Umlaufzeit gegeben. So kann z.B. die erforderliche Umlaufzeit tU,erf berechnet
werden, welche darauf ausgelegt ist, dass alle in einer Umlaufzeit ankommenden
Fahrzeuge auch in einer Freigabezeit abfließen können. Eine weitere Möglichkeit
ist die Berechnung einer wartezeitoptimalen Umlaufzeit tU,opt.
tU,opt =
1.5 ∗∑pi=1 tz,i + 5
1−∑pi=1 qFS,maßg,iqS,i (2.7)
mit: tz,i = Zwischenzeit der Phase i
qFS,maßg,i = Verkehrsstärke auf dem für Phase i maßgebenden Fahrstreifen
qS,i = Sättigungsverkehrsstärke für diesen Fahrstreifen
Bei der Berechnung der Umlaufzeiten gilt als Richtlinie, dass diese mind. 30 s
betragen müssen und nur in Ausnahmefällen Werte von über 90 s annehmen dür-
fen.
Die Freigabezeiten der Phasen sind immer abhängig von der Umlaufzeit. Bei der
Berechnung der Freigabezeiten tF,i ist es sinnvoll diese im Verhältnis zu den maß-










Auch für die Freigabezeit gibt es Beschränkungen. So muss eine Freigabezeit
immer mindestens 5 s betragen (RiLSA (2015)).
2.2 Extremwerttheorie
Die Extremwerttheorie behandelt als zentralen Punkt das Konvergenzverhalten
des Stichprobenmaximums bzw. -minimums Mn = max(x1, ..., xn). Dieses er-
gibt sich aus der Zufallsstichprobe x1, ..., xn und der kumulierten Dichtefunktion
F (x). Ziel der Anwendung der Extremwerttheorie und des Schätzens einer Ex-
tremwertverteilung sind zumeist die Berechnung des Value at Risk (VaR) oder
des Expected Shortfalls (erwarteter Verlust) für eine Fragestellung.
Der VaR gibt dabei die Wahrscheinlichkeit an, mit der hohe Verluste zu erwarten
sind. Der Expected Shortfall hingegen gibt den tatsächlichen Wert des zu erwar-
tenden Verlustes wieder, falls der VaR überschritten wird.
Es gibt verschiedene Methoden und Ansätze mit denen eine Extremwertvertei-
lung geschätzt werden kann. Laut McNeil (1999) kann in zwei Hauptgruppen
von Methoden unterschieden werden. Die ältere Gruppe ist die Schätzung der
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Extremwertverteilung mittels Block Maximum (BM) Methode. Hierbei werden
die Daten in Blöcke geteilt, aus welchen jeweils ein Maximalwert gezogen wird.
Weitere Erklärungen zu dieser Methode erfolgen im Abschnitt 2.2.1.
Die zweite und laut McNeil (1999) jüngere Gruppe von Modellen sind die Peak-
over-Threshold (POT) Modelle. Bei diesen Modellen werden alle diejenigen Werte
in die Schätzung einbezogen, welche über einen hohen gewählten Schwellenwert
(Threshold) hinausgehen. In beiden Fällen lassen sich die nutzbaren Daten durch
die Anzahl an Blocks oder die Höhe des Schwellenwertes variieren. Es ist von der
Fragestellung abhängig, welche Methode im Einzelfall sinnvoller ist. Die genutz-
ten Daten müssen jedoch unabhängig voneinander sein. Durch die Einteilung der
Daten in einzelne Blöcke bei der BM Methode ist dies auch bei den in dieser
Arbeit genutzten, zeitlich abhängigen Daten gewährleistet. Somit werden hier die
stündlichen Maxima der Wartezeiten untersucht.
2.2.1 Block Maximum Methode
Bei der Block Maximum Methode wird die Stichprobe in einzelne Perioden (z.B.
Stunden, Monate) unterteilt. Aus jeder Periode (jedem Block) wird dann das
jeweilige Maximum genommen und für die Schätzung genutzt. Die Methode ist
insbesondere geeignet für sehr große Stichproben denn durch die Einteilung in
Blocks werden die Beobachtungen auf die Anzahl der Blocks reduziert. Folglich
müssen bei der Anwendung dieser Methode zum Teil große Informationsverluste
hingenommen werden.
Für die Block Maximum Methode wird eine Dichtefunktion F (x) angenommen,
welche das Verhalten der MaximaMn einer ZufallsvariablenX angibt (vgl. Franke
et al. (2015)). Diese Dichtefunktion kann beschrieben werden als:
P (Mn ≤ x) = P (X1 ≤ x, ..., Xn ≤ x) =
n∏
t=1
P (Xt ≤ x) = F n(x). (2.9)
In Abbildung 2.2 ist in einer schematischen Darstellung gegeben, wie die Maxima
bei der Block Maximum Methode ausgewählt werden. Auf der x-Achse sind die
einzelnen Blöcke (hier sind es sechs) abgetragen. Auf der y-Achse befinden sich die
Werte, welche die Stichprobe annimmt. Die mit einem Punkt versehenen Werte
in der Grafik sind die jeweiligen Maxima der Böcke.
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Abbildung 2.2: Schema Block Maxima
Für die Zuordnung einer Verteilung dient der zentrale Grenzwertsatz als Hilfe.
Daher wird für Extremwertverteilungen davon ausgegangen, dass die Zufallsva-
riable X zur Maximum Domain of Attraction (MDA) einer Verteilung G gehört,
falls Folgen cn > 0, dn ∈ R existieren, sodass:
Mn − dn
cn
L−→ G, n→∞ (2.10)
gilt.
Als Grenzverteilungen G kommen für standardisierte Extremwerte Mn drei ver-
schiedene Verteilungen in Frage. Diese gelten damit als Extremwertverteilungen:
Fréchet: G1,α(x) = exp{−x−α} , x ≥ 0 , für α > 0,
Weibull: G2,α(x) = exp{−|x|−α} , x ≤ 0 , für α < 0.
Gumbel: G0(x) = exp{−e−x} , x ∈ R,
Die verschiedenen Verteilungen haben unterschiedliche Anwendungsgebiete. So
kann die Fréchet-Verteilung für alle nicht-negativen reellen Zahlen [0,∞) ver-
wendet werden. Die Weibull-Verteilung hingegen kann für den negativen Bereich
(−∞, 0] eingesetzt werden und die Gumbel-Verteilung deckt alle reellen Zahlen
ab.
Diese Verteilungsfunktionen können auch verallgemeinert dargestellt werden. Hier-
für benötigt es den Formparameter γ ∈ R, den Ortsparameter µ ∈ R und den Grö-
ßenparameter σ > 0. Die kumulierte Verteilungsfunktion (cdf) der generalisierte
Extremwertverteilung (GEV) lautet nach Coles et al. (2001):
Gγ(x) =





} , γ 6= 0, (1 + γ ∗ x−µ
σ
) und σ > 0
exp{−e−x−µσ } , γ = 0
(2.11)
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Die modellierte GEV gehört zu den Fréchet-Verteilungen, wenn γ einen Wert >
0 annimmt.
Eine Weibull-Verteilung wird dann angenommen, wenn γ <0 und somit der Wer-
tebereich nur für negative reelle Zahlen definiert ist. Je größer dabei der Betrag
des Formparameters ist, desto höher wird die Wahrscheinlichkeit für extreme Aus-
reißer, d.h. desto dicker werden die Randbereiche der Dichteverteilung. Gemeint
ist hierbei der Abstand der Dichtefunktion von Null. Je größer dieser Abstand ist,
desto dicker ist der Randbereich der Funktion und desto höher die Wahrschein-
lichkeit für extreme Werte.
Nimmt der Parameter γ den Wert 0 an, so folgt die Verteilung einer Gumbel-
verteilung und deckt somit alle reellen Zahlen im Wertebereich ab. Für die GEV
müssten dann nur noch zwei Parameter geschätzt werden, wodurch jedoch die
modellierte Funktion einen Teil seiner Anpassungsfähigkeit an die Daten verliert
und unflexibler wird.
Ein Beispiel für Dichtefunktionen mit verschiedenen γ-Werten ist in Abbildung
2.3 zu sehen.








































γ = − 0.5
µ = 0, σ = 0.3
Abbildung 2.3: Einfluss von γ auf eine geschätzte GEV
Nach dem Satz von Fisher und Tippett(1928) ist jede Verteilung G eine GEV,
welche dem zentralen Grenzwertsatz (Formel 2.10) entspricht. Für die Schätzung
einer Extremwertverteilung mit Hilfe der Block Maximum Methode stellt sich
folglich die Frage, welchen Verteilungstyp aus der Familie der Extremwertver-
teilungen angewendet werden soll. So hängt das Anwendungsgebiet der einzelnen
Verteilungen davon ab, wie schnell die Wahrscheinlichkeit für sehr extreme Werte
ab einem Punkt x sinkt, wenn x steigt. Ausschlaggebend ist daher, wie „dick“ oder
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„heavy“ die Randbereiche der Dichtefunktion der Zufallsvariablen X sind.
Beispielsweise sind Fréchet-Verteilungen asymptotische Verteilungen von Maxi-
ma, deren Wahrscheinlichkeit nur langsam steigt.
Der Ortsparameter µ ist bei der GEV mitverantwortlich dafür, wo der Wertebe-
reich der geschätzten Verteilung liegt. Wie in Abbildung 2.4 zu sehen, lässt ein
positiver Wert für µ die Funktion in den positiven Wertebereich wandern, wo-
hingegen ein negativer Wert das Zentrum der Funktion in den negativen Bereich
zieht. Dabei ist zu beachten, dass der Parameter µ bei rechtschiefen oder links-
schiefen Funktionen nicht mit dem Mittelwert der Daten übereinstimmt, sondern
mit dem Median, der das Zentrum der Funktion markiert. Da es in dieser Arbeit
um maximale Wartezeiten geht, ist für µ stets ein positiver Parameterwert zu
erwarten.








































µ = − 0.5
γ = 0, σ = 0.3
Abbildung 2.4: Einfluss von µ auf eine geschätzte GEV
Der Parameter σ beeinflusst die Höhe des Ausschlags der Funktion. In Abbildung
2.5 ist zu sehen, dass die Maxima der Dichteverteilungen mit steigendem σ flacher
werden. Die Randbereiche der Verteilungen werden breiter, wodurch ein größerer
Wertebereich abgedeckt wird. Auf Grund der Bedingungen aus Gleichung 2.11
kann σ nur positive Werte annehmen.
Die Schätzung der generalisierten Extremwertverteilung erfolgt in dieser Arbeit
durch eine Maximum Likelihood (ML) Schätzung. Dabei wird eine Verteilung mit
Hilfe der Schätzer γˆ, σˆ und µˆ so angepasst, dass die Schätzer die Mittelwerte γ, σ
und µ aufweisen. Die Schätzer folgen dabei einer Normalverteilung. Dadurch liegt
die Dichte der geschätzten Verteilung so nah wie möglich an der echten, empiri-
schen Dichte der Daten. Nach Coles et al. (2001) ergibt sich die log-Likelihood
11





























µ, γ = 0
Abbildung 2.5: Einfluss von σ auf eine geschätzte GEV
Funktion für die Parameter der Extremwertverteilung wie in Gleichung 2.12 zu
sehen.




















Die Schätzung kann nur dann mit dieser Funktion erfolgen, falls γ 6= 0. Dabei
stellt n die Anzahl der Extremwerte und xi den Wert des i-ten Extremwertes dar.
Bei den Ergebnissen der ML-Schätzung sollte jedoch auf die Größe des Formpa-
rameters geachtet werden.
Smith (1985) hat sich damit beschäftigt, dass die Randbereiche der Verteilung
durch eine Funktion der Parameterwerte µ−σ/γ beschrieben werden und sie sich
somit nicht für alle Parameterwerte gleich verhalten. Die Schätzer sind nach Smith
(1985) bei γ > −0.5 regulär und weisen das gewöhnliche asymptotische Verhal-
ten auf. Im Bereich zwischen −1 < γ < −0.5 sind die Schätzer zwar anwendbar,
weisen jedoch nicht das gewöhnliche asymptotische Verhalten auf. Sollte γ Werte
annehmen, welche kleiner sind als −1, sind die Schätzer nicht mehr anwendbar.
Da jedoch γ-Werte < 0.5 für sehr dünne und begrenzte obere Randbereiche ste-
hen, sind dies nicht zu erwartende Ergebnisse für eine Extremwertverteilung, bei
der es um Maxima geht. Daher sollte γ in dieser Arbeit auf jeden Fall im Bereich
> −0.5 liegen.
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Für eine Anpassung an die Gumbelverteilung muss die Schätzung mit Hilfe der
Gleichung 2.13 (Coles et al. 2001) ohne den Formparameter γ vorgenommen wer-
den.


















Mit den Gleichungen 2.12 und 2.13 kann die Extremwertverteilung der Zufalls-
variable X bei Anwendung der Block Maximum Methode für eine der drei Ver-
teilungen geschätzt werden.
Die Güte der Schätzung, kann mit Hilfe des Kolmogorov-Smirnov Tests (kurz KS-
Test) bestimmt werden. Der Test basiert auf der Messung des Abstands zwischen
der geschätzten und der empirischen Verteilung an jedem Punkt des Wertebe-
reichs. Der dadurch ermittelte maximale Abstand zwischen beiden Verteilungen
wird für den Test mit einem ermittelten Referenzwert verglichen. Die Nullhypo-
these lautet dabei, dass die empirischen Werte der geschätzten Verteilung folgen.
Anhand der Differenz zwischen Abstandswert und Referenzwert kann dann der
p-Wert berechnet werden, welcher die Wahrscheinlichkeit angibt, mit der die Null-
hypothese nicht abgelehnt wird.
Für große p-Werte lässt sich daher schlussfolgern, dass die Schätzung gut ist, wo-
hingegen kleine p-Werte implizieren, dass die empirischen Werte eher nicht der
geschätzten Verteilung folgen. (Huang et al. 2013)
Des Weiteren kann mit dem Likelihood Ratio Test überprüft werden, ob eine
angepasste Fréchet oder Weibull-Verteilung bessere Ergebnisse liefert als eine
Gumbel-Verteilung. Die Nullhypothese bei diesem Test lautet, dass das reduzier-
te Modell besser ist als das komplexe Modell. Fréchet und Weibull stellen hierbei
das komplexe Modell mit drei Parametern µ, σ, γ dar, während eine Gumbel-
Verteilung ein reduziertes Modell mit nur zwei Parametern µ, σ ist. Bei gegebener
Irrtumswahrscheinlichkeit α und anhand der Freiheitsgrade (hier 3−2 = 1) kann
ein kritischer Wert (Referenzwert) berechnet werden, welcher mit dem errech-
neten Wert verglichen wird. Dabei wird die Nullhypothese abgelehnt, wenn der
errechnete Testwert größer als der kritische Wert ist oder wenn der resultierende
p-Wert kleiner als α wird. Wird die Nullhypothese abgelehnt, so wird mit der
Wahrscheinlichkeit 1− α davon ausgegangen, dass das komplexe Modell sinnvoll
ist, d.h. dass der Parameter γ 6= 0 sein muss. Dieser Test bietet sich an, wenn bei-
spielsweise der KS-Test nur eine sehr ungenügende Güte des geschätzten Modells
aufweist. (Birnbaum et al. 1951)
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2.2.2 Berechnung des Value at Risk
Der Value at Risk (VaR) ist eine Risikokennzahl. Er gibt an, welcher Wert mit
einer bestimmten Wahrscheinlichkeit nicht überschritten wird. In der Finanzwis-
senschaft beschreibt der VaR somit häufig das Risiko, mit dem der zu erwartende
Verlust über einen bestimmten Wert steigt.
Der VaR gibt somit den Wert eines bestimmten Quantils einer Verteilung wieder.
Meist werden dabei das 95 %-Quantil und/oder das 99 %-Quantil herangezogen.
So gibt das 99 %-Quantil beispielsweise an, welcher Wert mit einer Wahrschein-
lichkeit von 99 % nicht überschritten wird.
Für Wartezeiten können anhand der Abbildung 2.6 somit Aussagen getroffen wer-
den, wie: Mit einer Wahrscheinlichkeit von 95 % wird eine Wartezeit von 53 s
nicht überschritten oder Eine Wartezeit von 60 s wird in 99 % der Fälle nicht
überschritten.
















VaR0.95 = 53 s
VaR0.99 = 60 s
Abbildung 2.6: Darstellung des VaR für das 95%- und 99%-Quantil
Für die Berechnung des VaR benötigt es die Quantilsfunktion F−1(q). Diese ist
die generalisierte Inverse einer streng monoton steigenden Verteilungsfunktion
F (x). Somit ist F−1(q) das q-Quantil der Funktion F (x).
Der Value at Risk berechnet sich somit durch (Franke et al. (2015)):
V aRq(x) = xq = F−1(q). (2.14)
Hierbei ist q ein Prozentwert zwischen 0 ≤ q ≤ 1.
Für die GEV bedeutet dies explizit, dass die Quantilsfunktion in die GEV-
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Funktion eingesetzt werden muss. Danach kann der VaR durch Einsetzen der
einzelnen Parameter µ, σ, γ und q direkt mit folgender Formel berechnet werden:





2.3 Forschungsstand zur Anwendung von
Extremwertverteilungen
Die Extremwerttheorie (EVT) wurde bisher nicht auf verkehrliche Zusammenhän-
ge bezogen. Daher soll an dieser Stelle eine kurze Zusammenfassung der aktuellen
Anwendungsgebiete der EVT erfolgen. Außerdem soll aufgezeigt werden welche
Fragestellungen mit Hilfe der EVT bearbeitet werden können und welche Mittel
und Methoden dafür eingesetzt werden.
Anwendung in der Finanzwissenschaft
Häufig findet die Extremwerttheorie Anwendung in der Finanzwissenschaft zur
Berechnung von Risiken bei Aktienkäufen sowie im Portfoliomanagement. Extre-
me Werte in der Finanzwirtschaft sind beispielsweise große Preisschwankungen,
welche in normalen Perioden einfachen Marktkorrekturen entsprechen und in au-
ßergewönlichen Perioden Marktversagen, Crashes und Krisen widerspiegeln.
So beschreibt Longin (2000) einen Ansatz wie der Value at Risk (VaR) einer
bestimmten Marktposition mit Hilfe der Extremwerttheorie berechnet werden
kann. Hierbei wird sowohl die univariate Extremwerttheorie für bereits festgesetz-
te Marktpositionen sowie die multivariate Theorie für sich ergebende Positionen
verwendet.
Analytische Lösungen für die Erstellung von optimalen Portfolios werden von Liu
et al. (2003) geboten. Sie stellen fest, dass Investoren, die einem Risiko gegen-
überstehen, sehr viel weniger gewillt sind, ein Schuldverhältnis einzugehen und
agieren, als könne ein Teil ihres Vermögens illiquid werden.
Zusätzlich wird von Basak & Shapiro (2001) gezeigt, dass ein Portfoliomanager,
der mit dem VaR arbeitet, einen anderen Portfolio halten wird als ein Mana-
ger, der nicht VaR-bedingt handelt. Er wird außerdem oft riskantere Vermögen
aufbauen und sich größeren Risiken aussetzen, da er durch den VaR besser über
die Wahrscheinlichkeiten von Verlusten informiert ist. Somit ist es wichtig diese
Risiken zu kennen und sie gut abschätzen zu können.
Es ist auch möglich, mit der Extremwerttheorie potentielle Verluste aus Investitio-
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nen abzuschätzen. So beschäftigen sich de Jesus et al. (2013) mit der Abschätzung
für den Peso/Dollar-Exchange. Hierfür verwenden sie die generalisierte Eigen-
wertverteilung um ebenfalls den Value at Risk (VaR) zu schätzen. Um dabei den
Einfluss der Abhängigkeit der Preise zu minimieren, wird das Blockmaximum bei
der Auswahl der Extremwerte verwendet.
In der Arbeit von de Jesus et al. (2013) wird gezeigt, dass die Berechnung des
VaR mithilfe der Extremwerttheorie besser ist, als mit anderen Methoden. Für
die EVT werden zunächst die Parameter der generalisierten Extremwertverteilung
für minimale und maximale Einkünfte aus Kapitalvermögen berechnet. Die Güte
der Schätzung wird mit dem Sherman Test bestimmt. Dieser basiert, wie viele
andere Tests, auf einem Vergleich zwischen der geschätzten und der beobachteten
Verteilung. Mit dem Likelihood Ratio Test wird überprüft, ob der Parameter γ
signifikant von Null verschieden ist. So kommen de Jesus et al. (2013) zu dem
Schluss, dass die EVT sehr gut geeignet ist, um die Risiken abzuschätzen, welchen
ein Investor ausgesetzt ist.
Die Arbeit von Gilli & Këllezi (2006) beschäftigt sich mit dem Nutzen der EVT
zur Berechnung von Risikomaßen für die Randbereiche von Verteilungen im Fi-
nanzwesen und zugehörigen Konfidenzintervallen. Als Risikomaße werden der
VaR, der Expected Shortfall (erwarteter Verlust, falls der VaR überschritten
wird) und das Return Level bezeichnet. Die Schätzungen werden mit der Ma-
ximum Likelihood Methode für die täglichen Log-Returns durchgeführt. Gilli &
Këllezi (2006) stellen fest, dass die EVT sehr nützlich sein kann, um die Höhe von
Verlusten bei Invetitionen abzuschätzen. Außerdem halten sie die POT-Methode
für besser geeignet, da dadurch die Daten besser ausgenutzt werden können.
Auch in der Arbeit von Gençay & Selçuk (2004) wird die POT-Methode für
die Schätzung des Value at Risk benutzt. In Gençay & Selçuk (2004) wird die-
se Methode der Extremwertverteilung mit anderen Methoden zur Schätzung des
VaR, wie der Varianz-Covarianz Ansatz und die Historische Schätzung vergli-
chen. Gençay & Selçuk (2004) ziehen den Schluss, dass auch für die betrachteten
Entwicklingsmärkte die Variante der Schätzung des VaR mit der EVT am besten
geeignet ist und die besten Vorhersagen bietet.
Mit der Anwendung der multivariaten Extremwerttheorie im Finanzwesen be-
schäftigen sich Poon et al. (2004). In deren Arbeit werden multivariate Ansätze
als am effizientesten und effektivsten für die Betrachtung von Extremwerten, wie
hohen Risiken oder Krisen beschrieben.
Im Gegensatz dazu beschäftigen sich Jansen et al. (2000) mit univariaten Ex-
tremwert Techniken zur Zusammenstellung eines Portfolios mit Hinblick auf die
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Risiken. Es geht Jansen et al. (2000) darum den VaR gut abzuschätzen. Dazu
wird ein semiparametrischer Ansatz für die Anwendung der Extremwerttheorie
genutzt.
Weitere Anwendungsgebiete
Neben dem Finanzwesen ist die Extremwerttheorie in der Hydrologie, Physik und
Biologie ein wichtiges Hilfsmittel. So beschäftigt sich der Artikel von Katz et al.
(2002) mit der Anwendung der Extremwertstatistik in der Hydrologie. Katz et al.
(2002) heben in dieser Arbeit hervor, dass die Extremwertanalyse eine wichtige
Rolle in der Analyse und Darstellung von Wasserressourcen hat. Besonderes Au-
genmerk wird dabei auf die Betrachtung des Klimawandels gelegt, welcher mit
häufigeren schweren Regenfällen und einem beschleunigten Wasserkreislauf ein-
hergeht. Mit der Extremwertstatistik kann die Genauigkeit von hydrologischen
Anwendungen, welche solche Dinge betrachten, verbessert werden.
Katz et al. (2002) beschränken sich in dem Artikel auf Betrachtungen mit einer
Kombination aus Maximum Likelihood Methode und entweder dem Blockmaxi-
mum oder dem POT Ansatz. Dabei erhalten sie für die Anwendung der beiden
Methoden ähnliche Ergebnisse für den Formparameter γ.
Anwendung finden Extremwertanalysen in der Hydrologie aber auch in der Ab-
schätzung von Flutrisiken. Zur Modellierung des Risikos für eine Flut wurde schon
in den sechziger Jahren die POT Methode entwickelt (vgl. Shane & Lynn (1964),
Todorovic & Zelenhasic (1970)).
Weiterhin findet die Extremwertstatistik Anwendung für Betrachtungen zum
Wasserkreislauf und Klimawandel, zum Beispiel bei der Schätzung von Regen-
mengen, Flussdurchflussmengen und Verdunstungsmengen.
Da oft Zeitreihendaten vorhanden sind, die mit der EVT analysiert werden sollen,
wird in Tawn (1988) auf den Umgang mit diesen abhängigen Daten eingegangen.
Da eine Extremwertverteilung nur an identisch und unabhängig verteilte Daten
angepasst werden kann, ist es wichtig, die Daten vor der Analyse aufzubereiten.
So wird von Tawn (1988) eine Methode vorgestellt, wie die abhängigen Daten
so gefiltert werden können, dass unabhängige Extremwerte resultieren. Geschätzt
wird später die GEV für die unabhängigen Extremwerte.
In der Biologie findet die Extremwerttheorie Anwendung in den unterschiedlichs-
ten Fachgebieten, wie zum Beispiel in der molekular Biologie. In diesem Fachge-
biet beschäftigen sich Li & Grosse (2003) mit der Auswahl von Genen für weitere
Forschungen, Williams (1995) betrachtet die Verteilung von Spezien in verschie-
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denen Gebieten und Eaton et al. (1995) betrachten die Abhängigkeit der Größe
von Fischpopulationen je nach Wassertemperatur.
Ausblick auf verkehrliche Anwendungen
Alles in Allem lässt sich die Extremwerttheorie für alle Bereiche verwenden, in
denen immer wieder besonders hohe oder niedrige Werte auftreten. Auch der
Straßenverkehr zeichnet sich durch diese Eigenschaft aus. Durch den Berufs- und
Pendlerverkehr beispielsweise kommt es zu verschiedenen Tageszeiten zu unter-
schiedlichen Verkehrsstärken. So sind in der sogenannten Rush Hour die Verkehrs-
stärken besonders hoch. Dies führt zu Schwankungen, welche auch als Instatio-
naritäten bezeichnet werden.
Mit dem Thema der Instationarität des Verkehrsflusses beschäftigt sich Adams
(1936). Er stellt fest, dass durch Lichtsignalanlagen, Straßenbahnen oder scharfe
Kurven die Fahrzeuge keine unabhängige Ankunftsverteilung an einem Ort haben,
sondern dass die Fahrzeugankünfte zeitlich abhängig sind. Dadurch entstehen hö-
here und niedrigere Verkehrsflüsse zu unterschiedlichen Tageszeiten, welche später
dann zu verlängerten Wartezeiten führen können.
Mit den Auswirkungen der Instationarität auf Wartezeiten an Lichtsignalanlagen
beschäftigt sich Leyn (2016) in ihrer Dissertation. In ihrer Arbeit modelliert und
simuliert sie Instationaritäten mit dem Programm PTV Vissim. Im Anschluss
werden die Verlustzeiten der Fahrzeuge ausgewertet und analysiert.
In dieser Arbeit sollen statt der mittleren Wartezeit die einzelnen Wartezeiten
analysiert werden und an eine Extremwertverteilung angepasst werden. Dies bie-
tet das Potential, zukünftig die Wartezeiten an Knotenpunkten besser einschät-
zen zu können, als es mit der gängigen mittleren Wartezeit (siehe Abschnitt 2.1)
möglich ist. Somit können unter anderem z.B. Signalprogramme zu verschiedenen
Tageszeiten besser geplant werden, um große Staus zu vermeiden. Auch könnte
die Länge von Aufstellstreifen für einzelne Abbiegerichtungen besser kalkuliert
werden und somit dichter Verkehr besser unter Kontrolle gebracht werden.
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3 Daten
Für die Schätzung einer Extremwertverteilung für maximale Wartezeiten an Kno-
tenpunkten ist es zunächst nötig, geeignete Daten für Wartezeiten zu erhalten.
Diese sollten möglichst realistisch und für eine ausreichend große Zahl von Fahr-
zeugen einzeln vorhanden sein. Wie die Wartezeiten für diese Arbeit erstellt wur-
den, wird in Abschnitt 3.1 näher beschrieben.
Aus den Daten müssen dann die jeweiligen Blockmaxima extrahiert werden, be-
vor sie für die Schätzung der GEV genutzt werden können. Außerdem müssen
sie auf bestimmte Eigenschaften hin untersucht werden. Dieses Vorgehen wird in
Kapitel 3.2 erläutert.
3.1 Beschaffung der Daten
Die Daten, welche für diese Arbeit verwendet werden, wurden mit Hilfe der
Software PTV Vissim simuliert. Die Simulation erfolgte auf Grundlage real ge-
messener Verkehrsstärken. PTV Vissim ist eine mikroskopische, multi-modale
Verkehrsfluss-Simulationssoftware, mit deren Hilfe Verkehr detailliert modelliert
werden kann. Angefangen von einfachen Knotenpunkten bis hin zu komplexen
Städtemodellen mit Fußgänger- und Radfahrerinteraktion kann alles simuliert
werden. Dabei ist es zum einen möglich, viele Parameter selbst zu gestalten, zum
anderen können voreingestellte Parameter für z.B. Fahrzeugfolgemodelle gewählt
werden.
Um eine einfache Simulation starten zu können, benötigt PTV Vissim jedoch ei-
nige Ausgangsinformationen. So müssen zunächst die zu untersuchenden Straßen
und Knotenpunktzufahrten erstellt werden. Am Anfang der erstellten Straßen
wird der Vehicle Input, d.h. die Verkehrsstärke, für die jeweilige Straße einge-
stellt. Da sich die Verkehrsstärke in dieser Arbeit während der Simulation ändert,
müssen hierfür zusätzlich Zeitintervalle pro Richtung eingeführt werden, für die
dann die Verkehrsstärke eingetragen wird. Am Knotenpunkt muss das Verhältnis
angegeben werden, welches bestimmt, wie viele Fahrzeuge nach rechts und links
abbiegen und wie viele geradeaus fahren. Außerdem muss die Vorfahrt an dem
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Knoten geregelt werden. In dieser Arbeit erfolgt die Vorfahrtregelung über eine
Lichtsignalanlage, für die zusätzlich ein Signalprogramm entworfen werden muss.
Somit kann PTV Vissim während der Simulation für jedes Fahrzeug die indivi-
duelle Start- und Endzeit im System, Verlustzeit und Abbiegebeziehung erfassen.
Für die Simulation wurde ein Knotenpunkt erstellt, welcher sich in der Form
an den Knotenpunkt Zellescher Weg / Ackermannstraße anlehnt. Dieser Knoten-
punkt erfüllte die Bedingungen eines vier-armigen Knotens, bei dem sich eine
Hauptstraße und eine Nebenstraße kreuzen. Außerdem war es für die Auswahl
des Knotens wichtig, dass an diesem Punkt eine Verkehrsmessung stattgefunden
hat.
Dargestellt ist der Knotenpunkt in Abbildung 3.1 zum einen schematisch (links)
und zum anderen wie im Programm zu sehen.
Abbildung 3.1: Schema des Knotenpunktes Zellescher Weg / Ackermannstraße
Zu beachten ist, dass die horizontale Straße (Zellescher Weg) in beiden Rich-
tungen jeweils eine Linksabbiegerspur, eine Geradeausspur und eine gemeinsame
Geradeaus- und Rechtsabbiegerspur hat. Die kleinere vertikale Straße (Acker-
mannstr.) hingegen hat in Richtung Norden (Räcknitz) nur eine einzige Spur für
Geradeausfahrer und Rechtsabbieger. Linksabbiegen ist in dieser Richtung verbo-
ten. In Richtung Süden (Strehlener Platz) hat die Straße eine gemeinsame Spur
für Geradeausfahrer und Rechtsabbieger und eine getrennte Spur für Linksabbie-
ger, die jedoch gemeinsam signalisiert werden.
Im Folgenden werden die Fahrtrichtungen auch mit Hilfe der Himmelsrichtun-
gen beschrieben. Der Zellesche Weg verläuft in dem Fall von West nach Ost
(WO) bzw. Ost nach West (OW) und die Ackermannstraße von Nord nach Süd
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(NS) bzw. Süd nach Nord (SN). Die Abbiegebeziehung ON bezeichnet demzufol-
ge Rechtsabbieger, welche vom Zelleschen Weg in die Ackermannstraße einbiegen.
Die Verkehrsstärken
Die Zufahrtsstraßen für die Richtungen OW und WO sind zweispurig ausgebaut
und für die Richtungen NS und SN einspurig. Die Wunschgeschwindigkeit der
einzelnen Fahrzeuge beträgt 50 km/h, weil dies die erlaubte Höchstgeschwindig-
keit auf dieser Strecke ist.
Die Fahrzeugzusammensetzungen und das Fahrverhalten wurden im voreingestell-
ten Modus des Programms gelassen. Ebenso wurden auch die meisten Simulati-
onsparameter in der Voreinstellung belassen. So wurde für das Fahrverhalten die
Kategorie Urban (motorized) gewählt, bei der als Fahrzeugfolgemodell das Modell
nach Wiedemann eingestellt ist. Als Sicherheitsabstand sind 2 Meter eingestellt.
Bei der Fahrzeugzusammensetzung sind 2 % Schwerverkehrsanteil angesetzt.
Für die Verkehrsstärke im ersten Simulationslauf an diesem Knotenpunkt wurden
die Daten aus der manuellen Zählung des Straßen- und Tiefbauamtes Dresden an-
gefragt. Durchgeführt wurde die Zählung am 21.08.2012 in den Zeiten zwischen
7.00 - 12:00 Uhr und 14:00 - 19:00 Uhr. Erfasst wurden dabei für jede Abbiegebe-
ziehung die jeweilige Anzahl an Fahrzeugen in 15 min.-Intervallen. (siehe Anhang
A).
Für die Eingabe der Fahrzeugzuflüsse in PTV Vissim wurden die einzelnen Fahr-
zeugströme je 15 min. pro Diagramm (Anhang A) abgelesen und addiert. Danach
wurden die Fahrzeugzuflüsse für PTV Vissim auf Kfz/h skaliert. Die aus den
Diagrammen abgelesenen Werte in Kfz/15min sind in Tabelle A.1 im Anhang
aufgeführt. In Tabelle 3.1 sind die umgerechneten Werte für die Fahrzeugzuflüsse
in Kfz/h zu sehen, welche in das PTV Vissim eingetragen wurden.
Zu erkennen ist in Tabelle 3.1 und auch in Anhang A, dass es zwischen den
verschiedenen Intervallen häufig zu größeren Schwankungen der Verkehrsstär-
ke kommt, weshalb die kleinschrittigen 15 min.-Intervalle auch beibehalten und
nicht auf eine Stunde geglättet wurden. Für die Nebenrichtung treten weit weni-
ger Schwankungen auf, weshalb eine so genaue Splittung nicht nötig ist. Daher
wurden die Zuflüsse hierfür nur pro Stunde eingetragen (vgl. Tabelle 3.2).
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Tabelle 3.1: Fahrzeugzuflüsse der Hauptrichtung in der Zeit zwischen 7.00-12.00
Uhr und 14.00-19.00 Uhr in 15 min-Intervallen
Ost-West West-Ost Ost-West West-Ost
ab 7.00 Uhr 740 660 ab 14.00 Uhr 680 660920 800 760 680
928 840 820 720
960 780 600 680
ab 8.00 Uhr 680 660 ab 15.00 Uhr 660 840804 700 820 1000
760 720 1020 800
728 720 720 920
ab 9.00 Uhr 692 640 ab 16.00 Uhr 940 800780 580 960 920
700 560 860 900
600 660 880 980
ab 10.00 Uhr 672 780 ab 17.00 Uhr 900 740700 700 860 780
700 560 680 840
700 720 800 900
ab 11.00 Uhr 580 660 ab 18.00 Uhr 680 720680 560 740 980
572 680 560 600
580 680 620 640
Tabelle 3.2: Fahrzeugzuflüsse der Nebenrichtung in der Zeit zwischen 7.00-12.00
Uhr und 14.00-19.00 Uhr
Nord-Süd Süd-Nord
7.00-8.00 Uhr 80 205
8.00-9.00 Uhr 100 219
9.00-10.00 Uhr 112 160
10.00-11.00 Uhr 145 180
11.00-12.00 Uhr 117 120
14.00-15.00 Uhr 178 150
15.00-16.00 Uhr 208 160
16.00-17.00 Uhr 235 150
17.00-18.00 Uhr 198 140
18.00-19.00 Uhr 204 135
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PTV Vissim benötigt Abbiegeverhältnisse um die Anzahl der abbiegenden Fahr-
zeuge zu simulieren. Da in den Diagrammen (A) wenig Unterschiede in den Ver-
hältnissen über den Tag zu erkennen sind, wurden die Abbiegeverhältnisse sta-
tisch für die komplette Simulationszeit angegeben. Als Referenz wurden hierbei
die Werte der Hochrechnung auf 24 Stunden verwendet (siehe Anhang A). So
ergaben sich die in Tabelle 3.3 aufgeführten Abbiegeverhältnisse.
Tabelle 3.3: Abbiegeverhältnisse am simulierten Knotenpunkt
Kfz/24h Kfz/h Verhältnis
Ost-West
r 260 11 0,025
g 10380 433 1,000
l 900 38 0,087
West-Ost
r 320 14 0,032
g 9930 414 1,000
l 1150 48 0,116
Nord-Süd r 490 21 0,262g 1870 78 1,000
Süd-Nord
r 650 28 0,512
g 1270 53 1,000
l 570 24 0,449
Mit: r = Rechtsabbieger, g = Geradeausfahrer,
l = Linksabbieger
Das Signalprogramm
Für das Signalprogramm wurde sich an der tatsächlichen Phasenfolge am Knoten-
punkt orientiert. Diese besteht, wie in Abbildung 3.2 zu sehen, aus drei Phasen.
Hierbei fahren zunächst die geradeausfahrenden und rechtsabbiegenden Fahrzeu-
ge am Zelleschen Weg. In der zweiten Phase dürfen die Fahrzeuge vom Zelleschen
Weg nach links abbiegen und in der dritten Phase dürfen alle Fahrzeuge der Ne-
benstraße fahren unabhängig von ihrer Abbiegebeziehung. Dies ist in Abbildung
3.2 schematisch dargestellt.
Für die Berechnung der genauen Freigabezeiten und Zwischenzeiten wurden die
24h-Werte aus Tabelle 3.3 zu Hilfe genommen. Die Werte wurden in Kfz/h um-
gerechnet und befinden sich ebenfalls in Tabelle 3.3. Mit Hilfe dieser Werte und
anhand der Zwischenzeitenmatrix in der (RiLSA 2015, S. 22) konnten so die not-
wendigen Zwischenzeiten zwischen den einzelnen Phasen ermittelt werden.
Hierbei beträgt die Zwischenzeit tz(1,2) = 3 s zwischen der ersten und der zweiten
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Abbildung 3.2: Schema des angewendeten Signalprogramms
Phase, tz(2,3) = 5 s zwischen der zweiten und der dritten Phase und tz(3,1) = 5 s
zwischen der dritten und der darauf wieder folgenden ersten Phase.
Im Anschluss erfolgte die Berechnung der wartezeitoptimalen Umlaufzeit tU,opt
nach den (RiLSA 2015, S. 27) (Vgl. Formel 2.7).
tU,opt =
1.5 ∗∑3i=1 tz,i + 5
1−∑3i=1 qFS,maßg,iqS,i =
1.5 ∗ 13 + 5
1− ( 4331800 + 481800 + 781800)
= 35.5 ≈ 36 s
mit: tz,i = Zwischenzeit der Phase i
qFS,maßg,i = Verkehrsstärke auf dem für Phase i maßgebenden Fahrstreifen
qS,i = Sättigungsverkehrsstärke für diesen Fahrstreifen
Mit dieser Umlaufzeit tU,opt = 36 s kann dann die erforderliche Mindestfreigabe-
zeit tF,i für jede Phase i berechnet werden. Die Berechnung erfolgt nach Gleichung
2.8 aus den RiLSA (2015) und teilt die Freigabezeiten verhältnismäßig nach Ver-










































∗ 781800 = 3.22 ≈ 3 s
Laut den RiLSA müssen die Freigabezeiten mindestens 5 s lang sein. Daher wer-
den tF,2 und tF,3 jeweils auf 5 Sekunden gesetzt, was die Umlaufzeit verlängert.
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Somit ergibt sich eine Umlaufzeit tU,opt von 41 Sekunden, welche wie folgt geglie-
dert ist:
.
Abbildung 3.3: Aufteilung des Signalprogramms nach Sekunden
Die Simulation
Die Simulation wurde über insgesamt 37 200 Simulationssekunden durchgeführt.
36 000 davon entsprechen den 10 Stunden, die simuliert werden (7.00-12.00 Uhr
und 14.00-19.00 Uhr). Die restlichen 1 200 Sekunden beinhalten 5 Minuten (300 s)
Vorlaufzeit und 15 Minuten (900 s) Nachlauf.
Diese zusätzlichen Zeiten wurden eingeführt, um die Wartezeiten repräsentativ
zu halten. Andernfalls hätten gerade die ersten Fahrzeuge geringe Wartezeiten,
da sie keinen Vorgänger besitzen. Die Nachlaufzeit ist deshalb sinnvoll, weil die
Fahrzeuge, welche am Straßenanfang eingesetzt werden, erst eine gewisse Strecke
zurücklegen müssen, bevor sie am Knotenpunkt angelangen. Für die Auswertung
werden demnach nur diejenigen Fahrzeuge ausgewählt, deren Startzeit zwischen
den Sekunden 300 und 36 300 liegt.
Es werden zunächst 100 Simulationen mit verschiedenen Seedingwerten (von 1
bis 100) durchgeführt. Die unterschiedlichen Seedingwerte sorgen dafür, dass die
Fahrzeuge bei jeder Simulation mit anderen stochastisch verteilten Zeitlücken
eingesetzt werden und sich dadurch immer andere Wartezeiten ergeben. Somit
resultieren 100 Datensätze mit jeweils ca. 18 000 Werten, welche für die Extrem-
wertanalyse genutzt werden können.
Für den zweiten Simulationslauf mit ebenfalls 100 Simulationen wurden höhere
Verkehrsstärken gewählt. Somit kann überprüft werden, ob sich die Ergebnisse der
Schätzungen mit der Verkehrsstärke ändern. Es ist beispielsweise möglich, dass
durch höhere Verkehrsstärken zu manchen Tageszeiten Staus entstehen, durch
welche längere Wartezeiten zustande kommen. Dadurch könnte es sein, dass sich
die zugehörigen Extremwertverteilungen verschieben. Ebenso könnte durch län-
gere maximale Wartezeiten eine Anpassung an die GEV leichter werden. Daher
wurden für den zweiten Simulationslauf alle Fahrzeugzuflüsse um 15 % ange-
hoben, wodurch die charakteristischen Schwankungen über den Tag hinweg er-
halten bleiben. Abbiegeverhältnisse, Signalprogramm usw. wurden dabei nicht
25
verändert.
3.2 Verarbeitung und Aufbereitung der Daten
Durch die Simulation wurden für jeden Simulationslauf insgesamt 100 Datensätze
erzeugt. Dabei beinhaltet jeder Datensatz mikroskopische Informationen über die
Fahrzeuge, welche den Knoten befahren haben. Für die im Kapitel 4 erfolgenden
Schätzungen ist es nötig, diese Daten zu sortieren und die wichtigen Informatio-
nen zu extrahieren.
Für die Messung der Wartezeiten der einzelnen Fahrzeuge werden die Verlust-
zeiten benutzt, welche PTV Vissim als Ergebnis seiner Simulationen liefert. Die
Verlustzeit eines Fahrzeuges misst für eine bestimmte Strecke die Differenz zwi-
schen der theoretischen Fahrzeit bei freier Fahrt und der tatsächlich benötigten
Zeit. Diese Verlustzeit wird im Folgenden als Wartezeit interpretiert, unabhängig
davon, ob das Fahrzeug zum Stillstand gekommen ist oder dessen Fahrt nur ver-
langsamt worden ist.
Für die Schätzung der Wartezeiten kommen aus jedem Datensatz nur die Fahr-
zeuge in Frage, deren Startzeit im System zwischen 300 und 36 300 Sekunden
liegt. Weiterhin werden die Datensätze nach Stunden und Richtungen gegliedert.
Bei 10 simulierten Stunden und 11 vorhandenen Richtungen/ Abbiegebeziehun-
gen entstehen somit 110 kleinere Teile pro Datensatz. Aus den so entstandenen
10 Blocks pro Richtung wurde jeweils der größte Wert für die Wartezeit herausge-
sucht. Dieser ist das sogenannte Blockmaximum, welches für die gebraucht wird.
Dies wurde für jeden der 100 Datensätze durchgeführt. Die so extrahierten Wer-
te wurden dann zu 110 neuen Datensätzen (10 Stunden für jede Richtung) mit
jeweils 100 Werten gebündelt.
Diese Werte beinhalten nun keinerlei zeitliche Abhängigkeiten mehr untereinan-
der, weshalb Autokorrelation ausgeschlossen werden kann. Ebensowenig können
die Daten einen steigenden Trend aufweisen. Daher können die Daten als unab-
hängig voneinander (i.i.d.) behandelt werden. Somit ist keine weitere Aufberei-
tung der Daten für die Schätzung einer GEV notwendig.
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4 Analyse
Für die Schätzung der generalisierten Extremwertverteilung werden die aufbe-
reiteten Daten zunächst deskriptiv analysiert. Schon für die deskriptive Analyse
werden somit nur noch die, wie in Kapitel 3.2 beschriebenen, extrahierten Block-
maxima benutzt.
Nach der Beschreibung der Daten des ersten Simulationslaufes erfolgt die eigent-
liche Schätzung einer GEV für die ausgewählten Richtungen OS, WO und NS.
Zum Schluss wird noch auf den ermittelten Value at Risk eingegangen, bevor das
Vorgehen für den zweiten Simulationslauf wiederholt wird.
Für den zweiten Simulationslauf wird die Verkehrsstärke in allen vier Zufahr-
ten des Knotens um 15 % erhöht. Es wird vermutet, dass durch diese Erhöhung
der Verkehrsstärke die Werte der maximalen Wartezeiten, welche mit der Block-
maximum Methode ermittelt werden, ebenfalls steigen. Eine höhere Anzahl an
Ausreißern (sehr extremen Werten) könnte die Folge sein, was Randbereiche von
Dichteverteilungen breiter machen würde. Daher wird vermutet, dass die Schät-
zungen der Verteilungen maximaler Wartezeiten nach einer Erhöhung der Ver-
kehrsstärke bessere Ergebnisse erzielen.
Im letzten Abschnitt dieses Kapitels werden dann die Ergebnisse der beiden Si-
mulationsreihen mit einander verglichen und ausgewertet.
4.1 Erster Simulationslauf
4.1.1 Deskriptive Analyse
Die Eigenschaften der Blockmaxima wurden nach Richtungen aufgeteilt. Die de-
skriptive Analyse erfolgt pro Richtung, wobei nicht zwischen den einzelnen Stun-
den unterschieden wird.
In Tabelle 4.1 sind für jede Richtung das Minimum, Median, Mittelwert und Ma-
ximum der Blockmaxima der Wartezeiten aufgeführt.
Auffallend sind die, mit 32 bis 38 Sekunden, vergleichsweise geringen Maximal-
werte für die Hauptrichtungen OW/WO. Im Gegensatz dazu weisen die Neben-
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richtungen und Linksabbieger der Hauptrichtung Werte von über 60 Sekunden
auf. Dies entspricht einer Wartezeit von deutlich mehr als einer Umlaufzeit.
Die geringen Maxima erfolgen wahrscheinlich daraus, dass für diese Hauptrichtun-
gen die Grünzeiten mit 18 Sekunden am längsten sind und somit die Sperrzeiten
kürzer. Dass gerade auch die Rechtsabbieger (ON/WS) und Geradeausfahrer der
Nebenrichtungen (NS/SN) die kleinsten maximalen Wartezeiten aufweisen, liegt
an der relativ großzügigen Auslegung der Grünzeiten für diese Verkehrsströme.
Tabelle 4.1: Minima, Median, Mittelwert und Maxima der Wartezeiten für die
einzelnen Richtungen
Minimum [s] Median [s] Mittelwert [s] Maximum [s]
Haupt-
richtungen
ON 6.80 22.40 22.24 32.00
OS 32.80 37.50 39.37 74.90
OW 24.20 29.10 29.18 37.60
WO 22.20 24.60 25.02 31.80
WN 32.70 38.90 41.87 69.10
WS 4.60 22.10 21.80 32.70
Neben-
richtungen
NS 1.20 32.50 32.56 78.10
NW 24.50 36.40 40.57 84.40
SO 27.10 37.00 40.66 86.30
SN 2.10 31.65 31.83 83.60
SW 24.70 36.40 38.13 83.40
Der Median und der Mittelwert liegen für die meisten Datensätze relativ dicht
beieinander, was eine sehr geringe Schiefe für die Verteilungen vermuten lässt.
Ausnahme sind die Richtungen ON/WS deren Mittelwerte immer größer als der
Median sind, was auf rechtsschiefe Verteilungen hindeutet. Den größten Abstand
zwischen Median und Mittelwert weisen die Richtungen NW/SO (Rechtsabbieger
der Nebenrichtungen) auf.
Für die Schätzung lässt sich daher ein positiver Formparameter γ und eine Frechét-
Verteilung oder eine Gumbelverteilung mit γ = 0 vermuten. Da es sich bei Warte-
zeiten auch durchweg um positive Zahlen handelt, kann eine Weibull-Verteilung
ausgeschlossen werden.
Beispielhaft ist in Abbildung 4.1 ein Quantilsplot sowie die Dichte für die Rich-
tung Ost-Süd für 8.00-9.00 Uhr gegeben. Im Quantilsplot ist gut sichtbar, dass die
Beobachtungen an den Randbereichen von der 1-1 Linie d.h. der Standardnormal-
verteilung abweichen. Ebenso ist in der Abbildung der Dichte zu erkennen, dass
es sich um eine leicht rechtsschiefe Verteilung handelt und es extreme Ausreißer
gibt.
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Abbildung 4.1: QQ-Plot und Dichte der Richtung OS zischen 8.00 Uhr und 9.00
Uhr
4.1.2 Schätzung der Verteilung
Für die Schätzungen wurden jeweils 3 Beispiele aus den 11 Richtungen herausge-
sucht und dann jeweils die Verteilung für jede der 10 Stunden geschätzt.
Auf Grund der Ergebnisse aus Tabelle 4.1 wird zum einen die Richtung Ost-Süd,
d.h. die Linksabbieger der Hauptrichtung, gewählt. Hier liegen Median und Mit-
telwert relativ weit auseinander und es gibt sehr hohe Extremwerte.
Wegen der recht symmetrischen Ausprägung der Wartezeiten auf den entspre-
chenden Gegenrichtungen ist es nicht sinnvoll zusätzlich die Richtung Süd-Ost
zu untersuchen, da für diese ähnliche Ergebnisse zu erwarten sind. Stattdessen
soll die Hauptrichtung West-Ost untersucht werden, welche im Gegensatz zu den
anderen Datensätzen nur eine geringe Varianz aufweist.
Aus der Nebenrichtung soll beispielhaft die Abbiegebeziehung Nord-Süd unter-
sucht werden, welche eine hohe Variabilität in den Daten aufweist und nur einen
geringen Unterschied zwischen Median und Mittelwert.
Die geschätzten Parameterwerte für die einzelnen Beziehungen sind in Abbildung
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Abbildung 4.2: Verlauf der Parameterschätzung für die einzelnen Stunden der
Richtungen OS, WO und NS
Richtung Ost-Süd
Für die Richtung Ost-Süd verändert sich der Ortsparameter µ nur wenig und be-
wegt sich zwischen etwa 35 und 39 Sekunden. Die Verteilungsfunktion hat ihren
Median folglich im positiven Bereich bei zwischen 35 und 39 Sekunden.
Der Größenparameter σ bewegt sich im Bereich zwischen 1 und 4 und verzeich-
net für die Zeit zwischen 11.00-12.00 Uhr den geringsten Ausschlag und für 16.00-
17.00 Uhr den größten. Im Zeitraum zwischen 16.00 und 17.00 Uhr gibt es folglich
deutlich mehr Fahrzeuge, deren Wartezeit dem Mittelwert entspricht, als vormit-
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tags 11.00-12.00 Uhr.
Der Formparameter γ ist im Bereich zwischen 0.2 und 0.4 zu finden. Die Werte
sind alle positiv, was bedeutet, dass die geschätzten Verteilungen einer Frechét-
Verteilung folgen. Mit dem Likelihood-Ratio Test wurde überprüft ob der ge-
schätzte Wert für γ signifikant von Null verschieden ist. In Tabelle B.3 ist zu
sehen, dass γ auf dem 10 %-Niveau bei allen 10 Stunden signifikant ist. Die
Güte der Schätzung wurde mit dem Kolmogorov-Smirnov Test ermittelt. Für die
Zeitabschnitte ab 7.00 Uhr, 8.00 Uhr und 17.00 Uhr konnten demnach gute Schät-
zungen mit einem Signifikanzniveau von 91 %, 89 % und 98 % gemacht werden.
(siehe Tabelle B.2)
Für die Zeit zwischen 9.00-10.00 Uhr wurde das schlechteste Ergebnis erzielt. So
kann die Nullhypothese des KS-Tests mit 26 % nicht abgelehnt werden. Dies be-
deutet, dass es wahrscheinlich ist, dass die Werte nicht der geschätzten Verteilung
folgen. In Abbildung 4.3 ist zudem gut zu erkennen, dass die Schätzung für die
Beobachtungen um 9.00-10.00 Uhr recht weit von den tatsächlichen Beobachtun-
gen abweicht. Der größte Abstand zwischen Empirie und Schätzung befindet sich
bei etwa 37 Sekunden und beträgt laut Testwert des Kolmogorov-Smirnov Tests
10 %. Für 17.00-18.00 Uhr hingegen liegen, geschätzte und empirische Verteilung
sehr dicht beieinander und der größte Abstand beträgt nur 5 %.






























Abbildung 4.3: empirische und geschätzte Dichteverteilung für die Richtung OS
Ein Grund für die sehr unterschiedlichen Signifikanzniveaus des KS-Tests kann
darin liegen, dass die Verkehrsstärke über den Tag sehr stark variiert somit ge-
rade zu den Spitzenstunden viel mehr und extremere Werte entstehen. Somit
entstehen breitere Radbereiche für die Verteilungen, welche mit einer GEV bes-
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ser geschätzt werden können als sehr schmale Randbereiche, wie in der linken
Grafik der Abbildung 4.3.
Richtung West-Ost
In Abbildung 4.2 ist gut zu erkennen, dass für die Richtung West-Ost der Ortspa-
rameter µ konsequent niedrigere Werte annimmt als für die Richtung Ost-Süd.
Die Werte für µ liegen zwischen 23.5 und 25 Sekunden und haben zudem eine
geringere Standardabweichung als das µ der Richtung Ost-Süd. Das bedeutet,
dass der Parameter nur geringen Schwankungen unterliegt. Dies ist auch an der
relativ gleichmäßigen Kurve aus Abbildung 4.2 zu sehen.
Der Median der geschätzten Kurven liegt folglich bei ca. 24 Sekunden. Viele Fahr-
zeuge müssen also etwa 24 Sekunden am Knotenpunkt warten, wenn sie von West
nach Ost unterwegs sind. Dies entspricht ungefähr etwas mehr als der Umlaufzeit
minus der Grünzeit dieser Abbiegebeziehung. Fahrzeuge müssen folglich oft eine
volle Sperrzeit abwarten, bevor sie weiterfahren können.
Auch der Größenparameter σ bleibt über den Tag hinweg beinahe konstant bei
zwischen 0.8 und 1.5 und verändert sich nur wenig. Hier ist die zugehörige Stan-
dardabweichung noch um einiges geringer, als für die Richtung Ost-Süd. Die Wer-
te von σ sind alle niedriger als für die anderen Richtungen, was bedeutet, dass
die Spitze der geschätzten Kurven flacher ist. Dies liegt sehr wahrscheinlich an
der langen Grünzeit für diese Richtung, die vielen Fahrzeugen das Durchfahren
ohne größere Zeitverluste erlaubt. Im Vergleich zu den anderen Richtungen müs-
sen weniger Fahrzeuge warten.
Der Formparameter γ nimmt positive Werte an, mit Ausnahme der Zeitabschnitte
ab 15.00 Uhr und 16.00 Uhr. Bis auf diese Ausnahmen können somit die restlichen
Verteilungen der Wartezeiten mit einer Frechét-Verteilung beschrieben werden.
Die Kurven sind folglich leicht rechtsschief ausgerichtet. In Tabelle B.6 ist jedoch
zu sehen, dass die γ-Werte nur in zwei von zehn Fällen auf dem 10 %-Niveau
signifikant sind. Für 11.00-12.00 Uhr und 14.00-15.00 Uhr ist der Testwert größer
als der kritische Wert. Für die anderen Schätzungen, besonders bei denen mit
p-Werten über 0.5, stellt sich die Frage, ob nicht eine Schätzung nach Typ Gum-
bel sinnvoller wäre um bessere Resultate zu erzielen. Der Kolmogorov-Smirnov
Test in Tabelle B.5 zeigt zudem, dass zwar für die Stunden ab 8.00, 9.00, 14.00,
15.00 Uhr Übereinstimmungen von über 90 % gemacht werden, aber für andere
Uhrzeiten die p-Werte unter 50 % sinken.
In Tabelle B.7 sind die Ergebnisse für die Parameter und den KS-Test zu sehen,
wenn die Verteilungen mit γ = 0, und somit als Gumbel-Verteilungen geschätzt
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werden. Der KS-Test zeigt, dass sich die Schätzungen mit diesem Ansatz ver-
schlechtern. Dies bedeutet, dass die nicht signifikanten Werte für γ die Schätzun-
gen dennoch verbessern und nicht weggelassen werden sollten.
Negative Werte für γ sind für die Schätzung von maximalen Wartezeiten un-
plausibel, da es sich bei der Wartezeit um durchweg positive Werte handelt. Die
Weibull-Verteilung ist jedoch nicht für den positiven Wertebereich definiert und
somit für maximale Wartezeiten nicht verwendbar. Dass dennoch negative Werte
für γ geschätzt wurden, kann an untypischen Dichteverteilungen für die Stunden
ab 16.00 und 17.00 Uhr liegen. So weist die Dichteverteilung der Wartezeit für
die Stunde von 16.00-17.00 Uhr gleich zwei Hochpunkte auf 24 und 27 Sekunden.
In der Zeit zwischen 17.00 Uhr und 18.00 Uhr weist die Dichte einen relativ fla-
chen Hochpunkt und eine leicht negative Wölbung auf. Diese Dichteverteilungen
entsprechen nicht den typischen Extremwertverteilungen und können daher an-
scheinend nur sehr schwer an eine GEV angepasst werden.
Eine Möglichkeit die entsprechenden Datensätze dennoch an eine GEV anzu-
passen, ist eine Schätzung nach Typ Gumbel, wodurch der Formparameter per
Definition den Wert 0 annimmt (Ergebnisse dazu in Tabelle B.7). Somit würde
die geschätzte Gumbel-Verteilung für die Zeit zwischen 15.00 und 16.00 Uhr ei-
ne Anpassungsgenauigkeit von 87 % erreichen. Für die Zeit von 16.00-17.00 Uhr
erreicht die Güte der Schätzung einen Wert von 41 %.
Richtung Nord-Süd
Für die Richtung Nord-Süd ist zunächst festzustellen, dass die Standardabwei-
chung für den Orts- und den Größenparameter höher ist, als bei den anderen
beiden Richtungen, d.h. die roten Linien weichen stärker von der schwarzen Linie
ab. Für den Formparameter fällt sie jedoch etwas geringer aus. Der Ortsparame-
ter variiert über den Tag hinweg sehr stark (von 21.5 bis 37.6 Sekunden). Das
heißt, dass Fahrzeuge, welche von Nord nach Süd unterwegs sind unterschiedlich
lange Wartezeiten zu erwarten haben.
Der Median der Wahrscheinlichkeitsverteilung steigt dabei im Verlauf des Tages
an und hat zwischen 16.00 Uhr und 17.00 Uhr seinen Spitzenwert erreicht. Dies
lässt sich mit dem erhöhten Verkehrsaufkommen in diesem Zeitraum erklären.
Die Dichtefunktionen liegen also später am Tag weiter rechts auf der x-Achse, als
früher am Tag. Der Größenparameter σ beinhaltet Werte zwischen 6.5 und 8.6
und variiert somit auch mehr als bei den anderen beiden Richtungen. Außerdem
liegen die Werte deutlich höher, was flachere und dafür breitere Verteilungen an-
zeigt.
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Der Formparameter γ ist für diese Richtungen beinahe durchweg negativ, außer
nachmittags im Zeitraum zwischen 15.00 und 18.00 Uhr. Dennoch beschreibt der
KS-Test die Schätzungen zwischen 7.00 Uhr und 10.00 Uhr sowie 15.00-16.00 Uhr
als besonders gut mit einer Anpassungsgenauigkeit von über 85 %.
Auch hier muss aber beachtet werden, dass Schätzungen mit negativen γ-Werten
nicht verwendbar sind. Dies bedeutet, dass für die Richtung NS nur für die Uhr-
zeiten zwischen 15.00 Uhr und 18.00 Uhr eine GEV angepasst werden konnte.
Dabei konnte für 15.00-16.00 Uhr mit 92 % Signifikanz des KS-Tests das beste
Ergebnis erzielt werden.
Möglich wäre hier ebenfalls eine Schätzung der restlichen sieben Stunden mit
Hilfe der Gumbel-Verteilung um negativen γ-Werten vorzubeugen. Bei diesem
Vorgehen wären jedoch schlechtere p-Werte für den KS-Test zu erwarten, denn
die Schätzmöglichkeiten einer Gumbel-Verteilung lassen sich viel unflexibler an
eine empirische Verteilung anpassen, da es einen Parameter weniger gibt. Außer-
dem ist das Problem der negativen Werte nicht in der GEV zu vermuten, sondern
in den empirischen Dichteverteilungen. Auch hier liegen gerade bei den Dichten
für die negative Formparameter geschätzt wurden, die Hochpunkte sehr flach und
oft ist auch eine negative Wölbung der Verteilung vorhanden, was eine Anpassug
an eine GEV schwierig macht.
Aus diesem Grund werden im Folgenden Datensätze, deren geschätzter Formpa-
rameter negativ ist, nicht in die Berechnung des VaR einbezogen.
4.1.3 Berechnung des Value at Risk (VaR)
Der Value at Risk lässt sich für jede geschätzte Dichteverteilung berechnen. Als
Beispiel zur Berechnung des VaR wurden wieder die schon erläuterten Schätzun-
gen für die Richtungen Ost-Süd, West-Ost und Nord-Süd gewählt.
So befinden sich in Tabelle 4.2 die entsprechenden Werte für den V aR0.99, d.h. für
das 99 %-Quantil der jeweiligen Verteilungen. Der VaR wurde jedoch nur für die
Verteilungen berechnet, welche nicht mit negativem Formparameter γ geschätzt
wurden.
Die Werte aus Tabelle 4.2 geben an, welche Wartezeit mit einer Wahrscheinlich-
keit von 99 % nicht überschritten wird. So warten zu den Stoßzeiten früh zwischen
7.00-8.00 Uhr und Nachmittag von 15.00-16.00 Uhr mit 99 % Wahrscheinlichkeit
die Fahrzeuge weniger als 67 bzw. 64 Sekunden in der Richtung Ost-Süd. Den
geringsten Wert für den V aR0.99 erreicht die Richtung OS am frühen Nachmittag
von 14.00-15.00 Uhr.
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Tabelle 4.2: Werte des V aR0.99 [s] für die Richtungen OS, WO und NS
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
Ost-Süd
V aR0.99 66.74 58.54 60.22 55.21 59.08 53.82 66.58 63.90 62.62 60.57
West-Ost
V aR0.99 29.82 30.81 27.80 29.01 31.01 28.83 - - 29.50 29.60
Nord-Süd
V aR0.99 - - - - - - 57.38 73.04 59.55 -
Für die Richtung WO hingegen liegt der V aR0.99 den ganzen Tag über zwischen
27.8 Sekunden und 31 Sekunden. Für die Zeit zwischen 15.00-17.00 Uhr wurde
kein V aR0.99 berechnet, da keine gute Verteilung geschätzt werden konnte. Es
lässt sich feststellen, dass der V aR0.99 für diese Richtung nur etwa halb so groß
ist, wie für die Richtung OS. Dies war war durch die unterschiedliche Lage der ge-
schätzten Verteilungen (Lage des Ortsparameters) schon zu vermuten. Außerdem
variiert der V aR0.99 für diese Richtung deutlich weniger, was sich ebenfalls mit
dem wenig schwankenden Ortsparameter begründen lässt. Alles in allem muss
nur 1 % der Fahrzeuge in der Hauptrichtung länger als 31 Sekunden warten.
Für die Richtung NS wurden nur drei V aR0.99 geschätzt. Hierbei beträgt der
V aR0.99 für die Stunden von 15.00-16.00 Uhr und 17.00-18.00 Uhr rund 57 bzw.
60 Sekunden. Dies entspricht in etwa der gleichen Größenordnung wie die Wer-
te des V aR0.99 für die Richtung OS. Der V aR0.99 für die offizielle Spitzenstunde
von 16.00-17.00 Uhr liegt jedoch mit 73 Sekunden weit darüber. Dies bedeutet
zwar, dass 99 % der Fahrzeuge Wartezeiten unter 73 Sekunden haben, aber im-
merhin 1 % der Fahrzeuge länger als 73 Sekunden warten müssen. Es lässt sich
daher schlussfolgern, dass Fahrzeuge, welche in der Nebenrichtung unterwegs sind,
deutlich gegenüber denen auf der Hauptrichtung WO benachteiligt sind. Gerade




Die zweite Simulationsreihe mit um 15 % höherer Verkehrsstärke ergab die Werte
für Minimum, Median, Mittelwert und Maximum, welche in Tabelle 4.3 aufgelis-
tet sind.
Zunächst ist zu bemerken, dass die Werte für die höhere Verkehrsstärke zwar
auch etwas höher ausfallen, aber im Großen und Ganzen die gleiche Charakteris-
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tik zeigen, wie die Werte der ersten Simulation (siehe Tabelle 4.1).
So gibt es die Hauptrichtungen OW und WO, welche nur eine relativ kleine
Spanne zwischen dem Minimum und dem Maximum der maximalen Wartezeit
aufweisen. Dies hängt auch hier damit zusammen, dass die Hauptichtungen über
die längste Grünzeit verfügen und somit die geringsten maximalen Wartezeiten
entstehen.
Außerdem ist die Straße für die Hauptrichtungen zweispurig ausgebaut (siehe
Abbildung 3.1), was eine hohe Verkehrsbelastung ohne sehr lange Wartezeiten
möglich macht.
Auch ist zu erkennen, dass für diese Richtungen der Median und der Mittelwert
sehr dicht beieinander liegen. Dies ist bei den geringen Extremwerten nicht wei-
ter verwunderlich, denn der Mittelwert würde durch den Einfluss von extremen
Ausreißern stärker vom Median abweichen. Selbiges gilt ebenfalls für die Rechts-
abbieger der Hauptrichtungen.
Tabelle 4.3: Minima, Median, Mittelwert und Maxima der Wartezeiten für die
einzelnen Richtungen aus der zweiten Simulationsreihe
Minimum [s] Median [s] Mittelwert [s] Maximum [s]
Haupt-
richtungen
ON 3.20 22.60 22.79 38.20
OS 33.50 38.60 41.03 77.90
OW 24.90 29.50 29.74 44.50
WO 22.50 25.45 25.51 36.30
WN 32.50 41.20 44.52 89.60
WS 10.50 22.30 22.20 31.10
Neben-
richtungen
NS 4.50 34.40 36.16 84.00
NW 25.60 38.10 43.81 99.90
SO 29.60 38.40 43.13 95.00
SN 8.30 33.30 34.19 93.50
SW 28.90 37.30 39.77 97.50
Die größten maximalen Wartezeiten weisen auch in dieser Simulationsreihe mit
über 90 Sekunden die Richtungen NW, SO, SN, SW auf. Diese Werte haben sich
durch die höhere Verkehrsstärke um jeweils mehr als 10 Sekunden erhöht. Bei
diesen Richtungen handelt es sich um die beiden Nebenrichtungen, wobei auch
hier die Geradeausfahrer (SN, NS) zum einen sehr geringe maximale Wartezeiten
aufweisen und zum anderen auch hohe Maximalwerte für maximale Wartezeiten.
Den größten Abstand zwischen Mittelwert und Median weisen hier die Richtun-
gen SO und NW (Rechtsabbieger der Nebenrichtungen) auf. Aber auch die Rich-
tungen OS, WN, NS und SW weisen zwischen Mittelwert und Median größere
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Differenzen auf. Dies lässt für ebenjene Richtungen Verteilungen mit deutlicher
Rechtsschiefe vermuten.
Der große Abstand zwischen Mittelwert und Median bedeutet, dass viele Ausrei-
ßer bzw. Extremwerte vorhanden sind, welche den Mittelwert vom Median ent-
fernen. Dies lässt für die zweite Simulationsreihe insgesamt dickere Randbereiche
vermuten, als für die erste Simulationsreihe.






























Abbildung 4.4: QQ-Plot und Dichte der Richtung OS zwischen 8.00 Uhr und 9.00
Uhr bei hohem Verkehrsaufkommen
Auch für den zweiten Simulationslauf ist ein Beispiel für einen Quantilsplot und
und eine Dichteverteilung in Abbildung 4.4 zu sehen. Als Beispiel wurde auch
diesmal wieder das Verhalten der Linksabbieger der Richtung OS zwischen 8.00
Uhr und 9.00 Uhr morgens abgebildet.
Es ist zu erkennen, dass die Wartezeiten an den Randbereichen von der 1-1 Linie
des Quantilsplots abweichen. Es ist daher sinnvoll, nicht eine Standardnormal-
verteilung, sondern eine Extremwertverteilung anzupassen.
Auch die Dichteverteilung der maximalen Wartezeiten zeigt an, dass es sich nicht
um eine Normalverteilung handeln kann. Besonders die rechte Seite der Vertei-
lung ist sehr dick und sinkt im Vergleich zur Normalverteilung nur sehr langsam
ab.
Im Vergleich zur Abbildung 4.1 der ersten Simulationsreihe sind die Enden dieser
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Verteilung tatsächlich um einiges dicker bzw. ausgeprägter.
4.2.2 Schätzung der Verteilung
Für die zweite Simulationsreihe wurden wieder die gleichen drei Richtungen für
die Schätzungen ausgewählt. Dies dient zum einen der besseren Vergleichbarkeit
der Ergebnisse zwischen der ersten und der zweiten Simulationsreihe. Zum an-
dern ist es auch für die zweite Simulationsreihe sinnvoll jeweils ein Beispiel für
die Hauptrichtung (WO) und Nebenrichtung (NS) zu analysieren und eine Ab-
biegerelation, in diesem Fall die Linksabbieger der Hauptrichtung, zu betrachten.
Somit wird aus jeder Phase des Signalprogramms ein Akteur betrachtet. Für die
Richtungen Ost-West, West-Ost und Nord-Süd wurden wieder jeweils 10 Vertei-
lungen (für jede simulierte Stunde eine) angepasst.
Die geschätzten Parameterwerte für die einzelnen Abbiegebeziehungen sind in
Abbildung 4.5 inklusive der ihrer Standardabweichung grafisch dargestellt. In
Zahlen befinden sich die Werte im Anhang B in den Tabellen B.11, B.13 und
B.15.
Zunächst lässt sich feststellen, dass die Ergebnisse grafisch gesehen recht ähnlich
zu den Ergebnissen aus Tabelle 4.2 sind. Die Parameterwerte befinden sich für die
einzelnen Richtungen oft in ähnlicher Höhe wie bei der ersten Simulationsreihe
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Abbildung 4.5: Verlauf der Parameterschätzung für die einzelnen Stunden der
Richtungen OS, WO und NS bei hohem Verkehrsaufkommen
Richtung Ost-Süd
Für die Richtung Ost-Süd ist zu erkennen, dass die Werte für den Ortsparameter
µ, wie in Abbildung 4.2 einen Tiefpunkt für die Stunde 11.00-12.00 Uhr aufweisen
und einen Hochpunkt für 16.00-17.00 Uhr. Insgesamt gibt es jedoch nur wenig
Varianz für µ. Wertmäßig liegt µ etwa eine Sekunde über den Werten aus der
ersten Simulation, was bedeutet, dass die Spitze der Verteilungen nach rechts
verschoben ist, im Vergleich zur ersten Simulation.
Der Größenparameter σ bewegt sich im Bereich zwischen 1.9 und 4.8 und ist so-
mit generell etwas höher als vorher (siehe Tabelle B.11). Das bedeutet, dass die
Verteilungen mit um 15 % gestiegener Verkehrsstärke eher niedriger und dafür
breiter ausfallen werden, was auch gut im Unterschied zwischen den Dichtever-
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teilungen der Abbildungen 4.1 und 4.4 zu sehen ist.
Der Formparameter γ bewegt sich in der gleichen Größenordnung wie in der ersten
Simulationsreihe und beinhaltet nur positive Werte, was auf Fréchet-Verteilungen
hinweist. Für die Zeiträume ab 9.00, 10.00, 14.00 und 15.00 Uhr weist der Kolmogorov-
Smirnov Test gute Schätzungen mit einem p-Wert von mindestens 87 % aus (siehe
Tabelle B.12).
Richtung West-Ost
Für die Richtung West-Ost ist auch hier für die Parameter µ und σ nur eine sehr
geringe Varianz über den Tag hinweg zu erkennen. Da dies eine Hauptrichtung
ist, kann über die lange Grünzeit erklärt werden, dass der Ortsparameter mit ca.
25 Sekunden viel niedriger ist als für die Abbiegerichtung OS mit ca. 38 Sekun-
den. Die Spitzen der Dichtefunktionen liegen somit weiter links.
Der Parameter σ wird auch hier im Schnitt etwas geringer geschätzt, als zuvor,
was auf dickere Randbereiche und flachere Hochpunkte der Dichtefunktionen hin-
weist. (Zahlenwerte siehe Tabelle B.13)
Der Formparameter γ weist jedoch für die zweite Simulationsreihe eine sehr hohe
Variabilität auf und liegt in über der Hälfte der Fälle im negativen Bereich. Für
die betrachteten Stunden ab 9.00, 10.00, 16.00 und 18.00 Uhr liegt γ im positiven
Bereich. Hierbei erweist sich jedoch nur die Schätzung für 16.00 Uhr laut dem
KS-Test als wirklich gute Schätzung. Der p-Wert beträgt dabei 90 % (siehe Ta-
belle B.14).
Mit negativen Werten für den Formparameter wird in dieser Simulationsreihe
genauso verfahren wie in der ersten Simulationsreihe. So ist davon auszugehen,
dass in den Zeiträumen mit negativen γ-Werten Dichteverteilungen mit relativen
flachen oder mehreren Hochpunkten entstanden sind, welche zum Teil auch nega-
tive Wölbungen aufweisen und daher nicht gut mit einer GEV modelliert werden
können. Auch die Schätzung einer GEV nach Gumbel würde hier nicht zu guten
Ergebnissen führen. Somit werden die geschätzten Verteilungen mit negativem γ
nicht weiterführend analysiert.
Richtung Nord-Süd
Für die Richtung Nord-Süd sind die geschätzten Werte für die einzelnen Para-
meter sehr inkonsistent. Wie schon bei den Ergebnissen für die erste Simulation
weisen µ und γ große Variabilität auf und auch der Größenparameter σ unterliegt
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diesmal großen Schwankungen über den Tag hinweg.
Der Formparameter γ ist, außer für den Zeitraum 7.00-9.00 Uhr, sehr dicht an
der Null. Dennoch ist sein Wert für die Hälfte der untersuchten Stunden nega-
tiv (für Stunden ab 7.00, 8.00, 9.00, 11.00, 16.00 Uhr, siehe Tabelle B.15). Dies
eliminiert gerade die Schätzungen, welche die extremsten Parameterwerte für µ
und σ aufweisen.
Die beste Schätzung konnte laut dem KS-Test für den Zeitraum von 17.00-18.00
Uhr, d.h. kurz nach der Spitzenstunde, erzielt werden. So erreichte diese Schät-
zung einen p-Wert von 92 %, wohingegen die anderen geschätzten Verteilungen
bei einem Signifikanzniveau zwischen 14 % und 69 % liegen (siehe Tabelle B.16).
4.2.3 Berechnung des Value at Risk (VaR)
Auch für die geschätzten Verteilungen der zweiten Simulationsreihe wurde das
99 %-Quantil, d.h. der V aR0.99 berechnet. In Tabelle 4.4 sind die Werte für alle
geschätzten Verteilungen gegeben.
Tabelle 4.4: Werte des V aR0.99 [s] für die Richtungen OS, WO und NS (2. Simu-
lationsreihe)
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
Ost-Süd
V aR0.99 66.35 60.01 55.52 56.60 56.80 66.21 61.71 63.32 71.07 50.85
West-Ost
V aR0.99 - - 27.91 30.91 - - - 33.53 - 29.42
Nord-Süd
V aR0.99 - - - 69.82 - 72.88 79.55 - 67.75 77.01
Für die Richtung OS liegen die Werte des V aR0.99 zwischen 50.9 und 71.1 Sekun-
den. Der höchste Wert tritt hierbei für die Schätzung des Zeitraums 17.00-18.00
Uhr auf. Das bedeutet, dass in diesem Zeitraum eine Wahrscheinlichkeit von 1 %
besteht, dass ein Fahrzeug in der Richtung länger als 71.1 Sekunden warten muss.
Für die Richtung WO sind nur vier Werte für den V aR0.99 verfügbar. Dabei wird
trotzdem ersichtlich, dass Werte etwa um die Hälfte geringer sind als für die
Richtung OS. Dies entspricht daher einem ähnlichen Ergebnis wie bei der ersten
Simulationsreihe. Selbes gilt auch für die V aR0.99-Werte für betrachtete Neben-
richtung NS. Hier weist der V aR0.99 die insgesamt höchsten Werte von bis zu 79.6
Sekunden auf. So müssen 99 % der Fahrzeuge nachmittags zwischen 17.00-18.00
Uhr weniger als etwa 68 Sekunden warten. Zwei Stunden früher jedoch muss 1 %
länger ca. 80 Sekunden warten.
Alles in allem weisen die Werte für den V aR0.99 für die Richtung OS hier die
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größte Variabilität auf. Dies bedeutet, dass für diese Richtung auch die Vertei-
lungen am unterschiedlichsten geschätzt wurden. Außerdem ist auch diesmal zu
erkennen, dass die Geradeausfahrer der Hauptrichtung deutlich gegenüber den
anderen Richtungen bevorzugt werden, was aus der langen Grünzeit resultiert.
Bei einem Vergleich der Werte aus der zweiten Simulationsreihe mit denen aus der
ersten wird ersichtlich, dass die Werte des V aR0.99 zwar nicht in jedem Fall größer
sind, aber in den meisten Fällen. Besonders für die Nebenrichtung NS liegen die
Werte deutlich höher. Folglich resultiert aus einer steigenden Verkehrsstärke auch
ein gestiegener VaR.
4.3 Vergleichende Analyse
Durch die Simulationen wird deutlich, dass durch eine steigende Verkehrsstär-
ke die Wartezeiten und insbesondere auch die maximalen Wartezeiten ansteigen.
Dies schlägt sich schon im deskriptiven Teil der Analyse in gestiegenen Werten
für Minima, Mittelwerte, Median und Maxima nieder.
Auch nach der Schätzung der Verteilungen wird deutlich, dass sich die Verteilun-
gen durch eine gestiegene Verkehrsstärke verändern. So steigen beispielsweise die
Werte für den Parameter µ gegenüber der ersten Simulationsreihe konsequent an.
Der Median der Dichteverteilungen liegt folglich weiter rechts als zuvor.
Die Vermutung, dass sich eine GEV bei höheren Verkehrsstärken besser anpassen
lässt, kann jedoch nicht bestätigt werden. Obwohl es mehr und extremere War-
tezeiten nach einer Erhöhung der Verkehrsstärke gibt, sind die Ergebnisse, nach
den Werten des KS-Tests zu urteilen, nicht besser. Außerdem wird bei keiner der
betrachteten Richtungen ein Trend dahingehend sichtbar, dass Zeiträume, welche
in der ersten Simulationsreihe gut geschätzt werden konnten, auch in der zweiten
Simulationsreihe gute Ergebnisse erzielen.
So ist die für den KS-Test gemessene maximale Distanz zwischen Empirie und
Schätzung für die Richtung OS in manchen Fällen geringer und in anderen höher
als zuvor (siehe Tabellen B.2 und B.12). Auch die zugehörigen Signifikanzniveaus
sind nicht generell höher oder niedriger als zuvor. Weiterhin weisen dadurch auch
genau jene Stunden, welche vorher gut geschätzt werden konnten, schlechtere Si-
gnifikanzwerte auf und umgekehrt.
Für die Richtung WO muss hinzugefügt werden, dass es nach der Erhöhung der
Verkehrsstärke nur noch für wenige Zeiträume gelang eine GEV anzupassen. Die
zugehörigen maximalen Wartezeiten sind folglich nicht nur gestiegen, sondern
haben auch z.B. einen leicht negativ gewölbten Kurvenverlauf angenommen, wo-
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durch deren Verteilung nicht mehr gut mit einer GEV geschätzt werden kann.
Im Gegensatz zur Richtung WO konnten nach dem zweiten Simulationslauf für
die Richtung NS zwei Zeiträume zusätzlich an eine GEV angepasst werden. Auch
hier waren es, wie bei der Richtung WO, zum Teil ganz andere Zeiträume, welche
gut bzw. schlecht geschätzt werden konnten.
Alles in allem konnten für 40 der 60 untersuchten Datensätze Ergebnisse mit
positivem Formparameter erzielt werden. Dies entspricht etwa 67 % der Daten-
sätze. Für 13 der vorgenommenen Schätzungen lag dabei die Güte der Schätzung
bei über 85 %. Somit weisen etwa 22 % der Schätzungen aller Datensätze eine
ausreichend gute Annäherung an die empirischen Verteilungen auf.
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5 Fazit und Ausblick
In dieser Arbeit wurde eine Schätzung maximaler Wartezeiten mittels Extrem-
wertverteilung vorgenommen. Dafür wurden Daten für individuelle Wartezeiten
mit Hilfe der Software PTV Vissim simuliert. Die Simulationen erfolgten auf
Grundlage empirischer Verkehrsstärken an einem realen Knotenpunkt. Ergänzend
wurden analoge Simulationen mit 15 % erhöhter Verkehrstärke durchgeführt.
In der deskriptiven Analyse konnte festgestellt werden, dass die Eigenschaften der
simulierten Daten den logischen Erwartungen entsprechen. Die simulierten War-
tezeiten für den gewählten Knotenpunkt sind im Durchschnitt recht kurz, weisen
jedoch je nach Richtung mehr oder weniger hohe Ausreißer auf. Somit eignen sich
die Daten prinzipiell zur Schätzung einer Extremwertverteilung.
Mit der Maximum-Likelihood Methode konnten etwa zwei Drittel der betrachte-
ten Datensätze an eine Fréchet-Verteilung angepasst werden. Bei einigen Daten-
sätzen gab es jedoch zum einen Schwierigkeiten bei der Schätzung der Parameter
sowie mit einer ausreichenden Güte der Schätzung. Insgesamt weisen nur etwa
22 % der Schätzungen aller Datensätze eine ausreichend gute Annäherung an die
empirischen Verteilungen auf. Die Tendenz der Ergebnisse ist unabhängig von der
erhöhten Verkehrsstärke. Somit ist ein Großteil der untersuchten Zeitabschnitte
durch eine Extremwertverteilung nur unzureichend beschreibbar. Für die erfolg-
reich geschätzten Verteilungen wurde anschließend der Value at Risk bestimmt.
Der geringe Erklärungsgehalt der geschätzten Verteilungen könnte darin begrün-
det liegen, dass die simulierten und betrachteten Wartezeiten zu gering sind und
nicht genügend Streuung aufweisen. Es ist daher gut möglich, dass sich Extrem-
wertverteilungen besser an Wartezeiten an Knotenpunkten mit deutlich höherem
Verkehrsaufkommen anpassen lassen. Weiterhin kann untersucht werden, ob bei
höherer Varianz der Verkehrsstärken an einem Knotenpunkt die Extremwerttheo-
rie bessere Anwendbarkeit findet.
Eine mögliche Ursache für die Schwierigkeit, manche Zeiträume gut zu schätzen,
könnte auch in der Auswahl der Maxima begründet liegen. So ist es beispielsweise
möglich, dass durch die Nutzung der Peak-over-Threshold Methode andere Maxi-
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ma ausgewählt würden, als bei der hier angewendeten Blockmaximum Methode.
Dies hätte eine andere Verteilung der Maximalwerte zur Folge und könnte somit
bessere Schätzungen zulassen.
Auf Basis der vorliegenden Arbeit können daher zwei Strategien für das weitere
Vorgehen empfohlen werden: Zum einen die Auswertung anderer Datensätze mit
höheren Verkehrsstärken oder höherer Varianz und zum anderen die Nutzung ei-
ner alternativen Auswahlmethode der Extremwerte aus den Datensätzen.
Auch wenn nicht alle Schätzungen signifikant sind, bietet die Methode eine gute
Möglichkeit das individuelle Risiko vorherzusagen lange Wartezeiten in Kauf neh-
men zu müssen. Diese Zusatzinformation könnte bei der Navigation, besonders
in Städten, von Vorteil sein. Bei der Auswahl einer optimalen Route ist somit
vorstellbar zwischen einer theoretisch schnellsten Route und einer Route mit ge-
ringerem „Staurisiko“ zu unterscheiden.
Hierfür wäre es zunächst nötig ein Verkehrssystem mit mehreren Knoten auf Ex-
tremwerte in den Wartezeiten zu untersuchen. Aus dem Ergebnis der Schätzungen
aller Knotenpunkte auf der gewählten Route ließe sich demnach das entsprechen-




Daten der manuellen Verkehrserhebung des Straßen- und Tiefbauamtes Dresden
vom Dienstag den 21.08.2012 für den Knoten Zellescher Weg / Ackermannstraße.
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Knopkt. Zellescher Weg/ Ackermannstr.
Zählstelle : K0552_12
Platz : 
Datum : Dienstag, 21.08.2012
24h-Wert
Schulferien1 Ackermannstr.
2 Zellescher Weg O
3 Paradiesstr.
4 Zellescher Weg WN
Alle Ergebnisse werden auf 10 gerundet
KFZ (SV)   - Mit Hochrechnungsfaktoren
KFZ=Pkw + Lkw + Lz + Bus + Krd + Son
SV=Lkw + Lz + Bus
Schuh & Co. GmbH
Goethestrasse 17, D-82110 Germering
Straßen- und Tiefbauamt Dresden
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Knopkt. Zellescher Weg/ Ackermannstr. Datum: Dienstag, 21.08.2012 Zählstelle: K0552_12
KFZ=Pkw + Lkw + Lz + Bus + Krd + Son
Schuh & Co. GmbH
Goethestrasse 17, D-82110 Germering
Straßen- und Tiefbauamt Dresden
Lohrmannstr. 11-17, 01237 Dresden
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Tabelle A.1: Fahrzeugzuflüsse am Zelleschen Weg am 21.08.2012 in der Zeit zwi-













Kfz/15min Kfz/h Kfz/15min Kfz/h Kfz/15min Kfz/h Kfz/15min Kfz/h
185 740 165 660 170 680 165 660
230 920 200 800 190 760 170 680
232 928 210 840 205 820 180 720
240 960 195 780 150 600 170 680
170 680 165 660 165 660 210 840
201 804 175 700 205 820 250 1000
190 760 180 720 255 1020 200 800
182 728 180 720 180 720 230 920
173 692 160 640 235 940 200 800
195 780 145 580 240 960 230 920
175 700 140 560 215 860 225 900
150 600 165 660 220 880 245 980
168 672 195 780 225 900 185 740
175 700 175 700 215 860 195 780
175 700 140 560 170 680 210 840
175 700 180 720 200 800 225 900
145 580 165 660 170 680 180 720
170 680 140 560 185 740 245 980
143 572 170 680 140 560 150 600




B.1 Ergebnisse Simulation 1
B.1.1 Richtung Ost-Süd
Tabelle B.1: Parameterwerte für die Richtung OS
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
µ 37.88 36.52 36.39 36.49 35.84 36.94 37.63 38.33 37.39 36.28
Std.Abw.* 0.28 0.26 0.23 0.25 0.13 0.27 0.34 0.39 0.27 0.20
σ 2.52 2.28 2.08 2.24 1.15 2.48 3.00 3.35 2.35 1.87
Std.Abw. 0.26 0.22 0.18 0.19 0.11 0.21 0.30 0.35 0.23 0.16
γ 0.45 0.32 0.24 0.18 0.37 0.20 0.38 0.39 0.33 0.22
Std.Abw. 0.09 0.09 0.06 0.06 0.07 0.07 0.08 0.10 0.08 0.06
*Standardabweichung
Tabelle B.2: Ergebnisse des Kolmogorov-Smirnov Tests für die Richtung OS
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
Testwert 0.06 0.06 0.10 0.08 0.08 0.10 0.07 0.07 0.05 0.08
p-Wert 0.91 0.89 0.26 0.47 0.56 0.31 0.71 0.74 0.98 0.47
Tabelle B.3: Ergebnisse des Likelihood-Ratio Tests für die Richtung OS
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
Testwert 40.58 20.83 26.06 10.27 64.55 10.45 27.48 18.70 25.09 25.22
krit. Wert 2.71 2.71 2.71 2.71 2.71 2.71 2.71 2.71 2.71 2.71
p-Wert 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
*getestet wurde für α = 0.1
**Nullhypothese ist abzulehnen, wenn Testwert > krit. Wert bzw. p-Wert < α
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B.1.2 Richtung West-Ost
Tabelle B.4: Parameterwerte für die Richtung WO
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
µ 24.32 24.20 23.64 24.00 23.55 23.75 25.00 24.90 24.44 24.42
Std.Abw.* 0.15 0.14 0.10 0.15 0.10 0.11 0.18 0.17 0.16 0.19
σ 1.25 1.21 0.87 1.26 0.88 0.94 1.55 1.50 1.34 1.50
Std.Abw. 0.11 0.10 0.08 0.11 0.08 0.09 0.13 0.13 0.13 0.15
γ 0.07 0.03 0.14 0.03 0.29 0.20 -0.03 -0.06 0.11 0.00
Std.Abw. 0.10 0.08 0.09 0.10 0.09 0.10 0.08 0.08 0.11 0.12
*Standardabweichung
Tabelle B.5: Ergebnisse des Kolmogorov-Smirnov Tests für die Richtung WO
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
Testwert 0.09 0.04 0.06 0.07 0.07 0.05 0.05 0.08 0.08 0.09
p-Wert 0.35 0.99 0.92 0.72 0.67 0.93 0.93 0.46 0.47 0.38
Tabelle B.6: Ergebnisse des Likelihood-Ratio Tests für die Richtung WO
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
Testwert 0.50 0.20 2.58 0.08 14.00 5.92 0.13 0.49 0.98 0.00
krit. Wert 2.71 2.71 2.71 2.71 2.71 2.71 2.71 2.71 2.71 2.71
p-Wert 0.48 0.65 0.11 0.77 0.00 0.01 0.72 0.48 0.32 0.99
*getestet wurde für α = 0.1
**Nullhypothese ist abzulehnen, wenn Testwert > krit. Wert bzw. p-Wert < α
Tabelle B.7: Ergebnisse bei Schätzung mit γ=0 für Parameter und KS-Test
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
loc 24.37 24.22 23.71 24.02 23.70 23.86 24.97 24.85 24.52 24.43
Std.Abw.* 0.14 0.13 0.10 0.14 0.11 0.11 0.16 0.15 0.15 0.16
scale 1.29 1.22 0.92 1.28 1.04 1.04 1.53 1.47 1.41 1.50
Std.Abw. 0.10 0.10 0.07 0.10 0.09 0.09 0.12 0.12 0.12 0.12
Kolmogorov-Smirnov Test
Testwert 0.10 0.04 0.07 0.07 0.14 0.10 0.06 0.09 0.10 0.09




Tabelle B.8: Parameterwerte für die Richtung NS
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
µ 21.50 23.62 25.62 27.93 26.02 31.37 34.58 37.59 32.84 33.55
Std.Abw.* 0.94 0.92 0.79 0.72 0.76 0.71 0.69 0.88 0.72 0.71
σ 8.61 8.63 7.35 6.66 7.13 6.47 5.99 7.85 6.56 6.53
Std.Abw. 0.72 0.66 0.60 0.47 0.51 0.50 0.51 0.65 0.51 0.47
γ -0.48 -0.43 -0.48 -0.05 -0.29 -0.01 0.04 0.05 0.02 -0.10
Std.Abw. 0.07 0.04 0.06 0.03 0.04 0.06 0.08 0.07 0.06 0.05
*Standardabweichung
Tabelle B.9: Ergebnisse des Kolmogorov-Smirnov Tests für die Richtung NS
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
Testwert 0.05 0.06 0.06 0.13 0.08 0.11 0.06 0.07 0.10 0.12
p-Wert 0.95 0.87 0.87 0.08 0.60 0.18 0.92 0.66 0.33 0.14
Tabelle B.10: Ergebnisse des Likelihood-Ratio Tests für die Richtung NS
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
Testwert 31.38 -1776.16 33.49 -1672.93 -2123.58 0.02 0.22 0.45 0.12 3.83
krit.
Wert
2.71 2.71 2.71 2.71 2.71 2.71 2.71 2.71 2.71 2.71
p-Wert 0.00 1.00 0.00 1.00 1.00 0.89 0.64 0.50 0.73 0.05
*getestet wurde für α = 0.1
**Nullhypothese ist abzulehnen, wenn Testwert > krit. Wert bzw. p-Wert < α
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B.2 Ergebnisse Simulation 2
B.2.1 Richtung Ost-Süd
Tabelle B.11: Parameterwerte für die Richtung OS
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
µ 39.09 37.46 37.07 37.12 36.35 37.88 38.27 40.61 38.46 36.71
Std.Abw.* 0.44 0.32 0.25 0.28 0.19 0.35 0.34 0.60 0.36 0.22
σ 3.69 2.77 2.21 2.46 1.69 3.17 2.93 4.79 3.23 1.98
Std.Abw. 0.40 0.30 0.23 0.23 0.16 0.32 0.32 0.52 0.32 0.18
γ 0.41 0.47 0.41 0.27 0.35 0.39 0.50 0.33 0.38 0.20
Std.Abw. 0.11 0.11 0.09 0.08 0.07 0.08 0.10 0.13 0.08 0.08
*Standardabweichung
Tabelle B.12: Ergebnisse des Kolmogorov-Smirnov Tests für die Richtung OS
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
Testwert 0.08 0.07 0.05 0.05 0.10 0.06 0.06 0.09 0.07 0.08
p-Wert 0.49 0.78 0.98 0.99 0.26 0.87 0.88 0.44 0.70 0.50
B.2.2 Richtung West-Ost
Tabelle B.13: Parameterwerte für die Richtung WO
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
µ 25.12 24.70 24.13 24.24 24.44 24.51 25.75 25.42 25.25 24.46
Std.Abw.* 0.14 0.16 0.16 0.13 0.16 0.16 0.18 0.19 0.17 0.15
σ 1.30 1.35 1.21 1.11 1.38 1.33 1.64 1.67 1.46 1.30
Std.Abw. 0.11 0.12 0.12 0.10 0.12 0.12 0.13 0.14 0.12 0.11
γ -0.34 -0.06 0.02 0.14 -0.06 -0.12 -0.21 0.06 -0.26 0.01
Std.Abw. 0.07 0.11 0.14 0.10 0.09 0.10 0.06 0.08 0.08 0.09
*Standardabweichung
Tabelle B.14: Ergebnisse des Kolmogorov-Smirnov Tests für die Richtung WO
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
Testwert 0.07 0.09 0.11 0.08 0.09 0.06 0.06 0.06 0.07 0.08
p-Wert 0.71 0.41 0.17 0.60 0.41 0.81 0.84 0.90 0.65 0.59
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B.2.3 Richtung Nord-Süd
Tabelle B.15: Parameterwerte für die Richtung NS
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
µ 25.05 25.87 27.74 30.91 28.18 33.56 36.46 42.38 37.15 36.91
Std.Abw.* 1.00 0.91 0.64 0.68 0.68 0.65 0.84 1.17 0.91 0.71
σ 9.12 8.51 5.81 6.20 6.26 5.98 7.34 10.42 7.84 6.30
Std.Abw. 0.83 0.61 0.43 0.47 0.46 0.47 0.67 0.83 0.68 0.55
γ -0.59 -0.35 -0.16 0.04 -0.13 0.06 0.18 -0.13 0.05 0.16
Std.Abw. 0.08 0.04 0.06 0.05 0.05 0.06 0.09 0.07 0.09 0.08
*Standardabweichung
Tabelle B.16: Ergebnisse des Kolmogorov-Smirnov Tests für die Richtung NS
7h 8h 9h 10h 11h 14h 15h 16h 17h 18h
Testwert 0.08 0.09 0.08 0.12 0.10 0.09 0.07 0.05 0.06 0.09
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