Optimum lifetime of a series (resp. parallel) system with general standby component(s) always depends on allocation strategy of standby component(s) into the system. Here, we discuss three different models of one or more standby components. In each model, we compare different series (resp. parallel) systems (which are formed through different allocation strategies of standby component(s)) with respect to the usual stochastic and the stochastic precedence orders.
Introduction
It is an eternal truth that every system must be collapsed after certain time. For this reason, reliability engineers show their keen interest to find out different ways by which reliability of the system could be increased. Allocation of standby (or redundant) component(s) into the system is an effective way to enhance the lifetime of the system. Then, the natural question is − how and where to allocate standby component(s) into the system so that system reliability will become optimum? In this note we have discussed three different models which suggest some possible answers of this question. Standby components are mostly of three types − hot (or active) standby, cold standby and warm standby. In hot standby, the original component and the redundant component work together under the same operational environment. In cold standby, the redundant component has zero failure rate when it is in inactive state. It starts to function under the usual environment (in which the system is running) only when the original component fails. On the other hand, warm standby describes an intermediate scenario. In warm standby, the redundant component undergoes two operational environments. Initially, it functions in a milder environment (in which a redundant component has less failure rate than its actual failure rate), there after it switches over to a usual environment after the original component fails. It might happen that the redundant component fails before switching over to the usual environment. Warm standby is sometimes called general standby because it contains both the hot standby and the cold standby as extreme cases. From now onwards, by warm standby we mean general standby. Both hot as well as cold standby allocation problems have been widely studied in the literature, for instance, see, Boland et al. [2] , She and Pecht [20] , Singh and Misra [22] , Romera et al. [19] , Li and Hu [11] , Brito et al. [4] , Li et al. [13] , Misra et al. ([15] , [16] , [17] ), and the references there in. Some significant works on general standby redundancy have also been developed by the researchers, namely, Cha et al. [6] , Yun and Cha [25] , Li et al. ([14] , [12] ), and Eryilmaz [7] .
For an absolutely continuous random variable X, let the probability density function be denoted by f X (·), the distribution function by F X (·), the hazard rate function by r X (·), and the reversed hazard rate function byr X (·). We writeF X (·) ≡ 1 − F X (·) to denote the survival (or reliability) function of the random variable X.
Among all, Cha et al. [6] , to the best of our knowledge, are the first to develop a new technique to handle the general standby redundancy based on the concept of accelerated life model (see, Nelson [18] ) and virtual age model (see, Kijima [10] , and Finkelstein ([8] , [9] )). Let X be a random variable representing the lifetime of a component, and Y be another random variable representing the lifetime of a general standby redundancy in a usual environment. Assume that X and Y are independent. Consider the system where Y is allocated to X. This system is called general standby system, and it is denoted by X ⊛ Y . Further, let Y * be the lifetime of the redundancy in the milder environment. It is obvious that the lifetime of the redundancy in the milder environment is stochastically larger than that in the usual environment. Thus, based on the idea used in the accelerated life model, it is reasonable to assume that F Y * (·) = F Y (γ(·)), where γ(·) satisfies: (i) 0 ≤ γ(t) ≤ t for all t ≥ 0, and (ii) γ(t) is increasing in t. Further, suppose that the redundant component works in the milder environment during the time (0, t] without failure, and it gets activated in the usual environment at time t. Then, according to the virtual age model, the redundant component should have virtual age ω(t), where ω(·) satisfies: (i) 0 ≤ ω(t) ≤ t for all t ≥ 0, and (ii) ω(t) is increasing in t. It is worth to mention here that ω(·) should depend on γ(·). To know more details about this, we refer the reader to see Cha et al. [6] , Yun et al. [25] , and Li et al. [12] . We call A γ,ω = {γ(·), ω(·)} as the model function associated with the system X ⊛Y . According to Li et al. [14] , the system X ⊛ Y can be represented as
where
is the residual lifetime at random time (see, Cai and Zheng [5] , and the references there in). By Theorem 1 of Cha et al. [6] , the reliability function is given bȳ
where δ(u) = u − ω(u) for all u ≥ 0. It is worth to mention here that the general standby system reduces to the cold standby system when γ(t) = ω(t) ≡ 0, and to the hot standby when γ(t) = ω(t) ≡ t. Let us discuss a standby system which is more generalized than what we have discussed above. Suppose, if possible, that we have some prior knowledge (which may be gained through experience or otherwise) about the original component that it will surely function at least for t 0 (≥ 0) units of time. In that case the redundant component should be activated in the milder environment at time t 0 . Then the earlier system coincides with this system, only when we take X t 0 in place of X where
Furthermore, most of the results (what we will discuss in the upcoming sections) also follow similarly for this system.
The reader may wonder about the fact − how to calculate γ(·) and ω(·) in a real situation! The γ(·) function determines the environment under which the redundant component works at the initial stage. Thus, it is up to the user to decide which (milder) environment he/she wants to put the redundant component in, and γ(·) will be fixed accordingly. On the other hand, there must be some kind of indicating device (which have to be attached with the system) which will tell the user the time point when the redundant component is being switched over to the usual environment from the milder environment. Consequently, ω(·) will be determined.
The stochastic orders are basically used to compare the lifetimes of two systems. In 
reversed hazard rate (rhr) order, denoted as
X ≤ rhr Y , if F Y (t) F X (t) is increasing in t ∈ (min(l X , l Y ), ∞), 4. usual stochastic (st) order, denoted as X ≤ st Y , ifF X (t) ≤F Y (t) for all t ∈ (−∞, ∞);
increasing concave (icv) order, denoted as
, for all increasing concave functions ξ(·).
Below we give the chain of implications among the above discussed stochastic orders.
Like stochastic orders, stochastic precedence order is also a very useful tool to compare the lifetimes of two systems. The detailed study of this order may be found in Singh and Misra [22] , and Boland et al. [3] . Usual stochastic order does not always imply stochastic precedence order. If the two random variables are dependent then there is no implication between usual stochastic order and stochastic precedence order. 
The paper is organized as follows. In Section 2, we discuss three different models, namely, Model I, Model II and Model III. The first two models are constructed based on the allocation strategy of single general standby component whereas the third model is based on two general standby components. In Section 3, we discuss series systems (which are produced through different allocation strategies of standby components) corresponding to Model I and Model II. We compare them with respect to the usual stochastic and the stochastic precedence orders. We show that the best strategy to get the optimal series system is the allocation of stochastically strongest standby to the stochastically weakest one. In Section 4, we compare parallel systems (corresponding to Model I, Model II and Model III) with respect to the usual stochastic order. We show that allocation of stochastically strongest standby to the stochastically strongest component is the best strategy in order to get the optimal parallel system.
Throughout the paper, increasing and decreasing properties are not used in strict sense. For any differentiable function k(·), we write k ′ (t) to denote the first derivative of k(t) with respect to t. The random variables considered in this paper are all nonnegative.
Construction of Models
In this section we discuss three models.
Model I: Let X 1 , X 2 , . . . , X n be the random variables representing the lifetimes of n components forming a series (resp. parallel) system, and Y be the random variable representing the lifetime of a general standby redundancy. Assume that X 1 , X 2 , . . . , X n and Y are independent. Suppose that we are interested to allocate Y to the component of the series (resp. parallel) system so that the optimal (in sense of reliability) series (resp. parallel) system will come out. Thus one can allocate Y to any one of X 1 , X 2 , . . . , X n . If we do that, then we have n consecutive series (resp. parallel) systems by allocating Y to X 1 , X 2 , . . . , X n , respectively. We define, for i = 1, 2, . . . , n,
where the operation X i ⊛ Y stands for general standby system as discussed in Section 1. Clearly, for each i = 1, 2, . . . , n, U s i (resp. U p i ) represents the lifetime of a series (resp. parallel) system with general standby redundancy allocated to the ith component.
Model II: Suppose that we have n general standby redundancies Y 1 , Y 2 , . . . , Y n in place of single redundancy Y (as considered in Model I). But, we could use exactly one of them due to some constraints. If we allocate Y i (in place of Y ) to X i in the same way as it is done in the above described model, then we have n series (resp. parallel) systems which are defined as, for i = 1, 2, . . . , n,
Model III: Let us now consider a model which is slightly different from the ones previously discussed. Consider a series (resp. parallel) system formed by n components X 1 , X 2 , . . . , X n . Suppose that we have two general standby redundancies Y 1 and Y 2 where X 1 , X 2 , . . . , X n , Y 1 and Y 2 are independent. Now, we are interested to allocate Y 1 and Y 2 with any two components of the system in such a way that system reliability becomes optimum. Without any loss of generality, let us allocate them with X 1 and X 2 , and this could be done in the following two ways: either X 1 with Y 2 and X 2 with Y 1 , or X 1 with Y 1 and X 2 with Y 2 . If we do that, then we have two series (resp. parallel) systems Q 
Many applications of the above three discussed models are found in reality. In case of hot standby and cold standby, many different researchers have studied the above three models; see, for example, Boland et al. [2] , Singh and Misra [22] , Valdés and Zequeira ( [23] , [24] ), Romera et al. [19] , Li and Hu [11] , Brito et al. [4] , Li et al. [13] , Misra et al. ([15] , [16] , [17] ) and the references there in.
For the sake of mathematical simplicity, we write H 1 = min{X 3 , X 4 , . . . , X n } and H 2 = max{X 3 , X 4 , . . . , X n }. Further, for i = 1, 2, . . . , n, we write δ i (u) = u − ω i (u) for all u ≥ 0.
Series System
Both for hot and cold standby systems, Valdés, J.E. and Zequeira ( [23] , [24] ), Misra et al. ([16] , [17] ) and many other researchers have shown that allocation of stochastically strongest standby to the stochastically weakest component is the best strategy to get the optimal series system. The following theorem shows that the same strategy also follows for general standby system.
Suppose that one of the following conditions holds:
Proof: We first prove the result under (i). Note that
where the equality follows from the fact that ω 1 (u) = ω 2 (u) for all u ≥ 0. This gives
Thus, on using (3.2) in (3.1) we have
or equivalently,
To prove the result under (ii) we proceed as follows. Consider the following two cases. Case I: Let Y 1 have log-concave (log-convex) survival function. Then, for 0 ≤ u ≤ t and
where the first inequality holds because Y 1 has log-concave (log-convex) survival function.
The second inequality follows from Y 2 ≤ hr Y 1 . Case II: Let Y 2 have log-concave (log-convex) survival function. Then, for 0 ≤ u ≤ t and
where the first inequality follows from Y 2 ≤ hr Y 1 , and the second inequality holds because Y 2 has log-concave (log-convex) survival function. Again,F Y 1 (u) ≥F Y 2 (u) and γ 1 (u) ≤ γ 2 (u) for all u ≥ 0. Thus, by (3.4) or (3.5) we have (3.2). Then we proceed exactly in the same way as it is done in (i), and we get ∆ 1 (t)
The following theorem is a natural extension of the above theorem.
(ii) 
. . , Y n have log-concave (log-convex) survival functions, and
The following corollary is an immediate consequence of the above theorem. Assume that X 1 ≤ hr X 2 ≤ hr · · · ≤ hr X n . Suppose that one of the following conditions holds:
(ii) Y has log-concave (log-convex) survival function, and
In the following theorem we show that the condition Y 2 ≤ hr Y 1 given in Theorem 3.1 can be replaced by Y 2 ≤ st Y 1 under some additional restriction on the model function. 
Proof: From (3.1) we have ✷ The following generalization of the above theorem is obvious.
Corollary 3.2 Let each of
As a consequence of the above theorem we have the following corollary. 
Remark 3.1 Let us discuss one such situation where γ(t) = ω(t) holds. Consider the system X ⊛ Y as discussed in Section 1. Assume that the lifetime of Y in a milder environment during the time [0, t] is same as that of Y in the usual environment during the time [0, ω(t)]. Then, for all
Nelson [18] , and Yun and Cha [25] ). ✷ As we know, there is no relation between the usual stochastic order and the stochastic precedence order for dependent systems. Thus, the natural question arises − whether the above result holds for the stochastic precedence order. The following theorem gives an affirmative answer of this question. Before stating the theorem we give two lemmas which will be used in proving the theorem. The first lemma is taken from Barlow and Proschan ([1], p. 120) . The proof of the second lemma follows from definition of the increasing concave order. Suppose that one of the following conditions holds:
Proof: We first prove the result under condition (i). Note that 8) where the inequality follows from the fact thatF
is nonnegative and decreasing in u ≥ 0, then, on using (3.9) in (3.8) we have, from Lemma 3.1, ∆ 2 ≥ 0. To prove the result under condition (ii), we proceed as follows. We consider following two cases. Case I: Y * 2 , X 1 , X 3 , . . . , X n have convex survival functions. Note that (3.7) can equivalently be written as
and
Since, increasing concave order is closed under minimum (see, Corollary 4.A.16 of Shaked and Shanthikumar [21] ), by
Again, by hypotheses,F H 1 (u)f X 1 (u) is nonnegative and decreasing in u ≥ 0. So, on using (3.11) in (3.10) we have, from Lemma 3.1, ℑ 1 ≥ 0. Further, by hypotheses,
is decreasing and convex. Then, by Lemma 3.2, we have ℑ 2 ≥ 0, because X 1 ≤ icv X 2 . Thus, ∆ 2 ≥ 0, and hence V Case II: Y * 1 , X 2 , X 3 , . . . , X n have convex survival functions. Now, (3.7) could be written as
Proceeding in the same way as in Case I, we get ℑ 3 ≥ 0 and ℑ 4 ≥ 0, and hence ∆ 2 ≥ 0. Thus, V 
Below we give an example which supports the above theorem.
Example 3.2 Let X i , i = 1, 2, . . . , n, be the independent component lives having reliabilitiesF X i (t) = e −λ i t , t > 0, λ i > 0, with λ 1 ≥ λ 2 , and Y j , j = 1, 2 be the independent lives of the redundancies having reliabilitiesF Y j (t) = e −µ j t , t > 0 with 0 < µ 1 ≤ µ 2 . Further, let X i 's and Y j 's be independent. Clearly, X 1 ≤ st X 2 . Assume that, for j = 1, 2, and for all u ≥ 0, γ j (u) = a j log(1 + u) and ω j (u) = b j log(1 + u), where 
Parallel System
In this section we discuss parallel system. We show that allocation of stochastically strongest standby to the stochastically strongest component is the best strategy for an optimal parallel system. Before going into details of the next theorem, we give the following lemma which may be obtained in Li et al. ([14] , proof of Theorem 2).
Lemma 4.1 Let δ(u) and ω(u) − γ(u) be increasing in u ≥ 0. Assume that X has logconcave survival function. Then, for any fixed t ≥ 0,F
The following theorem shows that under some sufficient conditions, V Proof:
which givesF
Let us consider the following two cases.
where the inequality follows from (4.1). Again, X 1 ≤ rhr X 2 implies that, for u ∈ [0, t], 
Now, Lemma 4.1 along with (4.4), gives that ∆ 3 (t) ≥ 0, and hence V 
Theorem 4.2 Let each of
The following corollary given in Li et al. [12] directly follows from Theorem 4.2. 
The following theorem may be compared with Theorem 4.1. Here we discuss the same result as in Theorem 4.1 under some weak condition.
Proof: From (4.2) we have 5) where the inequality follows from 
As a corollary to Theorem 4.4 we have the following result.
Corollary 4.2 Let each of
Whatever the results we have discussed so far, either they are associated with Model I or Model II. In the following theorem we give a result which is associated with Model III. Here, we discuss the systems of two standby components. For hot and cold standbys, these systems are widely studied by different researchers, namely, Boland et al. [2] , Singh and Misra [22] , Valdés and Zequeira [24] , Misra et al. ([15] , [16] , [17] ) and the references there in. Recently, Li et al. [12] have showed that Q 
(ii) X 1 ≥ lr X 2 and
Proof: Note that
Similarly,
Writing ∆ 4 (t) = Further, ∆ 4 (t) can equivalently be written as
and the last equality follows from (4.6). Since δ(u) is increasing in u ≥ 0, and Y 1 ≤ rhr (≥ rhr )Y 2 we have, for 0 ≤ t − δ(v) ≤ t − δ(u), 
Conclusions
In this note we have studied some allocation problems in connection with general standby system. We have discussed three different models of one or more standby components. In each model we compare different series (resp. parallel) systems which are generated through different allocation strategies of standby components. These comparisons are made with respect to the usual stochastic and the stochastic precedence orders. Since, hot and cold standby systems are the particular cases of general standby system, thus, our discussed results generalize the existing results (which are connected with the hot and cold standby systems) available in the literature. Such a study is meaningful because it might help the design engineers to decide the best allocation strategy in order to get the optimal system depending on the underlying situation.
