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Construction of Parseval wavelets from redundant filter
systems
L. W. Baggett, P. E. T. Jorgensen, K. D. Merrill, and J. A. Packer
Abstract. We consider wavelets in L2(Rd) which have generalized multires-
olutions. This means that the initial resolution subspace V0 in L2(Rd) is not
singly generated. As a result, the representation of the integer lattice Zd
restricted to V0 has a nontrivial multiplicity function. We show how the corre-
sponding analysis and synthesis for these wavelets can be understood in terms
of unitary-matrix-valued functions on a torus acting on a certain vector bun-
dle. Specifically, we show how the wavelet functions on Rd can be constructed
directly from the generalized wavelet filters.
1. Introduction
The theory of wavelets is concerned with the Hilbert space L2
(
Rd
)
. The prob-
lem is to find “good” orthonormal bases (ONB), where “good” makes reference to
several conflicting requirements:
(1) These bases must be constructed from a small number of model functions,
called wavelets, and two discrete operations, translation and scaling. In
this paper, we are concerned with translation by the standard integer
lattice Zd, and scaling by some prescribed integral matrix A which is
assumed expansive.
(2) In passing from function to expansion coefficients, referring to a wavelet
basis, and back again (this is called analysis/synthesis), the steps must be
algorithmic, ideally avoiding direct reference to integration over Rd.
(3) The wavelet functions should have compact support, and should have
some prescribed number of derivatives.
The algorithms that have been popular since the mid 1980’s are based on
what is called multiresolution analysis (MRA). This was pioneered by Daubechies
[D], Mallat [Ma] and Meyer [Me, Mey93], and the idea, while simple, has been
extremely powerful. The idea itself is much like that of the Gram-Schmidt algorithm
from Hilbert space, in that it is based on a scale of closed subspaces, resolutions Vn,
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and relative orthogonal complements, detail subspaces Wn. The scale of subspaces
Vn play the role of martingales from probability theory.
Daubechies’s book [D] stresses how the requirements (1)–(3) can be met with
the MRA approach, and all starting with a fixed cleverly chosen function ϕ in the
subspace V0 from the resolution. The function ϕ, the father function, is the solution
in L2 to a scaling, or refinement, equation; a solution which results from a cascade
approximation. The wavelet functions, mother functions, can then be constructed
from the subspace W0 which is the relative ortho-complement of V0 in V1. One
drawback of this approach is that if N = |detA|, then N − 1 wavelet generators
from W0 are needed. In the dyadic case, d = 1, N = 2, that makes one function,
but in general, N can be large. Now the spaces V0 and W0 are invariant under
translation by Zd, and there is a corresponding pair of multiplicity functions which
dictate a minimal choice of generators for V0 and W0.
In fact for the general case of L2
(
Rd
)
and a fixed scaling matrix A, it is possibly
to get W0 singly generated, i.e., to find a single generator ψ. In some cases ψ may
be taken to be the inverse Fourier transform of a subset E of Rd. Such subsets E
are called wavelet sets, see [DL98, DLS97, DLS98] and [BJMP1, BMM, BM].
But there are other choices of sets of generating functions ψ, with the number
of generators between 1 and N − 1. What emerges is that these constructions
force frequency localization, and the compact support in the x-variable is typically
lost, i.e., we must relax requirement (3). As it turns out, the kind of frequency
localization we obtain is well suited for effective sampling algorithms. A second
issue enters: The wavelet algorithm may lead to bases which only satisfy a certain
Parseval property (also called “normalized tight frame”). While we still have the
resolution structure Vn, the number of generators in V0 may increase, but they are
not directly part of the wavelet basis. This setup is referred to as a generalized
multiresolution analysis (GMRA); see [BJMP1, BMM, BM].
The GMRA theory was in fact introduced (in an operator-theoretic/operator-
algebraic framework) in a pioneering paper by Baggett, Carey, Moran, and Ohring
[BCMO]. By now there is a rich journal literature which reflects wavelet construc-
tions with some degree of multiplicity; see, e.g., [ACM, BL, DHRS, H, HLPS,
KL, Li, PSWX, P1, RS, S, W1, W2]. In addition our multiplicity analysis has
recently been used in papers by Dutkay and Jorgensen [DJ1, DJ2, DJ3, DJ4] in
the study of nonlinear dynamical models.
A recent and interesting paper of Papadakis [P2] offers a global and natural
approach to generalized multiresolution analyses (GMRAs) based on a geometric
frame construction which has the advantage of including all GMRA constructions
in L2(R). Some of the differences between the approach in [P2] and the present
one lie in our use here of operator algebraic tools deriving from the Cuntz algebras
[Cun] in operator theory. Further, our use of vector bundles in Section 4 offers a
rather explicit and concrete representation of the matrix functions which in turn
describe the filters for GMRA normalized tight frame wavelets, alias, for Parseval
wavelet frames.
Our paper and other recent papers on wavelet frames may be said to generalize a
celebrated theorem first proved by Lawton in this journal in the paper [L]. Lawton’s
pioneering result states that a trigonometric low-pass filter which satisfies a certain
conjugate-mirror filter condition must give rise to a wavelet frame. However, the
resulting wavelet frame may not be associated with a classical MRA. We generalize
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Lawton’s theorem in several directions to a much broader class of subband wavelet
filters. Our matrix-valued low-pass filters are still associated with GMRA wavelets.
These in turn are the most general types of multiresolution structures.
Finally, we emphasize that the use of wavelet filters derives historically from
signal processing in communications engineering, see e.g., [Jor03].
In the standard case of MRAs, it is well known how the subband filters from
signal processing allow us to construct the wavelet functions by an elegant algo-
rithm. The function ϕ is a solution to a certain refinement equation. The subband
filters may be thought of as functions on a torus T, frequency response functions.
But in the case of multiplicity and multiple generators, the corresponding functions
on T are matrix-valued, and the refinement equation is a matrix equation.
In this paper we show that the generalized setup admits solutions in L2
(
Rd
)
starting with this matrix/vector version of the refinement equation. Starting with
a matrix system of subband filter functions on a torus, we show that our corre-
sponding wavelet solutions are in L2
(
Rd
)
, and that they will be Parseval frames
for the Hilbert space L2
(
Rd
)
.
While this is a weakening of the stricter ONB in requirement (2), the Parseval
frame property still allows the same recursive analysis/synthesis algorithms popular
in the MRA case. The now classical method of Mallat and Meyer for constructing
an orthonormal wavelet in L2(R) (relative to translation by integers and dilation by
2 [Ma, Me]) proceeds as follows: Let h be a periodic function on R that satisfies
the “conjugate mirror filter condition” (the so-called Smith-Barnwell condition)
(1.1) |h(x)|2 + |h(x+ 1
2
)|2 = 2.
The function h is the conjugate mirror filter, referred to above, and in our context
is called a low-pass filter. Consider the infinite product
P (x) =
∞∏
j=1
1√
2
h(
x
2j
),
and suppose that there exists a nonzero L2 function φ whose Fourier transform
φ̂ coincides with P. Under not too strenuous assumptions on h, this does in fact
hold. For instance, if we take h to be smooth, and satisfying Cohen’s orthogonality
conditions and the low-pass condition |h(0)| = √2, the set of integer translates of
φ turn out to be orthonormal functions in L2, and in fact φ is a scaling function
for a multiresolution analysis {Vj}.
Given such a low-pass filter function h, there exists an associated periodic
function g, which also satisfies the filter equation 1.1, and such that h and g satisfy
the following orthogonality condition:
(1.2) h(x)g(x) + h(x+
1
2
)g(x+
1
2
) = 0.
Any such function g, called a high-pass filter, can be obtained from the low-pass fil-
ter function via the standard technique of constructing a unitary matrix whose first
row is given by ((h(x)/
√
2), (h(x + 1/2)/
√
2). Finally, the function ψ, defined by
ψ̂(x) =
1√
2
g(
x
2
)φ̂(
x
2
)
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is an orthonormal wavelet. That is, the collection {ψj,n} ≡ {
√
2
j
ψ(2jx−n)}, for j
and n in Z, forms an orthonormal basis for L2(R).
A famous example of A. Cohen ([Ch]) shows that eliminating the non-vanishing
condition can cause the Mallat-Meyer method to go wrong in an interesting but
not disastrous way. Cohen exhibited a low-pass filter function h, for which the
infinite product P exists, is the Fourier transform of a nonzero L2 function φ, but
for which the integer translates of φ are not orthonormal. Further, the translates
and dilates {ψj,n} of the corresponding function ψ, defined just as in the classical
method, is not an orthonormal basis. So, for this choice of filter h, the Mallat-Meyer
procedure fails to produce a scaling function, and the resulting function ψ is not an
orthonormal wavelet. Nevertheless, its translates and dilates do form what’s called
a Parseval frame. By definition, this means that for each f ∈ L2(R) we have
‖f‖2 =
∑
j
∑
n
|〈f | ψj,n〉|2.
In [L] and [BJ], the Mallat-Meyer phenomenon was generalized to incorporate
the Cohen example in the following way. Suppose h is a low-pass filter for dilation
by a positive integer N, i.e., satisfies the filter equation
N−1∑
l=0
|h(x+ l
N
)|2 = N
and the low-pass condition |h(0)| = √N, and suppose g1, . . . , gN−1 are corre-
sponding high-pass filters, i.e., are periodic functions for which the N functions
h, g1, . . . , gN−1 satisfy the following orthogonality conditions:
N−1∑
l=0
h(x+
l
N
)gi(x+
l
N
) = 0
for all 1 ≤ i ≤ N − 1, and
N−1∑
l=0
gi(x+
l
N
)gj(x+
l
N
) =
{
N i = j
0 i 6= j ,
for all i, j between 1 and N − 1. Again, these N − 1 high-pass filters can be con-
structed from the low-pass filter h by the matrix completion technique.
Let P be the infinite product
P =
∞∏
j=1
1√
N
h(
x
N j
).
Then, if the functions h, g1, . . . , gN−1 are Lipschitz continuous, it is shown in [BJ]
that there exists a nonzero L2 function φ whose Fourier transform coincides with
P, and the N − 1 functions {ψk}, defined by
ψ̂k(x) =
1√
N
gk(
x
N
)φ̂(
x
N
),
form a Parseval frame multiwavelet. That is, the collection
{ψj,n,k ≡
√
N
j
ψk(N
jx− n)},
j, n ∈ Z and 1 ≤ k ≤ N − 1, forms a Parseval frame for L2(R).
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Just as in the Cohen phenomenon in the Mallat-Meyer constructions, the inte-
ger translates of the function φ may or may not be orthonormal, even though their
closed linear span V0 does form the core subspace of a (generalized) multiresolu-
tion analysis. Also, the wavelets ψk may or may not have orthonormal translates
and dilates, and may or may not belong to the subspace V1 ⊖ V0 of this associated
GMRA.
The arguments in the proof of this result introduce some ideas from operator
theory, specifically in the form of the Ruelle operator and partial isometries that
satisfy relations similar to the Cuntz relations [Cun]. In the case of dilation by
2, W. Lawton [L] used a cascade algorithm in the time domain to independently
derive the same result (in the special case of trigonometric polynomials, i.e., the
case corresponding to a single compactly supported scaling function).
While the constructions of [BJ]and [L] start with filters associated with a
classical multiresolution analysis, they build a frame wavelet that may be obtained
from only a generalized multiresolution analysis. The purpose of the present paper
is to extend and clarify this kind of result to filters defined in higher dimensional
and non MRA contexts. That is, we suppose that A is an expansive, integral,
d × d matrix, and we investigate frame wavelets constructed from filter systems
associated to generalized multiresolution analyses in L2(Rd) relative to dilation by
A and translation by lattice points in Zd.
The theory of generalized conjugate mirror filters relative to a generalized mul-
tiresolution analysis was first developed in [C] and [BCM]. In Section 2 we briefly
review that subject, and in particular we recall the analogs to Equations 1.1 and
1.2, i.e., generalized filter and orthogonality equations. These generalized equa-
tions are considerably different from the original ones, because the right-hand side
now involves an integer-valued multiplicity function on the d-dimensional torus
Td ≡ [− 12 , 12 )d. In general, the low-pass filter becomes a square matrix H = [hi,j ] of
periodic functions, and the high-pass filter becomes a not necessarily square matrix
G = [gk,j ] of periodic functions. Because the filters in this generalized context are
matrices of periodic functions, we refer to them as redundant systems of filters.
By generalizing the arguments in [BJ], we are able here to build wavelets from
generalized filters more simply and with fewer restrictions than in [BCM]. In
Section 3, under smoothness and low-pass conditions analogous to those in [BJ],
we prove that the infinite matrix product
P =
∞∏
j=1
1√
| det(A)|H(A
t−j(x))
converges pointwise, and the first column Φ of P is the Fourier transform of a
set φ1, φ2, . . . of L
2 functions that together generate a generalized multiresolution
analysis. We then prove that the functions {ψk} given by
ψ̂k(x) =
1√
| det(A)|
∑
j
gk,j(A
t−1(x))φ̂j(At
−1
(x))
form a Parseval wavelet frame for L2(Rd).
In engineering, the various classes of multiresolution analyses are motivated by
filters from signal and image processing. While these are practical concerns, our
present aim is theoretical. In most of the engineering MRA-constructions, the mul-
tiplicity function is equal to 1 on the entire fundamental domain [−1/2, 1/2), so this
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only produces classical MRA quadrature-mirror filters. One must choose the mul-
tiplicity function to be mixed, i.e., equal to the characteristic function of delicately
selected configurations of subsets of [−1/2, 1/2), to get genuinely generalized filters,
i.e., GMRA filters. If the multiplicity function is not constant, the filters can never
all be continuous in the frequency domain, which can be a problem for engineers.
The reason that all the filters for a GMRA cannot be continuous is that they must
satisfy the filter equations 2.4 and 2.5, both of which involve non-continuous char-
acteristic functions for non-constant multiplicity functions. This particular feature
of our theory becomes evident in our example in Section 3, Example 3.6. Yet, this
example is surprising in two ways: Firstly, it is related to a non-classical MRA-
wavelet, the Journe´ wavelet. Secondly, we construct two low-pass filters which have
discontinuities in the frequency domain, but the resulting scaling functions are C∞
in the frequency domain! This prompts the following question: can the scaling func-
tions and wavelets associated to GMRA’s be constructed to have nice properties
in both the time and the frequency domains? From the viewpoint of engineering ,
this is an important question, and it is addressed in a sequel paper [BJMP2] in
much more detail. We have established this in the affirmative in [BJMP2], where
we construct a frame wavelet that is Cr in the time domain and C∞ in the fre-
quency domain. More importantly, it would be interesting to know whether or not
scaling functions and frame wavelets that have nice properties in both the time and
frequency domains can be constructed for every choice of a multiplicity function.
In [BJ] the set of functions h, g1, . . . , gN−1 is called an M-system. It is shown
in [BJ] that there is a group that acts freely and transitively on the set of M -
systems, thus suggesting a natural structure on these systems and therefore on the
corresponding frame wavelet systems. In Section 4 of this paper, we describe an
analogous action on the generalized filter systems we have introduced. This time,
it is a group bundle that acts freely and transitively.
2. Generalized filters
We collect here the relevant definitions concerning wavelets and multiresolution
analyses in L2(Rd), relative to translation by lattice points and dilation by an
expansive integer matrix A; i.e., a matrix each of whose eigenvalues has modulus
greater than 1.
Recall that a frame in L2(Rd) is a sequence {fn} for which there exist positive
numbers a and b such that
a‖f‖22 ≤
∑
n
|〈f | fn〉|2 ≤ b‖f‖22
for every f ∈ L2(Rd). It is called a Parseval frame or a normalized tight frame if
a = b = 1 in the inequalities above. That is, {fn} is a Parseval frame if ‖f‖22 =∑
n |〈f | fn〉|2 for every f ∈ L2(Rd).
For each z ∈ Zd, we write τz for the unitary translation operator on L2(Rd)
given by [τz(f)](t) = f(t + z). Fix an expansive, d × d, integer matrix A and let
B = At and N = | det(A)|. We write δ for the unitary dilation operator given by
[δ(f)](t) =
√
Nf(A(t)). For each element ω ∈ Td, there exist exactly N distinct
points ζ ∈ Td such that α(ζ) = ω, where α denotes the endomorphism on Td in-
duced by the action of B on Rd. We denote these points ζ in a Borel manner as
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ω0, ω1, . . . , ωN−1. Note also that, because A is an expansive matrix, the endomor-
phism α is ergodic.
Definition 2.1. A multiresolution analysis (MRA) in L2(Rd), relative to the
group {τz} of translation operators and the dilation operator δ, is a sequence
{Vj}∞−∞ of closed subspaces of L2(Rd) for which:
(1) Vj ⊆ Vj+1.
(2) Vj+1 = δ(Vj).
(3) ∪Vj is dense in L2(Rd), and ∩Vj = {0}.
(4) There exists an element φ ∈ V0 whose translates {τz(φ)} form an or-
thonormal basis for V0. Such an element φ is called a scaling function for
the multiresolution analysis.
A generalized multiresolution analysis (GMRA) is a sequence {Vj} of closed
subspaces of L2(Rd) that satisfies conditions (1), (2), and (3) above, but satisfies
the weaker fourth condition
4′. V0 is invariant under all the translation operators τz.
In both cases, the subspace V0 is called the core subspace of the GMRA.
The theory of GMRA’s is developed in [BCMO], [BMM], and [BM] (see
also [P1]). In particular, it is shown there that by Stone’s Theorem for unitary
representations of the group Zd, or more generally by spectral multiplicity theory for
a set of commuting unitary operators, the invariance under translation of the core
subspace V0 implies the existence of amultiplicity function m : T
d 7→ {0, 1, 2, · · ·∞}.
The multiplicity functionm counts the number of times each exponential function is
represented as a subrepresentation of translation by Zd on V0. We will assume in this
paper thatm is bounded, with maximum value c. We let Si = {ω ∈ Td : m(ω) ≥ i},
and recall from [BM] that there exist generalized scaling functions {φi}1≤i≤c such
that the collection {τz(φi)} for z ∈ Zd and 1 ≤ i ≤ c forms a Parseval frame for
V0, and such that
∑
z∈Zd |φ̂i(ω+z)|2 = χSi(ω). Note that these results translate to
the classical conditions in an MRA, which is the special case of a GMRA in which
the multiplicity function is identically 1.
If V0 is the core subspace of a generalized multiresolution analysis {Vj}, then
the subspace W0 = V1 ∩ V ⊥0 of a GMRA {Vj} also is invariant under all the trans-
lation operators τz . Hence, again by Stone’s theorem, there exists a complementary
multiplicity function m˜ : Td 7→ {0, 1, 2, · · ·∞} that characterizes the representation
of Zd on W0. As a direct result of the fact that V1 = V0 ⊕W0, the multiplicity
functions m and m˜ must satisfy the following consistency equation (see [BMM]):
(2.1) m(ω) + m˜(ω) =
N−1∑
l=0
m(ωl).
By the consistency equation, the assumption that m is bounded implies that m˜ is
bounded as well. We write c˜ for the maximum value of m˜, and S˜k for {ω ∈ Td :
m˜(ω) ≥ k}.
Generalized multiresolution analyses are useful because of their relationship to
wavelets. In particular, in [BMM] it is shown that every orthonormal multiwavelet
is associated to a GMRA with m˜ =the number of wavelets. We recall the relevant
definitions here:
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Definition 2.2. An orthonormal wavelet, or more generally an orthonormal
multiwavelet, in L2(Rd), relative to the group {τz} of translation operators and
the dilation operator δ, is a finite set ψ1, . . . , ψm of functions in L
2(Rd) for which
the collection {ψj,z,k} ≡ {δj(τz(ψk))} forms an orthonormal basis for L2(Rd). A
set of functions ψ1, . . . , ψm forms a frame multiwavelet if the collection {ψj,z,k}
forms a frame for L2(Rd), and the set is called a Parseval frame multiwavelet if the
collection {ψj,z,k} forms a Parseval frame for L2(Rd).
We now are ready to develop the definition of generalized filters. The classical
filter equation (Equation 1.1), which is the basis for the Mallat-Meyer construction
of scaling functions and wavelets, emerges naturally from the study of classical
multiresolution analyses. For, if φ is a function, for which the closure of the linear
span of the translates of φ is invariant under the dilation f(x)→ f(x/2), e.g., if φ
is a scaling function for an MRA, then it follows from elementary Fourier analysis
that φ̂ satisfies the following classical refinement equation:
(2.2)
√
2φ̂(2x) = h(x)φ̂(x),
where h is a periodic function that satisfies the filter equation 1.1. As described in
the introduction, the Mallat-Meyer construction [Ma],[Me] reverses this procedure,
by beginning with a sufficiently well behaved function h that satisfies filter equation
1.1, and producing a corresponding scaling function and multiresolution analysis
by iterating equation 2.2 to get an infinite product expression for φ̂.
In an analogous way, the theory of generalized filters emerges naturally from
the study of generalized multiresolution analyses (see [C] and [BCM]). Because
V−1 = δ−1(V0) is contained in V0, it follows that, for each i, there exists a sequence
{hi,j} of functions on the torus Td such that
(2.3)
√
Nφ̂i(B(x)) =
∑
j
hi,j(x)φ̂j(x).
As is shown in [BCM], these generalized filters satisfy the generalized filter equa-
tion:
(2.4)
∑
j
N−1∑
l=0
hi,j(ωl)hi′,j(ωl) = δi,i′NχSi(ω),
and also have hi,j supported on Sj . In analogy with the classical case, we make the
following definition.
Definition 2.3. A generalized low-pass filter relative to a GMRA with multi-
plicity functions m and m˜ is a matrix of functions H = [hi,j ] on T
d (or equivalently
Zd periodic functions on Rd), with hi,j supported on Sj (or the periodization of Sj),
that satisfy both the generalized filter equation (2.4) and the generalized low-pass
condition hi,j(0) = δi,1δj,1
√
N
Just as in the classical case, we can sometimes reverse the procedure of pro-
ducing filters from wavelets. In particular, generalized low-pass filters give rise
to generalized high-pass filters. The relevant result is contained in the following
theorem, again from [BCM].
Theorem 2.4. Let H = [hi,j ] be a generalized low-pass filter relative to a
GMRA with multiplicity functions m and m˜. Then there exists a matrix G = [gk,j ]
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of functions on Td satisfying
(2.5)
∑
j
N−1∑
l=0
gk,j(ωl)gk′,j(ωl) = δk,k′NχS˜k(ω),
and
(2.6)
∑
j
N−1∑
l=0
hi,j(ωl)gk,j(ωl) = 0
for all i and k. The matrix of functions G = [gk,j ] is called a generalized high-pass
filter
Under conditions which allow the production of generalized scaling functions
from generalized low-pass filters, these high-pass filters can be used to build frame
multiwavelets. Some narrow conditions that allow this are described in [BCM]. In
Section 3, we show that more general conditions allow the same construction.
There is one final property of a generalized low-pass and high-pass filter that
we will need in Section 3, which was not presented in [BCM].
Theorem 2.5. Let H and G be a generalized low-pass and high-pass filter
relative to multiplicity and complementary multiplicity functions m and m˜. Assume
that the maximum value of m is c and the maximum value of m˜ is c˜. Then
(2.7)
c∑
i=1
hi,j(ωl)hi,j′ (ωl′) +
c˜∑
k=1
gk,j(ωl)gk,j′ (ωl′) = δj,j′δl,l′NχSj (ωl).
Proof. For each ω ∈ Td, we define a matrix K(ω) having c + c˜ rows and
C × N columns as follows: We index the c × N columns of K(ω) by pairs (j, l),
where 1 ≤ j ≤ c and 0 ≤ l ≤ N − 1. Then the entry ki,(j,l)(ω) is defined to be
(1/
√
N)hi,j(ωl) if 1 ≤ i ≤ c, and ki,(j,l)(ω) = (1/
√
N)gi−c,j(ωl) if c < i ≤ c˜. We see
directly from Equation (2.4) that, for 1 ≤ i ≤ c, the ith row of the matrix K(ω)
contains a nonzero entry if and only if ω ∈ Si, i.e., if and only if i ≤ m(ω). And,
from Equation (2.5), for c < i ≤ c + c˜, the ith row of K(ω) contains a nonzero
entry if and only if ω ∈ S˜(i−c), i.e., if and only if i− c ≤ m˜(ω). Therefore, there are
exactly m(ω) + m˜(ω) nonzero rows in K(ω).
Next, we note that the column indexed by the pair (j, l) has a nonzero entry
only when some hi,j(ωl) or gi,j(ωl) is nonzero. That is, the (j, l)th column has a
nonzero entry only when ωl ∈ Sj, i.e., only when j ≤ m(ωl). So, the maximum
number of columns having a nonzero entry in them is equal to
∑N−1
l=0 m(ωl), which,
by the Consistency Equation (2.1), equals m(ω) + m˜(ω), and this is exactly the
number of rows of K(ω) that have a nonzero entry.
Therefore, the set of nonzero entries in the matrix K(ω) are contained in a
square submatrix L(ω) of size (m(ω) + m˜(ω))× (m(ω) + m˜(ω)).
Finally, from Equations (2.5),(2.4 and (2.6), we see that the rows of this square
matrix L(ω) are orthonormal. Hence, the columns of L(ω) are also orthonormal,
and this implies the orthogonality equations of the theorem. 
3. Construction of frame wavelets from generalized filters
We are now ready to use the generalized filters from Section 2 to extend the
construction procedure for frame wavelets described in [BJ]. Just as in the classical
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case, the first step of the construction is to take an infinite product of dilations of
the low-pass filters.
Proposition 3.1. Let H = [hi,j ] be a generalized low-pass filter as in defini-
tion 2.3 Assume that the components of H are Lipschitz continuous functions in a
neighborhood of 0.
(1) The infinite product
P =
∞∏
q=1
1√
N
H(B−q(x))
converges almost everywhere on Rd, and the entries Pi,j of P are square-
integrable functions on Rd, with Pi,j = 0 for j > 1.
(2) For 1 ≤ i ≤ c, let φi be the inverse Fourier transform of the function Pi,1.
Then the φ̂i’s are continuous at 0, satisfy φ̂i,1(0) = δi,1, and also satisfy
the following generalized refinement equation.
φ̂i(B(x)) =
1√
N
c∑
j=1
hi,j(x)φ̂j(x).
Proof. Throughout the proof, we will use the following result from linear
algebra. If C is a c × c matrix all of whose eigenvalues have modulus less than 1,
then
∑∞
k=0 ‖Ck(x)‖ converges, for every x ∈ Rc. This result follows by using the
Jordan canonical form for the matrix C to show that
∑ ‖Ck(x)‖ is dominated by
a convergent geometric series.
We prove the convergence of the infinite product first. If β is the Lipschitz
constant, note that by the low-pass condition we have ‖hi,j(x)‖ ≤ β‖x‖ for {i, j} 6=
{1, 1}, and ‖h1,1(x) −
√
N‖ ≤ β‖x‖, both for ‖x‖ sufficiently small. Write P k for
the partial product
∏k
q=1
1√
N
H(B−q(x)), where as before N = | det(A)|. We first
show by induction that for each fixed x, there is a bound K such that |P ki,j(x)| ≤ K
for all 1 ≤ i, j ≤ c, and k ≥ 1. To see this, write
|P ki,j(x)| =
c∑
l=1
P k−1i,l (x)
1√
N
hl,j(B
−k(x))
≤ |P k−1i,1 (x)| +
∣∣∣∣∣
c∑
l=2
P k−1i,l (x)
∣∣∣∣∣ β√N ‖B−k(x)‖,
for k sufficiently large (where in the first term we use the fact that the orthogonality
conditions give |hi,1| ≤
√
N). Using induction on k, and the linear algebra result
mentioned above, we get the bound we seek.
Now, using this bound, we see that for fixed x and for j ≥ 2, |P ki,j(x)| ≤∣∣∣∑cl=1 P k−1i,l (x)∣∣∣ β√N ‖B−k(x)‖ → 0 as k →∞. For the remaining case of j = 1, we
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have
∣∣P ki,1(x)− P k−1i,1 (x)∣∣
=
∣∣∣∣∣
c∑
l=1
P k−1i,l (x)
1√
N
hl,1(B
−kx) − P k−1i,1 (x)
∣∣∣∣∣
=
∣∣∣∣∣P k−1i,1 (x)
(
1√
N
h1,1(B
−kx) − 1
)
+
c∑
l=2
P k−1i,l (x)
(
1√
N
hl,1(B
−kx)
)∣∣∣∣∣
≤
∣∣∣∣∣
c∑
l=1
|P k−1i,l (x)|
β√
N
‖B−kx‖
∣∣∣∣∣
<
β√
N
cK‖B−kx‖.
We then see that {P ki,1(x)} is Cauchy and thus convergent, again by using the linear
algebra result mentioned at the beginning of the proof.
To complete the proof of (1), it remains to show that the limiting functions
Pi,1 are in L
2(Rd). To do this, we will first use induction to prove that
c∑
j=1
∫
Bk(Q)
|P ki,j(x)|2dx ≤ 1.
We note that because the hk,j are periodic modulo Z
d, the P ki,j are periodic modulo
Bk(Zd), and thus the domain of integration can be replaced by any set that is
congruent to Bk(Q) modulo Bk(Zd). To select the replacement set, we first choose
coset representatives ω1 = 0, ω2, · · · , ωN of Zd/B(Zd). Since
N⊔
n=1
(Q+ ωn) ≡ B(Q) modulo B(Zd),
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we can take as our domain of integration the set Bk−1(
⊔N
n=1(Q+ ωn)) Using this,
we have
c∑
j=1
∫
Bk(Q)
|P ki,j(x)|2dx
=
c∑
j=1
∫
Bk−1
⊔
N
n=1(Q+ωn)
(
c∑
l=1
P k−1i,l (x)
1√
N
hl,j(B
−kx)
)
×(
c∑
m=1
P k−1i,m (x)
1√
N
hm,j(B−lx)
)
dx
= Nk−1
∫
⊔
N
n=1(Q+ωn)
∑
j,l,m
P k−1i,l (B
k−1x)P k−1i,m (Bk−1x)
1√
N
hl,j(B
−1x)
1√
N
hm,j(B−1x)dx
= Nk−1
∫
Q
∑
l,m
P k−1i,l (B
k−1x)P k−1i,m (Bk−1x)
c∑
j=1
N∑
n=1
1√
N
hl,j(B
−1x−B−1ωn)
1√
N
hm,j(B−1x−B−1ωn)dx.
We note now that modulo Zd, the set {B−1ω1, B−1ω2, · · · , B−1ωN} parame-
terize the distinct N elements of Q = [− 12 , 12 )d that map to (0, 0, · · · , 0) under the
endomorphism α : Td → Td, where here we are identifying Td and [− 12 , 12 )d. Using
the orthogonality relations satisfied by the hl,j , the last equation simplifies to
Nk−1
∫
Q
c∑
l=1
P k−1i,l (B
k−1x)P k−1i,l (Bk−1x)χSl(x)dx ≤
c∑
l=1
∫
Bk−1(Q)
|P k−1i,l (x)|2dx
=
c∑
l=1
∫
Bk−1(Q)
|P k−1i,l (x)|2dx.
It follows that
c∑
j=1
∫
Bk(Q)
|P ki,j(x)|2dx ≤ 1
for all k ∈ N, and since ∪∞k=0Bk(Q) = Rd, by Fatou’s Lemma we have
c∑
j=1
∫
Rd
|Pi,j(x)|2dx ≤ 1.
In particular we get Pi,j ∈ L2(Rd), which completes the proof of part (1).
The refinement equation in part (2) is immediate. It also follows from the proof
above that the infinite product P converges uniformly on neighborhoods of 0, and
thus that the φ̂i’s are continuous at 0. Finally, φ̂i(0) = δi,1 is a consequence of the
low-pass condition. 
We will now use the results of Proposition 3.1 to build a frame wavelet. We
begin by generalizing the computational ideas in [BJ]. Define two Hilbert spaces H
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and H˜ byH =⊕cj=1 L2(Si) and H˜ =⊕c˜k=1 L2(S˜k); and two operators SH : H → H
and SG : H˜ → H by:
[SH(f)](ω) = H
t(ω)f(α(ω))
and
[SG(f˜)](ω) = G
t(ω)f˜(α(ω)),
where f ≡⊕ fj ∈ H, Ht and Gt denote the transposes of the matrix functions H
and G respectively, and as above α denotes the map on the torus Td induced by
the action of the transpose B of A acting on Rd. Note that fj(α(ω)) and f˜k(α(ω))
are necessarily only defined when α(ω) belongs to Sj for the first case and S˜k for
the second. We define these functions to be 0 outside of these domains. We record
here the formulas for the adjoints of the two operators:
(3.1) [S∗H(f)](ω) =
1
N
N−1∑
l=0
H(ωl)f(ωl),
and
[S∗G(f)](ω) =
1
N
N−1∑
l=0
G(ωl)f(ωl).
It will also be convenient to have explicit formulas for the powers of both SH and
S∗H :
[SnH(f)](ω) =
n−1∏
k=0
Ht(αk(ω))f(αn(ω),
and
(3.2) [S∗H
n(f)](ω) =
1
Nn
Nn−1∑
l=0
0∏
k=n−1
H(αk(ωl,n))f(ωl,n),
where the ωl,n’s are the N
n points ζ ∈ Td for which ω = αn(ζ).
We also include here an estimate involving these operators that we will need
later,
(3.3)
c∑
i=1
c∑
j=1
Nn−1∑
l=0
∣∣∣∣∣∣
[
n−1∏
k=0
Ht(αk(ωl,n))
]
i,j
∣∣∣∣∣∣
2
≤ cNn,
which we prove using induction. The case n = 1,
c∑
i=1
c∑
j=1
N−1∑
l=0
|hj,i(ωl)|2 ≤ cN,
follows from equation (2.4) together with the fact that
∑c
j=1 χSj (ω) = m(ω) ≤ c.
For the induction step, note that the ωl,n+1 can be labeled in such a way that
αn(ωsN+q,n+1) = ωq, so that ωsN+q,n+1 = (ωq)s,N . Thus, writing l = sN + q and
14 L. W. BAGGETT, P. E. T. JORGENSEN, K. D. MERRILL, AND J. A. PACKER
using the Cauchy-Schwarz inequality, we obtain:
c∑
i=1
c∑
j=1
Nn+1−1∑
l=0
∣∣∣∣∣∣
[
n∏
k=0
Ht(αk(ωl,n+1))
]
i,j
∣∣∣∣∣∣
2
=
c∑
i=1
c∑
j=1
Nn+1−1∑
l=0
∣∣∣∣∣∣
c∑
r=1
[
n−1∏
k=0
Ht(αk(ωl,n+1))
]
i,r
[
Ht(ωq)
]
r,j
∣∣∣∣∣∣
2
≤
c∑
i=1
c∑
j=1
Nn−1∑
s=0
N−1∑
q=0
 c∑
r=1
∣∣∣∣∣
n−1∏
k=0
hr,i(α
k(ωsN+q,n+1)
∣∣∣∣∣
2
( c∑
r′=1
|hj,r′(ωq)|2
)
≤ cNnN
Lemma 3.2. The operators SH and SG satisfy the following relations:
(1) S∗HSH = I, the identity operator on H.
(2) S∗GSG = I˜ , the identity operator on H˜.
(3) S∗HSG = 0 and S
∗
GSH = 0˜, the 0 operators on the appropriate Hilbert
spaces.
(4) SHS
∗
H + SGS
∗
G = I, the identity operator on H.
Proof. These are direct consequences of the orthogonality relations satisfied
by generalized filter systems relative to m and m˜. For example, to prove (1), for
f ∈ H, we write
S∗HSHf(ω) =
1
N
N−1∑
l=0
H(ωlSHf(ωl)
=
1
N
N−1∑
l=0
H(ωl)H
t(ωl)f(ω)
= f(ω),
where the last equality follows from 2.4. The other parts of the lemma follow
similarly from 2.5, 2.6, and 2.7 respectively. 
We note that both SH and SG are partial isometries, and that the relations in
the lemma are similar to the famous relations defining the Cuntz algebra O2. We
now use these operators to decompose the Hilbert space H in a convenient way.
Lemma 3.3. Let R0 denote the range of SG, and let Rn = S
n
H(R0). Then H =⊕∞
n=0Rn. Moreover, if z is any element in Z
d, and f˜k,z is the element of H˜ whose
kth component is the exponential function e2πi〈ω|z〉 and whose other components
are 0, then the collection {SnH(SG(f˜k,z))}, for k running from 1 to c˜ and each z
running through Zd, forms a Parseval frame for the subspace Rn. Consequently, the
collection {SnH(SG(f˜k,z))}, 1 ≤ k ≤ c˜, z ∈ Zd, and 0 ≤ n < ∞, forms a Parseval
frame for H.
Proof. That the subspaces {Rn} are orthogonal follows directly from the
relations in Lemma 3.2. That the elements {SnH(Sg(f˜k,z))} form a Parseval frame
for Rn follows from the fact that SH and SG are partial isometries, together with
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the fact that the elements {f˜k,z}, as k runs from 1 to c˜ and z runs over Zd, form a
Parseval frame for H˜.
Write R∞ for the orthogonal complement in H of the direct sum
⊕
Rn. We
must show that R∞ = {0}. Note that R∞ is invariant under both SH and S∗H , and
therefore that the restriction of both these operators to R∞ are unitary operators.
By way of contradiction, suppose that f0 is a unit vector in R∞. For each
natural number n, write fn = S
∗
H
n(f0). Note that fn+m = S
∗
H
m(fn). We make two
observations about fn. First of all, for almost all ω ∈ Td, we have
‖fn(ω)‖2 = ‖S∗Hn(f0(ω))‖2
=
1
N2n
c∑
i=1
∣∣∣∣∣∣
c∑
p=1
Nn−1∑
l=0
[
0∏
k=n−1
H(αk(ωl,n))
]
i,p
[f0]p(ωl,n)
∣∣∣∣∣∣
2
≤ 1
Nn
c∑
i=1
c∑
p=1
Nn−1∑
l=0
∣∣∣∣∣∣
[
0∏
k=n−1
H(αk(ωl,n))
]
i,p
∣∣∣∣∣∣
2
× 1
Nn
c∑
p′=1
Nn−1∑
l′=0
|[f0]p′(ωl′,n)|2
≤ c× 1
Nn
c∑
p′=1
Nn−1∑
l′=0
|[f0]p′(ωl′,n)|2,
where the last inequality follows from the transpose of equation 3.3. By the point-
wise ergodic theorem this then implies that
lim sup ‖fn(ω)‖2 ≤ c
∫ 1
0
‖f0(ω)‖2 dω = c.
Secondly, since SH is unitary on R∞, we have
1
Nn
Nn−1∑
l=0
‖f0(ωl,n)‖2 = 1
Nn
Nn−1∑
l=0
‖SnHS∗Hn(f0)(ωl,n)‖2
=
1
Nn
Nn−1∑
l=0
c∑
i=1
∣∣∣∣∣∣
c∑
p=1
[
n−1∏
k=0
Ht(αk(ωl,n))
]
i,p
[S∗H
n(f0)]p(ω)
∣∣∣∣∣∣
2
≤ 1
Nn
c∑
i=1
Nn−1∑
l=0
c∑
p=1
∣∣∣∣∣∣
[
n−1∏
k=0
Ht(αk(ωl,n))
]
i,p
∣∣∣∣∣∣
2
×
c∑
p′=1
|[fn]p′(ω)|2
≤ c‖fn(ω)‖2,
implying (again by the pointwise ergodic theorem) that
lim inf ‖fn(ω)‖2 ≥ 1
c
.
Consequently, by Egorov’s Theorem, for any ǫ > 0, there exists an M0 and a
set E ⊆ Td such that the measure of the complement of E is less than ǫ, and
1
c
− ǫ < ‖fn(ω)‖2 < c + ǫ for all ω ∈ E and all n ≥ M0,. Before we apply this
theorem, we will establish some other estimates needed in our choice of ǫ.
First, we pick an integer K0 ≥ 3 log2 c+ 9, so that we then have
(3.4)
√
N
K0+1
> 32c
3
2 .
(This follows since N = | detA| ≥ 2.)
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Next, we choose a δ > 0 so that
(3.5) δ <
1
4cK0+3
√
N
K0
,
and
(3.6)
√
N(1− δ)K0+1 − δcK0 >
√
N
2
.
Note the second condition is possible since the function on the left hand side ap-
proaches
√
N as δ goes to 0.
From the low-pass condition and the requirement of Lipschitz near 0, we know
that for any δ > 0 there exists a neighborhood U of 0 ∈ Td such that |hi,j(ω)| < δ
for all ω ∈ U and all pairs (i, j) 6= (1, 1), and |h1,1(ω)| >
√
N(1 − δ) for all ω ∈ U.
Let U be the neighborhood corresponding to our choice of δ satisfying (1) and (2)
above. By continuity of α, there further exists a neighborhood V ⊆ U such that
for every ω ∈ V we have αk(ω) ∈ U for all 0 ≤ k ≤ 2(K0+1). Hence, if P˜ (ω) is the
matrix given by P˜ (ω) =
∏5
k=0H
t(αk(ω)), then for (i, j) 6= (1, 1), 0 ≤ l ≤ K0 + 1
and ω ∈ V ,
|P˜i,j(αl(ω))| ≤ δ(c
√
N)K0 .
(There are cK0 summands, each having K0 factors, and in each, one factor is
bounded by δ, and the other factors (by 2.4) are bounded by
√
N.) For (i, j) = (1, 1),
we have
(
√
N(1− δ))K0+1 − δ(c
√
N)K0 ≤ |P˜1,1(αl(ω))| ≤
√
N
K0+1
+ δ(c
√
N)K0 .
(Again, there are cK0 summands, each having K0 + 1 factors. One of these sum-
mands is bounded below by (
√
N(1−δ))K0+1 and above by √NK0+1, and the other
(cK0 − 1 summands are bounded by δ√NK0 .)
Now choose an ǫ smaller than the measure of V, and also smaller than 1/(4c),
so that we are assured that the corresponding set E will satisfy λ(E ∩ V ) > 0. In
fact, we may even assume that the set of ω ∈ V for which αk(ω) ∈ E ∩ U for all
0 ≤ k ≤ 2(K0 + 1) has positive measure.
Fix an ω ∈ E ∩ V for which αk(ω) ∈ E ∩ U for 0 ≤ k ≤ 2(K0 + 1). If M0
is the natural number corresponding to this choice of ǫ as above, and n ≥ M0,
we have the following estimates on the components of fn(ω). First, for i 6= 1 and
0 ≤ l ≤ K0 + 1,
|fni(αl(ω))| = |[SK0+1H (fn+K0+1)]i(αl(ω))|
=
∣∣∣∣∣∣
c∑
j=1
P˜i,j(α
l(ω))[fn+K0+1]j(α
l+K0+1(ω))
∣∣∣∣∣∣
≤
c∑
j=1
∣∣∣P˜i,j(αl(ω))∣∣∣× ∣∣[fn+K0+1]j(αl+K0+1(ω))∣∣
≤ cδ(c
√
N)K0
√
c+ ǫ
≤ 2δcK0+2
√
N
K0
,
so that by condition (3.5) on δ,
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c∑
i=2
|[fn]i(αl(ω))|2 ≤ 4cδ2c2(K0+2)NK0 < 1
2c
.
Therefore, because ω ∈ E, for all n ≥ N0 we must have, for 0 ≤ l ≤ K0 + 1,
|[fn]1(αl(ω))|2 > 1
2c
− ǫ > 1
4c
.
On the other hand,
[fn]1(ω) =
c∑
j=1
P˜1,j(ω)[fn+K0+1]j(α
K0+1(ω))
= P˜1,1(ω)[fn+K0+1]1(α
K0+1(ω)) +
c∑
j=2
P˜1,j(ω)[fn+K0+1]j(α
K0+1(ω)),
implying that
|[fn+K0+1]1(αK0+1(ω))| ≤
|[fn]1(ω)|+
∑c
j=2
∣∣∣P˜1,j(ω)∣∣∣× ∣∣[fn+K0+1]j(αK0+1(ω))∣∣
|P˜1,1(ω)|
≤
√
c+ ǫ + cδ(c
√
N)K0
√
c+ ǫ
(
√
N(1− δ))K0+1 − δ(c√N)K0
≤ 4
√
c+ ǫ
√
N
K0+1
≤ 8
√
c
√
N
K0+1
≤ 1
4c
,
where in the third step we use conditions (3.5) and (3.6) to simplify the numerator
and denominator respectively, and in the final step, we use condition (3.4). Hence,
the point αK0+1(ω) satisfies
1
4c
≤ |[fn+K0+1]1(αK0+1(ω))|2 <
1
4c
,
which is a contradiction. 
We now state our main result.
Theorem 3.4. Let φi be defined from the infinite product of the low-pass filter
system H as in Proposition 3.1, and let G = [gk,j ] be the corresponding high-pass
filter system. Then, if we define a function ψk ∈ L2(Rd), for 1 ≤ k ≤ c˜, by
ψ̂k(x) =
1√
N
c∑
j=1
gk,j(B
−1(x))φ̂j(B−1(x)),
the collection {ψk} is a Parseval frame wavelet for L2(Rd) relative to dilation by A
and translation by lattice points z ∈ Zd. Further, if V0 is the closed linear span of
the translates of the φi’s by lattice elements z ∈ Zd, then {Vj} ≡ {δj(V0)}j∈Z is a
generalized multiresolution analysis for L2(Rd).
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Proof. We prove first that the {ψk} form a frame wavelet. For convenience
in what follows, we introduce the following notation. For each 1 ≤ k ≤ c˜ and each
z ∈ Zd, write γk,z for the element SG(f˜k,z) of R0 ⊆ H, where as in the previous
lemma, f˜k,z is the element of H˜ whose kth component is the exponential function
e2πi〈ω|z〉 and whose other components are 0. Note that γk,z =
⊕c
j=1 γ
k,z
j , where
γk,zj (ω) = gk,j(ω)e
2πi〈α(ω)|z〉.
It then follows from Lemma 3.3 that for each F ∈ H we have
‖F‖2 =
∞∑
n=0
c˜∑
k=1
∑
z∈Zd
|〈F | SnH(γk,z)〉|2.
For each integer n, each 1 ≤ k ≤ c˜, and each z ∈ Zd, define the function ψn,k,z
by
ψn,k,z(t) =
√
N
n
ψk(A
n(t) + z),
and note that the Fourier transform of ψn,k,z is given by
ψ̂n,k,z(x) = N
−n−1
2 e2πi〈B
−n(x)|z〉
c∑
j=1
gk,j(B
−n−1(x))φ̂j(B−n−1(x)).
We wish to prove that the collection {ψn,k,z} is a Parseval frame for L2(Rd).
Now, let f be an element of L2(Rd) whose Fourier transform f̂ has compact
support. For a fixed integer J ≥ 0, we have
J∑
n=−∞
c˜∑
k=1
∑
z∈Zd
|〈f | ψn,k,z〉|2
=
J∑
n=−∞
c˜∑
k=1
∑
z∈Zd
|〈f̂ | ψ̂n,k,z〉|2
=
J∑
n=−∞
c˜∑
k=1
∑
z∈Zd
∣∣∣∣∣∣
∫
Rd
f̂(x)N
−n−1
2
c∑
j=1
e2πi〈B−n(x)|z〉gk,j(B−n−1(x))φ̂j(B−n−1(x)) dx
∣∣∣∣∣∣
2
=
J∑
n=−∞
c˜∑
k=1
∑
z∈Zd
N−n+2J+1
∣∣∣∣∫
Rd
f̂(BJ+1(x))e2πi〈B−n+J+1(x)|z〉 ×
c∑
j=1
gk,j(B−n+J (x))φ̂j(B−n+J (x)) dx
∣∣∣∣∣∣
2
=
∞∑
n=0
c˜∑
k=1
∑
z∈Zd
Nn+1+J
∣∣∣∣∣∣
∫
Rd
f̂(BJ+1(x))e2πi〈Bn+1(x)|z〉
c∑
j=1
gk,j(Bn(x))φ̂j(Bn(x)) dx
∣∣∣∣∣∣
2
=
∞∑
n=0
c˜∑
k=1
∑
z∈Zd
N1+J
∣∣∣∣∣∣
∫
Rd
f̂(BJ+1(x)e2πi〈Bn+1(x)|z〉
c∑
j=1
gk,j(Bn(x)) ×
[
0∏
p=n−1
H(Bp(x)Φ(x)
]
j
dx
∣∣∣∣∣∣
2
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=
∞∑
n=0
c˜∑
k=1
∑
z∈Zd
N1+J |
∫
Td
c∑
j=1
∑
ζ∈Zd
f̂(BJ+1(x+ ζ))φ̂j(x+ ζ)
n−1∏
p=0
Ht(Bp(x)γk,z(Bn(x)) dx|2
=
∞∑
n=0
c˜∑
k=1
∑
z∈Zd
|〈F J | SnH(γk,z)〉H|2
= ‖F J‖2H,
where F J =
⊕
F Jj is the element of H given by
F Jj(ω) =
√
N
1+J ∑
ζ∈Zd
f̂(B1+J (x+ ζ))φ̂j(x + ζ).
Hence,
J∑
n=−∞
c˜∑
k=1
∑
z∈Zd
|〈f | ψn,k,z〉|2
=
c∑
j=1
∫
Td
|F Jj(ω)|2 dω
=
c∑
j=1
∫
B1+J (Td)
|
∑
ζ∈Zd
f̂(x+B1+J(ζ))φ̂j(B
−1−J (x) + ζ)|2 dx
=
c∑
j=1
∫
Rd
χB1+J (Td)(x)
∣∣∣∣∣∣
∑
ζ∈Zd
f̂(x+B1+J (ζ))φj(B
−1−J(x) + ζ)
∣∣∣∣∣∣
2
dx.
Now, because f̂ has compact support, and the matrix B is expansive, there exists
a J ′ such that the support of f̂ is contained in B1+J
′
(Q). There must also exist, by
the compactness of B1+J
′
(Q), a J0 such that B
1+J(Q) contains B1+J
′
(Q) for all
J ≥ J0. Now, for J ≥ J0, the product χB1+J (Q)(x)f̂ (x +B1+J (ζ)) is nonzero only
if x = B1+J (y) for some y ∈ Q, and also x + B1+J(ζ) = B1+J (y + ζ) ∈ B1+J(Q).
Consequently, for any J > J0, and any ζ 6= 0, we must have χB1+J (Q)(x)f̂(x +
B1+J(ζ)) = 0 for all x 6= 0 Hence, for J > J0 we have
J∑
n=−∞
c˜∑
k=1
∑
z∈Zd
|〈f | ψn,k,z〉|2 =
c∑
j=1
∫
Rd
|f̂(x)|2|φ̂j(B−1−J (x))|2 dx,
so that, by the Dominated Convergence Theorem, we obtain
∞∑
n=−∞
c˜∑
k=1
∑
z∈Zd
|〈f | ψn,k,z〉|2 =
∫
Rd
|f̂(x)|2
c∑
j=1
|φ̂j(0)|2 dx
= ‖f‖2.
This demonstrates the Parseval frame property for elements f whose Fourier trans-
forms have compact support. For general f ∈ L2(Rd), the Parseval equality follows
from the density of these functions.
It remains to show that {Vj} form a GMRA. Properties (2) and (4′) of Definition
2.1 are direct consequences of the definition of the Vj , and property (1) follows
immediately from Proposition 3.1 (2). The density required in Property (3) is a
consequence of the fact that the {ψn,k,z} form a Parseval frame for L2(Rd).
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To finish the proof, we now show that ∩Vj = {0}. Write {φ′i} for a sequence
of elements whose translates form a Parseval frame for V0 (such a sequence must
exist since V0 is closed under translation), and Pj for the orthogonal projection
operator onto the subspace Vj . To prove that ∩Vj = {0}, it will suffice to show
that limj→∞ ‖P−j(f)‖ = 0 for each f ∈ L2(Rd). By a standard approximation
argument, it will suffice to show this holds on a dense subset of L2(Rd). Thus, let
f be a Schwartz function for which f̂ vanishes in some neighborhood Nf of 0, and
write Cf for the (finite) number
∑
k |f ∗ f∗(k)|. Such f ’s are dense in L2(Rd). The
Poisson Summation Formula holds for such an f, and we will use it in the following
form:
1
N j
∑
l
|f̂(B−j(ξ + l))|2 =
∑
k
f ∗ f∗(Aj(k))e−2πi〈k|ξ〉.
Now, for each ξ ∈ Td, let lj(ξ) be the largest number for which B−j(ξ + l) ∈ Nf
for all ‖l‖ < lj(ξ). Because A (and thus B = At) is expansive, we must have that
lj(ξ) tends to infinity for almost every ξ. Finally, we use the fact that the function
m(ω) =
∑
i
χSi(ω) =
∑
i
∑
l
|φ̂′i(ω + l)|2
is integrable on the cube. Hence, we have
‖P−j(f)‖2 = N j
∑
i
∑
z
∣∣∣∣∫
Rd
φ̂′i(B
j(ξ))f̂ (ξ)e−2πi〈B
j(ξ)|z〉 dξ
∣∣∣∣2
=
1
N j
∑
i
∑
z
∣∣∣∣∫
Rd
φ̂′i(ξ)f̂ (B
−j(ξ))e−2πi〈z|ξ〉 dξ
∣∣∣∣2
=
1
N j
∑
i
∫
Td
∣∣∣∣∣∑
l
φ̂′i(ξ + l)f̂(B
−j(ξ + l))
∣∣∣∣∣
2
dξ
=
1
N j
∑
i
∫
Td
∣∣∣∣∣∣
∑
‖l‖≥lj(ξ)
φ̂′i(ξ + l)f̂(B
−j(ξ + l))
∣∣∣∣∣∣
2
dξ
≤ 1
N j
∑
i
∫
Td
∑
|l|≥lj(ξ)
|φ̂′i(ξ + l)|2
∑
|l|≥lj(ξ)
|f̂(B−j(ξ + l))|2 dξ
=
∫
Td
∑
i
∑
|l|≥lj(ξ)
|φ̂′i(ξ + l)|2
[ 1
N j
∑
l
|f̂(B−j(ξ + l))|2
]
dξ
=
∫
Td
∑
i
∑
|l|≥lj(ξ)
|φ̂′i(ξ + l)|2
[∑
k
f ∗ f∗(Aj(k))e−2πi〈k|ξ〉
]
dξ
≤
∫
Td
∑
i
∑
|l|≥lj(ξ)
|φ̂′i(ξ + l)|2
[∑
k
|f ∗ f∗(Aj(k))|
]
dξ
≤ Cf
∫
Td
∑
i
∑
|l|≥lj(ξ)
|φ̂′i(ξ + l)|2 dξ,
which approaches 0 as j goes to infinity by the Dominated Convergence Theorem,
the integrand here being bounded by m. 
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Theorem 3.4 shows that the functions ψk are in the set V1, so that the Parseval
frame wavelet {ψk} that we have constructed is obtained from the GMRA {Vj},
in the sense defined by Zalik [Zl]. It is an open question whether the wavelet is
associated with the GMRA {Vj} in the sense that Vj is the closure of the span of
{δl(τz(ψk))}l<j (see e.g. [Bw]). Moreover, the multiplicity function of the GMRA
produced by the theorem may not coincide with the multiplicity function used in
the construction of the filters, as the first of the examples below (Example 3.5)
shows.
Example 3.5. Let d = 1, A = 2, and the multiplicity functions m and m˜ both
be identically 1, so that we start in the classical setting. For our filters, we take
h =
√
2
[
χ− 18 , 18 ) + χ±[ 14 , 38 )
]
,
and
g =
√
2
[
χ± 18 , 14 ) + χ±[ 38 , 12 )
]
.
Note that h and g satisfy the definitions of generalized low- and high-pass filters,
and are Lipschitz in a neighborhood of 0. The infinite product P =
∏∞
j=1
1√
2
h( x2j )
equals χ[− 14 , 14 ). The integer translates of the function φ whose Fourier transform is
this infinite product P, are not orthonormal, and do not determine the core sub-
space of any classical multiresolution analysis. On the other hand, as predicted
by Theorem 3.4, the standard construction in this case does produce a generalized
multiresolution analysis {Vj}, with multiplicity function m = χ[− 14 , 14 ). As guaran-
teed by Theorem 3.4, the construction also produces a Parseval frame wavelet ψ,
here given by
ψ̂(x) = χ[− 12 ,− 14 ) + χ[ 14 , 12 ).
In this case the function φ is easily constructed out of negative dilates of ψ, so the
wavelet is necessarily associated with as well as obtained by the GMRA.
We end this section with an another example for dilation by 2 in L2(R).
This one begins with filters for the multiplicity function of the well-known Journe´
wavelet, whose Fourier transform is the characteristic function of the set
[−16
7
,−2) ∪ [−1
2
,−2
7
) ∪ [ 2
7
,
1
2
] ∪ [2, 16
7
).
We use Theorem 3.4 to build a Parseval wavelet with a C∞ Fourier transform that
is associated with the Journe´ multiplicity function.
Example 3.6. The Journe´ multiplicity function m takes on the values 0, 1,
and 2, with S1 = [− 12 ,− 37 )∪ [− 27 , 27 )∪ [ 37 , 12 ) and S2 = [− 17 , 17 ). The complementary
multiplicity function m˜(x) ≡ 1, since the Journe´ wavelet is a single orthonormal
wavelet.
To build the filters, we let p0 be a C
∞ classical (MRA) low-pass filter for
dilation by 2 (ı.e., that satisfies the classical filter equation 1.1), that in addition
satisfies p0(x) = 0 for x ∈ ±(17 − ǫ, 314 + ǫ)∪ (37 − ǫ, 47 + ǫ). Note that by 1.1, we then
have p0(x) =
√
2 for x ∈ ±(27 − ǫ, 514 + ǫ)∪ (− 114 − ǫ, 114 + ǫ). Let p1 be the standard
choice of C∞ high-pass filter associated to p0, given by p1(x) = e2πixp0(x+ 12 ).
Then it is easily checked that the following functions satisfy 2.4, 2.5 and 2.6, and
thus are generalized low- and high-pass filters by our definitions in Section 2.
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h1,1(x) =
{
p0(x) x ∈ [− 27 , 27 )
0 otherwise
h1,2(x) =
{
p0(x+
1
2 ) x ∈ [− 17 , 17 )
0 otherwise
h2,1(x) =
{√
2 x ∈ ±[ 37 , 12 )
0 otherwise
h2,2(x) = 0
g1(x) =
{
p1(x) x ∈ [− 27 , 27 )
0 otherwise
g2(x) =
{
p1(x +
1
2 ) x ∈ [−17 , 17 )
0 otherwise
Now we check that the resulting wavelet does in fact have a C∞ transform.
We first fix an x and show that φ̂1 and φ̂2 are C
∞ in a neighborhood of x.
Recall that these functions form the first column of the infinite product matrix∏∞
j=1
1√
2
(
h1,1(
x
2j ) h1,2(
x
2j )
h2,1(
x
2j ) 0
)
. Because h2,1 is 0 on (− 37 , 37 ), all but a finite num-
ber of the matrix factors are upper triangular. Thus, each of the entries in the
first column of the infinite product contains only a finite number of terms. Since
h1,1 =
√
2 in a neighborhood of 0, each of the terms has only a finite number of
factors not equal to 1. Thus, it will suffice to show that each of the factors in each
of the terms is C∞.
By construction, we have that the hi,j are all C
∞ everywhere except for h1,1
at n ± 27 , h1,2 at n± 17 , and h2,1 at n± 37 for n ∈ Z. We will show that whenever
one of these discontinuities occurs as a factor in the infinite product, it is cancelled
by a following factor that is 0 in a neighborhood of the point of discontinuity. Note
that the product of two adjacent factors in the infinite matrix product has the form(
h1,1(y)h1,1(
y
2 ) + h1,2(y)h2,1(
y
2 ) h1,1(y)h1,2(
y
2 )
h2,1(y)h1,1(
y
2 ) h2,1(y)h1,2(
y
2 )
)
.
Thus any term in the infinite product that contains a factor of h2,1(n ± 37 ) must
also contain a factor of one of the forms h1,1(n ± 27 ), h1,1(n ± 314 ), h1,2(n ± 314 )
h1,2(n ± 27 ). The first three possibilities are 0 in a neighborhood of the point in
question, so if we have a discontinuous factor of h2,1, it is either cancelled out by
a 0 factor, or we also have a factor of h1,1(n± 27 ) with a smaller n. Similarly, any
term in the infinite product that contains a factor of h1,1(n± 27 ) must also contain a
factor of one of the forms h1,1(n± 514 ), h1,1(n± 17 ), h1,2(n± 514 ), or h1,2(n± 17 ). The
first three of these possibilities are 0 in a neighborhood of the points in question, so
any discontinuous factor of h1,1 is either cancelled out by a 0 factor, or is followed
by a factor of h1,2(n ± 17 ) with an equal or smaller n. Finally, any term in the
infinite product that contains a factor of h1,2(n± 17 ) must also contain a factor of
either the form h2,1(n± 114 ) or the form h2,1(n± 37 ). The first of these possibilities
is 0 in again 0 in a neighborhood of the point in question; the second possibility
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throws us back into the first type of discontinuity we considered above, but with
a smaller n. We can repeat the above sequence of arguments if necessary, noting
that each succeeding factor is evaluated at a point half the distance from the origin
as its predecessor, so that the chain above must eventually end with a factor of 0.
This argument shows that φ̂1 and φ̂2 are C
∞. To see that ψ̂ is C∞ as well, it
suffices to note that g1 and g2 are.
Remark 3.7. With some more work it is possible to slightly improve the ar-
guments above and to show that in fact the Fourier transform vanishes rapidly at
infinity.
4. A Generalized Loop Groupoid Action on the Bundle of Generalized
Filter Systems
Let {hi,j}1≤ i,j ≤c and {gk,j}1≤ k ≤c˜, 1≤ j ≤c be generalized low-pass and high-
pass filter functions defined as in Section 2. Since ⊕ci=1 L2(Si) ∼= L2(
⊔c
i=1 Si),
we can suppress the second index of the filter functions and view generalized filter
functions as a vector (c+ c˜-tuple) of functions:
(h1, h2, · · · hc, g1, g2, · · · , gc˜) ∈ [L2(
c⊔
i=1
Si)]
c+c˜.
Further, we note that for any fixed ω ∈ Td, all the information in the output of the
vector of functions
(h1, h2, · · · hc, g1, g2, · · · , gc˜) is actually in Cm(α(ω))+m˜(α(ω)), where as in Section
2, α is the endomorphism of Td defined by the matrix B = At, since by the orthog-
onality relations, hi(ω) = 0 if i > m(α(ω)) and gk(x) = 0 if k > m˜(α(ω)).
We want to generalize the discussion given by Bratteli and Jorgensen in [BJ1],
and construct a loop groupoid which acts on the class of filter systems with bounded
multiplicity functions corresponding to a fixed dilation matrix A acting on Rn. We
will also impose the condition the filter systems satisfy some “initial conditions”
that are in some sense canonical.
We first remind readers of the notion of a vector bundle over a topological space
X ; more details can be found in [FD].
Definition 4.1. Let X be a topological space. A (finite dimensional) vector
bundle over the space X, denoted by (E, p, X), is a topological space E, together
with a continuous open surjection p : E → X, and operations and norms making
each fiber Ex = p
−1(X) into a (finite dimensional) vector space, which in addition
satisfies the following conditions:
(i) y 7→ ‖y‖ is continuous from E to R,
(ii) The operation + is continuous as a function from {(y, z) ∈ E×E : p(y) =
p(z)} to E.
(iii) For each λ ∈ C, the map y 7→ λ · y is continuous from E to E.
(iv) If x ∈ X and {yi} is any net of elements of E such that ‖yi‖ → 0 and
p(yi)→ x in X, then yi → ~0 ∈ Ex in E.
A Borel map s : X → E is called a Borel cross-section if p ◦ s(x) = x, ∀x ∈ X.
We review the notion of essentially bounded multiplicity functionsm associated
to a dilation matrix A that can give rise to GMRA’s, as described in [BCM] and
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[BM]. We first recall that m must satisfy the consistency inequality
(4.1) m(ω) ≤
N−1∑
l=0
m(ωl),
where we recall from Section 2 that {ωl : 0 ≤ l ≤ N − 1} is the set of N
distinct preimages of ω ∈ Td under the endomorphism α given by α(ω) = B(ω),
for ω ∈ Td = Rd/Zd and B = At. This inequality leads to the consistency equality
Equation 2.1 discussed in Section 2. Moreover, we can enumerate the ωl as follows.
Enumerate a set of coset representatives {ξ0 = ~0, ξ1, · · · ξN−1} for B−1(Zd)/Zd
including ~0 ∈ B−1(Zd). For each l, 0 ≤ l ≤ N − 1} let ζl be the image of ξl under
the natural projection from Rd onto Td = Rd/Zd. Note that the ζl are distinct
elements of Td and that α(ζl) = ~0, 0 ≤ l ≤ N − 1. Find a Borel cross-section
σ : Tn = Rd/Zd → Tn = Rd/B−1(Zd) ∼= [Rd/Zd]/[B−1(Zd)/Zd], with σ(~0) = ~0.
This Borel map satisfies α ◦ σ(ω) = ω for all ω ∈ Td. Then define
ωl = σ(ω)ζl, 0 ≤ l ≤ N − 1;
one easily verifies that the {ωl : 0 ≤ l ≤ N − 1} are the N distinct preimages of
ω ∈ Td under α.
Let ∆ = ∪∞k=0Bk(S1 + Zd). Recall from [BM] and [BRS] that in order for m
to be the multiplicity function for a GMRA, ∆ must satisfy
(4.2)
∑
n∈Zd
χ∆(ω + n) ≥ m(ω).
Finally, ∆ should satisfy
(4.3) ∪p∈ZBp(∆) = Rn.
If conditions 4.1, 4.2, 4.3 are satisfied we say that m is an (essentially) bounded
multiplicity function with respect to the dilation matrix A. Given such an m, we
construct the conjugate multiplicity function m˜ by defining
(4.4) m˜(ω) =
N−1∑
l=0
m(ωl)−m(ω), ω ∈ Td;
by definition, m and m˜ will satisfy Equation 2.1.
Given an (essentially) bounded multiplicity functionm on Td, let c = ess sup m,
and c˜ = ess sup m˜. We recall from Baggett, Courter and Merrill that to such an
m we can explicitly construct a canonical system of low-pass filters, or “generalized
conjugate mirror filters” {hCi,j : 1 ≤ i, j ≤ c}, by using the method of Theorem
3.6 of [BCM]. Given this system {hCi,j : 1 ≤ i, j c}, Theorem 2.5 item (1) of [BCM]
gives us a way of explicitly constructing an associated system of high-pass filters,
or “complementary conjugate mirror filters”, {gCk,j : 1 ≤ k ≤ c˜, 1 ≤ j ≤ c}. We
call this family of filters {hCi,j : 1 ≤ i, j c} ∪ {gCk,j : 1 ≤ k ≤ c˜, 1 ≤ j ≤ c} the
canonical filter system associated to the multiplicity function m.
Now let Tj = {ω ∈ Td : m(α(ω)) + m˜(α(ω)) = j}, 0 ≤ j ≤ c + c˜. Set
Ti,j = Si ∩ Tj, 0 ≤ j ≤ c+ c˜; then each Ti,j is Borel and Si =
⊔c+c˜
j=0 Ti,j.
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Definition 4.2. Fix a bounded multiplicity function m associated to the di-
lation matrix A. Let Em be the Borel space given by
Em =
c⊔
i=1
c+c˜⊔
j=0
[Ti,j × Cj ].
Let (Em, p,
⊔c
i=1 Si) be the Borel vector bundle where the map p : Em →
⊔c
i=1 Si
is defined by p(x,~v) = x, (x,~v) ∈ Ti,j × Cj . By definition, (Em, p,
⊔c
i=1 Si) is
a vector bundle over
⊔c
i=1 Si whose fiber over ω ∈ Si is a complex vector space
of dimension m(α(ω)) + m˜(α(ω)). An M-system associated to the multiplic-
ity function m is a Borel cross-section M :
⊔c
j=1 Sj → Em of this bundle
whose values, (M1(ω),M2(ω), · · ·Mm(α(ω))+m˜(α(ω))), are the output of a vector
of generalized low- and high-pass filters. That is, for fixed ω ∈ ⊔cj=1 Sj , the first
m(α(ω)) components of the vector M(ω) correspond exactly to the generalized
low-pass filter function values h1(ω), h2(ω), · · · , hm((α(ω))(ω), and the last m˜(α(ω))
components of M(ω) correspond to the generalized high-pass filter function val-
ues g1(ω), g2(ω), · · · , gm˜(α(ω))(ω), where the filters involved satisfy the low-pass
and Lipschitz conditions defined in Section 2, and where in addition the filters
{hi}∪{gk} satisfy the initial conditions hi(ζl) = hCi (ζl), 1 ≤ i ≤ c, 0 ≤ l ≤ N −1,
and gk(ζl) = g
C
k (ζl), 1 ≤ k ≤ c˜, 0 ≤ l ≤ N − 1, where the hCi and the gCk are the
canonical filters associated to m in the previous paragraph. Denote byMm the set
of M -systems associated to the bounded multiplicity function m. We remark that
Mm can be given the structure of a topological space if its elements are viewed as
elements of the Hilbert space ⊕ci=0 ⊕c+c˜j=0 L2(Ti,j)⊗ Cj .
Remark 4.3. The definition above is essentially the same as Definition 4.2 of
[BJMP1] except for the additional assumption that the M -system have the ap-
propriate canonical values at the preimages of ~0 under the endomorphism α, which
was missing from [BJMP1]. Note all the information about the generalized filters
{hi,j} and {gk,j} is encoded in the M -system. In particular, for any fixed multi-
plicity function m, such that both m and m˜ are constant in a neighborhood of the
origin, we have a one-to-one correspondence between M -systems and collections
of generalized filter functions as defined in Section 2 which satisfy the canonical
initial conditions. These generalized filters will in turn give rise to an orthonormal
frame wavelet family and its associated GMRA {Vj} by Theorem 3.4 from Section
3. However, as shown by one of the examples given in Section 2, the multiplicity
function m′ for the GMRA {Vj} need not be equal to m. So, there is no correspon-
dence in general, between the class of M -systems associated to a given multiplicity
function m and the class of GMRA’s associated to m.
To develop the loop group action on these M -systems, we first define an en-
domorphism Πα :
⊔c
i=1 Si → Td by Πα(ω) = α(ω). Each ω ∈ Td has∑N−1
l=0 m(ωl) = m(ω) + m˜(ω) preimages in
⊔c
i=1 Si, where the {ωl : 0 ≤ l ≤ N−1}
are the N distinct preimages of ω in Td under the endomorphism α, parametrized
as discussed earlier. For convenience of notation, we label these preimage maps
r(l,j), where r(l,j)(ω) = ωl ∈ Sj ⊆
⊔c
i=1 Si for 1 ≤ j ≤ m(ωl). (Note that this
range on j, as l varies from 0 to N − 1, gives all the preimages, since if j > m(ωl),
by definition ωl is not an element of Sj.) For each fixed ω, we give the pairs (l, j)
the lexicographical order, so that (l1, j1) ≤ (l2, j2) if l1 < l2 or if l1 = l2 and j1 ≤ j2.
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We thus implicitly define a 1-1 map λω taking the pairs (l, j) onto the integers from
1 to m(ω) + m˜(ω).
We now construct a unitary group bundle (F, q, Td) as follows. For each
j ∈ {1, · · · , c+ c˜, }, let Zj = {ω ∈ Td : m(ω) + ˜m(ω) = j}. Let
Fm =
c+c˜⊔
j=0
[Zj × U(j,C)],
where U(j,C) is viewed as a the topological group of unitary j × j matrices: it
inherits its topology from being a subset of C∗-algebra of complex j × j matrices
given the operator norm. Define q : Fm → Td by q(ω, T ) = ω, for (ω, T ) ∈ Fm,
and note that q : Fm → Td is a continuous open surjection, and the fiber q−1(ω)
of the bundle consists of the group of complex unitary matrices U(m(ω)+m˜(ω),C).
Borel cross sections to this group bundle consist of Borel maps L : Td → Fm such
that q ◦L(ω) = ω. Note also that (Fm, q,Td) is a subset of a Borel vector bundle
over Td in the sense of Definition 4.1, whose fibers over particular values of ω ∈ Td
are made up of algebras of finite-dimensional matrices of varying dimension. We
denote the set of sections of this bundle by Γm(Fm, q). Note Γm(Fm, q) is a group
under pointwise operations on Td, where the identity element of the group is given
by that section whose value at ω is equal to Idm(ω)+m˜(ω).
Also, it is possible to define a groupoid corresponding to a dilation matrix A as
follows. Let ΩA consist of the set of all bounded multiplicity functions correspond-
ing to the dilation matrix A, that is,
ΩA = {m : Td → N ∪ {0} : m is essentially bounded and satisties 4.1, 4.2, 4.3},
where two multiplicity functions for A are identified if they are equal almost every-
where on Td. There are a variety of topologies we can put on ΩA; for the moment the
Hilbert space topology of L2 functions on Td will do. We call ΩA the multiplicity
function space associated to A. Now set
LA =
⊔
m∈ΩA
Γm(Fm, q).
Then LA is a groupoid, with range map r equal to the source map s defined from
LA to ΩA by r(γ) = s(γ) = m for γ ∈ Γm(Fm, q). Hence two elements γ1 and γ2
of LA can be multiplied together if and only if γ1, γ2 ∈ Γm(Fm, q) for a fixed
bounded multiplicity function m.
We are now state a theorem about M -systems that can be derived in a fairly
straightforward fashion from the orthogonality relations. This theorem is a gener-
alization of Theorem 4.3 of [BJMP1], and thus we merely sketch the proof and
refer the reader to [BJMP1] for details.
Theorem 4.4. Let Γm(Fm, q) be the group of cross sections of the group bun-
dle associated to a fixed bounded multiplicity function m defined above. Let M :⊔c
j=1 Sj → E be an M -system associated to m. Then ω 7→ (Li,λω(l,j)(ω)), where
Li,λω(l,j)(ω) =
√
1
N
Mi(r(l,j)(ω))
is an element of Γm(Fm, q).
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Proof. As noted above, 1 ≤ λω(l, j) ≤ m(ω) + m˜(ω), so for each ω ∈ T, the
matrix (Li,λω(l,j)(ω)) is a square matrix of the correct dimension.
We shall show that for all ω ∈ Td, the rows of (Li,λω(l,j)(ω)) are orthonormal,
by means of the orthogonality relations for generalized filter functions given in
Equation 2.7 in the statement of Theorem 2.5.
Write Li for the ith row of (Li,λω(l,j)(ω)). If 1 ≤ i ≤ i′ ≤ m(ω),
< Li, Li′ > =
m(ω)+m˜(ω)∑
λω(l,j)=1
Li,λω(l,j)(ω)Li,λω(l,j)(ω)
=
N−1∑
l=0
m(ωl)∑
j=1
√
1
N
Mi(r(l,j)(ω))
√
1
N
Mi′(r(l,j)(x))
=
N−1∑
l=0
m(ωl)∑
j=1
1
N
hi,j(ωl)hi′,j(ωl)
=
1
N
c∑
j=1
N−1∑
l=0
hi,j(ωl)hi′,j(ωl)
(as hi,j(ωl) = 0 for j > µ(ωl), since ωl /∈ Sj in that case)
= (by Equation (2.2)) N
1
N
δi,i′χSi(ω) = δi,i′
(we note that χSi(ω) = 1 since we have i ≤ m(ω) and for those values of i, ω ∈ Si
by definition of m(ω)).
The cases m(ω) < i ≤ i′ ≤ m(ω) + m˜(ω) and 1 ≤ i ≤ m(ω) < i′ ≤
m(ω) + m˜(ω) follow from similar arguments using Equations 2.4 and 2.5. Thus we
have that in all cases, the rows of (Li,λω(l,j)(ω)) are orthonormal, and we have the
desired unitary matrix. 
Remark 4.5. We note that for ω ∈ Td, the (m(ω) + m˜(ω)) × (m(ω) + m˜(ω))
matrix L(ω) is exactly the submatrix L(ω) of the matrix K(ω) defined in Theorem
2.5. Thus in some sense the proof given above is redundant. We have added in
the extra detail because we want to exercise care in enumerating the rows and
columns of L(ω) for future use. We also note that the “initial condition” on M -
systems given in Definition 4.2 can be rephrased as follows. Let LCi,λω(l,j)(ω)) be
the element of Γm(Fm, q) corresponding to the “canonical” filter system associated
to the multiplicity function m, and let LC be be the [m(~0) + m˜(~0)]× [m(~0)+ m˜(~0)]
unitary matrix LCi,λω(l,j)(
~0). Then for any M system M associated to m, we have√
1
N
Mi(r(l,j)(~0)) = LC. This follows from the initial conditions satisfied by any
M system outlined in Definition 4.2.
The results of Theorem 4.4 imply that the columns of (Li,λω(l,j)(ω)) are or-
thonormal as well, and allow us to obtain the following corollary, which is a gener-
alization of Corollary 4.4 of [BJMP1].
Corollary 4.6. Let m and m˜ be bounded multiplicity and conjugate multiplic-
ity functions associated to a dilation matrix A that are constant in a neighborhood
of the origin, with related sequences of sets {Si | 1 ≤ i ≤ c} and {S˜k | 1 ≤ k ≤ c˜}.
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Suppose {hi,j}1≤ i,j ≤c and {gk,j}1≤ k ≤c˜, 1≤ j ≤c are generalized low-pass and high-
pass filter functions associated to the multiplicity function m. Then for all ω ∈ Td,
and for all l, l′ ∈ {0, 1, · · · , N − 1} and j, j′ ∈ {1, · · · , c)}, we have
c+c˜∑
i=1
1
N
Mi(r(l,j)(ω))Mi(r(l′,j′)(ω))
=
c∑
i=1
1
N
hi,j(ωl)hi,j′(ωl) +
c˜∑
k=1
1
N
gk,j(ωl)gk,j′ (ωl) = δj,j′δl,l′ ,
where here the Mi correspond to the generalized filter functions hi,j and gk,j as
given in Definition 4.2.
Proof. This result follows fairly directly from Theorems 2.5 and 4.4, and we
omit the details of the proof. 
We are ready to define the generalized loop group and its associated action on
the set of M -systems associated to a multiplicity function m.
Definition 4.7. The loop group associated to the multiplicity function m is
defined to be the subgroup Loopm(Fm, q) of the group of Borel sections Γm(Fm, q)
whose elements K satisfy L(~0) = Idm(~0)+m˜(~0), and Li,λω(j,l) are Lip1 in a neigh-
borhood of the origin.
We now prove that the generalized loop group Loopm(F, q) acts freely and
transitively on the set of M -systems associated to the multiplicity function m. The
following theorem generalizes Theorem 4.7 of [BJMP1].
Theorem 4.8. There is a free and transitive action of Loopm(F, q) on the set of
M -systems associated to an essentially bounded multiplicity function m such that m
is constant in neighborhoods of 0l, 0 ≤ l ≤ N−1, where the set {0l : 0 ≤ l ≤ N−1}
consists of the preimages of 0 under the endomorphism α : Td → Td This action
is given by
L ·M(ω) = L(Πα(ω))[(M1(ω),M2(ω), · · · ,Mm(α(ω))+m˜(α(ω))(ω))]t.
Proof. We first prove the transitivity. Suppose we are given two different
M -systems, labeled M = (Mi) and M˜ = (M˜i). Define an element L of the group
bundle associated to m, that is, an element of Γm(F, q), where L(ω) has dimension
m(ω) + m˜(ω), as follows:
(4.5) Li,i′(ω) =
1
N
m(ω)+m˜(ω)∑
λω(l,j)=1
Mi′(r(l,j)(ω))M˜i(r(l,j)(ω)).
Since theM -systemsM and M˜ have the same values at ~0 and at the preimages ζl of
~0 under the automorphism α, one easily verifies that L(~0) = Idm(~0)+m˜(~0). Also, one
sees by inspection that if LM and LM˜ are the elements of Γm(Fm, q) corresponding
to the M -systems M and M˜ as in Theorem 4.4, then the proposed element L of
Loopm(F, q) given in Equation 4.5 is exactly L(ω) = LM˜ (ω)[LM (ω)]
∗.
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In addition, as shown by Bratteli and Jorgensen in the classical case, we have
[L ·M ]i(ω) =
m(α(ω))+m˜(α(ω))∑
i′=1
Li,i′(Πα(ω))Mi′(ω)
=
m(α(ω))+m˜(α(ω))∑
i′=1
 1
N
m(α(ω))+m˜(α(ω))∑
λα(ω)(l,j)=1
Mi′(r(l,j)(α(ω)))M˜i(r(l,j)(α(ω)))
Mi′(ω)
=
m(α(ω))+m˜(α(ω))∑
λα(ω)(l,j)=1
M˜i(r(l,j)(α(ω)))
m(α(ω))+m˜(α(ω))∑
i′=1
Mi′(r(l,j)(α(ω)))Mi′(ω)

= M˜i(ω),
where the last equality follows from the orthogonality of the columns of M as
established in Corollary 2.7, so that the inside sum is 0 except for the single values
of l and j where rl,j(α(ω)) = ω.
To prove that the action is free, suppose M = (Mi) is a M -system associated
to m and L ∈ Loopm(F, q) satisfies
L(Πα(ω))[(M1(ω),M2(ω), · · · ,Mm(α(ω))+m˜(α(ω))(ω))]t =
[(M1(ω),M2(ω), · · · ,Mm(α(ω))+m˜(α(ω))(ω))]t.
Using Theorem 4.4, for each ω ∈ Td we define a (m(α(ω))+m˜(α(ω)))×(m(α(ω))+
m˜(α(ω))) unitary matrix M by
Mi,λα(ω)(l,j)(ω) =
√
1
N
Mi(r(l,j)(α(ω))),
1 ≤ i ≤ m(α(ω)) + m˜(α(ω)), 0 ≤ l ≤ N − 1, 1 ≤ j ≤ m(α(ω)l)).
We then see that L(α(ω))M(ω) = M(ω) for all ω ∈ Td. By unitarity of M(ω),
this shows that that L(α(ω)) is the (m(α(ω)) + m˜(α(ω))) × (m(α(ω)) + m˜(α(ω)))
identity matrix for all ω ∈ Td, which implies that L is the identity element of
Loopm(F, q), as desired. 
Similarly, we can define the generalized loop groupoid assigned to a dilation
matrix A.
Definition 4.9. Let A be a d × d integer dilation matrix. Let ΩA be the
multiplicity function space associated to A. The loop groupoid associated to A
consists of the set
LoopA =
⊔
m∈ΩA
Loopm(Fm, q),
where r = s : LoopA → ΩA is defined by r(L) = s(L) = m for L ∈ Loopm(Fm, q).
We can also define a fiber bundle of M -systems over ΩA as follows:
Definition 4.10. Let ΩA be the multiplicity function space associated to A.
Define MA = ∪m∈ΩA{m} ×Mm, where Mm consists of the set of M -systems as-
sociated to a fixed multiplicity function m, where two M -systems are identified if
they are equal almost everywhere. Give elements of Mm the Hilbert space topol-
ogy mentioned in Definition 4.2 The topology on MA is obtained from viewing an
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element (m,M) ∈ MA as a tuple (m,M) of functions defined on the Cartesian
product space Td ×⊔∞i=1[Td]i, taking on values in [N ∪ {0}]⊕ l2(N), where
(m,M)(ω, z) = (m(ω),M1(z),M2(z), · · ·Mm(α(z))+m˜(α(z))(z), 0, 0, 0, · · · ),
and where Mj(z) = Mj(z) if z ∈
⊔c
i=1 Si and 1 ≤ j ≤ m(α(z)) + m˜(α(z)), and
Mj(z) = 0 if z /∈
⊔c
i=1 Si, for {Si} the standard subsets of Td associated to the
multiplicity function m. ThenMA is a topological space, if we view elements ofMA
as elements in the Hilbert space L2(Td) ⊕ L2(⊔∞i=1[Td]i) ⊗ [l2(N)]. Define a map
Π : MA → ΩA by Π((m,M)) = m. Then Π is a continuous surjection, since it is
a restriction of the Hilbert space projection from L2(Td)⊕ L2(⊔∞i=1[Td]i)⊗ [l2(N)]
onto L2(Td) ⊕ [{~0}] ∼= L2(Td), and Π−1(m) = Mm, so that MA is a fiber bundle
over ΩA, called the fiber bundle of M-systems associated to A.
Using these definitions, we obtain the following corollary to Theorem 4.8.
Corollary 4.11. Let A be a d× d integer dilation matrix, and let LoopA and
MA the loop groupoid and fiber bundle of M -systems associated to A, respectively.
Then there is a groupoid action of LoopA on MA, where L ∈ LoopA is allowed to act
on M ∈ MA if and only if r(L) = Π(M) = m. This action is fiberwise transitive.
Proof. This is just a restatement of part of Theorem 4.8. 
We now modify Example 4.5 of [BJMP1], in order to show how we can use the
loop group action to transform the canonical filter functions for the Journe´ wavelet
into the filter functions discussed in Example 3.6. The construction of the canonical
filter functions for the Journe´ wavelet was first done in the thesis of J. Courter [C].
Example 4.12. The Journe´ wavelet in the frequency domain is the character-
istic function of the set
[−16
7
,−2) ∪ [−1
2
,−2
7
) ∪ [ 2
7
,
1
2
] ∪ [2, 16
7
).
Here the multiplicity function m takes on the values 0, 1, and 2, and m˜(x) ≡ 1, since
the Journe´ wavelet is a single orthonormal wavelet. If we identify T with [− 12 , 12 ),
we can write S1 = [− 12 ,− 37 )∪ [− 27 , 27 )∪ [ 37 , 12 ), S2 = [− 17 , 17 ), and S˜1 = [− 12 , 12 ]. The
canonical generalized filter functions then are:
hC1,1(x) =
√
2χ[− 27 ,− 14 )∪[− 17 , 17 )∪[ 14 , 27 )(x),
hC2,1 =
√
2χ[− 12 ,− 37 )∪[ 37 , 12 )(x),
gC1 (x) =
√
2χ[− 14 ,− 17 )∪[ 17 , 14 )(x);
hC1,2(x) = 0,
hC2,2(x) = 0,
gC2 (x) =
√
2χ[− 17 , 17 )(x).
One calculates that the “initial condition” matrix LC discussed in Remark 4.5
corresponding to this canonical filter system is the 3× 3 matrix
LC =
 1 0 00 0 1
0 1 0
 .
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We now construct an element of the loop group Lp such that ifMJ is theM -system
corresponding to the above output of generalized low- and high-pass filters, the M -
system Lp ·MJ has as its output the filter functions corresponding to those given in
the example in Section 3. Consider the decomposition of the disjoint union S1
⊔
S2
(identified with a subset of [− 12 , 12 )
⊔
[− 12 , 12 )) given by
T1,1 = ±[ 17 , 314 ) (Here m(x) ≥ 1, m(2x) + m˜(2x) = 1.)
T1,2 = ±[ 114 , 17 ) ∪ ±[ 314 , 27 ) (Here m(x) ≥ 1, m(2x) + m˜(2x) = 2.)
T1,3 = [− 114 , 114 ) ∪ ±[ 37 , 12 ) (Here m(x) ≥ 1, m(2x) + m˜(2x) = 3.)
T2,2 = ±[ 114 , 17 ) (Here m(x) = 2, m(2x) + m˜(2x) = 2.)
T2,3 = [− 114 , 114 ) (Here m(x) = 2, m(2x) + m˜(2x) = 3.)
Then as in the general case, Sj =
⊔3
k=0 Tj,k, j = 1, 2.
We now describe the M -system MJ :
⊔2
i=1 Si → Em associated to the filter
functions above. We describe MJ as a cross-section separately on both of the
(disjoint) sets S1 and S2.
On S1, MJ is given by:
[MJ(x)] =

[
√
2], if x ∈ T1,1,
[
√
2, 0], if x ∈ ±[ 114 , 17 ) ∪ ±[ 14 , 27 ) ⊆ T1,2,
[0,
√
2], if x ∈ ±[ 314 , 14 ) ⊆ T1,2,
[0,
√
2, 0], if x ∈ T1,3\T2,3,
[
√
2, 0, 0], if x ∈ [T1,3 ∩ T2,3].
On S2, MJ is given by:
[MJ(x)] =
{
[0,
√
2], if x ∈ T2,2,
[0, 0,
√
2], if x ∈ T2,3.
Consider the decomposition of the circle T (identified with [− 12 , 12 )) given by
P1 = [− 17 , 17 ) (Here m(x) = 2,m(x2 ) = 2,m(x+12 ) = 1.)
P2 = ±[ 17 , 27 ) (Here m(x) = 1, m(x2 ) = 2, m(x+12 ) = 0.)
P3 = ±[ 27 , 37 ), (Here m(x) = 0, m(x2 ) = 1, m(x+12 ) = 0.)
P4 = ±[ 37 , 12 ) (Here m(x) = 1, m(x2 ) = 1, m(x+12 ) = 1.)
We note the following, which will be useful in our calculations: 2T1,1 = P3,
2(±[ 314 , 14 )) = 2(±[ 14 , 27 )) = P4, 2T1,3 = P1, 2(±[ 114 , 17 )) = 2T2,2 = P2, and
2T2,3 = P1.
Now as in Example 3.5, let p0 be any classical (MRA) low-pass filter for dilation
by 2, (ı.e., one that satisfies the classical filter equation 1.1), that also satisfies
p0(x) = 0 for x ∈ ±(17 − ǫ, 314 + ǫ) ∪ (37 − ǫ, 47 + ǫ). Note that by Equation 1.1, we
then have p0(x) =
√
2 for x ∈ ±(27 − ǫ, 514 + ǫ) ∪ (− 114 − ǫ, 114 + ǫ). Let p˜0 = p0√2
be the normalization of p0, so that p˜0(0) = 1. Let p1 be the standard choice of
associated high-pass filter, so that p1(x) = e
2πixp0(x+
1
2 ), and let p˜1 =
p1√
2
be
the normalization of p1. Again, by Equation 1.1, p˜1 must have modulus 1 for x ∈
±(17 − ǫ, 314 + ǫ) ∪ (37 − ǫ, 47 + ǫ).
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The associated element of the loop group Lp that we want to choose is:
Lp(x) =

 p˜0(x2 ) 0 p˜0(x+12 )0 1 0
p˜1(
x
2 ) 0 p˜1(
x+1
2 )
 , if x ∈ P1,(
p˜0(
x
2 ) p˜0(
x+1
2 )
p˜1(
x
2 ) p˜1(
x+1
2 )
)
, if x ∈ P2,
p˜1(
x
2 ), if x ∈ P3,(
p˜0(
x+1
2 ) p˜0(
x
2 )
p˜1(
x+1
2 ) p˜1(
x
2 )
)
, if x ∈ P4.
On S1, our newM -system [Mp,J(x)] = [Lp(2x)[MJ (x)]
t]t is theM -systemMp,J
defined by :
[Mp,J ](x) =

[p1(x)], if x ∈ T1,1,
[p0(x), p1(x)], if x ∈ ±[ 114 , 17 ) ∪ ±[ 314 , 14 ) ⊆ T1,2,
[p0(x), p1(x)], if x ∈ ±[ 14 , 27 ) ⊆ T1,2,
[0,
√
2, 0], if x ∈ ±[ 37 , 12 ) = T1,3\T2,3,
[p0(x), 0, p1(x)], if x ∈ [− 114 , 114 ) = T1,3 ∩ T2,3,
[p0(x+
1
2 ), p1(x+
1
2 )], if x ∈ T2,2,
[p0(x+
1
2 ), 0, p1(x+
1
2 )], if x ∈ T2,3.
We thus obtain the generalized filter functions coming from Mp,J :
hp1,1(x) = p0(x)χ[− 27 , 27 )(x),
hp2,1(x) =
√
2χ[− 12 ,− 37 )∪[ 37 , 12 )(x),
gp1(x) = p1(x)χ[− 27 , 17 )∪[ 17 , 27 )(x),
hp1,2(x) = p0(x +
1
2
)χ[− 17 , 17 )(x),
hp2,2(x) = 0,
gp2(x) = p1(x+
1
2
)χ[− 17 , 17 )(x).
Note that these are exactly the filter functions obtained in Example 3.6.
One could no doubt adapt the above example to obtain generalized filters sim-
ilar to those given in Examples 4.2 and 4.3 of [BCM].
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