Some problems of spectral theory of fourth-order differential operators with regular boundary conditions by Kerimov, Nazim B. & Kaya, Ufuk
Arab J Math (2014) 3:49–61
DOI 10.1007/s40065-013-0091-0
Nazim B. Kerimov · Ufuk Kaya
Some problems of spectral theory of fourth-order differential
operators with regular boundary conditions
Received: 1 April 2013 / Accepted: 1 December 2013 / Published online: 11 January 2014
© The Author(s) 2014. This article is published with open access at Springerlink.com
Abstract In this paper, we consider the problem
yıv + q (x) y = λy, 0 < x < 1,
y′′′ (1) − (−1)σ y′′′ (0) + αy′ (0) + γ y (0) = 0,
y′′ (1) − (−1)σ y′′ (0) + βy (0) = 0,
y′ (1) − (−1)σ y′ (0) = 0,
y (1) − (−1)σ y (0) = 0
where λ is a spectral parameter; q (x) ∈ L1 (0, 1) is a complex-valued function; α, β, γ are arbitrary complex
constants and σ = 0, 1. The boundary conditions of this problem are regular, but not strongly regular. Asymp-
totic formulae for eigenvalues and eigenfunctions of the considered boundary value problem are established
and it is proved that all the eigenvalues, except for a finite number, are simple in the case αβ = 0. It is shown
that the system of root functions of this spectral problem forms a basis in the space L p (0, 1), 1 < p < ∞,
when αβ = 0; moreover, this basis is unconditional for p = 2.
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1 Introduction
Henceforward, by L we denote the differential operator generated by the differential expression
l (y) = yıv + q (x) y, x ∈ (0, 1) (1)
and the boundary conditions
U3(y) ≡ y′′′ (1) − (−1)σ y′′′ (0) + αy′ (0) + γ y (0) = 0,
U2(y) ≡ y′′ (1) − (−1)σ y′′ (0) + βy (0) = 0,
Us(y) ≡ y(s) (1) − (−1)σ y(s) (0) = 0, s = 0, 1,
(2)
where q (x) ∈ L1 (0, 1) is complex-valued function; α, β, γ are arbitrary complex constants and σ = 0, 1. It
is easy to verify that boundary conditions (2) are regular, but not strongly regular.
In this paper, under the condition αβ = 0, the structure of the system of eigenvalues and the system of
root functions of the operator L is established; the asymptotic formulae for eigenvalues and root functions are
obtained; the basicity of the system of root functions of this operator in the space L p (0, 1), 1 < p < ∞ is
proved.
In [11], the following problem is considered:
yıv + p2 (x) y′′ + p1 (x) y′ + p0 (x) y = λy, 0 < x < 1,
y(s) (1) − (−1)σ y(s) (0) +
s−1∑
l=0
αs,l y
(l) (0) = 0, s = 1, 2, 3,
y (1) − (−1)σ y (0) = 0,
where p j (x) ∈ L1 (0, 1), j = 0, 1, 2, are complex-valued functions, αs,l , s = 1, 2, 3, l = 0, s − 1, are
arbitrary complex constants and σ = 0, 1. Under the condition of α3,2 +α1,0 = α2,1, the asymptotic formulae
for eigenvalues and root functions are obtained; all the eigenvalues except for a finite number are simple is
proved; it is shown that the system of root functions of this spectral problem forms a basis in the space L p (0, 1),
1 < p < ∞, when p j (x) ∈ W j1 (0, 1), j = 1, 2. However, we assume α3,2 = α2,1 = α1,0 = 0 in the present
research. Therefore, this paper can be regarded as the continuation of [11], but is not a special case of it.
It is known that the system of root functions of an arbitrary even order differential operator with strongly
regular boundary conditions forms an unconditional basis in L2 [13,22].
However, except the results on block-basis property (or the basis property with bracket) of a system of root
functions (see e.g., [24]) the basicity in L p (0, 1), 1 < p < ∞, of the system of root functions of the ordinary
differential operators with not strongly regular boundary conditions has not been studied in detail.
An example of a differential operator with regular boundary conditions (but not strongly regular) whose
root functions do not form a basis in the space L2 is given in [13].
In [12], it is established that, under the conditions q (x) ∈ C (4) [0, 1] and q (1) − q (0) = 0, all the
eigenvalues of the differential operator generated by the expression l (y) = y′′ + q (x) y, x ∈ (0, 1) and
periodic (antiperiodic) boundary conditions starting from some number are simple and root functions of this
operator form an unconditional basis of the space L2. Note that periodic and antiperiodic boundary conditions
are regular, but not strongly regular.
Makin [14–17], Djakov and Mityagin [3–6] have investigated in detail some spectral properties of Sturm–
Liouville operators with not strongly regular boundary conditions.
The existence of a wide class of boundary value problems for second-order ordinary differential operators
with regular, but not strongly regular boundary conditions, whose system of root functions does not form
a basis in L2, is established in the paper [14]. Some sharp results on the absence of the basis property are
obtained in [3].
It is proved in [15] that the system of root functions of the differential operator
l (y) = y′′ + q (x) y, y′ (1) − (−1)σ y′ (0) + γ y (0) = 0, y (1) − (−1)σ y (0) = 0
forms an unconditional basis of the space L2 (0, 1), where q (x) ∈ L1 (0, 1) is an arbitrary complex-valued
function, γ is an arbitrary nonzero complex constant and σ = 0, 1. Under the condition γ = 0 (periodic and
antiperiodic boundary conditions) in [4] and [16], necessary and sufficient conditions of unconditional basicity
in L2 (0, 1) of the system of root functions of the above differential operator are obtained in terms of the Fourier
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coefficients of the potential q (x) (see also [7,18–20,25]). Some other interesting results about Riesz basicity
of root functions of such operators with trigonometric polynomial potentials are obtained in [4,5]. Moreover,
recently, Djakov and Mityagin [6] proved a general criterion for basicity in terms of the Fourier coefficients
of the potential.
We refer to [2,9,21,26,27] where spectral properties of boundary-value problems for ordinary differential
operators with regular boundary conditions (but not strongly regular) are studied.
Let t be a fixed nonzero complex number. By
√
t , we will denote the unique root of the equation x2 − t = 0,
satisfying the condition 0 ≤ arg √t < π .
The following assertions are the basic results of this paper:
Theorem 1.1 Let q (x) ∈ L1 (0, 1) be arbitrary complex-valued function and αβ = 0. Then all eigenvalues
of differential operator (1)–(2), except for a finite number, are simple and form two infinite sequences λn,1 and
λn,2, n = 1, 2, . . . . Moreover, for sufficiently large numbers n, the asymptotic formula
λn+n j , j = ((2n − σ) π)4
{
1 + 2 (−1)
j √αβ
((2n − σ) π i)3 + O
(
n−4
)
}
(3)
is valid, where j = 1, 2 and n1, n2 are certain integers. Furthermore, for sufficiently large numbers n, the
corresponding eigenfunctions, un,1(x) and un,2(x), n = 1, 2, . . . , have the following asymptotic formula:
un+n j , j (x) = iα cos (2n − σ) πx + (−1) j
√
αβ sin (2n − σ) πx + O (n−1) . (4)
Theorem 1.2 Let all conditions of Theorem 1.1 be fulfilled. Then the system of root functions of differential
operator (1)–(2) forms a basis in the space L p(0, 1), 1 < p < ∞, and this basis is unconditional for p = 2.
Corollary 1.3 Let all conditions of Theorem 1.1 be fulfilled. Then n1 +n2 = 1−σ and we can choose n1 = 0
and n2 = 1 − σ .
2 Some auxiliary results
Let
S0 =
{
ρ ∈ C : 0 ≤ arg ρ ≤ π
4
}
, (5)
where C is the set of complex numbers. We denote by ωk , k = 1, 4 different 4-th roots of −1. It is known that
the numbers ωk , k = 1, 4 can be ordered in such a way that for all ρ ∈ S0 the inequalities
	 (ρω1) ≤ 	 (ρω2) ≤ 	 (ρω3) ≤ 	 (ρω4) (6)
hold, where 	 (z) means the real parts of z (see [23, Chapter II, § 4.2]). Henceforward, the numbers ωk ,
k = 1, 4 will be such that for all ρ ∈ S0 the inequalities (6) are valid. It is proved that in this case the numbers
ωk , k = 1, 4 can be determined using the equalities (see [23, Chapter II, § 4.8])
ω1 = e3π i/4, ω2 = e−3π i/4, ω3 = eπ i/4, ω4 = e−π i/4. (7)
It is easy to see that
ω1 = −ω4, ω2 = −ω3. (8)
Lemma 2.1 [12] In S0, the following inequalities are valid:
	 (ρω1) ≤ −
√
2
2
|ρ|, 	 (ρω4) ≥
√
2
2
|ρ|. (9)
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Consider the domain obtained from the sector S0 (see (5)) by a translation ρ → ρ − c, where c is a fixed
complex number. This new sector with its vertex at the point ρ = −c will be denoted by T0. For the new sector
T0, the inequalities (6) and (9) will be rewritten in the forms
	 ((ρ + c) ω1) ≤ 	 ((ρ + c) ω2) ≤ 	 ((ρ + c) ω3) ≤ 	 ((ρ + c) ω4), (10)
	 ((ρ + c) ω1) ≤ −
√
2
2
|ρ + c|, 	 ((ρ + c) ω4) ≥
√
2
2
|ρ + c|. (11)
Fix such a domain T0. For ρ ∈ T0, the equation
l (y) + ρ4 y = 0 (12)
has four linearly independent solutions yk (x, ρ), k = 1, 4, satisfying properties listed below (see [23, Chapter
II, § 4.5–4.6]).
(a) These solutions are regular if |ρ| is large enough.
(b) The derivatives satisfy the integro-differential equations
ds yk (x, ρ)
dxs
= ρsωskeρωk x +
1
4ρ3
x∫
0
∂s K1 (x, ξ, ρ)
∂xs
q (ξ) yk (ξ) dξ
− 1
4ρ3
1∫
x
∂s K2 (x, ξ, ρ)
∂xs
q (ξ) yk (ξ) dξ, (13)
where s = 0, 3 and
Kk,1 (x, ξ, ρ) =
k∑
α=1
ωαe
ρωα(x−ξ), Kk,2 (x, ξ, ρ) =
4∑
α=k+1
ωαe
ρωα(x−ξ). (14)
(c) It is known (see [23, Chapter II, § 4.5]) that
ds yk (x, ρ)
dxs
= ρseρωk x zk,s (x, ρ), (15)
where zk,s (x, ρ) is an analytic function of ρ and satisfies
zk,s (x, ρ) = ωsk + O
(
ρ−1
)
, k = 1, 4, s = 0, 3. (16)
From (13)–(15), we have
zk,s (x, ρ) = ωsk +
ωs+1k
4ρ3
x∫
0
q (ξ) zk,0 (ξ, ρ) dξ
+ 1
4ρ3
k−1∑
α=1
ωs+1α
x∫
0
q (ξ) zk,0 (ξ, ρ) e
ρ(ωα−ωk )(x−ξ) dξ
− 1
4ρ3
4∑
α=k+1
ωs+1α
1∫
x
q (ξ) zk,0 (ξ, ρ) e
ρ(ωα−ωk )(x−ξ) dξ. (17)
Note that by (10) we have
	 (ρ (ωα − ωβ
)) = 	 ((ρ + c) (ωα − ωβ
)) − 	 (c (ωα − ωβ
)) ≤ 2 |c|
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where 1 ≤ α ≤ β ≤ 4. From here and (16), we obtain
x∫
0
q (ξ) zk,0 (ξ, ρ) e
ρ(ωα−ωk )(x−ξ) dξ = O (1), α ≤ k;
1∫
x
q (ξ) zk,0 (ξ, ρ) e
ρ(ωα−ωk )(x−ξ), dξ = O (1), α ≥ k,
where k = 1, 4. Consequently, it follows from (16) and (17) that
zk,s(x, ρ) = ωsk + O(ρ−3). (18)
Lemma 2.2 The following assertions are true:
(i) Let {en}∞n=0 be an orthonormal basis in a Hilbert space H and a, b, c, d be complex numbers which
satisfy the condition ad − bc = 0. Then the system { fn}∞n=0 defined as
f0 = e0, f2n−1 = ae2n−1 + be2n, f2n = ce2n−1 + de2n, n = 1, 2, . . . (19)
is a Riesz basis in the space H.
(ii) Let {en}∞n=1 be an orthonormal basis in a Hilbert space H and a, b, c, d be complex numbers which
satisfy the condition ad − bc = 0. Then the system { fn}∞n=1 defined as
f2n−1 = ae2n−1 + be2n, f2n = ce2n−1 + de2n, n = 1, 2, . . .
is a Riesz basis in the space H.
Proof (i) Since {en}∞n=0 is an orthonormal basis, then it is complete, so the system { fn}∞n=0 is also complete.
Let
f ′0 = e0, f ′2n−1 = a′e2n−1 + b′e2n, f ′2n = c′e2n−1 + d ′e2n, n = 1, 2, . . . , (20)
where
a′ = d
ad − bc , b
′ = − c
ad − bc , c
′ = − b
ad − bc , d
′ = a
ad − bc .
Note that, since a′d ′ − b′c′ = 0, { f ′n
}∞
n=0 is complete in H , as well. One can easily see that
{
f ′n
}∞
n=0 is
biorthogonal to { fn}∞n=0, i.e.,
(
fn, f ′m
) = δn,m , where n, m = 0, 1, 2, . . . , ( , ) denotes the inner product
in the space H and δn,m is Kronocker symbol. Because the system {en}∞n=0 is an orthonormal basis, it
holds Bessel inequality, so (19) and (20) also hold, i.e., for all x ∈ H
∞∑
n=0
|(x, fn)|2 < +∞,
∞∑
n=0
∣∣(x, f ′n
)∣∣2 < +∞.
According to [8, Chapter VI, § 2.2, Theorem 2.1], (19) is a Riesz basis in H .
The assertion (ii) can be proved in the same way as above. unionsq
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3 Proof of Theorem 1
For simpler representations, we rewrite the boundary conditions (2) in the following form:
Us (y) ≡ y(s) (1) − (−1)σ y(s) (0) +
s−2∑
l=0
αs,l y
(l) (0) = 0, s = 0, 3, (21)
where α3,1 = α, α2,0 = β and α3,0 = γ .
Let
(ρ) =
∣∣∣∣∣∣∣
U3 (y1) U3 (y2) U3 (y3) U3 (y4)
U2 (y1) U2 (y2) U2 (y3) U2 (y4)
U1 (y1) U1 (y2) U1 (y3) U1 (y4)
U0 (y1) U0 (y2) U0 (y3) U0 (y4)
∣∣∣∣∣∣∣
, (22)
where yk (x, ρ), k = 1, 4 are the linearly independent solutions of (12). It is known that if we properly choose
the vertex ρ = −c of the domain T0, then the eigenvalues λ of the differential operator (1)–(2) whose absolute
values are sufficiently large have the form λ = −ρ4, where the numbers ρ are the roots of the equation
(ρ) = 0 (23)
in the domain T0, and the set of such points ρ includes all the roots of (23) in the domain T0 except for a finite
number (see [23, Chapter II. § 4.9]).
By (15) and (21) for s = 0, 3, k = 1, 4 we have
Us (yk) = ρs
{
eρωk zk,s (1, ρ) − (−1)σ zk,s (0, ρ) +
s−2∑
l=0
αs,l zk,l (0, ρ)
ρs−l
}
(24)
According to (11), eρω1 tends exponentially to zero and eρω4 tends exponentially to infinity. Consequently,
by (18) and (24) the following equalities are valid:
Us (y1) = − (−1)σ ρs
{
z1,s (0, ρ) − (−1)σ
s−2∑
l=0
αs,l zk,l (0, ρ)
ρs−l
+ O(ρ−5)
}
,
Us (y4) = ρseρω4
{
z4,s(1, ρ) + O(ρ−5)
}
, s = 0, 3. (25)
Let
As,k (ρ) =
⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
z1,s (0, ρ) − (−1)σ
s−2∑
l=0
αs,l zk,l (0, ρ)
ρs−l
, if k = 1,
eρωk zk,s (1, ρ) − (−1)σ zk,s (0, ρ) +
s−2∑
l=0
αs,l zk,l (0, ρ)
ρs−l
, if k = 2, 3,
z4,s (1, ρ) , if k = 4.
(26)
By (24)–(26), we have
Us (y1) = − (−1)σ ρs
{
As,1 (ρ) + O(ρ−5)
}
,
Us (y4) = ρseρω4
{
As,4 (ρ) + O(ρ−5)
}
, (27)
Us (yk) = ρs As,k (ρ), k = 2, 3.
We substitute these expressions in the Eq. (23) (see (22)) and divide out the common factors ρ3, ρ2, ρ of
the rows and also the common factor −(−1)σ and eρω4 of the first and last column of the determinant (ρ),
respectively. Then the Eq. (23) can be written in the form
(1)(ρ) + O(ρ−5) = 0, (28)
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where
(1) (ρ) =
∣∣∣∣∣∣∣
A3,1 (ρ) A3,2 (ρ) A3,3 (ρ) A3,4 (ρ)
A2,1 (ρ) A2,2 (ρ) A2,3 (ρ) A2,4 (ρ)
A1,1 (ρ) A1,2 (ρ) A1,3 (ρ) A1,4 (ρ)
A0,1 (ρ) A0,2 (ρ) A0,3 (ρ) A0,4 (ρ)
∣∣∣∣∣∣∣
. (29)
By using the formulae (64) and (65) in [12], we get that if ρ is a root of equation (23) or (28), then the
equality
eρωk − (−1)σ = O(ρ−2), k = 2, 3 (30)
is valid. From here and the relations (18), (26) we infer that
As,1 (ρ) = ωs1 + O(ρ−2), As,4 (ρ) = ωs4 + O(ρ−3),
As,k (ρ) = ωsk
(
eρωk − (−1)σ ) + αs,s−2ω
s−2
k
ρ2
+ O(ρ−3)
As,k (ρ) = O(ρ−2), s = 0, 3, k = 2, 3.
(31)
From here and (29), we deduce that the Eq. (28) is equivalent to
(2) (ρ) + O(ρ−5) = 0, (32)
where
(2) (ρ) =
∣∣∣∣∣∣∣∣∣
ω31 (e
ρω2 − (−1)σ ) ω32 + αω2ρ2 (eρω3 − (−1)σ ) ω33 + αω3ρ2 ω34
ω21 (e
ρω2 − (−1)σ ) ω22 + βρ2 (eρω3 − (−1)σ ) ω23 + βρ2 ω24
ω1 (eρω2 − (−1)σ ) ω2 (eρω3 − (−1)σ ) ω3 ω4
1 (eρω2 − (−1)σ ) (eρω3 − (−1)σ ) 1
∣∣∣∣∣∣∣∣∣
. (33)
Calculate the determinant (33). By (7), the Eq. (32) is equivalent to
16
(
eρω2 − (−1)σ ) (eρω3 − (−1)σ ) − 4i (α + β) (e
ρω2 − (−1)σ )
ρ2
−4i (α + β) (e
ρω3 − (−1)σ )
ρ2
− 4αβ
ρ4
+ O(ρ−5) = 0.
(34)
We multiple (34) with − 12 eρω2 . From (8) and (30), we can rewrite the Eq. (34)
(
8 (−1)σ + 2i (α + β)
ρ2
)
e2ρω2 − 2
(
8 + 2 (−1)
σ i (α + β)
ρ2
− αβ
ρ4
)
eρω2
+
(
8 (−1)σ + 2i (α + β)
ρ2
)
+ O(ρ−5) = 0.
The last equation splits into two equations:
eρω2 = (−1)σ − i
√
αβ
2ρ2
+ O(ρ−3), (35)
eρω2 = (−1)σ + i
√
αβ
2ρ2
+ O(ρ−3). (36)
We will investigate the Eq. (35). By using Rouche’s theorem, it can be proved in a standard way that
the roots ρ ∈ T0 of the Eq. (35) whose absolute values are sufficiently large lie on the domains Gn ⊂ T0,
n = n0, n0 + 1, . . . , where Gn is the O(n−1)-neighborhood of the point −(2n − σ)π i/ω2 and n0 is a
sufficiently large natural number (see [23, Chapter II, § 4.9]). Moreover, (35) has a unique root within each
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Gn , n = n0, n0 + 1, . . . . Let ρ˜ be the root of the Eq. (35) belonging to Gn . Let us use the equalities (67) and
(71) from [12]. According to these equalities
ρ˜ = − (2n − σ) π i
ω2
+ r, r = O (n−2) . (37)
The expression of r can be improved in the following way. From (37), it holds that
1
ρ˜
= −ω2
(2n − σ) π i + O
(
n−3
)
, eρ˜ω2 = (−1)σ {1 + rω2 + O
(
n−4
)}
. (38)
Writing ρ = ρ˜ in (35) and using the relations (38), after simple transformations we have
r = − (−1)
σ
√
αβ
2ω2 ((2n − σ) π)2
+ O (n−3) . (39)
Thus, by (37) and (39), within O
(
n−1
)
-neighborhood Gn of the point zn = − (2n − σ) π i/ω2, n =
n0, n0 + 1, . . . , Eq. (35) has the unique root
ρ˜n,1 = − 1
ω2
{
(2n − σ) π i +
√
αβ
2 ((2n − σ) π)2 + O
(
n−3
)}
. (40)
Similarly we find that, within O(n−1)-neighborhood Gn of the point zn , n = n0, n0 + 1, . . . , Eq. (36) has
the unique root
ρ˜n,2 = − 1
ω2
{
(2n − σ) π i −
√
αβ
2 ((2n − σ) π)2 + O
(
n−3
)}
. (41)
We seek the eigenfunction u˜n, j (x), j = 1, 2, corresponding to the eigenvalue λ = −(ρ˜n, j )4, j = 1, 2, for
sufficiently large n, in the form
u˜n, j (x) = ρ
2
4
×
∣∣∣∣∣∣∣∣
− (−1)σ y1 (x, ρ) y2 (x, ρ) y3 (x, ρ) e−ρω4 y4 (x, ρ)
− (−1)σ ρ−3U3 (y1) ρ−3U3 (y2) ρ−3U3 (y3) ρ−3e−ρω4U3 (y4)
− (−1)σ ρ−2U2 (y1) ρ−2U2 (y2) ρ−2U2 (y3) ρ−2e−ρω4U2 (y4)
− (−1)σ ρ−1U1 (y1) ρ−1U1 (y2) ρ−1U1 (y3) ρ−1e−ρω4U1 (y4)
∣∣∣∣∣∣∣∣
, (42)
where ρ = ρ˜n, j .
From (31), we get
As,k (ρ) = O (1), s = 0, 3, k = 1, 4, (43)
in addition, it holds for ρ = ρ˜n, j
yk (x, ρ) = O (1), k = 1, 2, 3, e−ρω4 y4 (x, ρ) = O (1). (44)
In view of (27) and (42)–(44), we have
u˜n, j (x) = ρ
2
4
∣∣∣∣∣∣∣
− (−1)σ y1 (x, ρ) y2 (x, ρ) y3 (x, ρ) e−ρω4 y4 (x, ρ)
A3,1 (ρ) A3,2 (ρ) A3,3 (ρ) A3,4 (ρ)
A2,1 (ρ) A2,2 (ρ) A2,3 (ρ) A2,4 (ρ)
A1,1 (ρ) A1,2 (ρ) A1,3 (ρ) A1,4 (ρ)
∣∣∣∣∣∣∣
+O (ρ−3) ,
(45)
where ρ = ρ˜n, j .
Taking into account (31), (44) and (45), we have
u˜n, j (x) = ρ
2
4
{y3 (x, ρ) E2 (ρ) − y2 (x, ρ) E3 (ρ)} + O(ρ−1), (46)
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where ρ = ρ˜n, j and
Ek (ρ) =
∣∣∣∣∣∣
A3,1 (ρ) A3,k (ρ) A3,4 (ρ)
A2,1 (ρ) A2,k (ρ) A2,4 (ρ)
A1,1 (ρ) A1,k (ρ) A1,4 (ρ)
∣∣∣∣∣∣
ρ=ρ˜n, j
, k = 2, 3.
From (31), (35) and (36), we obtain
Ek (ρ) = 2i
(
(−1) j √αβ − (−1)k α)
ρ2
+ O (ρ−3) , (47)
where k = 2, 3 and ρ = ρ˜n, j . Besides, because of (15), (18), (40) and (41), we have
y2
(
x, ρ˜n, j
) = e−(2n−σ)π i x + O (n−2) , y3
(
x, ρ˜n, j
) = e(2n−σ)π i x + O (n−2) ,(
ρ˜n, j
)−1 = O (n−1) ,
where j = 1, 2. Taking into attention these expressions and (46), (47), we have the representation for j = 1, 2,
u˜n, j (x) = iα cos (2n − σ) πx + (−1) j
√
αβ sin (2n − σ) πx + O (n−1) . (48)
It is easy to see from (48) that, for sufficiently large numbers n, the principal parts of the functions u˜n,1 (x)
and u˜n,2 (x) are linearly independent.
Thus, it was established (see the formulae (40) and (41)) that there exist two infinite sequences of simple
eigenvalues
λ′n0 , λ
′
n0+1, λ
′
n0+2, . . . (49)
λ′′n0 , λ
′′
n0+1, λ
′′
n0+2, . . . (50)
and the asymptotic formulae
λ′n = −
(
ρ˜n,1
)4 = ((2n − σ) π)4
{
1 − 2
√
αβ
((2n − σ) π i)3 + O
(
n−4
)}
(51)
λ′′n = −
(
ρ˜n,2
)4 = ((2n − σ) π)4
{
1 + 2
√
αβ
((2n − σ) π i)3 + O
(
n−4
)}
(52)
are valid. Besides eigenvalues (49) and (50), there exists only a finite number of eigenvalues counted with their
multiplicities. Assume that besides eigenvalues (49) and (50), the differential operator L has m eigenvalues
counted with their multiplicities. Let m = m1 + m2, where m1 and m2 are arbitrary nonnegative integers.
Add m1 (m2) numbers from the remaining m eigenvalues to the sequence (49) (respectively (50)). We get two
sequences of the form
c1, c2, . . . , cm1, λ
′
n0 , λ
′
n0+1, λ
′
n0+2, . . . , d1, d2, . . . , dm2 , λ
′′
n0 , λ
′′
n0+1, λ
′′
n0+2, . . . .
Denote these sequences of eigenvalues by
λ1,1, λ2,1, . . . , λn,1, . . .
and
λ1,2, λ2,2, . . . , λn,2, . . . ,
respectively. It is easy to see that
λn+n1,1 = λ′n, λn+n2,2 = λ′′n, n ≥ n0, (53)
where n1 = m1 − n0 + 1 and n2 = m2 − n0 + 1. The formula (3) is directly obtained from (51)–(53). In a
parallel way, repeating similar reasoning with appropriate sequences of root functions, the asymptotic formula
(4) is obtained from (48).
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4 Proofs of Theorem 2 and Corollary 1
Let
v1,1 (x) , v1,2 (x) , . . . , vn,1 (x), vn,2 (x) , . . . (54)
be the system which is biorthogonally conjugate to the system
u1,1 (x) , u1,2 (x) , . . . , un,1 (x), un,2 (x) , . . . , (55)
i.e.,
(
un, j , vm,s
) = δn,m .δ j,s , n, m = 1, 2, . . . , j, s = 1, 2. It is well known from [13, p.84] or [23, p.99] that
(54) is the system of root functions of the differential operator L∗ which is the adjoint operator to L . The
differential operator L∗ is generated by the following differential expression
l∗ (z) = zıv + q (x)z
and adjoint boundary conditions
U∗0 (z) ≡ z (1) − (−1)σ z (0) = 0,
U∗1 (z) ≡ z′ (1) − (−1)σ z′ (0) = 0,
U∗2 (z) ≡ z′′ (1) − (−1)σ z′′ (0) − αz (0) = 0,
U∗3 (z) ≡ z′′′ (1) − (−1)σ z′′′ (0) − βz′ (0) + γ z (0) = 0.
Since the conditions αβ = 0 and q (x) ∈ L1 (0, 1) also hold, according to Theorem 1.1, for sufficiently
large numbers n, it follows that for sufficiently large n the equality
vn+n j , j (x) = rn+n j , j
[−iβ cos (2n − σ) πx + (−1) j √αβ sin (2n − σ) πx + O (n−1)] (56)
holds, where j = 1, 2 and rn+n j , j are some numbers determined by the equality
(
un+n j , j , vn+n j , j
) = 1,
j = 1, 2. From here and the asymptotic formulae (4), (56), for sufficiently large n, we have
rn+n j , j =
1
αβ
+ O (n−1) , j = 1, 2.
Consequently, from (56), again for sufficiently large numbers n,
vn+n j , j (x) = −
i
α
cos (2n − σ) πx + (−1)
j
√
αβ
sin (2n − σ) πx + O (n−1) , j = 1, 2. (57)
Let
g0 (x) = 1, g2n−1 (x) =
√
2 sin 2nπx, g2n (x) =
√
2 cos 2nπx, (58)
g˜2n−1 =
√
2 sin (2n − 1) πx, g˜2n =
√
2 cos (2n − 1) πx, (59)
h0 (x) = 1, h2(n−1)+ j (x) = iα cos 2nπx + (−1) j
√
αβ sin 2nπx, (60)
h˜2(n−1)+ j (x) = iα cos (2n − 1) πx + (−1) j
√
αβ sin (2n − 1) πx, (61)
where n = 1, 2, . . . , j = 1, 2. Each of the systems (58) and (59) is an orthonormal basis of the space L2 (0, 1).
From the asymptotic formulae (4), (57), it is obvious that each of the systems (54) and (55) satisfies the Bessel
inequality. Namely, for an arbitrary function f (x) ∈ L2 (0, 1),
∞∑
n=1
2∑
j=1
∣∣( f, un, j
)∣∣2 < +∞,
∞∑
n=1
2∑
j=1
∣∣( f, vn, j
)∣∣2 < +∞.
Furthermore, each of the systems (54) and (55) is complete in the space L2 (0, 1) (see e.g., [24]). Consequently,
each of these systems forms a Riesz basis of the space L2 (0, 1) (see [8, Chapter VI, § 2.2 Theorem 2.1]).
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Let us prove Corollary 1.3. According to Lemma 2.2, each of the systems (60) and (61) (see (58) and (59))
is a Riesz basis in the space L2 (0, 1). Consider the case σ = 0. The case σ = 1 can be checked in the same
way by using (61). Assume that n1 ≥ 0 and n2 ≥ 0. From the asymptotic formulae (4) and the definition of
{hk (x)}∞k=0 (see (60)), we obtain
∞∑
n=1
(∥∥un+n1,1 − h2n−1
∥∥2 + ∥∥un+n2,2 − h2n
∥∥2
)
≤ const
∞∑
n=1
1
n2
< +∞. (62)
It is easy to see that n1 + n2 root functions of the operator L and one function from system (60) are absent in
(62). Let n1 +n2 > 1. In this case, by (62), the system S generated by all functions except n1 +n2 −1 functions
from the system (55) is quadratically close to system (60). Since (60) is a Riesz basis of L2 (0, 1), then S also
forms a Riesz basis of L2 (0, 1) [8]. The latter contradicts the basicity of the system (55) in L2 (0, 1).
Let n1 = n2 = 0. Since (55) is a Riesz basis of the space L2 (0, 1), then again by (62) the system {hk (x)}∞k=1
is a basis and this contradicts the basicity of the system {hk (x)}∞k=0 in L2 (0, 1). All the remaining cases can
be investigated in a similar way.
Thus, n1 + n2 = 1 holds. Therefore, without loss of generality we can assume that n1 = 0, n2 = 1.
Consequently, from (4) and (57), we have
un,1 (x) = iα cos (2n − σ) πx −
√
αβ sin (2n − σ) πx + O (n−1) ,
un+1−σ,2 (x) = iα cos (2n − σ) πx +
√
αβ sin (2n − σ) πx + O (n−1) ,
vn,1 (x) = − i
α
cos (2n − σ) πx − 1√
αβ
sin (2n − σ) πx + O (n−1) ,
vn+1−σ,2 (x) = − i
α
cos (2n − σ) πx + 1√
αβ
sin (2n − σ) πx + O (n−1) .
(63)
Next, we prove that the system of the root functions of the differential operator L forms a basis of the
space L p (0, 1), where 1 < p < ∞ and p = 2. As above, we consider only the case σ = 0. The case σ = 1
is similar. Note that (58) is a basis of the space L p (0, 1) for any p ∈ (1,∞) [1, Chapter VIII, § 20, Theorem
2]. Consequently, there exists a constant Mp > 0 ensuring the inequality
∥∥∥∥∥
N∑
n=0
( f, gn) gn
∥∥∥∥∥
p
≤ Mp ‖ f ‖p , N = 1, 2, . . . , (64)
for any function f (x) ∈ L p (0, 1), where ‖·‖p means the norm in the space L p (0, 1) (see [10, Chapter I, § 4,
Theorem 6]). We now fix p ∈ (1, 2). Since the system (55) is complete in the space L2 (0, 1), this system is
complete in L p (0, 1) as well. Moreover, it is easy to see that
∥∥( f, vn, j
)
un, j
∥∥
p ≤ const ‖ f ‖p ,
where n = 1, 2, . . . and j = 1, 2. Consequently, to prove the basicity of this system in L p (0, 1), it is enough
to prove the existence of a constant M > 0 ensuring the inequality
∥∥∥∥∥∥
m∑
n=1
2∑
j=1
(
f, vn, j
)
un, j
∥∥∥∥∥∥
p
≤ M ‖ f ‖p m = 1, 2, . . . ,
for f (x) ∈ L p (0, 1) (see [10, Chapter VIII, § 4, Theorem 6]). Note that instead of this inequality, under the
same conditions, it is enough to prove the inequality
Jm ( f ) =
∥∥∥∥∥
m∑
n=1
{(
f, vn,1
)
un,1 +
(
f, vn+1,2
)
un+1,2
}
∥∥∥∥∥
p
≤ M ′ ‖ f ‖p , (65)
where m = 1, 2, . . . and M ′ is a certain positive constant.
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From (58) and (63), we have
Jm ( f ) ≤ Jm,1 ( f ) + Jm,2 ( f ) + Jm,3 ( f ) + Jm,4 ( f ), (66)
where m = 1, 2, . . . and
Jm,1 ( f ) =
∥∥∥∥∥
2m∑
n=1
( f, gn) gn
∥∥∥∥∥
p
, Jm,2 ( f ) =
∥∥∥∥∥
2m∑
n=1
( f, gn) O
(
n−1
)
∥∥∥∥∥
p
,
Jm,3 ( f ) =
∥∥∥∥∥
2m∑
n=1
(
f, O
(
n−1
))
gn
∥∥∥∥∥
p
, Jm,4 ( f ) =
∥∥∥∥∥
2m∑
n=1
(
f, O
(
n−1
))
O
(
n−1
)
∥∥∥∥∥
p
.
By (64),
Jm,1 ( f ) ≤ const ‖ f ‖p . (67)
From Riesz theorem, it follows that
Jm,2 ( f ) ≤ const
2m∑
n=1
|( f, gn)| n−1
≤ const
(
2m∑
n=1
|( f, gn)|q
)1/q ( 2m∑
n=1
n−p
)1/p
≤ const ‖ f ‖p , (68)
where 1/p + 1/q = 1 (see [28, Chapter XII, § 2, Theorem 2.8]). Further,
Jm,3 ( f ) ≤
∥∥∥∥∥
2m∑
n=1
(
f, O
(
n−1
))
gn
∥∥∥∥∥
2
=
(
2m∑
n=1
∣∣( f, O
(
n−1
))∣∣2
)1/2
≤ const ‖ f ‖1
(
2m∑
n=1
n−2
)1/2
≤ const ‖ f ‖p . (69)
Moreover,
Jm,4 ≤ const ‖ f ‖1
2m∑
n=1
n−2 ≤ const ‖ f ‖p . (70)
The inequality (65) is a consequence of the inequalities (66)–(70). Thus, the basicity of the system (55) in
the space L p (0, 1) for 1 < p < 2 is proved.
Let 2 < p < ∞ and 1/p + 1/q = 1. Note that 1 < q < 2 and the system (54) is the system of the root
functions of the differential operator L∗. As it has been proved above, the system of the root functions of such
an operator forms a basis of the space Lr (0, 1) for any r ∈ (1, 2), in particular r = q . Thus, system (54) is a
basis of the space Lq (0, 1). Consequently, the system (55) which is biorthogonally conjugate to (54) forms a
basis of the space L p (0, 1).
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