. This paper has two parts. In the first part we recall the important role that weak proregularity of an ideal in a commutative ring has in derived completion and in adic flatness. In the second part we prove that weak proregularity occurs in the context of prisms, in the sense of Bhatt and Scholze. We anticipate that the concept of weak proregularity will help simplify or improve some of the more technical aspects of the new theory of prisms.
The first part of this paper (Sections 1-4) is mostly a review (with only a few new results) of the role that weak proregularity of an ideal a in a commutative ring A plays in derived a-adic completion and a-adic flatness.
Let A be a commutative ring. We begin by recalling two kinds of derived completions of complexes of A-modules. The first kind is determined by a finitely generated ideal a ⊆ A, and accordingly we call it idealistic derived completion. The idealistic derived completion of a complex of A-modules M is the complex LΛ a (M), where LΛ a is the left derived functor of the a-adic completion functor Λ a . The functor LΛ a is straightforward in its definition. However, the properties of LΛ a are not so easy to understand; and often this functor is not a nice as could be expected. See Section 1.
In section 2 we introduce sequential derived completion, associated to a finite sequence a = (a 1 , . . . , a n ) of elements in A. The sequence a gives rise to a complex of A-modules K ∨ ∞ (A; a), called the infinite dual Koszul complex, or the augmented Čech complex. For a complex of A-modules M, its sequential derived a-adic completion is the complex RHom A K ∨ ∞ (A; a), M . This is the kind of derived completion that is studied in [SP, Section tag=091N] . The sequential derived completion is quite puzzling: it is not immediately clear how this operation is related to derived a-adic completion, where a ⊆ A is the ideal generated by a. Indeed the relation is indirect -it turns out that there is a canonical morphism of functors (0.1) RHom A K ∨ ∞ (A; a), − → LΛ a . Despite the not-so-obvious definition, the sequential derived completion functor is quite easy to analyze, and it always has nice properties.
Besides the idealistic and sequential derived completion functors, there are also the idealistic and sequential derived torsion functors. These are also discussed in Sections 1-2.
Section 3 contains the definition of weak proregularity of an ideal a ⊆ A. This is a subtle weakening of the noetherian condition on the ring A (in the sense that when A is noetherian, every ideal in it is weakly proregular). Though first studied by Grothendieck in the 1960's, most of the work on weak proregularity is recent. For us the most important role of weak proregularity is that it implies that the idealistic derived completion coincides with the sequential derived completion, namely the morphism of functors (0.1) is an isomorphism. This is Theorem 3.12. A surprising fact (discovered by Positselski) is that weak proregularity is not only a sufficient condition, but also a necessary condition for the two kinds of derived completion to agree.
In Section 4 we look at the concept of a-adic flatness. This is a variant of the usual notion of flatness. Theorem 4.4 says that if the ideal a is weakly proregular, then a-adic completion preserves a-adic flatness.
The second part of the paper (Sections 5-7) leads to the theorem stated below. The concept of bounded prism was defined in the recent paper [BS] by Bhatt and Scholze, and we reproduce it in Definitions 7.1 and 7.2. Our main new result is this (it is Theorem 7.3 in the body of the paper): Theorem 0.2. Suppose (A, I) is a bounded p-adic prism. Then the ideal a := I + (p) ⊆ A is weakly proregular.
I D C T
Throughout the paper A is a commutative ring. We denote by M(A) the category of Amodules, and by D(A) its unbounded derived category. Our reference for derived categories is the book [Ye3] .
It is not assumed that A is a noetherian ring. Suppose a ⊆ A is a finitely generated ideal. For an A-module M, its a-adic completion is
Completion is an A-linear functor
which is neither left nor right exact. It is an idempotent functor, in the sense that the two canonical morphisms Λ a → Λ a • Λ a are isomorphism (cf. [VY, Definition 2.8] , and Remark 1.13). There is a functorial homomorphism τ a, M : M → Λ a (M), and we call M an a-adically complete module if τ a, M is an isomorphism. (Note that older texts used the adjective "complete and separated" for what we call complete.)
For an A-module M we also have its a-torsion submodule
Torsion is a left exact A-linear functor
and it too is idempotent. There is a functorial homomorphism σ a, M : Γ a (M) → M, and we call M an a-torsion module if σ a, M is an isomorphism.
Definition 1.5. The idealistic derived a-adic completion functor is the functor
the left derived functor of the functor Λ a from (1.2).
See Remark 1.12 regarding terminology. The left derived functor LΛ a is calculated by K-flat resolutions. It's first appearance seems to have been in the paper [AJL] . Further study of the functor LΛ a was done in the paper [PSY] . Several earlier papers (including [Ma] and [GM] ) had considered the derived functors L q Λ a for q ∈ .
There is a functorial morphism
is an isomorphism. Here are the analogous definitions for a-torsion.
Definition 1.8. The idealistic derived a-torsion functor is the functor
the right derived functor of the functor Γ a from (1.4).
The derived functor RΓ a is calculated using K-injective resolutions. The idealistic derived torsion functor RΓ a has a long history, especially when the ring A is local and a = m is its maximal ideal. Then the cohomology modules H q (RΓ m (M)) = R q Γ m (M) are called the local cohomologies of M. See [RD] and [LC] .
There is a functorial morphism 9) is an isomorphism. The next proposition says that the idealistic derived completion and torsion functors depend not on the ideal a, but rather on the closed subset in Spec(A) that the ideal a defines. Proposition 1.11. Let a and b be finitely generated ideals in A such that √ a = √ b. Then there are canonical isomorphisms LΛ a − → LΛ b and RΓ a − → RΓ b of triangulated functors from D(A) to itself, such that the diagrams
Proof. An easy calculation shows that the obvious morphisms of functors Λ a → Λ a+b and Λ b → Λ a+b are both isomorphisms. It follows that there are isomorphisms LΛ a − → LΛ a+b and LΛ b − → LΛ a+b between the left derived functors. Hence there is a canonical isomorphism LΛ a − → LΛ b . The construction of τ L a in [PSY, Proposition 3.7] shows that the first diagram above is commutative.
The proof for derived torsion is similar.
Remark 1.12. In the paper [PSY] the names "cohomologically a-adically complete complex" and "cohomologically a-torsion complex" were used for the complexes in Definitions 1.7 and 1.10 respectively. The word "cohomologically" was replaced here with "derived" because it seems to describe the mathematical situation better: the condition in both cases is whether a certain morphism in the derived category D(A) is an isomorphism -and not about the the cohomology H(M). The adjective "idealistic" was introduced in order to create a semantic distinction between the the definitions in this section, and those in the next section, which will be called "sequential". Remark 1.13. We mentioned in passing that when a ⊆ A is a finitely generated ideal, and M is an arbitrary A-module, the a-adic completion M = Λ a (M) is an a-adically complete A-module. (This is included in the assertion that the functor Λ a is idempotent.) See [Ye1, Corollary 3 .6] for a proof.
If the ideal a is not finitely generated, then the completion functor Λ a and the torsion functor Γ a are ill-behaved. Most disturbing is that fact that the functor Λ a could fail to be idempotent -namely there are examples where the completion Λ a (M) is not a-adically complete; see [Ye1, Example 1.8] .
Remark 1.14. If the ideal a is weakly proregular, then the functor LΛ a is idempotent (see [PSY, Lemma 7 .9 and Proposition 7.10]). However, Positselski [Po, Proposition 17] shows that when a is not weakly proregular, and P is a free A-module of infinite rank, then LΛ a (P) = Λ a (P) is not derived a-adically complete in the idealistic sense.
S D C T
Here again A is a commutative ring. A finite sequence a = (a 1 , . . . , a n ) of elements of A gives rise to several complexes of A-modules.
We start with a single element a ∈ A. For an A-module M we denote by mult M (a) the endomorphism
Recall that the Koszul complex associated to the element a is
concentrated in degrees −1 and 0. The differential is d := mult A (a).
For j ≥ i in there is a homomorphism of complexes
which is the identity in degree 0, and mult A (a j−i ) in degree −1. Now consider a sequence of elements a = (a 1 , . . . , a n ). The associated Koszul complex is (2.4) K(A; a) := K(A; a 1 ) ⊗ A · · · ⊗ A K(A; a n ).
This is a complex of finite rank free A-modules, concentrated in degrees −n, . . . , 0. For i ∈ let a i := (a i 1 , . . . , a i n ). The homomorphism (2.3) induces a homomorphism of complexes
making the collection of Koszul complexes K(A; a i ) i ∈ into an inverse system. As an aside, let us mention that the Koszul complex K(A; a) is a commutative DG ring (in the sense of [Ye3, Definition 3.3 .4]), and there is a DG ring homomorphism A → K(A; a).
The second complex we associate to the sequence a is the infinite dual Koszul complex. It is
This is a complex of flat A-modules, concentrated in degrees 0, . . . , n.
The DG ring homomorphisms A → K(A; a i ) induce, upon dualizing and passage to the limit, a homomorphism of complexes
We sometimes refer to this homomorphism as the augmentation of K ∨ ∞ (A; a). The complex K ∨ ∞ (A; a) has an alternative description. For a single element a ∈ A, its infinite dual Koszul complex admits this canonical isomorphism
with A in degree 0, the localized ring A a = A[a −1 ] in degree 1, and the differential is d is the ring homomorphism. For a sequence a = (a 1 , . . . , a n ) there is an isomorphism
. The third complex associated to the sequence a is the Čech complex C(A; a). This is also a bounded complex of flat A-modules. This complex is more familiar in its algebrogeometric formulation, as follows. Let X := Spec(A), let U i := Spec(A[a −1 i ]) be the principal affine open set in X defined by the element a i , and let U := i U i ⊆ X. Then C(A; a) is the Čech complex associated to the affine open covering {U i } i=1,...,n of U. So C(A; a) is a complex of flat A-modules, concentrated in degrees 0, . . . , n − 1. Actually, C(A; a) has a canonical structure of noncommutative central DG A-ring, see [PSY, Section 8] , and as such it is called the derived localization of A w.r.t. a. When n = 1 and a 1 = a this is a familiar commutative ring:
There is a canonical short exact sequence of complexes of A-modules
which the augmentation (2.7) occurs. For this reason, the complex K ∨ ∞ (A; a) can also be called the augmented Čech complex.
There is a fourth complex of A-modules that's canonically associated to a. It is the telescope complex Tel(A; a), which is a complex of countable rank free A-modules, concentrated in degrees 0, . . . , n. The formula for Tel(A; a) is elementary but a bit messy; see [PSY, Definition 5.1] . There is a canonical quasi-isomorphism
. See [PSY, Lemma 5.7 ].
The complexes K(A; a), K ∨ ∞ (A; a), C(A; a) and Tel(A; a) are all defined over , in the following sense. Consider the polynomial ring [t] in the sequence of variables t = (t 1 , . . . , t n ). As a special case of the constructions above, there are complexes of
; t) and Tel( [t]; t). The sequence a = (a 1 , . . . , a n ) in A determines a ring homomorphism [t] → A sending t i → a i , and under this homomorphism we obtain isomorphisms
The next definitions are based on material from several papers and the book [LC] . A priori they appear to have no relation to their parallels in the previous section, beyond the hint we have in formula (2.14). Understanding that they are indeed what their names suggest (e.g. derived torsion in Definition 2.13) requires some work. Moreover, these definitions agree with those in Section 1 precisely when weak proregularity holds.
On the other hand, the definitions in this section have the distinct advantage of being rather easy to manipulate, and their "adjunction", "universality" and "idempotence" features are not hard to verify, as explained in Remarks 2.23, 2.24 and 2.25.
Definition 2.13. Let a = (a 1 , . . . , a n ) be a finite sequence in the ring A. The sequential derived a-torsion functor is the functor
The definition makes sense: the complex K ∨ ∞ (A; a) K-flat, and hence tensoring with it respects quasi-isomorphisms.
A hint that this is related to torsion is this: let a be the ideal in A generated by the sequence a. From formulas (2.8) and (2.9) it is clear that for an A-module M there is a canonical isomorphism .15) is an isomorphism. Definition 2.17. Let a = (a 1 , . . . , a n ) be a finite sequence in the ring A. The sequential derived a-adic completion functor is the functor
is called derived a-adically complete in the sequential sense is the morphism τ L a, M in (2.18) is an isomorphism. Proposition 2.20. Let a = (a 1 , . . . , a n ) be a sequence in the ring A. The following are equivalent for M ∈ D(A).
(i) M is derived a-adically complete in the sequential sense Definition . .
Proof. The exact sequence (2.10) gives a distinguished triangle
. By a standard fact on distinguished triangles, the morphism τ L a, M is an isomorphism iff the object RHom A C(A; a), M is zero.
Remark 2.21. Condition (ii) in Proposition 2.20 was the definition of a cohomologically complete complex in [KS] , in the special case when n = 1, so that, writing a := a 1 , we have
Here is the sequential variant of Proposition 1.11. Proposition 2.22. Let a and b be finite sequences of elements of A, and let a and b the ideals of A generated by the sequences a and b respectively. Assume that
Therefore the sequential derived a-torsion and a-completion functors are isomorphic to the sequential derived b-torsion and b-completion functors, respectively.
Proof. In [PSY, Theorem 6.2] it is proved that the complexes Tel(A; a) and Tel(A; b) are homotopy equivalent. An inspection of the proof of [PSY, Theorem 6.2] shows that this homotopy equivalence is canonical, and it respects the augmentations of the telescope complexes to A (up to homotopy). The quasi-isomorphism (2.11) let's us translate these facts to isomorphisms in D(A).
Remark 2.23. The sequential derived functors are insensitive to the ring A, or are universal, in the following sense. Consider derived completion. Since there is the canonical quasiisomorphism (2.11), and since Tel(A; a) is a K-projective complex, the sequential derived completion of a complex M is Hom A Tel(A; a), M ∈ D(A). However, the telescope complex is defined over , as shown in the last formula in (2.12). This means that when we pass to the derived category D( [t]) by the restriction functor, we get
Remark 2.24. The sequential derived completion and torsion functors are adjoint to each other, for a trivial reason. This is an easy version of Greenlees-May Duality.
Once more, we present these functors using the telescope complex T := Tel(A; a), which is a bounded complex of free A-modules, canonically quasi-isomorphic to K ∨ ∞ (A; a). Then the sequential derived a-adic completion of a complex M is Hom A (T, M), and the sequential derived a-torsion of M is T ⊗ A M.
An easy calculation using Hom-tensor adjunction shows that for for arbitrary M, N ∈ D(A) there is a canonical isomorphism Hom A (T, N) ).
Remark 2.25. Another nice property of the sequential derived completion functor is that it is always idempotent. Using the notation T := Tel(A; a) of the previous remark, the augmentation homomorphism T → A induces two homomorphisms of complexes T ⊗ A T → T; and according to [PSY, Lemma 7 .9] these are homotopy equivalences. Therefore for every M ∈ D(A) the two morphisms
Remark 2.26. Positselski has a much deeper understanding of various aspects of completion and derived completion, including some intermediate operations between what we call the idealistic and the sequential derived completions. These are summarized in his paper [Po] , where precise references can be found.
For instance, fix a finite sequence a = (a 1 , . . . , a n ) in A. An A-module M that is derived a-adically complete as a complex (in the sequential sense) is called an a-contramodule. For M ∈ M(A) to be an a-contramodule it is necessary and sufficient that Ext Here is one more consequence of Positselski's methods. Let a be the ideal generated by a. He proves that every complex M that is derived a-adically complete in the idealistic sense is also derived a-adically complete in the sequential sense; but not vice versa. See [Po, Lemma 15 and Proposition 17] .
W P : W I S A
We continue with the commutative ring A. In this section we recall the definition of weak proregularity, and explain some of its useful properties.
An inverse system of modules {N i } i ∈ is called pro-zero if for every i there is some j ≥ i such that the homomorphism N j → N i is zero.
Given a sequence a = (a 1 , . . . , a n ) in A, and a natural number i, we let a i := (a i 1 , . . . , a i n ). As explained in Section 2, the collection of Koszul complexes K(A; a i )) i ∈ is an inverse system. Definition 3.1. A finite sequence a in the ring A is called weakly proregular (WPR) if for every q < 0 the inverse system of A-modules
The condition in Definition 3.1 had already appeared in [LC] , but the name was given much later, by Lipman, see [AJL, Correction] .
Definition 3.2. An ideal a ⊆ A is called a weakly proregular ideal if it is generated by some weakly proregular sequence a.
The next fact was already observed by Grothendieck: Theorem 3.3 (Grothendieck, [LC] ). If the ring A is noetherian, then every finite sequence in it is WPR.
The moral is that WPR of an ideal is a certain generalization of the noetherian property of the ring.
The next results show that WPR is a robust property. Theorem 3.4 ([PSY, Corollary 6.2]). Let a and b be finite sequences of elements of A, and let a and b be the ideals generated by a and b respectively. Assume that √ a = √ b. Then the sequence a is WPR iff the sequence b is WPR. Corollary 3.5 ([PSY, Corollary 6.3]). Let a be a WPR ideal in A, and let a be a finite sequence of elements that generates a. Then a is a WPR sequence.
There is also a categorical characterization of the WPR property. Following [VY] we make the next definition. Its origins can be traced back to texts on abstract torsion classes. 
in D(A) are commutative. See [PSY, equation (4.20) and Lemma 5.20], where the notation is slightly different. Theorem 3.12. Let a be a finite sequence in A, and let a ⊆ A be the ideal generated by a.
The following conditions are equivalent.
(i) The sequence a is weakly proregular. [PSY, Corollary 4.26] . The implication (i) ⇒ (iii) is [PSY, Corollary 5.25] , combined with the quasi-isomorphism (2.11).
The implication (ii) ⇒ (i) is [PSY, Theorem 4.24] , applied to M := I, and arbitrary injective A-module.
Finally, the implication (iii) ⇒ (i) is a recent result of Positselski. One takes M := P, a free A-module of countable rank. Then LΛ a (P) = Λ a (P). According to [Po, Theorem 9] , if u L a, P is an isomorphism in D(A), then a is WPR. Corollary 3.13. Assume that a ⊆ A is a WPR ideal, and a is some finite sequence that generates a. Let M ∈ D(A). The following two conditions are equivalent.
(i) M is derived a-adically complete in the idealistic sense Definition . .
(ii) M is derived a-adically complete in the sequential sense Definition . .
Proof. Combine Corollary 3.5, the theorem above, and the commutativity of diagram (3.11).
There is a corresponding result for derived torsion, proved using diagram (3.10). Given an ideal a ⊆ A we denote by D(A) a-tor and D(A) a-com the full subcategories of D(A) on the complexes that are derived a-torsion and derived a-adically complete, respectively. These are triangulated subcategories. Theorem 3.14 (MGM Equivalence, [PSY, Theorem 1.1] ). Let a a weakly proregular ideal in the ring A.
(1) For every M ∈ D(A) one has RΓ a (M) ∈ D(A) a-tor and LΛ a (M) ∈ D(A) a-com .
(2) The functor RΓ a : D(A) a-com → D(A) a-tor is an equivalence, with quasi-inverse LΛ a . A noncommutative version of weak proregularity (condition (ii) in Theorem 3.7 above), and the corresponding noncommutative MGM equivalence, can be found in the paper [VY] .
W P A F
Again, A is some commutative ring.
Definition 4.1. Let a be an ideal in A, and let M be an A-module. We say that M is a-adically flat if Tor A q (N, M) = 0 for every a-torsion A-module N and every q > 0. This definition is copied from [Ye2] . In [SS, Section 2.6 ] such a module M is called relatively-a-flat, and in [BS] the term used is a-completely flat.
Here is a useful characterization of this property. Theorem 4.2 ([Ye2, Theorem 1.3]). Let a be an ideal in A, and for every k ≥ 0 let A k := A/a k+1 . The following three conditions are equivalent for an A-module M.
(i) The A-module M is a-adically flat.
(ii) For every q > 0 and k ≥ 0 the module Tor A q (A k , M) vanishes, and A k ⊗ A M is a flat A k -module.
(iii) For every q > 0 the module Tor A q (A 0 , M) vanishes, and A 0 ⊗ A M is a flat A 0 -module. The next theorem was considered by many to be unproved; but then, a few years ago, several different proofs of it have emerged. One of them -the proof from [Ye2] -will be mentioned a bit later. Theorem 4.3. If A is a noetherian commutative ring, a is an ideal in A, and M is a flat A-module, then the a-adic completion M = Λ a (M) is a flat A-module.
Here is a similar result -the assumptions are weaker and so is the outcome. When the ring A is noetherian, the two notions of flatness coincide: Theorem 4.5 ([Ye2, Theorem 1.5] ). If A is a noetherian ring, a is an ideal in A, and M is an a-adically flat a-adically complete A-module, then M is a flat A-module.
Here we feel an example is due, showing that the concepts we are talking about are truly distinct.
Example 4.6. Let be a field of characteristic 0, let [[t 1 ]] and [[t 2 ]] be the rings of power series in the variables t 1 and t 2 , and let A be the ring
Let a be the ideal in A generated by t 1 and t 2 , and let A be the a-adic completion of A.
Then, according to [Ye2, Theorem 7 .2], the following hold:
(1) The ideal a is weakly proregular.
(2) The ring A is not noetherian.
(3) The ring A is noetherian.
(4) The ring A is a-adically flat over A.
(5) The ring A is not flat over A.
Quite surprisingly, weak proregularity is a consequence of the preservation of adic flatness under completion. Indeed, we have the next result of Positselski, whose proof requires the deeper methods alluded to in Remark 2.26. Theorem 4.7 ([Po, Theorem 20] ). Let a be a finitely generated ideal in A, and let P be a free A-module of infinite rank. If the A-module P = Λ a (P) is a-adically flat, then the ideal a is weakly proregular.
Remark 4.8. There is a description of the free module P and its completion P from the theorem above, which is sometimes useful, and is inspired by functional analysis. Given a set X, the module of finitely supported functions f : X → A is denoted by F fin (X, A) . This is a free A-module with basis the delta functions δ x . Now take a finitely generated ideal a ⊆ A, and let A be the a-adic completion of A. A function f : X → A is called a-adically decaying if for every k ≥ 1, the set {x ∈ X | f (x) a k · A} is finite. We denote by F dec (X, A) the A-module of decaying functions. It turns out that F dec (X, A) is the a-adic completion of F fin (X, A) . See [Ye1, Corollary 2.9].
The next concept we shall introduce had a pivotal role in our study of adic flatness in the paper [Ye2] , and we hope some readers might also find it useful. Definition 4.9. Let a be an ideal in A, and for every k ≥ 0 let A k := A/a k+1 . An a-adic system of A-modules is an inverse system {M k } k ∈ of A-modules, such that each M k is an A k -module, and for each k the induced homomorphism A k ⊗ A k+1 M k+1 → M k is bijective.
The notation of this definition will be used implicitly below.
Example 4.10. An A-module M gives rise to an a-adic system
Theorem 4.11 ([Ye2, Theorem 1.2] ). Let a be a finitely generated ideal in A, and let {M k } k ∈ be an a-adic system of A-modules, with limit M := lim ←k M k . Then
(1) The A-module M is a-adically complete.
(2) For every k ≥ 0 the canonical homomorphism A k ⊗ A M → M k is bĳective.
Theorem 4.13 ([Ye2, Theorem 1.6]). Let a be an ideal in A, and let {M k } k ∈ be a flat a-adic system, with limit M := lim ←k M k .
(1) If the ideal a is weakly proregular, then M is an a-adically flat A-module.
(2) If the ring A is noetherian, then M is a flat A-module. Item (1) of this theorem, coupled with Theorem 4.2, immediately implies Theorem 4.4. Item (2) of the theorem implies Theorem 4.3.
W P Q R
Again A is some commutative ring. The purpose of this extremely technical section is to prove Theorem 5.13. The element a is called M-regular or a non-zero-divisor on M if Ann M (a) = 0. This means that mult M (a) is an injective endomorphism of M. When M = A we just call a a regular element. Of course
Note that a 0 = 1, so that Ann M (a 0 ) = 0. The element a is M-regular iff Ann M (a) = 0, iff Ann M (a i ) = 0 for all i ∈ . As can be seen immediately from (2.2), for every i ∈ there is equality
of submodules of M, after we make the obvious identification M A ⊗ A M.
Definition 5.6. Let a ∈ A and let M be an A-module. We say that M has bounded a-torsion if there is some j 0 ∈ such that Ann M (a j ) = Ann M (a j 0 ) for all j ≥ j 0 . Let tb M (a) be the smallest such number j 0 ∈ , if it exists; and otherwise let tb M (a) := ∞. The generalized number tb M (a) ∈ ∪ {∞} is called the torsion bound of a on M.
Thus M has bounded a-torsion iff tb M (a) < ∞. Also a is an M-regular element iff tb M (a) = 0.
The next proposition is well-known (cf. [SS, Example 7.3.2] ), yet we find it instructive to give a proof here, since the same ideas will be used in the subsequent lemmas. Proposition 5.7. Let a ∈ A. The following conditions are equivalent:
(i) The element a is WPR.
(ii) A has bounded a-torsion.
Proof.
(ii) ⇒ (i): Let i 0 := tb A (a) ∈ . We must prove that given i, there exists some j ≥ i such that the homomorphism
is the zero homomorphism. This just means that a j−i annihilates Ann A (a j ); or in other words, taking the inclusion (5.3) into account, that Ann M (a j ) = Ann M (a j−i ). By the choice of i 0 , the number j := i + i 0 works.
(i) ⇒ (ii): By the WPR condition, with i = 1, there is some j 0 ∈ such that the homomorphism
is the zero homomorphism. We will prove that tb A (a) ≤ j 0 . This will be done as follows: by induction on j ≥ j 0 , we will prove that Ann A (a j ) = Ann A (a j+1 ).
For j = j 0 this is simply the vanishing of the homomorphism (5.8).
Assume this is true for j ≥ j 0 . Consider an element b ∈ Ann A (a j+2 ). Then a· b ∈ Ann A (a j+1 ). By assumption a· b ∈ Ann A (a j ). Hence b ∈ Ann A (a j+1 ).
Lemma 5.9. Let a, b ∈ A. For every k ∈ let A k := A/(a k+1 ). Assume that a is a regular element, and that A 0 has bounded b-torsion. Then A k has bounded b-torsion for every k.
Proof. The assumption is that l := tb A 0 (b) < ∞. We shall prove that (5.10) tb A k (b) ≤ (k + 1)·l for all k ≥ 0, by induction on k. For k = 0 there is nothing to prove. Take any k ≥ 0, and assume formula (5.10) holds for k. Let j be some natural number satisfying j ≥ (k + 2)·l, and let c ∈ A k+1 be an element satisfying b j ·c = 0 in A k+1 . We must prove that b (k+2) ·l ·c = 0 in A k+1 .
Define the ideal a := (a) ⊆ A. For k ≥ 1 define the A-module
where π is the A-ring homomorphism. And let N 0 := A 0 . Since a is a regular element of A, it follows that mult A (a) : a k → a k+1 is bijective for all k ≥ 0; and hence it induces an A-module isomorphism N k − → N k+1 . We see that tb N k (b) = l for all k ≥ 0.
Consider the short exact sequence of A-modules
We know that b j ·c = 0 in A k+1 , and therefore b j · π(c) = 0 in A k . Now (k + 2)·l ≤ j, and by assumption tb A k (b) ≤ (k + 1)·l; hence tb A k (b) ≤ j. By the definition of tb A k (b),
By the definition of tb N k+1 (b), formula (5.12) implies that b l · d = 0. Therefore
. This is what we had to prove.
Theorem 5.13. Let A be a commutative ring, and let a, b ∈ A. Assume that a is a regular element of A, and the imageb of b inĀ := A/(a) is a weakly proregular element. Then the length 2 sequence a := (a, b) in A is weakly proregular.
Proof. The Koszul complexes K(A; a i ) are concentrated in degrees 0, −1, −2. We need to prove that for q = −1, −2 and for i ≥ 0 there exists some j ≥ i for which the homomorphism
is zero. We will consider all these cases of q and i in three steps. We shall use the fact that
as complexes.
Step 1. Here we deal with i = 0. Since a 0 = b 0 = 1, the complexes K(A; a 0 ) and K(A; b 0 ) are acyclic. From (5.15) we conclude that the complex K(A; a 0 ) is acyclic. Hence the homomorphism (5.14) is zero for all q and all j ≥ 0.
Step 2. Here we deal with q = −2. Take any i ≥ 1. The regularity of a implies that H −1 K(A; a i ) = 0, so the augmentation homomorphism (5.16) K(A; a i ) → H 0 K(A; a i ) = A/(a i ) = A i−1 is a quasi-isomorphism. From (5.15), with the fact that K(A; b i ) is a K-flat complex, we see that the homomorphism of complexes
canonically as complexes of A-modules. The complex K(A i−1 ; b i ) is concentrated in degrees −1, 0. It follows that H −2 K(A; a i ) = 0, and hence the homomorphism (5.14) is zero for q = −2 and all i ≥ 1.
Step 3. Here we handle the case q = −1 and i ≥ 1. For every j ≥ i ≥ 1 the ring homomorphism π : A j−1 → A i−1 induces a homomorphism of complexes
Taking the q = −1 cohomology in (5.17) and (5.18), we obtain a canonical isomorphism of A-modules
Likewise with i instead of j. These, with the isomorphism (5.5), make the diagram
commutative. The rightmost column factors into this commutative diagram:
(5.20)
This implies that for every j ≥ i + tb A i−1 (b) the vertical arrow in (5.20) is zero. Going back to diagram (5.19), we see that the leftmost vertical arrow in it is zero for every j ≥ i + tb A i−1 (b). The conclusion is that the homomorphism (5.14) is zero for q = −1 and j i. Here A s i = A[s −1 i ], the localized ring. Proposition 6.1. Let A be a ring, let a ⊆ A be an ideal, and let (s 1 , . . . , s n ) be a covering sequence of A. The following conditions are equivalent:
Proof.
(i) ⇒ (ii): By definition there exists a WPR sequence a = (a 1 , . . . , a m ) in A that generates a. Let g i : A → A s i be the canonical ring homomorphism. Then the sequence g i (a) := g i (a 1 ), . . . , g i (a m )
in A s i generates the ideal a s i ⊆ A s i . Since A → A s i is flat, it follows that the sequence g i (a) is WPR.
(ii) ⇒ (i): For every i there is some WPR sequence a i in A s i that generates the ideal a s i . Now the element a i, j ∈ A s i , the j-th element in the sequence a i , is of the form a i, j = g i (b i, j )· s e i, j i for some b i, j ∈ a and e i, j ≤ 0. Define the finite sequence b i := (b i,1 , . . .) in a. We see that the sequence g i (b i ) := g i (b i,1 ), . . . also generates the ideal a s i . Define the finite sequence b := b 1 b 2 · · · b n , the concatenation of the b i . Then the sequence b generates the ideal a ⊆ A. It remains to prove that b is WPR.
Fix p < 0 and j ≥ 0. For every k ≥ j we consider the homomorphism (6.2) H p (µ k, j ) : H p K(A; b k ) → H p K(A; b j ) .
For each i = 1, . . . , n the sequence g i (b) in A s i generates the WPR ideal a s i . Hence, by [PSY, Corollary 6 .2], the sequence g i (b) is WPR. This implies that there is some k i ≥ j such that the homomorphism
is zero. Taking k := max(k 1 , . . . , k n ) will make the homomorphism (6.2) zero. Example 6.3. Suppose the ideal I ⊆ A defines an effective Cartier divisor on Spec(A). This means (see [SP, Section tag=01WQ] ) that there is some covering sequence (s 1 , . . . , s n ) of A, such that each of the ideals I s i := A s i ⊗ A I ⊆ A s i is generated by a single regular element. So the ideals I s i ⊆ A s i are all WPR. By Proposition 6.1 it follows that the ideal I ⊆ A is WPR.
W P P
For a prime number p let p ⊆ denote the local ring at p; i.e. p = p where p := (p) ∈ Spec( ). (This is not to be confused with the complete local ring p = p .) The ring A is not assumed to be noetherian. However the ideal I is WPR, as can be seen in Example 6.3. Therefore the ideal a is finitely generated. Proof. Choose a covering sequence (s 1 , . . . , s n ) of A, such that for every k the ideal I s k := A s k ⊗ A I ⊆ A s k is generated by a single regular element b k ∈ A s k .
Write p := (p) ⊆ A. LetĀ := A/I, letp = p·Ā ⊆Ā, and letp ∈Ā be the image of p. Then the idealp is generated by the elementp. Since the prism is bounded, by Proposition 5.7 the elementp ∈Ā is WPR, so the idealp ⊆Ā is WPR. For every k the idealp s k :=Ā s k ⊗ Ap ⊆Ā s k is WPR, by Proposition 6.1. Of coursep s k is generated by the elementp k :=ḡ k (p) ∈Ā s k , whereḡ k :Ā →Ā s k is the ring homomorphism. Hence, according to Corollary 3.5, the elementp k ∈Ā s k is WPR.
Consider the pair of elements (b k , p k ) in the ring A s k . They satisfy the conditions of Theorem 5.13, and therefore the ideal a s k = I s k + p s k ⊆ A s k that they generate is WPR. Using Proposition 6.1 once more, we conclude that the ideal a ⊆ A is WPR. 
