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Fully autonomous vehicles are expected to revolutionize transportation, reduce the cost of 
ownership, contribute to a cleaner environment, and prevent the majority of traffic 
accidents and related fatalities.  Even though promising approaches for achieving full 
autonomy exist, developers and manufacturers have to overcome a multitude of 
challenged before these systems could find widespread adoption.  This multiple case 
study explored the strategies some IT hardware and software developers of self-driving 
cars use to adapt traditional vehicle design frameworks to address consumer and 
regulatory requirements in autonomous vehicle designs.  The population consisted of 
autonomous driving technology software and hardware developers who are currently 
working on fully autonomous driving technologies from or within the United States, 
regardless of their specialization.  The theory of dynamic capabilities was the conceptual 
framework used for the study.  Interviews from 7 autonomous vehicle hard and software 
engineers, together with 15 archival documents, provided the data points for the study.  A 
thematic analysis was used to code and group results by themes.  When looking at the 
results through the lens of dynamic capability theory, notable themes included regulatory 
uncertainty, functional safety, rapid iteration, and achieving a competitive advantage.  
Based on the findings of the study, implications for social change include the need for 
better regulatory frameworks to provide certainty, consumer education to manage 
expectations, and universal development standards that could integrate regulatory and 
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Section 1: Foundation of the Study  
Automobile manufacturers have envisioned and promised fully autonomous vehicles for 
many years, but only recent advancements in image processing and significantly increased 
computational power puts engineers finally within reach of delivering on this promise.  The 
recent use of graphics processors has enabled researchers to perform complex image analysis 
using neural networks for adding context (Johnson, Karpathy, & Fei-Fei, 2016). Complex image 
analysis was previously hard to achieve due to the required computational cost, including the 
power, space, and cooling requirements of suitable technologies.  As a result, regulatory 
requirements, consumer expectations, and the design frameworks manufacturers use for 
traditional vehicle development may no longer apply.  Therefore, developers may waste valuable 
resources on design practices that may be unable to comply with consumer expectations or 
regulatory requirements.  Without understanding the importance of and how regulatory 
requirements, consumer expectations, and current vehicle design frameworks interact with each 
other, manufacturers may need more time to develop their solutions or have to start over in case 
of failure. 
Background of the Problem 
One way to significantly reduce traffic accidents, deaths, and related injuries is to 
develop and introduce autonomous cars (AC) that can operate and navigate more safely than 
human drivers most of the time (Althoff, Stursberg, & Buss, 2009).  Although Mitchell, Payton, 
and Keirsey (1987) argued that autonomous vehicles must rely on multi-level independent 
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control systems with a high level of situational awareness and independent decision-making 
systems, researchers do not agree on how they should specifically design these systems. 
Yim, Kim, Shin, and Park (2014) suggested that an AC can achieve full autonomy by 
only using a path library and visual object analysis to navigate complex environments.  However, 
Jo, Kim, Kim, Jang, and Sunwoo (2014) suggested that the multi-sensor approach favored by 
Volkswagen, Toyota, and Google, for example, where engineers combine visual object analysis 
with non-human sensings, such as Light Detection and Ranging (LIDAR), Radio Direction and 
Ranging (RADAR), or Sound Navigation and Ranging (SONAR), will likely emerge as the most 
successful solution.  In contrast, Azimirad, Haddadnia, and Izadipour (2015) stated that acquiring 
more sensor information leads to richer data but also emphasized that researchers must develop a 
specialized data-level fusion architecture first; otherwise, computing requirements become too 
demanding in the context of a moving vehicle.  In this context, my study focused on the 
perceived relationships between autonomous vehicle design frameworks, consumer expectations, 
and regulatory requirements.  Organizations can use this knowledge as a benchmark for 
exploring technologies that their peers and competitors prefer for the development of their fully 
autonomous vehicles and to bring their products more quickly to market while also reducing the 
likelihood of costly mistakes and engineering dead-ends. 
Problem Statement 
While the design teams working on autonomous vehicles use and develop various 
technologies to achieve different levels of autonomy, consumer and regulatory requirements 
insufficiently influence their current design frameworks (Borenstein, Herkert, & Miller, 2017).  
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Without standardized design frameworks enabling the general and unrestricted use of fully 
autonomous vehicles on public roads today (Vellinga, 2017), recent performance reports from 
California’s limited self-driving test program indicate that current design frameworks can lead to 
as many as 625 noncompliance incidences with respect to consumer and regulatory requirements 
in 935 driven miles (Lv et al., 2018).  The general IT problem is that IT teams often lack 
appropriate design frameworks in the development of autonomous vehicles that address 
consumer and regulatory requirements.  The specific IT problem is that some IT hardware and 
software developers of self-driving cars lack strategies for adapting traditional vehicle design 
frameworks to address consumer and regulatory requirements in autonomous vehicle designs. 
Purpose Statement 
The purpose of this qualitative multiple case study was to explore the strategies some IT 
hardware and software developers of self-driving cars use to adapt traditional vehicle design 
frameworks to address consumer and regulatory requirements in autonomous vehicle designs.  
The targeted population consisted of autonomous driving technology software and hardware 
developers from two or more organizations and who are currently working on fully autonomous 
driving technologies, regardless of geographic location.  Due to the variety of design frameworks 
and the multidisciplinary nature of the technologies currently in use or development for creating 
autonomous vehicles, the study targets IT hardware and software engineers regardless of their 
respective specialization within the field.  The implication for positive social change includes the 
potential to reduce car-accident related deaths and injuries as well as decreasing the cost of 
transportation, as soon, as autonomous vehicles become available. 
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Nature of the Study 
I selected a qualitative research methodology to approach my doctoral study. Qualitative 
methods focus on exploring lived experiences or collecting rich data on phenomena, causes, and 
consequences through the eyes of individuals (McCusker & Gunaydin, 2014).  Since the goal of 
this study was to provide an understanding of the strategies some IT hardware and software 
developers of self-driving cars use to adapt traditional vehicle design frameworks to address 
consumer and regulatory requirements in autonomous vehicle designs, the qualitative 
methodology allowed me to understand the approaches of those working in the field.  
Quantitative approaches focus on testing hypotheses and the statistical analysis of numerical data 
(Yilmaz, 2013).  I decided against using a quantitative methodology because the goal of my 
study was to understand the strategies of developers involved in autonomous vehicle designs and 
not to measure relationships between numerical data.  The remaining option would have been to 
use a mixed-method design by combining the analysis of individual experiences and numerical 
data to evaluate relationships between variables (McCusker & Gunaydin, 2014). However, I 
decided against using a mixed-method because the purpose of this study was to understand the 
perceptions and resulting strategies of those involved in autonomous vehicle designs and not to 
measure relationships between numerical data.  Based on the arguments above, the multiple case 
study design was most appropriate for this research. 
I used a multiple case study research design for my study.  By selecting a multiple case 
study design, researchers can compare and contrast different perspectives, search for patterns, 
and gain an in-depth understanding of a problem through rich and detailed contextual data 
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(Touw, 2017).  Because I wanted to study the strategies of those involved in autonomous vehicle 
designs through many perspectives, a multiple case study was most appropriate.  A multiple case 
study design allowed me to explore the perceptions and strategies of individuals at two or more 
organizations.  Other qualitative research designs include historical research, ethnography, and 
phenomenology (Rutberg & Bouikidis, 2018).  Phenomenology examines the lived experiences 
(Duckham & Schreiber, 2016).  However, as my study focused on understanding the strategies, 
IT hardware and software developers use to adapt autonomous vehicle design frameworks to 
meet consumer and regulatory requirements and not lived experiences, using phenomenology 
would have been inappropriate.  Ethnography aims at understanding cultural behavior (Rutberg 
& Bouikidis, 2018).  Because I explored individual perceptions, ethnography was not a suitable 
qualitative research design.  Lastly, researchers use historical research designs to examine past 
events by using documents and personal recollections (Rutberg & Bouikidis, 2018).  As I was 
not examining past events or historical documents, using historical research would have been 
inappropriate.  Based on the arguments above, the multiple case study design was most 
appropriate for this research.  
Research Question 
The research question for this proposed study was as follows: 
What strategies do some IT hardware and software developers of self-driving cars use to 





1. Without including your name or your organization’s name, what is your current role, and 
how long have you been in similar roles? 
2. What experience do you have working on autonomous driving systems or related 
technologies? 
Interview Questions 
1. What strategies and/or design practices do you use or have used while working on 
autonomous driving systems? 
Probe: Why did you select this strategy or used this particular design practice? 
Probe: Did you find your strategy or design practice to be a good fit for achieving 
autonomy with your design, or did you have to make changes?  
2. How do you measure the success of your strategies and frameworks for achieving fully 
autonomous driving capabilities? 
3. What strategies have you used to align your autonomous vehicle design approaches with 
consumer expectations? 
 Probe: How can you be sure that your interpretation of consumer expectations align with 
what consumers actually expect, considering that autonomous vehicles are not yet publicly 
available? 





5. What strategies do you use to align your autonomous vehicle designs with current 
regulatory requirements? 
Probe: How do you intend to adapt your designs to changing regulations? 
Probe: What strategies do you use to shape and influence future regulations? 
6. Is there anything else you would like to add about your autonomous vehicle design 
strategies that we have not addressed already?  
Conceptual Framework 
I used the theory of dynamic capabilities as a basis for this study.  Dynamic capabilities 
theory focuses on achieving competitive advantage in dynamic environments through 
congruence, reconfiguration, and renewal of internal and external functional competencies, 
organizational skills, and effective use of resources.  First developed in 1997 by Teece, Pisano, 
and Shuen as an alternative to other models of strategy, such as the theory of competitive forces, 
the theory of strategic conflict, and the resource-based perspective, the dynamic approach offers 
a framework for organizations on how to approach and rapidly expand their capabilities.  The 
dynamic capabilities framework focuses on processes, positions, and paths, as well as reliability 
and imitability of organizational positions and processes to assess competitive advantage (Teece, 
Pisano, & Shuen, 1997).  I have developed Figure 1 to illustrate the interrelationships and 





Figure 1. Illustration of some Elements of the Dynamic Capabilities Model. 
Dynamic capabilities theory applied to this study.  Autonomous driving frameworks must 
incorporate and are subject to reconfiguration and transformation, technological opportunities, 
path assessment, and selection, in addition to the management and expansion of technological, 
financial, reputational, and structural assets in response to rapidly evolving consumer and 
regulatory demands and requirements.  With rapidly changing regulatory requirements, the 
evolution of perceived consumer expectations, and consistently updated vehicle design 
frameworks, the theory of dynamic capabilities provides a theoretical framework from which to 
examine the strategies IT hardware and software developers use to develop autonomous vehicles 
in the context of processes, paths, and positions, but also reliability and imitability.  A firm’s 
ability to innovate depends on its dynamic capabilities (Teece et al., 1997), which in this case 
relates to an organization’s ability to leapfrog its competition while also meeting perceived 
consumer expectations and current regulatory requirements.  Current vehicle design frameworks 
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may be unable to accommodate the technological needs associated with rapidly changing 
requirements and limitations in the area of autonomous driving technologies, and, therefore, a 
firm must develop dynamic capabilities they can use to gain a competitive advantage.  
Definition of Terms 
Self-Driving car: an autonomous vehicle capable of Level-3, Level-4, or Level-5 
autonomy and defined as a car that can operate autonomously in some or all environments 
without human interaction or requiring a human driver to be able to take control in an emergency 
(Society of Automotive Engineers, 2016). 
Autonomous vehicle design frameworks: methodologies, standards, tools, or technical 
frameworks autonomous vehicle manufacturers use to design their products and align them with 
consumer expectations and regulatory requirements (Falcini & Lami, 2017). 
Assumptions, Limitations, and Delimitations 
Assumptions, limitations, and delimitations are essential factors in the interpretation of 
the results of a research study.  I include the following subsections to discuss how they 
influenced, shaped, and limited my data collection process, the selection of my population, and 
my research design.   
Assumptions 
A researcher's assumptions are the basis for their views and beliefs that guide their 
interpretation of reality (Haegele & Hodge, 2015).  I based my assumptions on the requirements 
for this study.  Qualitative research (QR) focuses on the contextual interpretation of findings and 
patterns by the researcher (Yilmaz, 2013).  Therefore, qualitative research is subjective and not 
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without bias, because the researcher acts as the data collection instrument and all analysis is the 
result of an insider’s view and their understanding of the data (J. Park & Park, 2016).  To address 
this assumption, I used open-ended questions instead of yes-or-no alternatives throughout the 
study, and I reduced bias when designing the interview questions minimizing my influence on 
the interviewee. 
My first assumption for this study was that all participants were familiar with the design 
and development process of fully autonomous vehicles or driving systems and were qualified to 
answer the interview questions of the study.  Secondly, I assumed that the sample of this study 
was representative of the population and that each participant will answer the survey questions 
truthfully and to the best of their knowledge.  Lastly, I assumed that my qualitative research 
approach enabled me to collect raw data that will be adequate to evaluate further and answer my 
research question.  
Limitations 
Limitations, or potential weaknesses of a study (Schafer Astroth, 2018), may include 
issues concerned with behavioral, social, relational, causal, research design, external validity, 
and the interview protocol.  For example, by relying on a multiple case study research design, I 
was limiting myself to examining the perceptions and strategies of a limited number of cases 
(Touw, 2017).  However, there may be additional behavioral, social, relational, or causal factors 
that influence the design decisions of hard- and software engineers working on autonomous 
vehicles, which this study did not examine.  I did not design my interview protocol to collect 
data beyond the information I expect to be useful for answering my research question.  Knowing 
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these limitations, I was able to reduce bias and interpret the data and my findings honestly and 
objectively.   
Another limitation of this study is my choice of research method.  While qualitative 
designs are well equipped to include contextual and supplemental information,  they cannot 
generally collect and analyze empirical data (Zyphur & Pierides, 2017).  Therefore, my findings 
will be limited by my interview protocol and research method, although the collected data should 
provide valuable insights for future studies.  Lastly, by choosing a qualitative research design, I 
am limiting the scope of my study to rich contextual and descriptive data, which will lack 
testable measures associated with quantitative research, making it also impossible to use 
statistical analyses, for example. 
Researchers use case studies to collect rich contextual data and examine perceptions of 
constructs in the context of a given environment (Kumar, 2011).  Using a qualitative research 
method may limit the findings of the study and its applicability to a general population because 
the results may be localized and only relevant to the participants (Rutberg & Bouikidis, 2018).  
Therefore, validity in a qualitative study largely depends on the qualifications of the researchers 
and the established interview protocol (Yilmaz, 2013).  I will discuss the validity of my study in 
more detail in the validity section of my study. 
Delimitations 
Delimitations refer to the scope and boundaries as they apply to the study (Thomas, 
Silverman, & Nelson, 2015).  While I intended to sample my population from any geographic 
location, I limited the scope of the study overall to only include autonomous driving technology 
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IT research or development teams.  Furthermore, the boundaries of my study included 
conducting interviews among IT software and hardware engineers who are currently developing 
fully autonomous driving technologies to understand their perception of the relationship between 
existing autonomous vehicle design frameworks, consumer expectations, and regulatory 
requirements.   
Significance of the Study 
The results of this multiple case-study may offer insights to IT practitioners and 
organizations about the strategies some IT hardware and software developers of self-driving cars 
use to adapt autonomous vehicle design frameworks for addressing consumer and regulatory 
requirements.  While various technological approaches already exist today, the widespread and 
low-cost adoption by consumers requires that self-driving cars comply with regulations and meet 
consumer expectations (Bunghez, 2015).  Contributing to the development of industry standards 
and technical frameworks as the outcomes of the research will enable manufacturers and 
engineers to focus their attention on the practical application instead of researching and building 
an autonomous system from scratch (Molina et al., 2017).  The findings of this study contribute 
to the existing literature on autonomous driving systems and offer new insight into how existing 
autonomous vehicle design frameworks could be improved to meet consumer expectations and 
regulatory requirements better. 
The results from this study have implications for social change because they contribute to 
the understanding of how existing autonomous vehicle design frameworks could be improved to 
meet regulatory and consumer expectations better.  Furthermore, individual users and society 
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will directly benefit from the faster availability of smarter, safer, more convenient, and more 
attractive autonomous vehicles, which can significantly contribute to a changing lifestyle and 
actively reduce traffic-related accidents (Ingrid Pettersson, 2017). 
However, the projected benefits for society do not end with reducing traffic-related 
accidents or transforming lifestyles, but instead, go much further and indirectly affect everyone 
on a global scale.  It is not often that novel technology can quickly transform society, but 
autonomous vehicles are expected to significantly mediate the effects of global climate change 
through a reduction of fuel consumption by as much as 80% (Pettigrew, 2017).  Other 
implications for social change include improved mobility for the elderly or disabled, lower cost 
of ownership, and improved time management (Pettigrew, 2017). 
A Review of the Professional and Academic Literature 
I included a collection of resources in the literature review to illustrate the current 
understanding of the relationship between autonomous vehicle design frameworks and consumer 
and regulatory requirements.  For example, Mushtaq, Riaz, Mohd, and Saleh (2018) conducted a 
study among more than 100 travelers and drivers in Dubai and found that uncertainties 
associated with safety and privacy in autonomous vehicles result in a much more cautious 
approach to accepting self-driving technology than otherwise expected with the adoption of new 
product trends.  In another example, Vellinga (2017) asserted that the cautious approach to 
acceptance by consumers and regulators is the result of incoherent legal development across all 




In addition to selecting seminal works, I considered peer-reviewed articles and journals, 
reports, regulations, and theses published since 2015 in my review of the literature.  Out of the 
163 resources I used in this study, 146 (89.57%) were published between 2015 and 2019, and 74 
(98.66%) of the 75 resources I referred to in the literature review were peer-reviewed.  I used 
databases such as EBSCOhost, ScienceDirect, Google Scholar, SAGE Journals Online, 
ProQuest, and Thoreau as an aggregator to access additional databases.  Although my resources 
include select seminal works, I also verified the peer-review status of academic journals through 
Ulrich’s Global Serials Directory.  When accessing databases, my strategy for searching the 
literature included the use of keywords related to my theoretical framework, existing design 
frameworks used to develop autonomous vehicles, and consumer and regulatory requirements.  
The keywords I used included combinations of autonomous vehicle, autonomous car, dynamic 
capabilities theory, self-driving, design framework, automotive framework, consumer 
expectations, social change, society, vehicle safety, vehicle regulations, autonomous regulations, 
and legal challenges.  I then screened the search results for relevance, first read available 
abstracts, and continued to evaluate the literature in detail where appropriate.  Furthermore, I 
also took the keywords used by authors of the examined literature to find additional articles and 
applied reverse-search approaches to find other studies that may have referenced the works I 
found initially. 
I focused my review of the academic literature on four areas: (a) dynamic capabilities 
theory, (b) autonomous vehicle design frameworks, (c) consumer expectations, and (d) 
regulatory requirements.  By organizing and limiting the academic and professional literature to 
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these themes, I was able to limit the scope of my research to focus on examining the extent to 
which existing autonomous vehicle design frameworks meet consumer and regulatory 
requirements.  In a rapidly evolving environment, both from the technological and the regulatory 
and consumer requirement perspective as they relate to design frameworks, I was able to 
examine the interaction between my dependent and the independent variables by using the theory 
of dynamic capabilities as a theoretical framework. 
Dynamic Capabilities Theory 
Teece et al. (1997) defined the theory of dynamic capabilities as an extension of the 
resource-based view (Wernerfelt, 1984) by focusing on how firms can achieve competitive 
advantage in dynamic environments through the renewal of internal and external functional 
competencies, effective use of resources, congruence, reconfiguration, and development of 
organizational skills.  Instead of merely seeing an organization’s competitiveness as a function of 
competitive forces, strategic conflict, or resource-based perspectives, the dynamic capabilities 
framework focuses on positions, paths, and the reliability and availability of organizational 
processes (Teece et al., 1997).  The interpretation of dynamic capabilities in the context of 
various highly competitive and rapidly evolving disciplines continues to evolve and attracts a 
large amount of research, especially when applied to emerging and changing technologies 
(Klara-Marie & Veit, 2017).  
Key tenets of this theory are (a) factors of production, the available and disaggregated 
undifferentiated inputs; (b) firm-specific resources, such as trade secrets or specialized 
engineering experience, for example; (c) organizational competencies, such as systems 
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integration or processes, for example; (d) core competencies of an organization as derived from 
looking at its services and products and when compared with competitors; (e) dynamic 
capabilities, or the ability of an organization to build, integrate, and reconfigure its external and 
internal competencies to adapt to a rapidly evolving environment; and (f) products, particularly 
the price, quality, and demand of produced goods and services in relation to offers from 
competitors (Teece et al., 1997).  When applied to the theory of dynamic capabilities, consumer 
and regulatory requirements pertain to factors of production and products, whereas autonomous 
vehicle design frameworks relate to resources but also organizational and core competencies.  
However, regulatory requirements and design frameworks are equally subjected to the dynamic 
capabilities of a firm, as rapidly changing regulatory and consumer demands may force an 
organization to change its strategy or frameworks to achieve a competitive advantage or stay 
compliant with the law (Hanna & Kimmel, 2017).  As explained by Ki-Jung, Byeonghwa, and 
Taikyoo (2016), achieving competitive advantage through dynamic capabilities requires the 
interaction between multidimensional constructs and continuous technological innovation to 
improve operational performance. 
The theory of dynamic capabilities applies to this study, and I used it as a theoretical 
framework to examine the relationship between autonomous vehicle design frameworks and 
consumer and regulatory requirements.  Researchers often use the dynamic capabilities theory as 
a basis for examining highly competitive and emerging environments.  For example, the current 
literature often focuses on the relationship between variables in areas such as product 
development, supply chain management, corporate strategies, and approaches to risk mitigation.  
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The measurable constructs of the dynamic capabilities theory provide me with a reference from 
which I will able to measure the interrelationships between my study variables. 
Evolution of Dynamic Capabilities Theory 
First developed by Teece et al. (1997), the theory of dynamic capabilities started as an 
extension of the resource-based view (RBV).  The RBV focuses on the resources and capabilities 
of an organization as they relate to achieving competitive advantage (Barney, 1991), but it 
mostly fails to account for dynamic environments where these competencies must evolve to 
ensure continuing competitive advantage (Teece et al., 1997).  To succeed in highly competitive 
and quickly evolving environments, organizations must be able to respond timely with flexible 
and rapid product innovation but also improve and redeploy external and internal competencies 
and management capabilities to align with evolving strategies and new products (Teece et al., 
1997). 
In an expansion of the original work, Teece (2000) argued that intangible assets, such as 
difficult-to-imitate knowledge,  are essential elements of a firm’s ability to innovate and achieve 
competitive advantage.  While these and other intangibles are also dependent on tangible assets, 
such as actual products, for example, without highly valuable knowledge that an organization 
can use to create products or services that set them apart from their competitors, achieving and 
sustaining a competitive advantage is unlikely (Teece, 2000).  Furthermore, Schoemaker, 
Heaton, and Teece (2018) argued that organizations with dynamic capabilities know how to do 
“the right things at the right time”(p. 17).  Even though these firms must master ordinary 
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capabilities, their ability to maintain competitive advantages is the result of their proprietary 
assets, including, for example, technologies and know-how. 
By including know-how as an essential element of the value-chain in rapidly evolving 
environments, managerial strategies and organizational execution become somewhat less 
important for achieving competitive advantage.  Teece (2007) further refined dynamic 
capabilities to include social and behavioral managerial differences, which are equally important 
for achieving success in competitive markets.  As an extension of knowing what to do and when 
(Schoemaker et al., 2018), sensing and understanding opportunities combined with a desire to get 
things done, entrepreneurial management may be the most critical factor for maintaining 
competitive capabilities (Teece, 2007).  This newly added emphasis on personality traits may 
illustrate the importance of leadership, vision, and charisma, and it may explain why only a few 
organizations can maintain competitive advantages over a long period, whereas most others 
struggle with continuous innovation.  This expanded view of dynamic capabilities then must 
include managerial competencies as defined by personality traits often associated with 
entrepreneurs, access to resources and general capabilities, and the maintenance and continuing 
expansion of proprietary know-how (Schoemaker et al., 2018). 
Application of Dynamic Capabilities Theory 
Researchers use the theory of dynamic capabilities in quantitative and qualitative 
research designs to examine and analyze a firm’s ability to reconfigure and transform itself in 
competitive environments (Barreto, 2009).  Unlike other theories, dynamic capabilities seek to 
evaluate competitive forces in the context of an organization’s ability to seek, develop, and 
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exploit technological opportunities (Teece et al., 1997).  For example, in one application of 
dynamic capabilities, researchers evaluated the extent to which dynamic capabilities influence a 
firm’s abilities to market and innovate (Ferreira, Cardim, & Branco, 2018).  The study found that 
dynamic capabilities provide a foundation for and support marketing and innovation capabilities, 
while in return, the feedback can further improve an organization’s performance and result in 
sustained competitive advantage benefits (Ferreira et al., 2018). 
Krzakiewicz and Cyfert (2017) used dynamic capabilities theory to evaluate strategic 
choice processes within organizations.  The authors used dynamic capabilities as an element of a 
chain of competencies that they believe result in a competitive advantage.  Krzakiewicz and 
Cyfert (2017) argued that delivering high-quality products in a competitive market is not enough 
to succeed, but instead, competitiveness is the result of incorporating and building-out core 
competencies.  In this case, the dynamic capabilities theory provides context for a firm’s 
strategic decisions and how they help to facilitate the development of competitive advantages. 
In an empirical survey study of 206 small- and medium-sized firms in Korea, researchers 
used the theory of dynamic capabilities to examine how innovative supply chain management 
influences operational performance and technological innovation at an organization (Ki-Jung et 
al., 2016).  The researchers found that optimizing the efficiency of supply chain management 
processes alone has a limited impact on a firm’s dynamic abilities and suggested that a static 
supply chain may reduce a firm’s competitive advantage and its dynamic capabilities (Ki-Jung et 
al., 2016).  Furthermore, Ki-Jung et al. (2016) found that dynamic capabilities in supply chain 
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management positively influence an organization’s operational performance and its ability for 
technological innovation. 
In an in-depth “longitudinal case study,” Kodama (2017) employed dynamic capabilities 
theory to examine NTT-Docomo’s ability to innovate its communication products and networks 
continuously.  In the highly competitive environment of mobile communications technology 
achieving strategic innovation capabilities is the result of an innovation loop that spans across 
several domains and includes core competencies, as well as specialized capabilities (Kodama, 
2017).  The theory of dynamic capabilities provided a framework that the author of the study 
used to examine the complex relationships between various factors for driving innovation at an 
organization and to advance an understanding of the strategic development loop. 
Jurksiene and Pundziene (2016) evaluated whether a firm’s productivity and 
competitiveness are the results of dynamic capabilities, or whether other relationships and factors 
are equally important.  By using dynamic capabilities theory as a framework for examining an 
organization’s ability to compete, renew itself, and expand specific capabilities, the authors 
suggested that dynamic capabilities may only indirectly affect competitiveness, and instead are 
the result of mediating factors (Jurksiene & Pundziene, 2016).   Furthermore, the theory of 
dynamic capabilities provided a lens for the researchers through which they examined 
organizational ambidexterity, that is the firm’s ability to develop and implement incremental and 
radical activities simultaneously, and found that dynamic capabilities alone are insufficient to 
explain and achieve competitive advantage (Jurksiene & Pundziene, 2016).  Using dynamic 
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capabilities theory as a framework for the analysis, the authors were able to study 
competitiveness and make recommendations for future research. 
In another example, Queiroz, Tallon, Sharma, and Coltman (2018) suggested that a firm’s 
ability to buy, retire, and build new IT applications is the result of its orchestration capabilities.  
By using the theory of dynamic capabilities as a framework, the authors found that building out 
internal software development capabilities and orchestrating the interaction between various 
resources a firm can achieve a competitive advantage.  In this context, the ability to align 
processes and products for gaining an advantage in a rapidly evolving marketplace is a 
specialized dynamic capability, which is the result of orchestrating several capabilities instead of 
just managing and exploiting resources (Queiroz et al., 2018).  In the context of this study, the 
authors used the theory of dynamic capabilities to examine the complex interactions between 
resources, strategic direction, competitive forces, and various capabilities in organizations that 
can derive significant value from IT applications. 
The above literature illustrates how researchers are using dynamic capabilities theory to 
analyze and explain an organization’s ability to continuously renew itself and achieve advantages 
in highly competitive environments.  While many factors can influence a firm’s ability to 
innovate and successfully compete, dynamic capabilities offer a unique perspective focused on 
the renewal of internal and external functional competencies.  Furthermore, dynamic capabilities 
also include the effective use of resources, congruence, reconfiguration, and the development of 
organizational skills in rapidly changing and evolving markets and environments (Teece et al., 
1997).  The current uncertainty regarding regulatory and consumer requirements for autonomous 
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vehicles requires manufacturers working on autonomous vehicle designs to quickly adapt their 
approach to these challenges and use or develop design frameworks that are capable of meeting 
today’s requirements (Hanna & Kimmel, 2017).  Adding to the complexity of this issue is that 
developers must also incorporate ongoing changes as technologies and expectations continue to 
evolve (Vellinga, 2017). 
Supporting Theories 
Researchers use various theories to examine the sociological, economic, ethical, and 
technological aspects of self-driving technologies, consumer expectations, and regulatory 
requirements (I. Pettersson & Karlsson, 2015).  Generally, most literature concerned with these 
concepts and technologies focuses on the evaluation of single aspects, rather than multiple 
complex and interconnected relationships of the involved factors and variables under 
investigation.  Previously, some studies relied on variations of systems theory (Mahajan, 
Bradley, & Pasricha, 2017), actor-network theory (Sovacool, 2017), and the technology 
acceptance model as theoretical frameworks (Moták et al., 2017).  To examine the relationship 
between vehicle design frameworks, consumer expectations, and regulatory requirements, I have 
chosen the theory of dynamic capabilities as a theoretical framework for this study.  I include the 
following supporting theories to illustrate their use in past research associated with autonomous 
vehicles technologies or regulatory requirements or consumer expectations, even though I 
decided against using them as the theoretical framework for this study. 
Unified theory of acceptance and use of technology.  The unified theory of acceptance 
and use of technology (UTAUT) theory incorporates eight different theories to explain how a 
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user might adopt new technology at the workplace by focusing on four elements, including (1) 
performance expectancy, (2) social influence, (3) facilitating conditions, and (4) effort 
expectancy (Venkatesh, Morris, Davis, & Davis, 2003).  Sovacool (2017) researched how 
UTAUT could be used to explain how consumers would approach and accept the transition to 
electromobility.  The researcher found that the UTAUT can be used to examine performance 
expectancy, effort expectancy, hedonic motivation, and social influence to the extent of 
technology acceptance in general, but other theoretical frameworks can supplement the insights 
to get a complete understanding of the problem (Sovacool, 2017). 
In a different study, Leicht, Chtourou, and Ben Youssef (2018) used the UTAUT as a 
base model for examining user acceptance of autonomous cars.  The researchers evaluated 
consumer perceptions, technology expectations, and willingness to adapt to new transportation 
technologies but noted that there are several shortcomings they were unable to address.  These 
concerns include managerial impact, a changing social environment as it relates to expectations 
and acceptance, and specific product features that may not yet be available or have yet to be 
regulated (Leicht et al., 2018).  The UTAUT seems to be better suited to examine relationships 
around autonomous driving technologies and consumer acceptance and expectations, but less so 
when considering the recursive connection between autonomous vehicle design frameworks, 
consumer expectations, and regulatory requirements. 
Socio-technical systems theory.  The socio-technical systems theory is primarily used to 
study the impact of technical systems on social behavior (Tyfield & Zuev, 2018).  For example, 
Mendez et al. (2018) used socio-technical systems theory to examine how a semi-automated 
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software assistance system influences user behavior and perceived workload.  Tyfield and Zuev 
(2018), on the other hand, used socio-technical systems theory to examine the recursive 
relationship between electromobility, autonomous cars, governmental regulations, and consumer 
acceptance and expectations.  The researchers argue that quickly regulating new vehicle driving 
technologies alone is not enough to facilitate consumer acceptance or the development of better 
technologies.  As it relates to autonomous vehicles, the socio-technical systems theory is well 
suited to examine societal changes, but limited for studying the relationship between capabilities, 
consumer expectations, and regulatory requirements. 
Technology acceptance model.  The technology acceptance model (TAM) assumes that 
perceived ease of use and perceived usefulness influences an individual’s acceptance of 
technology (Venkatesh et al., 2003).  TAM is one of many theoretical frameworks researchers 
often use to analyze how individuals adopt technology (Hong, Lin, & Hsieh, 2016).  For 
example, Panagiotopoulos and Dimitrakopoulos (2018) used TAM to study consumer acceptance 
of autonomous vehicles but noted that their study is incomplete because participants had to 
imagine the use and usefulness of autonomous driving technologies because this technology is 
emerging and very few have any real-world experience with these systems.  In another study, E. 
Park, Kim, and Ohm (2015) relied on TAM to examine use acceptance of car navigational 
systems and found that locational accuracy, perceived system reliability, satisfaction, and service 
& display quality are all important factors influencing consumers’ willingness to accept and use 
these systems.  As these examples illustrate, in the context of this study, the TAM could be 
useful to show the acceptance of autonomous driving systems as they relate to regulatory 
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requirements, but it would be inadequate to examine the interconnection between autonomous 
design frameworks, consumer expectations, and regulatory requirements. 
General systems theory.  Researchers have used general systems theory (GST) to 
explain technological, organizational, and even biological interactions between elements in a 
given system, where changes of individual components are the response to the result of sensed 
information (Tuan & Shaw, 2016).  For example, Mahajan et al. (2017) used systems theory to 
examine a lane-keeping assist system from a technical perspective.  Mämmelä, Riekki, Kotelba, 
and Anttonen (2018), on the other hand, applied GST and other theories to their study of self-
organizing and autonomous technologies used in multiple disciplines to understand decision-
making processes in highly intelligent systems.  GST could be used to examine the interaction 
between consumer expectations or regulatory requirements and autonomous design frameworks.  
However, by focusing on the interactions of elements within a system, GST would be better 
suited to explain and predict the impact of sensed actions rather than examining the relationships 
between autonomous driving frameworks, consumer expectations, and regulatory requirements.  
GST assumes a cause and effect relationship between various elements of a given system, 
whereas this study aims to establish whether such a relationship even exists. 
Contrasting theories 
Even though I have identified various supporting theories from which to explore all or 
some relationships between autonomous vehicle design frameworks, consumer expectations, and 
regulatory requirements, others exist that partially or indirectly relate to the theoretical 
framework I have chosen for this study.  I have chosen the theory of dynamic capabilities to 
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apply to this study as the theoretical framework.  I examine some contrasting theories by 
highlighting their constructs and why they would be inappropriate as a theoretic framework for 
this study. 
Complexity theory.  Researchers often use complexity theory to examine organizational 
or technical complexity in high-risk systems (Mihić, Dodevska, Todorović, Obradović, & 
Petrović, 2018).  One can define complexity as the degree of operational interdependence 
between different elements of technology, or it can refer to interactions between agents in a 
network or the structures and components it is comprised of (Mihić et al., 2018).  While 
complexity theory can be used to study the technical or organizational complexity of systems and 
technologies for risk assessment or to evaluate uncertainty, this study focuses on whether there is 
a relationship between autonomous vehicle design frameworks, consumer expectations, and 
regulatory requirements.  Even though complexity theory would allow for the study of the 
complexity of individual systems to understanding their components and how they interact with 
each other, it would do so from a risk assessment and management perspective.  This study aims 
to evaluate the relationship between the research variables without making assumptions about 
individual risks or evaluating uncertainty. 
Design Frameworks for developing Fully Autonomous Vehicles 
Autonomous Vehicle Designs 
The Society of Automotive Engineers (SAE) categorizes the technical abilities of self-
driving vehicles into five levels of autonomy, including (1) driver assistance, (2) partial 
automation, (3) conditional automation, (4) high automation, and (5) full automation (Society of 
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Automotive Engineers, 2016).  Issued in 2014, governments and manufacturers of self-driving 
technologies widely recognize the SAE J3016 standard as a de-facto definition of autonomous 
vehicle capabilities and a guideline for drafting their regulations and designing products (Lv et 
al., 2018).  While SAE J3016 levels one and two are automated driver assist systems (ADAS), 
which require human monitors to be able to take over at any time, level three provides 
conditional automation for some environments but still requires a human as a fallback.  Only 
levels four and five can navigate some or all environments without a human driver present and, 
therefore, are much more complicated to develop, test, or certify autonomous vehicles (Mohan et 
al., 2016). 
As it pertains to this study, I exclusively focus my research on autonomous vehicle 
design frameworks, consumer expectations, and regulatory requirements related to SAE J3016 
Level 4 and Level 5 automation.  Achieving full autonomy continues to be challenging because 
self-driving vehicles must be able to solve unexpected problems in complex environments and 
behave and react similarly to human drivers (Pozna & Antonya, 2016).  Furthermore, ADAS and 
conditional automation rely to a high degree on mathematical and control feedback solutions to 
enable self-driving in very limited and familiar environments.  With these systems, there is no 
need for complex autonomous decision-making because a human driver is present and can take 
over when necessary (Wörner et al., 2016).  While there are many different approaches to 
solving the challenges associated with designing fully autonomous vehicles, all current 
developments use primarily passive or active technologies, with most of them incorporating both 
to a varying extent (Van Brummelen, O’Brien, Gruyer, & Najjaran, 2018). 
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Passive Technologies.  In autonomous vehicle systems, passive systems include global 
navigation satellite systems (GNSS) receivers for adding location-awareness, single-sensor 
cameras for path prediction, and object and obstacle identification, stereo vision cameras for 
added depth perception, and accelerometers (Bresson, Alsayed, Yu, & Glaser, 2017).  Passive 
systems depend on available data and are unable to initiate measurements to correlate sensor data 
actively; they exclusively rely on the perception of information at the time of data collection 
(Van Brummelen et al., 2018).  For example, for Simultaneous Localization and Mapping 
(SLAM) an autonomous vehicle may use GNSS to verify its location and, then, is subject to a 
varying degree of uncertainty because of the requirement for an unobstructed view to the sky and 
the inherent inaccuracy associated with the system in general (Bresson et al., 2017).  To prevent 
system failure from inaccurate and unreliable sensor data, passive approaches must verify and 
correlate readings with those from other sensors. 
For these reasons and because of demanding computational requirements, many 
researchers believe that passive visual sensing alone is unable to provide the reliability and depth 
of information required to achieve full autonomy (Dang, Sriramoju, Tewolde, Kwon, & Zhang, 
2017).  However, significant progress in image processing through the use of Convolutional 
Neural Networks (CNN) suggests that cameras can provide reliable contextual information by 
adding meaning to the captured images, something no other sensor technology is currently able 
to accomplish (Karpathy & Fei-Fei, 2017).  Furthermore, even single cameras can be used to 
accurately estimate the path and track objects in complex environments (Zhang et al., 2018).  
This approach is not without its challenges because of the training requirements of CNNs, the 
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considerable computational cost for analyzing hundreds of images from multiple cameras each 
second, object detection errors, and failure to detect mistakes on time (Ramanagopal, Anderson, 
Vasudevan, & Johnson-Roberson, 2018). 
Active Technologies. Active sensor technologies include RADAR, LIDAR, and 
SONAR.  By using sound, radio waves, or laser light, active technologies emit signals to sense 
their environment, estimate their position about other objects, or track movement (Van 
Brummelen et al., 2018).  Generally, active sensors are unable to provide contextual information 
about the objects they identify, but they may offer advantages in object detection.  For example, 
a combination of SONAR, RADAR, and LIDAR sensors can enable an autonomous vehicle to 
detect objects close by and far away at comparatively low computational cost, making it a 
preferred approach by many manufacturers of semi-autonomous vehicles today (Van Brummelen 
et al., 2018). 
While using active sensing technologies can improve the reliability of a system, 
commercially available LIDAR sensors continue to be relatively large, obtrusive, and expensive, 
all of which are limiting their practical application for developing fully autonomous driving 
technologies (S. Shi et al., 2018).  However, reliable, fast, and low-cost LIDAR solutions 
currently in development may significantly accelerate the commercial availability of vehicles 
relying on these types of sensors (S. Shi et al., 2018).  Even though active sensor technologies 
may currently offer advantages when it comes to detecting an object’s speed and path, they are 
not without issues.  For example, LIDAR has difficulties in rain and snow or with highly 
reflective surfaces, SONAR offers low resolution and only works in close distance, whereas 
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RADAR often fails to detect humans or animals reliably (Van Brummelen et al., 2018).  By 
fusing RADAR, SONAR, AND LIDAR sensor data, engineers can increase the reliability of the 
combined system, but they cannot overcome the inherent limitations, such as lack of descriptive 
context, for example. 
Design Frameworks Overview 
Today’s cars often rely on hundreds of electronic control systems, so vehicle 
manufacturers use design frameworks to reduce the cost of development, improve time to 
market, and ensure interoperability between systems sourced from various suppliers.  With the 
introduction of ADAS and the expanding interest in developing fully autonomous vehicles, 
existing frameworks are expanding to accommodate regulatory requirements and consumer 
expectations (Fürst & Bechter, 2016).  This evolutionary approach ensures compatibility with 
already developed systems, giving engineers access to a known working environment, and 
promises shorter development cycles while retaining interoperability with supplier solutions as 
they emerge.  However, relying on iterations of technologies that were never designed to enable 
full autonomy results in some difficult to address challenges (Falcini & Lami, 2017). 
There are generally two approaches to designing autonomous vehicles, including (1) the 
expansion and use of existing technologies and platforms, and (2) starting from scratch (Mohan 
et al., 2016).  While it is conceivable that an autonomous vehicle startup may want to incorporate 
some existing third-party technologies due to a lack of vertical integration, vehicle manufacturers 
use design frameworks and standards generally for three reasons: (1) to align with regulatory 
requirements for certification purposes, (2) to ensure quality and functionality, or (3) to 
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seamlessly integrate technologies from various suppliers into a working product.  The following 
section provides an overview of five major design frameworks currently used by various 
manufacturers working on the development of autonomous vehicles. 
AUTOSAR.  AUTOSAR is a mature software design reference framework automotive 
engineers use to improve interoperability across all vehicle design domains through an electronic 
control unit (ECU) embedded component-based layers (Falcini & Lami, 2017).  Furthermore, 
AUTOSAR provides a reference architecture consisting of an application layer, a runtime 
environment, and basic software (BSW), where the latter establishes a standardized software 
layer from which other AUTOSAR components run and provide functionality (Sreekanth, 
Srikanth, Aditya, Satish, & Ramchandran, 2017).  Even though the software layers in the 
AUTOSAR Classic Platform are not limited to particular functionalities, the included application 
programming interfaces (API) effectively define and limit some services and communication 
between them to reduce complexity and ensure interoperability between vendors.  One approach 
to address the growing need for more adaptive environments, such as they may be necessary to 
build autonomous vehicles, is to expand AUTOSAR with specialized versions, such as the 
AUTOSAR Adaptive Platform (Fürst & Bechter, 2016).    
Limitations.  AUTOSAR is a software framework and reference model, that is, it 
provides abstraction from hardware so that engineers can focus on the portable functionality of 
the software, rather than hardcoded solutions that are tightly integrated and require a specific 
technological environment to function.  Primarily designed to enable manufacturers to source 
their ECUs from multiple providers and reuse existing technologies, separating the 
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functionalities from the operating system results in a multi-tiered collaboration between 
developers, giving application designers the freedom to abstract their software from the hardware 
but at the cost of having very little control over the hardware directly (Martínez-Fernandez, 
Ayala, Franch, & Nakagawa, 2015).  Also, AUTOSAR is complex, requires significant ongoing 
investment into development tools and extensive training, is specific in its functionality, makes 
inefficient use of resources, and permanently locks developers into the AUTOSAR ecosystem 
(Martínez-Fernandez et al., 2015). 
Application to autonomy.  Some of the core tenets of AUTOSAR include reusability, 
maintainability, redundancy, portability, complexity, and testability, all of which could be 
considered essential elements for the development of fully autonomous vehicles.   The 
AUTOSAR Adaptive Platform aims to address some of the shortcomings of the AUTOSAR 
Classic Platform by switching to a POSIX-based operating system for improved signal 
processing, thread-handling, and support for higher computational performance (Fürst & 
Bechter, 2016).  Even though many vehicle manufacturers use the AUTOSAR Classic Platform 
today, they are unable to rely on this architecture to design fully autonomous vehicles due to its 
shortcomings.  However, the AUTOSAR Adaptive Platform promises to meet the requirements 
of autonomous vehicle designs better, but it is still developing and not yet mature. 
ISO 26262. ISO 26262 is a risk-based safety standard vehicle manufacturers use as a 
framework for managing the automotive safety lifecycle, covering safety aspects throughout the 
development process, confirmation, and validation for ensuring acceptable levels of safety and 
providing and determining automotive-specific risk classes (Falcini & Lami, 2017).  One of the 
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requirements of ISO 26262 is the vertical and horizontal traceability of software and system 
requirements, their architecture and software units, change requests, and the tests that verify and 
control the performance of these individual elements (Maro, Steghöfer, & Staron, 2018).  ISO 
26262 also includes the assessment and control of calibration and configuration data among 
individual components of a vehicle's electronic systems, although it is not yet explicitly equipped 
to address the challenges and requirements of neural networks and deep learning environments 
(Falcini, Lami, & Costanza, 2017). 
Limitations.  While ISO 26262 establishes a framework for controlling safety and risk in 
electric and electronic systems as they relate to automotive applications, autonomous vehicles 
are beyond its scope (Molina et al., 2017).  Furthermore, many autonomous vehicle designs use 
deep learning to understand and navigate the environment.  Deep leaning is a training-based, 
non-transparent, and probabilistic error rate approach to enable autonomy in vehicles (Rao & 
Frtunikj, 2018); however, even if a system functions as designed, there is no guarantee that it 
will perform without error due to its neural network structure (Rao & Frtunikj, 2018).  Because 
ISO 26262 assesses safety through validation and confirmation of functional components, its 
framework is challenging, if not impossible, to apply to deep learning solutions currently in 
development for most self-driving cars.   
Application to autonomy.  Vehicle manufacturers rely on ISO 26262 to meet, document, 
and verify the safety compliance with performance expectations of various in-vehicle electronics 
(Maro et al., 2018).  Autonomous vehicles utilize much higher computational power, use more 
sensors, and require complex electronic systems, all of which must work as intended to ensure 
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safety with and without passengers present.  Using the mature ISO 26262 as a framework for 
designing autonomous vehicle systems puts an emphasis on safety and testability, which 
regulators may require once they finalize their rules for allowing self-driving vehicles on public 
roads in large numbers (Falcini & Lami, 2017).  However, because governments have yet to 
finalize regulations for autonomous vehicles and because of the inherent concerns associated 
with deep learning systems, it is unknown whether ISO 26262 will be able to address concerns 
and meet future safety requirements. 
Safety of the intended functionality (SOTIF).  Unlike ISO 26262 which assesses safety 
through mitigation of fault failures, the ISO/AWI PAS 21448 Road Vehicles – SOTIF aims at 
assessing the safety of an intended functionality, that is, whether the intended functionality is 
safe and operating as designed, even if it, by itself, is not free from fault under certain 
circumstances (Falcini & Lami, 2017).  For example, a video-based path analysis may fail to 
detect lane markings due to surface reflections, even though its image processing engine works 
as designed, and there is no fault in the hardware.  While ISO 26262 would mark this incident as 
a safety violation, SOTIF allows for some faults to occur when a system operates within its 
expected design parameters. 
Limitations.  SOTIF is currently under development, and its framework has yet to be 
standardized (Falcini et al., 2017).  While SOTIF is better-suited to address the inherent 
systematic challenges associated with self-driving technologies and potential regulatory 
requirements in the future than ISO 26262, the standard itself is in the process of flux and 
refinement.  SOTIF is currently insufficiently equipped to address provisional regulatory 
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requirements or consumer expectations.  Although SOTIF aims to allow for some faults to occur 
in systems that work as designed and intended otherwise, the lack of regulatory approval, 
industry preference, or finalization makes it challenging to anticipate whether this framework 
can meet autonomous vehicle design challenges.  
Application to autonomy.  SOTIF is better suited than ISO 21448 to assess, monitor, and 
verify the safety of an autonomous system in the context of its performance as designed.  In 
system components with individual uncertainty, such as LIDAR, RADAR, SONAR, or image 
analysis, SOTIF supports sensor fusion and risk mitigation through other means than raw data 
validation.  For example, road markings may disappear, but understanding where they should be 
in relation to the vehicle will allow the rest of the system to perform as if road markings are still 
present.  The ability to extrapolate and estimate an environmental configuration is an essential 
requirement for autonomous vehicles to function correctly in real-world environments, where 
sensor data may be flawed occasional and for many reasons (Jiménez, Clavijo, Naranjo, & 
Gómez, 2016).  One of the premises of SOTIF is to address this challenge, which is not specific 
to this application only, but a must-have requirement for self-driving cars. 
Automotive SPICE. Vehicle manufacturers use Automotive SPICE (ASPICE) to 
facilitate software process improvements among suppliers and particularly in software-intensive 
systems (Falcini & Lami, 2017).  Unlike other frameworks and standards which are more 
concerned with safety and the performance of a system as designed for a given purpose and 
scenario, ASPICE includes a Process Reference Model, a Process Assessment model, and a 
measurement framework to rate and manage processes (Falcini & Lami, 2017).  Furthermore, 
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ASPICE focuses on the ability of processes and how they support business goals, rather than the 
particular hardware or software elements of a given system.  As an assessment model, ASPICE 
is better suited to evaluate the reliability of software than statistical modeling (Touw, 2017). 
Limitations.  ASPICE is primarily a standard designed to regulate the relationship 
between manufacturers and suppliers while providing effective process evaluation and 
management to improve product quality and reduce conflict between these stakeholders (Maro et 
al., 2018).  As an assessment model, Automotive SPICE is mostly concerned with evaluating and 
improving the performance of processes concerned with software development activities; it may 
be less suitable as a tool for meeting consumer expectations or primarily hardware-based design 
activities. 
Application to autonomy.  Autonomous vehicle designs rely mainly on software, and 
most approaches use one or many convoluted neural networks (CNN) and deep-learning 
approaches for training (Gallardo, Gamez, Rad, & Jamshidi, 2017).  ASPICE offers mature 
process-related analytics that are particularly applicable and important to deep learning 
automotive software development approaches.  Deep learning of neural networks is an inherently 
uncertain process where the logic for identifying and categorizing objects is subject to change, 
and, therefore, a process-oriented framework for improving the quality of a solution is better 
suited to address the needs of autonomous vehicle designs, than other, more static solutions 
(Falcini et al., 2017).  ASPICE is also suited for addressing concerns related to performance 
degradation that can frequently occur in neural networks with localized faults. 
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ISO TS 16949.  ISO TS 16949 is based on the ISO 9001 standard, and many car 
manufacturers use it as part of their quality management system (QMS) to improve the 
confidence among their automotive suppliers (Falcini & Lami, 2017).  ISO TS 16949 favors a 
process-oriented approach to develop further, enact, and improve a QMS.  While ISO TS 16949 
is not explicitly concerned with hardware or software approaches to autonomy, quality 
management is an essential aspect of modern car manufacturing practices and provides the 
necessary framework which vehicle designers can use to iterate their technologies and verify 
functionalities and compliance. 
Limitations.  ISO TS 16949 can be used to enact and improve processes associated with 
quality management, and also processes related to autonomous vehicle technologies.  However, 
the primary focus of this standard is to provide a framework for integrating with a QMS in 
automotive applications.  ISO TS 16949 does not have specific hard- or software requirements 
but instead solely focuses on processes by utilizing five core tools, including (1) Advanced 
Product Quality Planning, (2) Production Parts Approval Process, (3) Failure Mode and Effects 
Analysis, (4) Statistical Process Control, and (5) Measurement System Analysis (Misztal, Grecu, 
& Belu, 2016).  By focusing on processes, ISO TS 16949 is best suited to address and manage 
quality concerns within the entire supply chain (Joanna, 2016), even though one could use it for 
more specialized applications but would then require additional metrics and strictly defined 
specification.  While applying ISO TS 16949 to processes related to autonomous vehicles is 
possible, the framework lends itself to better address consumer expectations and qualitative 
measures over other aspects associated with the development and design process.   
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Application to autonomy.  Vehicle manufacturers use ISO TS 16949 already to improve 
the quality of their products and better address customer expectations, but they also rely on the 
severity, probability, and the likelihood of detection of non-compliance as contained within the 
framework to meet government safety regulations (Misztal et al., 2016).  Therefore, ISO TS 
16949 can be used as a framework to ensure the performance and quality of individual 
autonomous vehicle components, especially as far as the supply chain is concerned.  Using ISO 
TS 16949 enables manufacturers to improve the quality of the individual components they use in 
their autonomous vehicle designs but also implement and track improvement processes to better 
address consumer expectations and changes in regulatory requirements (Misztal et al., 2016).  
Challenges Common to Current Design Frameworks 
All current design frameworks that manufacturers of autonomous vehicles can 
incorporate today are subject to very similar limitations, namely that they originate from an 
environment of non-autonomous, combustion-engine-based vehicles and focus firmly on quality 
and process improvements between manufacturers and their suppliers.  These origins bring with 
it some severe design limitations that make it difficult for manufacturers of autonomous vehicles 
to meet consumer expectations or regulatory requirements quickly.  Today, the underlying 
technology is far from being mature and subject to rapid iterations and frequent design changes, 
especially with the necessary safety considerations in mind (Bhat, Aoki, & Rajkumar, 2018).  
Furthermore, current design frameworks are unable to answer questions of liability for 
manufacturers or the owners of autonomous vehicles and fail to incorporate the dynamics of 
certification and recertification in vehicles that are expected to frequently change the software 
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they rely on for performing autonomous tasks throughout their lifecycle (De Bruyne & 
Werbrouck, 2018). 
Further complicating the task of creating or matching with a design framework that can 
address the above challenges is that press and manufacturers already suggest near-term 
availability of self-driving cars while also exaggerating their current capabilities, for example 
fully autonomous parking or driving without requiring a driver to be able to take over, that 
consumers could expect soon (Hinderer, Stegmüller, Schmidt, Sommer, & Lucke, 2018).  The 
stark disconnect between consumer expectations and actual functionality or market availability is 
a product of manufacturer marketing and promised capabilities of these autonomous vehicles, 
which continue to confuse potential buyers and regulators alike (Ingrid Pettersson, 2017).  
Without clear regulations in place, manufacturers may continue to advertise future capabilities, 
and consumers may continue to expect levels of autonomy that are currently unachievable and 
not supported by the necessary design or legal frameworks (Stilgoe, 2018). 
Even though researchers continue to explore novel approaches to design methodologies 
and frameworks as they relate to autonomous vehicles, existing solutions are better suited for 
developing static and hard-coded systems.  A common approach to autonomous vehicle designs 
is to rely on some form of artificial intelligence (AI) or neural networks to make sense of the 
environment and base decisions on a set of fixed parameters, but always in the context of a given 
situation (Schellekens, 2015).  Existing design frameworks are incapable of establishing and 
verifying trust within these ever-changing systems because they often assume predictable 
outcomes for a given scenario, when in a real-world application multiple courses of action may 
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be appropriate, or the behavior of the system may evolve and refine autonomously over time 
(Sadighi et al., 2018).  With the uncertainty of evaluation, prediction, and solution in AI-based 
autonomous vehicle systems, the performance of a given system is often hard to quantify 
because verifiable benchmarks do not yet exist. 
Although existing design frameworks continued to support manufacturers in the 
development of ADAS components and paved the way for electromechanical controls in modern 
vehicles, self-driving cars have much higher computational requirements and need high-speed 
communication networks that are significantly faster than those used in traditional, non-
autonomous vehicles today.  Furthermore, some researchers argue that the design frameworks 
manufacturers use to develop vehicle electronics today are insufficient for autonomous systems.  
Fully autonomous vehicles must master multi-disciplinary challenges, including those related to 
technology, consumer expectations, cost constraints, following ethical rules, and meeting the 
rapidly evolving regulatory requirements in various jurisdictions (Schäfer, Kriesten, Chrenko, & 
Gechter, 2017).  Considering that many of the ongoing challenges associated with fully 
autonomous vehicles are new to automotive manufacturers and their design processes, it is 
understandable that the current design frameworks are inadequately equipped to meet consumer 
expectations and regulatory requirements fully.  Especially when one considers the many orders 
of magnitude higher computational cost of running a neural network in a vehicle it becomes 
evident that autonomous driving is foremost an IT problem and to a much lesser extent a 
mechanical or engineering challenge (W. Shi, Alawieh, Li, & Yu, 2017). 
41 
 
Consumer Expectations.  Three main factors influence consumer expectations about 
autonomous vehicles and their perceived capabilities, including (1) science fiction, (2) 
marketing, and (3) personal experience (Mushtaq et al., 2018).  One way to look at expectations 
is by evaluating whether human drivers would trust an autonomous vehicle and, if so, under 
which circumstances.  In a recent study with 200 participants, researchers found that 65.5% of 
participants would be comfortable with a car that can operate autonomously on the highway, but 
only 14.5% would feel the same if the car had no manual controls for the passenger to intervene 
in case of an emergency (Lazányi & Maráczi, 2017).  The issue of trust in a system and whether 
the passenger believes they should or must intervene is a problem that one can associate with 
human-machine interfacing and human factors.  Human factors are concerned with the 
interactions between humans and machines, human expectations of performance, and the 
resulting human behavior.  Over time, humans may experience sensory fatigue or get used to the 
apparent functionality and reliability of a given autonomous system, which can lead to longer 
reaction times and attribution of imaginary performance (Kyriakidis et al., 2017).  While 
imaginary performance expectations are more likely in ADAS designs, this research illustrates 
how consumer expectations can dramatically differ from the actual performance of an automated 
system.  Even though building trust in the capabilities of self-driving cars is essential, it seems 
that consumers might abandon any concerns quickly, once they get the impression that an 
autonomous vehicle performs reliably (Mushtaq et al., 2018). 
Performance expectations of self-driving cars and associated trust in their technology also 
depend much on the location, frequency of use, and age of the driver.  In a study with 489 
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participants, researchers found that drivers above the age of 60 are less likely to use autonomous 
vehicles, and while younger drivers tend to value the potential benefits of being able to perform 
other tasks while being driven, those who commute more often are also less likely to embrace 
self-driving cars (König & Neumayr, 2017).  Coincidentally, the same study identified the ability 
to solve transport issues for older and disabled people as the primary benefit, but only as far as 
younger drivers are concerned (König & Neumayr, 2017).  One might expect that older 
participants would embrace and expect self-driving cars to materialize quickly, as they are the 
primary beneficiaries, at least according to the expectations discovered by the survey.  These 
results further illustrate the disconnect between consumer expectations and their desire to own or 
ride in an autonomous vehicle, once they become available. 
As explained earlier, the current design frameworks used to develop autonomous vehicles 
have limited abilities for establishing consumer trust into an autonomous system that primarily 
relies on changing interpretations of its environment.  The very nature of a neural network is that 
its interpretation of and reaction to sensed information is changing while the network continues 
to grow and refine itself during training (Rao & Frtunikj, 2018).  In a study about the effects of 
perceived performance expectations on trust in an automated luggage screening system, 
researchers found that participants who had high expectations about the capabilities of the 
system were also more sensitive to a change in its reliability (Pop, Shrewsbury, & Durso, 2015).  
Therefore, presumably, the higher the expected level of automation is in a given system, the 
more sensitive operators might be to changes that they did not expect. 
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Mostly, consumers are basing their expectations about the performance of self-driving 
cars on limited or no experience with semi-autonomous vehicles, perceived benefits they may 
associate with a fully autonomous vehicle, and general attitude toward the acceptance of new 
technologies and the expected performance they may associate with these products (Mushtaq et 
al., 2018).  Building trust with existing design frameworks and technologies is complicated 
because consumers will quickly note changes in the expected behavior of an autonomous system.  
These changes are, however, by design, and whenever a system based on neural networks 
improves its capability, it is likely also going to change its behavior in a given situation (Rao & 
Frtunikj, 2018).  Furthermore, some human drivers seem to expect self-driving cars to behave 
like them and may require months of perfect use to trust the system, whereas others may be 
reluctant to give up the pleasure of driving themselves (I. Pettersson & Karlsson, 2015).  
Regulatory Requirements.  Although the SAE specifies five levels of autonomous 
vehicle capabilities for self-driving cars (Society of Automotive Engineers, 2016), the standard is 
merely a recommendation which local jurisdictions and governments can use to define and refine 
their rules and regulations as they apply to the technology on public roads.  There are currently 
numerous efforts by governments and individual states to grant temporary permissions for testing 
self-driving cars on public roads, even though federal or international rules have yet to be 
established (Stilgoe, 2018).  Further complicating the issue of finalizing regulations concerning 
autonomous vehicles is whether changes in traffic laws are required, and what ethical rules 




Current design frameworks and methodologies assume that autonomous vehicles must 
meet or exceed the capabilities of average human drivers; however, agreed to capabilities or 
methodologies for accurately measuring compliance have yet to emerge (Koopman & Wagner, 
2017).  Further complicating the issue of meeting regulatory requirements is that (a) those 
requirements have yet to be defined, and (b) the inherent security and safety risk associated with 
connected autonomous vehicles.  Even though existing design frameworks offer fault protection 
based on expected performance parameters, some of those parameters are continually changing 
because of how neural networks operate.  It will be increasingly difficult for manufacturers to 
adequately meet safety standards or prove functionality as designed, once lawmakers incorporate 
these requirements into law (Koopman & Wagner, 2017). 
Another issue that current design frameworks and methodologies are unable to address 
directly is the threat of malicious actors and comprehensive intrusion prevention in autonomous 
vehicles (Alheeti & McDonald-Maier, 2016).  While non-autonomous cars have been using in-
vehicle networks for several years, the electronic control units (ECU) generally lack internet 
connectivity and require a physical connection to proprietary diagnostic equipment for firmware 
updates or manipulation of settings (Falcini & Lami, 2017).  Autonomous vehicles, on the other 
hand, will at least require some form of internet connectivity to update maps and other data, and 
some solutions may even support vehicle to vehicle communication (Alheeti & McDonald-
Maier, 2016).  Furthermore, some of the sensory information a self-driving car may rely upon to 
navigate an environment may be subject to tampering.  For example, a malicious actor could 
modify GPS information to misguide a vehicle, use false visual representations to force an 
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accident, reprogram a planned route and destination, or merely cause traffic congestion (Plosz & 
Varga, 2018).  Regulators may require manufacturers to eliminate and account for these risks, 
even though current design frameworks are unable to address all of these concerns. 
Gap in the Literature 
To date, most studies concerned with consumer expectations about autonomous vehicles 
rely on the interpretation of the technology by participants who are more influenced by 
marketing and projected capabilities than experience with a self-driving car (Ingrid Pettersson, 
2017).  Therefore, the extant literature on the subject of consumer expectations is not 
comprehensive because most researchers evaluate individual assumptions through hypothetical 
scenarios and not experience (Borenstein et al., 2017).  Therefore, studies on consumer 
expectations, as illustrated in Table 1, focus on consumer perception of the technology, which is 
primarily driven by marketing, science fiction, and the limited exposure some consumers may 
have had to ADAS systems (Mushtaq et al., 2018).  Once self-driving cars with capabilities that 
go well beyond what current ADAS solutions can deliver are available to a broad audience, the 
currently identified themes around issues of trust, expectations of capabilities, and general 
acceptance of these autonomous vehicles may change significantly (Kyriakidis, Happee, & de 
Winter, 2015).  Although current design frameworks are inadequate for directly addressing 
concerns related to trust in self-driving technologies, once actual products are available to 
consumers, this may have wide-ranging implications. 
Table 1 
Selected Studies on Consumer Expectations and Regulatory Requirements 
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perception concerns and 
adoption trends 
Safety, privacy, and personal travel preference 







demand mobility in 
rural areas 
Participants expect autonomous on-demand 
transportation to be free or nearly free, and only some 
users may accept deviations to pick up new 
passengers 




as required by 
California law 
Disengagement reports for self-driving cars in 




The role of the human 
driver in autonomous 
vehicles 
current challenges include greatly varying opinions 
about self-driving cars and the role of humans, but 
also a lack of certification and regulation of 
autonomous systems with both leading to trust issues 
and false performance expectations of this technology 






vehicles in various 
jurisdictions 
The authors see addressing liability and insurance 






about the use and 
functionalities of 
autonomous vehicles 
Consumers expect smarter and more efficient 
lifestyles through the introduction of autonomous 
vehicles, but most participants remain skeptical about 
trusting the autonomous systems and fail to 




Current US government 
policy framework for 
self-driving vehicles 
The areas of privacy, security, safety, and the 




Consumer acceptance of 
and willingness to buy 
partially or fully 
autonomous vehicles 
Consumer concerns about self-driving vehicles 
include privacy, misuse, legality, safety, and joy and 
most participants assume that fully autonomous 
vehicles are commercially available after 2030; 
conversely, the single largest group of respondents 
indicated that they believe self-driving cars will be 
available as early as 2020, suggesting that consumer 
expectations and perceived capabilities may vary 




Although I reviewed existing literature on regulatory requirements, lawmakers have yet 
to write or establish the applicable laws (see Table 1).  Therefore, most literature focuses on 
regulations as they apply to autonomous test vehicles on public roads and discussions among 
stakeholders about what these regulations should cover.  While most current regulations have 
similar requirements, they all lack a comprehensive framework that manufacturers can use to 
design their self-driving cars with future compliance in mind. In addition to the design 
challenges, governments and insurance companies have yet to address issues associated with 
liability, ethical behavior, safety, security, traffic laws, and coexistence of autonomous and 
human-based vehicles on public roads.  Although some existing design frameworks used by 
autonomous vehicle designers throughout their development processes are aiming to support 
governmental requirements, it is unlikely that those efforts are going to be sufficient because 
applicable laws have yet to be drafted and are subject to change, just like the technologies they 
ultimately aim to regulate (De Bruyne & Werbrouck, 2018). 
Transition and Summary 
In section 1, I introduced some challenges that researchers continue to associate with the 
development and introduction of autonomous vehicles.  I discussed the background of the 
problem and gave an overview of the literature on autonomous vehicle design frameworks, 
consumer expectations, and regulatory requirements.  Furthermore, I reviewed the theory of 
dynamic capabilities as the underlying theoretical framework from which I plan to examine the 
independent and the dependent variables in my study and discover the relationships that may 
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exist between them.  To complete my review, I discussed the evolution of dynamic capabilities 
theory, but also provided several supporting and contrasting theories. 
Section 2 expands on the previous discussion by describing the methodology, 
participants, and the role of the researcher for collecting and analyzing the data for this study.  I 
will also discuss population and sampling, instrumentation, study validity, and ethical research as 
it relates to the study. Lastly, I detail the interview protocol I used for this study and explain my 
preference for the chosen methodology. 
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Section 2: The Project 
In this section, I further expand on my research study by restating the purpose statement, 
discussing my role as the researcher, and providing an overview of the participant population and 
the sampling techniques I have applied.  I also describe the research method and design, my 
approach to data collection, and then expand on the instruments and techniques I used as part of 
this process.  Furthermore, I detail my analysis process and address ethical research concerns.  
Lastly, I am concluding this section by discussing the reliability and validity of my study and 
transition to Section 3. 
Purpose Statement 
The purpose of this qualitative multiple case study was to explore the strategies some IT 
hardware and software developers of self-driving cars use to adapt traditional vehicle design 
frameworks to address consumer and regulatory requirements in autonomous vehicle designs.  
The targeted population consisted of autonomous driving technology software and hardware 
developers who are currently working on fully autonomous driving technologies, regardless of 
geographic location.  Due to the variety of design frameworks and the multidisciplinary nature of 
the technologies currently in use or development for creating autonomous vehicles, the study 
targeted IT hardware and software engineers regardless of their respective specialization within 
the field.  The implications for positive social change include the potential to reduce car-accident 
related deaths and injuries as well as decreasing the cost of transportation, as soon, as 
autonomous vehicles become available. 
50 
 
Role of the Researcher 
Qualitative research methods put the researcher at the center of the data collection 
process by effectively making them the primary instrument, whereas in quantitative methods, the 
researcher assumes the position of an impartial data collector who relies on an instrument other 
than themselves (Rutberg & Bouikidis, 2018).  By becoming the research instrument, researchers 
using qualitative methods are often subject to bias, although they can effectively reduce this risk 
through transparency and by using an interview protocol (House, 2018).  Furthermore, while it is 
essential to consider the internal and external validity of an interview protocol, a researcher 
should emphasize conducting their study ethically with a focus on its purpose instead of merely 
inferring abstract relationships that may not align with the original intent (Zyphur & Pierides, 
2017).  
With more than 25 years of experience in information technology (IT), I have developed 
extensive knowledge of in-vehicle networking.  I designed and patented a Controller Area 
Network (CAN)-bus interface for monitoring and modifying CAN messages autonomously or 
through user input.  This early interest in vehicle communication networks continued for many 
years and evolved into photographic and video image processing, both of which are technologies 
that are now essential components of autonomous driving systems.  As an evolution of these 
interests, I have also developed and applied for a patent on a novel imaging and lighting device, 
which creatives can use for various applications and which incorporates AI to offer a 
computational solution for professional photographers and motion industries.  It is this passion 
for AI, image processing, and in-vehicle networks that formed the basis for my continuing 
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interest in autonomous vehicles as a logical continuation of my research efforts.  To remain 
unbiased, I had no relationship with participants of this research and used an interview protocol 
that I administered through Skype audio calls.  I also took extensive field notes during all 
interviews to document the process.  Using an interview protocol and field notes can be an 
essential tool for aiding in assessing data saturation, the point at which a researcher has 
discovered all knowledge about their study subject and where additional collection efforts may 
no longer lead to new information (Fusch & Ness, 2015). 
While there are many ethical concerns a researcher must address when considering their 
research approach (Zyphur & Pierides, 2017), the Belmont Report provides specific guidelines 
for conducting research involving human subjects (U.S. Department of Health & Human 
Services, 2018).  As a prerequisite to this study, I read the Belmont report and completed the 
National Institutes of Health Protecting Human Research Participants training course online 
(Certification Number: 2597072, Appendix A).  Using the Belmont Report as a valuable 
resource, I gained an understanding of how to protect human subjects in research and insight into 
the required ethical principles and guidelines I must pursue for completing my study. 
Participants 
The participants of this study consisted of autonomous driving technology software and 
hardware developers from two or more unrelated organizations who are currently working on 
fully autonomous driving technologies, regardless of geographic location.  Qualified participants 
actively worked on technologies related to autonomous vehicle systems and systems design.  
Other team members, and those who only focused their work on limited aspects and components 
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of self-driving vehicles, or those who pursued ADAS systems exclusively were not part of the 
study. 
Researchers often rely on convenience sampling when selecting their participants 
(Costanza, Blacksmith, & Coats, 2015).  Convenience sampling means that a researcher selects 
participants based on how easily they have access to them (Jager, Putnick, & Bornstein, 2017).  
Because qualitative research aims to understand perspectives and not find generalizable 
statements, convenience sampling is less of a concern than it might be in quantitative methods 
(Jager et al., 2017).  Instead, qualitative studies rely on the rapport and trust the researcher 
establishes with participants to facilitate efficient and effective data collection, which can enable 
them to understand perspectives from the participant’s point of view (Yilmaz, 2013). 
I  used purposeful sampling among the contacts shared by the gatekeepers to solicit at 
least six participants for reach case or until I achieved data saturation.  Qualified participants 
actively work or have worked on the development of autonomous vehicle technologies.  I 
established a working relationship with participants by disclosing the purpose and nature of my 
study beforehand and assuring them that their participation remains confidential and that I will 
collect all responses anonymously.  I also reiterated that I will securely store all data I collected 
in a safe for five years, after which I will delete it permanently and that I require everyone 
working with the data throughout the study to sign a confidentiality agreement (Appendix B).  
Lastly, I have disclosed the details and parameters of the study to each participant and asked for 
their informed consent before the interview.  Asking for informed consent enabled me to ensure 
that participants have a clear understanding of all relevant aspects of the study. 
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Research Method and Design 
I used a qualitative research method with a multiple case design to examine the strategies 
some hardware and software developers working on self-driving cars employ to align existing 
autonomous vehicle design frameworks with regulatory requirements and consumer 
expectations.  Researchers can use several methodologies for conducting their study, including 
qualitative, quantitative, and mixed methods (Abutabenjeh & Jaradat, 2018).  By using a 
multiple case study design, researchers can compare and contrast several approaches for 
identifying themes and similar solutions to a given problem through the collection and evaluation 
of rich and nuanced data (McCusker & Gunaydin, 2014). 
Method 
I chose a qualitative research method.  Qualitative research methods enable individual 
interpretation by the researcher that they do not derive by quantitative or statistical means 
(Yilmaz, 2013).  Qualitative research focuses on the exploration of phenomena, individual, 
groups, methods or processes, or behavior, and it is best suited for understanding individual 
perspectives and lived experiences (Rutberg & Bouikidis, 2018).  Qualitative research is 
inductive and enables inference without imposing pre-existing expectations on the researcher or 
the setting (Wark & Webber, 2015).  The qualitative research method was appropriate for my 
study because I was exploring the strategies some hardware and software developers working on 
self-driving cars use to align existing autonomous vehicle design frameworks with regulatory 
requirements and consumer expectations for achieving a competitive advantage. 
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In contrast, a quantitative research method could be useful for examining the relationship 
between regulatory requirements, consumer expectations, and existing autonomous vehicle 
design frameworks using quantitative and statistical means.  Researchers use quantitative 
methods for the systematic analysis of numerical data (J. Park & Park, 2016).  Quantitative 
methods are best suited for testing hypotheses and examining relationships between variables 
(House, 2018).  Furthermore, quantitative research methods enable the study of individual data 
related to large populations and the generalization of findings, as well as asserting cause and 
effect relationships (Savela, 2018).  Because the goal of this study was to examine some 
perceptions of some hardware and software developers working on self-driving cars, instead of 
examining relationships between variables or testing hypotheses, a quantitative method was 
inappropriate for this study. 
Mixed research methods combine elements of quantitative and qualitative approaches, 
enabling researchers to combine lived experiences and rich, descriptive, and empirical data 
within a single study (Schrauf, 2017).  Researchers use mixed methods research to combine two 
or more different methodologies when one in isolation is insufficient for explaining or examining 
the phenomena they aim to study (Schoonenboom, 2018).  Furthermore, a researcher can use 
mixed methods to improve the validity of their findings, primarily when one method alone would 
only result in a limited data set.  By combining the data from two different methods, 
triangulation often merges qualitative and quantitative data for a better understanding of the 
phenomenon and the findings from various perspectives (Flick, 2016).  Because my study did not 
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rely on the combination of qualitative and quantitative research methods, choosing a mixed-
methods approach was inappropriate. 
Research Design 
I selected a multiple case research design for this study.  Studies that use multiple case 
designs aim to identify themes and gain an in-depth understanding of a problem through the 
collection of rich, detailed data (Yilmaz, 2013).  While other approaches, such as correlational 
research designs, for example, aim at quantifying the extent of relationships between study 
variables (Pinder, Prime, & Wilson, 2014), a multiple case study helps the researcher understand 
a problem from the perspective of those who experience the issue firsthand (McCusker & 
Gunaydin, 2014). Other qualitative research designs I considered for this study include 
phenomenology and ethnography. 
Phenomenology focuses on the examination of lived experiences (Duckham & Schreiber, 
2016).  Phenomenology enables researchers to gain an in-depth understanding of an individual’s 
approaches and motivations through the perspective of the person who had the experiences 
forming their opinions (Kruth, 2015). However, as my study focused on understanding the 
strategies, IT hardware and software developers use to adapt autonomous vehicle design 
frameworks to meet consumer and regulatory requirements and not lived experiences, using 
phenomenology would have been inappropriate. 
Ethnography aims at understanding cultural behavior and social relationships (Rutberg & 
Bouikidis, 2018).  Researchers using ethnography are generally interested in studying cultural 
diversity and its influence on societies from within groups and communities (Merriam & Tisdell, 
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2015).  Because I was exploring individual perceptions and strategies IT hardware and software 
developers use to adapt autonomous vehicle design frameworks to meet consumer and regulatory 
requirements and not cultural behavior or social relationships, ethnography was not a suitable 
qualitative research design.   
I used a multiple case research design to explore how some hardware and software 
developers working on self-driving cars perceive the influence of regulatory requirements and 
consumer expectations on existing autonomous vehicle design frameworks.  I developed and 
administered an interview protocol to collect the data for my study.  While many IT 
professionals may be more likely to respond to an online questionnaire than a paper-based survey 
or other data collection approaches (Ebert, Huibers, Christensen, & Christensen, 2018), in-depth 
interviews can be particularly useful as long as they adequately address the participant’s 
concerns, especially as they relate to ensuring confidentiality (Petrova, Dewing, & Camilleri, 
2014).  Even though an online survey may offer advantages over other approaches to data 
collection (Loomis & Paterson, 2018), using in-person and in-depth interviews in multiple case 
studies is most appropriate if the researcher wants to collect rich data, ask follow-up questions, 
and include field notes to supplement the process and other data they collect (Moser & Korstjens, 
2018a). 
Population and Sampling 
The targeted population of this study consisted of autonomous driving technology 
software and hardware research teams who are currently developing fully autonomous driving 
technologies, regardless of geographic location.  Due to the variety of design frameworks and the 
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multidisciplinary nature of the technologies currently in use or development for creating 
autonomous vehicles, the study targeted all IT hardware and software engineers regardless of 
their respective specialization within the field.  I viewed all participants as representative of the 
unit of analysis/organizations that are doing research and developing self-driving cars.  Although 
several manufacturers have announced that they are working on self-driving vehicles because 
these efforts are isolated and spread out across the world, by including all geographic locations, I 
was able to collect data on diverse perspectives and gain access to gatekeepers at potentially 
more organizations. 
There are two challenges for determining the appropriate sample size in studies using 
qualitative research designs: (1) the number of in-depth interviews the researcher should 
conduct, and (2) how to select the participants from the identified population.  Determining the 
number of needed interviews depends on the problem and access to the population.  Generally, a 
researcher can stop conducting additional interviews or collecting data when they reach the point 
of saturation, that is, when additional data or interviews are unlikely or unable to provide new 
information or insights the researcher did not already cover previously (Fusch & Ness, 2015).  In 
some cases, fewer than six, but most likely, not more than twelve in-depth interviews are 
sufficient for achieving data saturation (Guest, Bunce, & Johnson, 2006).  For this study, I 
planned for a sample size of at least six individuals or until I achieved data saturation for each 
case.  Researchers can further reduce the number of in-depth interviews by selecting 
representative and knowledgeable participants from their population on purpose, rather than 
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merely based on convenience (Malterud, Siersma, & Guassora, 2015).  By selecting program 
managers and development team leaders, I was able to achieve data saturation earlier. 
Convenience sampling assumes that the researcher selects their participants based on how 
easily or conveniently they can conduct their data collection process with them, even though 
better candidates may otherwise exist (Jager et al., 2017).  Convenience sampling occurs when a 
researcher selects participants that may be local or those with whom they have already built a 
personal connection, or merely because they are available when it fits the researcher's schedule 
(Costanza et al., 2015).  Convenience samples, therefore, often are less representative of the 
population than other sampling methods, and may increase the number of in-depth interviews 
before the researcher can reach data saturation (Malterud et al., 2015).  
To address these shortcomings, I plan to use purposeful sampling instead.  Purposeful 
sampling requires the researcher to find and select their participants from their population based 
on their qualifications and expected abilities to meaningful answering the researcher's questions 
(Palinkas et al., 2015).  By selecting participants purposely to collect in-depth information that 
aligns with the objectives for the study, researchers can reduce the number of required 
participants and often achieve data saturation faster than with other sampling methods (Gentles, 
Charles, Ploeg, & McKibbon, 2015).  Therefore, I selected highly qualified participants for each 
of my cases from my identified population and continued recruiting participants until I have 
included a minimum of six individuals or achieved data saturation.  By including and preferring 
those IT professionals with more experience in designing autonomous driving systems and those 
who have achieved higher-level self-driving designs already, I expected to be able to get more 
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meaningful and in-depth responses through my interviews.  Relying on qualification criteria 
helped me in answering my research question and meeting my study objectives while also 
achieving data saturation quickly. 
Ethical Research 
An essential element of informed consent is that individuals freely agree to participate in 
research (Wolf, Clayton, & Lawrenz, 2018).  Receiving consent requires that the participating 
individual has the mental capacity to comprehend the implications of their participation and then 
decide whether they want to proceed (Spike, 2017).  By obtaining informed consent, the 
researcher can meet and ensure ethical standards in research while also respecting and protecting 
the rights of participants (Lühnen, Mühlhauser, & Steckelberg, 2018).  Before their participation 
in this study, I provided all participants with a consent form (Appendix C), which I asked them 
to sign electronically.  Furthermore, I also disclosed the purpose and nature of this study to the 
participants and ensured them that their participation remains confidential.  Including these 
elements in the consent form is a common practice in research (Sugiura, Wiles, & Pope, 2016). 
An important aspect of ethical research is that a participant can revoke their participation 
at any time (Sugiura et al., 2016).  Participants in this study could choose to not start or abandon 
the interview at any time if they felt that the terms or conditions of the study were unacceptable.  
While the information contained in a consent form can vary greatly, it is crucial for the 
researcher to address confidentiality, including the option to rescind participation, and emphasize 
that participation is voluntary, so that individuals can make an informed decision (Karbwang et 
al., 2018).  I considered discontinued interviews as incomplete and, therefore, did not include 
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them in this study.  I did not offer any incentives to participants in this study and made a copy of 
the results available to anyone upon request. 
The privacy and confidentiality of participant information are paramount.   Researchers 
should disclose their identity and research methods openly, detail what voluntary participation 
entails, how they will ensure confidentiality, and how they will protect the participant’s identity 
and data (Gupta, 2017).  I have password-protected all data originating from the study and stored 
it on an encrypted, password-protected disk drive, which I keep in a secured safely at my home 
office for five years.  At the end of this period, I will destroy all data through established data 
protection procedures.  Furthermore, I collected all data in this study anonymously and without 
reference to organizations or individuals, including names, email addresses, or any location 
information.  I am assuming that all participants expect their participation to be confidential, and 
by not collecting personally identifiable information, I can ensure confidentiality.  I started data 
collection for this study after receiving approval and an assigned approval number from Walden 
University’s Institutional Review Board. 
Data Collection 
I used semi-structured interviews to collect the data for this study, which I supplemented 
with participant-provided organizational reports and publicly available documents.  Using 
multiple sources of evidence is an effective tool for data triangulation and enables me to more 
accurately understand the participant’s perspective (Yin, 2018).  Although quantitative methods 
usually rely on a structured and well-defined approach, the process of data collection in 
qualitative studies is inherently different, as data collection and initial data screening often 
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coincide (I. Pettersson & Karlsson, 2015).  It is, therefore, imperative for the researcher to take 
field notes during data acquisition so that they can reconstruct the collection and analysis 
processes that took place during their interactions with participants (Phillippi & Lauderdale, 
2017).  The subsequent sections illustrate my approach to instrumentation, data collection 
techniques, and data organization. 
Instruments 
Unlike quantitative research, which relies on already validated or newly developed data 
collection instruments, in qualitative studies, including the multiple-case design I use here, the 
researcher acts as the primary data collection instrument (Yilmaz, 2013).  I primarily collected 
the data for my study through semi-structured interviews, which adhered to my interview 
protocol (Appendix D). I also took field notes during my interactions with participants for 
enriching the responses I got with additional information, such as body language, facial 
expressions, and tone of voice, for example, and adding contextual references where necessary.  
Using field notes can enable a researcher to identify themes better and shape their interactions 
with participants during data collection so that they can collect as much useful information as 
possible (Phillippi & Lauderdale, 2017).  Furthermore, I asked participants to provide any 
documentation or other artifacts they can share, or offer physical demonstrations of some of the 
technologies they work on to support their answers.  For example, these documents may include 
but are not limited to, quarterly published vehicle safety reports, U.S. Securities and Exchange 
Commission (SEC) reports and filings, surveys, and any other articles, whitepapers or documents 
an organization or individual has published on the subject.  Asking participants in qualitative 
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study designs to provide supplemental information is a common approach for researchers to 
increase the validity of their findings and reach data saturation more quickly (Heath, Williamson, 
Williams, & Harcourt, 2018). 
Researchers generally ask questions for two reasons: (a) to answer their research question 
or (b) to qualify the participants of the study (Hughes, Camden, & Yangchen, 2016).  Asking 
demographic questions serves three main objectives: (1) enabling the researcher to verify 
whether participants are representative of the population they planned to study, (2) describe 
participants so that other researchers are better-equipped to replicate the study, and (3) inform 
readers about the sample so that they know whether findings are limited or are more 
generalizable (Hughes et al., 2016).  Therefore, I added several questions to my interview 
protocol with a focus on demographics, such as work qualifications and the role of the 
participant within a self-driving program, for example. 
One primary challenge of qualitative research is establishing the reliability and validity of 
the instrument.  Because the researcher acts as part of the primary instrument, there are several 
techniques that they can use to improve validity and reliability, including member checking, 
transcript reviews, and data triangulation (Varpio, Ajjawi, Monrouxe, O'Brien, & Rees, 2017).  I 
used data and methodological triangulation to compare multiple interviews and data sources for 
their alignment with each other, effectively allowing me to improve the validity of my findings 
by identifying unique cases and outliers.  Researchers use data triangulation to reach data 
saturation more quickly, whereas other forms of triangulation, for example, help with identifying 
and comparing overarching themes and patterns or reducing bias (Flick, 2016).  Furthermore, 
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transcript reviews and member checking are often-used tools for verifying whether the researcher 
has captured the participant’s answers accurately and whether their interpretation thereof 
accurately reflects the meaning from the perspective of the participant (Birt, Scott, Cavers, 
Campbell, & Walter, 2016).  I used member checking to ensure the accuracy of my collected 
data and interpretations thereof.  In member checking, the researcher shares a synthesis of their 
interpretation of interview responses with the corresponding participants to ensure that what they 
understand aligns with what the participant meant to convey (Birt et al., 2016).  As part of my 
approach to member checking, I conducted at least one follow-up interview with all participants 
individually. 
Data Collection Technique 
Before proceeding with any data collection, I reached out to prospective participating 
organizations and obtained a letter of cooperation from them and subsequently seek IRB 
approval for inclusion as part of my multiple case study.  Once I had permission to collect data, I 
worked with a gatekeeper at each organization to identify suitable participants and obtain their 
email addresses so that I can contact and include them in my research.  In the context of 
organizational hierarchy, gatekeepers are individuals who control access to employees and often 
other resources, and they can be essential for gaining access to a specific population (Gursakal & 
Bozkurt, 2017).  In this context, the senior autonomous driving program managers at each 
organization are most likely the gatekeepers who will control access to my targeted population, 
which is why I intend to contact them first. 
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Through this formal process of gaining access (Singh & Wassenaar, 2016), I will ask the 
gatekeepers to provide me with email addresses of potential and qualified participants, which I 
will use to solicit their participation.  Following their interest in participating in my research, I 
will provide important details about the study and ask for their permission to interview before 
proceeding with my data collection (see Appendix C).  Once confirmed and depending on the 
geographic location of the participant, I scheduled a Skype audio interview with them.  I utilized 
the same interview protocol during all remotely administered interviews.  One advantage of 
semi-structured interviews is that they follow an interview protocol, that is, the researcher will 
ask participants the same questions in the same order, which can significantly reduce the 
complexities of later data analysis and comparison (McIntosh & Morse, 2015).   
Furthermore, to aid me in the data collection process and capture responses accurately, I 
recorded all the interviews.  I asked participants to consent to these recordings before starting the 
interview.  Recording interviews is a common practice in qualitative research, enabling 
researchers to create accurate transcripts of the conversation, which improves the accuracy of the 
data they collect for analysis (Nordstrom, 2015).  I also used field notes to further enrich the data 
with context and impressions I may have during the interview process.  Following this process, I 
used member checking to determine the accuracy of my findings.  Researchers use member 
checking to confirm significant findings, themes, or descriptions, for example (Birt et al., 2016).  
This process can include follow-up interviews to ensure that my understanding of the previously 
collected data is correct and complete.  I conducted these follow-up interviews through Skype. 
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Data Organization Techniques 
Data organization can be particularly challenging in qualitative studies because of the 
unstructured nature of the data, the various data sources, and the variances across each collected 
data set (Reis, Costa, & Souza, 2016).  I used NVivo 12 software to store and organize the data I 
collected throughout this study.  While NVivo allows for the storage and export of several data 
formats, including text files, database files, audio recording, images, and video, it will not 
perform any analysis automatically.  NVivo requires the researcher to code, categorize, and 
select concepts manually before the software can generate meaningful reports and illustrate 
findings (Vaismoradi, Jones, Turunen, & Snelgrove, 2016). 
Furthermore, and because NVivo serves as a central database for all artifacts and 
recordings from this study, I export a project file with all its contents and the raw data.  I then 
encrypted this project file and stored it in a secured safe for five years.  I also shredded any 
hardcopy notes or documents I obtained but already added to NVivo previously.  At the end of 
this five-year period, I will destroy any stored data by overwriting it with random information 
and then physically destroy and dispose of the storage media. 
Data Analysis Technique 
The techniques and data analysis processes researchers use in qualitative and quantitative 
research vary greatly.  Qualitative research is inductive and tries to identify themes and gain an 
in-depth understanding of a problem from the perspective of the person having the experience, 
whereas quantitative methods focus on deduction, prediction, causal explanations, and 
generalisability instead (Yilmaz, 2013).  While researchers using qualitative and quantitative 
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methods may rely on triangulation to compare the results of their findings across data sources, 
the lack of instrument validation in qualitative studies makes triangulation a vital technique I also 
plan to use.  There are four primary types of triangulation, including (1) methodological 
triangulation. (2) theory triangulation, (3) data triangulation, and (4) investigator triangulation 
(Fusch & Ness, 2015). 
Investigator triangulation relies on more than one researcher, and theory triangulation 
assumes that the research will use two or more theoretical frameworks to evaluate their data 
(Varpio et al., 2017).  As I was the only researcher conducting the interviews, researcher 
triangulation does not apply to this study.  Furthermore, because I only examined my results 
through the lens of a single theoretical framework, the theory of dynamic capabilities, 
performing theory triangulation, is equally impossible, as I only used one theory instead of many 
that would be otherwise required.  Methodological triangulation refers to the analysis of the 
collected data through multiple methods by incorporating numerous data sources, whereas data 
triangulation assumes that the researcher compares and contrasts data from multiple participants 
(Fusch & Ness, 2015).  Because I used multiple data sources and several participants, data and 
methodological triangulation applied to this study. 
Therefore, triangulation involved comparing and contrasting the publically available 
documents I was able to collect from participating organizations or individual participants, which 
may include the organization’s design and software strategies, quarterly published vehicle safety 
reports, SEC reports and filings, surveys, whitepapers, or disengagement records, for example.  
Since some of this data may be proprietary, I aimed to further supplement my understanding and 
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the context of these artifacts by also including documents that are in the public domain, 
especially if I needed a better understanding of a given solution or approach.  Using various 
sources and collecting different types of documents can lead to a better understanding of a 
phenomenon or issue by the researcher (Moser & Korstjens, 2018a). 
Furthermore, I also triangulated the insights I gained through the in-depth personal 
interviews with the data I gathered through document collection; that is, I looked for recurring 
evidence of the strategies and themes I have identified on each data source and the presence of 
incongruencies.  By comparing and contrasting the contents of all data sources, the researcher 
may gain a deeper understanding of the study subject in the context of the participants’ actions 
(Varpio et al., 2017).  I conducted this analysis prior to scheduling my follow-up interviews so 
that I could seek clarification where I noticed a mismatch, or ask participants to elaborate further 
where I feel that I may not have fully understood or captured the meaning of or approach to a 
given strategy or issue. 
Researchers using qualitative methods generally analyze their data for themes and 
content through coding, grouping, theme identification, and categorizing (McCusker & 
Gunaydin, 2014).  For example, a content analysis offers the researcher the ability to quantify 
data to identify frequencies, whereas thematic analysis is better suited to identify recurring 
themes in coding, without some of the restrictions imposed by categories (Yilmaz, 2013).  By 
relying on thematic analysis in this study, I effectively coded and analyzed all data I have 
collected and then searched for and defined major themes to aid me in the presentation of my 
findings (Vaismoradi et al., 2016).  To reduce bias, I exclusively relied on the member-checked 
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versions of my findings and focused on the representations of the information without injecting 
my personal opinions during the analysis process. 
I used a commercial third-party interview transcription service (temi.com) to transcribe 
my recordings and to enable participants to review and validate the resulting transcripts.  
Temi.com follows a strict privacy policy, which ensures that all recordings I share for 
transcription remain private and upon my acceptance of the transcript are deleted entirely with no 
recoverable backup.  Temi stores all recordings and transcripts encrypted on their servers, and 
the necessary keys to decrypt all contents are tied to my user account with them, making third-
party access impossible without first breaking the encryption.  I was the only person with access 
to the raw audio files and transcription documents throughout the transcription and refinement 
process. 
I added all raw data and the member-checked transcriptions of the interviews into NVivo 
for coding, theme identification, and other analyses.  Before coding, I made sure that I had 
familiarized myself with the responses and all data I have collected throughout the study so that I 
could better assess and identify phrases and words that accurately described the content and 
intent of the statements I evaluated.  I followed a three-level coding and thematic analysis 
process, starting with (1) open coding, followed by (2) axial coding, and concluding with (3) 
selective coding. 
In open coding, the researcher looks for common phrases and words in the participant’s 
responses, enabling them to create a crude organization of related themes (Williams & Moser, 
2019). Open coding is usually the first step in qualitative thematic analysis.  What follows is 
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axial coding, where the researcher attempts to identify core codes by sifting through open codes 
and looking for relationships or related themes (Alhassan, Sammon, & Daly, 2019).  The 
grouping and condensing of open codes to core codes, serves as the foundation for last level of 
coding, selective coding, where the researcher then aims to achieve an even higher level of 
abstraction (see figure 2) which aids in the overall analysis process and serves as an essential 
element for developing a theory (Williams & Moser, 2019).  Throughout this process, I 
continued to use member-checking to aid me with theme identification, incorporate new 
knowledge I gained during my ongoing research, or conducting follow-up interviews if I needed 
further clarification on new information or understanding I found or have developed throughout 
the study process. 
 
Figure 2. Illustration of the Three-Level Approach to Finding Selective Themes. 
Reliability and Validity 
Reliability and validity are essential aspects of any research.  Reliability is concerned 
with the repeatability of a study but also whether the measurements obtained with its instruments 
are consistent (Bolarinwa, 2015).  As a researcher, I was the primary instrument in this study. 
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Therefore, I will discuss how I addressed the validity and reliability concerns of my data 
collection instrument in the following sections. 
Reliability 
Reliability is concerned with the accuracy of data extraction and its ability to produce the 
same results consistently (Flower, McKenna, & Upreti, 2015).  One way to ensure the reliability 
of an instrument is by relying on one that other researchers have used to obtain similar results, or 
by assessing its equivalence, stability, or homogeneity (Heale & Twycross, 2015).  Although 
there are additional methods for assessing the reliability of instruments in quantitative studies 
(Shirali, Shekari, & Angali, 2018), most of the commonly used approaches do not apply to 
qualitative studies (Heale & Twycross, 2015).  In qualitative studies, the researcher acts as the 
primary data collection instrument, which makes member checking, documentation, researcher 
awareness, and following strict protocols the preferred tools for improving reliability and validity 
(Yilmaz, 2013). 
One of the core challenges with reliability in qualitative studies is that reliability is 
concerned with the extent to which another researcher would be able to repeat the results reliably 
if they use the same approach (López, Ponce-Espinosa, Rios-Zaruma, & Espinoza-Torres, 2018); 
however, this definition only fits in the context of quantitative studies.  Qualitative studies are, 
by design, less reliable, because of the individual perspectives and experiences of participants 
and the researchers conducting the study (Wark & Webber, 2015).  Therefore, researchers 
instead often equate dependability and consistency with reliability in qualitative studies where 
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the focus is on a representative assessment and understanding, rather than on the ability for 
others to replicate a study and come to the same conclusions (Leung, 2015). 
Dependability and consistency.  Dependability describes the extent to which the 
findings of a study are stable over time (Moser & Korstjens, 2018b), whereas consistency refers 
to the structural components of the data collection process (Moser & Korstjens, 2018a).  There 
are several approaches to ensuring consistency and dependability.  Member checking can help to 
ensure that the collected data is accurate and dependable, and researchers can use field notes to 
supplement and validate the data they directly collected from their participants (Birt et al., 2016).  
Furthermore, utilizing interview and observation protocols throughout the data collection process 
can contribute to obtaining consistent results because all participants will answer the same 
questions in the same order and all field notes will align with the same observation guidelines 
and protocol (May Luu, Ismail, Ismail, & Hamzah, 2018).  Lastly, by collecting additional notes 
throughout the study, I was able to document the process and my observations, thoughts, and 
impressions without being solely confined to the data collection processes. 
Confirmability.  Confirmability is concerned with the degree to which others with 
access to the same data could reasonably confirm the researcher’s findings (Moser & Korstjens, 
2018b; Yilmaz, 2013).  Therefore, confirmability describes the trustworthiness of the researcher 
and the processes they used to conduct their study (Amankwaa, 2016).  Trustworthiness in 
qualitative research is the result of documentation, verification, and well-defined processes. 
Researchers most commonly use member-checking, interview and observation protocols, 
recordings and other artifacts, transcript verification, and note-taking to achieve verifiable results 
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and establish trustworthiness (Birt et al., 2016; Petrova et al., 2014).  Confirmability may begin 
with a thorough data collection process, the ongoing verification, as well as triangulation across 
multiple data sources and other studies or theories, aids the researcher in reaching data saturation 
and presenting their findings while also increasing the trustworthiness of the study and it process 
at the same time (Fusch & Ness, 2015; Moser & Korstjens, 2018a). 
Validity 
Assessing the validity of a research instrument is vital in any scientific research.  Validity 
is concerned with the extent to which an instrument can measure a variable or construct as 
intended (Bolarinwa, 2015).  There are many varieties of validity, including internal and external 
validity, face validity, construct validity, content validity, and criterion validity (Heale & 
Twycross, 2015), for example.  However, assessing validity in qualitative studies significantly 
differs from quantitative methods.  In qualitative studies, the researcher is the primary 
instrument; therefore, using existing instruments from other studies to increase validity is 
impossible.  I am discussing some of the methods researchers use in quantitative studies below to 
compare and contrast the differences in approaches as they relate to qualitative research designs. 
Transferability.  Transferability describes the extent to which the findings of the study 
and its collected data will also apply to a generalized population (Torre & Picho, 2016).  An 
influential core factor in transferability is sample size (Bernstein, 2018).  By using more 
participants, a researcher can increase transferability because the sample becomes more 
representative of its population and, therefore, raises the probability of true parameter estimation 
(Zyphur & Pierides, 2017).  Researchers can also improve transferability by following proper 
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sample techniques, reducing sampling bias and error, and selecting an appropriate population 
(Hales, 2016).  Qualitative methods focus on understanding the participant’s perspectives, 
interpreting the findings, and contextualizing the data for an in-depth understanding of a problem 
(J. Park & Park, 2016).  Transferability is essential if the researcher aims to understand the 
implications or applicability of a phenomenon on a large population (Merriam & Tisdell, 2015).  
Although this qualitative multiple case study also aimed to understand individual perspectives, 
the strategies I explored could lead to some generalizable explanations.  Case study design often 
focuses on exploring strategies or phenomena on a limited scope and through the lens of a 
theoretical framework and the perspectives of those who take part in the case study (Yin, 2018).  
While more extensive case studies may aim to generalize their findings and apply them to an 
overall population, the limited number of cases I consider in this study may not allow for a full 
understanding of all strategies due to the limited scope of the research. 
Credibility.  Credibility is concerned with the authenticity of data from a participant’s 
perspective (Leung, 2015).  A researcher can improve the credibility of their data through 
member checking, participant transcript review, data triangulation, and by reaching data 
saturation, for example (Birt et al., 2016; Fusch & Ness, 2015; Varpio et al., 2017; Yilmaz, 
2013).  I used member checking through follow up interviews, triangulation by examing artifacts 
and related studies, and reaching data saturation throughout my study to improve the credibility 
of my instrument.  Data saturation occurs when the researcher can reasonably assume that further 
data collection will no longer result in additional knowledge about the phenomenon they study 
(Fusch & Ness, 2015). 
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Furthermore, I improved and documented the authenticity of my data by following an 
interview protocol, taking descriptive notes during my interactions with the participants, using 
member checking to verify data accuracy, and relying on triangulation to support statements 
(Flick, 2016; Varpio et al., 2017).  In contrast, the trustworthiness of findings related to emerging 
themes improves with the amount of data a researcher collects, and trustworthiness reaches its 
peak once data saturation occurs (Guest et al., 2006; Vaismoradi et al., 2016; Williams & Moser, 
2019).  Using the above techniques to improve the authenticity and trustworthiness of the 
collected data, I was effectively able to improve the validity of my instrument. 
Transition and Summary 
In Section 2, I reviewed and justified my research methods and compared and discussed 
quantitative, qualitative, and mixed-method approaches.  I also discussed my role as the 
researcher and the strategies I will use to collect data and recruit the participants for this study.  
Furthermore, I detailed my data collection process by discussing my instruments and the 
organization and analysis techniques I used to analyze the information.  I justified and discussed 
my use of a multiple-case research design and supported my decisions with peer-reviewed 
literature. 
Furthermore, I described my sample population while also specifying my approach to 
calculating my sample size for reaching data saturation.  Finally, I also discussed how assessed 
and ensured reliability and validity in the context of my study, and as it relates to my 
measurement instrument.  In continuation of this document, I will provide an analysis of the 
collected data and the results of my study in the following Section 3. 
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Section 3: Application to Professional Practice and Implications for Change 
Introduction 
The purpose of this qualitative multiple case study was to explore the strategies some IT 
hardware and software developers of self-driving cars use to adapt traditional vehicle design 
frameworks to address consumer and regulatory requirements in autonomous vehicle designs.  I 
collected data from organizations that work with autonomous vehicles and on specific solutions 
for problems inherent to developing these systems and its various hardware and software 
components.  All participants were managers and team leaders located in the United States and 
took part in interviewing and member-checking sessions.  In addition to the data I collected from 
seven highly qualified participants, I also obtained 15 documents to enhance my understanding 
of technologies and systematic approaches I discovered.  The participants in this study had first-
hand know-how of various elements of autonomous driving systems and are considered experts 
in their fields, with some of them having more than 30 years of industry leadership experience.   
I categorized participants into two groups with (1) consisting of experts focused on 
solving a single problem with autonomous vehicles and (2) those engineers and leaders working 
on comprehensive solutions for achieving full autonomy.  All participants were male, which is 
not entirely unrepresentative of the predominantly male autonomous vehicle industry (Beede, 
Powers, & Ingram, 2017).  All themes in this study were organized by major and sub-themes.  
The resulting reference counts are based on the occurrence of keywords I related to each theme 
or sub-theme within the data collection.  These associations are not exclusive, and while one 
reference may be specific to a theme, some references were applied to multiple themes equally. 
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Presentation of the Findings 
I used the following research question to inform my understanding and guide my 
interviews: What strategies do some IT hardware and software developers of self-driving cars 
use to adapt existing autonomous vehicle design frameworks to regulatory requirements and 
consumer expectations? 
Despite the varying backgrounds and development focuses of participants within the 
autonomous vehicle design process, there was agreement about the lack of regulations and the 
difficulties of some challenges and competing priorities present to developers.  While all 
participants indicated that they are using some form of agile or scrum-based framework 
throughout various development processes, a definition of consumer expectations or how to meet 
these expectations varied greatly.  Furthermore, the lack of regulatory requirements and guidance 
resulted in a multitude of design approaches, business models, and technologies, all of which 
participants used to augment existing frameworks to meet the immediate design needs of 
developers working on autonomous vehicle systems.  Opinions also differed among participants 
on how to achieve a sustainable competitive advantage, how one would describe such an 
advantage, and how it could be integrated reliably into processes. 
Theme 1: Focus on Developing Autonomous Driving Technologies 
The prominent themes discovered in this study included a focus on developing 
autonomous driving technologies.  The focus on developing autonomous driving technologies 
theme related to the design choices hardware and software engineers made to develop parts of or 
entire autonomous driving solutions.  Because of the multitude of technical solutions currently in 
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development, the focus on technology also included design choices, hardware, and software as 
identified sub-themes.  Design choices in the context of this study included known automotive 
design frameworks, such as ISO 26262 and AOTOSAR, for example, but also unique or 
uncommon approaches to developing the technology the participants thought are necessary to 
achieve full autonomy. 
Table 2 
Themes of Focus on Developing Autonomous Driving Technologies with Supporting Metrics 
 
Participant Documents 
Major Theme Count References Count References 
Focus on Developing Autonomous Driving 
Technologies 7 73 11 102 
    Sub-themes 
   
  
Design Choices 7 31 9 41 
Hardware 7 18 7 28 
Software 7 24 7 33 
 
All participants in this study expressed a strong focus on technology throughout the 
interviews, which was supported by 11 of the 15 documents (see Table 2 for the theme and sub-
theme metrics).  This emphasis on developing technology was expected, considering that there 
are many approaches to sensing and processing with no superior technology emerging yet 
(Vincentelli & Vigna, 2017).  All participants indicated that they believe that the necessary 
technology for enabling fully autonomous vehicles is not yet ready, and it may take decades for 
it to reach the necessary level of maturity.  Participant P6 noted that “it may never get there,” 
acknowledging that some difficult to overcome limitations of the technology may challenge 
engineers for a long time.  All other participants were less pessimistic but still agreed that the 
maturity required of these systems to take over large portions of transportation systems is 
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decades away.  For example, P7 noted that “limited application autonomous vehicles are possible 
today.”  However, participant P4 explained, “it may take at least ten years for the law to allow 
autonomous vehicles on public roads.”  Litman (2019) went even further and suggested that it 
may take more than 40 years for this transition to take place. 
The theme of focus on developing autonomous driving technologies aligns well with the 
theory of dynamic capabilities because of its similarity to the processes, positions, and paths 
elements (Teece et al., 1997).  Paths refer to path dependencies, technological opportunities, and 
assessment as part of the theory of dynamic capabilities (Jurksiene & Pundziene, 2016), which 
aligns with the participants’ focus on assessing and pursuing technological opportunities through 
changing hardware or software approaches.  A core premise in the theory of dynamic capabilities 
is that organizations must develop processes that enable them to achieve a competitive advantage 
(Lina & Bo, 2018).  Processes may include elements of efficient resource management, an 
innovative and entrepreneurial culture within the organization, and proprietary technologies and 
unique strategies (Kodama, 2017).  The theme of focus on developing autonomous driving 
technologies represents the aim of AV developers to create technologies and processes that 
enable them to go to market faster or offer other advantages that competitors cannot easily 
match.  As such, a focus on developing autonomous driving technologies represents as much a 
necessary step for evolving AVs as it provides processes and competitive advantages that align 
well with the theory of dynamic capabilities. 
Similarly, some existing literature on autonomous vehicle technologies seems to struggle 
with finding a consensus for the best approach (Pozna & Antonya, 2016), which might suggest 
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that AVs are subject to intense competitive forces until superior solutions emerge.  Therefore, the 
findings from this theme align well with the existing literature because, as Vincentelli and Vigna 
(2017) noted, autonomous vehicles are a playground for sensors, even though the answers of the 
participants in this study seem to indicate that both hardware and software approaches are 
equally in flux and extremely unstructured at this point.  Considering that hardware, software, 
and design choices may similarly impact the ability of a firm to achieve a competitive advantage, 
information technology senior managers should consider integrating the different design teams to 
derive sustainable strategies instead of only going with what works best at the time. 
Subtheme: design choices.  Most notably, all participants agreed that the design choices 
they make are essential for developing their product.  Participant 4 noted that a new version of a 
middleware they use added: “critical functionalities we wanted to have two years ago.”   While 
three participants suggested that a long-term strategy informs their short term decisions, the 
remaining participants suggested that this approach may be less useful for developing a product 
with little regulatory guidance, proven consumer expectations, or established business models.  
Participant P6 suggested that “impressing investors is more important than long-term strategy.”  
Furthermore, while all participants have heard of automotive frameworks for designing vehicle 
electronics, such as ISO 26262, for example, they also acknowledged that they only follow 
established automotive frameworks as far as it is required by their industry partners.  
Unanimously, participants suggested that ISO 26262, just like other industry standard 
frameworks today, is insufficiently equipped to address the needs of autonomous vehicle 
developments adequately.  Participant P3 thought that ISO 26262 is an automotive standard that 
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is “unable to meet the requirements of autonomous vehicle development.”  This finding was 
somehow expected, considering that previous analyses came to similar conclusions (Falcini & 
Lami, 2017; Stilgoe, 2018). 
Considering the lack of appropriate autonomous vehicle design frameworks, the 
participants in this study unanimously chose an agile or scrum-based framework instead.  Agile 
development approaches focus on team-building, collaboration, working solutions, simplicity, 
and regular updates to facilitate progress (Santos, Cunha, Moura, & Margaria, 2017).  P1 noted 
that “agile frameworks have helped us to make a better product and has been proven to be more 
suitable than frameworks preferred by traditional vehicle manufacturers.”  This notion further 
illustrated a strong focus on software and the frameworks commonly used by software engineers 
over traditional approaches prevalent in the automotive industry.  Even though there is now a 
proposed framework for testing the performance of autonomous vehicles in the United States 
(U.S. Department of Transportation, 2018), the framework is not binding or makes 
recommendations as to what design choices may be acceptable or preferred for the development 
of autonomous vehicles.  Without appropriate design solutions or governmental requirements, 
the regulatory vacuum forces autonomous vehicle developers to make design choices that work 
for them for the technologies that currently exist (Borenstein et al., 2017). 
The participants also indicated that their design choices vary greatly and may change 
based on short-term objectives related to product development progress, investor relations, test 
cases, or the exploration of new business models.  For example, P4, P5, and P7 noted that some 
of the projects they worked on exclusively focused on the development needs and requirements 
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of autonomous vehicles destined for a single-use case, such as an autonomous shuttle bus 
operating in a closed community, for example.  As P5 noted, “we assess the needs on a project 
basis and then make changes to our systems to get as close as possible.”  Some of these cases 
required unique approaches both conceptually and organizationally, leading to unique design 
choices made for these systems.  In the discussions, all participants noted that while they aim to 
develop universal solutions, their short term design choices are often driven by immediate 
feedback from customers or consumers on the product or the specific design needs of a business 
case. 
As mentioned by the participants, one reason for their design choices is to develop 
technological, structural, and market assets, which aligns with the positions tenet of the theory of 
dynamic capabilities (Pisano, 2017). Furthermore, processes in the theory of dynamic 
capabilities refer to learning, integration, coordination, and reconfiguration, all of which are 
elements that can be found in the strategies the participants use to develop autonomous vehicles 
and the necessary technologies.  As participant P7 noted, “We must adapt our approaches 
constantly,” which is a clear indication of an ongoing assessment for finding better solutions and 
improving design choices, which also aligns well with the theory of dynamic capabilities. 
Furthermore, design choices are processes as much as they are strategies for developing 
technology and meeting design requirements.  These design choices and strategies significantly 
reduce the risk and impact the abilities of a firm to develop its products, bring them to market, 
and gain a competitive advantage (Slagmulder & Devoldere, 2018).  Therefore, the participants’ 
emphasis on making the right design choices to gain a competitive advantage aligns well with 
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the theory of dynamic capabilities.  Furthermore, the existing literature also emphasizes the 
importance of design choices for developing AVs (Van Brummelen et al., 2018), even though a 
certifiable and legally binding approach has yet to emerge (Stilgoe, 2018). 
Considering the differing design approaches even among members of the same team, 
information technology team leaders and executives may benefit from communicating a clear 
strategy and creating teams that have a similar understanding of the challenges ahead and which 
then can work coordinated and in unison toward a solution.   
Sub-theme: hardware.  All participants also indicated that their systems or approaches 
are hardware agnostic.  Even though the participants have shown differing preferences for the 
hardware they use or develop as part of autonomous driving system development, a consensus 
was that the hardware itself must be able to adapt to different needs, or the overall system should 
be able to adapt to different hardware.  Participants P1, P2, and P7 noted that software-definable 
hardware offers the most flexibility for integrators because it can adapt quickly to changing 
requirements.  A software-definable system enables the operator to change some of its 
parameters, assign resources where needed, or configure inputs and outputs to meet specific 
technical requirements, for example (Nkenyereye & Jang, 2018).  Software-definable hardware 
may also offer additional advantages in case of regulatory changes.  Participant P1 noted that 
using a software-definable system enables them to tailor their approach to different market 
requirements but also make adjustments, within limits, “to address regulatory concerns without 
the need for a redesign.”  All Participants agreed that software-defined hardware should lead to 
lower-cost long-term and shorter development cycles overall. 
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Autonomous vehicles are complex systems, and the engineers working on these systems 
come from various disciplines with greatly differing backgrounds, even among those trying to 
solve a single challenge.  The theory of dynamic capabilities aims to derive processes that can 
incorporate these varying skills and combine them for achieving a competitive advantage (Lina 
& Bo, 2018).  Considering that some participants specifically mentioned how they use software 
definable hardware to reduce cost and differentiate themselves from others, using specific 
strategies for developing and incorporating hardware differently can result in competitive 
advantage, which aligns well with the tenets of dynamic capabilities theory. 
Furthermore, the theory of dynamic capabilities emphasizes the importance of developing 
processes and technologies that enable a firm to gain a competitive advantage directly through 
technology, or as a mediator for other products.  For example, a firm may work on sensor 
technologies that enable their AVs to navigate the world more reliable, but they may also design 
the machines and hardware that produces these sensors.  Therefore, the theory of dynamic 
capabilities does not limit the importance of technologies to final products but also emphasizes 
how intermediary processes and designs can aid in achieving a competitive advantage that goes 
beyond the product they helped to produce (Jurksiene & Pundziene, 2016).  As such, the 
emphasis by all participants on hardware development is justified and also aligns well with the 
theory of dynamic capabilities.  Furthermore, researchers continue to discover new ways for 
optimizing processes or deriving novel technologies (Van Brummelen et al., 2018), which 
suggests that focusing on hardware as part of the technological approach remains an essential 
aspect of AV development.  IT senior managers and strategists may benefit from using some of 
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these approaches to hardware development and integration to streamline their operations and 
leapfrog their competition. 
Sub-theme: software.  All participants also strongly emphasized the importance of 
software as part of their design decisions.  Participants P4, P5, and P6 preferred the use of 
middleware, such as the Robot Operating System (ROS), for example, where others suggested 
that developing the necessary software stacks from scratch offers more flexibility in terms of 
controlling the outcome and making more granular adjustments.  All participants relied on some 
form of software simulation and simulated environments to test the performance of their 
hardware and software.  As participant P4 noted, this approach “is more cost-effective as no 
human will be in danger of getting involved in an accident with an autonomous vehicle,” and 
design issues can be identified before they cause physical harm.  The cost of operating actual 
vehicles on public roads may be prohibitive for most developers, even though software simulated 
environments are not accurate representations of the real world (Dang et al., 2017). 
The majority of participants noted that some of the challenges they face with their 
software development are the results of disagreements about design approaches, which may be 
partially attributed to the multidisciplinary backgrounds of the hardware and software engineers 
working on autonomous vehicle designs and their managers.  The majority of participants noted 
that there is no agreement within their organization as to what hardware or software approach is 
most efficient.  Participants P5 and P6 went further and expressed concerns that their current 
software approach may be “unable to meet all requirements” of their autonomous driving 
solutions, at least not in the short term.  P5 noted that their system “might work well for one 
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application,” but is unlikely to be able to evolve beyond that, as would be needed for a more 
generalized solution.  One solution to these challenges are self-learning systems, which rely on 
software that organizes itself and finds solutions to problems without requiring the engineers to 
write specific code or design algorithms (Sadighi et al., 2018). 
While the majority of participants specifically mentioned the use of AI or CNNs as part 
of their software strategy, all participants agreed that these approaches come with their own 
challenges, especially as they may relate to regulatory approval.  P7 noted that a CNN often 
lacks the ability to make the same decisions at all times, and “small changes can have adverse 
effects on vehicle behavior even when it worked as intended before.”  For example, CNN’s use 
filters and layers to identify objects (Musoles, 2016).  These filters lead to classifications of 
images and objects based on annotations engineers make to objects, resulting in code that is 
created automatically and which changes throughout this training process and as image 
classifications are added (Rao & Frtunikj, 2018).  While these CNNs can solve many robotics 
and coding issues, they also require an enormous amount of data to enable semantic analyses and 
incorporation of edge cases (Hatcher & Yu, 2018).  The resulting codebase, therefore, may 
frequently change, and without a clear understanding of the software itself, regulators may find it 
challenging to evaluate code for its performance when its performance can change over time 
(Falcini & Lami, 2017).  The participants agreed that software engineers might have to use a mix 
of CNN’s and AI combined with traditional approaches to robotics and hope that regulators will 




Some software engineers have a strong preference for CNNs; others may prefer more 
traditional robotics with coding and algorithms instead, for example.  Participant P7 noted that 
“engineers need to be able to be creative and must be allowed to do things,” rather than being 
forced to deliver solutions on a fixed timetable.  These notions illustrate the difficulties these 
hardware and software teams face in the absence of proven design approaches or established 
regulatory requirements.  In the context of the theory of dynamic capabilities, these struggles 
with finding a superior solution align well with paths, competencies, and reconfiguration 
(Queiroz et al., 2018). 
The theory of dynamic capabilities suggests that the struggle between finding a solution 
and continuing reconfiguration of processes and products to align with market demands is, in 
itself, a method for achieving and sustaining a competitive advantage (Ferreira et al., 2018).  
With most of the decision-making systems AVs use relying heavily on computer software for 
training, simulation, and self-driving, it was no surprise to see how software development as a 
theme frequently emerged throughout this study.  In particular, all participants relied on an agile-
type framework to develop their software, which is often found in traditional software 
development processes and approaches (Santos et al., 2017).  Agile frameworks enable teams to 
develop software quickly, iterate through revisions, and make changes when needed to more 
efficiently develop a final product.  All of these elements align well with the development 
processes described by the participants but also with the theory of dynamic capabilities, which 
includes ongoing assessment and reconfiguration as one of its core tenets.  Furthermore, the 
existing literature also suggests that these reconfiguration cycles are necessary to develop 
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autonomous vehicles, even though a constantly changing codebase presents its own challenges 
(Falcini & Lami, 2017). IT decision-makers can benefit from these findings if they continue to 
incorporate and encourage reconfiguration and experimentation, as long as they use strategies 
that help them to systematically document progress and manage knowledge effectively 
throughout an organization (Schäfer et al., 2017). 
Theme 2: Focus on Meeting Regulatory Requirements 
Another prominent theme that emerged in this study was the focus on meeting regulatory 
requirements.  Regulatory requirements may apply to components or individual systems of 
autonomous vehicles and autonomous vehicles as a whole.  Within the major theme of focus on 
regulatory requirements, two sub-themes frequently came into focus among the participants: (1) 
functional safety, and (2) regulations.  Although functional safety, in particular, might be a 
requirement regulators will include in future regulations, it also reduces the likelihood of liability 
throughout the development process. 
All participants in this study were aware of regulatory requirements and the lack thereof, 
which was also referenced in seven of the 15 documents collected for this study (see Table 3 for 
the theme and sub-theme metrics).  While there are some proposed standards for classification of 
capabilities, proposed frameworks for performance testing, and limited licenses for operating 
autonomous vehicles on public roads, federally mandated and binding regulations do not yet 
exist (Falcini & Lami, 2017; Society of Automotive Engineers, 2016; Stilgoe, 2018; U.S. 
Department of Transportation, 2018).  Participants P3, P4, and P6 noted that while they are 
aware of regulations, regulations do not apply to them yet.  These three participants exclusively 
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worked with simulations, operated their product only on non-public communities, or used closed 
proving grounds for their testing.  The remaining participants either operated their own fleet of 
vehicles or worked with partners who had the necessary licenses to drive on public roads or on 
private property. 
Table 3 
Themes of Focus on Meeting Regulatory Requirements with Supporting Metrics 
 
Participant Documents 
Major Theme Count References Count References 
Focus on Meeting Regulatory Requirements 7 45 7 53 
    Sub-themes 
   
  
       Functional Safety 7 23 6 33 
       Regulations 6 22 3 20 
A common understanding among all participants about the perils of having to meet 
regulations eventually was that their systems currently undergo rapid iterations and are subject to 
frequent changes.  P6 noted that their approach to finding solutions had “changed at least five 
times in the past two years.”  The majority of participants argued that focusing on regulations 
primarily when the system that will be subject to these regulations is not yet working as expected 
would be a waste of their limited resources and would not aid them in finding viable solutions 
quicker.  P3 suggested that even if they had a working system today, there are “no laws that 
would allow using it on public roads without drivers.”  All participants agreed, however, that 
ignoring safety in the absence of regulation or a requirement to meet any such regulations 
immediately is dangerous and may lead to public backlash, overregulation, liability issues, and 
could set back the industry for many years.  P1 emphasized that “the actions of one bad actor 
could set back the industry for many years.”  Even though some licenses to operate autonomous 
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vehicles on public roads as part of the development process define parameters clearly, liability 
issues in particular for these test platforms and future operation of commercially available 
vehicles persist (De Bruyne & Werbrouck, 2018). 
The focus on meeting regulatory requirements both ties in with existing approaches to IT 
hardware and software development automotive applications and also presents unresolved 
challenges.  For one, meeting regulations for developers of traditional vehicles without autonomy 
is well established.  Even as it relates to ECUs and in-vehicle software, these established 
standards are used extensively by all manufacturers to meet regulations and obtain certifications 
for their vehicles (Falcini & Lami, 2017).  However, as illustrated by the lack of suitable 
frameworks that can address the needs of autonomous vehicle hardware and software developers 
and the reliance of all participants on some form of agile or scrum-based frameworks instead, 
showcases the need for IT professionals to develop better-suited approaches.  Whether the 
extension of existing frameworks is sufficient remains to be seen, but likely entirely new 
approaches for testing the performance and meeting future regulatory requirements are needed 
(Stilgoe, 2018; U.S. Department of Transportation, 2018). 
One could argue that meeting regulations, once they become a requirement, are an 
essential element of being competitive in a given market.  Therefore, the theme of focus on 
meeting regulatory requirements aligns well with the theory of dynamic capabilities because it 
requires a firm to meet market demands, and through reconfiguration and transformation, 
develop new products or adjust processes to adapt to a changing environment (Slagmulder & 
Devoldere, 2018).  A vital tenet of the theory of dynamic capabilities is risk management from 
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the perspective of sustainability and gaining a competitive advantage (Slagmulder & Devoldere, 
2018).  Regulatory requirements currently present a very high risk for AV developers, because 
the laws that will govern autonomous vehicles have yet to be written, just as those vehicles have 
yet to be designed and mature enough for widespread adoption (Stilgoe, 2018).  While 
participants have consistently referred to regulatory requirements, a lack of binding regulation 
created a vacuum in which developers design systems that ignore future regulations or bypass 
current and projected rules through loopholes or by operating vehicles, knowing well that these 
operations can only be temporary.  Therefore, regulatory requirements as a theme align well with 
the tenets of the theory of dynamic capabilities, but unlike technologies, which participants 
acknowledged are essential, regulatory requirements were less seen as issues and potential 
threats to their operations. 
The literature similarly aligns well with these findings from the theme as it became 
evident here that IT professionals may currently underestimate the dangers of not being able to 
meet future regulations, which could invalidate an entire product or product line if they are 
unable to achieve certification with their preferred solution.  Underestimating regulatory 
challenges is a theme that resonates across the current literature that tries to examine the non-
technical challenges autonomous vehicles face before they can operate on public roads (Crane, 
Logue, & Pilz, 2017; Falcini & Lami, 2017; Stilgoe, 2018).  While some IT managers are 
evidently focused on short-term success to please investors, deriving strategies that would allow 
an organization to make satisfactory intermediate progress while also focusing on long-term 
solutions for meeting future regulations may allow them to achieve a competitive advantage. 
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Sub-theme: functional safety.  While the number of participants and total references by 
them on functional safety and regulations was almost identical, only three documents mentioned 
regulations, whereas six referenced aspects of functional safety.  Functional safety is the ability 
of a system to protect itself against fault, operate as designed, and perform in a predictable 
manner (Koopman & Wagner, 2017).  All participants mentioned functional safety as an 
essential aspect of limiting liability in the absence of regulatory requirements.  Participants P4 
and P7 argued that functional safety might apply to a component level, but once various systems 
are integrated, the resulting performance may be different and unexpected.  P1 noted that they 
only “deliver solutions with functional safety in mind to avoid any legal issues.”  P7 suggested 
that “functional safety may be challenging in systems that reconfigure themselves,” such as those 
based on CNNs or AI.  Therefore, it may be much more difficult to certify complex autonomous 
vehicles systems consisting of a multitude of sensors, computers, and proprietary or machine-
generated software because even if the component works as designed, the combined system may 
still fail to meet performance expectations (Falcini & Lami, 2017). 
Especially functional safety is a concept that directly relates to repeatability and 
consistency in the theory of dynamic capabilities, as a core aspect here is predictability, which 
becomes an essential element of reliability (Teece et al., 1997).  While dynamic capabilities 
theory focused on repeatability as a means for ensuring uniform processes, if these processes are 
part of the product a firm sells, then it is equally important to ensure that the product performs as 
designed.  Furthermore, functional safety incorporates risk management, predictability of 
performance, reliability of operation, and the processes for meeting these requirements, all of 
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which also serve to create and sustain a competitive advantage.  Deriving strategies or products 
to manage risk efficiently is a core premise of the theory of dynamic capabilities (Krzakiewicz & 
Cyfert, 2017).  Therefore, the focus on functional safety aligns well with dynamic capabilities 
theory because the participants aim to limit risk and achieve a competitive advantage, similar to 
what the theory suggests a firm should do. 
Similarly, the current literature also emphasizes the challenges associated with designing 
safe and reliable solutions in the absence of binding regulations, development frameworks, or 
certification requirements(De Bruyne & Werbrouck, 2018).   Considering the challenges 
developers face for ensuring the functional safety of CNN and AI-based autonomous driving 
systems, IT managers may want to incorporate and design processes early in the development 
process that could help them to integrate the various components of the AV better and derive 
methods to verify their behavior and reliable performance. 
Sub-theme: regulations.  Participants P1, P4, and P7 noted that their approach to 
meeting regulations is “proactive” through their emphasis on functional safety but also by 
making design decisions that serve long and short term objectives.  Participant P1 noted that 
“nobody is really doing what we do because it takes longer,” continuing that this approach has 
served them well and, while harder to bring to market, offers competitive advantages once 
regulations may require their or similar approaches.  A majority of participants suggested that it 
will be easier for them to meet future regulations by focusing on small steps and iterations of 
their systems, thus being able to make adjustments as they see fit or as lawmakers may require.  
However, P7 noted that this approach may result in many iterative steps that lead to a system that 
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“becomes less flexible,” and may be unable to transform into a solution that could meet 
regulations “if those regulations are different from today’s expectations.”  A positive side effect 
of this approach is that developers of self-driving technologies can limit their liability and prove 
functional safety and safe operation of vehicles overall on a small scale, in restricted areas, or at 
much slower speeds than otherwise necessary to integrate with regular traffic (Litman, 2019). 
Meeting regulatory requirements may equally depend on competencies in positions and 
reliability aspects as they relate to the theory of dynamic capabilities.  As mentioned previously, 
positions in the theory of dynamic capabilities are mostly concerned with obtaining and building 
out various assets throughout the organization (Teece, 2000).  One may argue that reputational, 
technological, and market assets are all critical elements informing the focus on meeting 
regulatory requirements.  Even though meeting regulations could be seen as a competitive 
advantage that would align well with the imitability tenet of the theory of dynamic capabilities 
(Teece et al., 1997), the lack of clarity on future regulatory requirements makes it difficult to 
assume a connection at this point. 
In particular, competencies and reliability may align the focus on regulations best with 
the theory of dynamic capabilities.  The participants agreed that to meet regulatory requirements, 
regulations must be well-defined, legally binding, and based on certifiable processes.  While 
there is currently a lack of binding regulations or certifiable processes for AVs, once defined, the 
focus on regulations will directly align with the theory of dynamic capabilities, as meeting those 
rules will require new competencies and verifiable reliability of processes and technologies 
(Hanna & Kimmel, 2017).  By extension, then, the theory of dynamic capabilities is well-suited 
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to support the theme of focus on regulations once regulations become legally binding.  The 
developers of autonomous vehicles may then shift their attention toward achieving other goals 
than merely creating assets and ensuring the reliability of their products. 
Theme 3: Focus on Consumer Expectations 
Focus on consumer expectations was another theme that emerged throughout the 
interviews.  While the definition of consumers was different among participants, with some of 
them focused on working on systems destined for fleet and commercial applications, whereas 
others had more direct experience with drivers and passengers, receiving feedback and meeting 
expectations was universally relevant among all participants.  Unlike several previous studies 
which either focused on hypothetical scenarios or assumed experiences based on hearsay or 
fiction (Panagiotopoulos & Dimitrakopoulos, 2018; Ingrid Pettersson, 2017; Zmud & Sener, 
2017), participants in this study got their knowledge of consumer expectations from people who 
are using or have used their product.  Throughout the interviews, two sub-themes emerged: (1) 
commercial users and (2) personal users. Even though there were seven documents that referred 
to commercial user expectations, only four documents mentioned expectations of personal users 
(see Table 4 for the theme and sub-theme metrics).  
Table 4 
Themes of Focus on Consumer Expectations with Supporting Metrics 
 
Participant Documents 
Major Theme Count References Count References 
Focus on Consumer Expectations 7 56 7 65 
    Sub-themes 
   
  
       Commercial Users 7 34 7 47 




Regardless of whether participants worked with commercial or personal users of their 
technologies, their first-hand experiences led them to make changes to their products in direct 
response to the feedback they received.  All participants agreed that meeting the requirements of 
their respective consumers is a high priority for them. Participant P6 noted that “if they don’t like 
it, they won’t use it.”  For some participants, the challenges were mostly technical, for example, 
how the autonomous vehicle interacts with safety drivers, but others were more concerned with 
the user experience of the passengers.  For example, participant P6 noted that whenever a vehicle 
behaved differently than a human driver in a given situation, “passengers and safety drivers 
would feel uneasy.”  Participant P7 explained that some safety drivers unnecessarily disengage 
the autonomous vehicle because “they were under the impression that the following action would 
lead to an accident,” even though an analysis of logs later showed that the vehicle would have 
performed as intended and not caused an accident.  These observations align well with 
previously researched motivations for acceptance of self-driving technology and reflect major 
concerns consumers expressed even without having driven or being a passenger in an 
autonomous vehicle (Mushtaq et al., 2018). 
The theme of focus on consumer expectations through product design and marketability 
improvements aligns with making strategic choices, which can be found as an important element 
in the theory of dynamic capabilities (Kodama, 2017).  The participants in this study all aimed to 
make products they can sell eventually, and therefore, they tended to make decisions that would 
support this goal.  However, it was not always clear whether these intentions reliably lead to 
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actionable and repeatable process refinements, something that would suggest at least a partial 
misalignment with dynamic capabilities theory. 
Furthermore, the theory of dynamic capabilities assumes that achieving a competitive 
advantage is, at least partially, also dependent on a firm’s ability to assess demands and create 
products that are highly desirable and different from those that competitors may offer (Jurksiene 
& Pundziene, 2016).  As such, the focus on consumer expectations can also be found in the 
theory of dynamic capabilities where process refinement and assessment seem equally important.  
While all participants emphasized the importance of meeting customer expectations through the 
refining of their products, a disconnect between the existing literature on consumer expectations 
and what participants deemed to be relevant data emerged.  Participants discounted most of the 
existing research on the matter as being irrelevant because it is not based on first-hand 
experience. 
This aligns with some of the limitations stated in the existing literature, which also 
includes studies on perceived and assumed consumer expectations (Mushtaq et al., 2018; Ingrid 
Pettersson, 2017).  The findings from this theme suggest that the participants are more interested 
in firsthand experiences with users of the technology than projected consumer expectations, 
which they often deemed to be inaccurate or of lower value for designing sellable products in the 
short term.  Therefore, IT managers may want to focus on systematic implementation of these 
assessment and refinement processes throughout an organization to document changes and plot a 
sustainable path forward that can take the feedback from many teams into account consistently.  
The studies on consumer expectations currently available focus primarily on projected and 
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imagined benefits (Leicht et al., 2018), and thus may not be suitable for reliably guiding 
autonomous vehicle product development at this stage. 
Sub-theme: commercial users.  While these challenges seem trivial in the process of 
refining and achieving fully autonomous driving systems, all participants agreed that the 
infrastructure, user interface, and education of users and drivers are currently inadequate for 
addressing these shortcomings.  P5 noted that commercial users might also be “more susceptive 
to liability issues,” which may keep them from embracing the technology and advocating for a 
faster transition.  Acknowledging the disconnection between current technologies and 
expectations, some commercial and personal users have today, the majority of participants also 
noted that these assumptions would likely evolve as autonomous vehicles become more 
commonplace.  Participant P4 explained that their research indicated that currently, “a vast 
majority of drivers would welcome autonomous vehicles and eventually want to own one,” even 
though “they do not intend to operate the vehicle autonomously at this point.”  Wanting to own 
an autonomous vehicle but not using it as such stands in stark contrast to some of the benefits 
promoted about autonomous vehicles, where a potentially much safer form of transportation 
should outweigh the desire for and joy of driving a car, countering all other concerns users may 
have (Kyriakidis et al., 2015). 
Risk management is a crucial aspect of dynamic capabilities theory, where selecting a 
path forward also includes analyzing risks of projects and products that are subject to deep 
uncertainty (Slagmulder & Devoldere, 2018).  As indicated by the participants, acceptance, and 
infrastructure currently lack sufficient development, and there is an uncertainty of how users of 
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the technology will react, given that there is almost no firsthand experience yet.  In cases of 
uncertainty, the theory of dynamic capabilities offers a structured approach that could enable a 
firm to react better to changing market environments, changes in technologies, making 
adjustments to processes, and designing proprietary systems that could result in competitive 
advantages (Ferreira et al., 2018; Slagmulder & Devoldere, 2018).  Considering the quality of 
data the participants expect from firsthand user experience, these experiences may well be 
unique to the firm and their technological approach, and thus serve to create paths and 
differentiators that are difficult to replicate for others without access to the same information.  As 
such, the expectations relevant to potential commercial customers and users of AV technologies 
align well with the theory of dynamic capabilities. 
While the current literature almost exclusively focuses on suggested or simulated benefits 
of AV technologies, the separation of the focus on consumer expectations into commercial and 
personal users aligns with current research as well.  While the perceived expectations of 
commercial users and personal users alike may benefit from extensive education and firsthand 
experience, there is also evidence that these two user groups and applications will have very 
different expectations and needs (Mohan et al., 2016).  As suggested by some participants, the 
education of users may play an essential role in reducing uncertainty and creating a sustainable 
market.  Therefore, IT managers may want to invest some resources into educating the public 
and potential commercial users so that they can become more familiar with the technology so 
they could let go of preconceptions and some of their concerns. 
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Sub-theme: personal users.  All participants in this study valued and encouraged the 
direct and first-hand experience of their consumers with their products.  Unlike with other 
products that heavily rely on IT, users have yet to learn about and understand the unique 
capabilities of autonomous vehicles (Bunghez, 2015).  Furthermore, introducing consumers to 
fully autonomous driving technologies within the realm of traditionally manually controlled 
vehicles presents its own challenges.  While one might expect that someone who uses a 
smartphone for the first time can place a phone call or write an email, operating or being driven 
by an autonomous vehicles offers an entirely different experience and requires new skills (Cerf, 
2018).  As participant P4 noted, hard and software “developers cannot expect consumers to be 
familiar with or know how to use autonomous vehicles and,” therefore, must equally seek 
discovery of expectations but also “engage in extensive education to build the foundation for 
broader acceptance.” 
In addition to paths, processes, and positions, imitability may also apply to the focus on 
consumer expectations as it relates to the theory of dynamic capabilities.  Imitability is 
concerned with establishing and maintaining systems and structures that foster innovation and 
reduce the likelihood of replication (Schoemaker et al., 2018).  The participants in this study 
emphasized that their approach to achieving full autonomy is based on the feedback received 
from their consumers, which encouraged them to modify their solutions to meet market 
demands.  This process of refinement makes it harder for competitors to imitate or replicate these 
solutions because they may lack the same direct experience with consumers.  If the user 
experience is as essential as the technological approaches to hardware and software that enable 
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them, then meeting consumer expectations better can become a valuable asset for an organization 
to differentiate from its competitors. 
Similarly to the focus on commercial user expectation, the competitive advantage a firm 
could gain by better analyzing consumer expectations and basing the findings on firsthand 
experience versus simulated or projected outcomes and benefits instead aligns well with the core 
tenets of the theory of dynamic capabilities.  Furthermore, without a technological differentiation 
and in the absence of certification and other legal requirements, designing products that work 
better may be essential elements for introducing commercially available solutions sooner.  For 
example, P7 noted that only their extensive research among users of their technology revealed 
that safety drivers did not appreciate when “a vehicle performed technically correct in situations 
where human drivers would have reacted differently.”  
Concerns about how a vehicle reacts align well with the existing literature, which also 
suggests that the user experience in an AV is essential and must include more than just enabling 
a vehicle to travel between places (Panagiotopoulos & Dimitrakopoulos, 2018).  IT managers 
may benefit from continuing on a path of refinements and data collection from their users as long 
as the majority of personal users have yet to experience autonomous vehicles.  These firsthand 
experiences can provide an essential cornerstone for achieving competitive advantage through 
lessons learned that are not yet discussed in the general literature. 
Theme 4: Focus on Competitive Advantages 
The last major theme emerging in this study was the focus on competitive advantages.  
For autonomous vehicle development, achieving a competitive advantage could be the result of 
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designing difficult to imitate hardware, engineering unique software, having access to more data 
than competitors, having more vehicles on the road than others, meeting consumer expectations 
better, or being reading for market introduction sooner.  Three important sub-themes informed 
the development of the major theme of focus on competitive advantages: (1) business 
development, (2) proprietary solutions, and (3) time to market.  While these three sub-themes 
may also be commonly found in other highly competitive industries and especially among 
startups, the perceived importance of and emphasis on each significantly varied among the 
participants. 
Table 5 
Themes of Focus on Competitive Advantages with Supporting Metrics 
 
Participant Documents 
Major Theme Count References Count References 
Focus on Competitive Advantages 7 99 14 109 
    Sub-themes 
   
  
       Business Development 7 46 5 26 
       Proprietary Solutions 7 28 8 27 
       Time-to-market 7 25 14 56 
 
All participants in this study had experiences working in startup environments and more 
often prioritized business development over proprietary solutions and time to market in their 
references about achieving a competitive advantage.  In contrast, only five documents mentioned 
business development as an important aspect for dominating the competition, but 14 out of the 
15 total documents examined as part of this study discussed time-to-market extensively as a 
potential differentiator (see Table 5 for the theme and sub-theme metrics).  The rather strong 
disconnect in preference between prioritizing time to market or business development for 
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achieving a competitive advantage may have to do with the corporate structure of most 
organizations working on autonomous vehicle designs and technologies.  Participants P5 and P6 
noted that their investors and executives often have a very “different understanding of” how to 
quantify “progress” than the engineers working on the hardware and software solutions for 
autonomous vehicles or their colleagues in charge of making and developing business cases for 
their products.  In particular, P6 explained that their “funding is highly dependent on short-term 
progress.” 
The theme of focus on competitive advantage aligns well with the theory of dynamic 
capabilities because many of its described tenets serve the purpose of documenting processes and 
capabilities, so they can be fostered and replicated for continued innovation and to achieve long-
term strategic and actual competitive advantages (Teece et al., 1997).  While the theory of 
dynamic capabilities offers many elements which a firm could apply individually for improving 
their operational performance, all of the premises are designed to achieve a sustainable 
competitive advantage (Pisano, 2017; Schoemaker et al., 2018).  Throughout the discussion with 
participants, the focus on achieving a competitive advantage took on different forms and 
priorities.  P3, P4, and P6 suggested that achieving a competitive advantage enables the 
organization to survive and continue to raise money, whereas P1, P2, and P7 were less concerned 
about funding but instead wanted to position the firm so that it would develop products that are 
unique and difficult to replicate.  Both reasons align well with the theory of dynamic capabilities, 
even though one aims for a short term benefit, whereas the other is more strategic. 
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Similarly, the literature aligns with the findings from this theme and its sub-themes 
because participants also illustrated an organizational culture and approach to running a business 
that differs from practices common at traditional automotive vehicle manufacturers and their 
supply-chain (Falcini & Lami, 2017; Joanna, 2016; Misztal et al., 2016), and seems to align 
much better with approaches commonly found at tech-startups (Woodside, Bernal, & Coduras, 
2016).  Relying on a startup culture may be a necessary shift in approaching autonomous vehicle 
development because the required technologies under development are primarily IT hardware 
and software problems and do not align well with traditional vehicle manufacturing challenges at 
this time.  However, hardware and software engineers working on autonomous vehicles may 
benefit from aligning part of their corporate culture more closely with suppliers and 
manufacturers early on, to facilitate a smooth transition from developing technologies to 
deploying them on a large scale. 
Sub-theme: business development.  A critical sub-theme that was frequently referred to 
by participants was time to market.  Interestingly, the majority of participants repeatedly 
mentioned they are being pushed to deliver products that show progress toward delivering a 
viable solution to the market, even when it frequently requires the use of less than ideal or 
somewhat limited intermediate solutions.  P3 noted that their limited resources often require 
them to “come up with solutions that may fix one issue but create another.”  Most participants 
would prefer to be able to develop better products rather than working toward introducing 
solutions quicker.  Participants P1 and P4 did not share these concerns and emphasized that their 
organizations generally prefer a more “robust solution” over one that gets introduced too quickly 
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and may set back the industry significantly if it leads to accidents and even fatalities.  P1 
explained that, in his opinion, “one or two more years really makes no difference.”  Similarly, 
recent literature suggests that neither the hardware or software are ready for full autonomy 
regardless of regulations (Sadighi et al., 2018), and leading developers of autonomous vehicle 
technologies continue to struggle with reducing forced disengagements of the system due to 
driver intervention (Lv et al., 2018).  Therefore, taking a more cautious approach may be 
warranted, although, as participants P3, P5, and P7 noted, not all startups may be able to afford 
these delays. 
The theme of business development aligns well with positions and paths, where market 
assets and technological opportunities form the basis for competing with other organizations by 
seeking new opportunities and developing markets (Kodama, 2017).  Arguably, business 
development may be subject to long-term strategies, but often the immediate needs of the firm 
may become the focus of daily operations (Schoemaker et al., 2018).  Business development is, 
therefore, well-aligned with the tenets of achieving long-term strategic advantages in the theory 
of dynamic capabilities, but in reality, it may fall short due to the immediate need to show 
progress at many organizations working on autonomous driving technologies. 
In particular, aligning an organization to meet short term needs in highly competitive 
environments may be beneficial to the survival of the organization, and, on occasion, might be a 
requirement for successfully competing in specific markets (Slagmulder & Devoldere, 2018).  
Because participants in this study mostly relied on agile-based frameworks, integrating short-
term IT decision-making processes with development goals for designing AVs may be beneficial 
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(Sudrajat, Budiastuti, Setiadi, & Supeli, 2016).  As such, the focus on business development 
aligned well with the theory of dynamic capabilities, because participants, similarly to some of 
the tenets found in dynamic capabilities theory, aimed to design solutions they can sell sooner to 
leapfrog the competition and secure the survival of their organization.   While there may be 
many reasons for why a firm may want to achieve and sustain a competitive advantage, the 
existing literature suggests that AVs will transform entire industries (Litman, 2019), which aligns 
well with the desire of the participants to carve out and further develop business opportunities.  
IT decision-makers may benefit from realizing this disconnect and could make adjustments that 
serve the strategic business development needs, as well as the meeting immediate goals for 
showing progress to investors and working with limited resources. 
Sub-theme: proprietary solutions.  While the majority of participants mentioned that 
they develop custom software to enable full autonomy in their systems, the core infrastructure, 
including the middleware and hardware they use, is based on technologies that are available to 
any of their competitors.  In contrast, participants P1, P2, and P7 emphasized that their 
proprietary hardware and software approach to autonomy, or some of its integrated systems, is 
the result of a long term strategy and the desire to create products that are more difficult to 
replicate.  For example, participant P1 noted that “purely mechanical scanning systems,” such as 
some LIDAR sensors, “are easy to copy,” but when the sensor uses novel technology and 
requires unique software to function, competitors will have difficulties imitating the technology 
without extensive research.  Furthermore, participants P4 and P7 noted that training CNNs 
requires large datasets, which in itself could be seen as a proprietary solution if nobody else has 
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access to the same data.  P7 suggested that “gaining access to unique data for training CNNs may 
result in a unique solution that others cannot merely copy.”  The notion of proprietary datasets 
aligns with some of the existing literature that illustrated the advantages of using CNNs for 
achieving fully autonomous driving systems, but also acknowledges the logistical challenges 
required to train these systems and the competitive advantage a developed CNN could offer to 
any manufacturer (Gallardo et al., 2017; Hatcher & Yu, 2018; Rao & Frtunikj, 2018; Zhang et 
al., 2018). 
Overall, proprietary solutions relate well to the processes, reliability, and imitability 
concepts found in the theory of dynamic capabilities (Ferreira et al., 2018).  Therefore, pursuing 
proprietary solutions also aligns well with the core premise of dynamic capabilities, which is 
focused on achieving competitive advantages through the development of unique products and 
processes that are difficult to copy (Kodama, 2017).  IT managers may find that seeking 
strategies that foster the development of proprietary solutions will have an overall positive effect 
on a firm’s ability to gain a competitive advantage.  In particular, in the field of autonomous 
vehicles, where universally accepted standards and development frameworks do not yet exists, 
IT professionals can shape the future of an entire industry by leading the field through 
advancements that go beyond merely integrating a supplier’s product. 
Sub-theme: time to market.  In the absence of other competitive advantages, such as the 
ones associated with creating unique hardware and software, three participants suggested that 
finding a niche and creating sustainable business models can also result in more advantageous 
positioning within the market.  Participant P6 explained that while “it may take decades to 
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develop fully autonomous vehicles” that they could sell, they are very confident with operating a 
small fleet of autonomous shuttles in a well-defined area or on non-public roads, as long as the 
speed of the vehicle is minimal.  The participant noted that this serves three objectives: (1) “it 
brings in revenue;” (2) “it provides data” that they can use to develop their more advanced 
systems further; and (3) “it serves as a showcase” to new investors and the public about their 
abilities to deliver a working product.  While participants P3, P5, and P6 acknowledged that they 
aim to develop unique technologies and solutions to gain a long-term strategic advantage, they 
also admitted that having an intermediary product they can sell enables them to “continue their 
work” toward following their strategies.  P3 noted that “deploying limited solutions on a small 
scale” gives them exposure to potential customers while allowing them to refine their 
technologies safely.  However, following long-term strategies may be particularly difficult for 
startups because of the multidisciplinary challenges they have to overcome.  The lack of fully 
developed systems and frameworks requires developers to customize their solutions, and the 
need to extensively test these approaches for safety and performance is a tedious and costly 
process (Dang et al., 2017; Koopman & Wagner, 2017). 
Therefore, time to market loosely aligns with paths, positions, and processes to explain 
how the process of learning, building assets, and taking advantage of technological opportunities 
could result in products that can reach customers faster (Queiroz et al., 2018).  Focusing on time 
to market may come at the expense of imitability and reliability, and, therefore, only partially 
aligns with the theory of dynamic capabilities.  While reliability and imitability are core concepts 
and essential parts of the theory of dynamic capabilities, so are achieving competitive advantage 
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through processes, paths, and resource management (Krzakiewicz & Cyfert, 2017; Schoemaker 
et al., 2018).  By extension, then, the desire of the participants to derive strategies that enable 
them to design products they can bring to market faster, even at the expense of not pursuing and 
aligning these solutions with long-term goals, is still supported by the theory of dynamic 
capabilities.  Especially in highly competitive environments, the pace of innovation and 
managing risks adequately throughout to ensure the survival of a firm may result in a 
competitive advantage, even if managers may have to abandon long-term strategies temporarily 
(Schoemaker et al., 2018; Slagmulder & Devoldere, 2018; Teece et al., 1997). 
Furthermore, the existing literature suggests that time to market may offer a competitive 
advantage by suggesting that early developers of new technology often achieve a technological 
lead or can define public perception of new technologies that competitors struggle to overcome 
(Mushtaq et al., 2018).  Considering that these advantages may not survive the changing 
consumer demand or new regulations, IT managers may benefit from assessing the need for a 
sellable product in the context of finding partners that are willing to sacrifice short-term success 
for long-term competitive advantages.  In particular, the many stakeholders in autonomous 
vehicle development and deployment, such as consumers, manufacturers, and regulators, for 
example, may not benefit from a faster time to market at all, suggesting that IT managers may be 
better off by focusing instead on proprietary solutions and overall business development. 
Applications to Professional Practice 
The specific IT problem which served as the basis of this study was that some IT 
hardware and software developers of self-driving cars lack strategies for adapting traditional 
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vehicle design frameworks to address consumer and regulatory requirements in autonomous 
vehicle designs.  The participants in this study provided insights into what strategies they use to 
develop their products and aligning these products with consumer expectations, while also 
meeting regulatory requirements.  What became apparent throughout this study is that most 
participants did not care about meeting regulatory requirements or shaping future regulations.  
The lack of wanting to meet or shape regulations may have to do with not seeing it as an 
immediate priority, shying away from the perceived cost of engaging with regulators and other 
stakeholders, or it may be the result of the managers not having enough information about the 
requirements, challenges, and necessary strategies to incorporate these considerations into their 
design processes.  Furthermore, while one could argue that the participants in this study were 
using strategies to align their products with regulatory requirements and consumer expectations, 
participants agreed that these strategies are based on patchwork that may lead them to achieve 
short-term desired outcomes but without any guarantee as to their long-term viability. 
While this study did not aim to establish the causality of the identified relationships and 
strategies the participants use to develop fully autonomous vehicle technologies, the major 
themes and sub-themes illustrate a design approach that is unlike one may expect when looking 
at traditional vehicle manufacturing.  Traditional vehicle manufacturing heavily relies on 
established frameworks and regulatory requirements (Falcini & Lami, 2017), whereas 
participants in this study admitted that these frameworks are not a good fit for their products and 
that other frameworks or regulations do not yet exist to fill the void. Therefore, there may be 
many reasons for this difference in approaches, including corporate culture, lack of regulations 
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and oversight, and the supply chain.  However, this also suggests that if these highly innovative 
startups want to outgrow developing and testing eventually to deploy their solutions on a large 
scale, either the transportation industry may have to adapt to their design approaches and 
strategies, or these innovators may have to adjust theirs.  Furthermore, autonomous vehicles and 
traditional vehicle design objectives may be vastly different, at least initially. 
Traditional manufacturers may often focus on refining their existing products through 
design and user interfaces, whereas teams working on autonomous vehicles must innovate in an 
area that currently only exists on paper and in optimistic predictions.  All participants agreed that 
fully autonomous vehicles do not yet exist and that they are likely decades away from large scale 
deployments.  In contrast, manufacturers of traditional vehicles sell millions of cars each year 
across all markets, and the rules and regulations they have to meet are well established, as are the 
expectations consumers have about the quality and performance of these vehicles.  In stark 
contrast, autonomous vehicle consumer expectations are not yet developed or based on firsthand 
experience, and while some regulations are proposed, ratifying and refining these proposals and 
enacting sweeping reforms will also likely take decades (De Bruyne & Werbrouck, 2018). 
Therefore, all stakeholders concerned with autonomous vehicle technology development 
may find the results of this study useful.  Manufacturers may use the findings to develop 
proactive approaches that could facilitate the feedback loop between hardware and software 
engineers working on autonomous vehicles, while suppliers could use this opportunity to 
develop certification systems for these technologies and engage regulators more actively to shape 
processes early on.  Some executives at organizations developing autonomous vehicle 
111 
 
technologies may use the findings of this study to reevaluate their approach to market 
introduction and producing shareholder and investor value in the short term so that the business 
models align better with the culture and work practice commonly found among hardware and 
software engineers.  These same executives may also use this opportunity to align their overall 
strategies more consistently with the theory of dynamic capabilities to reap all its benefits, both 
short and long-term. 
Implications for Social Change 
At the beginning of this study, my assumption about the impact of autonomous vehicles 
on society, in general, was that the sooner the technology becomes available, the greater the 
benefits.  Benefits include less air pollution by transitioning to electric vehicles and reducing the 
amount of vehicles on the road today, reducing traffic accidents and fatalities to rare events from 
constant threats today, saving resources and reducing cost of ownership, and improving mobility 
for disadvantaged communities and individuals with disabilities, for example (Bunghez, 2015).  
My understanding of the benefits has not changed after conducting the study, and participants 
seem to agree that the impact of autonomous vehicles on society, in general, will be 
transformative.  However, a common theme emerged throughout my discussions with the 
participants about the difficulties associated with the technologies at the heart of autonomous 
driving and the continuing regulatory vacuum that limits development progress and also prevents 
widespread market introduction. 
Instead of trying to achieve full autonomy quickly and somewhat leapfrog regulations by 
setting a technical precedent in hopes appropriate legislation will follow, the majority of 
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participants suggested that society may benefit at large by incrementally introducing 
technologies sooner.  Introducing incremental advancements supports two objectives: (1) getting 
society used to semi-automated systems and appreciate their benefits, and (2) show functional 
safety to regulators so they can make informed decisions about creating the necessary legal 
frameworks that also support fully autonomous vehicles.  Society, then,  may reap the benefits by 
reducing fatalities, avoiding the potential setbacks and unintended consequences of introducing a 
technology that is not yet ready for mass adaption, and transforming not just the transportation 
industry but affording the time to all of its connected services and related industries to adapt to 
the changing environment. 
While an incremental and arguably much slower approach to making transportation 
autonomous may still offer many benefits to society, such as making transportation more 
accessible through cost reduction and reducing accidents and associated fatalities, for example, 
following this approach may also have negative consequences.  For one, all participants in this 
study agreed that the future of autonomous transportation would require the electrification of 
drivetrains.  Electrification of transportation results in a significant reduction of greenhouse 
gases overall and, especially in highly populated areas, can improve the air quality significantly 
(Tyfield & Zuev, 2018).  If one assumes that electrification of transportation is a requirement for 
autonomous vehicles, taking a slower approach to finalize the development of AVs may also 
slow down the transition from combustion engines to electrified propulsion systems, making it 
less likely for autonomous vehicles, or precursors thereof, to have a significant impact on air 
quality for the foreseeable future.  Furthermore, the many societal benefits of AVs emerge from 
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the premise that more autonomy will exponentially reduce the need for vehicles.  Fewer vehicles 
on the road will have a lower environmental impact, reduce the cost of ownership, reduce traffic, 
and, as a result, may further reduce accidents (Vellinga, 2017).  With a slower rate of adaption 
and implementation of these transformational technologies, society may have to wait much 
longer to reap its benefits. 
Therefore, the findings of this study suggest a more structured approach that would 
benefit society by introducing the technology that is ready today while continuing to refine the 
systems that are not yet meeting the requirements of consumers, engineers, or regulators.  
However, for this approach to be successful and beneficial to society, regulators must increase 
their effort to engage with manufacturers of automotive vehicles and system components to 
proactively develop and ratify binding globally applicable regulations.  Without these 
regulations, manufacturers may have fewer incentives to pursue the development of more 
advanced autonomous systems and thus may resort to minor incremental changes of their 
solutions that may end up providing fewer benefits to society than more aggressively developed 
systems could offer. 
Recommendations for Action 
Even though participants in this study came from very different backgrounds and 
continue to work on various aspects of individual systems or autonomous vehicles as a whole, 
they all understood the concept of design strategies and the use of frameworks throughout the 
development processes.  Furthermore, all participants had heard of the various development 
frameworks discussed in the literature review section of this study, but admittedly they are not 
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directly aligning or basing their development strategies on these industry standards.  Some 
participants argued that these frameworks are either inappropriate or insufficiently equipped for 
supporting the rapid iterative processes these organizations go through when developing their 
products.  Most commonly, participants mentioned the use of agile and scrum as their choice of 
framework when it comes to developing solutions.  At the same time, interviewees agreed that 
the lack of binding legal frameworks makes it more difficult to develop solutions and that 
automotive development frameworks are currently insufficiently equipped to address most of the 
challenges these developers must overcome. 
Recommendations for actions are particularly challenging as it relates to autonomous 
vehicles because of the multidisciplinary nature of the research and development for these 
products.  In particular, lawmakers may rely on the findings of this study to accelerate their 
legislative and rulemaking processes concerned with autonomous vehicles to offer better 
guidance for developers of these technologies and providing a path to meeting safety 
requirements.  Furthermore, decision-makers at all levels of autonomous system components and 
vehicle designs may want to rethink their development strategies to emphasize regulatory 
alignment and functional safety as part of their approaches.  While startups and researchers may 
be able to afford to skip adherence to established automobile development frameworks, as they 
lack supplier relationships and bureaucracies designed to integrate and take advantage of these 
established systems, they may eventually have to meet regulatory requirements.  Currently, 
regulatory safety requirements vehicle manufacturers must meet are supported by various 
frameworks so that systems and components thereof can be validated and certified.  Assuming 
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that regulatory frameworks will eventually exist to allow the deployment of autonomous vehicles 
and components, stakeholders should have a vested interest in establishing standards and design 
frameworks as soon as possible. 
To facilitate the discussion about the findings in this study, related articles could be 
published in journals, books could expand upon the themes and further examine the industry-
wide impact, and training programs could create awareness among stakeholders and also prepare 
the public to better understand the technologies and their impact on society, for example.  Lastly, 
presenting the findings at conferences could lead to a more in-depth discussion among 
participants and across entire industries, sparking future research and serving the foundation for 
advocating a change in current design approaches and legislative processes. 
Recommendations for Further Research 
I base my recommendations for future research on the experiences I have had throughout 
conducting this study, the knowledge I gained from the existing literature, and the limitations 
inherent to qualitative approaches like the one I chose for this study.  Considering that the 
individual perceptions of hardware and software engineers working on autonomous vehicles are 
underresearched, one of the goals of this study was to explore and identify strategies so that 
future research could more precisely measure variables to examine the existence of correlations 
further.  Furthermore, another limitation of this study was its sample size.  While choosing 
experts can result in representative data for a larger population, transferability is likely limited 
and requires a study that would examine a much larger audience to get more universal results. 
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One aspect of conducting research among a population that is highly competitive and 
often bound by non-disclosure agreements (NDAs) is that finding suitable participants who are 
willing to interview is extremely difficult.  Even though privacy and confidentiality are ensured 
throughout the process, it was almost impossible to find suitable participants who also happen to 
be highly qualified.  This is not uncommon in any competitive environment and, therefore, not 
unique to autonomous vehicle development, but using a different research approach would likely 
result in better participation overall.  My recommendation, therefore, is to focus further research 
on quantitative approaches that do not require in-depth interviews or revealing personal 
interactions between the researcher and the participants. 
In particular, I was able to identify several themes and design approaches through my 
interviews, but due to the chosen research design, I was unable to measure the relationship 
between these variables or the efficacies of the discovered approaches.  Future research could 
focus on analyzing these connections and rely on a larger sample to create transferable and 
meaningful results that could further inform stakeholders about the overarching understanding of 
development approaches and perceptions among industry professionals.  While the findings of 
this study suggest a lack of alignment with regulatory requirements and few efforts of shaping 
legislation, I recommend investigating whether these assumptions hold true among a broad 
audience and what, if any, solutions stakeholders may suggest for mitigating these concerns. 
Reflections 
As an IT hardware and software professional with a passion for in-vehicle computer 
networks my desire to conduct this study was driven by my curiosity about AI and AVs in 
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general, but also because I saw a gap in the literature that aligned with what I thought to be an 
exciting contribution to the literature from a behavioral and organizational psychological point of 
view.  Even though I had meticulously planned how I would find and reach out to participants 
for inclusion in my study, the very secretive nature of autonomous vehicle technologies and 
developments and the already fierce competition among some influential organizations presented 
almost insurmountable challenges.  Further complicating my desire to investigate experts in 
autonomy about their perceptions was that most employees are bound by very strict NDAs, 
making it impossible to recruit some participants that this study could have benefitted from 
having. 
Overall, the process was much more difficult than I could have initially imagined, but 
also more rewarding because I was able to find extraordinary participants who were openly 
providing me with essential information I used to answer my research question. For this support 
by the very few who decided to take a chance with me and my study, in particular, I am 
incredibly grateful.  While the process of conducting these interviews felt natural to me, getting 
to have these conversations with participants was what gave me pause and often seemed like an 
insurmountable obstacle.  Having conducted this study with rather difficult to recruit participants 
also provided perspective and an appreciation for those fellow researchers who similarly struggle 
with their research in hard to define or difficult to reach populations.  Finally, my study 
succeeded in finding fascinating perceptions about the state of autonomous vehicles and helped 
me to refine my area of interest for future research further. 
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Summary and Study Conclusions 
Autonomous vehicle development seems to progress at a rapid pace, even though fully 
autonomous vehicles are not yet available to the public.  The findings of this study confirmed 
that the technologies used to develop autonomous vehicles are as much in their infancy, as the 
regulations that will govern their use.  Litman (2019) suggested that these and other factors are 
likely going to delay a quick and widespread adaption of autonomous vehicle technologies and 
result in a transformative process that could well take more than 40 years to complete.  
Autonomous vehicle technology is still emerging, but a lack of legal frameworks and specifically 
development frameworks applicable to autonomous vehicles manufacturers and developers could 
use to speed up their design processes, are absent, or falling short of the necessary clarity.  
Without precise legal, design, and testing requirements and processes, some manufacturers may 
continue to rely on frameworks adapted from other industries, such as agile scum, for example.  
Using these borrowed frameworks may merely manage current development processes, but they 
are unable to offer a mandate or assurances that the resulting products and design approaches 
will be certifiable eventually.  Therefore, the success and timeliness of the introduction of 
autonomous vehicles will as much depend on the rapid development of mature technologies, 
requiring universal and transparent regulations, but also consumer acceptance and an 






Abutabenjeh, S., & Jaradat, R. (2018). Clarification of research design, research methods, and 
research methodology: A guide for public administration researchers and practitioners. 
Teaching Public Administration, 36, 237-258. doi:10.1177/0144739418775787 
Alhassan, I., Sammon, D., & Daly, M. (2019). Critical success factors for data governance: A 
theory building approach. Information Systems Management, 36, 98-110. 
doi:10.1080/10580530.2019.1589670 
Alheeti, K. M. A., & McDonald-Maier, K. (2016). Hybrid intrusion detection in connected self-
driving vehicles. Proceedings of the 2016 22nd International Conference on Automation 
and Computing (ICAC), 456-461. doi:10.1109/IConAC.2016.7604962 
Althoff, M., Stursberg, O., & Buss, M. (2009). Model-based probabilistic collision detection in 
autonomous driving. IEEE Transactions on Intelligent Transportation Systems, 10, 299-
310. doi:10.1109/TITS.2009.2018966 
Amankwaa, L. (2016). Creating protocols for trustworthiness in qualitative research. Journal of 
Cultural Diversity, 23(3), 121-127. Retrieved from http://tuckerpub.com/jcd.htm  
Azimirad, E., Haddadnia, J., & Izadipour, A. L. I. (2015). A comprehensive review of the multi-
sensor data fusion architectures. Journal of Theoretical & Applied Information 
Technology, 71(1), 33. Retrieved from https://www.jatit.org/  
Barney, J. B. (1991). Firm resources and sustained competitive advantage. Journal of 
Management, 17, 99-120. doi:10.1177/014920639101700108 
120 
 
Barreto, I. (2009). Dynamic capabilities: A review of past research and an agenda for the future. 
Journal of Management, 36, 256-280. doi:10.1177/0149206309350776 
Beede, D. N., Powers, R., & Ingram, C. (2017). The employment impact of autonomous 
vehicles. SSRN doi:10.2139/ssrn.3022818  
Bernstein, J. L. (2018). Unifying sotl methodology: Internal and external validity. Teaching & 
Learning Inquiry, 6, 115-126. doi:10.20343/teachlearninqu.6.2.9 
Bhat, A., Aoki, S., & Rajkumar, R. (2018). Tools and methodologies for autonomous driving 
systems. Proceedings of the IEEE, 106(9), 1700-1716. 
doi:10.1109/JPROC.2018.2841339 
Birt, L., Scott, S., Cavers, D., Campbell, C., & Walter, F. (2016). Member checking: A tool to 
enhance trustworthiness or merely a nod to validation? Qualitative Health Research, 26, 
1802-1811. doi:10.1177/1049732316654870 
Bolarinwa, O. A. (2015). Principles and methods of validity and reliability testing of 
questionnaires used in social and health science researches. Nigerian Postgraduate 
Medical Journal, 22, 195-201. doi:DOI:10.4103/1117-1936.173959  
Borenstein, J., Herkert, J. R., & Miller, K. W. (2017). Self-driving cars and engineering ethics: 
The need for a system level analysis. Science and Engineering Ethics, 1-16. 
doi:10.1007/s11948-017-0006-0 
Bresson, G., Alsayed, Z., Yu, L., & Glaser, S. (2017). Simultaneous localization and mapping: A 
survey of current trends in autonomous driving. IEEE Transactions on Intelligent 
Vehicles, 2, 194-220. doi:10.1109/TIV.2017.2749181 
121 
 
Bunghez, C. L. (2015). The future of transportation - autonomous vehicles. International Journal 
of Economic Practices & Theories, 5, 447-454. Retrieved from http://www.ijept.org  
Cerf, V. G. (2018). A comprehensive self-driving car test. Communications of the ACM, 61(2), 
7-7. doi:10.1145/3177753 
Costanza, D. P., Blacksmith, N., & Coats, M. (2015). Convenience samples and teaching 
organizational research methods. The Industrial-Organizational Psychologist, 53(1), 137-
140. Retrieved from http://my.siop.org/tipdefault  
Crane, D. A., Logue, K. D., & Pilz, B. C. (2017). A survey of legal issues from the deployment 
of autonomous and connected vehicles. Michigan Telecommunications and Technology 
Law Review, 23, 191-320. doi:10.2139/ssrn.2807059 
Dang, L., Sriramoju, N., Tewolde, G., Kwon, J., & Zhang, X. (2017). Designing a cost-effective 
autonomous vehicle control system kit (avcs kit). Proceedings of the 2017 IEEE 
AFRICON, 1453-1458. doi:10.1109/AFRCON.2017.8095696 
De Bruyne, J., & Werbrouck, J. (2018). Merging self-driving cars with the law. Computer Law & 
Security Review, 34, 1150-1153. doi:10.1016/j.clsr.2018.02.008 
Duckham, B. C., & Schreiber, J. C. (2016). Bridging worldviews through phenomenology. 
Social Work & Christianity, 43(4), 55-67. Retrieved from 
https://www.nacsw.org/publications/journal-swc/  
Ebert, J. F., Huibers, L., Christensen, B., & Christensen, M. B. (2018). Paper- or web-based 
questionnaire invitations as a method for data collection: Cross-sectional comparative 
122 
 
study of differences in response rate, completeness of data, and financial cost. JOURNAL 
OF MEDICAL INTERNET RESEARCH, 20(1), 1-13. doi:10.2196/jmir.8353 
Falcini, F., & Lami, G. (2017). Challenges in certification of autonomous driving systems. 
Proceedings of the 2017 IEEE International Symposium on Software Reliability 
Engineering Workshops (ISSREW), 286-293. doi:10.1109/ISSREW.2017.45 
Falcini, F., Lami, G., & Costanza, A. M. (2017). Deep learning in automotive software. IEEE 
Software, 34(3), 56-63. doi:10.1109/MS.2017.79 
Ferreira, J., Cardim, S., & Branco, F. (2018). Dynamic capabilities, marketing and innovation 
capabilities and their impact on competitive advantage and firm performance. 
Proceedings of the 2018 13th Iberian Conference on Information Systems and 
Technologies (CISTI), 1-7. doi:10.23919/CISTI.2018.8399271 
Flick, U. (2016). Mantras and myths: The disenchantment of mixed-methods research and 
revisiting triangulation as a perspective. Qualitative Inquiry, 23(1), 46-57. 
doi:10.1177/1077800416655827 
Flower, A., McKenna, J. W., & Upreti, G. (2015). Validity and reliability of graphclick and 
datathief iii for data extraction. Behavior Modification, 40, 396-413. 
doi:10.1177/0145445515616105 
Fürst, S., & Bechter, M. (2016). Autosar for connected and autonomous vehicles: The autosar 
adaptive platform. Proceedings of the 2016 46th Annual IEEE/IFIP International 




Fusch, P. I., & Ness, L. R. (2015). Are we there yet? Data saturation in qualitative research. The 
Qualitative Report, 20, 1408-1416. Retrieved from https://nsuworks.nova.edu/tqr/  
Gallardo, N., Gamez, N., Rad, P., & Jamshidi, M. (2017). Autonomous decision making for a 
driver-less car. Proceedings of the 2017 12th System of Systems Engineering Conference 
(SoSE), 1-6. doi:10.1109/SYSOSE.2017.7994953 
Gentles, S. J., Charles, C., Ploeg, J., & McKibbon, K. (2015). Sampling in qualitative research: 
Insights from an overview of the methods literature. The Qualitative Report, 20, 1772-
1789. Retrieved from https://nsuworks.nova.edu/tqr/  
Guest, G., Bunce, A., & Johnson, L. (2006). How many interviews are enough?: An experiment 
with data saturation and variability. Field Methods, 18(1), 59-82. 
doi:10.1177/1525822X05279903 
Gupta, S. (2017). Ethical issues in designing internet-based research: Recommendations for good 
practice. Journal of Research Practice, 13(2) Retrieved from https://www.aupress.ca  
Gursakal, N., & Bozkurt, A. (2017). Identifying gatekeepers in online learning networks. World 
Journal on Educational Technology: Current Issues, 9, 75-88. 
doi:10.18844/wjet.v9i2.1277 
Haegele, J. A., & Hodge, S. R. (2015). Quantitative methodology: A guide for emerging physical 




Hales, A. H. (2016). Does the conclusion follow from the evidence? Recommendations for 
improving research. Journal of Experimental Social Psychology, 66, 39-46. 
doi:10.1016/j.jesp.2015.09.011 
Hanna, M. J., & Kimmel, S. C. (2017). Current us federal policy framework for self-driving 
vehicles: Opportunities and challenges. Computer, 50(12), 32-40. 
doi:10.1109/MC.2017.4451211 
Hatcher, W. G., & Yu, W. (2018). A survey of deep learning: Platforms, applications and 
emerging research trends. IEEE Access, 6, 24411-24432. 
doi:10.1109/ACCESS.2018.2830661 
Heale, R., & Twycross, A. (2015). Validity and reliability in quantitative studies. Evidence-
based nursing, 18(3), 66-67. doi:10.1136/eb-2015-102129  
Heath, J., Williamson, H., Williams, L., & Harcourt, D. (2018). “It's just more personal”: Using 
multiple methods of qualitative data collection to facilitate participation in research 
focusing on sensitive subjects. Applied Nursing Research, 43, 30-35. 
doi:https://doi.org/10.1016/j.apnr.2018.06.015 
Hinderer, H., Stegmüller, J., Schmidt, J., Sommer, J., & Lucke, J. (2018). Acceptance of 
autonomous vehicles in suburban public transport. Proceedings of the 2018 IEEE 




Hong, J.-C., Lin, P.-H., & Hsieh, P.-C. (2016). The effect of consumer innovativeness on 
perceived value and continuance intention to use smartwatch. Computers in Human 
Behavior doi:10.1016/j.chb.2016.11.001 
House, J. (2018). Authentic vs elicited data and qualitative vs quantitative research methods in 
pragmatics: Overcoming two non-fruitful dichotomies. System, 75, 4-12. 
doi:https://doi.org/10.1016/j.system.2018.03.014 
Hughes, J. L., Camden, A. A., & Yangchen, T. (2016). Rethinking and updating demographic 
questions: Guidance to improve descriptions of research samples. Psi Chi Journal of 
Psychological Research, 21, 138-151. doi:10.24839/b21.3.138 
Jager, J., Putnick, D. L., & Bornstein, M. H. (2017). II. More than just convenient: The scientific 
merits of homogeneous convenience samples. Monographs of the Society for Research in 
Child Development, 82(2), 13-30. doi:10.1111/mono.12296 
Jiménez, F., Clavijo, M., Naranjo, J. E., & Gómez, Ó. (2016). Improving the lane reference 
detection for autonomous road vehicle control. Journal of Sensors, 2016, 1-13. 
doi:10.1155/2016/9497524 
Jo, K., Kim, J., Kim, D., Jang, C., & Sunwoo, M. (2014). Development of autonomous car-part i: 
Distributed system architecture and development process. IEEE Transactions on 
Industrial Electronics, 61, 7131-7140. doi:10.1109/TIE.2014.2321342 
Joanna, R.-S. (2016). Automotive standard iso/ts 16949 as a quality determinant. Production 




Johnson, J., Karpathy, A., & Fei-Fei, L. (2016). Densecap: Fully convolutional localization 
networks for dense captioning. Proceedings of the 2016 IEEE Conference on Computer 
Vision and Pattern Recognition (CVPR), 4565-4574. doi:10.1109/CVPR.2016.494 
Jurksiene, L., & Pundziene, A. (2016). The relationship between dynamic capabilities and firm 
competitive advantage. European Business Review, 28, 431-448. doi:10.1108/EBR-09-
2015-0088 
Karbwang, J., Koonrungsesomboon, N., Torres, C. E., Jimenez, E. B., Kaur, G., Mathur, R., . . . 
Team, F. M.-C. R. (2018). What information and the extent of information research 
participants need in informed consent forms: A multi-country survey. BMC Medical 
Ethics, 19(1), 79-90. doi:10.1186/s12910-018-0318-x 
Karpathy, A., & Fei-Fei, L. (2017). Deep visual-semantic alignments for generating image 
descriptions. IEEE Transactions on Pattern Analysis and Machine Intelligence, 39(4), 
664-676. doi:10.1109/TPAMI.2016.2598339 
Ki-Jung, J., Byeonghwa, P., & Taikyoo, K. (2016). Causal relationship between supply chain 
dynamic capabilities, technological innovation, and operational performance. 
Management and Production Engineering Review, 7(4), 6-15. doi:10.1515/mper-2016-
0031 
Klara-Marie, G., & Veit, W. (2017). Dynamic capabilities: A systematic literature review of 
theory and practice. European Journal of Management, 25, 30. doi:10.15421/191705 
127 
 
Kodama, M. (2017). Developing strategic innovation in large corporations-the dynamic 
capability view of the firm. Knowledge & Process Management, 24, 221-246. 
doi:10.1002/kpm.1554 
König, M., & Neumayr, L. (2017). Users’ resistance towards radical innovations: The case of the 
self-driving car. Transportation Research Part F: Traffic Psychology and Behaviour, 44, 
42-52. doi:10.1016/j.trf.2016.10.013 
Koopman, P., & Wagner, M. (2017). Autonomous vehicle safety: An interdisciplinary challenge. 
IEEE Intelligent Transportation Systems Magazine, 9(1), 90-96. 
doi:10.1109/MITS.2016.2583491 
Kruth, J. G. (2015). Five qualitative research approaches and their applications in 
parapsychology. Journal of Parapsychology, 79, 219-233. Retrieved from 
https://www.rhine.org/  
Krzakiewicz, K., & Cyfert, S. (2017). Dynamic capabilities in strategic choice processes within 
organisations. Management, 21(1), 7-19. doi:10.1515/manment-2015-0077 
Kumar, R. (2011). Research methodology : A step-by-step guide for beginners. Los Angeles, 
CA: SAGE.  
Kyriakidis, M., de Winter, J. C. F., Stanton, N., Bellet, T., van Arem, B., Brookhuis, K., . . . 
Happee, R. (2017). A human factors perspective on automated driving. Theoretical Issues 




Kyriakidis, M., Happee, R., & de Winter, J. C. F. (2015). Public opinion on automated driving: 
Results of an international questionnaire among 5000 respondents. Transportation 
Research Part F: Traffic Psychology and Behaviour, 32, 127-140. 
doi:10.1016/j.trf.2015.04.014 
Lazányi, K., & Maráczi, G. (2017). Dispositional trust — do we trust autonomous cars? 
Proceedings of the 2017 IEEE 15th International Symposium on Intelligent Systems and 
Informatics (SISY), 000135-000140. doi:10.1109/SISY.2017.8080540 
Leicht, T., Chtourou, A., & Ben Youssef, K. (2018). Consumer innovativeness and intentioned 
autonomous car adoption. The Journal of High Technology Management Research, 29, 1-
11. doi:10.1016/j.hitech.2018.04.001 
Leung, L. (2015). Validity, reliability, and generalizability in qualitative research. Journal of 
Family Medicine & Primary Care, 4, 324-327. doi:10.4103/2249-4863.161306 
Lina, L., & Bo, Y. (2018). Analysis of the evolution of path dependence and path creation in 
technological leapfrogging — the effect of the dynamic capabilities based on 
technological learning. Proceedings of the 2018 7th International Conference on 
Industrial Technology and Management (ICITM), 205-208. 
doi:10.1109/ICITM.2018.8333947 
Litman, T. (2019). Autonomous vehicle implementation predictions-implications for transport 
planning [White paper].  Retrieved from https://www.vtpi.org 
129 
 
Loomis, D. K., & Paterson, S. (2018). A comparison of data collection methods: Mail versus 
online surveys. Journal of Leisure Research, 49, 133-149. 
doi:10.1080/00222216.2018.1494418 
López, M. T. C., Ponce-Espinosa, G., Rios-Zaruma, J., & Espinoza-Torres, D. (2018). Reliability 
analysis of a measurement instrument of organizational capacities in the commercial 
sector. Proceedings of the 2018 13th Iberian Conference on Information Systems and 
Technologies (CISTI), 1-7. doi:10.23919/CISTI.2018.8399450 
Lühnen, J., Mühlhauser, I., & Steckelberg, A. (2018). The quality of informed consent forms--a 
systematic review and critical analysis. Deutsches Aerzteblatt International, 115, 377-
383. doi:10.3238/arztebl.2018.0377 
Lv, C., Cao, D., Zhao, Y., Auger, D. J., Sullman, M., Wang, H., . . . Mouzakitis, A. (2018). 
Analysis of autopilot disengagements occurring during autonomous vehicle testing. 
IEEE/CAA Journal of Automatica Sinica, 5, 58-68. doi:10.1109/JAS.2017.7510745 
Mahajan, H. S., Bradley, T., & Pasricha, S. (2017). Application of systems theoretic process 
analysis to a lane keeping assist system. Reliability Engineering & System Safety, 167, 
177-183. doi:10.1016/j.ress.2017.05.037 
Malterud, K., Siersma, V. D., & Guassora, A. D. (2015). Sample size in qualitative interview 




Mämmelä, A., Riekki, J., Kotelba, A., & Anttonen, A. (2018). Multidisciplinary and historical 
perspectives for developing intelligent and resource-efficient systems. IEEE Access, 6, 
17464-17499. doi:10.1109/ACCESS.2018.2816605 
Maro, S., Steghöfer, J.-P., & Staron, M. (2018). Software traceability in the automotive domain: 
Challenges and solutions. Journal of Systems and Software, 141, 85-110. 
doi:10.1016/j.jss.2018.03.060 
Martínez-Fernandez, S., Ayala, C. P., Franch, X., & Nakagawa, E. Y. (2015). A survey on the 
benefits and drawbacks of autosar. Proceedings of the 2015 First International Workshop 
on Automotive Software Architecture (WASA), 19-26. doi:10.1145/2752489.2752493 
May Luu, Y., Ismail, R., Ismail, N. H., & Hamzah, M. I. (2018). Interview protocol refinement: 
Fine-tuning qualitative research interview questions for multi-racial populations in 
malaysia. Qualitative Report, 23, 2700-2713. Retrieved from 
https://nsuworks.nova.edu/tqr/  
McCusker, K., & Gunaydin, S. (2014). Research using qualitative, quantitative or mixed 
methods and choice based on the research. Perfusion, 30, 537-542. 
doi:10.1177/0267659114559116 
McIntosh, M. J., & Morse, J. M. (2015). Situating and constructing diversity in semi-structured 
interviews. Global Qualitative Nursing Research, 2, 1-12. 
doi:10.1177/2333393615597674 
Mendez, C., Hanson, Z. S., Oleson, A., Horvath, A., Hill, C., Hilderbrand, C., . . . Burnett, M. 
(2018). Semi-automating (or not) a socio-technical method for socio-technical systems. 
131 
 
Proceedings of the 2018 IEEE Symposium on Visual Languages and Human-Centric 
Computing (VL/HCC), 23-32. doi:10.1109/VLHCC.2018.8506514 
Merriam, S. B., & Tisdell, E. J. (2015). Qualitative research: A guide to design and 
implementation: John Wiley & Sons.  
Mihić, M. M., Dodevska, A. Z., Todorović, L. M., Obradović, L. V., & Petrović, Č. D. (2018). 
Reducing risks in energy innovation projects: Complexity theory perspective. 
Sustainability, 10(9), 1-24. doi:10.3390/su10092968 
Misztal, A., Grecu, I., & Belu, N. (2016). Customer satisfaction in the automotive industry. 
FAIMA Business & Management Journal, 4(1), 44-57. Retrieved from 
http://www.faimajournal.ro/  
Mitchell, J. S. B., Payton, D. W., & Keirsey, D. M. (1987). Planning and reasoning for 
autonomous vehicle control. International Journal of Intelligent Systems, 2, 129-198. 
doi:10.1002/int.4550020204 
Mohan, N., Törngren, M., Izosimov, V., Kaznov, V., Roos, P., Svahn, J., . . . Nesic, D. (2016). 
Challenges in architecting fully automated driving; with an emphasis on heavy 
commercial vehicles. Proceedings of the 2016 Workshop on Automotive 
Systems/Software Architectures (WASA), 2-9. doi:10.1109/WASA.2016.10 
Molina, C. B. S. T., Almeida, J. R. d., Vismari, L. F., González, R. I. R., Naufal, J. K., & 
Camargo, J. B. (2017). Assuring fully autonomous vehicles safety by design: The 
autonomous vehicle control (avc) module strategy. Proceedings of the 2017 47th Annual 
132 
 
IEEE/IFIP International Conference on Dependable Systems and Networks Workshops 
(DSN-W), 16-21. doi:10.1109/DSN-W.2017.14 
Moser, A., & Korstjens, I. (2018a). Series: Practical guidance to qualitative research. Part 3: 
Sampling, data collection and analysis. The European Journal Of General Practice, 
24(1), 9-18. doi:10.1080/13814788.2017.1375091 
Moser, A., & Korstjens, I. (2018b). Series: Practical guidance to qualitative research. Part 4: 
Trustworthiness and publishing. The European Journal Of General Practice, 24(1), 120-
124. doi:10.1080/13814788.2017.1375092 
Moták, L., Neuville, E., Chambres, P., Marmoiton, F., Monéger, F., Coutarel, F., & Izaute, M. 
(2017). Antecedent variables of intentions to use an autonomous shuttle: Moving beyond 
tam and tpb? Revue Européenne de Psychologie Appliquée/European Review of Applied 
Psychology, 67, 269-278. doi:10.1016/j.erap.2017.06.001 
Mushtaq, A., Riaz, S., Mohd, H., & Saleh, A. (2018). Perception and technology adoption trends 
for autonomous vehicles: Educational case study. Proceedings of the 2018 Advances in 
Science and Engineering Technology International Conferences (ASET), 1-5. 
doi:10.1109/ICASET.2018.8376923 
Musoles, C. F. (2016). Towards neuroimaging real-time driving using convolutional neural 
networks. Proceedings of the 2016 8th Computer Science and Electronic Engineering 
(CEEC), 130-135. doi:10.1109/CEEC.2016.7835901 
Nkenyereye, L., & Jang, J. (2018). Lowering the barriers of cloud –based vehicular applications 
using software defined network. Proceedings of the 2018 International Conference on 
133 
 
Information and Communication Technology Convergence (ICTC), 1119-1123. 
doi:10.1109/ICTC.2018.8539602 
Nordstrom, S. N. (2015). Not so innocent anymore: Making recording devices matter in 
qualitative interviews. Qualitative Inquiry, 21, 388-401. doi:10.1177/1077800414563804 
Palinkas, L. A., Horwitz, S. M., Green, C. A., Wisdom, J. P., Duan, N., & Hoagwood, K. (2015). 
Purposeful sampling for qualitative data collection and analysis in mixed method 
implementation research. Administration and Policy in Mental Health and Mental Health 
Services Research, 42, 533-544. doi:http://dx.doi.org/10.1007/s10488-013-0528-y 
Panagiotopoulos, I., & Dimitrakopoulos, G. (2018). An empirical investigation on consumers’ 
intentions towards autonomous driving. Transportation Research Part C: Emerging 
Technologies, 95, 773-784. doi:10.1016/j.trc.2018.08.013 
Park, E., Kim, H., & Ohm, J. Y. (2015). Understanding driver adoption of car navigation systems 
using the extended technology acceptance model. Behaviour & Information Technology, 
34, 741-751. doi:10.1080/0144929X.2014.963672 
Park, J., & Park, M. (2016). Qualitative versus quantitative research methods: Discovery or 
justification? Journal of Marketing Thought, 3(1), 1-7. doi:10.15577/jmt.2016.03.01.1 
Petrova, E., Dewing, J., & Camilleri, M. (2014). Confidentiality in participatory research: 




Pettersson, I. (2017). Travelling from fascination to new meanings: Understanding user 
expectations through a case study of autonomous cars. International Journal of Design, 
11(2), 1-11. Retrieved from http://www.ijdesign.org/  
Pettersson, I., & Karlsson, I. C. M. (2015). Setting the stage for autonomous cars: A pilot study 
of future autonomous driving experiences. IET Intelligent Transport Systems, 9(7), 694-
701. doi:10.1049/iet-its.2014.0168 
Pettigrew, S. (2017). Why public health should embrace the autonomous car. Australian & New 
Zealand Journal of Public Health, 41(1), 5-7. doi:10.1111/1753-6405.12588 
Phillippi, J., & Lauderdale, J. (2017). A guide to field notes for qualitative research: Context and 
conversation. Qualitative Health Research, 28, 381-388. doi:10.1177/1049732317697102 
Pinder, P., Prime, G., & Wilson, J. (2014). An exploratory quantitative study comparing and 
correlating parental factors with environmental science achievement for black american 
and black caribbean students in a mid-atlantic state. The Journal of Negro Education, 
83(1), 49-60. doi:10.7709/jnegroeducation.83.1.0049 
Pisano, G. P. (2017). Toward a prescriptive theory of dynamic capabilities: Connecting strategic 
choice, learning, and competition. Industrial & Corporate Change, 26(5), 747-762. 
doi:10.1093/icc/dtx026 
Plosz, S., & Varga, P. (2018). Security and safety risk analysis of vision guided autonomous 




Pop, V. L., Shrewsbury, A., & Durso, F. T. (2015). Individual differences in the calibration of 
trust in automation. Human Factors, 57, 545-556. doi:10.1177/0018720814564422 
Pozna, C., & Antonya, C. (2016). Issues about autonomous cars. Proceedings of the 2016 IEEE 
11th International Symposium on Applied Computational Intelligence and Informatics 
(SACI), 13-18. doi:10.1109/SACI.2016.7507360 
Queiroz, M., Tallon, P. P., Sharma, R., & Coltman, T. (2018). The role of it application 
orchestration capability in improving agility and performance. The Journal of Strategic 
Information Systems, 27, 4-21. doi:10.1016/j.jsis.2017.10.002 
Ramanagopal, M. S., Anderson, C., Vasudevan, R., & Johnson-Roberson, M. (2018). Failing to 
learn: Autonomously identifying perception failures for self-driving cars. IEEE Robotics 
and Automation Letters, 3, 3860-3867. doi:10.1109/LRA.2018.2857402 
Rao, Q., & Frtunikj, J. (2018). Deep learning for self-driving cars: Chances and challenges. 
Proceedings of the 2018 IEEE/ACM 1st International Workshop on Software 
Engineering for AI in Autonomous Systems (SEFAIAS), 35-38. Retrieved from 
https://ieeexplore.ieee.org/document/8452728 
Reis, L. P., Costa, A. P., & Souza, F. N. d. (2016). A survey on computer assisted qualitative 
data analysis software. Proceedings of the 2016 11th Iberian Conference on Information 
Systems and Technologies (CISTI), 1-6. doi:10.1109/CISTI.2016.7521502 
Rutberg, S., & Bouikidis, C. D. (2018). Exploring the evidence. Focusing on the fundamentals: 
A simplistic differentiation between qualitative and quantitative research. Nephrology 
Nursing Journal, 45, 209-213. Retrieved from https://www.annanurse.org  
136 
 
Sadighi, A., Donyanavard, B., Kadeed, T., Moazzemi, K., Mück, T., Nassar, A., . . . Kurdahi, F. 
(2018). Design methodologies for enabling self-awareness in autonomous systems. 
Proceedings of the 2018 Design, Automation & Test in Europe Conference & Exhibition 
(DATE), 1532-1537. doi:10.23919/DATE.2018.8342259 
Santos, W. B., Cunha, J. A. O. G., Moura, H., & Margaria, T. (2017). Towards a theory of 
simplicity in agile software development: A qualitative study. Proceedings of the 2017 
43rd Euromicro Conference on Software Engineering and Advanced Applications 
(SEAA), 40-43. doi:10.1109/SEAA.2017.38 
Savela, T. (2018). The advantages and disadvantages of quantitative methods in schoolscape 
research. Linguistics and Education, 44, 31-44. 
doi:https://doi.org/10.1016/j.linged.2017.09.004 
Schafer Astroth, K. (2018). Exploring the evidence. Focusing on the fundamentals: Reading 
quantitative research with a critical eye. Nephrology Nursing Journal, 45, 283-286. 
Retrieved from https://www.annanurse.org/resources/products/nephrology-nursing-
journal  
Schäfer, F., Kriesten, R., Chrenko, D., & Gechter, F. (2017). No need to learn from each other? 
— potentials of knowledge modeling in autonomous vehicle systems engineering towards 
new methods in multidisciplinary contexts. Proceedings of the 2017 International 




Schellekens, M. (2015). Self-driving cars and the chilling effect of liability law. Computer Law 
& Security Review, 31, 506-517. doi:10.1016/j.clsr.2015.05.012 
Schoemaker, P. J. H., Heaton, S., & Teece, D. (2018). Innovation, dynamic capabilities, and 
leadership. California Management Review, 61, 15-42. doi:10.1177/0008125618790246 
Schoonenboom, J. (2018). Designing mixed methods research by mixing and merging 
methodologies: A 13-step model. American Behavioral Scientist, 62, 998-1015. 
doi:10.1177/0002764218772674 
Schrauf, R. W. (2017). Mixed methods designs for making cross-cultural comparisons. Journal 
of Mixed Methods Research, 12, 477-494. doi:10.1177/1558689817743109 
Shi, S., Wang, L., Johnston, M., Rahman, A. U., Singh, G., Wang, Y., & Chiang, P. Y. (2018). 
Pathway to a compact, fast, and low-cost lidar. Proceedings of the 2018 4th International 
Conference on Control, Automation and Robotics (ICCAR), 232-236. 
doi:10.1109/ICCAR.2018.8384676 
Shi, W., Alawieh, M. B., Li, X., & Yu, H. (2017). Algorithm and hardware implementation for 
visual perception system in autonomous vehicle: A survey. Integration, the VLSI Journal, 
59, 148-156. doi:10.1016/j.vlsi.2017.07.007 
Shirali, G., Shekari, M., & Angali, K. A. (2018). Assessing reliability and validity of an 
instrument for measuring resilience safety culture in sociotechnical systems. Safety and 
Health at Work, 9, 296-307. doi:10.1016/j.shaw.2017.07.010 
138 
 
Singh, S., & Wassenaar, D. R. (2016). Contextualising the role of the gatekeeper in social 
science research. South African Journal of Bioethics & Law, 9, 42-46. 
doi:10.7196/sajbl.2016.v9i1.465 
Slagmulder, R., & Devoldere, B. (2018). Transforming under deep uncertainty: A strategic 
perspective on risk management. Business Horizons, 61, 733-743. 
doi:10.1016/j.bushor.2018.05.001 
Society of Automotive Engineers. (2016). Automated driving (SAE J3016_201609). Retrieved 
from https://www.sae.org/misc/pdfs/automated_driving.pdf 
Sovacool, B. K. (2017). Experts, theories, and electric mobility transitions: Toward an integrated 
conceptual framework for the adoption of electric vehicles. Energy Research & Social 
Science, 27, 78-95. doi:10.1016/j.erss.2017.02.014 
Spike, J. P. (2017). Informed consent is the essence of capacity assessment. The Journal Of Law, 
Medicine & Ethics: A Journal Of The American Society Of Law, Medicine & Ethics, 
45(1), 95-105. doi:10.1177/1073110517703103 
Sreekanth, A., Srikanth, K., Aditya, C., Satish, T., & Ramchandran, R. (2017). Deploying 
common software system for hybrid electric vehicles in autosar way. Proceedings of the 
2017 IEEE Transportation Electrification Conference (ITEC-India), 1-6. 
doi:10.1109/ITEC-India.2017.8333881 
Stilgoe, J. (2018). We need new rules for self-driving cars. Issues in Science and Technology, 
34(3), 52-57. Retrieved from http://www.issues.org/  
139 
 
Sudrajat, D., Budiastuti, D., Setiadi, N. J., & Supeli, A. (2016). The effect of integrated 
information technology on innovative capability and its impact on firm performance. 
Proceedings of the 2016 International Conference on Information Management and 
Technology (ICIMTech), 333-337. doi:10.1109/ICIMTech.2016.7930356 
Sugiura, L., Wiles, R., & Pope, C. (2016). Ethical challenges in online research: Public/private 
perceptions. Research Ethics, 13, 184-199. doi:10.1177/1747016116650720 
Teece, D. J. (2000). Strategies for managing knowledge assets: The role of firm structure and 
industrial context. Long Range Planning, 33, 35-54. doi:10.1016/S0024-6301(99)00117-
X 
Teece, D. J. (2007). Explicating dynamic capabilities: The nature and microfoundations of 
(sustainable) enterprise performance. Strategic Management Journal, 28, 1319-1350. 
doi:10.1002/smj.640 
Teece, D. J., Pisano, G., & Shuen, A. (1997). Dynamic capabilities and strategic management. 
Strategic Management Journal, 18, 509-533. doi:10.1002/(SICI)1097-
0266(199708)18:7<509::AID-SMJ882>3.0.CO;2-Z 
Thomas, J. R., Silverman, S. J., & Nelson, J. K. (2015). Research methods in physical activity 
7th edition. Champaign, IL: Human Kinetics.  
Thornton, S. M., Pan, S., Erlien, S. M., & Gerdes, J. C. (2017). Incorporating ethical 
considerations into automated vehicle control. IEEE Transactions on Intelligent 
Transportation Systems, 18(6), 1429-1439. doi:10.1109/TITS.2016.2609339 
140 
 
Torre, D. M., & Picho, K. (2016). Threats to internal and external validity in health professions 
education research. Academic Medicine, 91, e21. doi:10.1097/acm.0000000000001446 
Touw, E. (2017). Multi-faceted reliability assessment techniques: An industrial case study. 
Proceedings of the 2017 IEEE International Conference on Software Architecture 
Workshops (ICSAW), 17-22. doi:10.1109/ICSAW.2017.66 
Tuan, N.-T., & Shaw, C. (2016). Consideration of ethics in systemic thinking. Systemic Practice 
& Action Research, 29, 51-60. doi:10.1007/s11213-015-9352-5 
Tyfield, D., & Zuev, D. (2018). Stasis, dynamism and emergence of the e-mobility system in 
china: A power relational perspective. Technological Forecasting and Social Change, 
126, 259-270. doi:10.1016/j.techfore.2017.09.006 
U.S. Department of Health & Human Services. (2018). Belmont report. Retrieved from 
https://www.hhs.gov/ohrp/regulations-and-policy/belmont-report/read-the-belmont-
report/index.html 
U.S. Department of Transportation, N. H. T. S. A. (2018). A framework for automated driving 
system testable cases and scenarios. (DOT HS Publication No. 812623).  Retrieved from 
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/documents/13882-
automateddrivingsystems_092618_v1a_tag.pdf. 
Vaismoradi, M., Jones, J., Turunen, H., & Snelgrove, S. (2016). Theme development in 




Van Brummelen, J., O’Brien, M., Gruyer, D., & Najjaran, H. (2018). Autonomous vehicle 
perception: The technology of today and tomorrow. Transportation Research Part C: 
Emerging Technologies, 89, 384-406. doi:https://doi.org/10.1016/j.trc.2018.02.012 
Varpio, L., Ajjawi, R., Monrouxe, L. V., O'Brien, B. C., & Rees, C. E. (2017). Shedding the 
cobra effect: Problematising thematic emergence, triangulation, saturation and member 
checking. 51, 40-50. doi:10.1111/medu.13124 
Vellinga, N. E. (2017). From the testing to the deployment of self-driving cars: Legal challenges 
to policymakers on the road ahead. Computer Law & Security Review, 33, 847-863. 
doi:10.1016/j.clsr.2017.05.006 
Venkatesh, V., Morris, M. G., Davis, G. B., & Davis, F. D. (2003). User acceptance of 
information technology: Toward a unified view. MIS Quarterly, 27, 425-478. 
doi:10.2307/30036540 
Vincentelli, A. L. S., & Vigna, B. (2017). Autonomous vehicles: A playground for sensors. 
Proceedings of the 2017 7th IEEE International Workshop on Advances in Sensors and 
Interfaces (IWASI), 2-2. doi:10.1109/IWASI.2017.7974198 
Wark, R., & Webber, J. (2015). A qualitative descriptive analysis of collaboration technology in 
the navy. Interdisciplinary Journal of Information, Knowledge & Management, 10, 173-
192. doi:10.28945/2313 




Williams, M., & Moser, T. (2019). The art of coding and thematic exploration in qualitative 
research. International Management Review, 15(1), 45-55. Retrieved from 
http://www.imrjournal.org/  
Wolf, S. M., Clayton, E. W., & Lawrenz, F. (2018). The past, present, and future of informed 
consent in research and translational medicine. Journal of Law, Medicine & Ethics, 46(1), 
7-11. doi:10.1177/1073110518766003 
Woodside, A. G., Bernal, P. M., & Coduras, A. (2016). The general theory of culture, 
entrepreneurship, innovation, and quality-of-life: Comparing nurturing versus thwarting 
enterprise start-ups in bric, denmark, germany, and the united states. Industrial Marketing 
Management, 53, 136-159. doi:10.1016/j.indmarman.2015.11.003 
Wörner, M., Schuster, F., Dölitzscher, F., Keller, C. G., Haueis, M., & Dietmayer, K. (2016). 
Integrity for autonomous driving: A survey. Proceedings of the 2016 IEEE/ION Position, 
Location and Navigation Symposium (PLANS), 666-671. 
doi:10.1109/PLANS.2016.7479759 
Yilmaz, K. (2013). Comparison of quantitative and qualitative research traditions: 
Epistemological, theoretical, and methodological differences. European Journal of 
Education, 48, 311-325. doi:10.1111/ejed.12014 
Yim, J., Kim, M., Shin, S., & Park, J. (2014). Robust path planning for autonomous vehicle in 
position uncertainty. Proceedings of the 2014 11th International Conference on 




Yin, R. K. (2018). Case study research and applications: Design and methods (6th. ed.). 
Thousand Oaks, CA: SAGE.  
Zhang, S., Qi, Y., Jiang, F., Lan, X., Yuen, P. C., & Zhou, H. (2018). Point-to-set distance metric 
learning on deep representations for visual tracking. IEEE Transactions on Intelligent 
Transportation Systems, 19, 187-198. doi:10.1109/TITS.2017.2766093 
Zmud, J. P., & Sener, I. N. (2017). Towards an understanding of the travel behavior impact of 
autonomous vehicles. World Conference on Transport Research - WCTR 2016 Shanghai. 
10-15 July 2016, 25, 2500-2519. doi:10.1016/j.trpro.2017.05.281 
Zyphur, M., & Pierides, D. (2017). Is quantitative research ethical? Tools for ethically practicing, 






























Appendix B: Confidentiality Agreement 
Name of Signer: 
 
During my/our activity in collecting or processing data for this research: “Exploring 
Perceptions of the Relationship between Existing Autonomous Vehicle Design Frameworks, 
Consumer Expectations, and Regulatory Requirements,” I /we will have access to information 
that is confidential, and I should not disclose. I acknowledge that the information must remain 
confidential and that improper disclosure of confidential information can be damaging to the 
participant. 
 
By signing this Confidentiality Agreement, I acknowledge and agree that: 
 
1. I will not disclose or discuss any confidential information with others, including 
friends or family. 
2. I will not, in any way, share, copy, release, sell, loan, alter, or destroy any confidential 
information except when duly authorized. 
3. I will not discuss confidential information where others can overhear the conversation. 
I understand that it is not acceptable to discuss confidential information, even if the 
participant’s name is not used. 
4. I will not make any unauthorized transmissions, inquiries, modification, or purging of 
confidential information. 
5. I agree that my obligations under this agreement will continue after the termination of 
the job that I will perform. 
6. I understand that violation of this agreement will have legal implications. 
7. I will only access or use systems or devices I am officially authorized to access, and I 
will not demonstrate the operation or function of systems or devices to unauthorized 
individuals. 
 
Signing this document, I acknowledge that I have read the agreement, and I agree to 










Appendix C: E-mail Invitation to Participate in the Study 
Date: [Insert Date] 
 
Re: Invitation to Participate in a Research Study 
 
Dear [Insert Recipient]: 
 
My name is Alex Munoz, and I am a doctoral student at Walden University, pursuing a Doctor of 
Information Technology degree (DIT).  I am conducting a research study titled “Exploring 
Perceptions of the Relationship between Existing Autonomous Vehicle Design Frameworks, 
Consumer Expectations, and Regulatory Requirements.“ I am writing to you to request your 
participation in my study. Participation involves completing an interview via Skype audio. 
 
The goal of my study is to explore the perceptions of the relationship between regulatory 
requirements, consumer expectations, and existing autonomous vehicle design frameworks as 
perceived by hardware and software developers working on self-driving cars.  I want to help 
autonomous vehicle program managers to develop strategies or a framework from which to 
design autonomous driving systems that can successfully and quickly align with consumer 
expectations and regulatory requirements.  If you are part of a software and hardware research 
team and are currently developing fully autonomous driving hardware or software technologies, I 
would greatly appreciate your participation in my study. 
 
If you do not wish to participate in this research, please disregard this message.  Otherwise, I am 
attaching a copy of Walden University’s Institutional Review Board approval and a consent 
form.  Please sign and return a copy of the consent form to me via <email address redacted>. I 
plan to conduct interviews through Skype audio starting <date to come> and possibly extending 
into <date to come>. I will adjust my schedule to meet yours so that my interview will interfere 
with your other tasks and overall schedule as little as possible. 
 




DIT Student, Walden University 




Appendix D: Interview Protocol 
Interview Protocol 
1. Introduce myself to the participant and thank them for their participation. 
2. Remind the participant about the interview process and the recording of the conversation. 
3. Turn on the recording device, make sure the recording works, and note the time and date of 
the interview. 
4. Start the interview and follow through with the list of questions but allow the participant to 
respond to each question.  Take notes throughout and ask additional probing questions if 
necessary. 
Interview Questions 
1. Without including your name or your organization’s name, what is your current role, and 
how long have you been in similar roles? 
2. What experience do you have working on autonomous driving systems or related 
technologies? 
3. What strategies and/or design practices do you use or have used while working on 
autonomous driving systems? 
a. Probe: Why did you select this strategy or used this particular design practice? 
b. Probe: Did you find your strategy or design practice to be a good fit for achieving 
autonomy with your design, or did you have to make changes?  
4. How do you measure the success of your strategies and frameworks for achieving fully 
autonomous driving capabilities? 
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5. What strategies have you used to align your autonomous vehicle design approaches with 
consumer expectations? 
a. Probe: How can you be sure that your interpretation of consumer expectations aligns 
with what consumers actually expect, considering that autonomous vehicles are not yet 
publicly available? 
6. What, if any, barriers do you see for widespread autonomous vehicle design introduction 
and acceptance? 
7. What strategies do you use to align your autonomous vehicle designs with current 
regulatory requirements? 
a. Probe: How do you intend to adapt your designs to changing regulations? 
b. Probe: What strategies do you use to shape and influence future regulations? 
8. Is there anything else you would like to add about your autonomous vehicle design 
strategies that we have not addressed already?  
9. Ask the participant if they want to add anything or clarify previous statements. 
10. Ask the participant if they have any documents they can share with me to supplement the 
responses they have given me throughout the interview.  For example, these documents may 
include, but are not limited to, design and software strategy documentation, disengagement 
records, quarterly published vehicle safety reports, (SEC) reports and filings, surveys, and 




11. Explain the concept of member checking and that I will share my interpretation of the 
interview to make sure that I have accurately captured what the participant meant to say. 
12. Stop the audio recording. 
13. Thank the participant for partaking and their time, and confirm that we both have each 
other’s correct contact details for any follow-up questions or concerns. 
 
