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As a result of the pervasive and user-friendly digital technologies emerging within our information society, Web content availability is increasing at an incredible rate but at the cost of being extremely multiform, inconsistent and very dynamic. Such content is totally unsuitable for machine processing, and so necessitates too much human interpretation and its respective costs in time and effort for both individuals and companies. To remedy this, approaches aim at abstracting from this complexity (i.e., by using ontologies) and offering new and enriched services able to process those abstractions (i.e., by mechanized reasoning) in a fully -and trusted -automated way. This abstraction layer is the subject of a very dynamic activity in research, industry and standardization which is usually called "Semantic Web" (see for example, DARPA, European IST Research Framework Program, W3C initiative, OASIS). The initial application of Semantic Web technology has focused on Information Retrieval (IR) where access through semantically annotated content, instead of classical (even sophisticated) statistical analysis, aimed to give far better results (in terms of precision and recall indicators). The next natural extension was to apply IR in the integration of enterprise legacy databases in order to leverage existing company information in new ways. Present research has turned to focusing on the seamless integration of heterogeneous and distributed applications and services (both intra-and inter-enterprise) through Semantic Web Services, and respectful of the legacy systems already in place, with the expectation of a fast return on investment (ROI) and improved efficiency in ework and e-business.
This new technology takes its roots in the cognitive sciences, machine learning, natural language processing, multi-agents systems, knowledge acquisition, automated reasoning, logics and decision theory. It can be separated into two distinct -but cooperating fields -one adopting a formal and algorithmic approach for common sense automated reasoning (automated Web), and the other one "keeping the human being in the loop" for a socio-cognitive Semantic Web (automated social Web) which is gaining momentum today with the Web 2.0 paradigm 1 . On a large scale, industry awareness of Semantic Web technology has started at the EC level with the IST-FP5 thematic network Ontoweb 2 [2001] [2002] [2003] [2004] which brought together around 50 motivated companies worldwide. Based on this experience, within IST-FP6, the Network of Excellence Knowledge Web 3 [2004] [2005] [2006] [2007] [2008] made an in-depth analysis of the concrete industry needs in key economic sectors, and in a complementary way the IST-FP6 Network of Excellence REW-ERSE 4 was tasked with providing Europe with leadership in reasoning languages, also in view of a successful technology transfer and awareness activities targeted at the European industry for advanced Web systems and applications. This impetus will continue and grow up in the EU IST-FP7 [2007 -2013 5 . The rest of the chapter is organized as follows. Four prototypical application fields are presented in Section 2, namely (1) healthcare and biotechnologies, (2) knowledge management (KM), (3) e-commerce and e-business, and finally, (4) multimedia and audiovisual services. Finally, Section 3 reports on a current vision of the achievements and some perspectives are given.
The use cases are focused on the key knowledge processing components that will unlock the deployment of the technology in industry. The chapter ends with the presentation of the current state of the technology and future trends as seen by prominent actors in the field.

overall business needs and Key Knowledge Processing requirements
Use Case Collection
In order to support a large spectrum of application fields, two EU FP6 Networks of Excellence NoE-Knowledge Web and NoE-REWERSE are tasked with promoting transfer of best-of-the-art knowledge-based technology from academia to industry. The networks are made up of leading European Semantic Web research institutions that co-ordinate their research efforts while parallel efforts are made in Semantic Web education to increase the availability of skilled young researchers and practitioners and last but not the least, in pushing the take-up in Business and Industry.
In order to accelerate the transfer from research to industry, the objective of an Industry-Research co-operation is to establish a working relationship between Semantic Web researchers and an industry partner, in which research results being produced in an area of Semantic Web research will be prototypically applied to the industry partner's selected business case. The co-operation not only seeks to achieve an individual success story in terms of some specific research and a given business case, but also to establish the value of Semantic Web technologies to industrial application in a more general sense. It achieves this by demonstrating the use of Semantic Web technology in a business setting, exploring their usefulness in solving business problems and ensuring future applicability by directing researchers towards meeting industrial requirements in their work.
In NoE-Knowledge Web, an Industry Board was formed at the beginning of the network to bring together potential early adopters of Semantic Web technologies from across a wide spread of industry sectors. Industry Board members have been involved in many initiatives of the Knowledge Web Industry Area, including the collection of business use cases and their evaluation. In order to more directly achieve close co-operation between researchers and industry, each research activity in the network was invited to select a use case whose requirements closely correlated to what would be achieved in their research work. Results have been collected and reported in July 2007 6 . Currently in 2007, this Industry Board consisted of about 50 members (e.g., France Telecom, British Telecom, Institut Français du Pétrole, Illy Caffè, Trenitalia, Daimler AG, Thalès, EADS, …) from across 14 nations and 13 economic sectors (e.g., telecoms, energy, food, logistics, automotive,...).
The companies were requested to provide illustrative examples of actual or hypothetical deployment of Semantic Web technology in their business settings. This was followed up with face-to-face meetings between researchers and industry experts from the companies to gain additional information about the provided use cases. Thus, in 2004, a total of 16 use cases were collected from 12 companies. In 2007, through many workshops and Industry forum sessions at major Semantic Web conferences, more than a hundred use cases were available or illustrative of the current trend to introduce Semantic Web technology in the main stream.
As shown in Figure 1 , where the use cases are broken down according to the industry sector, collected cases are from 9 industry sectors, with the highest number of the use cases coming from the service industry (19%) and media & communications (18%) respectively. This initial collection of use cases can be found in (Nixon L. et al., 2004) , and an updated selection is available on the Knowledge Web Industry portal 7 . The co-operations have been a very challenging activity, given the early state of much cutting edge Semantic Web research and the differences in perspective between academia and business.
However, successes have been reported, not only in the production of some prototypical solutions and demos which can be shown to industry and business top managers, but also in making researchers more aware of the importance of their work to solving business problems and the earlier recognition by academics of industry needs and expectations and so integrating them to their research agenda.
Hence, the Industry-Research co-operations in NoE-Knowledge Web and NoE-REWERSE must be seen as a significant first attempt to align the ambitious cutting edge work on Semantic Web technologies done by leading researchers in Europe and the real world business problems encountered by the European industry which may find a potential solution in those same Semantic Web technologies. Given a continued rise in awareness among Semantic Web researchers of the applicability of their work to industry and the continued rise in awareness among industry of the potential of the work of Semantic Web researchers, which has been begun in IST-NoEs, in IST-R&D projects, but also clearly in industry (SMEs and large companies), the technology transfer is gradually evolving.
Use Case Analysis
A preliminary analysis of the use cases has been carried out in order to obtain a first vision (end of 2004) of the current industrial needs and to estimate the expectations from knowledgebased technology with respect to those needs. The industry experts were asked to indicate the existing legacy solutions in their use cases, the service functionalities they would be offered and the technological locks they encountered, and eventually how they expected that Semantic Web technology could resolve those locks. As a result, this analysis has provided an overview of:
• Types of business or service problems where the knowledge-based technology is considered to bring a plausible solution.
• Types of technological issues (and the corresponding research challenges) which knowledge based technology is expected to overcome. Figure 2 shows a breakdown of the areas in which the industry experts thought Semantic Web technology could provide a solution. For example, for nearly half of the collected use cases, data integration and semantic search were areas where industry was looking for knowledge-based solutions. Other areas mentioned, in a quarter of use cases, were solutions to data management and personalization. Figure 3 shows a breakdown of the technology locks identified in the use cases. There are three technology locks which occur the most often in the collected use cases. These are: (1) ontology development, i.e., modeling of a business domain, authoring, reusing existing ontologies; (2) knowledge extraction, i.e., populating ontologies by extracting data from legacy systems; and (3) ontology mapping, i.e., resolving semantic heterogeneity among multiple ontologies.
Below, an illustration is given, with the help of a use case from the collection, how a concrete business problem can be used to indicate the technology locks for which knowledge-based solutions potentially might be useful. This use case addresses the problem of intelligent search of documents in the corporate data of an international coffee company.
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Semantic Web Take-Off in a European Industry Perspective
The company generates a large amount of internal data and its employees encounter difficulties in finding the data they need for the research and development of new solutions. The aim is to improve the quality of the document retrieval and to enable personalization services for individual users when searching or viewing the corporate data. As technology locks, the expert mentioned here the corporate domain ontology development and maintenance, and semantic querying.
Eventually, this analysis (by experts estimations) has provided with a preliminary understanding of scope of the current industrial needs and the current concrete technology locks where knowledge-based technology is expected to provide a plausible solution. However, to be able to answer specific industrial requirements, there is the need to conduct further a detailed technical analysis of the use cases, thereby associating to each technology lock a concrete knowledge processing task and a component realizing its functionalities.
Knowledge Processing Tasks and Components
Based on the information processing needs identified during the technical use cases analysis , a typology of common knowledge processing tasks and a library of high level components for realizing those tasks, was built, see • Ontology matching, matching results analysis, producing explanations and match manager. These tasks and component are in charge of (on-the-fly and semi-automatic) determination of semantic mappings between the entities of multiple schemas and ontologies, see (Rahm E. et al., 2001 ) (Shvaiko P. and Euzenat, 2005) , (Euzenat J. and Shvaiko P., 2007) . Mappings are typically specified with the help of a similarity relation which can be either in the form of a coefficient rating match quality in the (0,1] range (i.e., the higher the coefficient, the higher the similarity between the entities, see (Billig A. et al., 2002 ) (Ehrig M. et al., 2004 ) (Euzenat J. et al., 2004) (Do H. H. et al., 2002) (Zhong J. et al., 2002) or in the form of a logical relation (e.g., equivalence, subsumption), see (Giunchiglia F. et al., 2003) (Giunchiglia F. et al., 2004) . The mappings might need to be ordered according to some criteria, see (Di Noia T. et al., 2003) (Do H. H. et al., 2002) . Finally, explanations of the mappings might be also required, see (Dhamankar R. et al., 2004 ) . Matching systems may produce mappings that may not be intuitively obvious to human users. In order for users to trust the mappings (and thus use them), they need information about them. They need access to the sources that were used to determine semantic correspondences between terms and potentially they need to understand how deductions and manipulations are performed. The issue here is to present explanations in a simple and clear way to the user.
• Data translation and wrapper. This task and component is in charge of automatic manipulation (e.g., translation, exchange) of instances between heterogeneous information sources storing their data in different formats (e.g., RDF, SQL DDL, XML …), see (Hull R. 1997 ) (Petrini J. et al., 2004 ) (Velegrakis Y. et al., 2005) (Halevy A. et al., 2006) . Here, mappings are taken as input (for example, from the match manager component) and are the support for generating query expressions that perform the required semantic and syntactical manipulations with data instances coming from heterogeneous environment.
• Results reconciliation and results reconciler. This task and component is in charge of determining an optimal solution, in terms of contents (no information duplication, etc.) and routing performance, for returning results from the queried information sources, see (Preguica N. et al., 2003 as input the (pre-processed) contents and domain knowledge and produces as output a database of content annotations. In addition to the automatic production of content metadata, prompt mechanisms offer the user the possibility to enrich the content annotation by adding extra information (e.g., title, name of a location, title of an event, names of people) that could not be automatically detected.
• Automated reasoning. This task and component is in charge of providing logical reasoning services (e.g., subsumption, concept satisfiability, instance checking tests), see (Haarslev V. et al., 1999 (Haarslev V. et al., -2007 . For example, when dealing with multimedia annotations, logical reasoning can be exploited in order to check consistency of the annotations against the set of spatial (e.g., left, right, above, adjacent, overlaps) and temporal (e.g., before, after, during, co-start, co-end) constraints. This can certify that the objects detected in the multimedia content correspond semantically to the concepts defined in the domain ontology. For example, in the racing domain, the automated reasoner should check whether a car is located on a road or whether the grass and sand are adjacent to the road. • Semantic query processing and query processor. This task and component is in charge of rewriting a query posed by a human being or a machine, by using terms which are explicitly specified in the model of domain knowledge in order to provide semantics preserving query answering, see (Mena E. et al., 1996) (Halevy et al., 2001 ) (Calvanese et al., 2002 ) (IST-IP aceMedia 2004 . Examples of queries are "Give me all the games played on grass" or "Give me all the games of double players", in the tennis domain. Finally, users should be able to query by sample content e.g. an image. In this case, the system should perform an intelligent search of images and videos (e.g., by using semantic annotations) where, for example, the same event or type of activity takes place.
• Personalization and profiler. This task and component is in charge of tailoring services available from the system to the specificity of each user, see (Antoniou G. et al., 2004) . For example, generation and updating of user profiles, recommendation generation, inferring user preferences, and so on. For example users might want to share annotations within trusted user networks, thus having services of personal metadata management and contacts recommendation. Also, a particular form of personalization, which is media adaptation, may require knowledge-based technology and consistent delivery of the contents to a broad range user terminals (e.g., PDA, mobile phone, portable PC).
KEy aPPlIcatIon SEctorS and tyPIcal tEchnology ProblEmS healthcare and biotechnologies
The medical domain is a favourite target for Semantic Web applications just as the expert system was for artificial intelligence applications 20 years ago. The medical domain is very complex: medical knowledge is difficult to represent in a computer format, making the sharing of information even more difficult. Semantic Web solutions become very promising in this context. One of the main mechanisms of the Semantic Web -resource description using annotation principles -is of major importance in the medical informatics (or sometimes called bioinformatics) domain, especially as regards the sharing of these resources (e.g. medical knowledge on the Web or genomic database). Through the years, the IR area has been developed by medicine: medical thesauri are enormous (e.g., more than 1,600,000 terms in Unified Medical Language System, UMLS
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) and are principally used for bibliographic indexation. Nevertheless, the MeSh thesaurus (Medical Subject Heading) or UMLS have been used to provide data semantics with varying degrees of difficulty. Finally, the Web services technology allows us to imagine some solutions to the interoperability problem, which is substantial in medical informatics. Below, we will describe current research, results and expected perspectives in these biomedical informatics topics in the context of Semantic Web.
Biosciences Resources Sharing
In the functional genomics domain, it is necessary to have access to several databases and knowledge bases which are accessible separately on the Web but are heterogeneous in their structure as well as in their terminology. Among such resources, we can mention SWISSPROT 14 where the gene products are annotated by the Gene Ontology 15 , Gen-Bank 16 , etc. When comparing these resources it is easy to see that they propose the same information in different formats. The XML language, which acts as a common data structure for the different knowledge bases, provides at most a syntactic Document Type Definition (DTD) which does not resolve the semantic interoperability problem.
One of the solutions comes from the Semantic Web with a mediator approach (Wiederhold G., 1992) which allows for the accessing of different resources with an ontology used as the Interlingua pivot. For example and in another domain than that of genomics, the NEUROBASE project (Barillot C. et al., 2003) attempts to federate different neuroimagery information bases situated in different clinical or research areas. The proposal consists of defining an architecture that allows the access to and the sharing of experimental results or data treatment methodologies. It would be possible to search in the various data bases for similar results or for images with peculiarities or to perform data mining analysis between several databases. The mediator of NEUROBASE has been tested on decision support systems in epilepsy surgery.
Ontologies for Coding Systems
The main usage of ontologies in medical domain is as index of coding system: after using thesauri for indexing medical bibliography (PubMed with the Mesh 17 ), the goal is to index Electronic Health records with medical concept in order to enhance information retrieval or to allow epidemiological studies. For that purpose, several countries intend to use the SNOMED, an international classification of concepts organized in eight axes (Spackman et al., 2002) . Except the problem of languages, this classification exists in two versions: a classification of 160,000 concepts (SNOMED-I V3.5) and an ontology, which is the evolution of the preceding one, of 330,000 concepts, SNOMED CT. The use of ontologies of such a size is difficult. Some authors describe them as Reference Ontology which cannot be accessed without an interface ontology (Rosenbloom et al., 2006) . Notwithstanding, UK national health system (NHS) is integrating SNOMED CT and it will be interesting to examine the results of this industrial deployment 18 .
Web Services for Interoperability
The Web services technology can propose some solutions to the interoperability problematic. We describe now a new approach based on a "patient envelope" and we conclude with the implementation of this envelope based on the Web services technology.
The patient envelope is a proposition of the Electronic Data Interchange for Healthcare group ) with an active contribution from the ETIAM 20 society. The objective of the work is on filling the gap between "free" communication, using standard and generic Internet tools, and "totally structured" communication as promoted by CEN (in the Working Group IV "Technology for Interoperability" 21 ) or HL7 22 . After the worldwide analysis of existing standards, the proposal consists of an "intermediate" structure of information, related to one patient, and storing the minimum amount of data (i.e. exclusively useful data) to facilitate the interoperability between communicating peers. The "free" or the "structured" information is grouped into a folder and transmitted in a secure way over the existing communication networks (Cordonnier E. et al., 2003) . This proposal has reached widespread adoption with the distribution by Cegetel. rss of a new medical messaging service, called "Sentinelle", fully supporting the patient envelope protocol and adapted tools.
After this milestone, EDI-Santé is promoting further developments based on ebXML and SOAP (Simple Object Access Protocol) in specifying exchange (see items 1 and 2 below) and medical (see items 3 and 4 below) properties:
1. Separate what is mandatory to the transport and management of the message (e.g., patient identification from what constitutes the "job" part of the message. 2. Provide a "container" for the message, collecting the different elements, texts, pictures, videos, etc. 3. Consider the patient as the unique object of the transaction. Such an exchange cannot be anonymous. It concerns a sender and an addressee who are involved in the exchange and who are responsible. A patient can demand to know the content of the exchange in which (s)he is the object, which implies a data structure which is unique in the form of a triple {sender, addressee, patient}.
The conservation of the exchange semantics.
The information about a patient is multiple in the sense that it comes from multiple sources and has multiple forms and supporting data (e.g., database, free textual document, semistructured textual document, pictures). It can be fundamental to maintain the existing links between elements, to transmit them together, e.g., a scanner and the associated report, and to be able to prove it.
The interest of such an approach is that it prepares the evolution of the transmitted document from a free form document (from proprietary ones to normalized ones as XML) to elements respecting HL7v3 or EHRCOM data types. In France, the GIP-DMP 23 retains such an approach (in conjunction with the Clinical Document Architecture of HL7 24 ) for the implementation of the exchanges of the Dossier Médical Personnel (a future national electronic health record).
What is Next in the Healthcare Domain?
These different projects and applications highlight the main consequence of the Semantic Web being expected by the medical communities: the sharing and integration of heterogeneous information or knowledge. The answers to the different issues are the use of mediators, a knowledge-based system, and ontologies, which should be based in the mid term on normalized languages such as RDF, OWL but also in addition to come OWL-S, SAWSDL, WSML, SWRL, or RuleML. The work of the Semantic Web community must take into account these expectations, see for example the FP6 projects 25, 26, 27 . Finally, it is interesting to note that the Semantic Web is an integrated vision of the medical community's problems (thesauri, ontologies, indexation, and inference) and provides a real opportunity to synthesize and reactivate some research directions (Charlet J. et al., 2002) .
Knowledge management
Leveraging Knowledge Assets in Companies
Knowledge is one of the key success factors for enterprises, both today and in the future. Therefore, company knowledge management (KM) has been identified as a strategic tool. However, if for KM, information technology is one of the foundational elements, KM in turn, is also interdisciplinary by its nature. In particular, it includes human resource management as well as enterprise organization and culture 28 . KM is viewed as the management of the knowledge arising from business activities, aiming at leveraging both the use and the creation of that knowledge for two main objectives: capitalization of corporate knowledge and durable innovation fully aligned with the strategic objectives of the organization.
Conscious of this key factor of productivity in an ever faster changing ecosystem, the European KM Framework (CEN/ISSS 29 , KnowledgeBoard 30 ) has been designed to support a common European understanding of KM, to show the value of this emerging approach and to help organizations towards its successful implementation. The Framework is based on empirical research and practical experiences in this field from all over Europe and the rest of the world. The European KM Framework addresses all of the relevant elements of a KM solution and serves as a reference basis for all types of organizations, which aim to improve their performance by handling knowledge in a better way.
Benefits of Knowledge-Based KM
The knowledge backbone is made up of ontologies that define a shared conceptualization of an application domain and provide the basis for defining metadata that have precisely defined semantics, and are therefore machine-interpretable. Although the first KM approaches and solutions have shown the benefits of ontologies and related methods, a large number of open research issues still exist that have to be addressed in order to make Semantic Web technology a complete success for KM solutions:
• Industrial KM applications have to avoid any kind of overhead as far as possible. A seamless integration of knowledge creation (i.e., content and metadata specification) and knowledge access (i.e., querying or browsing) into the working environment is required. Strategies and methods are needed to support the creation of knowledge, as side effects of activities that are carried out anyway. These requirements mean emergent semantics that can be supported through ontology learning, which should reduce the current time consuming task of building-up and maintaining ontologies.
• Access to as well as presentation of knowledge has to be context-dependent. Since the context is setup by the current business task, and thus by the business process being handled, a tight integration of business process management and knowledge management is required. KM approaches can provide a promising starting point for smart push services that will proactively deliver relevant knowledge for carrying out the task at hand more effectively.
• Conceptualization has to be supplemented by personalization. On the one hand, taking into account the experience of the user and his/her personal needs is a prerequisite in order to avoid information overload, and on the other hand, to deliver knowledge at the right level of granularity and from the right perspective at the right time.
The development of knowledge portals serving the needs of companies or communities is still a manual process. Ontologies and related metadata provide a promising conceptual basis for generating parts of such knowledge portals. Obviously, among others, conceptual models of the domain, of the users and of the tasks are needed. The generation of knowledge portals has to be supplemented with the (semi-) automated evolution of portals. As business environments and strategies change rather rapidly, KM portals have to be kept up-to-date in this fast changing environment. Evolution of portals should also include some mechanisms to ' forget' outdated knowledge.
KM solutions will be based on a combination of intranet-based functionalities and mobile functionalities in the very near future. Semantic technologies are a promising approach to meet the needs of mobile environments, like location-aware personalization and adaptation of the presentation to the specific needs of mobile devices, i.e., the presentation of the required information at an appropriate level of granularity. In essence, employees should have access to the KM application anywhere and anytime.
Peer-to-peer computing (P2P), social networking (W2.0), combined with Semantic Web technology, will be a strong move towards getting rid of the more centralized KM approaches that are currently used in ontology-based solutions. W2.0 scenarios open up the way to derive consensual conceptualizations among employees within an enterprise in a bottom-up manner.
Virtual organizations are becoming more and more important in business scenarios, mainly due to decentralization and globalization. Obviously, semantic interoperability between different knowledge sources, as well as trust, is necessary in inter-organizational KM applications.
The integration of KM applications with elearning (e.g., skill management in companies) is an important field that enables a lot of synergy between these two areas. KM solutions and e-learning must be integrated from both an organizational and an IT point of view. Clearly, interoperability and integration of (metadata) standards are needed to realize such integration.
Knowledge management is obviously a very promising area for exploiting Semantic Web technology. Document-based portals KM solutions have already reached their limits, whereas semantic technology opens the way to meet KM requirements in the future.
Knowledge-Based KM Applications
In the context of geographical team dispersion, multilingualism and business unit autonomy, usually a company wants a solution allowing for the identification of strategic information, the secured distribution of this information and the creation of transverse working groups. Some applicative solutions allowed for the deployment of an Intranet intended for all the marketing departments of the company worldwide, allowing for a better division of and a greater accessibility to information, but also capitalisation on the total knowledge. There are four crucial points that aim at easing the work of the various marketing teams in a company: (1) Business intelligence, (2) Skill and team management 31 , (3) Process management 32 and (4) Rich document access and management 33 . Thus, a system connects the "strategic ontologies" of the company group (brands, competitors, geographical areas, etc.) with the users, via the automation of related processes (research, classification, distribution, knowledge representation). The result is a dynamic semantic system of navigation (research, classification) and collaborative features.
At the end from a functional point of view, a KM system organises skill and knowledge management within a company in order to improve interactivity, collaboration and information sharing. This constitutes a virtual workspace which facilitates work between employees that speak different languages, automates the creation of work groups, organises and capitalises structured and unstructured, explicit or tacit data of the company, and offers advanced features of capitalisation (Bonifacio M. et al., 2005) ( Brunschweig B. et al., 2005) (Nordheim D. et al., 2005) .
Eventually, the semantic backbone makes possible to cross a qualitative gap by providing cross-lingual data.
E-commerce and E-business
Electronic commerce is mainly based on the exchange of information between involved stakeholders using a telecommunication infrastructure. There are two main scenarios: business-to-customer (B2C) and business-to-business (B2B).
B2C applications enable service providers to promote their offers, and for customers to find offers which match their demands. By providing unified access to a large collection of frequently updated offers and customers, an electronic marketplace can match the demand and supply processes within a commercial mediation environment.
B2B applications have a long history of using electronic messaging to exchange information related to services previously agreed among two or more businesses. Early plain-text telex communication systems were followed by electronic data interchange (EDI) systems based on terse, highly codified, well structured, messages. A new generation of B2B systems is being developed under the ebXML (electronic business in XML) heading. These will use classification schemes to identify the context in which messages have been, or should be, exchanged. They will also introduce new techniques for the formal recording of business processes, and for the linking of business processes through the exchange of wellstructured business messages. ebXML will also develop techniques that will allow businesses to identify new suppliers through the use of registries that allow users to identify which services a supplier can offer. ebXML needs to include well managed multilingual ontologies that can be used to help users to match needs expressed in their own language with those expressed in the service providers language(s) see (Guarino N. 1999) (Zyl J. et al., 200) (Lehtola A. et al., 2003) (Benatallah B et al., 2005) .
Knowledge-Based E-Commerce and E-Business Value
At present, ontology and more generally knowledge-based systems appear as a central issue for the development of efficient and profitable e-commerce and e-business solutions. However, because of the actual situation i.e. the partial standardization of business models, processes, and knowledge architectures, it is currently difficult for companies to achieve the promised ROI from knowledge-based e-commerce and e-business.
Moreover, a technical barrier exists that is delaying the emergence of e-commerce, lying in the need for applications to meaningfully share information, taking into account the lack of reliability, security and eventually trust in the Internet. This fact may be explained by the variety of e-commerce and e-business systems employed by businesses and the various ways these systems are configured and used. As an important remark, such interoperability problems become particularly severe when a large number of trading partners attempt to agree and define the standards for interoperation, which is precisely a main condition for maximizing the ROI indicator.
Although it is useful to strive for the adoption of a single common domain-specific standard for content and transactions, such a task is often difficult to achieve, particularly in cross-industry initiatives, where companies co-operate and compete with one another. Some examples of the difficulties are:
• Commercial practices may vary widely, and consequently, cannot always be aligned for a variety of technical, practical, organizational and political reasons.
•
The complexity of a global description of the organizations themselves: their products and services (independently or in combination), and the interactions between them remain a formidable task. • It is not always possible to establish a priori rules (technical or procedural) governing participation in an electronic marketplace.
Adoption of a single common standard may limit business models which could be adopted by trading partners, and therefore, potentially reduce their ability to fully participate in e-commerce.
A knowledge-based approach has the potential to significantly accelerate the penetration of electronic commerce within vertical industry sectors, by enabling interoperability at the business level. This will enable services to adapt to the rapidly changing business ecosystem.
Knowledge-Based E-Commerce and E-Business Applications
The Semantic Web brings opportunities to industry to create new services 34 , extend markets, and even develop new businesses since it enables the inherent meaning of the data available in the Internet to be accessible to systems and devices able to interpret and reason at the knowledge level. This in turn leads to new revenue opportunities, since information becomes more readily accessible and usable. For example, a catering company whose Web site simply lists the menus available is less likely to achieve orders compared to one whose menus are associated with related metadata about the contents of the dishes, their origin (e.g., organic, non-genetically modified, made with local produce), links to alternative dishes for special diets, personalised ordering where a user profile can be established which automatically proposes certain menu combinations depending on the occasion (e.g., wedding banquet, business lunch). The latter case assumes that both provider-side knowledge generation and knowledge management tools are available, such that the asset owner can readily enhance their data with semantic meaning, and client-side tools are available to enable machine interpretation of the semantic descriptions related to the products being offered, such that the end user can benefit from the available and mined knowledge. Examples of some possible application areas were studied by the Agent Cities project 35 .
In the e-business area Semantic Web technology can improve standard business process management tools. One prototypical case is in the area of logistics. The application of knowledge technology on top of today's business management tools enables the automation of major tasks of business process management 36 see (Semantic Web Case Studies for eBusiness 2005).
In one of the Knowledge Web Industry-Research co-operations, a number of scenarios within the B2B integration scenario were identified, involving data mediation, discovery, and composition of services. All of these use cases have been evaluated according to a community-agreed methodology defined by the SWS challenge methodology with satisfying success levels defined by the methodology. This is an important step when proving the added value of the Semantic Web service technology applied to B2B integration domain. In addition, the standardization process has been partially finalized within the OASIS Semantic Execution Environment Technical Committee (OASIS SEE TC) and W3C Semantic Annotations for WSDL and XML Schema (W3C SAWSDL WG). However, the standardization process in both groups is still ongoing, but under business pressure has concluded respectively on SAWSDL in 2007 and SESA framework early 2008.
The Industry-Research co-operation has demonstrably solved a business case from the B2B domain. We have shown how the technology deals with requirements from B2B domain and how this technology reacts to changes in back-end systems which might occur over the system's lifetime.
The research is not yet ready for industry. It must be shown how the technology is layered on the existing infrastructure and how it interacts with existing systems. For this purpose some parts of the technology need to be standardized (such as grounding mechanisms built on SAWSDL or the architecture). In particular, the grounding mechanism built on SAWSDL provides a "common interface" between semantic descriptions and non-semantic descriptions (in our case WSDL). The standardization is still ongoing while at the same time, the alignment of service semantics with this grounding mechanism must be further finalised. While it has been demonstrated how this is possible to be done and what the added value of this approach is, the complexity of business standards still needs to be addressed.
In addition, a prototype is available 37 and has been provided to NoE-Knowledge Web industry partners see Figure 4 .
The following scenarios have been realised as part of the Semantic Web Services Challenge: Work will continue and the co-operation plans to address additional scenarios of the SWS challenge, namely scenarios when services can be filtered based on non-functional properties (QoS, financial, etc.) . In addition, a tutorial was given on SWS in the context of business process management at ICWS'07 conference, and the authors co-organize the workshop on service composition and SWS challenge held at the Web Intelligence
Figure 4. Semantic Web services integration in B2B
conference 38 (Vitvar T. et al., 2007a ) (Vitvar T. et al., 2007b) (Hasselwanter T. et al., 2007) .
multimedia and audiovisual Services
Practical realisation of the Semantic Web vision is actively being researched by a number of experts, some of them within European collaborative projects, and others within company specific initiatives. Earlier projects such as SEKT 39 and DIP, mainly focused on enhancing text based applications from a knowledge engineering perspective. Although significant benefits in unlocking access to valuable knowledge assets are realised via these projects, in various domains such as digital libraries, enterprise applications, and financial services, it was soon recognised that there was a challenging and potentially highly profitable area of research into the integration of multimedia and Semantic Web technologies for multimedia content based applications. Projects such as aceMedia, BOEMIE, and MESH are examples of initiatives aiming to advance the use of semantics and reasoning for improved multimedia applications such as automated annotation, content summarisation, and personalised content syndication.
The drive for application of semantic technologies in the multimedia and content domains comes from a proliferation of audiovisual devices and services which have led to an exponential growth in available content. Users express dissatisfaction at not being able to find what they want, and content owners are unable to make full use of their assets. Service providers seek means to differentiate their offerings by making them more targeted toward the individual needs of their customers. Semantic Web technology can address these issues. It has the potential to reduce complexity, enhance choice, and put the user at the center of the application or service, and with today's fast mobile data services and availability of wifi, such benefits can be enjoyed by consumers and professional users in all environments using all their personal devices, in the home, at work, in the car and on the go.
Semantic Web technologies can enhance multimedia based products to increase the value of multimedia assets such as content items which are themselves the articles for sale (songs, music videos, sports clips, news summaries, etc) or where they are used as supporting sales of other goods (e.g. promotional images, movie trailers etc). Value is added in search applications, such that returned items more closely match the user's context, interests, tasks, preference history etc, as well as in proactive push applications such as personalised content delivery and recommendation systems, and even personalised advertising. However, applications such as content personalisation, where a system matches available content to the user's stated and learned preferences, thereby enabling content offerings to be closely targeted to the user's wishes, rely on the availability of semantic metadata describing the content in order to make the match. Currently, metadata generation is mostly manual, which is costly and time consuming. Multimedia analysis techniques which go beyond the signal level approach to a semantic analysis have the potential to create automatic annotation of content, thereby opening up new applications which can unlock the commercial value of content archives (Stamou et al., 2006) .
Automated multimedia analysis tools are important enablers in making a wider range of information more accessible to intelligent search engines, real-time personalisation tools, and user-friendly content delivery systems. Such automated multimedia analysis tools, which add the semantic information to the content, are critical in realising the value of commercial assets e.g. sports, music and film clip services, where manual annotation of multimedia content would not be economically viable, and are also applicable to users' personal content (e.g. acquired from video camera or mobile phone) where the user does not have time, or a suitable user interface, to annotate all their content.
Multimedia ontologies are needed to structure and make accessible the knowledge inherent in the multimedia content, and reasoning tools are needed to assist with identification of relevant content in an automated fashion. Although textual analysis and reasoning tools have been well researched, and despite the projects funded by the European Commission in the 6th framework, fewer tools are available for semantic multimedia analysis, since the problem domain is very challenging. However, automated multimedia content analysis tools such as those being studied within aceMedia 40 are a first step in making a wider range of information more accessible to intelligent search engines, real-time personalisation tools, and userfriendly content delivery systems.
Furthermore, interoperability of multimedia tools is important in enabling a wide variety of applications and services on multiple platforms for diverse domains. The W3C Multimedia Semantics Incubator Group reported on interoperability issues 41 and it is clear that a common framework using Semantic Web languages tools is essential for full exploitation of the potential of multimedia assets. Interoperability is essential in achieving commercial success with semantic multimedia applications, since it enables multiple manufacturers, content providers and service providers to participate in the market. This in turn enables consumer confidence to be achieved, and a viable ecosystem to be developed.
Knowledge Enhanced Multimedia Services
In aceMedia the main technological objectives are to discover and exploit knowledge inherent in multimedia content in order to make content more relevant to the user; to automate annotation at all levels (see Figure 5) ; and to add functionality to ease content creation, transmission, search, access, consumption and re-use.
Users access multimedia content using a variety of devices, such as mobile phones and Figure 5 . Automated semantic annotation in aceMedia set-top-boxes, as well as via broadband cable or wireless to their PC. Through exploitation of Semantic Web tools, aceMedia has created a system which provides new and intuitive ways for users to enjoy multimedia content, such as intelligent search and retrieval, self-organising content, and self-adapting content. For example, using aceMedia's automatic metadata generation, a user can annotate content taken with her mobile phone, then seamlessly upload it to her PC where further automatic metadata generation takes place. aceMedia tools enables the content to be automatically organised into thematic categories, according to the user's preferences, and using extensions to DLNA/UPnP (networked digital home) standards, the content can be automatically pushed to other users (as specified by the content owner) according to chosen rules. For example, our user might automatically receive new pictures of herself on her mobile phone or PC which were acquired and annotated on the device of one of her friends or family.
The aceMedia use case highlighted a number of future direction, issues and new challenges with respect to semantic multimedia content analysis and manipulation within a Semantic Web framework. Apart from the requirements with respect to formal uncertainty representations and more effective reasoning and management tools support, two dimensions of significant importance include:
• Cross-media analysis, where additional requirements are posed due to the multimodality of knowledge considered, and their semantic modelling and integration, and • Non-standard approaches to reasoning, as purely deductive reasoning alone proves not sufficient
Other projects which can use the results of this co-operation: particularly K-Space 42 , X-Media 43 , BOEMIE 44 and MESH 45 constitute research consortiums working on the same topic. As, in the case of aceMedia, the main research directions focus on the exploitation of formal explicit knowledge and (possibly extended) inference services for the extraction of semantic descriptions from multimedia content. Additional aspects include among other scalability, logic programming and DL-based reasoning integration for non-standard inference support, and ontology evolution (Stoilos G. et al, 2005) (Petridis K. et al., 2006 ) (Dasiopoulou S. et al., 2007 .
Leveraging Social Network Knowledge for Movie Recommendations
Another interesting reported multimedia experiment is MediaCaddy (Garg S. et al., 2005) aiming at providing movie or music recommendations based on published online critics, user experience and social networks. Indeed, for the entertainment industry, traditional approaches to delivering meta-content about movies, music, TV shows, etc. were through reviews and articles that were done and published in traditional media such as newspapers, magazines and TV shows. With the introduction of the Internet, non-traditional forms of delivering entertainment started surfacing. The third quarter of 2003 in the U.S was the best ever for broadband penetration bringing such services as content on-demand and mobile multimedia. As of today more than 5000 movies and 2,500,000 songs are available on line. In the next couple of years this figure is expected to grow in leaps and bounds. With such a phenomenal rise in content over IP, a new need for secondary metacontent related to the movies/music emerged. Initially this was through movie reviews or music reviews published on Web portals such as Yahoo, MSN and online magazine portals as well as entertainment sales sites such as Netflix.com and Amazon. com.
Most consumers today get information about media content primarily from reviews/articles in entertainment/news magazines, their social network of friends (one user recommends a song or movie to a friend), acquaintances and advertisements. In most of the cases, one or all of the above influence user's opinion about any content (s)he chooses to consume. In addition, a new breed of customizable meta-content portal has emerged, which specifically targets the entertainment industry. Examples of such portals include Rotten Tomatoes 46 and IMDB
47
. However, these services today are typically accessed via Web portals thereby limiting the interactions and access to the information for a user in a non-PC environment.
MediaCaddy is a recommendation and aggregation service built around a self-learning engine, which analyzes a click stream generated by user's interaction and actions with meta-content displayed through a UI. This meta-content (Music /Movies/ TV reviews/ article/ synopsis/ production notes) is accessed from multiple Internet sources and structured as an ontology using a semantic inferencing platform. Figure 6 illustrates the conceptual model of MediaCaddy This provides multiple benefits, both allowing for a uniform mechanism for aggregating disparate sources of content, and on the other hand, also allowing for complex queries to be executed in a timely and accurate manner. The platform allows this information to be accessed via Web Services APIs, making integration simpler with multiple devices and UI formats. Another feature that sets MediaCaddy apart is its ability to achieve a high level of personalization by analyzing content consumption behaviour in the user's personal Movie/Music Domain and his or her social net- 
Prominent applications
Finally we list some excellent illustrations of the applications of Semantic Web technology, as selected from a worldwide competition 48 which offers participants the opportunity to show the best of the art.
• • Enterprise Web 2.0 can be the catalyst for a more collaborative business environment 55 . The BBC World Service had done a lot of work to try to create a more collaborative work environment. As it turned out, the BBC's internal forums, which only cost the company about 200 pounds, got the company to be more collaborative than the more formal initiatives did.
Then, it is also witnessed that adding a few semantics to current Web applications -meaning "not harnessing the full picture at once but step by step" -gives a significant push in applications: richer metadata, data harvesting and visualization, Web-based social network, digital asset management, scientific portals, tools for developers, and so gradually closing the semantic gap.
What has been learned from aI?
• In summary, the Semantic Web is "an interoperability technology", "a architecture for interconnected communities and vocabularies" and "a set of interoperable standards for knowledge exchange"
63
. Firstly, layman users facing the unmanageable growth of data and information, and secondly companies facing the huge amounts and volatility of data, applications and services, all require urgently automated means that master this growing complexity. In such de-facto context, no individual is able to identify knowledge patterns in their heads, no company (and employees!) is able to always shorter its products and service lifecycle and self adapt rapidly enough to survive.
The performance of semantic technologies clearly shows efficiency gain, effectiveness gain and strategic edge. Those facts are based on a survey 64 of about 200 business entities engaged in semantic technology R&D for development of products and services to deliver solutions and also recently witnesses at the ESTC 2007 industry oriented major event. From an academic and technological viewpoint, most things that have been predicted have happened -the semantic chasm is closing. Some things happened faster than anticipated like -triple store scaling, cooperation tools, enhanced SOA middleware, meta-data tagging tools, semantically-aware development environments and last but not the least, the unpredicted huge rise of Web 2.0 user-oriented technology 65 -and others still need to be realized: ontologies are there (but very little interlinking and the need is huge especially in the healthcare domain), public information sources and public re-usable ontologies (as RDF, OWL, etc.) 
