Abstract
Introduction
Hardware multithreading is poised to begin appearing in commodity processors just as concerns about the energy and power dissipation of modern CPUs are becoming more critical. In this paper, we demonstrate that (1) multithreading is an inherently energy efficient architecture and (2) a simultaneous multithreaded architecture allows power/performance design tradeoffs that are not available or reasonable in a single-threaded machine.
Processor power and energy consumption are of concern in two different operating environments. The first is that of a mobile computer, where battery life is still very limited. While the overall energy consumption of a microprocessor is being reduced because of voltage scaling, dynamic clock frequency reduction, and low power circuit design, optimizations can be applied at the architecture level as well.
The other environment where power consumption is important is that of high performance processors. These pro-2501 N.W. 229th Ave Hillsboro, OR 97 124 cessors are used in environments where energy supply is not typically a limitation. For high performance computing, clock frequencies continue to increase, causing the power dissipated to reach the thresholds of current packaging technology. When the maximum power dissipation becomes a critical design constraint, that architecture which maximizes the performance/power ratio thereby maximizes performance.
Multithreading [15, 14, I] is a processor architecture technique which has been shown to provide significant performance advantage over conventional architectures which can only follow a single stream of execution. Simultaneous multithreading (SMT) [ 15, 141 can provide up to twice the throughput of a dynamic superscalar single-threaded processor. Announced architectures that will feature multithreading include the Compaq Alpha EV8 [ 5 ] and the Sun MAJC Java processor [12] , joining the existing Tera MTA supercomputer architecture [ 11. In this paper, we show that a multithreading processor is attractive in the context of low-power or power-constrained devices for many of the same reasons that enable its high throughput. First, it supplies extra parallelism via multiple threads, allowing the processor to rely much less heavily on speculation; thus, it wastes fewer resources on speculative, never-committed instructions. Second, it provides both higher and more even parallelism over time when running multiple threads, wasting less power on underutilized execution resources. A multithreading architecture also allows different design decisions than are available in a singlethreaded processor, such as the ability to impact power through the thread selection mechanism. This paper is organized as follows. Section 2 discusses related studies. Section 3 describes the simulator and power model used in this study. Section 4 describes the methodology used. Section 5 presents the baseline power consumption of a multithreaded processor. Section 6 presents power optimizations specifically targeted to a multithreaded processor. Section 7 concludes.
Related Work
This section describes other architecture-level power models, as well as related studies on power and energy conservation, speculation control and multithreading.
Recent architecture level models include [2] and [16]. Chen, et al. discuss an architecture level power model in [4] that was verified against a commercial RISC processor and DSP engine. They discuss the performance of the power model when running simple synthetic benchmarks.
Cai, et al. [3] describe a power model that is most similar to the model utilized in our research. The power model described in that paper is added to Simplescalar. The power model we use is combined with the SMTSIM simulator [ 131 and is scaled to model a multithreaded processor. For our power control results we looked at power consumption over a fixed interval period and we also use the power model for average power consumption analysis.
Pipeline gating [ 11 ] uses branch confidence prediction [9, 71 to control speculation in a convention singlethreaded pipeline, stopping fetch beyond low-confidence branches. We apply somewhat related techniques to both single-thread and multithreaded execution. Unlike that paper, we have a power model to evaluate its effectiveness, and exploit some more interesting opportunities presented by multithreading. Horowitz et al. [6] perform a study on general microprocessors and the power consumed by various implementation features of the processors. That paper examines the power effects of pipelining and superscalar issue, but does not consider the effects of multithreading.
Simultaneous multithreading has been shown to be an effective architecture to increase processor throughput both in multiprogrammed [ 15, 141 and parallel execution [lo] . Previous work has demonstrated SMT's reduced dependence on speculation to achieve parallelism [ 14, 81.
Modelling Power
This section describes the power model used to produce the energy and power results in the rest of the paper. This power model is integrated into a detailed cycle-by-cycle instruction-level architectural simulator, allowing the model to accurately model both useful and non-useful (incorrectly speculated) use of all processor resources.
The power model utilized for this study is an area-based model, similar in that respect to [3] . In this power model, the microprocessor is divided into several high-level units, and the corresponding activity of each unit is used in the computation of the overall power consumption. The following processor units are modeled: L1 instruction cache, L1 data cache, L2 unified cache, fetch unit, integer and floating point instruction queues, branch predictor, instruction TLB, data TLB, load-store queue, integer and floating-point functional units, register file, register renamer, completion queue, and return stack.
The total processor energy consumption is the summation of the unit energies where each unit energy is equal to:
energyper unit = unit activity factor(s)* unit area * energy density An activity factor is a defined statistic measuring how many architectural events a program or workload generates for a particular unit. For a given unit, there may be multiple activity factors each representing a different action that can occur within the unit. Activity factors represent high level actions and therefore are independent of the data values causing a particular unit to become active. We can compute the overall power consumption of the processor on a cycle-by-cycle basis by summing the energy usage of all units in the processor.
The entire power model consists of 44 activity factors. Each of these activity factors is a measurement of the activity of a particular unit or function of the processor (e.g. number of instruction queue writes, L2 cache reads). The model does not assume that a given factor or combination of factors exercises a microprocessor unit in its entirety, but instead is modeled as exercising a fraction of the area depending on the particular activity factor or combination of activity factors. The weight of how much of the unit is exercised by a particular activity is an estimate based on knowledge of the unit's functionality and assumed implementation.
Each unit is also assigned a relative area value which is an estimate of the unit's size given its parameters. In addition to the overall area of the unit, each unit is modeled as consisting of a particular ratio of 4 different circuit types: dynamic logic, static logic, memory, and clock circuitry. Each circuit type is given an energy density. These energy density factors are similar to the ones described in [3] . The ratio of circuit types for a given logic unit are estimates based on engineering experience and consultation with processor designers.
The advantage of an area-based design is its adaptability.
It can model an aggregate of several existing processors, as long as average area breakdowns can be derived for each of the units. And it can be adapted for future processors for which no circuit implementations exist, as long as an estimate of the area expansion can be made. In both cases, we rely on the somewhat coarse assumption that the general circuit makeup of these units remains fairly constant across designs. This assumption should be relatively valid for the types of high-level architectural comparisons made in this paper, but might not be for more low-level design options. Our power model is an architecture-level power model, and is not intended to produce precise estimates of absolute whole-processor power consumption. For example, it does not include dynamic leakage factors, I/O power (e.g., pin drivers), etc. However, the power model is useful for obtaining relative power numbers for comparison against results obtained from the same power model. The numbers that are obtained from the power model are independent of clock frequency (again, because we focus on relative values).
The relative area estimates for the various processor components are based on actual scale die photographs of several PowerPC, MIPS, and Intel processors. In order to approximate the area overhead of a multithreaded processor as compared to a single-threaded superscalar microprocessor, the areas of the components which are critical to multithreading have been scaled by 10%. The area estimate for the larger physical register file required by multithreading has been scaled up by 40%. Other components (e.g., functional units, caches, etc.) are also scaled appropriately to account for our baseline machine model, which is larger than the existing processors studied.
Because our power model is integrated into the cycle-bycycle architecture simulator rather than calculated from the final results of the simulator, it can be used for the identification of power spikes or temporary hot spots. For this paper we focus mostly on average results over the entire simulation run; however, it does allows us to model fine-grain power feedback mechanisms. We use several metrics to understand the tradeoffs of various designs. From a performance perspective, we look at (committed) instructions per cycle (IPC). As for power metrics, we look at two different ones. In order to gauge operating efficiency, we are concerned about the energy used per unit of work. In particular, we measure the average energy used for each useful (committed) instruction that goes through the processor. Since an application can be expected to commit a constant number of instructions, this is equivalent (as a metric) to the energy used per program. For a high performance processor, we also want to know the power consumed by the processor when running a particular application -the numbers we present are for average power, but we discuss peak power when relevant.
When simulating multithreaded execution over short periods, it is critical to maintain a constant contribution from each thread. That is, a technique that favors a high-IPC or low-power thread systematically would show improvement over the simulation run simply due to an artificially increased contribution from the favored thread. This is not an improvement that would be seen in a real system (which would eventually have to run the non-favored thread). For this reason we run a constant number of instructions for each benchmark for each run. Therefore, each multi- threaded simulation run finishes threads at different times, eventually finishing the simulation with only a single thread running. The total number of instructions executed for each benchmark is given in Table 1 . The benchmarks all come from the SPEC 95 integer suite, and all the inputs come from the reference set. We run only single-thread versions of the benchmarks. Multithreading is achieved by running a different program in each hardware context. The baseline processor simulated is an 8-issue simultaneous multithreading superscalar processor configured as specified in Table 2 .
Execution is simulated on the SMTSIM simulator [ 131 which runs unaltered Alpha executables. The simulator already contains full support for accurate emulation of wrongpath execution following a mispredicted branch prediction. The architectural simulator is enhanced to support the various power optimizations in this paper. Integrated into the SMTSIM simulator is the cycle-by-cycle power simulator, as detailed in Section 3.
In general, we have not accounted for inherent hardware differences between a single-threaded processor and a multithreaded processor in these results. Although our power model easily handles some of the differences (e.g., the larger register file), it would certainly not handle all (e.g., increased control logic distributed throughout the processor). Therefore, we adhere to a single model aimed at the multithreaded implementation. The results shown, therefore, more accurately compare the two execution modes rather than the hardware architectures. 
Power Consumption of a Multithreaded Architecture
This section establishes the power and energy characteristics of multithreaded execution. It examines performance (IPC), energy efficiency (energy per useful instruction executed, E/UI), and power (the average power utilized during each simulation run) for both single-thread and multithread execution.
All results (including IPC) are normalized to a baseline (in each case, the lowest single-thread value). This is done for two reasons -first, the power model is not intended to be an indicator of absolute power or energy, so this allows us to focus on the relative values; second, it allows us to view the diverse metrics on a single graph. Later results are normalized to other baseline values.
The single-thread results (Figure 1) show diversity in almost all metrics. Performance and power appear to be positively correlated; the more of the processor used, the more power used. However, performance and energy per useful instruction are somewhat negatively correlated; the fewer unused resources and the fewer wastefully used resources, the more efficient the processor.
Also included in the graph (the Ideal E/UI bar) is the energy efficiency of each application with perfect branch prediction. This gives an indication of the energy lost to incorrect speculation (when compared with the E/UI result). Gcc and go suffer most from low branch prediction accuracy. Gcc, for example, only commits 39% of fetched instructions and 56% of executed instructions. In cases such as gcc and go, the energy effects of mispredicted branches is quite large (35% -40%). Figure 2 shows that multithreaded execution has significantly improved energy efficiency over conventional processor execution. Multithreading attacks the two primary sources of wasted energylpower -unutilized resources, and most importantly, wasted resources due to incorrect speculation. Multithreaded processors rely far less on speculation to achieve high throughput than conventional pro-
With multithreading, then, we achieve as much as a 90% increase in performance (the 4-thread result), while actually decreasing the energy dissipation per useful instruction of a given workload. This is achieved via a relatively modest increase in power. The increase in power occurs because of the overall increase in utilization and throughput of the processor -that is, because the processor completes the same work in a shorter period of time. Figure 3 shows the effect of the reduced misspeculation on the individual components of the power model. The greatest reductions come in the front of the pipeline (e.g. fetch), which is always the slowest to recover from a branch misprediction. The reduction in energy is achieved despite an increase in L2 cache utilization and power. Multithreading, particularly a multiprogrammed workload, reduces the locality of accesses to the cache, resulting in more cache misses; however, this has a bigger impact on L2 power than L1. The L1 caches see more cache fills, while the L2 sees more accesses per instruction. The increase in LI cache fills is also mitigated by the same overall efficiency gains, as it sees fewer speculative accesses.
The power advantage of simultaneous multithreading can provide a significant gain in both the mobile and high performance domains. The E/UI values demonstrate that a multithreaded processor operates more efficiently, which is desirable in a mobile computing environment. For a highperformance processor, the constraint is more likely to be average power or peak power. SMT can make better use of a given average power budget, but it really shines in being able to take greater advantage of a peak power constraint.
That is, an SMT processor will achieve sustained performance that is much closer to the peak performance (power) the processor was designed for than a single threaded processor. This is explored more closely in Section 6.2.
Power Optimizations
In this section, we examine power optimizations that will either reduce the overall energy usage of a multithreading processor or will reduce the power consumption of the processor. We examine the following possible power optimizations, each proving practical in some way by multithreading: reduced execution bandwidth, dynamic power consumption controls, and thread fetch optimizations.
Reduced execution bandwidth exploits the higher execution efficiency of multithreading to achieve higher performance while maintain moderate power consumption. Dynamic power consumption controls allow a highperformance processor to gracefully degrade activity when power consumption thresholds are exceeded. The thread fetch optimization looks to achieve better processor resource utilization via thread selection algorithms.
Reduced Execution Bandwidth
Prior studies have shown that an SMT processor has the potential to achieve double the instruction throughput of a single-threaded processor with similar execution resources [14] . This implies that a given performance goal can be met with a less aggressive architecture, possibly consuming less power. Therefore, a multi-threaded processor with a smaller execution bandwidth may achieve comparable performance to a more aggressive single-threaded pro- cessor while consuming less power. In this section, for example, we compare the power consumption and energy efficiency of an 8-issue single-threaded processor with a 4-issue multithreaded processor.
We altered the simulation model to account for the power and architectural differences between the two architectures. The estimated sizes of the fetch unit and the register renamer were reduced by 50%. The estimated size of the issue queues were reduced by 25%. Although a complete scan of the issue queues is required, the maximum number of instructions that are released from the queues per cycle is cut in half. We also reduced the area of the retirement unit by 50% since half as many instructions are retired per cycle in the reduced bandwidth processor.
These results are shown in Figure 4 . The 4-issue machine provides comparable and even greater performance than the 8-issue because of the performance enhancement provided by multithreading. When multithreading is enabled, the overall efficiency of the processor improves significantly, as can be seen by the reduction in energy per useful instruction. The power consumption also drops. We can see a slight increase in the power consumption when the multithreading level increases from 2 to 4 threads.
This shows that with a less aggressive machine, we can meet both higher performance and lower energy standards. In addition, we also do it with lower average power and much lower peak power (not shown, but the peak power will be dominated by the maximum IPC, which is halved).
In a mobile environment, in particular, this can represent a clear win.
While probably less desirable for high-performance applications, this optimization does effectively target particularly power-intensive areas of the processor. The instruction queues and fetch unit are very active areas of the proces-sor, and may very well represent hot spots that exceed local power dissipation constraints.
Controlling Power Consumption via Feedback
The previous section showed that we can meet a given performance goal while reducing energy, a desirable achievement for a mobile operating environment. This section strives to reduce the peak power dissipation while still maximizing performance, a goal that is likely to face future high-performance architects. In this section, the processor is given feedback regarding power dissipation in order to limit its activity.
Such a feedback mechanism does indeed provide reduced average power, but the real attraction of this technique is the ability to reduce peak power to an arbitrary level. A feedback mechanism that guaranteed that the actual power consumption did not exceed a threshold could make peak and achieved power consumption arbitrarily close. Thus, a processor could still be 8-issue (because that width is useful some fraction of the time), but might still be designed knowing that the peak power corresponded to 5 IPC sustained, as long as there is some mechanism in the processor that can guarantee sustained power does not exceed that level.
This section models a mechanism, applied to an SMT processor, which utilizes the power consumption of the processor as the feedback input. For this optimization, we would like to set an average power consumption target and have the processor stay within a reasonable tolerance of the target while achieving higher performance than the single threaded processor could achieve. Our target power, in this case, is exactly the average power of all the benchmarks running on the single-threaded processor. This is a somewhat arbitrary threshold, but makes it easier to interpret the results. The feedback is an estimated value for the current power the processor is utilizing. An implementation of this mechanism could use either on-die sensors or a 'power' value which is computed from some performance counters. The advantage of using performance counters is that the lag time for the value is much less than those obtained from a physical temperature sensor. For the experiments listed here, the power value used is the number obtained from the simulator power model. We used a power sampling interval of 5 cycles (this is basically the delay for when the feedback information can be used by the processor).
We show results for a variety of power control policies that are potentially beneficial on a multithreaded processor. In each of the techniques we define thresholds whereby if the power consumption exceeds a given threshold, fetching or branch prediction activity will be modified to curb power consumption. The threshold values are fixed throughout a given simulation. In all cases, fetching is halted for all The 2th w/fb and 4th w/fb are 2 and 4 thread techniques which utilize 2 threshold values: one which is 10% below (first threshold) and another which is 10% above (second threshold) the average of the average power of the benchmarks running on a single threaded processor. Once the power consumption exceeds the lower threshold, the branch predictor is turned off (instructions are not fetched past unresolved branches) and the processor continues executing without speculation. If the power consumption continues to exceed the first threshold and also exceeds the second threshold, the fetch unit is stopped and does not resume fetching (still without branch prediction) until the power consumption drops below the second threshold. Once the power consumption drops below the first threshold, the branch predictor is turned back on.
The 2thnobpl involves simulations with 2 threads running where the branch prediction is stopped (for 1 of the threads) when power consumption reaches 90% of desired power. The 4thnofl demonstrates the effect of halting fetching for 2 threads out of 4 when power consumption reaches 90% of the desired power value.
The 2th-1-I technique halts branch prediction for individual threads at various thresholds. When the processor power consumption reaches the first threshold (90% of the desired power value), branch prediction for the lower IPC thread is stopped. Next, branch prediction is stopped for both threads when power consumption equals 100% of the desired power value. Finally, fetching stops for both threads at 1 10% of the desired power value.
The 2th-1 n o f is a 2 thread mechanism where fetching halts for one of the threads when power reaches 90% of the desired power value. The 4th-lnofis similar but applies to 4 thread simulations. In these experiments, a thread at a time stops fetching when power consumption reaches 80%, 90%, and 100% of the desired value. Figure 5 show the performance and average power results of 1 thread running with full branch prediction (the reference case) and the results of the different power control mechanisms. The numbers represent the average over all the benchmarks for a given configuration. The results of the 2th w/@ mechanism is a performance improvement of 11% over the 1 thread result with branch prediction turned on all the time. The power results of these two experiments is approximately the same, with the processor with the feedback mechanism actually utilizing less power. The 4th w/@ results show a 15% improvement in performance with only a 3% increase in average power when compared against the standard 1 thread result. The other mechanisms show promise as well in limiting the power consumption. These results show that even a very tight power threshold feedback mechanism allows an SMT processor to provide higher performance.
Power feedback control is a technique which enables the designer to lower the peak power constraints on the processor. This technique is particularly effective in a multithreading environment for two reasons. First, even with the drastic step of eliminating speculation, even for fetch, an SMT processor can still make much better progress than a singlethreaded processor. Second, we have more dimensions on which to scale back execution -the results were best when we took advantage of the opportunity to scale back threads incrementally.
Thread Selection
This optimization examines the effect of thread selection algorithms on power and performance. The ability to select from among multiple threads provides the opportunity to optimize for power consumption and operating efficiency when making thread fetch decisions.
The optimization we model involves two threads that are selected each cycle to attempt to fetch instructions from the I-cache. The heuristic used to select which threads fetch can have a large impact on performance [ 141. This mechanism can also impact power if we use it to bias against the most speculative threads.
This heuristic does not, in fact, favor low-power threads over high-power threads, because that only delays the running of the high-power threads. Rather, it favors less speculative threads over more speculative threads. This works because the threads that get stalled become less speculative over time (as branches are resolved in the processor), and quickly become good candidates for fetch.
We modify the ICOUNT thread selection scheme, pipeline gating [ 1 11 applied to a multithreaded processor; however, we use it to change the fetch decision, not to stop fetching altogether. The low-confscheme biases heavily against threads with more unresolved low-confidence branches, while all brunches biases against the threads with more branches overall in the processor (regardless of confidence). Both use ICOUNT as the secondary metric. all brunches is thus a hybrid of the ICOUNT and BRANCH fetching schemes in [ 141.
The confidence scheme used is a one-level dynamic confidence predictor as described in [9] . We used an xor indexing method into a 1K x 16 CIR history table. For the reduction function, saturating counters were used, with a threshold of 3. Figure 6 shows that this mechanism has the potential to improve both raw performance and energy efficiency at the same time, particularly with the confidence predictor. For the 4 thread simulations, performance increased by 6.3% and 4.9% for the low-conf and all brunches schemes, respectively. The efficiency gains should be enough to outweigh the additional power required for the confidence counters (not modeled), assuming the architecture did not already need them for other purposes. If not, the technique without the confidence counters was equally effective at improving power efficiency, lagging only slightly in performance.
This figure shows an improvement even with two threads, because when two threads are chosen for fetch in a cycle, one is still chosen to have higher priority and possibly consume more of the available fetch bandwidth [ 141.
This section has shown that a multithreading processor offers several interesting design optimizations, depending on where in the power-constrained design space the processor is targeted.
Conclusions
Microprocessor power dissipation is becoming increasingly critical, due to various pressures. Low-power embedded and mobile devices are increasing rapidly. Every generation of processor puts far greater demands on power and cooling than the previous. We are approaching a technological window when power may become a bottleneck before transistor count, even for high-performance processors. In that scenario the processor architecture that optimizes the performance/power ratio thereby optimizes performance.
In this paper we demonstrate that simultaneous multithreading is an attractive architecture when energy and power are constrained. It, in particular, can use significantly less power per instruction (and thus, per program) when multiple threads are in execution. It does so by providing more even parallelism, fewer underutilized resources, and significantly fewer wasted (due to incorrect speculation) resources.
Multithreading also provides other design options, as well. A given performance goal can be met while decreasing energy through the use of a reduced width multithreaded processor. Through the use of a feedback mechanism, actual power consumption can be arbitrarily close to the designed peak power, and do so over a much wider performance range than could a single-thread processor. Various thread selection mechanisms provide the means to even further reduce the amount of power wasted on misspeculated execution.
