In [R. Grone, C.R. Johnson, E. Sa, H. Wolkowicz, Positive definite completions of partial Hermitian matrices, Linear Algebra Appl. 58 (1984) 109-124] the positive definite (semi-) completion problem in which the underlying graph is chordal was solved. For the positive definite case, the process was constructive and the completion was obtained by completing the partial matrix an entry at a time. For the positive semidefinite case, they obtained completions of a particular sequence of partial positive definite matrices with the same underlying graph and noted that there is a convergent subsequence of these completions that converges to the desired completion. Here, in the chordal case, we provide a constructive solution, based entirely on matrix/graph theoretic methods, to the positive (semi-)definite completion problem. Our solution associates a specific tree (called the "clique tree" [C.R. Johnson, M. Lundquist, Matrices with chordal inverse zeropatterns, Linear and Multilinear Algebra 36 (1993) 1-17]) with the (chordal) graph of the given partial positive (semi-)definite matrix. This tree structure allows us to complete the matrix a "block at a time" as opposed to an "entry at a time" (as in Grone et al. (1984) for the positive definite case). In Grone et al. (1984) , using complex analytic techniques, the completion for the positive definite case was shown to be the unique determinant maximizing completion and was shown to be the unique completion that has zeros in its inverse in the positions corresponding to the unspecified entries of the partial matrix. Here, we show the same using only matrix/graph theoretic tools.
Introduction
A partial matrix is an array with some entries specified and the other, unspecified, entries free to be chosen from an arbitrary set S. A completion of a partial matrix is the conventional matrix resulting from a particular choice of values for the unspecified entries. A matrix completion problem then asks for which partial matrices do there exist completions of a certain desired type. A partial matrix A with complex entries is said to be partial Hermitian if a ij is specified if and only if a ji is, and in this case a ij = a ji . A partial Hermitian matrix A each of whose specified principal submatrices is positive (semi-)definite is said to be partial positive (semi-)definite. The positive (semi-)definite completion problem is then to determine which partial positive (semi-)definite matrices have a positive (semi-)definite completion.
The positive (semi-)definite completion problem has been well studied and much is known (see, for example, [1] [2] [3] [4] [5] [6] 9, 11, [13] [14] [15] [16] [17] ). In [9] the question of which partial Hermitian matrices admit a completion to a positive (semi-)definite matrix was addressed. There it was shown that if the diagonal entries of the partial positive (semi-)definite matrix A are specified and the undirected graph G of the specified entries of A is chordal, then a positive (semi-)definite completion of A necessarily exists. Moreover, in the case where A is partial positive definite, it was shown via analytic techniques that, in the class of all positive definite completions of A, there is a unique matrix whose determinant is maximal and whose inverse has zeros in the positions corresponding to the unspecified entries of A. For the positive definite case, their completion algorithm was based on a "chordal" ordering of the edges missing from G. For any chordal graph, the missing edges can be ordered so that their sequential addition yields a sequence of chordal graphs. The addition of each such edge completes exactly one new maximal clique so that, each time, the resulting graph remains chordal (and the corresponding partial matrix remains partial positive definite). In the positive semidefinite case , for the partial matrix A, they obtain positive definite completions for the sequence of partial positive definite matrices A + 1 k I , k = 1, 2, 3, . . ., and note that some convergent subsequence of these completions must converge to a positive semidefinite completion of A.
The main purpose of this paper is: for the chordal case of the positive (semi-)definite completion problem, using only matrix/graph theoretic methods, determine a solution and show, in the positive definite case, that this solution is the unique determinant maximizer. As in [9] , we assume that the diagonal entries of the partial matrix are specified. In our approach we associate a specific (clique) tree associated with the (chordal) graph of the given partial positive semidefinite matrix (see [2, 14] ). In this constructive clique tree approach we complete the matrix a "block at a time" as opposed to the "entry at a time" method given in [9] for the positive definite case. This iterative process yields a positive (semi-)definite completion of the original partial matrix. As in [9] , in the positive definite case, this solution is shown to be the unique determinant maximizer. This approach does not seem to have been addressed in the literature (although the simplest case of a partial positive definite matrix whose graph consists of two intersecting maximal cliques (see Corollary 3.4) is almost certainly known). Aside from the aspect of computational efficiency, the clique tree method is of independent interest since it is applicable to a variety of completion problems in which the underlying graph is chordal.
Matrix/graph theoretic background
We follow [8] for terminology and results needed from graph theory. An undirected graph (or, simply, a graph for our purposes) is a pair G = (V , E) in which V , the vertex set, is finite (for our purposes, V = N = {1, . . . , n}) and the edge set E is a symmetric binary relation on V . For brevity, we denote the edge {u, v} by uv. A loop is an edge uu. A vertex u is adjacent to a vertex v if uv ∈ E. If W ⊆ V , the subgraph induced by W is the graph G W = (W, E W ) in which E W = {xy ∈ E : x, y ∈ W }. A complete graph is a loopless graph with the property that every pair of distinct vertices is adjacent; we let K n denote the complete graph on n vertices. A subset S ⊆ V is a clique if the subgraph induced by S is complete. A path {v 1 , . . . , v k } is a sequence of vertices such that v j v j +1 ∈ E for j = 1, . . . , k − 1. A (vertex) separator of two vertices i, j of a given graph is an induced subgraph whose removal leaves i and j , but no path joining them; an i, j separator is called minimal if it does not properly contain an i, j separator. A set S of vertices is a minimal vertex separator for G if S separates two vertices i and j and no proper subset of S separates i and j . A cycle of length k > 2 is a path {v 1 , . . . , v k , v 1 } in which v 1 , . . . , v k are distinct. A graph G is chordal if every cycle of length 4 possesses a chord, i.e., an edge joining two nonadjacent vertices of the cycle. A connected graph with no cycles is a tree. A rooted tree is simply a tree with some vertex designated as the "starting place" or root. We use the triple (V , E, ρ) to denote a rooted tree T with vertex set V , edge set E, and root ρ. In a tree any two vertices are connected by a unique path. For a vertex x, the height of x, denoted h(x), is the length of the path from ρ to x and, if vertex y is adjacent to x, we say y is an immediate descendant of x if h(y) = h(x) + 1 and an immediate predecessor of x if h(y) = h(x) − 1. The height of a rooted tree T is the length of the longest path from the root ρ. If a tree T is a subgraph of a connected graph G and if T contains every vertex of G, then we say T is a spanning tree for G.
If C denotes the collection of maximal cliques of a graph G = (V , E), then the clique graph of G is the graph G in which the vertex set is C and in which two vertices (cliques of G) are adjacent if and only if their intersection is nonempty. If G is connected, so is G. Suppose G is a connected graph and T is any spanning tree for G. Then, T has the intersection property if for every α, β ∈ C, we have α ∩ β ⊆ γ whenever γ lies on the (unique) path in T joining α to β. In [2] it was shown that a connected graph G is chordal if and only if there exists a spanning tree for the clique graph of G that has the intersection property. Such a spanning tree is called a clique tree for G. If G is chordal and i and j are nonadjacent vertices, then an i, j clique path is a path in any clique tree associated with G that joins a clique containing vertex i to a clique containing vertex j [14] .
Given an n-by-n partial Hermitian matrix A, we associate an undirected graph G = (N, E) in which N = {1, . . . , n}. Since all the diagonal entries are assumed to be specified, we ignore loops at the vertices. So E = {ij : a ij is specified if i / = j }. Further, given a subset W ⊂ V , A(W ) is the principal submatrix corresponding to the subgraph induced by W .
If A is an n-by-n matrix and α, β ⊆ N , then A[α, β] will denote the submatrix A lying in the rows indexed by α and columns indexed by β; for brevity, the principal submatrix A[α, α] will be denoted by A [α] . We let α − β denote the relative complement of α with respect to β. The n-by-n matrix A with graph G is called G-regular [14] if A[α] is invertible whenever α ⊆ N is either a maximal clique of G or a minimal vertex separator of G.
Let H n (C) denote the set of n-by-n Hermitian matrices. For H ∈ H n (C) the inertia of H , denoted by I n(H ) is defined to be the triple (i 
Main results
We shall make use of the following theorem due to Haynsworth [10] .
Theorem 3.1 (Inertia Theorem). Let the Hermitian matrix H have the partioned form
H = A B B * C (1)
in which A is nonsingular. Then I n(H ) = I n(A) + I n(H /A) in which H/A denotes the Schur complement of A in H.
We first show how to make a block completion of a partial positive semidefinite matrix whose graph consists of two intersecting maximal cliques. 
and
Proof. Without loss of generality, we may assume that the partial positive semidefinite matrix H has the partitioned form
G are positive semidefinite and X and X * consist of (the only) unspecified entries of H . If E = 0, then so are D and F and thus, X = 0 will complete H . Otherwise, there is a unitary matrix U and a positive diagonal matrix such that UEU * = 0 0 0 = in which the zero diagonal block may be vacuous. Let the unitary matrix
Thus, H has a positive semidefinite completion if and only if
G are positive semidefinite and, hence, so are
that H / is positive semidefinite. It then follows from the Inertia Theorem thatĤ is positive semidefinite. Lastly, we see that
since (U EU * ) + = UE + U * for any unitary matrix U . This completes the proof of the theorem.
We will need the following theorem [7, 12] .
Theorem 3.3 (Fischer's Inequality). Let the n-by-n Hermitian positive definite matrix H have the partitioned form
with equality if and only if X = 0.
We note that the positive definite completion stated in the following corollary and later in Theorem 3.6, although for the first time stated in block form, is implicit in the results of [14] . 
Moreover, in the class of all positive definite completions of the partial positive definite matrix H, this completion is the unique completion which has zeros in those positions of its inverse which correspond to the positions of unspecified entries of H and it is also the unique completion which maximizes the determinant.
Proof. Without loss of generality, suppose that the partial positive definite matrix H is partitioned as c has zeros in the positions corresponding to X and X * . That H c is the only completion with this property follows easily from the regularity of the principal submatrices of
and the Schur complement form of the inverse. This fact was also noted in [14, Theorem 4.3] . For any positive definite completion H of H , H /E is also positive definite. Thus, by Schur's Theorem [12] and Fischer's inequality,
det H = (det E)(det H /E) (det E)(det A/E)(det B/E) and det H < det H c if X /
= DE −1 F . Therefore, H c is the unique determinant maximizer of H , since its determinant equals the right-hand side of the previous inequality. This completes the proof.
Before we establish our main result, we will need the following graph-theoretic lemma.
Lemma 3.5. Let G be a chordal graph on n vertices, n 4, G = (C, E) be the clique graph of G. Let T be a clique tree for G (i.e., a spanning tree for G that has the intersection property) and select some vertex ρ to be the root of T. Further, let α /
= ρ be a vertex in T, let α 1 , α 2 , . . . , α k be the immediate descendants of α in T, and let β be a vertex distinct from α, α 1 
Proof. (i) is simply the intersection property.
To prove (ii), observe that, for i = 0, the result is trivial. So assume that i < j where 1 i k − 1. Then,
The latter equality is due to the fact that α m ∩ α j ⊆ α, α j which implies that α m ∩ α j ⊆ α ∩ α j . Lastly, observe that (iii) is trivial if i = 0. So assume that 1 i k and note that α m ∩ β ⊆ α, m = 1, . . . , k, by the intersection property. Then,
The last equality follows since
The following theorem is the main result of [9] ; the proof given there for the second part relied on analytic techniques while this proof is purely matrix/graph theoretic. Our proof of the first part of the theorem is constructive, completing the matrix a block at a time for each case as opposed to their method of completing the partial positive definite matrix an entry at a time (and resorting to a limiting process in the semidefinite case). Specifically, after selecting a clique tree T for the chordal graph G and designating a root ρ for T, we complete the partial positive (semi-)definite matrix in stages via Theorem 3.2. At each stage we sequentially apply Theorem 3.2 and complete each submatrix whose graph consists of a clique (of height one less than the maximal height) together with its descendants. The resulting matrix remains partial positive (semi-)definite and its graph has a clique tree closely related to and of height (with respect to ρ) one less than that of the clique tree of the previous stage. Hence, this process eventually results in a positive (semi-)definite completion.
Theorem 3.6. If the graph of the partial positive semidefinite (positive definite) matrix H is chordal, then H is completable to a positive semidefinite (positive definite) matrix. In the positive definite case, there is a unique matrix in the (nonempty) class of all positive definite completions of H that has maximum determinant and whose inverse has zeros in the positions corresponding to the unspecified entries of H.
Proof. We will prove the first part of the theorem for the positive semidefinite case (the proof of the positive definite case is identical). So let H be a partial positive semidefinite matrix whose graph G is chordal. Since direct sums of positive semidefinite matrices are positive semidefinite, we may assume that G is connected. Let G be the clique graph of G, let T be a clique tree for G, and designate some vertex ρ of T to be the root of T. The tree T then has some height h with respect to the root ρ and we define
is the set of vertices (maximal cliques) of G and E h is the set of edges of G, and T h = (C h , E h , ρ) ≡ T in which E h is the set of edges of T. Note that E h ⊆ E h . Now assume that α is a vertex of height h − 1 in T h with vertices α 1 , . . . , α n(α) as its direct descendants (and hence all of height h). 
Claim 1. T h−1 is a clique tree for G h−1 .
Proof of Claim 1. It is sufficient to show that T h−1 has the intersection property. Let β 1 , . . . , β t denote the "new" vertices. (Here, it is assumed that each vertex α i of height h − 1 and its direct descendants (if there were any) was replaced by β i , i = 1, . . . , t.) Let γ be a vertex lying on the unique path in T h−1 joining the vertices α and β of C h−1 . If γ = α or γ = β, then obviously α ∩ β ⊆ γ . So we may assume that γ is not equal to α nor equal to β. Further, if α and β are both in C h (that is, neither had direct descendants of height h in C h ), then α ∩ β ⊆ γ inherently. So there are two cases to consider:
(1) α, β / ∈ C h and (2) α / ∈ C h , but β ∈ C h . If (i) holds, then α = β i and β = β j for some i, j ∈ {1, . . . , t}. Since γ lies on the path joining β i and β j in T h−1 , γ must lie on the path joining α i and α j in T h . So α i ∩ α j ⊆ γ since the inheritance property holds for T h . Moreover, if α i1 , . . . , α ik and α j 1 , . . . , α jl denote the direct descendants of α i and α j , respectively, then it follows from De Morgan's laws that
The latter equality follows from the fact that the intersection property implies that for all s ∈ {1, . . . , k} and t ∈ {1, . . . , l},
If (ii) holds, then α = β i for some i ∈ {1, . . . , t}. Proceeding in a fashion similar to the argument for part (i), we deduce that α i ∩ β ⊆ γ and, if α i1 , . . . , α ik denote the direct descendants of α i ,
so that, as before, α ∩ β ⊆ γ . In either case, we see that the intersection property holds for T h−1 , completing the proof of the claim.
We can repeat this argument on the new clique graph G h−1 with its clique tree T h−1 being the one derived from T h . After a finite number of iterations (equal to the height of the original clique tree T), this process will terminate with the clique G 0 = K n ; the corresponding completion H 0 will be a positive semidefinite completion of H . This completes the proof of the first part of the theorem.
We now consider the second part of the theorem in which H is a partial positive definite matrix whose graph is chordal and H c = (h ij ) is the completion obtained in the first part of the proof. 
