Nonparametric estimators of autocovariance functions for non-stationary time series are developed. The estimators are based on straightforward nonparametric mean function estimation ideas and allow use of any linear smoother (e.g. smoothing spline, local polynomial). We study the properties of the estimators and illustrate their usefulness through application to some meteorological and seismic time series.
Introduction
Many time series exhibit non-stationarity in mean, variance and in autocorrelation. An example of this is the series of daily maximum temperatures in Melbourne, Australia over the ten year period 1981{1990. Figure 1 shows each day's maximum plotted against the previous day's maximum temperature. The data have been split into six subsets based on the month of observation. These plots show the changing autocorrelation of the time series over the year with lowest autocorrelation in summer.
Of course, the month divisions used in Figure 1 are arti cial boundaries. We shall assume the autocovariance and autocorrelation functions vary smoothly with time (or with some other exogenous variable). In this paper we consider the problem of estimating autocorrelation where the autocorrelation is not constant over the time series. The results derived are extensions of ideas in Ruppert et al. (1995) who estimate the variance function using linear smoothers assuming the data are uncorrelated. We derive estimates of autocovariance using linear smoothers and hence obtain estimates of autocorrelation.
The closest comparable work known to us is that of Dahlhaus and Giraitis (1995) who propose a kernel smoother of autocovariance when the mean is zero. Our estimators are more general allowing any linear smoother (e.g. local polynomial, smoothing spline) and a varying mean function. Our estimates of local autocorrelation may also be used to estimate a locally stationary ARMA model as discussed in Dahlhaus (1993) .
In Section 2 we formulate a general class of nonparametric autocovariance function estimators, derive their bias and obtain a bias-adjusted estimator. Section 3 investigates the de niteness properties of the local covariance matrices obtained from the autocovariance functions. The theoretical properties of the simplest autocovariance function estimator are described in Section 4 and bandwidth selection is brie y discussed in Section 5. Section 6 contains some illustrations of the methodology. We call m the mean function and j = cov(" 1 ; " 1?j ); : : :; cov(" n ; " n?j )] T the autocovariance function at lag j. Many correlated errors regression data sets, including those on which our examples are based, are such that the X i s are deterministic and equally-spaced. However, since our results hold for general, possibly random, X i s we will work at this level of generality. Let Also, B 0 = I, the identity matrix. A further piece of matrix notation that we make considerable use of is A B for the element-wise, or Hadamard, product of two equally-sized matrices A and B. Finally, we let diagonal(A) denote the column vector containing the diagonal entries of a square matrix A. where S 2 is another smoother matrix.
For the special case of stationary data where cov(" i ; " j ) = (i ? j) and S 2 equal to the smoother matrix that has all elements equal to n ?1 we obtain
This is the usual estimator of autocovariance for a stationary series (e.g. Brockwell and Davis, 1991) .
Bias adjustments
In ordinary least squares regression it is usual to adjust the least squares estimate of the error variance to make it unbiased. This involves changing the divisor of the residual sum of squares from n to n?k, where k is the number of parameters being estimated. In this section we show that analogous adjustments can be made to^ j .
Suppose that the bias of the initial smooth S 1 can be ignored. Then the conditional expectation of this estimator can be shown to be (see Theorem 1), E(^ j jX) = S 2 diagonalfB j (I ? which is the unbiased (ignoring the bias in S 1 Y ) estimator of the conditional variance function derived by Ruppert et al. (1995) . Thus, e j could be used as a bias adjusted alternative to^ j .
Local polynomial smoothers
The class of linear smoothers that we use in the examples are those commonly referred to as local polynomial smoothers (see e.g. Wand and Jones, 1995) . The (i; j) entry of the pth degree local polynomial smoother matrix, S p;h , is
where e i is the column vector with 1 in the ith position and zeroes elsewhere, X p (x) = 2 6 6 6 6 6 4 1 X 1 ? and W h (x) = diag
Typically K is a smooth bell-shaped function such as the standard normal density, called the kernel, and h = h(x) is a scaling parameter, usually referred to as the bandwidth at the point x.
3. Definiteness Properties
It should be noted that neither^ j nor e j lead to estimated covariance matrices that are guaranteed to be positive de nite.
When the covariances are constant in time, they are usually estimated by (1) with S 2 equal to the n n matrix with all entries equal to n ?1 . This guarantees that the estimated autocovariance matrix ? = 2 6 6 6 6 6 6 6 6 4^ is non-negative de nite (e.g. Brockwell and Davis, 1991) . The non-negative deniteness property of? is sometimes desirable in time series analysis as it ensures that estimates of the spectral density are non-negative and that Yule{Walker estimates of autoregressive processes are causal. Therefore, unbiased estimators of autocorrelation are not often used (see Jenkins and Watts, 1968) .
In the non-stationary setting, we have an analogous Toeplitz matrix for each time t, with rst row 0;t ; 1;t ; : : : ; n?1;t ] for t = 1; : : :; n where j;t is the tth element of j . Replacing j;t by the tth element of one of the estimators^ j or e j leads to a matrix,? t , which is not guaranteed to be non-negative de nite. This is easily demonstrated in the case of the simplest estimator (1) showing that? t will not be always be positive de nite. Therefore, it is apparent that positive de niteness needs to be sacri ced for simple linear smooth-based estimates of autocovariance functions.
Statistical Properties
We will now present expressions for the conditional bias and covariance of^ j . For simplicity and ease of interpretation the covariance results will be restricted to the situation where the errors are normally distributed. In the Appendix, which contains the derivation of the main result in this section, it is explained how one may remove this restriction | but at the expense of some rather complicated algebraic expressions. One can use Theorem 1 to gain a better understanding of the properties of j by comparing them with those of j = S 2 f" (B j ")g:
Notice that j is the estimate of j based on the true, but unobservable, errors rather than the residuals from S 1 . It is easy to see that E( j ? j jX) = (S 2 ? I) j and, using Lemma 1 of the Appendix, cov( j jX) = S 2 covf" (B j ")gS as n ! 1, where convergence of a matrix to a limit is taken to be element-wise. Provided = o(n), these conditions hold for most common smoothers including the local polynomial smoothers described in Section 2. Then it follows from Theorem 1 that E(^ j ? j jX) = E( j ? j jX) + o P fE( j ? j jX)g and cov(^ j jX) = cov( j jX) + o P fcov( j jX)g for large n. Thus, asymptotically,^ j performs as well as it would if the errors were observable. The initial smooth S 1 has only a second-order asymptotic e ect on^ j . This phenomenon has been observed in variance function estimation by Hall and Carroll (1989) and Ruppert et al. (1995) .
One could also combine Theorem 1 with well-known results for the asymptotic mean and variance of a local polyomial mean estimator (e.g. Wand and Jones, 1995) to obtain similar expressions for^ j . For example, if S 1 and S 2 both correspond to local linear smoothers and K integrates to 1 then, under su cient smoothness assumptions, we obtain where f is the density function of the X i s (f is constant for equally-spaced X i s) and the function j satis es j (X i ) = var(" i " i?j jX).
Bandwidth Selection
One could use Theorem 1 of the previous section to develop rules for choosing h 1 and h 2 jointly. However, as remarked in Ruppert et al (1995) , a simpler strategy, that still leads to asymptotic optimality when p 1 = p 2 , is to choose h 1 using a bandwidth selector that is optimal for estimation of m. Then apply the same rule to choose the bandwidth h 2 for smoothing the r (B j r) vector. However, the di erence between the setting considered here and that considered by Ruppert et al (1995) , is that the errors are correlated | so bandwidths selectors that take correlations into account would need to be used to achieve asymptotic optimality. Proposals for bandwidth selection in the presence of correlated errors that could be extended to local polynomials include those of Altman (1990) , Chu and Marron (1991) , Hart (1991 Hart ( , 1994 and Herrmann, Gasser and Kneip (1992) .
Examples 6.1 Melbourne maximum daily temperatures
We now return to the maximum daily temperature data described in Section 1. Figure 2 shows each day's maximum temperature plotted against the day of the year; the temperatures for the three occurrences of 29 February have been removed to simplify the plots and computations. The changing mean is shown as a solid line. The X variable here is de ned as the day of observation, i.e., the numbers from 1 to 365, repeated 10 times over the period in which the data were observed.
Figure 2 also shows the changing variance and autocorrelation over time for these data. The linear smoother used was a local linear regression (e.g. Wand and Jones, 1995) with kernel K(u) = (3=4) 1 ? fmin(juj; 365 ? juj)g 2 ] + ; which takes the seasonality into account. The initial smooth (S 1 ) to compute the mean used a bandwidth of 30 days and the smooth (S 2 ) to compute the variance used a bandwidth of 30 days. The smooths (S 2 ) to compute the autocovariance used a bandwidth of 50 days. All bandwidths were subjectively chosen and the estimates were computed using (1).
Clearly the serial correlation is higher in winter than in summer. The varying autocorrelation re ects the varying di culty in meteorological forecasting through the year. When the temperature and other meteorological time series have higher serial correlation, they are more predictable.
6.2 Kobe earthquake Figure 3 shows results from a seismograph recorded after the Kobe earthquake in Japan. The seismograph was recorded at Tasmania University, Hobart, Australia on 16 January 1995 beginning at 20:56:51 (GMT) and continuing for 51 minutes at 1 second intervals. The data were obtained from the Data Management Centre, Washington University. The particular attribute shown is the vertical acceleration in nm/s 2 . The X variable used is simply the number of seconds since the start of observations on this seismograph. The rst earthquake waves occurred between 500 and 1000 seconds from the start of the record but are almost impossible to see in the time plot because of the high level of background noise. However, the autocorrelation estimates pick up the seismological waves earlier. Interestingly, the autocorrelations do not return to their former levels after the main shockwaves but become more negative.
The mean function m was taken to be constant and estimated as the mean of the data. The variance function was estimated using a local linear regression with kernel K(u) = (3=4)(1 ? u 2 ) + and bandwidth 150 seconds. The autocovariance estimates were calculated similarly but with bandwidths of 300 seconds. Again, all bandwidths were chosen subjectively and the estimates were computed using (1). These estimates could be used to produce a locally stationary model of the seismograph for simulation purposes or to identify the earthquake activity earlier than is evident from the time plot.
from which the result for the conditional bias follows immediately.
The result for cov(^ j jX) follows directly from: One can see from the above proof how the normality assumption can be re- However, it is not easy to express this term in matrix notation so we will satisfy ourselves with the result for normal Y .
