AQSim is a system intended to enable scientists to query and analyze a large volume of scientific simulation data. The system uses the state of the art in approximate query processing techniques to build a novel framework for progressive data analysis. These techniques are used to define a multi-resolution index, where each node contains multiple models of the data. The benefits of these models are two-fold: 1) they are compact representations, reconstructing only the information relevant to the analysis, and 2) the variety of models capture different aspects of the data which may be of interest to the user but are not readily apparent in their raw form. To be able to deal with the data interactively, AQSim allows the scientist to make an informed tradeoff between query response accuracy and time. In this paper, we present the framework of AQSim with a focus on its architectural design. We also show the results from an initial proof-of-concept prototype developed at LLNL. The presented framework is generic enough to handle more than just simulation data.
poses a major challenge as the data set size increases, particularly in providing reasonable query processing time.
There has been significant research in approximate queries, which use data proxies generated with data reduction techniques such as those surveyed in [2] to provide approximate answers to queries. Similar to these efforts, AQsim uses models as data proxies, providing a compressed view of the data. Furthermore, as in [8] and [10] , AQSim creates a multi-resolution index tree in a manner similar to the multi-resolution aggregate (MRA) tree presented by Lazaridis and Mehrotra in [20] .
The primary distinction of AQSim from existing efforts is its multi-model approach. Because different models are best suited for answering different queries (e.g., a statistics model handles queries requesting the average well, while a spline model easily identifies local minima), this multi-model approach allows us to efficiently handle a wide range of queries. This focus on handling a variety of queries is a necessary contrast to most existing approximate query research which assume only aggregate queries will be asked.
Aimed at handling a broad range of query types, we have designed an architecture that will allow us to explore the various research areas involved in developing such a flexible, scalable system for scientific data management. A simple version of this architecture has been implemented in the first of what is to be a series of prototypes that will incrementally extend the set of available queries, improve the accuracy of the models, and address scalability issues. These prototypes provide a framework for evaluating new data models, indexing techniques, and mappings between queries and models.
The main contribution of this paper is a description of a system architecture designed to answer queries on large simulation mesh data through approximate query processing, specifically a description of a framework accommodating (1) the creation of multiple models to address a variety of queries, (2) the construction of a multi-resolution index tree to store model data, and (3) the use of the index and models to answer queries.
In the next section we present a simplified model of mesh data. Related work is discussed in Section 3.
The framework and prototype are described in Section 4, and our current results are presented in Section 5.
Finally, conclusion and future work follow in Section 6. Figure 1 shows an example of Silo [12] mesh data generated by simulation of a can being crushed against a wall, taken midway through a sequence of 44 steps. The data is defined in a three dimensional Euclidean space of variables x, y, and z, and is stored in a sequence of time steps. In this paper, we treat time as a spatial variable. The can's geometrical structure is lying on a cylindrical coordinate system, and its topological structure is a hexahedral grid. There are ten field variables defined on the mesh, all except one of which are node-centered (i.e., defined at a vertex). The other is zone-centered, which corresponds to the center of a volume in 3-dimensional space (or a face in 2-dimensional space) defined by connecting pairs of vertices in a specified order.
Simulation Mesh Data
Defining a comprehensive mathematical model of mesh data is more complicated than it appears at first glance because of the variety of mesh types and the ability to combine multiple meshes in the same data set.
For example, we may have a regular rectangular mesh, a regular tetrahedral mesh, and an irregular mesh representing different areas of the same data set. For purposes of this paper, we use a simplified view of meshes in which they are described by three abstract data types: a feature set, a mesh topology graph, and a vertex coordinate set. Each data type has an associated query type such as field, topological, and geometrical.
[3] Because we anticipate that most queries will be field queries, we further simplify the model by considering only feature sets and ignoring the other data types. Thus, for this paper, a mesh can be viewed as a feature set defined by an ordered set of tuples:
where e denotes a mesh element, and f i , i = 1, 2, · · · , m, denotes the associated field variables. A mesh element can be a vertex, edge, face, volume, or hyper-volume (i.e., 4-dimensional volume).
Related Work
Data proxies used for approximate queries are in the form of cached statistical summary data [6, 7, 10] or statistically or mathematically compressed models [5, 8] . Cached summary data has been used for statistical databases over a decade [6, 4] and recently for OLAP databases [10, 7] . For example, in [6] , statistical summaries computed previously are saved in a table and reused to answer subsequent summary queries, within an acceptable error, without accessing the base data. Bell Lab's AQUA [10, 9] project is a representative example of using cached summary data in the OLAP domain. With sampling and histogram techniques, AQUA precomputes statistical summaries of the contents of data cubes, and uses the summaries to provide approximate answers to primarily aggregate queries [7] . The works by Shatkay and Zdonik [5] and Chakrabarti et al. [8] are examples of using mathematically compressed models. Using Haar wavelet transformation technique, Shatkay and Zdonik showed approximate queries on time series data, and Chakrabarti et al. on OLAP data. AQUA [9] and the work by Chakrabarti [8] , in particular, provide answers at different levels of accuracy depending on the error constraint given by the user, namely support "multi-resolution" queries.
To rewriting them to use those synopses. When the query set is known in advance, a provably near-optimal set of multidimensional histograms can be selected to precompute an optimal set of aggregates over various data cubes defined by subsets of dimensions. These samples and histogram are maintained incrementally as the base data is updated.
Although similar to AQUA conceptually, AQSim is distinguished in several aspects. First, the data does not map to a non-trivial relational format well because of its high dimensionality, complex attributes, and one-to-one relationships, as exemplified by [13, 14, 15] . Thus, we do not have the key-foreign key relationships that enable the easy creation of join synopsis. This significantly hampers our ability to benefit from aggregate joins. In addition, because we expect queries to occur over almost all of the field and spatial variables, creating indices to retrieve each of these variables would be prohibitively expensive. Finally, the use of sampling in our models is discouraged because the information of most interest to our users is the outliers, which are often lost in sampling.
To use multidimensional wavelets as a model of OLAP data, Chakrabarti, et al. [8] convert relational tables to multivariate histograms and apply the wavelet decomposition to the resulting multidimensional matrix. In addition, they describe how relational operators, such as select, project, join, and aggregation, can be processed using the wavelet coefficients without requiring the values be reconstructed. Their experimental results show the superiority of wavelets to sampling or histogram, for their data sets. Unfortunately, because of the continuity of mesh field variables, as well as the high variance in the field range, this technique would require binning [16] to be useful in our domain. However, binning has another set of problems that make it inappropriate at this time. For instance, determining the bin size requires repeated accesses to the data, which is infeasible for such a large volume as in our domain.
In [20] , Lazaridis and Mehrotra present a generic multi-resolution tree structure and the associated index search and update algorithms. The tree, called a Multi-Resolution Aggregate (MRA) tree, is used as an index for storing, retrieving, and modifying the aggregates of data partition represented by an index node.
Assuming the spatial uniformity of data, the algorithms access the index nodes to progressively calculate approximate answers to aggregate queries within user-provided time and error constraints. They consider the typical SQL aggregates, i.e., count, sum, min, max, and avg. Conceptually, our multi-resolution index can be regarded as an instance of the MRA tree resulting from a four-dimensional spatial partitioning. However, the nodes in our multi-resolution index contain the model data (e.g., wavelet coefficients) produced with statistical and mathematical modeling techniques as well as the aggregate information, allowing them to answer more complex queries. In addition, our index tree, used for retrieval only, does not impose the intricate update overhead of aggregates in index nodes as the MRA tree does, thus accommodating the use of more sophisticated aggregates.
Prototype Architecture
In this section we present the architecture of the current AQSim prototype. The final system will be developed as a series of prototypes.
Design objectives
The AQSim design is founded upon two aspects of its approach to approximate query answering: multiresolution and multi-model. The fundamental assumption of approximate infrastructures is that not all queries need precise answers. For example, when scientists are performing initial data exploration, getting a fast answer is more important than the answer being completely accurate. To that end, we utilize a multiresolution index tree that allows the user to make a tradeoff between response time and accuracy. This index is created by partitioning the mesh data into multiple levels of granularity and building models of each partition.
Queries are then answered using only this index and the associated models. Less accurate responses access only the top of the tree, while the most detailed answers require the nodes found at the leaves of the tree.
An objective of AQSim is the support for multiple models to handle diverse data types and query types in one system. This requires an extensible architecture to incorporate additional modeling techniques. Adding a new modeling technique to this infrastructure involves adding an object that both models the data and regenerates it. This new class inherits, from an abstract class, and implements the modeling and querying operations appropriately. Figure 2 shows the proposed architecture of AQSim, with modules shown in rectangular boxes, and files in round boxes.
Preprocessing
AQSim, like most traditional approximate query infrastructures, has two phases: preprocessing and query resolution. The preprocessing phase creates the summary or model data, and the query processing phase uses these models to answer queries. The reason for separating these phases is that the modeling is computationally very expensive and should be done only once if queries are to proceed quickly and interactively. Preprocessing also allows for the collection of metadata that describes, for example, which partitions are amenable to which modeling technique. There are a number of approaches we have considered when designing the preprocessor, including whether to use top-down or bottom-up partitioning, whether to use fixed or adaptive modeling complexity (e.g., the number of coefficients), and when to terminate the partitioning. These options are briefly discussed in the remainder of this section.
The bottom-up approach starts with small partitions and combines them in a well-defined way. This approach can be very efficient for those models (e.g., statistics, wavelets) that allow combining the coefficients from the smaller partitions to obtain the coefficients for the larger partitions, without generating them from scratch for every partition. This efficiency is expected to offset additional partitions that are generated and discarded because their combined partition is still modeled more accurately than required by a user.
However, because this incremental generation of model coefficients is not possible for many models, and the implementation of a bottom-up partitioning algorithm is complicated, we are not pursuing a bottom-up approach at this time.
The top-down approach currently used in AQSim is a 4-way octree-like partitioning. It repeatedly partitions the data until the model error for a partition falls below a user-specified threshold. For a partition with an error above the threshold, we can either (1) divide it into subpartitions and model each subpartition using the same modeling complexity or (2) increase the modeling complexity until the model meets the error requirement or reaches a maximum complexity. The fixed complexity approach has been chosen over the adaptive approach because of its simplicity. In the top-down approach, the nodes at or near the root of the index tree may have modeling errors too large to ever be retrieved as the result of index search, and thus may be regarded as wasted storage space. However, because there are relatively few of these nodes (due to the large branching factor of the tree), we do not expect this to be significant problem for most data sets.
We have a choice of how to define the partition error over multiple models, which is used to decide whether to partition further or not. For example, we could use the (a) minimum, (b) average, or (c) maximum of the model errors. Figure 3 compares the nodes generated using these three cases in a simple example. For option (a), the partitioning stops when at least one model meets the error requirement; for (c), all models;
and for (b), about half. Consequently, the tree height, construction time, and storage space are minimized for option (a) and maximized for option (c). Conversely, in the case of (a), only one or at best a small number of nodes can be used to reconstruct the data within the error limits, whereas, in the case of (c), any model can be used, thus allowing for the choice of the best model for a given query type. Option (c) is a compromise between the two, and is what we use.
Given our adoption of top-down partitioning with fixed model complexity and termination based on the average modeling error, the preprocessing phase shown in Figure 2 works as follows. It starts by converting a mesh file from a simulation-specific format to a consistent representation. Then, the Index Constructor reads the data and passes it to the Mesh Partitioner to create a multi-resolution index tree and associated models. The resulting tree is written to an index file and a set of model files. Mesh partitioning is done top down using a four-dimensional bisection that equally divides the x, y, z, and time variables in the current data set. Each non-null (sub)partition is represented by a node in the tree, which contains multiple models of the data in that partition and links to its children. In addition to the current index tree, traditional database indexing can be applied to one or more field variables in the data set. This would allow us to quickly identify the nodes matching the query on the field values. The critical question is which indices should be generated given a set of field variables since they should be only for frequently executed queries. Since we do not have insight into common queries, we are delaying the implementation of this feature until we have an active set of users.
We currently use a statistics model as our only model. This model provides the minimum, maximum, mean, and standard deviation of each variable. In addition to the model parameters (i.e., coefficients) for a specific partition, each model also contains an error that reflects the accuracy with which it represents the original data. We use the mean squared error as the modeling error. We are currently implementing our second model, a univariate wavelet transformation [17, 18] . While wavelets have been used to compress mesh data for large-scale visualization problems [19] , we are using them in a different way. Because the wavelet coefficients have a unique mathematical interpretation, we can use them to answer certain queries directly. For example, Haar coefficients represent the distance between two points of a given resolution, so by examining them we can answer queries requesting areas with high rates of changes relatively quickly. As this example shows, by querying the models for information implicitly contained in their representation, we are able to extend the set of allowable queries with minimal computational overhead beyond the preprocessing phase.
Query resolution
Queries are initiated through an Oracle Server 1 which directly passes the query statements -specified in a string similar to an SQL "where" clause -to the AQSim Query Engine Data Cartridge through its objectrelational interface. We currently support range queries across all variables (e.g., given ranges for a subset of the defined variables, return regions where these restrictions hold). The query statement is parsed by the Query Engine to identify the referenced variables, values, and functions.
The Metadata module, which is currently not implemented, will store information used by both the Index Constructor, when registering a new index, and the Query Engine, when selecting the index and model appropriate to a specific query. It will describe which query types a model handles well and the parameters for estimating query response time. Because our current prototype uses only one index and model per data set, this selection step is omitted.
Once the appropriate model is identified, the Index Searcher uses the index to identify a set of candidate nodes that meet the error requirements and may satisfy the search condition. An index node may satisfy the condition if the ranges of all referenced variables overlap their ranges in the partition associated with the node. For each node, the Data Value Reconstructor (DVR) inside the Index Searcher uses the selected model to regenerate the results. The data returned by the DVR is evaluated by the Predicate Processor to eliminate those outside the ranges in the query condition. This is performed as a separate step because the filtering may require evaluating complex, user-defined functions that we do not want applied to all nodes encountered by the Index Searcher. Figure 4 illustrates the generation and filtration of data points. The gray boxes in Figure 4a denote the partitions associated with the index nodes found by the Index Searcher; the dots in Figure 4b denote the data points generated by the DVR; and the dots in Figure 4c denote the data points that satisfy the query condition, returned by the Predicate Processor.
The desired result is a collection of points that can be visualized. To accomplish this, the Predicate Processor output is sent to the FV2Mesh module, which creates a mesh file. It currently produces a Silo point mesh, which looks like a constellation when visualized. The next prototype is expected to generate zone meshes by using the bounding box information contained in the nodes to define the topology.
Current Results
We have tested the current prototype with the crushing can data set shown in Figure 5 . The figure shows the EQPS ("equivalent plastic strain") field of the crushing can mesh data at time steps 10, 20, and 30. Figure 6 shows the same data set represented as a point mesh, for which each node in the original mesh is represented as a single point. This mesh was obtained by executing a query that encompassed the entire data set and constrained the error to zero. Figure 7 shows the results of a query predicate condition "EQPS > 0.578788 and EQPS < 1.44697" at full resolution (i.e., allowed error = 0). Figure 8 shows the same output at a reduced resolution that uses only 65% of the nodes of the full resolution case. The data points are sparser in both time and space for the coarser resolution query.
Although the resulting images are visually not as appealing as the original data image, primarily due to the use of points instead of zones, even the highly compressed representation provides enough visual information to convey significant information about the underlying data. We are planning to improve the resulting visualization by using each partition's four-dimensional bounding box to define a zone and visualize these zones instead of points. Nonetheless, our preliminary results demonstrate the viability of our approach.
Conclusion and Future Work
In this paper, we gave an overview of the design and status of the AQSim approximate query infrastructure.
This system is aimed at enabling users to ask ad-hoc queries over large-scale simulation mesh data. Our design uses models to provide a compressed view of the data, and queries these models as opposed to the data itself. The system uses multiple models to handle a wide range of data and query types. To allow users to trade query response time for accuracy, we use a multi-resolution index to reference the models. The current prototype is a framework in which we intend to explore various research areas in an effort to develop a system that executes approximate, ad-hoc, multi-resolution queries on terabyte scale simulation mesh data.
While we expect theAQSim design will evolve as the project progresses, it is difficult to determine what the impact of future enhancements will be. There is still much work remaining, and we are currently investigating:
alternative consistent mesh representations that include topology information; new mesh partitioning and modeling methods; modules to support various forms of query results; and metadata representations. If modeling error threshold (e t ) = 10 then partitioning generates: • node 1 if it terminates when min( ) < e t • nodes 1, 2, 3, 4, and 5 if it terminates when max( ) < e t • nodes 1, 2, and 3 if it terminates when avg( ) < e t 
