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Panel data regressionMathematical formulations linking road trafﬁc fatalities to vehicle ownership, regional population, and economic
growth continue to be developed against the backdrop of Smeed and Andreassenmodels. Though a few attempts
were made, Smeed's law has not been fully tested in India. Using the 1991–2009 panel data from all states, this
work (a) developed the generalized Smeed and Andreassen models; (b) evaluated if trafﬁc fatalities were
impacted by structural changes; and (c) examined if – in relation to the generalized model – the individual
(time and regional) models are more relevant for application. Seven models (Smeed: original, generalized,
time-variant, state-variant; andAndreassen: generalized, time-variant, state-variant)weredeveloped and tested
for ﬁt with the actual data. Results showed that the per vehicle fatality rate closely resembled Smeed's formula-
tion. Chow-test yielded a signiﬁcant F-stat, suggesting that themodels for four pre-deﬁned time-blocks are struc-
turally different from the 19-year generalized model. The counterclockwise rotation of the log-linear form also
suggested lower fatality rates. While the new government policies, reduced vehicle operating speeds, better
healthcare, and improved vehicle technology could be the factors, further research is required to understand
the reasons for fatality rate reductions. The intercept and gradients of the time-series models showed high sta-
bility and varied only slightly in comparison to the 19-year generalized models, thus suggesting that the latter
are pragmatic for application. Regional formulations, however, indicate that theymaybemore relevant for studying
trends and tendencies. This research illustrates the robustness of Smeed's law, and provides evidence for time-
invariance but state-speciﬁcity.
© 2012 International Association of Trafﬁc and Safety Sciences. Published by Elsevier Ltd. All rights reserved.1. Introduction
More than four decades after achieving political independence, India
began a massive deregulation of its economy in 1991. New policies of
the Government of India encouraged private sector participation and
allowed foreign direct investment in several sectors including transport.
Table 1 shows that the country's gross domestic product achieved a
compounded annual growth rate (CAGR) of 4.2% from 1970 to 1990
which almost doubled to 7.7% CAGR during the following 19 years.
Road trafﬁc crashes and fatalities also increased but at slower CAGRs of
2.9% and 4.5% as against 4.6% and 6.8% respectively during the previous
20 years. Investments in the transport sector appear to be more pro-
nounced in the1990–2009period as evidenced fromroad length increase
at 3.9% CAGR as against 2.6% CAGR from 1970 to 1990. Also, successive
governments at the federal level have brought about structural andpolicy
changes since 1991. Given the impact of post-liberalization, this work
used the 1990–2009 data to developmathematical models for studyingny, Old Bowenpally, Hyderabad
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.in.
ssociation of Trafﬁc and Safety Scienroad trafﬁc fatalities. It is worth noting that from 1970 to 2009, while
the death rate dropped from 103 to 11 fatalities per 10,000 vehicles —
mainly due to a large increase in the number of automobiles, the per
capita vehicle ownership increased phenomenally from260 to 9902 ve-
hicles per 100,000 persons (see Table 1).
Mathematicalmodels linking road trafﬁc fatalities to vehicle volumes,
regional population, and economic growth continue to be developed
against the backdrop of Smeed's [1,2] seminal work and further analysis
by Andreassen [3,4] and others. In India, several road trafﬁc crash studies
[5–7] have been done but only a few applied Smeed's law or other
methods, especially for developing region-speciﬁc or time-dependent
models; Valli [8], for example, developed models for metropolitan cities.
Themainpurpose of thiswork is to examine the relevance of Smeed's law
to India and to develop time- and state-speciﬁc models. Using a 19-year
panel data (1991–2009) from 29 regions across India, this work intends
to (a) develop Smeed and Andreassen models and test their ﬁt
with actual data; (b) evaluate the shift in coefﬁcients, possibly due to
structural changes; and (c) develop and examine the statistical signiﬁ-
cance of state (cross-sectional) and time-series regressions. Given that
India carries a signiﬁcant 17% of the world's population and 16% of the
global road trafﬁc fatalities [9], it is imperative to develop reliable
models for studying trafﬁc fatalities and proposing crash mitigation
measures.ces. Published by Elsevier Ltd. All rights reserved.
Table 1
GDP and road-related data from India (1970–2009).
Source: Reserve Bank of India & Ministry of Shipping, Road Transport & Highways, GoI.
GDP
(INR in 10 M)
Road crashes
(′000)
Fatalities
(′000)
Registered vehicles
(′000)
Road length
(′000 km)
Population
(′000)
Fatalities/10,000
vehicles
Vehicles/100,000
persons
1970 474,131 114.1 14.5 1401 1188.7 539,000 103 260
1990 1,083,572 282.6 54.1 19 152 1983.9 835,000 28 2294
2009 4,464,081 486.4 125.7 114,951 4120.0a 1,160,813 11 9902
CAGR
1970–1990 4.2% 4.6% 6.8% 14.0% 2.6% 2.2%
1990–2009 7.7% 2.9% 4.5% 9.9% 3.9% 1.7%
1970–2009 5.9% 3.8% 5.7% 12.0% 3.2% 2.0%
a 2009 Road Length is estimated.
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Based on his study of 1938 data from 20 countries, Smeed [2] ap-
proximated the per vehicle fatality rate vis-à-vis the per capita vehi-
cle ownership model as follows:
F=V ¼ C V=Pð Þβ ð1aÞ
where F= number of road trafﬁc fatalities; V= number of vehicles; P
is the population; C = constant (0.0003); and β=−0.67 or −2/3.
Eq. (1a) can be rewritten as
Ln F=Vð Þ ¼ α þ β Ln V=Pð Þor F=Vð Þ ¼ eα V=Pð Þβ ð1bÞ
where ‘α’ represents the constant term (eα, to be precise).
Adams [10], as have other authors, recounted Andreassen's [3] cri-
tique of Smeed and referred to evidence [11] for ‘howwell the ‘apparent
relationship’ has stood the test of time despite the passage of 42 years.’
Adams also discussed the efﬁcacy of road safetymeasures and ‘behavioral
adjustments’, who seems to be supported by the risk homeostasis hy-
pothesis developed by Wilde [12]; Wilde was later critiqued by O'Neill
and Williams [13]. The complex human decision-making patterns
have been studied extensively in such diverse areas as travel behavior
[14], road safety [15,16] and behavioral ﬁnance [17]. Smeed himself
may have suggested the original per vehicle death or fatality rate for-
mulation on the basis of his grassroots understanding of driver behavior,
group psychology, and ‘fatalistic view of trafﬁc ﬂow’ as described by
Dyson [18].
Interestingly, Jacobs and Hards [19] found that Smeed's equation
remained unchanged when the analysis was repeated for the same
20 countries using the 1950, 1960, and 1970 data. Later, Mekky [20]
found close approximation to Smeed's work with actual data. However,
a review of two studies [21,22] from 30 to 34 developing countries re-
spectively, showed a ‘clockwise rotation’ [23] of the Smeed relationship,
suggesting a higher fatality rate for a given level of vehicle ownership.
The study [23] of 12-year data from 17 Asia-Paciﬁc countries and
showed a clockwise relationship in the 1980–1987 period followed by
a ‘leveling off’ in the years 1988–1992. The new generation models
have begun including parameters beyond vehicle volumes and popula-
tion to explain the variability in road trafﬁc fatalities. For example,
Jacobs and Cutting [24], in addition to explaining ‘slope rotation’, studied
the role of other characteristics such as gross national product, and
road and vehicle densities. Smith [25] considered modal split and
suggested the use of cross-sectional data across a time-series for
model development.
Elvik [26] observed that, given the varying viewpoints, a synthesis
of accident models has not emerged. Indeed, literature points to nu-
merous studies including the world-encompassing works such as
those of Kopits and Cropper [27], Oppe [28], and Navin et. al's [29] ex-
tension of Smeed to include a third dimension, ‘deaths per vehicle’, to
explain the fatality rates. Valli [30] developed mathematical modelsfor metropolitan cities in India while Al-Matawah and Jadaan [31]
developed prediction models for the United Arab Emirates, Jordan,
and Qatar. Akgüngör and Doğan [32] applied Smeed and Andreassen
models, and developed artiﬁcial neural network formulations for
metropolitan cities in Turkey while Ackaah and Salifu [33] developed
a framework for road crashes on rural highways in Ghana.
3. Theoretical approach and application methods
3.1. Data description
TheGovernment of India routinely collects information fromvarious
sources on all aspects of the economy. The collated data from the
Ministries of Finance, Home Affairs, and Road Transport and High-
ways were synthesized [34] and analyzed. A complete set of data was
available for 26 states and 3 union territories. As a result, a ‘balanced
panel’ comprising a matrix of 29 cross-sectional units (states and
union territories) by 19 time-points (years) was prepared for analysis
andmodel development. Thus, the 1991–2009 panel data were studied
to understand the relationship between road trafﬁc fatalities, vehicle
ownership, and population. A review of the panel dataset helped ob-
serve that almost all states across the country have reported complete
road accident information to the federal government, as evidenced
from the availability of data for individual states during the studyperiod.
Trend analysis, not presented here, showed that each state had its own
natural progression in road accident incidence. Author's experience
also corroborates that a few states began implementing road safety sys-
tems after noticing such trends. In terms of road accidents, a few states
consistently ranked within the top three to ﬁve. The registered motor
vehicle data also showed a similar trend in that all states now appear
to report detailed information such as vehicle type and age. While the
road accident and motor vehicle data are reported by individual states,
the population ﬁgures are estimated by the government and its various
Ministries. Population data also displayed trends which varied by the
state. The dataset also included other parameters such as the gross
state domestic product.
The juxtaposing of the 551 (19×29) row elements (comprising ‘F’,
‘V’, ‘P’, ‘F/V’, and ‘V/P’) yielded 33 invalid data points and missing cell
values, which reduced the usable dataset to 518 elements. The F/V pa-
rameter was then regressed over the independent V/P variable.
3.2. Scenario development
While building the various scenarios, as expected, the scatter plot
(Fig. 1) showed the classic reciprocal form and yielded a relationship
similar to that of Smeed's; the results will be discussed in Section 4.
Eq. (1a)'s modiﬁed natural logarithmic form was then utilized to
draw meaningful conclusions regarding the change in per vehicle fa-
tality rate over a time-series (Eq. (2)) and regional cross-section
(Eq. (3)). Detailed statistical analyses were then performed and indi-
vidual equations were derived for time and regional variances. The
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Fig. 1. Scatteplot — F/V vis-à-vis V/P.
77R.V. Ponnaluri / IATSS Research 36 (2012) 75–82main intent here was to examine if ‘model stability’ is demonstrated
over time and across regions for generalizing the model Eq. (1b).
F=Vð Þt ¼ eαt V=Pð Þtβ t or Ln F=Vð Þt ¼ αt þ βtLn V=Pð Þt
where t ¼ 1991 to 2009:
ð2Þ
F=Vð Þs ¼ eαs V=Pð Þsβs or Ln F=Vð Þs ¼ αs þ βsLn V=Pð Þs
where s ¼ 1to 29 regions:
ð3Þ
For each of the four scenarios, i.e., original Smeed (Eq. (1a)), general-
ized model (Eq. (1b)), time-series (Eq. (2)), and region-speciﬁc form
(Eq. (3)), the analysis of variance (ANOVA) was performed using SPSS
to evaluate the explanatory power (adjusted R2) and signiﬁcance
(t-stat) of the independent variable, and the statistical signiﬁcance
(F-stat) of the model formulations. In order to understand their rele-
vance for application, the fourmodels were evaluated for ﬁt with the ac-
tual data by deducing the percent difference (%D) relative to the actual
F/V values; the average, standard deviation, and median values of %D,
alongwith the coefﬁcient of variation (CoV),were then computed. Com-
parisonswere thenmade and conclusions drawn regarding the choice of
models.
As a next step, the Andreassen formulationwith ‘F’ as the dependent
variable was expressed in log-linear form (Eq. (4)) as a function of vehi-
cle volumes and population. In addition to this generalizedmodel, appli-
cable to all regions and the 19-year time-series, two separate analyses
were conducted; the ﬁrst related to developing individual formulations
for each year (Eq. (5)) but all states, while the second analysis generatedLn(V/
Ln
(F
/V
)
1991-1995 1996-2000
Linear (1991-1995) Linear (1996-2000)
y1991-1995 = -0.598x - 8.197
R2 = 0.635
y1996-20
y2001-2005 = -0.558x - 8.23
R2 = 0.578
-0.006 -0.005 -0.004 -0.00
Fig. 2. Structural changes duregion-speciﬁc models for each state (Eq. (6)) but for the 19-year time-
train.
F ¼ eαVβ1Pβ2 orLnF ¼ α þ β1LnV þ β2LnP ð4Þ
where α = intercept and β1, β2 = slope coefﬁcients.
Ft ¼ eα tVtβ1Ptβ2 or LnFt ¼ αt þ β1LnVt þ β2 LnPt where t ¼ 1991 to 2009:
ð5Þ
Fs ¼ eα sVsβ1Psβ2 or LnFs ¼ αs þ β1LnVs þ β2LnPs wheres ¼ 1to 29 regions:
ð6Þ
For the three scenarios, i.e., the generalized model (Eq. (4)), time-
series (Eq. (5)), and regional form (Eq. (6)), ANOVA was performed
and the adjusted R2, variable signiﬁcance (t-stat), and model statisti-
cal signiﬁcance (F-stat) were computed. For testing the model ﬁt with
the actual data, the %D relative to the actual ‘F’ values, their average,
standard deviation, and median values were deduced. Comparisons
were made among the models and conclusions were drawn regarding
model choice for understanding trends and tendencies.
3.3. Structural changes during four time-blocks
This work studied if there were any structural changes (Chow-test)
in the 19-year dataset (log-linear form is presented in Fig. 2). In India,
successive governments invested in road infrastructure and transport sec-
tors. Reasons for selecting the four timeslots (1991–1995, 1996–2000,
2001–2005, 2006–2009) to conduct this analysis include: (a) deregula-
tion of the Indian economy in 1991; (b) new and increased pace of ac-
tivities by the National Highway Authority of India since 1996;
(c) new governmental initiatives in the transport sector around the
year 2001; (d) renewed emphasis on multimodal and safer transporta-
tion systems through the creation of the Jawaharlal Nehru National
Urban Renewal Mission by the Ministry of Urban Development since
2005; and (e) creation/revision of policies related to urban and road
transport and road safety over the last decade.
4. Calculation and results
As discussed in the previous section, seven models (four formula-
tions based on the per vehicle fatality rate concept — Eqs. (1a), (1b),
(2), and (3); and three formulations with the relationship of ‘F’ vis-à-(10)
(5)
-
P)
2001-2005 2006-2009
Linear (2001-2005) Linear (2006-2009)
00 = -0.583x - 8.157
R2 = 0.620
1 y2006-2009 = -0.511x - 8.183
R2 = 0.298
3 -0.002 -0.001 0.000
`
ring four time periods.
Table 2
Model formulations.
Model (section) Equation Formulation Adj. % Difference with actual data
R2 F-stat Avg. Median Std dev CoV
1a Original Smeed (4.1) F/V=0.0003 (V/P)−2/3 F/V=0.0003 (V/P)−2/3 – – −70% −36% 171% 2.5
1b Smeed: Generalized (4.2) F/V=eα (V/P)β Ln(F/V)=−8.289−0.6 Ln(V/P) 0.6 680⁎ −16% 5% 116% 7.2
2 Smeed: Time-Variant (4.3) (F/V)t=eαt (V/P)tβt Varies — see Table 3 −15% 5% 101% 6.9
3 Smeed: State-Variant (4.4) (F/V)s=eαs (V/P)sβs Varies — see Table 4 −9% 6% 103% 11.7
4 Andreassen: Generalized (4.5) F=eα Vβ1 Pβ2 Ln(F)=−8.762+0.30 Ln(V)+0.634 Ln(P) 0.9 4171⁎ −10% 10% 116% 11.4
5 Andreassen: Time-Variant (4.6) Ft=eαt Vtβ1 Ptβ2 Varies — see Table 5 −14% 3% 96% 6.9
6 Andreassen: State-Variant (4.7) Fs=eαs Vsβ1 Psβ2 Varies — see Table 6 2% 0% 24% 12.4
⁎ Models signiﬁcant at 1%.
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of 518 elements. Table 2 shows the seven models and analyses results.
4.1. Original Smeed
For each V/P value, F/V was computed using Eq. (1a). The resulting
F/V values were then compared with the actual data to arrive at %D.
The average, median, and standard deviation of %D, as seen from
Table 2, were −70%, −36%, and 171%, respectively. CoV, deﬁned as
the ratio of standard deviation to absolute mean of measured values
(in this case, %D), was 2.5. Fig. 3 shows the 99.99th percentile, 75th
percentile, median (50th percentile), and 25th percentile of %D for
the seven models. Further analysis showed that 80% of actual F/V
values were less than those obtained from the application of Eq. (1a).
4.2. Smeed: generalized regression
Fig. 1 shows the F/V vis-à-vis the V/P scatter plot where the per
vehicle fatality rate dropped reciprocally with increasing per capita ve-
hicle ownership. The power regression yielded F/V=e−8.289(V/P)−0.6
with an adjusted R2 of 0.57 and F-stat of 680 (signiﬁcant at 1%).
The average, median, and standard deviation of %D were −16%, 5%,
and 116%, respectively, while CoV was 7.2. 46% of the actual F/V values
were less than those obtained by applying Eq. (1b). t-Stats showed that
both the intercept and gradient of the explanatory variable were signif-
icant at 1%.
Tounderstand if therewas a change in the road trafﬁc fatality scenario,
the 19-year data were categorized into four timeslots: 1991–1995,
1996–2000, 2001–2005, and 2006–2009. Panel datawere then regressed40
%
-
6%
62
%
26
%
75
%
26
%
68
%
17
%
65
%
29
%
66
%
25
%
58
%
8%
Original Smeed Smeed: Gener
Smeed: State-Variant Andreassen: G
Andreassen: State-Variant
Fig. 3. Model ﬁt — pefor these time-blocks and individual models were developed. The log-
linear illustrations of these are presented in Fig. 2. The Chow-test was
performed to evaluate if these four models were statistically signiﬁcant
and different from the generalized models. The F-stat of 11.5 (critical
F=6.63 at 1% signiﬁcance level) indicated that the four models are
structurally different from the 19-year generalized model, and are
valid for application.
4.3. Smeed: time-variant
For each year (t), the F/V values were regressed over V/P to arrive
at individual equations (Table 3). Earlier works have extensively tested
for time-variance and have tackled this issue [8,10,11]. Individual
models for all years, excepting 2009, were signiﬁcant at the 1% level.
Next, the actual F/V values were compared with values based on
Eq. (2) to determine%D for evaluating themodelﬁt. The average,median,
standard deviation, and CoV (Table 2)were−15%, 5%, 101%, and 6.9 re-
spectively. The 99.99th, 75th, 50th, and 25th percentiles are presented
in Fig. 3. The intercept values ranged between−8.26 and−7.99 with
ameanof−8.18, standarddeviation of 0.11 andCoVof 0.01. The gradient
ranged between−0.648 and−0.398with amean of 0.56, standard de-
viation of 0.06, and CoV of 0.11.
4.4. Smeed: state-variant
For each of the 29 states and union territories, i.e., cross-sectional
units, F/V was regressed over V/P to deduce regional models (based
on Eq. (3)). Table 4 shows the results of the analysis; F-stats showed
that 24 models were signiﬁcant at 1%, two were signiﬁcant at 5%, and-
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Table 3
Smeed application: time-series analysis.
Year n α (t-stat) β (t-stat) R2 F-stat (sig.) F/V=eα (V/P)β
All 518 −8.289 (114)⁎ −0.600 (26.1)⁎ 0.57 680 (0.000) 0.00025 (V/P)−0.6
1991 27 −8.405 (24.4)⁎ −0.648 (6.8)⁎ 0.63 46.0 (0.000) 0.00022 (V/P)−0.648
1992 26 −8.155 (30.6)⁎ −0.597 (7.9)⁎ 0.71 62.4(0.000) 0.00029 (V/P)−0.597
1993 27 −8.202 (23.6)⁎ −0.579 (5.8)⁎ 0.56 34.1 (0.000) 0.00027 (V/P)−0.579
1994 27 −8.039 (26.1)⁎ −0.536 (6.0)⁎ 0.58 36.2 (0.000) 0.00032 (V/P)−0.536
1995 28 −8.206 (28.1)⁎ −0.636 (7.6)⁎ 0.68 57.2(0.000) 0.00027 (V/P)−0.636
1996 25 −8.259 (31.1)⁎ −0.647 (8.2)⁎ 0.73 67.0 (0.000) 0.00026 (V/P)−0.647
1997 26 −8.025 (25.6)⁎ −0.544 (5.7)⁎ 0.56 32.8 (0.000) 0.00033 (V/P)−0.544
1998 21 −8.122 (20.0)⁎ −0.565 (4.6)⁎ 0.50 20.8 (0.000) 0.00030 (V/P)−0.565
1999 29 −8.161 (27.7)⁎ −0.579 (6.3)⁎ 0.58 40.1 (0.000) 0.00029 (V/P)−0.579
2000 29 −8.165 (32.5)⁎ −0.565 (7.2)⁎ 0.65 52.0 (0.000) 0.00028 (V/P)−0.565
2001 29 −8.204 (29.0)⁎ −0.552 (6.1)⁎ 0.56 36.8 (0.000) 0.00027 (V/P)−0.552
2002 29 −8.350 (31.0)⁎ −0.605 (6.9)⁎ 0.62 46.9 (0.000) 0.00024 (V/P)−0.605
2003 29 −8.295 (27.4)⁎ −0.586 (5.8)⁎ 0.54 33.9 (0.000) 0.00025 (V/P)−0.586
2004 28 −8.128 (31.8)⁎ −0.522 (6.1)⁎ 0.57 37.1 (0.000) 0.00030 (V/P)−0.522
2005 29 −8.205 (28.9)⁎ −0.549 (5.6)⁎ 0.52 31.4 (0.000) 0.00027 (V/P)−0.549
2006 29 −8.024 (19.7)⁎ −0.455 (3.2)⁎ 0.25 10.2 (0.004) 0.00033 (V/P)−0.455
2007 29 −8.154 (21.1)⁎ −0.499 (3.5)⁎ 0.28 12.1 (0.002) 0.00029 (V/P)−0.499
2008 29 −8.298 (21.7)⁎ −0.561 (3.9)⁎ 0.33 14.9 (0.001) 0.00025 (V/P)−0.561
2009 22 −7.996 (13.7)⁎ −0.398 (1.7)⁎⁎⁎ 0.08 2.9 (0.100) 0.00034 (V/P)−0.398
Mean −8.18 −0.56
Std. Dev 0.11 0.06
CoV 0.01 0.11
⁎ t-Stat signiﬁcant at 1%.
⁎⁎⁎ t-Stat signiﬁcant at 10%.
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of intercepts and gradients were also signiﬁcant at the 1% level. When
these region-speciﬁc equations were applied to each state and unionTable 4
Smeed application: cross-sectional analysis.
Region (ID no.) n α (t-stat) β (t-sta
All 518 −8.289 (114)⁎ −0.600
Andhra Pradesh (1) 17 −7.875 (23.2)⁎ −0.542
Arunachal Pradesh (2) 14 −8.066 (18.9)⁎ −0.616
Assam (3) 19 −7.766 (34.5)⁎ −0.422
Bihar (4) 18 −7.142 (25.4)⁎ −0.182
Goa (5) 19 −8.364 (41.7)⁎ −0.773
Gujarat (6) 18 −8.711 (38.9)⁎ −0.833
Haryana (7) 19 −8.562 (21.9)⁎ −0.844
Himachal Pradesh (8) 19 −8.841 (48.9)⁎ −0.891
Jammu & Kashmir (9) 18 −8.291 (21.4)⁎ −0.599
Karnataka (10) 18 −8.138 (10.3)⁎ −0.596
Kerala (11) 19 −9.068 (21.1)⁎ −0.852
Madhya Pradesh (12) 17 −11.046 (17.3)⁎ −1.402
Maharastra (13) 18 −8.656 (13.3)⁎ −0.738
Manipur (14) 18 −8.553 (22.9)⁎ −0.616
Meghalaya (15) 19 −9.108 (20.7)⁎ −0.852
Mizoram (16) 18 −8.567 (12.8)⁎ −0.644
Nagaland (17) 19 −8.175 (9.2)⁎ −0.336
Orissa (18) 19 −7.822 (29.6)⁎ −0.464
Punjab (19) 19 −7.099 (6.0)⁎ −0.024
Rajastan (20) 19 −8.493 (6.7)⁎ −0.695
Sikkim (21) 19 −9.473 (12.1)⁎ −0.964
Tamil Nadu (22) 19 −8.636 (22.1)⁎ −0.837
Tripura (23) 18 −8.722 (60.5)⁎ −0.686
Uttar Pradesh (24) 18 −8.530 (49.7)⁎ −0.668
West Bengal (25) 15 −8.081 (25.8)⁎ −0.503
Andaman Nicobar (26) 17 −8.847 (14.3)⁎ −0.687
Chandigarh (27) 18 −8.632 (116.1)⁎ −0.758
Delhi (28) 17 −8.052 (55.8)⁎ −0.543
Pondicherry (29) 13 −8.096 (51.7)⁎ −0.538
Mean −8.18 −0.64
Std. Dev 1.70 0.28
CoV 0.21 0.44
⁎ t-stat signiﬁcant at 1%.
⁎⁎ = signiﬁcant at 5%.
⁎⁎⁎ = signiﬁcant at 10%.territory, speciﬁc F/V values were obtained for given V/P data points.
%D values were computed, followed by their average (−9%), median
(6%), standard deviation (103%), and CoV (11.7). The intercept andt) R2 F-stat (sig.) F/V=eα (V/P)β
(26.1)⁎ 0.57 680 (0.000) 0.00025 (V/P)−0.6
(5.2)⁎ 0.62 27 (0.000) 0.00038 (V/P)−0.542
(5.1)⁎ 0.66 26 (0.000) 0.00031 (V/P)−0.616
(7.1)⁎ 0.73 50 (0.000) 0.00042 (V/P)−0.422
(2.5)⁎ 0.23 6 (0.026) 0.00079 (V/P)−0.182
(7.9)⁎ 0.77 62 (0.000) 0.00023 (V/P)−0.773
(9.4)⁎ 0.84 89 (0.000) 0.00016 (V/P)−0.833
(6.0)⁎ 0.66 36 (0.000) 0.00019 (V/P)−0.844
(17.2)⁎ 0.94 296 (0.000) 0.00014 (V/P)−0.891
(5.3)⁎ 0.62 29 (0.000) 0.00025 (V/P)−0.599
(2.2)⁎⁎ 0.19 5 (0.040) 0.00029 (V/P)−0.596
(6.2)⁎ 0.68 38 (0.000) 0.00012 (V/P)−0.852
(6.9)⁎ 0.74 47 (0.000) 0.00002 (V/P)−1.402
(3.3)⁎ 0.38 11 (0.004) 0.00017 (V/P)−0.738
(5.4)⁎ 0.63 29 (0.000) 0.00019 (V/P)−0.616
(6.7)⁎ 0.71 45 (0.000) 0.00011 (V/P)−0.852
(3.3)⁎ 0.37 11 (0.004) 0.00019 (V/P)−0.644
(0.9)⁎⁎⁎ 0.002 0.96 (0.340) 0.00028 (V/P)−0.336
(6.3)⁎ 0.68 40 (0.000) 0.00040 (V/P)−0.464
(0.1)⁎⁎⁎ 0.06 0 (0.958) 0.00083 (V/P)−0.024
(1.8)⁎⁎⁎ 0.11 3 (0.093) 0.00020 (V/P)−0.695
(4.2)⁎ 0.48 17 (0.001) 0.00008 (V/P)−0.964
(6.2)⁎ 0.68 39 (0.000) 0.00018 (V/P)−0.837
(19.4)⁎ 0.96 375 (0.000) 0.00016 (V/P)−0.686
(13.5)⁎ 0.91 182 (0.000) 0.00020 (V/P)−0.668
(5.6)⁎ 0.68 31 (0.000) 0.00031 (V/P)−0.503
(3.4)⁎ 0.40 12 (0.004) 0.00014 (V/P)−0.687
(17.9)⁎ 0.95 322 (0.000) 0.00018 (V/P)−0.758
(8.9)⁎ 0.83 80 (0.000) 0.00032 (V/P)−0.543
(8.4)⁎ 0.85 70 (0.000) 0.00030 (V/P)−0.538
80 R.V. Ponnaluri / IATSS Research 36 (2012) 75–82the gradient ranged between −11.05 and 7.10, and −1.40 and 0.02
respectively, while adjusted R2 ranged dramatically between 0.002
and 0.96.4.5. Andreassen: generalized
The number of fatalities was regressed over vehicle volumes and
population to obtain Eq. (4) (intercept of−8.762 and gradients of 0.3
and 0.634). The adjusted R2 of 0.94 testiﬁed to the strong explanatory
power of independent variables, while the model F-statistic of 4171
showed signiﬁcance at 1%. The model equation was then applied to ob-
tain individual ‘F’ values for the combination of ‘V’ and ‘P’. %D, and their
average (−10%), median (10%), standard deviation (116%), and CoV
(11.4) were computed. Fig. 3 shows the %D percentiles.4.6. Andreassen: time-variant
As seen from Table 5, the individual models for all years were signif-
icant at the 1% level. The range of intercept, and gradients (‘V’ and ‘P’)
were respectively −9.822 to −7.606, 0.352 to 0.528, and 0.504 to
0.715, while the CoVs were 0.06, 0.11, and 0.09. The individual model
equationswere then applied to obtainmodel ‘F’ values. %Dwas then com-
puted to evaluatemodelﬁt. The average,median, standard deviation, and
CoV (Table 2) were−14%, 3%, 96%, and 6.9 respectively.4.7. Andreassen: state-variant
‘F’ values for the cross-sectional data for the 29 regions were
regressed over ‘V’ and ‘P’ to obtain separate models for each state and
union territory. Table 6 shows that 25 of the 29models were signiﬁcant
at 1%. The adjusted R2 showed a large variation (range of 0.08 to 0.99).
The intercept and gradients (‘V’ and ‘P’) ranged between −25.6 and
52.6, −1.4 and 1.1, and −3.3 and 2.3 respectively, while their CoVs
were 2.0, 2.9, and 1.5 respectively. The model equations were then ap-
plied to compute the fatalities; %D, their average (2%), median (0%),
standard deviation (24%), and CoV (12.4) were then deduced.Table 5
Andreassen application: time-series analysis.
Year n α (t-stat) β1 (t-stat) β2
All 518 −8.762 (−46.8)⁎ 0.394 (18.2)⁎ 0.
1991 27 −9.822 (−14.7)⁎ 0.432 (4.6)⁎ 0.
1992 26 −8.927 (−15.8)⁎ 0.439 (5.7)⁎ 0.
1993 27 −9.583 (−13.4)⁎ 0.493 (5.0)⁎ 0.
1994 27 −9.45 (−15.4)⁎ 0.528 (6.3)⁎ 0.
1995 28 −8.05 (−11.8)⁎ 0.361 (4.2)⁎ 0.
1996 25 −8.995 (−14.2)⁎ 0.37 (4.7)⁎ 0.
1997 26 −8.745 (−11.4)⁎ 0.472 (4.9)⁎ 0.
1998 21 −9.192 (−8.7)⁎ 0.472 (3.7)⁎ 0.
1999 29 −8.67 (−11.5)⁎ 0.43 (4.6)⁎ 0.
2000 29 −8.167 (−12.0)⁎ 0.435 (5.4)⁎ 0.
2001 29 −8.438 (−10.9)⁎ 0.452 (4.8)⁎ 0.
2002 29 −8.834 (−11.9)⁎ 0.405 (4.5)⁎ 0.
2003 29 −8.995 (−12.1)⁎ 0.386 (4.3)⁎ 0.
2004 28 −8.698 (−11.4)⁎ 0.408 (4.7)⁎ 0.
2005 29 −8.678 (−11.7)⁎ 0.426 (4.8)⁎ 0.
2006 29 −7.606 (−6.6)⁎ 0.455 (3.3)⁎ 0.
2007 29 −8.306 (−7.2)⁎ 0.494 (3.6)⁎ 0.
2008 29 −8.362 (−7.3)⁎ 0.418 (3.1)⁎ 0.
2009 22 −9.466 (−7.5)⁎ 0.352 (2.5)⁎⁎ 0.
Mean −8.789 0.433 0.
Std. Dev 0.566 0.047 0.
CoV 0.064 0.109 0.
⁎ t-Stat signiﬁcant at 1%.
⁎⁎ t-Stat signiﬁcant at 5%.4.8. Structural changes
The counter clock-wise rotation of the four log-linear forms (Fig. 2)
illustrated that the per vehicle fatality rate decreased during each sub-
sequent timeslot (for more discussion on the mathematics of log-
linear ‘rotation’, see Appendix of Ghee et al. [23]). The ﬁgure presents
the formulations for the four timeslots. The adjusted R2 values for the
ﬁrst three 5-year timeslots were reasonably high; the lower value for
the last timeslot could be due to fewer data points and possible struc-
tural changes in the economy due to the global economic downturn.
The 2009 data could also be indicating a new trendwhich requires test-
ing using additional data in the future.5. Discussion
The CoV measure for the original Smeed formulation, in compari-
son to CoVs of the other six models, was the lowest, indicating that
the dispersion of %D around the mean was the least. Analysis showed
that 80% of the actual F/V values were less than those obtained from
using Eq. (1a), indicating that the original Smeed application would
largely overestimate the per vehicle fatality rate. The second model
yielded a CoV of 7.2, thus demonstrating an elevated degree of disper-
sion around the mean. Of the actual F/V values, 46% were less than
those obtained by applying Eq. (1b), which showed a reasonable spread
of model F/V relative to actual data points. The CoV of 6.9 for the third
model was similar to that of the second formulation; 44% of actual
data values were less than those obtained from Eq. (2). Models 2 and
3 are thus comparable and provide mathematical formulations where
in approximately half of the actual values are over and the other half
are under the predicted values.
The individual models developed for the 19 years displayed ‘stabili-
ty’ across the 1991–2009 time series as seen from the low standard de-
viation of 0.11 and 0.06, and CoV of 0.01 and 0.11 for the intercept and
gradient respectively. These low CoVs also indicate that the generalized
model (Eq. (1b), Section 4.2) is as relevant as using time-speciﬁc formu-
lations to understand the trafﬁc fatality trends. Adjusted R2, excepting
for year 2009, showed reasonable explanatory power of V/P on F/V.
F-stats showed that the models for 18 of the 19 years were highly(t-stat) R2 F-stat (sig.) F=eα Vβ1β2
634 (27.5)⁎ 0.94 4171 (0.000) 0.00016 V0.394 P0.634
674 (7.6)⁎ 0.96 331.0 (0.000) 0.00005 V0.432 P0.674
616 (8.3)⁎ 0.97 429.9 (0.000) 0.00013 V0.439 P0.616
607 (6.5)⁎ 0.96 287.8 (0.000) 0.00007 V0.493 P0.607
572 (7.0)⁎ 0.97 398.9 (0.000) 0.00008 V0.528 P0.572
629 (7.0)⁎ 0.96 299.7 (0.000) 0.00032 V0.361 P0.629
68 (8.3)⁎ 0.97 358.8 (0.000) 0.00012 V0.37 P0.68
576 (5.8)⁎ 0.95 249.3 (0.000) 0.00016 V0.472 P0.576
6 (4.7)⁎ 0.93 135.2 (0.000) 0.00010 V0.472 P0.6
603 (6.2)⁎ 0.95 264.7 (0.000) 0.00017 V0.43 P0.603
565 (6.6)⁎ 0.96 305.6 (0.000) 0.00028 V0.435 P0.565
563 (5.7)⁎ 0.94 237.1 (0.000) 0.00022 V0.452 P0.563
627 (6.6)⁎ 0.95 265.1 (0.000) 0.00015 V0.405 P0.627
651 (6.9)⁎ 0.95 268.1 (0.000) 0.00012 V0.386 P0.651
615 (6.6)⁎ 0.95 245.3 (0.000) 0.00017 V0.408 P0.615
597 (6.3)⁎ 0.95 268.5 (0.000) 0.00017 V0.426 P0.597
504 (3.4)⁎ 0.88 99.8 (0.000) 0.00050 V0.455 P0.504
512 (3.5)⁎ 0.88 107.3 (0.000) 0.00025 V0.494 P0.512
581 (4.0)⁎ 0.88 107.0 (0.000) 0.00023 V0.418 P0.581
715 (4.1)⁎ 0.93 144.4 (0.000) 0.00008 V0.352 P0.715
605
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088
Table 6
Andreassen application: cross-sectional analysis.
Region (ID, Table 4) n α (t-stat) β1 (t-stat) β2 (t-stat) R2 F-stat (sig.) F=eα Vβ1 Pβ2
All 518 −8.762 (46.8)⁎ 0.394 (18.2)⁎ 0.634 (27.5)⁎ 0.94 4171 (0.000) 1.6E-04 V0.394 P0.634
1 17 −25.609 (0.4)⁎ 0.367 (0.7)⁎ 1.604 (0.37)⁎ 0.83 38.6 (0.000) 7.6E-12 V0.367 P1.604
2 14 −9.591 (1.6)† 0.221 (0.4)† 0.859 (1.0)† 0.97 227.4 (0.000) 6.8E-05 V0.221 P0.859
3 19 −1.757 (2.5)⁎⁎ 0.508 (8.0)⁎ 0.123 (1.5)† 0.97 252.2 (0.000) 1.7E-01 V0.508 P0.123
4 18 −2.609 (0.6)† 0.763 (2.9)⁎⁎⁎ −0.025 (0.1)† 0.28 4.4 (0.032) 7.4E-02 V0.763 P-0.025
5 19 −4.228 (8.3)⁎ 0.047 (0.7)† 0.642 (15.6)⁎ 0.97 343.8 (1.597) 1.5E-02 V0.047 P0.642
6 18 −7.497 (15.4)⁎ 0.162 (3.7)⁎ 0.766 (19.5)⁎ 0.99 554.8 (0.000) 5.5E-04 V0.162 P0.766
7 19 0.115 (0.1)† 0.348 (7.9)⁎ 0.174 (1.3)† 0.94 146.6 (0.000) 1.1E+00 V0.348 P0.174
8 19 −11.842 (2.6)† 0.208 (1.6)† 1.01 (2.6)† 0.95 183.1 (0.000) 7.2E-06 V0.208 P1.01
9 18 −2.039 (0.3)† 0.721 (5.2)⁎ −0.032 (0.06)† 0.79 33.1 (0.000) 1.3E-01 V0.721 P-0.032
10 18 −10.274 (9.7)⁎ 0.323 (6.2)⁎ 0.796 (9.3)⁎ 0.97 244.1 (0.000) 3.5E-05 V0.323 P0.796
11 19 −21.103 (7.1)⁎ 0.157 (3.7)⁎ 1.549 (7.9)⁎ 0.94 140.6 (0.000) 6.8E-10 V0.157 P1.549
12 17 −0.153 (0.07)† 0.208 (2.1)⁎⁎⁎ 0.303 (2.1)⁎⁎⁎ 0.51 9.4 (0.003) 8.6E-01 V0.208 P0.303
13 18 1.967 (0.06)† 0.368 (1.5)† 0.077 (0.04)† 0.78 30.6 (0.000) 7.1E+00 V0.368 P0.077
14 18 −17.814 (5.7)⁎ −0.505 (1.6)† 1.924 (4.3)⁎ 0.98 318.9 (0.000) 1.8E-08 V-0.505 P1.924
15 19 −16.422 (1.4)† −0.751 (1.9)⁎⁎⁎ 2.017 (1.9)⁎⁎⁎ 0.08 1.8 (0.202) 7.4E-08 V-0.751 P2.017
16 18 −9.189 (1.5)† 0.184 (0.6)† 0.807(1.2)† 0.46 8.3 (0.004) 1.0E-04 V0.184 P0.807
17 19 1.179 (0.06)† −0.052 (0.05)† 0.243 (0.1)† 0.12 0.04 (0.962) 3.3E+00 V-0.052 P0.243
18 19 −16.483 (56.7)⁎ 0.382 (18.4)⁎ 1.082 (54.5)⁎ 0.99 3390 (0.000) 6.9E-08 V0.382 P1.082
19 19 −14.434 (2.9)† 0.369 (3.1)⁎ 0.983 (2.9)⁎ 0.67 19.2 (0.000) 5.4E-07 V0.369 P0.983
20 19 −10.149 (5.8)⁎ 0.267 (7.8)⁎ 0.834 (8.28)⁎ 0.91 86.7 (0.000) 3.9E-05 V0.267 P0.834
21 19 −9.496 (10.7)⁎ 0.174 (1.7)⁎⁎⁎ 0.885 (6.7)⁎ 0.97 330.1 (0.000) 7.5E-05 V0.174 P0.885
22 19 −8.73 (24.6)⁎ 0.165 (5.5)⁎ 0.855 (21.8)⁎ 0.99 1735 (0.000) 1.6E-04 V0.165 P0.855
23 18 −18.825 (6.4)⁎ −0.032 (0.2)† 1.601 (5.4)⁎ 0.99 615.1 (0.000) 6.7E-09 V−0.032 P1.601
24 18 −13.479 (3.5)⁎ −1.365 (3.2)⁎ 2.276 (4.8)⁎ 0.65 16.8 (0.000) 1.4E-06 V−1.365 P2.276
25 15 52.609 (14.3)⁎ 1.123 (9.4)⁎ −3.33 (11.8)⁎ 0.91 73.1 (0.000) 7.0E+22 V1.123 P−3.33
26 17 −10.335 (10.6)⁎ 0.254 (1.1)† 0.823 (3.7)⁎ 0.95 138.8 (0.000) 3.2E-05 V0.254 P0.823
27 18 1.124 (0.3)† 0.973 (6.2)⁎ −0.653 (−1.5)† 0.91 85.6 (0.000) 3.1E+00 V0.973 P−0.653
29 17 −4.972 (5.8)⁎ −0.813 (5.9)⁎ 1.506 (14.6)⁎ 0.97 260.3 (0.000) 6.9E-03 V−0.813 P1.506
29 13 −6.096 (10.4)⁎ 0.38 (4.5)⁎ 0.468 (4.5)⁎ 0.98 381 (0.000) 2.3E-03 V0.38 P0.468
Mean −6.538 0.172 0.672
Std. Dev 13.319 0.504 1.020
CoV 2.037 2.934 1.518
⁎ t-Stat signiﬁcant at 1%.
⁎⁎ t-Stat signiﬁcant at 5%.
⁎⁎⁎ t-Stat signiﬁcant at 10%.
† Not signiﬁcant at 10%.
81R.V. Ponnaluri / IATSS Research 36 (2012) 75–82signiﬁcant and are valid for application. It is possible that the data for
the year 2009 may be ‘preliminary’ as provided by data sources to
the Government of India, and hence the signiﬁcant difference in results
for the year relative to the previous 18 years. For the fourth model,
i.e., the state-variant formulation (Table 4), neither the intercept nor
the gradient of the explanatory variable showed the ‘stability’ which
the time-variant models did. The CoVs of 0.21 and 0.44, though not radi-
cally high, signify an elevated dispersion of intercept and gradient values
around the mean for the 29 regions. In effect, it can be argued that un-
like the time-series models, it is likely that individual states would
beneﬁt fromusing region-speciﬁc formulations rather than the general-
ized model (Eq. (1b), Section 4.2). Here, 40% of actual F/V values were
less than those obtained by applying the model, thus showing that in
amajority of cases, themodelwould be likely to overestimate the actual
per vehicle fatality rate.
The generalized Andreassen model showed a high CoV, indicating
a larger spread of the ‘F’ values around themean and therefore posing a
concern due to the large variability in the explanatory capacity of the
model. About 42% of the actual ‘F’ values were less than those obtained
by applying the model, providing evidence to the effect that the model
would be likely to overestimate the actual number of fatalities. The
time-variantmodel showed lowCoV for the intercept and two gradients,
thus suggesting dispersion similar to that of Smeed's per vehicle fatality
model (Section 4.3). The standard deviation, especially of the two
gradients, was also low enough to suggest minimal spread around the
mean. Though higher than the CoV from the original Smeed formula-
tion, themodel CoVwas identical to that generated from the per vehicle
fatality rate time-variant model.In essence, both Smeed and Andreassen-based time-variance
models show similar statistical characteristics. Given the ‘stability’
of the intercepts and gradients across the time-series, the generalized
model appears to be as suitable for application as individual time-
based models. The last model showed high variance (CoVs of 2.0,
2.9, and 1.5) in the intercepts and gradients of the 29 equations,
thus demonstrating ‘instability’ among the region-based formula-
tions. 50% of the dataset showed %D exceeding the actual ‘F’ values,
thereby illustrating that the model overestimates as much as it un-
derestimates the actual road trafﬁc fatalities.
In addition to the policy changes and improved governance, other
factors are at work to lower the fatality rates. During 2005–06, the state
government of Andhra Pradesh initiated a ‘108’ emergency vehicle dis-
patch system which saved numerous lives by providing post-accident
care. Other states started implementing this system. Improved healthcare
and access to medical facilities are also providing life-surviving options
for victims in both urban and rural areas. Better road infrastructure and
superior vehicle technologies are also helping to reduce the fatality
rates. Given the disposable incomes of the urban Indian and availability
of government funds, the personal automobilemarket and public trans-
port ﬂeet alike are experiencing a renaissance with the result that the
vehicles that now ply on the roads are safer. More recently, however,
due to the global economic slowdown — which impacted India as
well, fewer investments are likely being made toward road safety im-
provements. This maymean the possibility of a new trend in the ‘struc-
tural change’ aspect under discussion. Future research, using additional
data, can provide clues and determine if in fact structural changes are
underway.
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Five main conclusions can be drawn from this work. First, the inter-
cepts and gradients of the individual year-wise model formulations
(Sections 4.3 and 4.6) showed high stability and values similar to
those of the generalized models (Sections 4.2 and 4.5), thereby indicat-
ing that the latter can be safely applied. This conclusion is consistent
with Jacobs and Hards [19] who deduced that Smeed's formulation
remained unchanged for 1950, 1960, and 1970 when compared with
the original 1938 data. Also, the dispersion of %D in the time-series
models was low (CoV of 6.9 each) when compared with state-
variance models (CoVs of 11.7 and 12.4).
Second, these high CoVs of the state-variance models testify to the
instability of the intercepts and gradients of the explanatory variable,
thereby providing evidence that the generalized models (Sections 4.2
and 4.5) may not be as useful for application as individual formula-
tions. This conclusion is corroborated by the fact that the average, me-
dian, and standard deviation of %D were less for the state-variant
models than the generalized models.
Third, the panel data as used in this analysis provide evidence on
the need to have cross-sectional data along a time-series for drawing
meaningful conclusions regarding the explanatory power of time-
variant and state-speciﬁc models. For example, this work suggests the
need for developing region-speciﬁc formulations based on time-series
data though the time-variant models by themselves may not offer a
value greater than the generalized models. The adjusted R2 of the
Smeed formulation illustrated that the independent variable explained
57% of variation in F/V which implies that there could be other factors
that may need to be considered. An unrelated exploratory analysis by
the author showed that the parameters such as gross domestic product
and road length (Valli and Sarkar, 1997)may also need to be considered
for model development. Andreassen models, however, provided excel-
lent explanatory power of the independent variables (‘V’ and ‘P’) on the
dependent ‘F’. This could be due to the fact that two parameters, instead
of one variable as in Smeed equation, comprise the Andreassen model.
This work also showed that fatality rates dropped during four analy-
sis periods (Section 4.8). As discussed, in addition to governance issues
and policy matters, the ‘108’ post-accident emergency care initiatives
aided by the private sector's improved medical facilities could be the
factors in the fatality rate reduction. Also, private auto owners and
state transportation units are purchasing better vehicles that offer quality
driving options; improved vehicle technology is thus aiding safer
mobility. However, given the recent economic downturn, the impact
of reduced expenditure on road safety initiatives needs further study.
Finally, this work showed that the original Smeed formulation can-
not simply be discounted due to reasons cited by many researchers.
This is because Smeed's model is parsimonious in parameter usage,
and appears to be observation-driven, evidence-based, and logically
valid in measuring the per vehicle fatality rate vis-à-vis the per capita
vehicle ownership whereas the Andreassen format offers a more sim-
plistic approach to model road trafﬁc fatalities given the number of ve-
hicles and population.
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