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The ultimate goal of genomics research is to describe the network of molecules and interactions that govern all biological functions
and disease processes in cells. Nonlinear interactions among genes in terms of their logic relationships play a key role for deciphering the
networks of molecules that underlie cellular function. We present a method based on a graph coloring scheme and information theory to
identify the gene expression network with lower and higher order logic interactions of genes. The analysis of oncogenes and suppressor
genes from a colon cancer mRNA microarray dataset identiﬁes a gene expression network with directionality and weights that reﬂects
intracellular communication pathways. The success of the proposed method in mining hidden, complicated gene interactions and reliably
interpreting experimental results suggests that the proposed method is a useful tool for understanding cancer systems. Extension of this
method holds the potential to be fruitful for understanding other complex, nonsymmetric systems.
 2007 Elsevier Inc. All rights reserved.
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High-throughput technologies are opening global per-
spectives for examining living organisms at the molecular
level. Currently, using vast amounts of mRNA microarray
data on biological processes and tumors, researchers have
analyzed this data using a variety of artiﬁcial intelligence
technologies and statistical tools to detect signiﬁcant diﬀer-
ences in gene expression levels. The goal of this analysis is
to identify meaningful subgroups of genes exhibiting simi-
lar expression patterns [1–3], classify the tumor types and
subtypes, predict survival in cancer and discover diagnostic1532-0464/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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(R.E. Perozzi), eperozzi@comcast.net (E.F. Perozzi).biomarkers [4–6]. Methods for associating biological enti-
ties in genome-wide data are numerous and include hierar-
chical clustering, hypergeometric distribution, shortest-
path analysis, support vector machine, Bayesian analysis,
logical regression and others. More recently, in order to
gain insight into the identity or nature of the gene interac-
tions that give rise to the observed expression patterns,
much eﬀort has been devoted to the reconstruction of gene
interaction networks using a variety of modeling
approaches ranging from simple Boolean networks
through dynamic models of cellular processes [7–12]. Var-
ious types of Bayesian network models [13,14], graphical
Gaussian models [15,16], relevance networks [17], linear
models [18], linear transcription models [19], and weight
matrix models [20] have been developed to extract informa-
tion about gene interactions directly from expression pro-
ﬁles. In these models either the network typology is
formed by drawing microarray data randomly from a
Gaussian distribution, the presence of which is merely a
Fig. 1. Graph coloring.
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rating additional information from interventions and per-
turbations. From the above it can be seen that these
models are based on simplistic assumptions. Simplifying
complex cancer signatures can only provide a partial
understanding of a protein’s function. Over the years these
methods have led to some remarkable achievements, even
when using just a simple linear gene network model. Nev-
ertheless the system still has been under-determined
because the relationship between genes is complex, nonlin-
ear and nonsymmetric.
Challenged by these problems, in this paper we propose
an approach to gene expression network inference from
gene expression data that relies on entropy to measure
the possibility of triple gene interactions in the formation
of uncertainty coeﬃcients. The goal of this paper is to pro-
pose an algorithm to analyze a dataset at a higher than
usual level of complexity by attempting to determine the
underlying network of regulatory interactions that causes
the behavior observed in large-scale measurements.
D’haeseleer et al. [2] determined signiﬁcant relationships
between individual genes using entropy as a starting point
to infer gene networks in microarray data. Entropy has
proved powerful in the analysis of complex and nonsym-
metric systems in microarray data [2,21–23]. Bowers et al.
[24] proposed a logic analysis of phylogenetic proﬁles
(LAPP) on the basis of information theory to study a pro-
tein network. The LAPP method was successfully applied
to glioma gene expression data as well as to clinical out-
come data and identiﬁed a group of genes correlated to gli-
omas [25]. Here we explore the usefulness of the LAPP
method in extracting information with respect to gene
interactions from microarray data. We formulate a proce-
dure to identify a gene expression network which is
weighted by the high support level of the samples and
receives its direction from the logic relationships captured
within the observed expression data. This method is used
to determine distribution of uncertainty coeﬃcients gov-
erning microarray data such that the available information
on gene expression levels, e.g. their pairwise and higher
order correlations, is encoded. Then based on graph color-
ing schemes, the logic function and logic expression pat-
terns are summarized for each pairwise and triple gene
set in the microarray data. Next the probability of each
logic expression pattern in the samples is computed as a
support level. Finally a gene expression network is con-
structed with weights and directionality.
Obviously, the logic relationships between genes are
causal, nonlinear, complex and not symmetric. These rela-
tionships could reﬂect the complexity of cellular networks
that involve branching, parallel and alternative pathways.
Using our approach, we were able to infer the hidden cor-
relation of a single gene under many diﬀerent combinations
with other genes at their expression levels and their expres-
sion patterns in order to capture functional pathways.
Through the network model we may identify the intercon-
nected genes which interact along diﬀerent pathways withdiﬀerent weights. We assess the ability of our approach
to extract lower and higher order logic relationships by
analyzing microarray expression data from a well studied
colon cancer dataset (GSE4045 [26]). We report that the
member genes involved in the TGF-Beta and MSI path-
ways show strong higher order logic gene interactions
and some interconnected genes play key roles when they
are correlated with colon cancer. These results demonstrate
that pathways interact through interconnected genes and
indicate that it may be possible to retrieve more relevant
information about cellular signaling and regulatory path-
ways directly from gene expression data than previous
methods have yielded.
2. Methods
The complexity of cellular networks suggests that we
might expect the existence of logic relationships, including
lower and higher order ones. A lower logic relationship can
be described in this way: A is present/absent only if B is
present/absent, whereas a higher one presents a pattern
of presence or absence of multiple genes. For instance, gene
C is present if and only if genes A and B are both present.
Here, 14 logic types, including lower and higher order
logic, are inferred using a graph coloring scheme. The logic
relationships are then identiﬁed by the LAPP method and
are applied to a colon cancer gene expression proﬁle. A log-
ical network of the genes with directions and weights is
constructed next. Finally the related colon cancer pathways
involved in the network are veriﬁed using KEGG.
2.1. Logic type identiﬁcation with graph coloring scheme
In this paper the logic types are represented by Venn
graph coloring schemes. As shown in Fig. 1, two circles
are marked as genes A and B, and the shaded area (in
the illustrated case, the overlap area) is marked as gene
C. If separate colors are used to color each portion of the
Venn graph, 16 (24) diﬀerent coloring schemes will be gen-
erated. If each of the coloring schemes represents one of the
diﬀerent logic types there will be 14 logic types including
four lower and 10 higher order logic relationships. The
other two cases in which C is always or never present are
not considered as logic relationships between A and B, so
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shown in Fig. 1 is the higher order logic type 1 denoted
here, in which gene C is present only if genes A and B
are both present simultaneously, from which we infer that
the function of gene C conditionally depends on the func-
tion of genes A and B both being present. This phenome-
non is often observed in biochemical catalytic systems.
The 10 higher order logic relationship types and four lower
order logic relationship types with their Venn graph color-
ing schemes are shown in Table 1.
The higher order logic types 1–10 are same as those of
Bowers et al. [24] except that types 9 and 10 (as denoted
here) are identical with types 6 and 5 (as Bowers denoted
them), respectively. Additionally types 11 and 12 are iden-
tical lower order logic relationships, as are types 13 and 14.
Types 15 and 16 have no logical sense. In a later section of
this paper all 14 lower and higher order logic types will be
analyzed and used to model the logical network.
2.2. Identiﬁcation of the logic relationships
Uncertainty coeﬃcients are based on entropy and pro-
vide a quantitative measure for conﬁrming the uncertainty
information of two and three gene relationships. Higher
order logic relationships were determined for all triplet
combinations of the proﬁles according to how well the log-
ical combination f(a,b) of two proﬁles predicted a third
proﬁle, C. First, the individual entropy of each gene is com-
puted, then the joint entropy of f(a,b) is computed. Finally
the uncertainty coeﬃcients U(cja),U(cjb) and U(cjf(a,b))
are calculated,
UðcjaÞ ¼ ½HðcÞ þ HðaÞ  Hða; cÞ=HðcÞ ð1Þ
where H refers to the entropy of the individual or joint dis-
tribution. The value of U ranges between 1 and 0, with 1
being the case in which C is a deterministic function of A
and 0 being the situation in which C is completely indepen-
dent of A. H(a) and H(c,a) are given by
HðaÞ ¼
X
pðaÞ log pðaÞ ð2Þ
Hðc; aÞ ¼
XX
pðc; aÞ log pðc; aÞ ð3Þ
where p(a) is the probability of geneA’s being expressed in
all samples, and p(c,a) is the joint probability of genes A
and C both being expressed in samples.
The uncertainty coeﬃcients of triplets are deﬁned as
follows:
U½cjf ða; bÞ ¼ fHðcÞ þ H ½f ða; bÞ
 H ½c; f ða; bÞg=HðcÞ ð4Þ
where U and H are the same as above. Function f(a,b) is
the logical combination function of genes A and B.
To determine the logical relationships between genes,
only those genes whose uncertainty coeﬃcients are larger
than a certain threshold are selected. Let R1 and R2 denote
the thresholds of U(cja) and U(cjf(a,b)), which should sat-
isfy the following constraining condition:UðcjaÞ < R1
UðcjbÞ < R1
U ½c; f ða; bÞ  UðcjaÞ and UðcjbÞ
R2 > R1
8>><
>>>:
ð5Þ
The thresholds of R1 and R2 are designed using the follow-
ing steps.
First, U is computed according to Eqs. (1)–(4). Next the
rate of change curve of U is plotted. Then the maximal
rates of change of UR1 and UR2 are chosen as temporary
thresholds.
Second, the U 0R1 and U
0
R2
thresholds are computed
according to prior knowledge which has been validated
by medical experiments regarding the interactions of pairs
or triplets of genes and are denoted as U 0R1ðcijbiÞ; i ¼
1; 2; 3; . . . ; n, and U 0R2ðcijf ðai; biÞÞ; i ¼ 1; 2; 3; . . . ; n where
n is the number of these genes.
Third, the number of U 0R1 and U
0
R2
distributed in the dif-
ferent variable intervals of the uncertainty coeﬃcients is
counted. If the interval overlaps by more than 70% of
UR1 and UR2 , the low bound of this interval is selected as
the threshold of R1 and R2.
R1 ¼ minUðcijbiÞ ð6Þ
R2 ¼ minUðcijf ðai; biÞÞ ð7Þ2.3. Gene logic expression pattern and sample support level
Each higher order logic type has its gene expression pat-
tern as shown in Table 2, revealing that there are 10 higher
order logic expression patterns. For example, the expres-
sion pattern of logic type 1 in which C is present if and only
if B and A both are present has the expression pattern,
1 = 1^1, where 1 denotes that the gene is present in the
sample and 0 denotes its absence.
Since each individual sample has a diﬀerent gene expres-
sion pattern, the support level which measures the proba-
bility of the expression pattern occurring in the samples
should be computed. Only statistically signiﬁcant logic
combinations can be supported as being associated with
cancer. In addition, in this paper the support level is the
weight of the network. The weight of the edge in the net-
work indicates the importance of the logical interactions
of the cancer genes, which indicates the contribution of
the interacted genes to tumorigenesis. The details of the
gene expression patterns are given in Table 2.2.4. Support for the reliability of the model
The accuracy and usefulness of this model was sup-
ported by two collaborating methods. In the ﬁrst, portions
of the dataset were removed from processing and then eval-
uated after training the model. This process was repeated
100 times. For the second test a diﬀerent colon cancer data-
Table 1
The logic types illustrated with Venn graph coloring schemes and logic statement
Type Venn diagram Logic function Logic statement Logic order
1 C = A^B C is present in a genome iﬀ (if and only if) A and B are both present Higher
2 C = (A^B) C is present iﬀ A is absent or B is absent Higher
3 C = A_B C is present iﬀ A is present or B is present Higher
4 C = (A_B) C is present iﬀ A is absent and B is absent Higher
5 C = A^B C is present iﬀ A is absent and B is present Higher
6 C = A_B C is present iﬀ A is absent or B is present Higher
7 C = (A  B) C is present iﬀ one of either A or B is present Higher
8 C = (A  B) C is present iﬀ A and B are both present or A and B are both absent Higher
9 C = A^  B C is present iﬀ A is present and B is absent Higher
10 C = A_  B C is present iﬀ A is present or B is absent Higher
11 C = A C is present iﬀ A is present Lower
12 C = B C is present iﬀ B is present Lower
13 C = A C is present iﬀ A is absent Lower
(continued on next page)
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Table 1 (continued)
Type Venn diagram Logic function Logic statement Logic order
14 C = B C is present iﬀ B is absent Lower
15 C is always present None
16 C is always absent None
Table 2
Gene logic expression pattern
Type Expression pattern Type Expression pattern
1 A 1 2 A 1 0 0
B 1 B 0 1 0
C 1 C 1 1 1
3 A 1 1 0 4 A 0
B 0 1 1 B 0
C 1 1 1 C 1
5 A 1 6 A 0
B 0 B 1
C 1 C 1
7 A 1 0 0 8 A 1 0 1
B 1 0 1 B 1 0 0
C 1 1 1 C 1 1 1
9 A 1 0 10 A 1 0
B 0 1 B 1 0
C 1 1 C 1 1
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the method in this paper. Details are in Section 3.6.3. Results
The above method was applied to a colon cancer
mRNA microarray dataset in which the lower and higher
order logic relationships of colon cancer genes were identi-
ﬁed. From these relationships a weighted and directional
network of colon cancer genes was modeled.3.1. Date source
The publicly available dataset GSE4045 of colon cancer
genes that we used was collected by Laiho et al. [26] from
Finland and can be downloaded at http://www.ncbi.nlm.
nih.gov. It consists of gene expression proﬁles in eight ser-
rated adenocarcinoma and 29 conventional colorectal
cancers, with an Aﬀymetrix GeneChip Human GenomeU133 Array Set complementary to more than 22,283
probes. The HG-U133A chips were hybridized, scanned
and analyzed with Microarray Suite 5.0 software. The dis-
crete presence call value was used to analyze the logic rela-
tionship of the genes; a value of 1 denotes the gene is
present in the sample and 0 denotes its absence.3.2. Oncogenes and suppressors
The 52 oncogenes and suppressor genes of colon cancer
that we studied were selected according to the number of
literature citations recorded in the PubMed [27] database.
These genes are known to be related to colon cancer in dif-
ferent functional modules, including DNA mismatch repair
proteins, cancer metastasis proteins, vascular endothelial
growth factors and cell cycle regulators. Each of the
selected genes was veriﬁed by more than two medical
papers as being related to one of the above functions.
The genes are listed in Table 3.3.3. Selection of thresholds
As mentioned above, the thresholds R1 and R2 of U(cja)
and U(cjf(a,b)) are selected according to Eqs. (1)–(7). The
lower order logic combination distribution is shown in
Fig. 2. Fig. 3 shows the higher order logic combinations.
If U(cja) = 0.25, then the accumulated number of lower
order logic combinations is 12,733 in total. However, if
U(cja) = 0.20, the number sharply increases to 26,421. Uti-
lizing the previously identiﬁed 22 pairs of genes, the thresh-
old was chosen as 0.25. The threshold of the higher order
logic relationship was selected similarly. The threshold of
the higher order logic relationship is 0.55.3.4. Statistical analyses
Obviously the accuracy of the discovered gene func-
tional linkages cannot be exactly veriﬁed due to the limited
knowledge of gene interactions and pathways. Therefore,
in this paper a statistical analysis is presented to test the
Table 3
List of the 52 oncogenes and suppressors
Probe ID GeneID GeneSymbol Probe ID GeneID GeneSymbol
204010_s_0t 3845 k-ras 204748_0t 5743 COX-2
201895_0t 369 Raf 209946_0t 7424 VEGFC
212609_s_0t 10000 AKT 212171_x_0t 7422 VEGFA
209364_0t 572 BAD 203085_s_0t 7040 TGFB
220566_0t 23533 P13K 207334_s_0t 7048 TGFB-RII
212849_0t 8312 Axin 205386_s_0t 4193 MDM2
209189_0t 2353 Fos 202520_s_0t 4292 MLH1
221558_s_0t 51176 LEF 202911_0t 2956 MSH6
208351_s_0t 5594 ERK 210947_s_0t 4437 MSH3
222146_s_0t 6925 TCF4 209421_0t 4436 MSH2
216836_s_0t 2064 C-erbB2 216039_0t 5379 PMS1
209051_s_0t 5900 RalGDS 207004_0t 596 Bcl2
202095_s_0t 332 Survivin 208478_s_0t 581 BAX
208711_s_0t 595 cyclin-D1 209805_0t 5395 PMS2
207839_s_0t 51754 B-Catenin 211300_s_0t 7157 P53
216933_x_0t 324 APC 209644_x_0t 1029 P16
201130_s_0t 999 E-cadherin 206132_0t 4163 MCC
201693_s_0t 1958 EGR1 209588_0t 2048 EPHB2
204489_s_0t 960 CD44 209828_s_at 3603 IL-16
210775_x_0t 842 CASP9 207160_0t 3592 IL-12
202763_0t 836 CASP3 205479_s_0t 5328 u-PA
206939_0t 1630 DCC 203076_s_0t 4087 SMAD2
206254_0t 1950 EGF 205396_0t 4088 SMAD3
205828_0t 4314 MMP3 202526_0t 4089 SMAD4
203936_s_0t 4318 MMp9 211551_0t 1956 EGFR(RTK)
202859_x_at 3576 IL8 211553_x_0t 317 Apaf
Fig. 2. The distribution of U(cja) and the number of pairs of genes. Fig. 3. The distribution of U(cjf(a,b)) and the number of triplets.
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ships. A simulated sampling was designed using the follow-
ing steps: First, a matrix of randomized gene expression
proﬁles was generated, maintaining the same individual
distribution as the actual proﬁles. Second, the uncertainty
coeﬃcients U*(f(a,b)) were computed using Eq. (4) on the
randomized datasets and were ranked in descending order
according to the calculated values. Third, the accumulated
number of U whose value was larger than the correspond-
ing U* was counted. Finally, the previous steps were
repeated 100 times. The statistical signiﬁcance of the dis-
covered relationships according to their P-values was
deﬁned byP ¼ #ðjU
jP jU jÞ
C352  100
ð8Þ
where #(jU*jP jUj) is the number of discovered logical
relationships with U*P U, and C352  100 is the total num-
ber of triplet trials. Fig. 4 shows the number of identiﬁed
gene triplets as graphed against the U values for the actual
and random datasets. Statistical analysis indicates that the
actual dataset is signiﬁcantly diﬀerent from the random one
at a signiﬁcance level of 0.005.
As shown in Fig. 4, the number of discovered triplets
above the threshold in the actual datasets is more than
the number in the random datasets. The upper curve is
Fig. 4. Plot of cumulative number of gene triplets recovered at an
uncertainty coeﬃcient greater than a given threshold. Line with dots
shows the number of triplets in the actual dataset, whereas the lower one
with open circles represents the randomized set.
Fig. 5. Histogram of logic type and the number of identiﬁed triplets.
536 X. Ruan et al. / Journal of Biomedical Informatics 41 (2008) 530–543the number of triplets in the actual dataset; the lower is the
number of triplets in the random one. The P-value of the
discovered triplets being correct ranged from 0.03 to
0.003. These P-values derived from the statistical analysis
conﬁrm that the discovered logical triplets do not interact
randomly.3.5. The discovered logical pairs and triplets of genes
After the threshold selection and statistical test, all the
pairs of genes whose uncertainty coeﬃcients and support
level were larger than 0.25 and 0.6, respectively, were
selected as correlated at a low order; whereas the triplets
whose uncertainty coeﬃcients and sample support levels
were greater than 0.55 and 0.8, respectively, were consid-
ered to be logically correlated at a higher order. The 2652
pairwise lower order logic relationships were analyzed.
Only 39 pairs satisﬁed this criterion. These will be pre-
sented in the section on the logic network. Next the
662,975 triplets were analyzed. From this 23 types of higher
order logic combinations related to 30 genes were obtained.
The distribution of the triplets is plotted in Fig. 5.
From Fig. 5 it can be seen that the most frequent logic
type is 8 and the least is type 4. According to Bower’s
[24] analysis, logic types 5 and 9 are the same logic type,
as are logic types 6 and 10.3.6. Logic gene expression network construction
A logic gene network was constructed using the above
analysis of the logical combinations. In the network each
gene represents a node of the network; logical relationships
represent the edges; the weight of each edge is the sample
support level of each triplet; and the arrow represents the
dependent relationships of each pair or triplet. In this
way the gene logic network is constructed with both
weights and directionality. The network of colon cancergenes can be seen in Fig. 6. The higher order logic relation-
ships are plotted with a solid line and the lower order ones
with a dashed line. Ellipses indicate ‘hub’ genes.
As shown in Fig. 6, the genes in the network are interde-
pendent. MMP9 conditionally depends on the logical com-
binations of seven triplets; CASP3 is involved in ﬁve
interdependent higher order logic relationships and two
lower order logic relationships. SMAD4 logically depends
on three other genes; u-PA correlates with one gene with
a higher order logic relationship and seven genes with
lower order logic. C-erbB2’s connections are all lower
order logical correlates with seven genes; also VEGFA is
interdependent with six genes that are lower order logic
as well as one higher logic one. In this paper only the log-
ical relationship between the cancer suppressors, microsat-
ellite unstable (MSI) and transforming growth factor beta
(TGF-b) pathways have been selected for further analysis.
This logic interaction has been validated by the KEGG
0520 [28] colon cancer signaling pathway.
SMAD4 is a central component of the SMAD pathway
that transduces signals from transforming growth factor
beta (TGF-b) superfamily members [29]. The SMAD4 in
the TGF-b signaling pathway depends on the status of mis-
match repair family protein (MSH3). The gene encoding
SMAD4 was originally identiﬁed as a tumor suppressor
at 18q21.1 [30]. SMAD4 functional analysis also indicates
a diﬀerential SMAD4 requirement for TGF-b-induced
functions. TGF-b-induced cell cycle arrest and migration,
but not epithelial–mesenchymal transition, are abolished
after silencing of SMAD4 [31]. Together these observations
support a model in which SMAD4 is logically linked to
MSH3 in combination with other proteins that inhibit
colon cancer.
The model of the tumor gene expression logic network
reveals that every gene not only plays a single unchanging
role in a biological pathway, but also participates in many
pathways and interacts with many other genes. That is, a
gene may have several functional annotations, and its pro-
moter region may contain several regulatory motifs. For
instance, MMP9 depends on genes in multiple pathways
Fig. 6. The logic association gene expression network of colon cancer.
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many pathways. MMP9 is one of the most highly intercon-
nected hub genes in the network in that it is correlated with
interactions with seven pathways. This gene is known to be
involved with cell migration as well as other collagen
related functions [32]. Proteins encoded by the matrix
metalloproteinase (MMP) are involved in the breakdown
of extracellular matrix in normal physiological processes,
such as embryonic development, reproduction, and tissue
remodeling, as well as in disease processes, such as arthritis
and metastasis. Since changes in cell migration, collagen
and features of the extracellular matrix are logically
involved in many ways with cancer initiation and survival,
it appears reasonable to accept the ﬁnding of the model
that MMP9 is involved in many cancer pathways. As with
all the biological applications, these ﬁndings are presented
as hypotheses to be tested by real-world cancer research.
Strikingly, C-erbB2 is shown to be strongly intercon-
nected only in pairwise interactions in the network. It
mediates the signaling pathway that is thought to play a
critical role in numerous developmental processes [33,34].
This gene has been shown to be involved in adherent junc-
tions (KEGG pathway: 0452), the calcium signaling path-
way (KEGG pathway: 04020), dorso-ventral axis
formation (KEGG pathway: 04320), endometrial cancer
(KEGG pathway: 05213), ErbB signaling pathway (KEGG
pathway: 04012), focal adhesion (KEGG pathway: 04510),
non-small cell lung cancer (KEGG pathway: 05223), pan-
creatic cancer (KEGG pathway: 05212) and prostate can-
cer (KEGG pathway: 05215). Although our network
indicates that C-erbB2 is only connected in pairs rather
than triplets, its high level of connectivity to seven genes
seems to be supported by the large number of pathways
in which it is known to be involved.
From these examples it can be seen that there are com-
plex logical relationships between the activation of onco-
genes and suppressor genes. Since knowledge about the
mechanism of cancer is limited, the cause of the interac-
tions between the various pathways is still unclear. As we
said above, we have built the network model primarily to
form biological hypotheses that cancer researchers can
use as a basis for designing experiments which can be used
to support or reject it.
3.7. Quantitative test
To validate the performance of the proposed method
we looked at the recurrence rate to test the overlap of
each logic triplet discovered in the test dataset. Cross-
validation was used to test the performance of the model
by removing some data before beginning training. After
training, the data that was removed was used to test
the performance of the learned model on ‘‘new” data.
First we removed 12 samples as a test dataset of ran-
domized colon cancer gene expression. The rest of the
data served as a training set. Secondly, we computed
the uncertainty coeﬃcient for each triplet of genes inthe randomized dataset and selected those genes in
descending order out of those that had a support level
of greater than 0.8 and uncertainty coeﬃcients (R2) that
are larger than 0.55. These served as the candidate logi-
cal genes (Nc). Third we repeated the previous steps 100
times and counted the number of candidate genes in each
random dataset. We then evaluated the discovered logical
relationships via the recurrence rate, Hr, which is com-
puted as follows
Hr ¼ #N c P R2T e ð9Þ
where #(NcP R2) is the number of candidate genes in the
randomized datasets, and Te is the total number of triplet
trials. In this experiment, Te is 100. We computed the
recurrence rate for each set of gene triplets and listed the
values in Table 4. The triplets with the highest values were
detected 50 times as frequently as the ones in the original
dataset. From the results of the new data, we have clearly
showed that our method is useful for mining the hidden
relationships among genes from a gene expression
proﬁle.
Additionally, we used the publicly available colon can-
cer gene dataset, GDS1386, as a separate test set to evalu-
ate the results. This dataset was contributed by Koinuma
et al. [35] from Japan and can be downloaded at http://
www.ncbi.nlm.nih.gov/sites/entrez?db=geo&cmd=search
&term= GDS1386%5BACCN%5D. It consists of 20
samples, with an Aﬀymetrix GeneChip Human Genome
U133 Array Set complementary to more than 22,283
probes. We chose the 52 oncogenes and suppressor genes
in Table 3 from the GDS1386 dataset (see Section 3.2 for
the selection criterion), and applied our method to this
dataset. We obtained 34 triplets of logic genes that satisﬁed
the constraint condition from the new dataset. Of these 16
triplets had been included in the previously discovered 23
triplets that ﬁt the various logic types in the training data-
set. Table 5 shows the value of the triplets of GDS1386.
The 16 triplets that were discovered were found in both
datasets. The fact that we were able to discover the same
genes groupings using both datasets provides strong evi-
dence that this method is useful for discovering real rela-
tionships between colon cancer genes. Although the
sample support level in the GDS1368 is smaller than the
one in GSE4045 dataset, the results are reasonable from
a statistical perspective. It is likely that the diﬀerences in
support level can be explained as resulting from experimen-
tal diﬀerences in the gene chips as well as from genetic dif-
ferences with respect to pathways that may occur in
diﬀerent human races [36]. Although the primary goal
was not to match the intersection ratio but to test our
method for modeling the gene network for the purpose of
supplying a reference for cancer researchers to test the
hypothesis given in this paper, the fact that we were able
to discover 16 identical triplets in two independently listed
public datasets strongly supports the validity of this
method (see Table 5).
Table 4
The observed triplets in the new dataset
Logic type A B C U(cja) U(cjb) U(cj(a,b)) Support level
3 k-ras VEGFC CASP9 0.139551 0.229582 0.733905 0.75
3 k-ras PMS1 CASP3 0.202359 0.229582 0.624269 0.8
10 k-ras P16 SMAD4 0.115432 0.007352 0.601828 0.45
7 BAD MSH3 MLH1 0.000812 0.011081 0.007352 0.25
6 Axin EGF MMP9 0.045783 0.229582 0.601933 0.9
6 Axin EPHB2 MMP9 0.209188 0.115432 0.578974 0.85
8 Fos SMAD3 cyclin-D1 0.197773 0.078696 0.601719 0.7
6 ERK VEGFC MMP9 0.182388 0.116856 0.597773 0.45
3 RalGDS SMAD3 CASP3 0.202359 0.020879 0.660735 0.55
8 Survivin E-cadherin MSH2 0.23677 0.047268 0.23677 0.1
3 Survivin SMAD3 CASP3 0.273945 0.020879 0.587629 0.6
1 cyclin-D1 SMAD2 MSH2 0.047268 0.003744 0.563744 0.55
8 cyclin-D1 SMAD2 MSH2 0.047268 0.003744 0.703054 0.55
3 EPHB2 SMAD3 CASP3 0.087629 0.020879 0.422145 0.65
3 EGF COX-2 MMP9 0.078696 0.573514 0.12134 0.8
10 EGF P16 MMP9 0.078696 0.230304 0.168365 0.5
10 EGF P16 VEGFA 0.046785 0.011081 0.030305 0.35
3 COX-2 EPHB2 MMP9 0.073514 0.016209 0.597396 0.9
6 MDM2 EPHB2 MMP9 0.016606 0.016209 0.716606 0.85
5 TGFB-RII MSH3 SMAD4 0.145932 0.004889 0.609343 0.5
7 TGFB-RII MSH3 SMAD4 0.145932 0.004889 0.700074 0.75
Table 5
Occurrence rate of discovered logic triplets in the test dataset
Logic type A B C Hit ratio
3 k-ras VEGFC CASP9 0.69
3 k-ras PMS1 CASP3 0.77
10 k-ras P16 SMAD4 0.71
7 BAD MSH3 MLH1 0.9
6 Axin EGF MMP9 0.81
6 Axin EPHB2 MMP9 0.74
8 Fos SMAD3 cyclin-D1 0.64
6 ERK VEGFC MMP9 0.59
3 RalGDS SMAD3 CASP3 0.73
8 Survivin E-cadherin MSH2 0.82
3 Survivin SMAD3 CASP3 0.81
1 cyclin-D1 SMAD2 MSH2 0.76
8 cyclin-D1 SMAD2 MSH2 0.75
3 EPHB2 SMAD3 CASP3 0.8
3 EGF COX-2 MMP9 0.69
10 EGF P16 MMP9 0.58
10 EGF P16 VEGFA 0.77
3 COX-2 EPHB2 MMP9 0.87
6 MDM2 EPHB2 MMP9 0.51
5 TGFB-RII MSH3 SMAD4 0.78
7 TGFB-RII MSH3 SMAD4 0.78
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By far the most popular current computational tech-
nique for the large-scale analysis of cancer gene expression
data is the clustering of genes (or experiments) based on
similarity in expression patterns (Table 6). These similari-
ties in patterns are assumed to provide inferences about
co-regulation, co-expression, classiﬁcation of tissue sam-
ples, etc. [37,38]. Co-expression clustering is very important
in analyzing gene expression patterns based on distance
similarity [2]. However, if co-expression is compared withthe logical expression patterns of genes that are proposed
here, co-expression is weak in that the relationships among
genes that are depicted are nonlinear and non-causal.
Additionally, preliminary results that compared SOM, K-
means, FITCH and Autoclass (all using Euclidean dis-
tance) showed very poor performance of all clustering
methods in identifying a metabolic pathway with associ-
ated regulation of the enzymes by metabolites [39]. Thus,
compared with our method, such clustering studies lack
predictive ability and provide less information about causal
relationships.
In addition to clustering techniques, intelligent technol-
ogies, such as genetic algorithm [40], support vector
machine [41] and nonlinear artiﬁcial neural network
(ANN) have been attempted as ways to answer questions
about cancer. Of these methods ANN is one of the most
widely used and promising approaches in its application
to cancer research, so we have chosen to compare it with
our method in more detail than other methods. ANNs have
been used for a number of years in cancer studies to classify
cancer types and to predict survival, especially to ﬁnd bio-
logical marker genes in microarray data [3,42]. Unlike our
method, ANNs are not particularly useful for establishing
functional relationships between genes. A recent paper by
Ahmed [3] has pointed out a number of uses for ANNs
as well as several potential weaknesses. None of these
weaknesses are problems with our method, since we are
addressing the cancer issue from an entirely diﬀerent per-
spective. More importantly in contrast to the classiﬁcation,
clustering and data ﬁtting functions of ANNs, the design of
our method allows it to be used to model the interactions
between gene pairs and triplets for the purpose of under-
standing these interactions so that we can understand the
pathways that lead to cancer and its spread.
Table 6
Comparison of other methods with the proposed approach
Method or type Common uses Advantages Disadvantages compared to our
method
Example of use
Co-expression Provide inferences about co-
regulation, co-expression,
classiﬁcation
Analyzes gene expression
patterns based on distance
similarity
Relationships among genes are
depicted as linear and non-causal
Spiridon et al.
[34]
Artiﬁcial neural
network (ANN)
Classiﬁcation, survival prediction
and modeling of genetic
regulatory networks
Enhances diagnosis and
prognosis
(a) Overﬁtting (b) limited
identiﬁcation of causal
relationships,(c) empirical, (d) ‘‘black
box” (e) time consuming
Ahmed [3], Liu
et al. [42]
Boolean network Modeling deterministic
regulatory networks
Useful where there is a small
number of nodes
Computationally complex with larger
number of nodes
Kauﬀman et al.
[43]
Bayesian network Classiﬁcation, stochastic, acyclic
networks, gene regulation
systems, etc.
Conditional probability with
respect to a subset of other
variables. Temporal model,
causal inference
Assumption of an acyclic network is a
poor ﬁt for the data. Computationally
complex with larger number of nodes
Scha¨fer and
Strimmer [16]
Correlation metric
construction
Reconstruct reaction networks
from a measured time series of
the component chemicals
Derived from electronic circuit
theory, general systems theory
and multivariate statistics
(a) Information has not been used to
infer causal relationships (b) no
inference about dependency
Arkin et al. [45]
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mentioned above, there are a number of current attempts
to model gene networks. These are considered to be so
important for revealing the secrets of life that numerous
approaches have been generated to simulate gene–gene,
gene–protein and protein–protein interaction networks.
Among these, Boolean networks have proven useful for
modeling deterministic regulatory networks [43]. As
pointed out by Akutsu et al. [44], the computational com-
plexity of Boolean networks increases rapidly as the num-
ber of nodes increases, a weakness that our method does
not have. D’haeseleer et al. [2] presented a Boolean-logic
approach to infer regulatory gene networks using mutual
information to identify a minimal set of inputs that
uniquely deﬁnes the output for each gene at the next time
step. Although our method also uses Boolean logic to deci-
pher a gene network, there are signiﬁcant diﬀerences
between our method and theirs. These diﬀerences include
the fact that the network models are diﬀerent in that we
used logic diﬀerences rather than just on–oﬀ data. The
result is that only our method allows for weights to be
included in the network. In addition, we combined prior
biological knowledge about the interaction of genes with
a mathematical statistical method to set thresholds and to
choose triplets of logical genes, but D’haeseleer et al. [2]
only chose to use the entropy of the output that is equal
to the mutual information derived from the input and out-
put as the source of their triplets. Thus our method is based
on biological information as well as on logical diﬀerences.
Another network model that has been used is Bayesian
networks in which each variable is a conditional probabil-
ity with respect to a subset of other variables [14]. This sto-
chastic nature makes them excellent for modeling gene
regulatory, causal or temporal models. Scha¨fer and Strim-
mer [16] used an empirical Bayesian network approach to
infer breast cancer gene association networks from micro-
array data without directionality. But the Bayesian net-work method treats gene expression data as being in a
Gaussian distribution around a mean which is a linear
sum of inputs. This assumption of normality and of an acy-
clic network may not accurately reﬂect the reality of com-
plex cancer systems. Most research using the machine
learning algorithm of Bayesian networks has focused on
acyclic networks and static systems with discrete variables
and linear Gaussian models. Again, our method has an
advantage here in that it is makes no assumptions about
the Gaussian distribution nature of the data and allows
all gene groupings to be generated regardless of their statis-
tical distributions.
Arkin et al. [45] at Stanford University have been work-
ing on a method called Correlation Metric Construction to
reconstruct reaction networks from a measured time series
of the component chemicals. This approach is based in part
on electronic circuit theory, general systems theory and
multivariate statistics. The system is driven using random
inputs for some of the chemical species, while the concen-
tration of all the species is monitored over time. So far they
have not used the information regarding the time lag
between species at which the highest correlation was found,
which could be useful to infer causal relationships. Also,
they have not yet taken advantage of more sophisticated
methods from general systems theory, based on mutual
information, to infer dependency. Sequentially, using cor-
relation metrics a relevance network [17,18] and linear
transcription model [19] have been developed. Unlike our
model, which is primarily designed to predict causal rela-
tionships, correlation metrics has not been used to infer
causal relationships and no inference about dependency
between nodes (genes) is suggested. These are both impor-
tant for forming models that can be used for prediction, so
our method appears to have advantages in this area.
In summary, most of the traditional implementations of
the gene network methods are consistent with the simplest
notion of how two genes might be related in a cell, in which
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another. Such simple patterns might be expected when two
genes carry out sequential steps in an unbranched meta-
bolic pathway. However, the full complexity of cellular net-
works, which involve branching, parallel and alternate
pathways, cannot be adequately described by a simple
method. The novelty of the present work lies in the ability
of our method to identify gene interactions with lower and
higher logic relationships that are important for decipher-
ing cellular signaling and regulatory protein interactions
from gene expression data alone. That is, the most strongly
interacting and highly interconnected genes of the inferred
lower and higher order logic gene interaction network play
key roles in colon cancer molecular pathways, and each
logical relationship of pairs of genes and triplets occurs
with diﬀerent sample support levels under many diﬀerent
combinations of expression levels with other genes, or with
diﬀerent mutations. This contrasts markedly with the
results of the ‘‘clustering” methods widely used today to
analyze microarray data. Such correlation-based methods
identify genes whose expression proﬁles are similar; these
can be thought of as members of the same group, under
the direction of a common regulator. The present network
inference method may allow us to derive causal relation-
ships between genes more easily.
Perhaps the most striking result of the present analysis is
that the logic correlation among the several cellular path-
ways that mediate the relationship between a mutated
oncogene and a suppressor dysfunction is reﬂected in the
gene expression network. These observations reveal that
there is more information about system dynamics in gene
expression proﬁles, underscoring the integration of the cel-
lular and genetic aspects of cell function, than had been
extracted previously. By facilitating the analysis of intact
networks, the methodology we have proposed also makes
it possible to monitor the impact of subtle modiﬁcations
of key signaling components on network function. This will
supply a useful tool for cancer biologists in the discovery of
the systematic factors of cancer development. Finally, the
success of the present approach in extracting pathways
interactions indicates that the proposed approach will be
useful in understanding living systems, as it has been for
other complex, nonsymmetric systems [24].
5. Conclusion
As mentioned above, most of the traditional methods
for deciphering a gene network from microarray data are
based on linear or simple nonlinear models. Many
researchers have developed numerous types of models to
simulate actual biological systems such as cancer, using
artiﬁcial intelligence technology and statistical measure-
ments. However, the nature of cellular networks is such
that they not only contain linear relationships between
genes but also include nonlinear interactions among genes.
For example, genes A and B may have no interactions in a
linear mode, but protein C will be encoded if and only ifgenes A and B are both expressed, suggesting that the inter-
action of genes A and B is hidden, that is, that genes A and
B are conditionally related to gene C. Therefore, it is
important to develop a new approach to mining the hidden
gene relationship from microarray data.
Moreover, because our understanding is limited by bio-
logical experimental design approaches, it is hard to gain
maximal insight into cancer. Bearing this in mind, we only
analyzed the interactions of genes using lower and higher
order logic derived from microarray data. Since cancer is
a complicated systematic disease which can not typically
be caused by the mutation, expression, or absence of a sin-
gle gene, the method for simulating the mechanism should
include pairwise, parallel, intersecting and branching inter-
actions of genes. Using the logic relationships among
genes, we have proposed a method for modeling a gene
expression network with directionality and weights in order
to reveal the nature of a nonlinear complex cancer system.
Because genes are expressed temporally, spatially and con-
ditionally, the relationships between interacting genes are
constantly changing. This is especially true in the case of
cancer genes, which may have a helpful function under nor-
mal conditions, but are dysfunctional in cancer. Normal
cellular pathways always become abnormal in cancer.
Using a network model, we can have a reasonable expecta-
tion of ﬁnding the interactions of cellular pathways in can-
cer. This model is capable of identifying thousands of new,
higher order associations and of providing a network for
understanding the complex logical dependencies that relate
genes to other genes and to biological features within the
cell.
The proposed method is unable to reveal the nature of
cancer completely. We can, however, provide a new
approach using the logic concept to analyze cancer gene
interactions using microarray data. Extension of such
methods of combining genomic, microarray, and other
data appears to be a fruitful area for developing more pow-
erful bioinformatics tools. Our goal is to provide useful
concepts for biologists to consider and conﬁrm or reject.
We still face challenges in processing continuous data into
discrete data for our analytical approaches, as well as an
appropriate experimental design to validate the results.
Ideally, every set of predictions from a network model
analysis should serve as the basis for one or more biological
experimental designs. Such designs in turn will be helpful
for the extension or revision of the proposed models.
Hopefully, together these will result in signiﬁcant improve-
ments to the point where our models become truly predic-
tive and reliable.
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