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results indicate that the 2H2180 method as applied is a valid technique for measuring EE, that multipoint calculation methods can be as precise as the two-point method, and that EE was greater in free-living than in calorimeter-confined conditions. respiratory calorimeter; carbon dioxide production; energy expenditure; heat production THE DOUBLY LABELED WATER (2H2180) method was developed by Lifson and colleagues (5, 6) in the 1950s. This technique is used to determine energy expenditure (EE) from the disappearance rates of (k0) and 2H (kH) nonradioactive, naturally occurring, stable isotopes. The method is based on the assumption that oxygen (180 and 160) in expired CO 2 and the total body water pool are in isotopic equilibrium. 180 is eliminated from the water pool as water and CO 2 , whereas 2H is eliminated only as water. The difference in the elimination rates of 180 and 2H (k0 -kH) is related to the CO 2 production rate (rCO2)1 which in turn can be related to EE (23) . The method was first used to determine EE in small animals, but as instrumentation improved and the cost of isotopes decreased, it became feasible to measure free-living EE in humans (7) .
In the last 10 years the 2H2180 method has been validated for humans in several laboratories using a variety of standards for comparison, protocols, and calculation techniques (1, 2, 4, 11, (14) (15) (16) (17) 25) . Typically, validation studies compared EE as determined by 2H2180 with measurements by either dietary energy intake plus change in 402 energy stores (1, 11, 14, 16) or respiratory calorimetry (1, 4, 11, 15, 17) . Study protocols involved measuring excess isotope concentrations from two or more body water samples with isotope ratio mass spectrometry. Isotope clearance rates were determined using either two-point or multipoint calculation techniques. Several modifications of the original formula developed by Lifson and colleagues (5, 6) relating the difference in iSo and 2H clearance to EE have been proposed based on the results of some validation studies (1, 11, 15, 16) . Consolidation of validation studies indicates that the 2H2180 method is accurate within 2-8% of actual free-living EE (13).
One approach to the application of 2H2 180 is to measure the isotope concentration in body water by infrared spectrophotometry. This isotope analysis technique is not as precise as isotope ratio mass spectroscopy and requires a larger dose of 2H20 but is typically less difficult and less expensive (3, 8) . Coupled with a larger initial dose of 2H20, the precision of infrared spectrophotometry provides the accuracy required for implementation of the 2H2180 method. In addition, H 2180 does not interfere with the measurement of 2H20 by infrared absorbance (3). The dosing ratio ( 2H:'80) is well above shifts in background abundance for these isotopes, which was theorized to be a potential source of error in determining rCO2 by Roberts et al. (10) . They observed a difference in background abundances of 2H and iSo in infants consuming formula or breast milk and determined that a 4.16 dosing ratio of 2H and 180 would minimize the error in rCO2 . In another study Jones et al. (2) observed variable shifts in background abundance of 2H and "0, which indicate that a fixed isotope dose ratio will not reduce error. In field studies where there is a potential for background shifts in isotope abundance and corresponding error in rCO21 it is important to account for any changes in background isotope abundance in the study design. Although increasing the 2H20 dose does not affect the error caused by H 2180 shifts, it may reduce the potential for error introduced by background shifts in 2H20 (18) . In a previous study, EE measured with this approach compared favorably with dietary energy intake over a 2-wk period (19) . On the basis of those results a rigorous validation of this technique, as used in this laboratory utilizing a room-sized respiratory calorimeter, was initiated.
The primary objective of this study was to determine the precision and accuracy of the 2H218O method as used in this laboratory. A room-sized respiratory calorimeter was used as the standard measure for this validation (20) . Comparisons were made between water production (rH2O), rCO2 , and EE measured simultaneously with the use of calorimetry and the 2H2180 method. The second objective of this study was to determine the difference between EE under free-living and calorimeter-confined conditions. The subjects' free-living EE values after they left the laboratory were compared with the 24-h EE values measured in the calorimeter. The final objective of this study was to compare differences in rH 20, rCO2 , and EE as determined by multipoint and two-point calculations. Some authors suggest statistical advantages of multipoint methods are compromised by temporal variation in H 20 and CO2 turnover (21, 24) . The precision of 2H2180 calculation methods was compared on the basis of multipoint and two-point calculations.
MATERIALS AND METHODS
Nine adult human subjects (5 male and 4 female) were recruited to participate in this experiment. All but one of the subjects spent 7 consecutive nearly continuous days (23.5 h) within the calorimeter. The initial subject (subject 1) spent 5 days in the calorimeter chamber. This subject was concurrently participating in a separate study and was receiving a 7.95 MJ mixed diet. The sepa- rate protocol did not interfere with the 2H2180 validation schedule; all other aspects of the study protocol were the same for subject 1. The subjects were all fed mixed diets prepared at the Beltsville Human Study Facility during the calorimetric phase of the study. Subjects caloric intake requirements (except subject 1) were determined using the room calorimeter for a 23.5-h period before the start of the study. The preliminary measurement also served to acquaint the subjects with the room calorimeter environment and activity schedule.
The protocol was reviewed and approved by the Agricultural Research Service Human Studies Review Committee of the US Department of Agriculture and the Georgetown University Research Committee. All subjects were free of any metabolic disease and gave informed consent to participate in this study after the procedures were explained to them.
The nine subjects reported to the Human Study Facility at 7:00 A.M. on day 0 after a 14-h fast (the day before entering the calorimeter). The subjects' heights and weights were measured. The subjects' bioelectrical impedances (BIA) (BIA-101; RJL Systems, Detroit, MI) were measured to determine body lean body mass and percent body fat (26) . Baseline samples of plasma and urine were collected. At 8:00 A.M. the subjects were given an oral dose of 2H2180 (0.14 g/kg body wt of H 2 180 and 0.70 g/kg body wt of 2H20). Plasma samples were collected at 2.5, 3, and 3.5 h to determine isotope dilution by the plateau method. The subjects were then fed and released.
The subjects reported to the Human Study Facility at 7:00 A.M. on day 1 after a 14-h fast to begin the calorimeter phase of the study. Again the subjects' fasted weight and BIA were measured to determine any changes in lean body mass. A fasted urine sample was collected. At 8:00 A.M. the subjects entered the room calorimeter. While subjects were in the calorimeter, they followed the activity schedule that is given in Table 1 . Subjects were taken out of the calorimeter at 7:30 A.M. and were allowed to shower; they were weighed, BIA was measured, urine was collected, and at 8:00 A.M. they were returned to the calorimeter. A second urine sample was collected in the evening at -8:00 P.M. This routine was followed every day. On the final morning (day 8) after subjects were weighed, BIA was measured, and urine was collected, the subjects were given labeled urine containers and instructed to collect second void urine samples each morning for a free-living phase of 6 days. At the end of the week the subjects returned the urine samples to the laboratory and werereleased from the study.
The room-sizd chamber used in this study is a 20.39-m3 direct-indirct calorimeter. This chamber uses a push-type indirect calorimetry system to measure respiratory gas exchange to within 1.5% (20) . The repeatability of human 24-h EE measurements reported for this chamber is 5% (12) . During the study, rCO 2 , rH 2O, and 02 consumption (r02) were measured continuously while the subjects were in the calorimeter. Twenty-four-hour totals were calculated each day based on the 23.5-h measurements plus a correction for the 30-min absence from the chamber. The average EE measured during the waking hours of the day in the calorimeter was used to determine this correction. The chamber environment remained closed while the subjects were absent in the mornings to minimize the impact of their absence. Twenty-four-hour urine composites were collected during the calorimeter phase of this study. Urinary nitrogen levels were determined using a combustion technique (CHN-600, LECO, St. Joseph, MI) to calculate daily nitrogen loss (UN). The 24-h EE was calculated by use of Eq. 1 with the respiratory gas totals and urinary nitrogen production values (23) . Finally, the average daily respiratory quotient (RQ = rCO2 /r02) was calculated. This RQ value was used in the 2H2180 method to determine EE (in J) from rCO2 EE = 16,500rO 2 + 4,630rCO2 -9,08OUN
The average rH20, rCO2 , and EE were determined using the 2H2 180 method for the calorimetry (days [1] [2] [3] [4] [5] [6] [7] [8] and free-living (days [8] [9] [10] [11] [12] [13] [14] phases of the study. Fasted morn- (22) . Baseline and day 1 and day 8 A.M. urine samples were analyzed eight times from quadruplicate vacuum sublimated samples to improve the accuracy of the twopoint calculation method. Standard deuterium recovery with this technique is 100.2%. A Spectra physics integrator (SP 427, Spectra Physics, Piscataway, NJ) was used for recording and peak detection of the analyzer output. Linear regression of calibration standards between 0.01 and 0.15% by volume 2H concentration typically indicated an accurate linear response [r 2 = 0.9994, slope = 496.11 ± 2.11 (SE) mV/% concentration by volume, intercept = 0.025 ± 0.59 mV/% concentration by volume]. The coefficient of variation of the analyzed values for the calibration standards used to determine deuterium concentrations in this study was 1.56% (PROC GLM, SAS Institute, Cary, NC). The coefficient of variation for repeated values from multiple deuterium analysis of body water samples was 1.57%. Additionally, no significant effect between vacuum sublimation processes or duplicate analyses was indicated by this statistical procedure. The 2H dose was calculated to provide the best accuracy for the given instrument sensitivity for determining 2H20 clearance for 2-3 wk.
The 180 concentration was determined with an isotope ratio mass spectrometer. The 180 analysis was contracted to a commercial laboratory. Internal standards were included with the samples to validate the laboratory results. Linear regression on the 15 standards (r 2 = 0.9999, slope = 0.998 ± 0.002, intercept = 0.0 ± 0.0) indicates accurate 180 analysis.
Isotope kinetics were determined using both multipoint and two-point calculation techniques. Two multipoint techniques were used for the calorimeter phase of the study: regression 1, analysis of isotope concentration data from A.M. urine samples collected daily, and regression 2, analysis of isotope concentration data from A.M. urine samples collected daily and P.M. urine samples on days 1, 2, 6, and 7. The 2H and 180 zero time intercepts and clearance rates were calculated using least-squares linear regression on the natural logarithm of isotope concentration as a function of elapsed time from dose administration (Lotus 123, Release 3, Lotus Development, Cambridge, MA). The zero time intercepts were used to determine the isotope pool sizes at the time of dose. The 180 pool size was used to estimate total body water (N = pool size/1.01). The two-point method relied on the initial (day 1 A.M. urine) and final (day 8 A.M. urine) isotope concentrations to calculate clearance rates, and total body water, was calculated from the initial 180 dilution determined with the plateau method. The multipoint technique used for the free-living phase used data from daily A.M. urine samples collected on days 8-14. Again the isotope clearance rates were calculated with leastsquares regression. The total body water determined for the regression 1 calorimetry phase was used for the freeliving phase. The equations used to calculate rCO 2 (15) and rH 20 (18) (in I/day) from the isotope clearance rates and the 180 pool size are rCO2 = (N/2f3 )(1.01k0 -1.04k)[1 -1.05(f2 -f1)] (2) rH 2O = Nk H /11 -(1 -f1 )(2.3 rCO 2 /NkH )] (3) where f = 0.941, f2 = 0.992, and f3 = 1.039.
Calorimeter results were compared with results from the 2H2180 method for rH 20, rCO2 , and EE to determine if they were significantly different (P > 0.05; PROC GLM, SAS Institute). The statistical model incorporated subject identity to specifically test within-subject differences between the calculation methods and calorimetry. The 2H2180 techniques were considered accurate if there were no significant differences in the least-squares means between calorimetry and 2H2 180 results. The accuracy of the calculation techniques was also represented by determining the percent difference between calorimetry and 2H 2180 results for rH 20, rCO2 , and EE using Eq. 4. The precision of the calculation techniques was determined by comparing the standard deviation of the percent difference between results from the 2H2180 methods using a Bartlett's test (9) % difference = 100(calorimeter -2H2180)/calorimeter (4 FIG. 3. Graph of difference between measurements for H20 production using doubly labeled water methods and calorimetry. 
RESULTS
The physical characteristics of the nine human subjects participating in this study are summarized in Table  2 . The subjects' ex, age, height, weight, and percent body fat (measured by BIA) are represented. The means ± SD for all subjects are also presented. On average, male subjects were older (13 yr), taller (0.19 m), and weighed more (34.9 kg) than the female subjects. These differences were not a factor in the overall results. Body composition of male and female subjects was similar [24.8 ± 4.9 (SD) and 23.4 ± 4.2% body fat, respectively]. The weight and percent body fat shown were averaged from the daily measurements during the calorimeter phase. No subject's weight, body fat, or consequently lean body mass changed significantly during the study (within-subject SD :!5; 0.5 kg and 0.6%).
Typical results from one of the subjects measured for 7 consecutive days in the room calorimeter are presented in Fig. 1 . The graph shows EE (in W) calculated from respiratory gas exchange as a function of elapsed time from day 0 (days [1] [2] [3] [4] [5] [6] [7] [8] . Calorimetry results for all nine subjects are summarized in Table 3 . Table 3 presents the 7-day average calorimetry values for rH 2O, rCO2 , RQ, UN, and daily EE (EE 24 h). These values were corrected to reflect 24-h totals from data collected over 23.5-h periods each day. The mean rCO2 and EE measured in the male subjects were greater (33 and 31%, respectively) than in female subjects, whereas rH2O values were similar (4.63 ± 1.32 and 4.74 ± 1.74 1/day, respectively). The average within-subject variation from day to day (% coefficient of variation) for EE 24 h was -1.43% (male, 1.60%; female, 1.22%). The variation in RQ (4.5%cv) was principally due to differences in diet composition between subjects. The fat (20-50%) and carbohydrate levels of the diets varied between subjects. Because withinsubject variation was of principal interest and each   FIG. 4 . Graph of difference between measurements for CO 2 production using doubly labeled water methods and calorimetry. subject received the same diet each day, these differences in diet were not a factor in the overall results.
Typical results for 180 and 2H concentration in body water samples collected over the duration of the study are represented in Fig. 2 . Figure 2 shows the natural logarithm of isotope concentration as a function of elapsed time from isotope administration. The body water samples represented include plasma, A.M. urine, and P.M. urine collected during the calorimeter phase and A.M. urine from the postcalorimeter, free-living phase of the study. The scale for the natural logarithm of 2H concentration is offset so that the disappearance curves have similar magnitude.
2 H2 18 0 results are summarized in Tables 4-7 ; results determined for k0 , kH , N, rH 20, rCO2 , and EE for each subject are given. Tables [4] [5] [6] represent the 2H2180 values calculated using A.M. urine (regression 1), A.M. and P.M. urine (regression 2), and two-point methods for the calorimeter-confined phase of the study. Table 7 represents 2H2180 values calculated using A.M. urine samples and regression for the free-living (postchamber) phase of the study. Statistical analysis indicates that results from the calorimetry phase for all three calculation methods (regression 1, regression 2, two point) to calculate rH20 (4.80, 4.85 , and 4.80 1/day, respectively), rCO 2 (474, 471, and 474 1/day, respectively), and EE (11.17, 11 .07, and 11.16 MJ/day, respectively) were not significantly different from the calorimeter results (4.68 1/day, 466 1/day, and 11.00 MJ/day, respectively). Statistical analysis also Values are means ± SD.
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indicates that the 2H2180 results for rH20, rCO2 , and EE (3.91 1/day, 530 1/day, and 12.47 MJ/day, respectively) measured in the free-living phase were significantly different from the results for the calorimetry phase.
The differences between calorimetry measurements of rH20 and rCO2 and values determined by the 2H2180 method in the chamber are shown for each subject in Mean difference deviations between calorimetry results and the 2H2180 calculation methods are summarized in Table 8 . As stated, the mean differences between the body water sampling and calculation methods were not significantly different. However, the SD of the difference for rCO2 and EE with the use of the regression 2 (8.15 and 8.19% , respectively) method was significantly greater than for the regression 1 (2.59 and 2.57%, respectively) method. The SD of the difference rCO2 and EE using the two-point (4.59 and 4.50%, respectively) method was less than that for the regression 2 and greater than that for the regression 1 methods but was not significantly different. This would indicate that a!-though the regression 1 multipoint method was no more accurate than the regression 2 method, it was more precise at measuring individual rCO 2 and EE values. Similarly, the two-point method was as accurate as the regression 1 method but was only slightly less precise at measuring individual rCO 2 and EE.
DISCUSSION
The ability to accurately determine human EE is necessary to establish the energy intake requirements for weight maintenance. As our understanding of the health risks associated with obesity grows and the number of individuals exposed to those risks remains high, this ability becomes vital. At present there are three approaches available for determining energy requirements: 1) dietary energy intake balance, 2) calorimetry, and 3) the 2H2180 method. Accurate application of the 2H2180 method provides an attractive alternative to energy intake balance and calorimetry methods for measuring free-living EE.
A room-sized indirect calorimeter was used as the standard to evaluate the accuracy of the 2H2 180 method used by this laboratory. The room-sized calorimetry measurements give excellent accuracy and precision for 24-h EE (12, 19, 20) , However, subjects are confined to a small room-sized chamber, which can interfere with normal activities. Even though these limits to normal activity restrict the application of the calorimeter, the room-sized indirect chamber provides an exceptional opportunity to validate the 2H2180 method.
The results indicate that the 2H2180 method, as used in this laboratory, is a valid method for determining rH201 rCO2 , and EE. The agreement between concurrent measurements using calorimetry and 2H2180 indicates that the sampling protocol, isotope analysis techniques, and calculation methods are accurate. The accuracy of the results from this study is similar to that reported by Schoeller et al. (15) , using the same equations relating isotope kinetics to rCO 2 . These results confirm the validity of the isotope analysis approach taken (measuring 180 by isotope ratio mass spectroscopy and 2H by infrared spectrophotometry). This alternative 2H analysis technique is less expensive and simpler to implement than isotope ratio mass spectroscopy. However, the 180 ratio must be measured by mass spectroscopy and may require an outside contractor or collaborator. This approach to using 2H2 180 provides an attractive alternative, particularly in the absence of full access to isotope ratio mass spectrometry facilities. The validation of this technique improves accessibility of the 2H2180 method for measuring free-living EE.
Free-living I EE measured by 2H2 180 during the week after subjects left the calorimeter facility was 13.2% greater than the 24-h EE measured with the respiratory chamber. This free-living EE ranged between 3 and 26% greater than the measurements during chamber confinement and was significantly different from all the methods used during that time. These results are similar to those measured in a previous study where free-living EE in four men was 15% (9-22%) greater than 24-h EE measured within the room calorimeter (19) . The obvious explanation for the observed greater free-living EE is the energy cost of unrestricted physical activity associated with a normal environment.
Mean water turnover during the free-living period was 14.1% less than the water turnover measured in the room calorimeter. The range of postchamber water turnover was from 14% greater to 48% less than that measured during chamber confinement. The high variability and range in the difference between free-living and chamber water turnover suggest that the change depends on the individual subject behavior, particularly while residing in the calorimeter. Note that because subjects' weights and lean body masses (BIA) did not change during the calorimetry phase, total body water pools remained relatively constant. The chamber environment was maintained at 21°C, which would not cause excessive water loss. A possible explanation could be associated with dietary and voluntary water intake during chamber confinement. Because water intake was not regulated, subjects may have simply consumed more water because of inactivity or as part of the provided diet.
The mean differences between rH20, rCO2 , and EE determined with regression 1, regression 2, and the twopoint methods and calorimetry were not significantly different. However, the precision of the values for rCO2 and EE with the regression 1 method was statistically better than for the regression 2 method. Although not statistically significant, the regression 1 method was also more precise than the two-point method for the determination of rCO2 and EE. This result was also indicated by the linear regression of the EE results for each calculation method as a function of EE measured in the room calorimeter. Results of these regressions indicate that the regression 1 method best estimated EE for individual subjects, followed by the two-point and finally the regression 2 methods. One possible explanation for the success of the regression 1 method is that the subjects' total body water pools were in a similar physiological state (14-h fast) each morning when the urine was collected. The consistent daily EE and similar physiological states would eliminate error due to diurnal fluctuations in H 2 or CO2 turnover rates. Although it has been suggested that multipoint methods can introduce error due to circadian rhythm (21, 24) , the regression 1 method proved to give the most precise results for rCO 2 and EE. Daily fluctuations were not reflected in A.M. urine samples but were in the A.M. + P.M. urine samples. These results indicate that multipoint techniques can be used accurately with the 2H2 180 method in humans with an appropriate sampling protocol.
Results also indicate that the two-point method is accurate and almost as precise as the multipoint method. This precision was improved by multiple analysis of baseline, initial, and final body water samples. Normally sample deuterium concentrations were determined with duplicate vacuum sublimations and duplicate infrared analysis of each sublimate. Analysis of baseline, initial, and final body water samples consisted of four replicate vacuum sublimations with duplicate deuterium analysis of each sublimate. Doubling the normal replication of the deuterium analysis was required to achieve the precision in the rH20, rCO2 , and EE measurements with the twopoint method. Because of potential error due to large changes in daily rH 20 and rCO2 and the difficulty in collecting daily samples, the two-point method may be an alternative for some field studies.
