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O. Introduction 
La notion d'arborescence hyperquaternaire fait appel aux d-tuplets de permuta- 
tions en consid6rant la L-esp6ce produit 
T=LxLx . . .xL  (dfacteurs), 
o/l L est l'esp6ce des ordres lin6aires. Posons In]---{1, 2 ..... n}. Une arborescence 
hyperquaternaire (i. . une T-structure) sur In] consiste donc en une suite de d permu- 
tations quelconques des entiers de 1 ~i n. En langage g6om6trique [3-5, 9, 13, 17], une 
T-structure est une structure arborescente qui code l'~histoire~ des apparitions 
successives de n points al6atoires P1,Pz . . . . .  P, dans l'hypercube [0,1]C Pour 
i = 1, 2 ..... n, chaque point Pi est contenu dans un sous-pav6 de [0, 1] n qu'il subdivise 
en 2 a sous-pav6s disjoints (g6n6ralisant ainsi le contexte des arborescences binaires de 
recherche, d---1.) On suppose que les points Pi sont ind6pendants et uniform6ment 
distribu6s; ce qui 6quivaut ~i dire que les T-structures ont 6quidistribu6es avec 
probabilit6 l/n! ~. 
Dans la Fig. 1, nous avons repr6sent6 sch6matiquement d permutations dans 
lesquelles le hombre 1 est mis en 6vidence pour faire ressortir le fait qu'il correspond 
au premier point al6atoire. 
Par exemple, dans le cas 5. deux dimensions, supposons que nous ayions le deux 
permutations 
a1=(3,2,4,5,1,6) et a1=(4,5,3,1,6,2) 
repr6sentant respectivement lesprojections ur l'axe des x et l'axe des y des num6ros 
des points constituant le nuage de points. La num6rotation correspond /t l'ordre 
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d'apparition des points en question. On peut visualiser ce nuage de points dans la 
Fig. 2. 
Soit ~.,k.n la probabilit6 qu'une sous-arborescence donn6e de la racine d'une 
arborescence hyperquaternaire al6atoire de n noeuds, ~ d dimensions ait k enfants. 
Plusieurs expressions, r6cursives et explicites, pour ces probabilit6s ont 6t6 obtenues 
dans [11, 13]. La distribution (ou l'esp6rance) du hombre de noeuds ayant une arit6 
donn6e (i.e. nombre d'enfants donn6) est fonction de cette probabilit6 ~.,k,d ainsi que 
de la probabilit6 Pa.k,d que la racine d'une arborescence hyperquaternaire de d dimen- 
sions, ayant n noeuds soit d'arit6 k. Pour k et d fix6s, nous avons 6tabli dans [11] que 
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l'esp~rance en, k, a du nombre de noeuds ayant k enfants dans une arborescence hyper- 
quaternaire albatoire de n points satisfait le sch6ma de r6currence suivant: 
off 
n-1  
en,k,a=Pn,k, a+2a E l~n,i,dCi,k, d' 
i=0 
Pn.k.d = probabilit6 que la racine d'une arborescence hyperquaternaire 
de n points ait k enfants (0 ~< k~< 2% 
(1) 
(2) 
Le but du prdsent ravail est de faire une 6tude combinatoire t analytique de ces 
probabilit6s fondamentales. Nous les repr6sentons d'abord par des int6grales mul- 
tiples que nous classifions fi l'aide d'actions du groups hyperocta6dral et nous 
d6crivons une technique pour leur calcul asymptotique. 
1. Probabilite que les n points tombent dans une region donnee 
Nous allons d'abord regarder ce qui se passe dans le cas bidimensionnel. I1 nous 
faut examiner les cas off k = 0, 1, 2, 3 et 4. Pour commencer, nous allons consid6rer la 
probabilit6 que les n points tombent dans un ensemble fix6 de quadrants. On peut 
visualiser ces possibilit6s dans la Fig. 3. Les r6gions consid6r6es sont les ensembles de 
carr6s gris. Les quadrants ont num6rot6s de la fa~on suivante: 
1 3 O1 11 
(3) 
0 2 O0 10 
Les variables tl et t2 correspondent respectivement aux coordonn6es x et y du premier 
point al6atoire. Pour les besoins de l'illustration, nous avons choisi le point (½, ½) sans 
oublier que (G, tz) est al6atoire t que t~ et t2 sont ind6pendants etdistribu6s elon une 
loi U [0, 1]. Pour un choix de quadrants donn6s, l'int6grale correspondante donne la 
probabilit6 que les n -1  autres points tombent dans les r6gions grises. 
Pour les besoins de la pr6sentation, ous allons introduire la notation suivante: 
t ( ° )=t  et t <~)=l - t ,  (4) 
off tes t  une variable r6elle. Avec cette convention, on obtient une 6criture plus 
uniforme des int6grales impliqu6es. Dans la Fig. 4 nous retrouvons les int6grales de la 
Fig. 3 exprim6es avec cette nouvelte notation. La probabilit6 est maintenant notbe 
J , [S ]  06 S est l'ensemble de mots binaires qui code les quadrants choisis. 
On remarquera que les indices sup6rieurs dans les int6grandes correspondent 
exactement aux mots binaires apparaissant dans l'ensemble S. 
Dans le cas ~ trois dimensions, nous illustrons dans la Fig. 5 le cas de quatre octants 
gris. Nous avons dessin6 deux des 70 fa~ons possibles de choisir quatre octants parmi 
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R6gion 
m 
Dq 
N 
IP 
1 1 n 1 
1 1 n -1  
I J o  ( t l /2 )d t ld t2  
i [ i  (t~ (1 - t 2))"-1 dtldt2 
1 1 n - I  
Io Io((1 - / l ) t2)  dt, dtz 
I i I ]  ((1 - t 1 )(1 - t z))"-I dtldt2 
Probabilit6 
~ifo ( tl t2 + tl (1 - t 2 ) ) "- 1 dt 1 dt 2 
flf2(tat2 + (1 - t I )l'2 ).-1 dtldt2 
I i I2(tl (1 - t2) + (1 - tl)(1 - t2)) "-1 dtldt z 
I i  f~ ((1 - t 1 )t 2 + (1 - t I )(1 - t 2 )).-a dtldt2 
IiIi(t~t2 + (1 - t~ )(1 - tz)) "-t dtldt z 
IiJ'~ (tl (1 - t 2 ) + (1 - t 1 )t 2 ).-1 dtldtz 
I i  f l  ( tl tz + tl ( 1 - t 2 ) + (1 - t 1 )t z ) "-l dt I dt z 
IiIo(tlt2 + t I (1  - t 2 ) + ( I  - t 1 ) (1  - tz)) "-1 dtldt 2 
fl IO (tlt2 + (1 - t 1 )t 2 + (1 - t a )(1 - t 2 ))n-1 dtldt2 
Io fo (t 1 (1 - t2) + (1 - t~ )t 2 + (1 - t 1 )(1 - tz))"-ldtldt2 
Codage 
{} 
{oo} 
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Fig. 3. 
huit. Pour  la conf igurat ion  (a), voici  l ' int6grale qui cor respond fi la probabi l i t6  que les 
n -1  autres  po ints  tombent  dans  les quat re  oc tants  choisis: 
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R6gion 
m 
Probabilit6 Jn[ S] 
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Jo I 2 + tl t2 + tl t2 ) dtldt2 
f l f l  <0> <0> <0> <1> <l> <1> n-1 (tl t2 + t I t2 + t I t2 ) dtf lt2 
~i f l  <0> <0> <1> <0> <1> <1> n-I  
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{00,01,10} 
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Fig, 4. 
Dans le cas g6n6ral fi d dimensions, nous introduisons la notation suivante: 
off S est un ensemble quelconque de mots binaires de longueur d codant la configura- 
tion des hyperoctants choisis. 
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U 1 := l 1, 
U 2 := t 3, 
U 3 "= ( l - - t2 )  
Jn[S] = Jn[{000,001,010,111}] 
(a) 
Jn[S'] = J.[{O00,001,011,110}] 
(b) 
Fig.  5. 
Proposition 1. La probabilit6 Pn,k,d qu'une arborescence hyperquaternaire lbatoire de 
n points possdde exactement k enfants est donnd par la formule 
k 
P",k,a= E (-  1)k-~(2a--Vt E J.[S] (6) 
,,=o \ k -v  / ist=,, 
oft les J . [S]  sont d@nis par l'6quation (5). 
Preuve. Pour un ensemble S d'hyperoctants donn6s, d6finissons J* [S] comme &ant 
la probabilit6 que les hyperoctants d6termin6s par S contiennent au moins un point 
chacun. On a 6videmment que 
J . [ r ]=  ~" J*[S]. (7) 
S~_T 
Par inversion de M6bius, ou le principe d'inclusion-exclusion, on en d6duit que 
J * [S ]= ~ (-1)ISI-ITIjn[T ]. (8) 
T~_S 
Nous obtenons donc la suite d'expressions suivantes pour la probabilit6 cherch~e: 
I S l=k  ISl=k T~-S 
k k 
=Z Z (-1)k-vjn[T]=Z Z Z (--1)k-vj"[W] 
t~=0 T,S v=0 IT I=o  T~_S 
ITI=v,T~_S, ISI=k I S l=k  
k 
v=O [Tl=v I S l=k  
T~_S 
~" k ~/2~--V\ 
= v__~ 0 (--1) ~ k--t))lr~t__v J'ET]" 
[] 
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2. Action des groupes hyperocta6draux sur les integrales J. [S] 
On peut remarquer que plusieurs int6grales J .[S] de la formule (6) prennent la 
m6me valeur en effectuant un changement de variables imple comme dans l'exemple 
de la Fig. 5. 
Dans cette figure, nous pouvons constater que le deuxi6me volume reprdsent6 
par S'={O00,001,011,110} peut &re obtenu du premier, reprdsent6 par 
S= {000,001,010, 111}, en effectuant une rotation de 9ff ~ vers la droite. L'intdgrale 
J , [S']  peut s'obtenir de J,[S] par le changement de variable donn6 par 
<1> 
-<()) := t~ 0>, U 3 := t 2 Ul ~ I1  , U2 
ou (9} 
Ul := I  1 , U2 :=t3 ,  U3 :=(1 --t2).  
Les int6grales J .[S] et J .[S']  sont donc 6gales. On remarquera que les variables ont 
permutees et/ou <<invers6es)). 
Dans le cas g6n6ral, les changements devariables ont cod& par des couples (~, ot 
tels que 
0~=~1~2...~ae2 a, 6=a(1)a(2).. .a(d)E~a, (10) 
off 2 a est l'ensemble des roots binaires de longueur det 06 ~a est le groupe sym6trique 
de degr6 d. 
Le changement de variables associ6 au couple (~, a) s'effectue de la fa¢on suivante: 
Pour i= 1,2 ..... d, 
J ,[S] . . . .  | (Z  tl~'>'"td %>) dt , " 'dta ,  F--- 
(~) l dO \ teS  / 
u¢:=t. ~l~t ~ (~,a) i l l )  
J.[S ] . . . .  y 1 -..~,J J dtl'-.dt,~. 
dO \ teS '  / 
Tousles changements de variables cod& par tousles 2dd! couples possibles {~, a) 
seront appel& <<changements de variables admissibles>>. 
Proposition 2. L'ensemble de tousles changements de variables admissibles forme un 
groupe isomorphe au groupe hyperocta~dral Ba. L'action des ehangements de variables 
sur les int~grales Jn[S] est isomorphe d Faction du groups hyperocta~dral sur les 
ensembles S de roots binaires de longueur d et est d~crite comme suit: 
Ba x S;o(2e)--* ~o(2a), (12) 
off 
(~,ff)S=S'=o~+S°o-l={w'lW=WlW2...wa@S,w;=~i+wcr-,li), i=1  . . . . .  d I, 
la somme d6signant la somme binaire (ou exclusif) et c: reprksant la composition. 
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Preuve. On v6rifie que le compos~ de deux changements de variables (~, ~) et (~, if), 
not6 (~,ff)(~,~r), est le changement admissible (&~) donn6 par ~=~+~o~-~ et
= ~ o a. Ces op6rations ont justement celles du groupe hyperocta6dral Ba= 2 a × ~a. 
I1 est facile de voir que S' donn6 par ~+ w o a-~ est 6gal /t l'ensemble codant la 
deuxi6me int6grale de (11). [] 
On remarquera que le changement de variables donn6 dans la Fig. 5 correspond au 
couple (~,cr)=(001,132) et que 
(ct, a)S = (c~, a) {000, 001,010, 111} = {000, 001,011, 110} = S'. 
Si deux ensembles Set S' appartiennent fi la m~me orbite de l'action (12) alors les 
int6grales correspondantes J.[S] et J ,[S'] sont 6gales. On est naturellement amen6 
~i rechercher un syst6me de repr6sentants de ces orbites ainsi que la cardinalit6 de 
chacune d'elles afin de regrouper les int6grales de valeur 6gale dans (6). 
Revenons fi notre exemple fi trois dimensions et quatre octants gris. La Table 1 nous 
donne les 70 possibilit6s de choisir quatre octants parmi huit, class6es en orbites. Pour 
chacune, on donne la taille, un repr6sentant ainsi que les octants choisis. On a directe- 
ment, en utilisant les informations de la Table 1 que 
J , [S ]= ~ ~t l  '2 '3 I dtldt2dt3 
[S[=4 ]S[=4 \eeS  / 
= 6J, [ {000, 001,010, 011 } ] + 24J. [ {000, 001,010, 111}] 
+ 8J.[{000, 001,010, 100}] + 24J.[{000,001,010, 101}] 
+ 6J.[-{000, 001,110, 111}] + 2J,[ {000,011,101, 10}]. 
Dans les Tables 2 et 3, g6n6r6es par un programme Maple [-2], nous retrouvons la 
taille et un repr6sentant pour chaque orbite dans le cas des dimensions d--2 et 3. Ici, 
nous avons remplac6 le mot binaire par son 6criture n base 10. Le repr6sentant choisi 
est l'ensemble minimal: c'est l'ensemble donnant le nombre minimal si on consid6re 
ses 616ments, une fois tri6s en ordre croissant, comme un nombre 6crit ~, la base 2 d. Les 
cardinalit6s des orbites, pour chaque d fix6, sont en concordance avec les tables 
donn6es dans [6] dans le contexte de la classification des fonctions bool6ennes. 
3. Analyse asymptotique des integrales J. IS] 
Les valeurs exactes des int6grales J.[S] ne semblent pas pouvoir s'exprimer sous 
des formes closes ou ~tre calculables par des sch6mas r6cursifs imples. Nous pr6s- 
entons ici l'6bauche d'une approche permettant de les estimer asymptotiquement 
lorsque n~oo. Pour un ensemble S de mots binaires de longueur d, posons 
fs(ta,tz ..... ta)= ~', t~ ' ) t~2~2)  • • • td'<~'> . (13)  
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Table 1 
Cas o~ d = 3 et k = 4 
Nombre d'orbites : 6 
orbite 1 taille 
orbite 2 taille 
orbite 3 taille 
orbite 4 taille 
orbite 5 taille 
orbite 6 taille 
l'ensemble des orbites : 
000, 001, 010, 011}, 
001, 011, 101, iii}, 
000, 001, 010, ]ii}, 
000, 001, I01, ll01, 
{000, 010, i01, Ii0}, 
{000, 011, i01, Iii}, 
{001, 010, 011, I00}, 
{001, 010, i01, iii}, 
{001, 011, i01, II0}, 
(010, 011, i01, ii0}, 
{000, 001, 010, I00}, 
{000, i00 i01, ii0}, 
{010, i00 Ii0, iii}, 
{000, 001 010, i01], 
{000, 001 011, iii), 
{000, 010 011, I00}, 
{000, 010, ii0, iii}, 
{001, 010, 011, i01}, 
{001, 011, ii0, iii}, 
{010, 011, i00, ii0}, 
{010, i01, 110, iii}, 
{000, 001 Ii0, llll, 
{001, 010 I01, ii0}, 
{000, 011 i01, ii0}, 
6 repr6sentant 
24 repr@sentant 
8 repr@sentant 
24 repr@sentant 
6 repr@sentant 
2 repr@sentant 
000, 001, 010, 011 
000, 001, 010, Iii 
000, 001, 010, 100 
000, 001, 010, I01 
000, 001, ii0, IIi 
000, 011, i01, Ii0 
000, 001, i00, i01}, {000, 010, I00, ii0}, 
010, 011, Ii0, iii}, {i00, 101, ii0, iii} 
000, 001, 011, ii0}, {000, 001, I00, iii}, 
000, 010, 011, i01}, (000, 010, I00, iii}, 
000 011, i00, i01}, {000, 011, i00, ii0}, 
000 011, ii0, iii}, {000, I01, ii0, iii}, 
001 010, 100, i01}, {001, 010, 100, ii0}, 
001 010, ii0, Iii}, {001, 011, 100, iii}, 
001 i00, ii0, Iii}, {010, 011, i00, iii}, 
010 100, i01, Iii}, {011, I00, i01, ii0} 
000, 001, 011, i01}, {000, 010, 011, ii0}, 
001, 010, 011, Iii}, {001, 100, i01, iii}, 
011, i01, Ii0, Iii} 
000 
000 
000 
000 
001 
001 
010 
011 
001, 010, Ii0}, {000, 001, 011, I00} 
001, i00, ii0}, {000, 001, i01, iii} 
010, 011, iii}, {000, 010, 100, i01} 
100, i01, iii}, {000, 100, ii0, iii} 
010, 011, ii0}, {001, 011, 100, i01} 
i00, i01, ii0}, {001, i01, ii0, iii} 
011, i01, iii}, {010, 100, i01, ii0} 
i00, i01, iii}, {011, i00, ii0, iii} 
000, 010, i01, iii}, {000, 011, i00, iii}, 
001, 011, I00, ii0}, {010, 011, i00, i01} 
001, 010, I00, iii} 
PuisqueJs(t l ,  tz . . . . .  ta) est la probabilit6 qu'un point al6atoire tombe dans l'ensemble 
d'hyperoctants d6termin6s par S et par le point ( t l ,  t2 . . . . .  ta), on a 6videmment 
(t l ,t2 . . . . .  ta)e[0,1]  d ~ O<~fs( t l , t2  . . . . .  ta)<~l. (14) 
Pour estimer l'int6grale 
J~[S] . . . .  ( f s ( t l , t2  . . . . .  te))" l dh . . .d td ,  (15) 
0 
il fact donc d'abord d&erminer l 'ensemble des points de l 'hypercube unit~ maxi- 
misant fs. 
Introduisons fi cet effet les notat ions et d6finitions suivantes: Posons pour tout 
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Table 3 
Table 2 
d=2 
! r~ i )  i~ l l  i i k,j i i~  (t~l] P,I I11 
k = 0 
k = 1 
k = 2 
Taille de l'orbite [ 
k = 3 4 
k = 4 1 
, . ,  . . . , 
{) 
(0} 
10, 3} 
{0, i} 
{% i, 2} 
(0, i, 2, 3} 
d=3 
Nombre d'hyperoctants [ 
k = 0 1 
k = 1 8 
k = 2 12 
12 
4 
k = 3 24 
24 
8 
k = 4 6 
8 
24 
24 
6 
2 
k = 5 24 
8 
24 
k = 6 12 
12 
4 
k = 7 8 
k = 8 1 
Taille de l'orbite 
ensemble S _c 2 d de mots binaires de longueur d, 
Ms = {(tl, t2 . . . . .  ta)e [0, 1] a Ifs(tl, t2 . . . . .  ta) = 1}. 
Pour tout mot binaire =--:(1 =2... ~ae 2~, d6notons par 
ct* =(1 --~1,1 --~2 . . . . .  1 -~a)e  [0, 1] a, 
Repr6sentant de l'orbite 
() 
{o) 
{0, i} 
{0, 3} 
lOt 7} 
{0, i ,  2} 
{0, 1, 6} 
{0, 3, 5} 
{0, 1, 2, 3} 
{0, i ,  2, 4} 
{0, I ,  2, 5} 
{0, i, 2, 7} 
{0, I, 6, 7} 
{0, 3, 5, 6} 
{0, i, 2, 3, 4} 
{0, i, 2, 4, 7} 
{0, I, 2, 5, 6} 
{0, i, 2, 3, 4, 5} 
{0, i, 2, 3, 4, 7} 
{0, i, 2, 5, 6, 7} 
{Or i, 2 t 3 t 4f 5f 6} 
{0, i, 2, 3, 4, 5, 6, 7} 
(16) 
(17) 
le sommet de l'hypercube correspondant au compl6ment binaire du mot :t et posons 
S* = {ct* [ :teS}. (18) 
Convenons de dire qu'un ensemble K ~ ~d est axe-convexe si et seulement si pour tout 
segment ferm6 F parall61e aux axes, dont les extr6mit6s appartiennent fi K, on 
a F ___ K. La fermeture axe-convexe d'un ensemble E ~ ~d est, par d6finition, le plus 
petit ensemble axe-convexe <E > contenant E. 
La proposition suivante d6crit compl6tement la structure de l'ensemble Ms. 
Proposition 3. L'ensemble Ms = {(tl, t2 . . . . .  td )6 [O,  1 ]  d Ifs(tl, t2 . . . . .  td)= 1} est le plus 
petit ensemble M ~_ [0, l] d satisfaisant les deux conditions suivantes: 
(a) c(eS ~ ~*eM, (19) 
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(b) O~t~<l,  (tl . . . . .  t i - l ,0 ,  ti+l . . . . .  ta)6M, (tl . . . . .  ti 1,1,ti+1 ... . .  td)CM 
(tx . . . . .  t i -a , t ,  t i+x , . . . , ta )~M.  (20) 
En d'autres termes, Ms  est la fermeture axe-convexe de S*: 
Ms=(S*) .  (211 
Preuve. Pour tout T_~ 2 d, d6signons par Xr(x~, x2 .. . . .  xa) la fonction caract6ristique 
de l'ensemble T(ainsi, pour tout mot binaire 0(= ~10(2 ...0(d on a 0(~ Tsi et seulement si
Zr(0(1,0(z .. . . .  0(a)= 1). I1 est facile de v6rifier que 
f s (0 (1 ,72  . . . . .  0(a)= Zs( l --0(1, 1--0( 2 . . . . .  1 --0(d) 
pour tout mot binaire 0(x~2..-0(d. Ainsi, les sommets de l 'hypercube [0,1] a qui 
appartiennent a Ms coincident avec les ~* off ~ parcourt S. Remarquons que 
fS ( t l ,  t 2 . . . . .  td) est de degr6 ~ 1 en chaque variable t~. En fait, on peut 6crire 
is(t1 . . . . .  ti . . . . .  t d) = t l fs(t a . . . . .  1 . . . . .  t d) +(1 -- ti) Js(t 1 . . . . .  0 . . . . .  td). (22) 
Supposons maintenant que 
fs(t  l . . . . .  0 . . . . .  td) =fs(t  l , . . . , 1 . . . . .  t a)---- 1, (23) 
alors par (22) on en d6duit que fs(t i  . . . . .  t~ . . . . .  td)= 1. Ainsi, la propri6t6 b) est 
n6cessairement satisfaite par Ms.  Pour 6tablir la minimalit6 de Ms,  on raisonne 
comme suit: Prenons un point p=(t l , t  2 . . . . .  td)EMs et consid6rons l'ensemble 
Kp={i l l  <~i<<.d,O<ti< 1}. En faisant appel fi (20) pour chaque icKp, on d&ermine 
facilement l'ensemble S v des sommets de l 'hypercube [0, l ]d  dont la fermeture convexe 
contient p. On a 6videmment Sv~_ Ms.  Ainsi, le point p provient n6cessairement 
d'applications de a) et/ou de b). [] 
L'analyse asymptotique des J , [S ]  peut &re faite en approximant les ensembles 
Ms et en appliquant la m6thode classique de Laplace [8] aux repr6sentations int6- 
grales suivantes. 
Proposition 4. Pour tout ensemble S de mots binaires de longueur d, posons 
alors 
Ms(x) = {(tl . . . . .  td)e EO, 1] a Ifs(ta .. . . .  ta) > 1 - x}, 124i 
=~ o ( l -x ) " - l c° (x )dx  (26} 
fo x  ¸= e-"tqo(t)dt=(Lq~)(s)ls=. (transformOe de Laplace), (27) 
J . [S ]  . . . .  ( fs(t  I . . . . .  re))" ~ dt l ' "d td  (25i 
0 
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~o(x)= d#(Ms(x)) , ~0 (t) = e)(1 - e-'). (28) 
dx 
Preuve. Pour un entier N > O, prenons xi = i/N, i = O, 1 ..... N -  1. On a 6videmment, 
N 1 
J , [S ]= lim ~ (1--xi)"-l#(Ms(xi+i)\Ms(xi)) 
N~ao i=0 
N-1  
= lim ~ (1-xl)"- lo)(xl)Axi. 
N~ i=0 
D'ofl l'on tire la repr6sentation i t6grale (26). La transform6e de Laplace (27) d6coule 
du changement de variable x= l -e - ' .  [] 
Le comportement asymptotique de o)(x) pour x~0 ou de q)(t) pour t--*0 d&ermine 
donc compl&ement le comportement asymptotique des J . [S] pour n--* oo. 
Exemples. (1)En dimension d=2, consid6rons l'ensemble S={01,10,11}. Alors 
fs = 1 - t l t2, S* = { (0, 0), (0, 1), (1,0) }, Ms = { (0, * ), ( *, 0) } off l'6toile ( * ) signifie de 
prendre toutes les valeurs possibles pour cette composante. L'ensemble Ms(x) est 
d61imit6 par un arc d'hyperbole (voir Fig. 6). On v6rifie facilement qu'on a alors 
o)(x) = - log x et 
J,[S-I f~ (1 -x ) " - l ( - logx)dx~l°gn+ 7 
n n 
1 1 1 
2n 2 12n3 + 120n 5 , (29) 
off ~ d6signe la constante d'Euler. 
(2) En dimension d = 3, consid6rons l'ensemble S= {001, 011,101, 110, 111}. Alors 
fs = 1 -tlt3-tzt3+tltzt3,S*={(O,O,O),(O,O, 1),(1,0,0),(1, 1, 0),(0, 1,O)},ms=(S*)= 
{(., .,0),(0,0, *)}. L'ensemble Ms(x) est alors d61imit6 par la surface d6crite par la 
Fig. 7. 
(0, 1) (1, 1) (0, 1) 
t-----q 
(0, 0) ~ (1, 0) (0, 0) [ ~  
Ms Ms(X)  
Fig.  6. 
(1 ,1 )  
(1, 0) 
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(0,0,1) (0,0,1) 
(1,0,0) ~ (0,1,0) (0,1,0) (1,0,0) 
M S Ms(X) 
Fig. 7, 
o6 
On v6rifie par quelques calculs que 
• , /~2 ~o 
X2- -d l log(1 - -X)=~- -k~ 1 xk  
j'.2 - ln  t 
di log(x)= ~-dt  
(30) 
(31) 
est la fonction sphciale di logarithme classique [15]. En utilisant Maple [-2] on obtient 
7r2 nt(  di,og,e 7~ 2 1 1 1 1 F - -  + (32) 
6n n a 2n 3 6n 4 30n 6 
En procddant de fa~on analogue pour les autres intOgrales J,[S] et en utilisant les 
reprOsentants de la Section 2 on trouve les valeurs asymptotiques suivantes pour les 
probabilitOs P.,a,a en dimension d=2 et d=3,  lorsque n tend vers l'infini. 
Corollaire 5. En dimension d = 2, les probabilit6s asymptotiques Pn,k, 2 sont donnOes par 
pn, O,2 =0 n-1 tO, (33) 
4 
P,. x, 2 = ~,  (34) 
4 8 4 12 52 300 
p,.z,2~n--n~+~g+~X+ng+ ~+. . . ,  (35) 
41ogn 8 -47  6 25 24 3119 600 
- -  + nZ n4 n6 . . . .  (36) Pn,3,2 ~ n n 3n 3 - -  30n 5 ' 
41ogn 4-47  2 13 12 1559 300 
p,,4,z~l --n + n n2 t -~nng+~+~+~-+. . . .  (37) 
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Preuve. En prenant successivement les repr6sentants de la Table 
respectivement 
2 on trouve 
S Ms(x) co(x) 
{0} (1 - x) ln(1 -x )+x - ln(1 -x )  
{0,1} x 1 
{0,3} (1/2--x)ln(1--2x)+x - ln (1 -2x)  
{0,1,2} x-x lnx  - lnx  
{0, 1, 2, 3} 1 6(x) 
En utilisant Maple et en appliquant (27) dans chaque cas, on obtient les d6veloppe- 
ments asymptotiques suivants 
1 
J.[{0}] =n~, 
1 
J.[{0, 1}] =- ,  
n 
2 2 6 26 150 
J. [ {0, 3}3 ~ ~ +~ +h~ +~ +~-+ ..., 
+7+ J.[{0, 1,2}] Inn 1 1 I 
"" n 2n 2 12~n3 + ~ +' ' ' '  
J.{{0, 1,2,3}] = 1. 
En appliquant la Proposition 1 ainsi que les d~veloppements a ymptotiques 
des J.[S] obtenus pr6c~demment, on peut exprimer les probabilit6s P.,k,2 comme 
suit: 
p.,o,2=J.[~] =6~, 
1 
o=o ISl=v 
2 
v=0 [Sl=v 
J.[s] 
= 6J, [~]  -- 12J.[{0} ] +4./.[{0, 1}] + 2J. [{0, 3}] 
4 8 4 12 52 300 
, n 2 ~+~+~+~-+' ,  
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3 
~=0 ISI = ~ 
= -4 J .E~]+12J .E{O}] -8 J . [{o ,  1}]-4J.E{0, 3}] +4J.[{0, 1,2]] 
41ogn 8 -47  6 25 24 3119 600 
- - +  n2 n 4 n 6 ' "  n n 3n 3 30n 5 ' 
4 
~=0 ISt=~J 
= J . [~]  -4 J . [  {O} ] + 4J.[ {O, 1]]+2J . [{0,3}]  
-4,/ .[{0, 1, 2}] + J.[- {0, 1,2, 3}] 
1 41ogn 4-4;~ +--  
n n 
2 13 12 1559 300 
On a donc les probabilit6s du corollaire. [] 
Le calcul asymptotique des probabilitbs P.,k,a pour d = 3 suit le m6me sch6ma et est 
trop long pour 6tre reproduit ici. Des d6veloppments analogues ont possibles pour 
les dimensions up6rieures. 
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