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Abstract—A structured random matrix ensemble that main-
tains constant modulus entries and unit-norm columns, often
called a random phase-rotated (RPR) matrix, is considered in this
paper. We analyze the coherence statistics of RPR measurement
matrices and apply them to acquire probabilistic performance
guarantees of orthogonal matching pursuit (OMP) for support
detection (SD). It is revealed via numerical simulations that
the SD performance guarantee provides a tight characterization,
especially when the signal is sparse.
Index Terms—Random phase-rotated (RPR) measurements,
coherence statistics, structured random ensemble, support de-
tection (SD), orthogonal matching pursuit (OMP).
I. INTRODUCTION
Random matrix ensembles have found wide applications in
fields of wireless communications and signal processing [1]–
[4]. Despite the fact that most studied Gaussian measurement
ensembles offer trackable analyses and appealing results [5]–
[7], they are of somewhat limited use in practical applications
because the design of measurement matrices is usually sub-
ject to physical or other constraints provided by a specific
system architecture. It is desirable to explore random matrix
ensembles with hidden structure from a computational and an
application-oriented point of view.
Coherence has been utilized to measure the quality of the
measurement matrix [8]. Analysis of coherence statistics of
random vectors/matrices plays an important role in solving a
series of signal processing problems including the Grassman-
nian line packing [9], [10], random vector quantization [11],
[12], and support detection (SD) [5], [13]–[15]. In particular,
the performance of SD considerably varies with the charac-
teristics of measurement matrices. There is a certain class
of random matrix ensembles with hidden structures that can
demonstrate an improvement in SD performance guarantees
compared to Gaussian ensembles [5]. Distinguished from the
Gaussian measurement matrix that does not contain hidden
constraints, the random phase-rotated (RPR) measurement
matrix, where each entry is drawn from the constant modulus
uniform phase rotation distribution, brings the benefits of
maintaining unit-norm columns and constant modulus entries
of the measurement matrix. This measurement ensemble has
been utilized in advanced beamforming and precoding for
wireless communications [16], [17].
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In this paper, we calculate high probability bounds on the
coherence statistics of RPR measurement matrices and apply
them to obtain SD performance guarantees for orthogonal
matching pursuit (OMP), which is a low-complexity, greedy
approach for SD [5], [18]. The performance bound is in terms
of the required number of measurements for any given number
of supports and system dimensions. A free variable is intro-
duced, which is optimized to further tighten the performance
bound. The main motivation is that previous work relying
on the coherence property did not contain hidden constraints
that are suitable for SD of OMP. Numerical evaluations
demonstrate that the analyzed SD performance guarantee of
OMP is tight, especially when the signal is sparse.
II. COHERENCE STATISTICS
Suppose a random measurement matrix A = [a1, a2, · · · ,
aN ] ∈ CM×N with an ∈ CM×1 being the nth column of
A. Each entry of A is constant modulus and drawn from the
random phase rotation variable as
Amn =
1√
M
ejΘmn , (1)
where Amn denotes the mth row and nth column entry of
A, m = 1, . . . ,M , n = 1, . . . , N , and the phase Θmn is an
independent and identically distributed (i.i.d.) uniform random
variable, i.e., Θmn ∼ U [0, 2π). With the construction in (1),
A maintains ‖an‖ = 1, ∀n.
The coherence of A is the maximum absolute correlation
between two distinct columns of A [19], which is given by
µ(A) , max
i6=j
|a∗i aj |, (2)
where (·)∗ denotes the conjugate transpose. Characterizing the
distribution of µ(A) is of interest - however, it is challenging
to directly derive the distribution of µ(A) when A follows
(1). To circumvent this difficulty, we relegate to find a lower
bound on the cumulative distribution function (CDF) of µ(A)
instead. We start by building a connection between the vector
drawn from the distribution in (1) and the vector consisting of
Bernoulli random variables.
Lemma 1. Let p ∈ CM×1 and q ∈ RM×1 be random vectors
with i.i.d. entries pm = 1/
√
Mejθm , θm ∈ U [0, 2π), and qm ∈
{−1/
√
M, 1/
√
M} with equal probability for m = 1, . . . ,M ,
respectively. Then, for any unit-norm vector u ∈ CM×1, the
following inequality holds
E
[|p∗u|2k] ≤ E [|q∗u¯|2k] , (3)
2where u¯ ∈ RM×1 has each entry u¯m = 1/
√
M , ∀m, k is
a nonnegative integer, and the expectations are taken over p
and q, respectively.
Proof: See Appendix A.
Based on Lemma 1, we characterize a bound on the distri-
bution of |p∗u| below.
Lemma 2. Suppose the vectors p and u defined in Lemma 1.
Then, for any δ > 0, the following inequality holds
Pr(|p∗u| ≥ δ) ≤
(
1− 2
g
)− 12
e−
δ2M
g , g > 2. (4)
Proof: See Appendix B.
Remark 1. It is also possible to derive an upper bound on
Pr(|p∗u| ≥ δ) by leveraging the matrix Bernstein inequality
[20, Theorem 1.6.2], which leads to Pr(|p∗u| ≥ δ) ≤
4e
− 3Mδ2
2δ
√
M+6 . However, this bound is looser than that in (4).
A lower bound on the CDF of µ(A) in (2) can be found.
Theorem 1. Suppose a matrix A ∈ CM×N consisting of
i.i.d. entries Amn = 1/
√
MejΘmn , Θmn ∈ U [0, 2π), m =
1, . . . ,M , n = 1, . . . , N . Then, the following holds for g > 2,
Pr(µ(A) < δ) ≥
(
1−
(
1− 2
g
)− 12
e−
δ2M
g
)N(N−1)
2
. (5)
Proof. The inner product between two distinct column vectors
of A satisfies
a∗n1an2 =
M∑
m=1
1
M
ej∆Θm
d
=
M∑
m=1
1
M
ejξm = p∗u¯, (6)
where ∆Θm , Θmn2 − Θmn1 , n1 6= n2, is the difference
between two independent uniform random variables, whose
probability density function is given by
p(∆Θm) =
{
2π−|∆Θm|
4π2 , if − 2π ≤ ∆Θm < 2π
0, otherwise.
In (6), u¯ follows the same definition in Lemma 1, and
we use the fact that ej∆Θm = ejmod(∆Θm,2π) and ξm ,
mod(∆Θm, 2π), in which mod(a, b) is the modulo b of a.
Note that ξm ∼ U [0, 2π) and it verifies that a∗n1an2 has the
same distribution as p∗u¯ in (6), where d= is the equality in
distribution.
By Lemma 2, we now have Pr(|a∗n1an2 | < δ) =
Pr(|p∗u¯| < δ) ≥ 1 − (1 − 2/g)−1/2e−δ2M/g . Then, the
maximum order statistic of |a∗n1an2 | is lower bounded by
Pr
(
max
n1 6=n2
|a∗n1an2 | < δ
)
=Pr(µ(A) ≤ δ)
≥
(
1−
(
1− 2
g
)− 12
e−
δ2M
g
)N(N−1)
2
.
This completes the proof.
Remark 2. Because Bernoulli random matrices with each
entry filled with ± 1√
M
can be regarded as a special case
of the RPR matrices in (1) when Θmn ∈ {0, π} with equal
Algorithm 1 OMP for SD
Input: A, y, and K .
Output: Sˆ .
1: Initialization: Set iteration number t = 1, r0 = y, and
S0 = φ.
2: Select the active index: it = argmaxn∈SCt−1 |a∗nrt−1|.
3: Update the active support set: St = St−1 ∪ {it}.
4: Estimate the signal vector: xˆt = argmin
z:supp(z)=St
‖y−Az‖22.
5: Update the residual: rt = y −Axˆt = y −ASt xˆSt .
6: if |St| = K then terminate and return Sˆ = St.
7: else t = t+ 1 and return to Step 2.
probability, ∀m,n, the coherence statistic in (5) also holds
for the Bernoulli random matrix.
III. SUPPORT DETECTION BOUNDS FOR OMP
In this section, the coherence statistics of RPR measurement
matrices are applied to obtain the probability bounds of SD
for OMP.
A. Measurement Model and OMP Algorithm
Suppose a measurement model
y = Ax, (7)
where each entry of A ∈ CM×N follows (1). Here, the
assumption is that the number of measurements M is smaller
than the signal dimension N , i.e., M < N . The signal
x ∈ CN×1 in (7) has K nonzero elements (supports) whose
indexes are defined by the support set
S=supp(x)={n1, . . . , nK |xnk 6=0, nk∈{1, . . . , N}} , (8)
where |S| = K ≪M . The goal is to detect the support set S
from the measurement y ∈ CM×1 in (7).
An iterative procedure of OMP for SD is depicted in
Algorithm 1 for the measurement model in (7). To make sure
that the active index determined in Step 2 is a true support,
the following sufficient condition [19] should be met,
ρ(rt−1) ,
‖A∗SCrt−1‖∞
‖A∗Srt−1‖∞
< 1, (9)
where AS ∈ CM×K is the submatrix formed by taking the
columns of A indexed by S and ASC ∈ CM×(N−K) is the
complementary submatrix of AS . The nonzero coefficients
xˆSt ∈ Ct×1 estimated in Step 5 are formed by extracting
the nonzero elements of xˆt ∈ CN×1 indexed by St and given
by xˆSt = (A
∗
StASt)
−1A∗Sty. It is crucial to recognize that
the updated residual rt is orthogonal to the columns of ASt .
The OMP detects one support at each iteration and runs for
exactly K iterations.
B. Support Detection Performance Guarantee
We provide the SD performance guarantee of the OMP in
Algorithm 1 as follows.
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Fig. 1. SD performance guarantees of OMP with the RPR and Gaussian
measurements when N = 200, K = 2, ǫ = 10−1, and gopt = 2.1020.
Theorem 2. Suppose the measurement model in (7) with the
RPR measurement matrix A based on (1). Then, the OMP in
Algorithm 1 detects the K supports of x for any (M,N) with
Pr(VSSD) ≥ 1−
(
1− 2
g
)− 12
KN · e− MgK2 , g > 2, (10)
where VSSD is the event of successful SD (SSD) after K
iterations. When the number of measurements M satisfies
M ≥ gK2 ln
(
KN
ǫ
√
1− 2g
)
, g > 2, (11)
for ǫ ∈ (0, 1), Algorithm 1 satisfies Pr(VSSD) ≥ 1− ǫ.
Proof: See Appendix C.
To further tighten the lower bound in (11), we optimize the
free variable g by minimizing the right hand side (r.h.s.) of
(11) such that
gopt = argmin
g>2
f(g) , gK2 ln
(
KN
ǫ
√
1− 2g
)
. (12)
Theorem 3. The objective function f(g) in (12) is convex for
g > 2 and a closed-form expression of gopt is given by
gopt =
2
1 +
(
W−1(−( ǫKN )2e−1)
)−1 , (13)
where W−1(·) is the lower branch of the Lambert W function
[21], defined by z = W−1(zez) for z < −1.
Proof: See Appendix D.
IV. NUMERICAL SIMULATIONS
To verify the SD performance guarantee in (11), we perform
Monte Carlo simulations in Fig. 1, where the probability of
SD error, i.e., 1 − Pr(VSSD), across different numbers of
measurements M for N = 200 and K = 2, is evaluated.
In the simulation, the signal x is generated by randomly
choosing K supports with each support having xn = 1,
for n ∈ S, and we compare with the existing coherence-
based SD performance guarantee for the Gaussian random
measurement matrix [5]. In Fig. 1, the vertical lines denote
the minimum required M to guarantee the SD error rate
ǫ = 10−1, where these values are given by the r.h.s. of
(11) for the RPR measurements (MRPRmin = 82 with g
opt =
2.1020 according to (13)), and M ≥ CK ln(N/ǫ) for the
Gaussian case (MGmin = 168 with C = 11) [5], respectively.
Seen from Fig. 1, the obtained SD performance guarantee
of RPR matrices provides a tighter characterization than the
Gaussian case when the signal is sparse, i.e., K is small.
V. CONCLUSION AND DISCUSSION
The coherence statistics of RPR matrices were analyzed and
applied to obtain the SD performance guarantees of OMP. The
introduced free variable was optimized to further tighten the
SD bound. Numerical simulations corroborated the theoretical
findings and revealed that including the constant modulus and
unit-norm structure for random measurement ensembles is
desirable for SD using OMP.
In this work, we focused on the coherence statistics of
RPR matrices to show the SD performance guarantees of
OMP. In particular, we proved that OMP can achieve SSD
with high probability, provided M = O(K2 ln(KN)) RPR
measurements. It is of interest to compare our coherence-
based analysis with the restricted isometry property (RIP)-
based result since they are two main techniques in analyzing
the performance guarantees of SD for OMP. By using the
concentration inequality in [4, Theorem 2] and the method of
proving the RIP for random matrices in [22, Theorem 5.2], one
can obtain that M ≥ 16K ln(N/K)/δ2 is sufficient for the
RPR matrices to satisfy the RIP with high probability, where
δ ∈ (0, 1) is the restricted isometry constant. With δ < 1√
K
being a strict condition of SSD for OMP [23], the RIP-based
SD bound can be given by M ≥ 16K2 ln(N/K), which is on
par with our coherence-based results in Theorem 2.
Finally, one limitation of the work is that the SD bound
becomes loose as K grows. Seen from Fig. 1, there is still
room for further improvement by investigating a new structure
of random measurement ensembles, which is subject to future
research.
APPENDIX A
PROOF OF LEMMA 1
Proof. The left hand side (l.h.s.) and r.h.s. of (3) can be
rewritten as E[|p∗u|2k] = E[|∑Mm=1 ume−jθm |2k]/Mk and
E[|q∗u¯|2k] = E[|∑Mm=1 ζm|2k]/M2k, respectively, where
ζm ∈ {1,−1}, ∀m, with equal probability. Thus, showing
the inequality in (3) is equivalent to showing
MkE
[∣∣∣
M∑
m=1
ume
−jθm
∣∣∣2k
]
≤ E
[∣∣∣
M∑
m=1
ζm
∣∣∣2k
]
. (14)
4The l.h.s. of (14) can be simplified as
MkE
[∣∣∣
M∑
m=1
ume
−jθm
∣∣∣2k
]
(a)
= MkE
[(∣∣ M∑
m=1
um cos(θm)
∣∣2 + ∣∣
M∑
m=1
um sin(θm)
∣∣2)k]
(b)
= MkE
[( M∑
m=1
|um|2
)k] (c)
= Mk, (15)
where (a) follows from the equality e−jθm = cos(θm) −
j sin(θm), (b) is due to the fact that E[cos(θm1) cos(θm2)] =
E[sin(θm1) sin(θm2)] = 0 for m1 6= m2, and (c) holds
because ‖u‖2 = 1. Expanding the r.h.s. of (14) leads to
E
[∣∣ M∑
m=1
ζm
∣∣2k] = E[(M +G(M))k]
= E
[ k∑
i=0
(
k
i
)
Mk−iG(M)i
]
≥Mk, (16)
whereG(M) ,
∑M
m1=1
∑M
m2=1,m2 6=m1 ζm1ζm2 . The inequal-
ity in (16) becomes the equality only if k = 0, 1 because
E[ζm1ζm2 ] = 0 form1 6= m2. On the other hand, when k > 1,
the strict inequality in (16) holds because E[ζ2l1m1ζ
2l2
m2 ] = 1 for
any positive integers l1, l2, leading to E[G(M)
i] > 0 for i > 1.
Combining (15) and (16) results in (14).
APPENDIX B
PROOF OF LEMMA 2
Proof. By using Markov’s inequality, we have for h ≥ 0,
Pr(|p∗u| ≥ δ)=Pr(|p∗u|2 ≥ δ2)≤E
[
eh|p
∗u|2
]
e−hδ
2
. (17)
The term E[eh|p
∗u|2 ] in (17) can further be upper bounded for
h ∈ [0, M/2) by
E
[
eh|p
∗u|2] ≤ E[eh|q∗u¯|2] ≤ (1− 2h
M
)− 12
, (18)
where the first inequality is due to the Taylor series expansion
of E[eh|p
∗u|2 ] =
∑∞
k=0
hk
k! E[|p∗u|2k] and Lemma 1 applied
to E[|p∗u|2k], and u¯ follows the same definition in Lemma 1.
The last step in (18) follows from the inequality E[eh|q
∗u|2 ] ≤
1/
√
1− 2h/M for h ∈ [0, M/2) in [24, Lemma 5.2].
Inserting (18) into (17) leads to
Pr(|p∗u| ≥ δ) ≤
(
1− 2h
M
)− 12
e−hδ
2
. (19)
Because the inequality holds for any h ∈ [0,M/2), substitut-
ing h = M/g, g > 2, into (19) completes the proof.
APPENDIX C
PROOF OF THEOREM 2
Proof. The proof is inspired by a similar theorem in [5,
Theorem 6] and refines the results for the RPR measurement
ensembles in conjunction with Lemma 2 and Theorem 1. We
first elaborate two events: 1) VSSD is defined on the basis
of the condition in (9) as VSSD , {maxt=1,...,K ρ(rt−1) =
‖A∗SC rt−1‖∞
‖A∗Srt−1‖∞ < 1}; and 2) The event that µ(AS) is bounded
by 1/K , i.e., D , {µ(AS) < 1/K}. The event D is to restrict
the VSSD on a special class of A to ease the bound analysis
below.
Conditioned on the event D, the probability of SSD can be
lower bounded by
Pr(VSSD) ≥ Pr(VSSD ∩ D) = Pr(VSSD|D) Pr(D). (20)
From Theorem 1, Pr(D) in (20) can be lower bounded by
Pr(D) = Pr
(
µ(AS) ≤ 1
K
)
≥
[
1−
(
1− 2
g
)− 12
e
− M
gK2
]K(K−1)
2
, (21)
where g > 2. The conditional probability on the r.h.s. of (20)
can be lower bounded by
Pr(VSSD|D) = Pr
(
max
t
‖A∗SCrt−1‖∞
‖A∗Srt−1‖∞
< 1
∣∣∣D
)
(a)
≥ Pr
(
max
t
√
Kmaxj∈SC |a∗jrt−1|
‖A∗Srt−1‖2
< 1
∣∣∣D
)
(b)
≥ Pr
(
max
t
max
j∈SC
|a∗jbt−1| <
1
K
∣∣D)
(c)
=
∏
j∈SC
Pr
(
max
t
|a∗jbt−1| <
1
K
∣∣D)
(d)
≥
[
1−
(
1− 2
g
)− 12
e
− M
gK2
]K(N−K)
(22)
where (a) is due to the inequality ‖u‖∞ ≥ ‖u‖2/
√
K
for u ∈ CK×1, (b) comes from bt−1 , b˜t−1/‖b˜t−1‖2
where b˜t−1 , rt−1/(
√
K‖A∗Srt−1‖2) and ‖b˜t−1‖2 ≤
1 because ‖A∗Srt−1‖2/‖rt−1‖2 ≥
√
λmin(A∗SAS) ≥√
1− (K − 1)µ(AS) ≥ 1/
√
K by applying Gershgorin disc
theorem [25], (c) holds due to the fact that the N−K columns
of ASC are independent, and (d) is due to Lemma 2.
Substitute (21) and (22) into (20) yields
Pr(VSSD) ≥
[
1−
(
1− 2
g
)− 12
e
− M
gK2
]K(N−K)+K(K−1)2
(a)
≥ 1−
(
1− 2
g
)− 12[
K(N −K)+K(K − 1)
2
]
e
− M
gK2
≥ 1−
(
1− 2
g
)− 12
KNe
− M
gK2 ,
where (a) holds because (1−2/g)−1/2e− MgK2 < 1 andK(N−
K)+K(K− 1)/2 > 1. Setting (1− 2/g)−1/2KNe− MgK2 ≤ ǫ
and taking the natural logarithm of both sides reveals that
Pr(VSSD) ≥ 1 − ǫ when M ≥ gK2 ln(KN/(ǫ
√
1− 2/g)).
APPENDIX D
PROOF OF THEOREM 3
Proof. We first claim that the objective function f(g) in (12)
is convex for g > 2. To show this, we check the second-order
condition f ′′(g) > 0, where f ′′(g) is the second-order deriva-
tive of f(g). After some algebraic manipulations, the first and
5second-order derivatives of f(g) can be written, respectively,
as f ′(g) = K2 ln( KN
ǫ
√
1− 2
g
) − K2g−2 and f ′′(g) = 2K
2
g(g−2)2 .
Because f ′′(g) > 0 for g > 2, f(g) is convex.
The optimality condition of (12) can now be described by
using the first-order optimality condition f ′(gopt) = 0 as
f(gopt) =
gopt
gopt − 2K
2. (23)
Let α = 1 − 2gopt , equivalently 1gopt−2 = 1−α2α . Then, by (12),
the equality in (23) can be rewritten as
(
ǫ
KN
)2
e−1 = 1αe
− 1
α .
This yields α = −
(
W−1
(
− ( ǫKN )2 e−1
))−1
, which follows
from the definition of the lower branch of the Lambert W
function W−1(− 1αe−
1
α ) = − 1α and α < 1 [21]. Now, by the
equality gopt = 21−α , we finally have (13). This completes the
proof.
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