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Sequential Learning and Variable Length Markov Chains
Abstract
Sequential Learning is a framework that was created for statistical learning problems where $(Y_t)$, the
sequence of states is dependent. More specifically, when it has a dependence structure that can be represented
as a first order Markov chain. It works by first taking nonsequential probability estimates $P(Y_t | X_t)$ and
then modifying these with the sequential part to produce $P(Y_t | X_{1:T})$. However, not all sequential
models on a discrete space admit such a representation, at least not easily. As such, our first task is to extend
Variable Length Markov Chains (VLMCs), which belie their name and are not Markovian, to be used in the
sequential learning framework. This extension greatly broadens the scope of sequential learning as using
VLMCs permits sequential learning with far fewer assumptions about the underlying dependence of states.
After developing the VLMC extension we provide an overview of sequential learning in general and
investigate the probability estimates it produces both theoretically and with a simulation study to assess model
performance as a function of the complexity of the underlying sequential model and the quality of the initial
probability estimates. Next, we apply VLMC sequential learning to the original dataset and problem that
inspired sequential learning --- that of scoring sleep in mice using video data. We find that VLMCs perform at
the same level, tying and sometimes beating the previous best sequential method which required many
assumptions about the sequence of sleep states and a much more rigid model of sequential dependence.
Finally, we turn our attention to the problem of modifying predictors when marginal class probabilities are
known. This is inspired by the fact that in sequential learning problems, the marginal class distribution can
vary substantially from sample to sample in contrast to i.i.d. problems. We provide a general method of
marginal probability reweighting, show it to be equivalent to several extant methods used on similar problems,
and provide a proof that our method improves probability estimates under log loss. We conclude with
simulations assessing our method as a function of loss type and classifier used.
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ABSTRACT
SEQUENTIAL LEARNING AND VARIABLE LENGTH MARKOV CHAINS
Joshua M. Magarick
Abraham J. Wyner
Sequential Learning is a framework that was created for statistical learning problems where
(Yt), the sequence of states is dependent. More specifically, when it has a dependence
structure that can be represented as a first order Markov chain. It works by first taking
nonsequential probability estimates P (Yt | Xt) and then modifying these with the sequential
part to produce P (Yt | X1:T ). However, not all sequential models on a discrete space admit
such a representation, at least not easily. As such, our first task is to extend Variable Length
Markov Chains (VLMCs), which belie their name and are not Markovian, to be used in
the sequential learning framework. This extension greatly broadens the scope of sequential
learning as using VLMCs permits sequential learning with far fewer assumptions about
the underlying dependence of states. After developing the VLMC extension we provide
an overview of sequential learning in general and investigate the probability estimates it
produces both theoretically and with a simulation study to assess model performance as a
function of the complexity of the underlying sequential model and the quality of the initial
probability estimates. Next, we apply VLMC sequential learning to the original dataset and
problem that inspired sequential learning — that of scoring sleep in mice using video data.
We find that VLMCs perform at the same level, tying and sometimes beating the previous
best sequential method which required many assumptions about the sequence of sleep states
and a much more rigid model of sequential dependence. Finally, we turn our attention to
the problem of modifying predictors when marginal class probabilities are known. This is
inspired by the fact that in sequential learning problems, the marginal class distribution
can vary substantially from sample to sample in contrast to i.i.d. problems. We provide
a general method of marginal probability reweighting, show it to be equivalent to several
iv
extant methods used on similar problems, and provide a proof that our method improves
probability estimates under log loss. We conclude with simulations assessing our method
as a function of loss type and classifier used.
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Chapter 1
Introduction
The objects of study in this dissertation are problems arising in the study of data with
sequentially dependent labels. By this, we mean that in contrast to many machine learn-
ing problems where the covariate-label pairs, (Xt, Yt), t = 1, . . . , T , not independent. We
presume a dependence structure in place determined by dependence among the Y s. Addi-
tionally, the models we consider treat X as being “emitted” from Y , meaning that Xt is
conditionally independent of all other Xs given Yt. This structure is illustrated graphically
in figure 1. As such, the goal is to estimate P (Yt | X1:T ) rather than P (Yt | Xt) because
without observing the labels, the entire sequence X1:T carries information about each Yt.
…" …"Yt 1 Yt Yt+1
Xt+1XtXt 1
P (Xt|Yt)
P (Yt+1|Y1:t)
Figure 1: Sequentially dependent data.
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What we call the “Sequential Learning” framework was introduced in the context of mod-
eling and scoring the sleep stages of mice using video data by McShane et al. [39]. In this
case, we clearly do not believe that whether a mouse is awake, in REM sleep or in non-REM
sleep is independent from time period to time period. It is also reasonable to assume that
the observations Xt at any given time depend only on the current state of the mouse.
However, while the original work provided a general method for any sequential process that
can be embedded in a first order Markov chain, not all such models are easily representable
in this way. The models used, Generalized and Transition Dependent Generalized Markov
Models, are forms of Semi Markov Models that explicitly and parametrically model the
holding times of each state. While these sequential models worked well with the data, they
are parametric models and selecting both the families of holding time distributions and
parameters used required careful inspection of the data and hand-selection of some parts of
the model.
To this end, we want to apply Variable Length Markov Chains (VLMCs) to this problem.
VLMCs belong to the class of tree-based sequential models commonly used in information
theory and data compression and were introduced in the form we use by Bu¨hlmann and
Wyner [11]. Instead of modeling a sequence of states as a fixed order Markov chain or
using parametric holding time distributions, VLMCs produce transition probabilities from
a context function that depends on, as the name implies, a variable number of previous
states. Since this history can be long when needed and short when not, VLMCs are able
to parsimoniously model processes with a long memory. This approach generalizes both
higher order and semi-Markov models and would allow sequential learning on more diverse
data without the need to assume the labels come from a particular parametric process.
However, to do so requires that VLMCs be represented as a first order Markov model. And
unfortunately, the standard fitting algorithm for VLMCs produces trees where this is not
possible, so some modification is required. The na¨ıve way of doing this would be to create
a full dth order Markov chain where d is the maximal context length. But this defeats the
2
purpose of a VLMC as we would end up with an exponentially large model that we sought
to avoid. Instead, we would like a parsimonious model. Chapter 2, in addition to discussing
VLMCs and how they generalize previous Markov models in sequential learning, provides
a way to do this. We present a necessary and sufficient condition for a VLMC to have a
first order embedding that has far fewer additional states than the number required by the
simplistic method, and an algorithm to create it.
Following this, we turn our attention in chapter 3 to the problem of sequential learning.
After reviewing previous work outlining the algorithm for use with any process representable
as a first order Markov chain and any discriminative classifier we investigate the conditional
class probability estimates produced by sequential learning. First, we prove three new
results about the probability estimates sequential learning produces in different edge cases.
While the assumptions are not realistic in practice, they serve to enhance our intuition and
better understand phenomena that we observe in simulations. We conclude this chapter
with a simulation study to better understand the relationship between sequential learning
and the initial, nonsequential classifier used, finding that while sequential methods always
help, a good nonsequential model can sometimes beat a bad one augmented with sequential
learning.
Next, chapter 4 applies VLMC sequential learning to a real dataset consisting of the sleep
states of mice and measured covariates taken from video recordings. As mentioned above,
this is a good setting for the sequential learning paradigm, as there is signal in our covariates
and the labels have clear and complex sequential dependence. Using VLMCs on this data
performs similarly to, and often better than the previous best sequential method which used
a parametric model on holding times and required far more human intervention to fit. This
result is promising as sleep behavior differs across mice both on an individual and a strain
level. VLMCs may allow us to model this behavior for sequential learning without spending
time and effort trying to pick the right family of distributions to model holding times of
different groups. Additionally, in this chapter we present new a method for fitting VLMCs
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on multiple sequences, which allows us to build more accurate and robust models by fitting
on multiple mice and thus dealing with some of the observed mouse-to-mouse variability.
Finally, chapter 5 addresses our largest contribution of improving probability estimates when
the marginal distribution of labels is known. This question arose from a series of sequential
learning simulations with surprising results that we begin the chapter by replicating. They
ask what happens if we know one piece of a model in sequential learning — either the
Markov part of the nonsequential conditional class probabilities, P (Y | X). The initial
results showed that, when measured by RMSE to the true P (Yt | X1:T ), a model that
estimated both parts seemed to do worse than one that knew one part or the other. As we
show in an extension to these simulations, they did not correctly use P (Y ), the marginal
class distribution and doing so resolves the problem. While the marginals matter little in
standard statistical learning problems — they vary little from sample to sample — complex
Markovian structures on the label yield empirical marginal distributions that can be quite
different each time we simulate.
From this we investigate the general question of known marginals and provide a method
for incorporating this information into any estimate of conditional class probability. Our
problem is related to several others in the literature, and indeed, we are able to show that
our method of marginal probability rescaling is equivalent to several others used to solve
similar problems. In addition, we provide a proof that rescaled probability estimates are
always better than non-rescaled ones and can even show the exact size of the improvement.
Following this, we present simulations of the method using several classifiers and show that,
at least in simulation, the method provides benefits under misclassification loss as well.
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Chapter 2
Markov Chains to Variable Length
Markov Chains
This chapter discusses Markov chains and some of their generalizations, which we will use
in classification problems where the class labels are assumed to be dependent. The principal
aims of this chapter are to outline the models, and show how generalizations such as the
Variable Length Markov Chain can be represented as a standard Markov chain.
2.1. Fixed Order Markov Chains
2.1.1. First Order Markov Chains
Definition 1. If (Xn) is a stationary sequence of random variables taking values in a
discrete alphabet A we say that (Xn) has the Markov property if
P
(
Xn
∣∣ X0:(n−1)) = P (Xn | Xn−1) .
for all n.
The Markov property is also called the memoryless property because the distribution over
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outcomes for Xn depends only on Xn−1, meaning we can “forget” anything observed before
that. The Markov property lets us represent a Markov chain concisely in the form of a
transition matrix A where Aij = P (Xn = j | Xn−1 = i)
2.1.2. Higher Order Markov Chains
As with first order Markov Chains, we can define a higher order Markov property where we
are allowed to remember more than just the previous state.
Definition 2. A stationary sequence of random variables (Xn) has the m
th order Markov
property if
P
(
Xn
∣∣ X0:(n−1)) = P (Xn | Xn−m) .
for all n.
As First Order Markov Chains
Any higher order Markov chain can be represented as a first order Markov chain by consid-
ering tuples of states. For instance, with a second order Markov chain, we might define the
new process X ′t = (Xt−1, Xt), which now exists over A2 - the set of sequences of length two
of elements in A. We would now have a |A|2 × |A|2 transition matrix with |A|3 nonzero
entries, since each state of the new process (X ′t) only has |A| valid transitions.
Higher order Markov models allow for more complicated dependence relationships within
the sequence, but can be problematic in practice. This comes from the fact that there are
|A|m possible previous states the process can be in, meaning there are |A|m+1 transitions
of interest. This means that we would need exponentially more data to fit such models as
as we raise the order of the chain.
2.2. Semi-Markov Models
Sometimes we would like to model a more complex process with longer memory, but either
do not have enough data to estimate a Markov chain of the order we would like or believe
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in some additional assumptions. One such class of assumptions is that the holding times
of states — the number of time steps the chain spends in a state before exiting — follow
some parametric distribution. To see why this is reasonable, consider the holding time for
a first order Markov chain. We have
P (Xt+1 = a, . . .Xt+m−1 = a,Xt+m 6= a | Xt = a,Xt−1 6= a)
= P (Xt+1 = a, . . .Xt+m−1 = a,Xt+m 6= a | Xt = a)
= P (Xt+m 6= a | Xt+m−1 = a)
m∏
k=1
P (Xt + k = a | Xt+k−1 = a)
= (P (X2 = a | X1 = a))m (1− P (X2 = a | X1 = a))
which is a geometric distribution.
To resolve some issues in modeling higher order Markov process, one method has been to
use Semi-Markov Models [48, 64], also known as Explicit Duration Markov Models[18], or
Generalized Markov Models[38]. This class of models generalizes Markov chains by allowing
states to have non-geometric holding times.
With a Markov chain, the transition matrix A governs the entirety of the process but a
GMM adds the additional component of holding time distributions dj for each j ∈ A.
What this means is that when the process enters state a it also decides how long it will
stay by sampling δ ∼ da. So, if our observed sequence is aaabbacccc, then the sequence of
states is abac and the sequence of times is 3 2 1 4. This way of thinking about a process
is considering it as a run length encoding.
Thinking about GMMs like this is fine from a generative point of view, but if the holding
time distributions are not geometric we need to make some modifications to represent this
as if it were a first order model; i.e. with only a transition matrix. To start we will assume
that the da have finite support, that is dj(i) = 0 for i > Mj for some Mj for each j.
With this in mind, we can create a first order Markov chain by considering “clock” and
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state pairs Zt = (δt, Xt) where δt is the value of the “clock” at time t and Xt is again the
state of the process. That is, the sequence above would be written as
(3, a) (2, a) (1, a) (2, b) (1, b) (1, a) (4, a) (3, a) (2, a) (1, a).
With this representation, we have P (Zt+1 = (i− 1, j) | Zt−1 = (i, j)) = 1 for i > 1. When
i = 1, Xt+1 must enter a different state and the countdown clock will reset.
When i = 1 we can compute
P (Zt+1 = (i, k) | Zt−1 = (1, j)) = P (δt+1 = i,Xt+1 = k | Zt−1 = (1, j))
= P (δt+1 = i | Xt+1 = k)P (Xt+1 = k | Zt−1 = (1, j))
= dk(i)Ajk
Note that in the second line we have used the fact that
P (δt+1 = i | Zt−1 = (1, j), Xt+1 = k) = P (δt+1 = i | Xt+1 = k)
because the holding time for the next state is independent of the previous state. As long
as all the dk have finite support, we can see that we now have a first order Markov chain
defined on (Zt). Of course, in principle dk could be an unbounded distribution, but then our
chain would have infinitely many states. One way to handle this is to introduce a special
state ‘+’ to the clock, calling the resulting models “GMM+”, as was done in McShane et al.
[39] where we allow
P (Zt+1 = (+, j) | Zt−1 = (+, j)) = pj > 0, P (Zt+1 = (Mj , j) | Zt−1 = (+, j)) = 1− pj
where Mj <∞. In other words, each state (+, j) has its own geometric holding time with
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parameter pj . The overall holding time distribution for state j upon entry is
dj(i) = qjfj(i)1i≤Mj + (1− qj)gj(i−Mj)1Mj<i
where qj is the probability of ending up in the “head” distribution as opposed to the
geometric “tail” whose pmf is given by gj . Also, fj is a proper PMF defined on 1, . . . ,Mj ;
so this represents the probability of the clock taking on a certain value given that we end
up in the head part of the distribution. To represent these as first order Markov chains, we
simply note that
P (Zt+1 = (i, k) | Zt−1 = (1, j)) = qkfk(i)Ajk when i ≤Mk
P (Zt+1 = (+, k) | Zt−1 = (1, j)) = (1− qk)Ajk
Transition Dependent GMMs
We end this section with a brief discussion of Transition Dependent GMMs (TDGMM) [39].
While these are not the focus of this work, they are very similar to GMMs and we mention
them for completeness and because they are compared against in later data analysis.
A TDGMM is a GMM where the next state holding time depends on which state the process
is coming from as well as which it is going to. Therefore, instead of pairs, we now embed
Xt into Zt = (δt, Xs, Xt) where again δt and Xt are the state of the clock (possibly +)
and original process respectively. Also s = max {u : u < t,Xu 6= Xt} which makes Xs the
previous state. Note now that if we are in state (1, j, k), we must transition to a state of the
form (δ, k, l) because the current state must, of course, become the previous state. Without
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working through all of the details, the nonzero transitions are given by
P (Zt+1 = (i, k, l) | Zt−1 = (1, j, k)) = qklfkl(i)Ajk when i ≤Mkl
P (Zt+1 = (+, k, l) | Zt−1 = (1, j, k)) = (1− qkl)Ajk
P (Zt+1 = (+, k, l) | Zt−1 = (+, k, l)) = pkl
P (Zt+1 = (Mkl, k, l) | Zt−1 = (+, k, l)) = 1− pkl
P (Zt+1 = (i− 1, k, l) | Zt−1 = (i, k, l)) = 1 if 2 ≤ i ≤Mkl
with all of the holding time parameters originally indexed by one state simply being replaced
by those indexed by two states.
2.3. Variable Length Markov Chains
As before, consider a stationary sequence of random variables (Xn) taking values in a
discrete alphabet A, let An be sequences of length n and A∗ = ∪∞n=0An be sequences of
arbitrary length. Now suppose that P (Xn | Xn−1, . . .) does not depend on every previous
state of the process, but that it does not depend on a fixed number of past states either. We
describe such processes as Variable Length Markov Chains (VLMCs), since the dependence
on previous states is Markov in nature, but not of a fixed order. Note that such models
can theoretically be of infinite order [12, 20, 15], although they can be approximated well
by finite order models [20] and as such are far less relevant to our discussion.
The term VLMC, introduced by Bu¨hlmann and Wyner [11] is one of many for a class of
models designed to parsimoniously model data generated by processes that sometimes have
a long memory and sometimes have a short memory. Similar models are known variously by
names such as Probabilistic Suffix Automata (PSA) [52], Context-Tree Weighting [63], and
Prediction by Partial Match [14]. While they differ in specifics such as implementation and
how they are fit on data, the general idea of a finite, variable memory stochastic process
represented by a tree is the same. For an overview of some such methods see Begleiter et al.
[5].
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This is achieved by representing the state of the process with a Context Function and a
Context Tree. The idea of representing a sequence of discrete states in such a tree goes back
to the data compression algorithm of Ziv and Lempel [67] and the first relation of such trees
to Markov Models by Rissanen [51]. Variable-order tree-based models have been used in
many applications, including data compression [67], linguistics [25], and biology [42, 54].
Definition 3. A Context Function is a mapping c : A∗ → A∗ that has the property that
c(x) is a suffix, not necessarily proper, of x. In other words, for a (possibly infinite) sequence
of observations, c(x−∞:0) = xk:0 for some k.
Definition 4. If a context function has type c : A∗ → ∪ki=0Ai for a fixed k, then we say it
has order k. This means that the maximum length of the context of any string is k. These
finite order context functions are at the base of VLMCs.
This definition, however, is too lenient for our purposes. We need
Definition 5. If r is a prefix of s, denoted r  s implies that c(r)  c(s) we say that c has
the prefix free property and that it defines a context tree.
A context tree can be thought of as a representation of a context function where the value
is determined by traversing a tree with edged labeled by the alphabet of the string and
recording the path taken until a leaf is reached. Further, if we have a context tree τ defined
by a context function c we often use the notation s ∈ τ to mean that s is a path to a leaf
of τ . This notation comes from the fact that context trees are often thought of in terms of
their sets of leaves and allows us to abuse set theoretic notation to write τ ∪ {r} to mean
“add a leaf corresponding to the string r to the tree τ”.
One more piece of information is required to build probabilistic models out of context trees.
Namely that each leaf in a context tree τ be associated with a probability distribution over
A. For this, we write P (a|s) = Ps(a) to mean the probability of observing a ∈ A given that
the context of everything we have seen is s ∈ A∗. Sometimes we will also write Pτ,s (·) or
Pτ (·|s), especially in the algorithms section to clarify that the distribution is one indexed
by τ .
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2.3.1. Fitting VLMCs
Here we describe the process of fitting a VLMC on a dataset. The method of finding contexts
involves bottom up selection of contexts from the data as opposed to top down selection like
some other methods [52, 55, 61]. This allows the algorithm to find long contexts effectively
when they exist without pre-specifying a maximal tree depth. In addition to describing the
fitting at a high level, we also provide in the appendix pseudocode and a description of a
clever dynamic programming algorithm used to fit context trees quickly that appears in the
source of the R package VLMC [35, 36] (and PyVLMC1) but to our knowledge has not been
described anywhere else yet.
We begin with an overview of growing the tree, but first we will define a few terms. Denote
the training sequence as S. Let N(s) be the number of times the subsequence s appears
in S and let N(a|s) be the number of times the string (usually just one symbol) a appears
after s. Algorithm 1 describes this process. Algorithm 4 in the appendix describes it in
more complete detail.
Algorithm 1 Grow Context Tree (high level)
Require: S ∈ A∗, k ≥ 1
τ ← {}
for s ∈ S do
if s appears in S at least k times then
τ ← τ ∪ {s}
for a ∈ A do
Pτ,s(a)← N(a|s)/N(s)
end for
end if
end for
return τ
Next we describe the process of pruning a complete context tree. Here we consider the
leaves of the tree and compute a measure of the distance between the estimated next state
probability distribution of a leaf and that of its parent. If they are sufficiently different as
determined by a pre-specified cutoff, then we remove the leaf from the tree. If the parent
1See https://github.com/magarick/pyvlmc for information and source code.
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becomes a leaf, we proceed upward. The pseudocode is in algorithm 2 and we describe the
steps of the process in more detail below.
In order to do this, we have to pick a distance on probability distributions to use. Typically
the distance used is
D(psr, ps) =
∑
a∈A
N(a|sr) log
(
pˆsr(a)
pˆs(a)
)
=
∑
a∈A
pˆsr(a) log
(
pˆsr(a)
pˆs(a)
)
N(sr)
= N(sr)DKL(psr||ps)
where DKL is the Kullback-Leibler divergence between two probability distributions. This
distance is then compared to a cutoff c and the child pruned if D(psr, ps) < c. Asympototic
considerations [10, 11] give c as (2 |A| + 4) log(n) where n is the length of the training
sequence; however in practice this produces trees far to small to be useful for finite training
data because the cutoff is so strict that without a very large amount of data the resulting
tree is a low order Markov model.
In practice we often use a fixed quantile of a χ2 distribution — usually α = 0.05 — with |A|
degrees of freedom because the preceding distance can be written as log
(
pˆτ (S)
pˆτ ′ (S)
)
, where τ
is the unpruned tree and τ ′ is the tree with just that one child removed. This is because the
likelihood test is asymptotically χ2 and the larger tree has |A| − 1 more degrees of freedom
(since each leaf is just a discrete distribution over A). This too, can become problematic as
sequences become long and we fit trees that are too large. So, in practice, both the cutoff
and the minimal number of observations function as tuning parameters to similar effect.
However, in our experiences with data, we find that while the trees may differ by adjusting
these parameters, the change is seldom very large and predictions do not change much.
Work such as Bu¨hlmann [10] appears more interested in the asymptotic behavior of the
pruning cutoff c as it relates to approximation of a true underlying tree model. Further,
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changing either of the two parameters will have the same effect of making the resulting tree
larger or smaller. Given these experiences and the nature of the algorithm, for predictive
tasks it seems most important to use sensible default values. Typically, we keep the default
pruning parameter, c, but make K a small multiple of the total number of states. This has
the benefit of lower computational time — since we are not fitting the largest possible tree
before pruning when we know low-count leaves almost always end up being pruned — while
not generating undesirably small trees either.
Algorithm 2 Prune Context Tree
function Prune(τ , c, D)
Children ← {}
for Each child τ ′ of τ that is not a leaf do
Children ← Children ∪ {Prune(τ ′, c, D)}
end for
for All τ ′ ∈ Children that are leaves do . Done second in case non-leaves become
leaves.
if D(pτ ′ , pτ ) < c then
Children ← Children \{τ ′} . Prune when next state distributions are “close”
the parent’s.
end if
end for
τ .children ← Children . New children are the pruned set.
return τ
end function
2.3.2. Markov Hulls of VLMCs
VLMCs are not Necessarily Markovian
The “Markov” in VLMC belies the fact that the standard fitting algorithm does not produce
a proper Markov Chain of any order. The context trees produced will violate the memoryless
property possessed by Markov Chains. The context we use at time t+ 1 may be more than
one symbol longer than what we used at time t, thus requiring us to recall previous states
that we had forgotten. More formally, we must always have
∣∣c(X1:(n+1))∣∣ ≤ |c(X1:n)| + 1
for a VLMC to have the Markov Property. To illustrate this, consider the following VLMC
and sequence of states.
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pp1p0
p10
p110p010
p00
0 1
Figure 2: Context Tree for Example 1. Left branches represent seeing a 0, right branches a
1.
Example 1. Suppose our data are generated according to the tree in figure 2 and our
alphabet is A = {0, 1}. If we have just seen the symbols 0 0 then our context is unam-
biguously the leftmost leaf of the tree. If the next symbol we see is 1, again, we know what
state we are in and have “forgotten” the previous two 0s. However, if we then see another
0 we are forced to look back beyond that symbol and the 1 we just saw. This violates the
desired memoryless property.
The Minimal Markov Hull
Any VLMC has a trivial representation as a first order Markov chain. Simply take the
longest context with length L and extend all branches with all possible prefixes until they
are length L as well, propagating the probability distribution downward. Formally, let τ be
the context tree, L = sups {|s| : s ∈ τ} and define the extension
τbig = {us : |us| = L, u ∈ A∗}
pus (·) = ps (·)
This is, of course, a terrible idea. τbig now has |A|L states, most of them redundant. It is
the same as a standard Lth order Markov model. While this is fine mathematically, it is
a computational disaster. And the whole point of VLMCs was a small representation of a
process! The question is, can we create a first order Markov chain from a VLMC without
exponentially exploding the state space? Since you’re reading this, the answer is “yes”.
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We now present a simplified version of a theorem from [37] which shows that VLMCs can
be extended to have the memoryless property and that the number of leaves in the resulting
context tree is no more than O(|τ |2) (and in practice often less) where |τ | is the number of
leaves in the original tree. By construction we see that this is the Minimal Markov Hull in
that an extension with fewer states would not retain the memoryless property.
To show this, we begin with a few simple definitions and a proposition that tells provides
necessary and sufficient conditions for a context tree to have the desired property.
Definition 6. For a context tree τ , we denote L(τ) as the set of leaves of τ .
Definition 7. Let x1:n be a sequence of symbols with xi ∈ A. We define Head(x) = xn and
Tail(x) = x1:(n−1)
Proposition 1. We say that a context tree τ is memoryless if and only if for all s ∈ L(τ),
Tail(s) is a suffix, not necessarily proper, of some context r ∈ L(τ).
Proof. First we show that memorylessness implies the suffix property. Suppose we have a
sequence x1:n ∈ A∗ and a context s ∈ L(τ) with c(x1:n) = s = x(n−|s|+1):n. If the tree is
memoryless, then we know that c(x1:(n−1)) = aTail(s) for a ∈ A∗ ∪ {}. In words, either
we have picked up exactly one symbol of memory from time n−1 to n or have remembered
one additional symbol and forgotten at least one symbol. If this were not the case, and the
context at time n− 1 ended in a proper suffix of Tail(s) then we would be reaching farther
into the past from n− 1 to n and violating the memoryless property.
Now suppose the tree lacks the memoryless property. So, for some sequence x1:n ∈ A∗ we
have c(x1:n) = r2r1xn where |r2| > 1 and c(x1:(n−1)) = r1. Now suppose there is some
other sequence qr2r1 ∈ L(τ) which would imply the suffix property. However, the fact that
c(x1:(n−1)) = r1 implies that r1 is a leaf and so such a sequence cannot exist. Thus, lacking
the memoryless property means we lack the suffix property as well.
The preceding proposition shows that if we take a full tree τ , we can create a memoryless
tree by adding all prefixes of all contexts in τ . The all prefixes condition comes from the
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fact that if we add a context, we must then recurse and add the tail of the added context
if it is not in the tree already. Algorithm 3 describes the process of extending the space of
contexts, giving new ones the appropriate next state probabilities.
Algorithm 3 Generate the Minimal Markov Hull from a fit VLMC. Takes only a fit tree
τ as an argument.
function ExtendTree(τ)
contexts← {s|s ∈ τ}
for s ∈ contexts do
for ` ∈ {1, . . . , |s|} do
if s1:` /∈ τ then
r ← shortest string s.t. r ∈ τ and s1:` ends with r
for m ∈ {`− |r| , . . . , 1} do
Add sm:` to τ
psm:`(·) = pr(·) . Propagate the next state distribution down to
extended states
end for
end if
end for
end for
end function
Going back to 1, we can see the results of expanding our simple tree both using the minimal
Markov hull and by naively adding in all the states. Even in this case, we get a pleasantly
smaller tree than the naive method.
p
p1
p1p1
p0
p10
p110p010
p00
0 1
(a) Minimal Markov Hull
p
p1
p1
p1p1
p1
p1p1
p0
p10
p110p010
p00
p00p00
0 1
(b) Full Tree
Figure 3: Expanded Trees from 1. Red nodes are the minimal ones needed to add and cyan
nodes are unnecessary.
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An important consequence of proposition 1 is that every VLMC now has a matrix represen-
tation, as any ordinary Markov chain would. For any state in the expanded tree and any
symbol a ∈ A we know the next state unambiguously. Refer to example 1 to see that this
is not always the case for unexpanded trees. Additionally, this means that the matrix rep-
resentation of a VLMC is sparse, with each row having only |A| nonzero elements, making
it potentially useful for problems with a very large state space.
2.3.3. Variable Length Markov Models and Generalized Markov Models
GMMs, TDGMMs and similar models are thought of in terms of the holding time distribu-
tion for each state and use this to generate their first order embedding. With VLMCs, it
is not immediately apparent how to compute holding time distributions from context trees
and thus how to represent a GMM as a VLMC. However, it turns out to be reasonably
simple.
Let A be the alphabet the VLMC is defined over and pick some a ∈ A. Let ak be
a sequence of k repeated as and let P (ak) be the marginal probability of such a se-
quence according to the VLMC. This is trivial to compute from the context tree prob-
abilities. The holding time for state a assuming the process Xt enters a at time T is
Ha = mint>T {t : Xt 6= a,XT = a,XT−1 6= a} − T . We can then compute probabilities as
follows:
P (Ha = k) = P (Ha ≥ k)− P (Ha ≥ k + 1) (2.1)
= P
(
X2:k = a
k−1
∣∣∣ X0 6= a,X1 = a)− P (X2:(k+1) = ak ∣∣∣ X0 6= a,X1 = a)
(2.2)
=
P
(
X0 6= a,X1:k = ak
)− P (X0 6= a,X1:(k+1) = ak+1)
P (X0 6= a,X1 = a) (2.3)
=
P
(
ak
)− 2P (ak+1)+ P (ak+2)
P (a)− P (aa) (2.4)
We could also express the last line as
P(ak−1 | a)−2P(ak | a)+P(ak+1 | a)
1−P (a | a) . Note that if we are
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dealing with a first order Markov chain, then this reduces to P (a | a)k−1 (1− P (a | a)) as
we would expect. Additionally, note that, if M is the length of the longest context consisting
entirely of a’s, then once we have observed M in a row, the additional holding time will be
geometric as in the case of a first order Markov chain.
This means that to turn a GMM into a VLMC, we would convert the holding time proba-
bilites in its head distribution into conditional next-state probabilities and plug them into
the distributions in the nodes of our VLMC. This, of course, has the downside of not be-
ing a nice parametric model anymore. Note also that we could repeat this analysis for
the holding time of state a conditional on coming from some other state b. However, this
would not quite give us a TDGMM, as eventually we would reach a leaf of the VLMC and
forget which state we came from. Another way to see this is that, technically, a TDGMM
with an infinite state duration distribution is an infinite memory process. It must always
remember the state it came from no matter how long it has been in its current state. This
could, in principle be easily remedied by defining TD-VLMCs over state tuples as is done
for TDGMMs, but we have not tried this in practice.
The above highlights both an important advantage and a disadvantage of VLMCs. They
can capture a large class of Generalized/Semi Markov Models well, even without prior
assumptions on state holding times. However, we give up some model parsimony and
interpretability in the form of a small number of model parameters and we need large
amounts of data to estimate complex trees.
2.A. Appendix: Detailed Context Tree Fitting
We describe in detail a dynamic programming algorithm for fitting context trees in the
“grow” step of the VLMC algorithm. The basic premise of the algorithm is that if we are
fitting on a sequence s = (s1, . . . , sn) and w = (w1, . . . , wk) is a substring of s, then we
do not need to search all of s for instances of w if we keep track of the locations of the
substring (w2, . . . , wk). And, since the nodes of the context tree represent these substrings,
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keeping track at each node of the indices of the head of the context as well as the depth
lets us build the tree quickly since we have to examine less and less of the initial data at
each step.
For example, if A = {a,b} and we have the data aabbaababaaba then the index set for the
context of just b is {3, 4, 7, 9, 12}. To build the children of that node we split the index set
into {4} for bb and (3, 4, 7, 9, 12) (ignoring the fact that we usually wouldn’t grow a node
for a context observed once in practice). Now, at each step, knowing the index set and
depth, we can quickly compute the transition probabilities since the number of elements in
the index set is the number of times the context occurs, and the next states are just the
symbol following the context heads.
Algorithm 4 Detailed Fitting procedure for VLMC context trees.
Require: s ∈ An, k ≥ 1
Initialize: index = 1, . . . , n− 1, w to the empty string, τ to an empty tree, d to 0
function FitTree(index, w, d)
m← |index|
for a ∈ A do
pT,w(a)← |{i : i ∈ index, si+1 = a}| /m
indexa ← {i : i ∈ index, si−d = a}
end for
for a ∈ A do
if |indexa| ≥ k then
τwa ← FitTree(indexa, wa, d+ 1)
end if
end for
return τ
end function
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Chapter 3
Sequential Learning
What we call “Sequential Learning” can be thought of as a case of what is sometimes known
as “Structured Prediction”[53]. In this paradigm, we have observations (Xt, Yt) and wish
to predict the Y given X, but unlike in the most common learning scenario, the pairs are
not i.i.d and we would like to use the dependence in our predictions.
In the case of Sequential Learning, we assume that, considered alone, the class labels Y form
a discrete-time discrete space time series. In other words, we should be able to place some
kind of Markov structure on (Yt). Making this assumption, it is natural that we proceed
with methods derived from the classic and widely used Hidden Markov Models.
3.1. Hidden Markov Models
The theory of Hidden Markov Models (HMM) dates back to Baum and Petrie [3] and
Stratonovich [58] and assumes that the data (Xt, Yt) are generated such that (Yt) comes
from a first order Markov chain and Xt is “emitted” from Yt, so Xt and Xs are conditionally
independent given Yt or Ys for s 6= t. So, the parameters of interest for an HMM are:
• A: The transition matrix on (Yt)
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• pi: The initial state distribution P (Y1), often taken to the the stationary distribution
of A
• f (· | a) for a ∈ A: The emission distributions conditional on each possible value of
the Yt. For arbitrary discrete distributions over the Xt we can think of this as the
probabilities for each value conditional on Yt and for a parametric distribution on
Xt|Yt we can think of this in terms of the distribution parameters λa.
For convenience, we often refer to the whole set of HMM parameters as ϑ. With the
definition in mind, Rabiner [49], in a popular paper on the model, poses three questions we
can ask about such systems:
1. Given a sequence of observations X1:T and HMM parameters ϑ, how can we efficiently
compute P (X1:T | ϑ) — the likelihood of a given sequence of observations?
2. Given a sequence of observations X1:T and HMM parameters ϑ, how can we efficiently
find a state sequence yˆ1:T that is optimal in “some meaningful sense” as Rabiner puts
it. Typically this is taken to mean maximizing P (X1:T | yˆ1:T , ϑ) — the sequence that
optimal in a maximum likelihood sense — or finding, for each t, the yˆt that maximizes
P (yˆt | X1:T , ϑ)
3. Given a sequence of observations X1:T and an unknown ϑ, how can we find ϑˆ such
that P
(
X1:T
∣∣∣ ϑˆ) is maximized?
As we will see shortly, the first two questions can fit into the supervised learning framework
easily, whereas it is less clear cut whether the third one can. However, we will discuss all
three here and use both supervised and unsupervised techniques in our data examples. In
what follows, we will first discuss the solutions given Rabiner’s questions and then show
how the first two fit with the ideas of supervised learning as well as how they can work with
extensions of first order Markov chains, as was first explained in McShane et al. [39].
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3.1.1. The Forward-Backward Algorithm
The solutions to the first question and the second part of the second lie in the Forward-
Backward algorithm. While not the only way to answer the questions, it is efficient. For
instance, if we simply enumerated every possible set of values Y1:T could take on, we would
have our answers. However, this requires O(NT ) time, where N is the number of states. In
contrast Forward-Backward requires O(N2T ).
To understand how this is possible, consider the conditional likelihood P (Yt | X1:T , ϑ) and
the fact that X1:t and X(t+1):T are conditionally independent given Yt because of the HMM
assumptions. Therefore, we can write
P (Yt | X1:T , ϑ) ∝ P (X1:T | Yt, ϑ)P (Yt | ϑ)
= P (X1:t | Yt, ϑ)P (Yt | ϑ)P
(
X(t+1):T
∣∣ Yt, ϑ)
= P (X1:t, Yt | ϑ)P
(
X(t+1):T
∣∣ Yt, ϑ)
∝ P (Yt | X1:t, ϑ)P
(
X(t+1):T
∣∣ Yt, ϑ) (*)
The first term on the last line are known as the forward probabilities since they are the
probability of Yt conditioned on everything up to time t and we are predicting forward from
observations. The second term are the backward probabilities since they are the probability
of the emission sequence conditional on looking back at Yt. Note that for each time t we the
forward and backward probabilities can be expressed as length N vectors which we denote
αt and βt. To make this useful, we now have to show how to compute each of these terms
efficiently.
The desired efficiency comes from the following recursions which allow O(N2) operations
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per term. To see this, note that
P
(
Yt+1
∣∣ X1:(t+1), ϑ) ∝ P (Yt+1, X1:(t+1) ∣∣ ϑ)
=
∑
i
P (Yt+1, Yt = i,X1:t, Xt+1 | ϑ)
=
∑
i
P (Yt+1, Xt+1 | X1:t, Yt = i, ϑ)P (X1:t, Yt = i | ϑ)
∝
∑
i
P (Xt+1 | Yt+1, X1:t, Yt = i, ϑ)P (Yt+1 | X1:t, Yt = i, ϑ) (αt)i
=
∑
i
P (Xt+1 | Yt+1, ϑ)P (Yt+1 | Yt = i, ϑ) (αt)i
where the last line follows from the conditional independence in the HMM. Note that we
can write this as (αt+1)j = f(Xt+1|j)
∑
iAij(αt)i and we have a recurrence (expressed
more concisely in matrix form in algorithm 5). Also, notice that we need somewhere to
start the algorithm, so we use pi, the initial state distribution of the Markov chain so
P (Y1 = j | X1, ϑ) = f(X1|j)pij . Finally, notice that
∑
i(αT )i gives the answer to Rabiner’s
first question.
Next we compute the backward recursion:
P (Xt:T | Yt−1, ϑ) =
∑
i
P (Xt:T , Yt = i | Yt−1, ϑ)
=
∑
i
P (Xt:T | Yt−1, Yt = i, ϑ)P (Yt = i | Yt−1, ϑ)
=
∑
i
P (Xt:T | Yt = i, ϑ)P (Yt = i | Yt−1, ϑ)
=
∑
i
P
(
X(t+1):T
∣∣ Yt = i, ϑ)P (Xt | Yt = i, ϑ)P (Yt = i | Yt−1, ϑ)
Since P (XT | YT−1, ϑ) = P (XT | YT = i, ϑ)P (YT = i | YT−1, ϑ) we set βT = 1, the vector
of all ones.
The forward and backward algorithms are formally written out in algorithms 5 and 6. Note
also that because of all the “proportional to” terms, we rescale at every iteration to ensure
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the terms are actually probabilities at each step. Finally equation * tells us that
P (Yt = i | X1:T , ϑ) = (αt)i(βt)i
αTt β
T
t
Algorithm 5 Forward Algorithm
Require: F (t) are N ×N matrices with F (t)ii = f(Xt|Yt = i) and 0 otherwise, pi is a length
N vector of prior probabilities P (Y1), and A is a Markov transition matrix.
αT1 ← pi
TF (1)
‖piTF (1)‖
1
for t ∈ 2, . . . , T do
αTt ← α
T
t−1AF
(t)
‖αTt−1AF (t)‖1
end for
Algorithm 6 Backward Algorithm
Require: F (t) are N ×N matrices with F (t)ii = f(Xt|Yt = i) and 0 otherwise.
βT ← 1N 1
for t ∈ T − 1, . . . , 1 do
βt ← Aβt+1F
(t+1)
‖Aβt+1F (t+1)‖1
end for
3.1.2. The Viterbi Algorithm
Now we discuss the solution to the first part of the Rabiner’s second question. We want
a sequence yˆ1:T where yˆ1:T = argmaxY1:TP (Y1:T | X1:T , ϑ) which we note is equivalent to
maximizing over the joint likelihood P (Y1:T , X1:T | ϑ). The Viterbi algorithm [60, 23] pro-
duces a sequence of states that is optimal in this sense and, like the Forward-Backward
algorithm, has a running time of O(N2T ) as opposed to the O(NT ) procedure that would
be searching through every possible sequence. To achieve this, notice that if we were given
a sequence of length T − 1 and its likelihood and we want to compute the most likely next
state and the likelihood of this sequence we could write
max
YT
P
(
Y1:(T−1), YT , XT
∣∣ ϑ) = max
YT
P (YT , XT | YT−1, ϑ)P
(
Y1:(T−1), X1:(T−1)
∣∣ ϑ) .
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Notice that the second term on the right has no YT in it, has the same form as our original
objective function, and the first term is equivalent to f(XT |YT )P (YT | YT−1, ϑ). Now we
need to see how this recursion gets us what we want, since the most likely extension of a
sequence does not guarantee that the whole sequence is now the most likely. However, if for
every time t we keep track of the most likely sequences such that Yt = i, that is conditional
on the sequence ending in state i, we will get what we want. To show this, begin by defining
δt(i) as the likelihood of the most likely sequence up to time t ending in state i. Then, we
have
δt+1(j) = max
i
f(Xt+1|j)Aijδt(i)
because the most likely sequence of length t+1 ending in state j must come from one of the
previous most likely sequences since the change in likelihood from extending the sequence by
1 only depends on the transition matrix A, the previous state, and the emission distribution.
With this recurrence, we are almost done, but δt only takes care of the value we are maxi-
mizing, not the argument, so we also keep track of ψt+1(j) = argmaxiAijδt(i), which is the
state from which we came at time t to get to state j in the most likely sequence of length
t+1 ending in state j. The final step to get the most likely path yˆ1:T is called backtracking;
if we know that yˆ1:t ends with yˆt = i, then ψt−1(i) will contain the state that got us there,
yˆt−1, along the most likely path. This tells us that the most likely sequence of length t− 1
ends in yˆt−1, so continuing backward gets us the full sequence. Algorithm 7 gives the whole
process in pseudocode.
3.1.3. The Baum-Welch Algorithm
The final HMM algorithm we consider is the solution given to Rabiner’s third question.
Given observations X1:T , we want HMM parameters λ that maximize P (X1:T | λ). The
Baum-Welch algorithm[2, 4] provides an iterative solution in the vein of the Expectation-
Maximization (EM) algorithm [17], which works by starting with random HMM parameters
ϑ(0), using these in the Baum-Welch algorithm, and then using those estimated state prob-
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Algorithm 7 Viterbi Algorithm
Initialize: δ1(i)← maxj f(X1|j)Aijpij for all i. . Most likely sequence of length 0 is pi.
Initialize: ψ1(i) = 0 . We’re not predicting where we came from at time 1.
for t ∈ 1, . . . , T − 1 do
for i ∈ 1, . . . , N do
δt+1(j) = maxi f(Xt+1|j)Aijδt(i)
ψt+1(j) = argmaxiAijδt(i)
end for
yˆT ← argmaxjδT (j)
for t ∈ T − 1, . . . , 1 do
yˆt = ψt+1(yˆt+1)
end for
end for
abilities to update the estimate of ϑ.
To do this, suppose we are given forward probabilities α1:T , backward, probabilities β1:T .
Then, as with the Forward-Backward algorithm, we compute (γt)i =
(αt)i(βt)i
αTt β
T
t
, from which
we can first estimate pi, the initial state distribution as pˆi = γ1. Next, we want to estimate
A, the transition matrix, which can be done by computing
Aˆij =
∑T−1
t=1 P (Yt = i, Yt+1 = j | X1:T , ϑ)∑T−1
t=1 (γt)i
(3.1)
since this works out to be the average proportion of time we expect Y to go from state i to
state j. To express this in terms of quantities we have already, write (suppressing ϑ)
P (Yt = i, Yt+1 = j,X1:T ) = P (X1:T | Yt = i, Yt+1 = j)P (Yt = i, Yt+1 = j)
= P (X1:t | Yt = i)P
(
X(t+1):T
∣∣ Yy+1 = j)P (Yt = i, Yt+1 = j)
= P (X1:t | Yt = i)P
(
X(t+1):T
∣∣ Yy+1 = j)P (Yt = i)Aij
= (αt)iP
(
X(t+2):T
∣∣ Yy+1 = j)P (Xt+1 | Yy+1 = j)Aij
= (αt)i(βt+1)jf(Xt+1|j)Aij
which is proportional to the quantity we want. Thus, just normalize this and we are done
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because the desired quantity is proportional to what we just computed. Finally, we need to
compute the emission distributions. The original Baum-Welch algorithm assumed that the
Xt were discrete scalar quantities and so would compute
Pˆ (X = k|Y = i) =
∑
t:xt=k
(γt)i∑T
t=1(γt)i
(3.2)
where the numerator is the expected number of times we observe a k and are in state i
and the denominator is the expected time spent in state i. In practice, however, we are not
restricted to this, since if we assume f(x|y) comes from some parametric distribution with
parameter(s) λ, we can optimize with an “M” step from the EM algorithm, since the joint
likelihood is
P (X1:T , Y1:T | ϑ) = P (X1:T | Y1:T , ϑ)P (Y1:T | ϑ) = P (Y1:T | ϑ)
∏
t
P (Xt | Yt, ϑ)
and we have already taken care of the term outside of the final product. With this, we have
what we need to write out algorithm 8
Algorithm 8 Baum-Welch Algorithm
Initialize: A(0) as a random transition matrix. f (0) as random emission parameter(s).
i← 0
repeat
Compute γt(i)← Pˆ
(
Yt = i
∣∣ X1:T , ϑ(i)) for all i, T , with Forward-Backward.
pi(i) ← γt(1)
Compute A(i) using equation 3.1
Either use equation 3.2 or optimize for λ to get f (i).
ϑ(i) ← (A(i), pi(i), f (i))
until Convergence
One important thing to note is that while the algorithm has been shown to converge and
performs well in practice, it does not have to converge to the globally optimal parameters
— much like EM. With this in mind, Juang and Rabiner [32] proposed the Segmental K-
Means algorithm, also known as Viterbi Training. The difference between Viterbi Training
and Baum-Welch is that VT computes the Viterbi-optimal path at each iteration and uses
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those states to update the transition and emission probabilities instead of using the Forward-
Backward probabilities. In practice, its chief advantage is in computational time, although
it often underperforms the Baum-Welch algorithm.
3.1.4. Higher order HMMs
Any of the preceding methods can work with higher order HMMs and extensions of Markov
chains such as those described in the preceding chapter. This holds as long as the process
generating Y1:T can be described by a first order transition matrix over some set. In this
case, we can use the preceding algorithms to compute paths or class probabilities over
the expanded space and then return to the original one by either taking the corresponding
original state or computing P (Yt | X1:T , ϑ) =
∑
Y ′t'Yt
P (Y ′t | X1:T , ϑ) where Y ′t is an expanded
state and Y ′t ' Yt means Y ′t has Yt as its observed state. Going forward we refer to the
original set of states as A and the embedded set of states as A′.
In the case of HMMs with specified holding time distributions, such as the GMMs or
TDGMMs described previously, recall that the transition matrix is sparse. Most entries are
0 or 1 since states of the form (i, k) ((i, k, l) for Transition-Dependent models) where i > 1
just transition to (i − 1, k). For example take a GMM over an alphabet where |A| = K
and, for simplicity all symbols have maximum holding time M . The transition matrix over
embedded states is KM × KM and has K(K − 1)M + K(M − 1) nonzero entries which
implies the HMM algorithms have running time O(K2MT ). Such embeddings have used in
McShane et al. [39] and as far back as Ramesh and Wilpon [50]. Further, Yu and Kobayashi
[65] propose a faster algorithm in this special case, although it has not been extended to
our more complex models and doing so is beyond our scope.
For VLMCs, the size of the embedding is determined by the size of the context tree. Since
the states of interest are the tree’s leaves we have a |τ | × |τ | transition matrix with K |τ |
nonzero entries. The drawback is that context trees can become very large for complex
processes. However, we have not had an issue with speed in practice and the ability to fit
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processes largely unconstrained by assumptions so far outweighs the additional complexity.
3.2. Discriminative HMMs
In its original form, the HMM is a fully generative model, meaning that for any set of
values X1:T , Y1:T we can compute the complete joint distribution of observations and states
P (X1:T , Y1:T ). This stands in contrast to a discriminative model which only seeks to esti-
mate Y conditional on X. An example of this would be Linear Discriminant Analysis versus
Logistic Regression. Discriminative models are desirable when we are either not interested
in the marginal distribution of the covariates or when such estimation would be intractable.
Also, note that what we are calling discriminative HMMs here are not true Hidden Markov
Models. In order to apply discriminative methods, we require a training set with observed
“hidden” states and hence assume that the labels observed are the only ones possible. In
a truly hidden model, the number of states can be allowed to vary and are not always tied
to any meaningful reality. It can often be though of, in fact, as a tuning parameter of
the model, chosen by model selection procedures such as those that maximize a penalized
likelihood [13, 44, 34, 57].
Fitting a discriminative HMM [39] thus operates in two phases. In the first, a procedure
off-the-shelf or otherwise, is used to compute Pˆ (Yt | Xt) and Pˆ (Yt), the conditional and
marginal class probabilities, not taking into account the sequential dependence of the labels
(Yt). Separately, we fit a sequential model of our choice to (Yt).
Next, given the two pieces of our model, we want to generate estimates Pˆ (Yt | x1:T ) with
a new unlabeled dataset. If we fit a first order Markov Chain to (Yt), or just hap-
pened to be given the true P (Yt | Xt) and P (Yt), it is simple to do. Notice that the
Forward-Backward and Viterbi algorithms have P (Xt | Yt) in every update step and that
P (Xt | Yt) = P (Yt | Xt)P (Xt)P (Yt) . Since P (Xt) does not depend on Yt, this term gets normalized
away in the Forward-Backward algorithm and factors out of the maximization in the Viterbi
algorithm. Therefore, anywhere we see a P (Xt | Yt) it can be replaced by P (Yt | Xt)P (Yt) or an
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estimate thereof. Once we have done so, we can simply run the algorithms as before to
get state probabilities or the most likely state sequence since the transition matrix requires
no special treatment. Using anything other than a first order Markov Model requires a
condition and an assumption:
1. The sequential model can be represented as a first order Markov Chain over some set
of underlying states (Y ′t )
2. The conditional covariate distributions P (Xt | Y ′t = y′1) and P (Xt | Y ′t = y′2) are the
same if both y′1 and y′2 are ' y for some y in the original state space.
The second assumption requires some explanation. Our nonsequential classifier has by this
point returned Pˆ (Yt | xt) and Pˆ (Yt) but we have estimated a transition matrix Aˆ′ on the
sequence (Y ′t ). Because our algorithms require a first order Markov model, we have no
choice but to first compute yˆ′1:T or Pˆ (Y
′
t | x1:t). But the true labels are in the set A, the
values that appear in (Yt) and these are what the nonsequential classifier is trained on.
Fortunately, the assumption gets us around this becaues it implies that if y′1 ' y and y′2 ' y,
then the conditional class probabilities we assign these states are only a function of their
marginal distribution and what the classifier gives for y. Formally, and to see why this is
relevant to our problem, by Bayes’ rule we have
P(Y ′t=y′1 | Xt)
P(Y ′t=y′1)
=
P(Y ′t=y′2 | Xt)
P(Y ′t=y′2)
. Since all y′
corresponding to the same y have equivalent ratios, it implies they are also equivalent to
P (Y=y | Xt)
P (Yt=y)
. This allows us to plug in P (Y=y | Xt)P (Yt=y) in place of the emission distributions in the
Forward-Backward and Viterbi algorithms1 The P (Xt) that comes out of applying Bayes’
rule is not relevant due to the scaling performed at each step.
With this, we can now compute Pˆ (Yt = y | x1:T ) or yˆ1:T by just plugging in our estimates of
Aˆ and P (Y=y | Xt)P (Yt=y) into the Forward-Backward and Viterbi algorithms respectively. Notice
that if we knew the true process that generated (Yt) as well as the conditional and marginal
class probabilities that this probability is indeed correct. However, as we note in the next
1Notice that this doesn’t work for Baum-Welch because it needs to learn all of the model parameters.
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section, this kind of smoothing pushes class probabilities toward zero and one. This implies
that the method must be used with care, since this happens regardless of the accuracy of
the sequential model or initial class probability estimates.
3.3. Results on Probability Estimation
We now turn our attention to some basic, but provable, properties of the discriminative
HMM sequential learning algorithm as it relates to probability estimation. While the results
are for extreme cases, they provide some intuition as to why the algorithm behaves as it
does, having the tendency to push conditional class probabilities toward 0 and 1.
Let F (t) by the diagonal matrix of scaled nonsequential conditional class probabilities at
time t, so F
(t)
ii =
Pˆ (Yt=i|Xt)
Pˆ (Yt=i)
and F
(t)
ij = 0 for i 6= j.
Let A be the Markov transition matrix and let pS be the stationary distribution across the
states Y can take on.
Proposition 2. Suppose that there is no Markov structure on the underlying states. That
is, each observation is independent. And further assume that we set each row of A to pS,
the stationary distribution of Y . Then, the estimated conditional class probabilities will be
unchanged. That is Pˆ (Yt|X1:T ) = Pˆ (Yt|Xt).
Proof. To see this, first note that for all i, j we have (AF (t))ij = Pˆ (Yt = i|Xt). Then
recall that the forward and backward probabilities can be written as αTt = α
T
t−1AF (t) and
βt = AF
(t)βt+1. Assuming the αt are normalized to sum to 1, this implies that
αTt = [Pˆ (Yt = 1|Xt), . . . , Pˆ (Yt = k|Xt)].
Further, since the backward algorithm starts with βT = 1, this implies that βt = 1 for all
t, thus proving the proposition.
Proposition 3. Suppose that the base classifier returns pS for every observation. In other
words, it knows the stationary distribution but any covariates provided are useless for pre-
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dicting Yt. Further suppose that pi, the initial state distribution is also pS. Then, regardless
of the Markov structure A has, if it has stationary distribution pS, the conditional class
probabilities remain unchanged.
Proof. In this case we have F
(t)
ii = 1 because Pˆ (Yt = i|Xt) = Pˆ (Yt = i). So when we
compute α2 in the first step of the forward algorithm, we get α2 = p
T
SAF
(2) = pTSA = p
T
S .
Inductively, we can see that αt = pS for all t. Next, in the backward algorithm we have
βT−1 = AF (T−1)1 = A1 = 1. Again, we can conclude that βt = 1 for all t. Thus,
Pˆ (Yt|X1:T ) = Pˆ (Yt|Xt) for all t.
Note that in the proceeding proposition, we have almost the same result even if not starting
from the stationary distribution because as long as a unique stationary distribution exists,
we converge to it at an exponential rate [40]. Thus, if our only information is in the form
of an initial state distribution, there is little to gain.
While the preceding two propositions deal with how the algorithm behaves when we are
lacking information, the next describes when we, in a sense, know too much. The intuition
is that if we know for sure what one state is and there is no randomness in generating the
sequence of states, then this provides enough information to know everything about the
entire sequence.
Proposition 4. If the transition matrix A describes a deterministic process where, for each
i, there is a j so that Aij = 1 and Aij′ = 0 for j 6= j′ and if we have one time point s where
there is an i such that Pˆ (Ys = i|Xs) = 1, then regardless of the predictions at other times,
we will have Pˆ (Yt = i|X1:T ) ∈ {0, 1} for all i and t.
Proof. Consider the forward probability moving from time s− 1 to s and suppose F (s)ii = 1
with all other entries being 0. Let j be the state uniquely transitioned to from state i and
let ej be the vector where the j
th entry is 1 and the rest are 0. We have
αTs = α
T
s−1AF
(s) ∝ eTj ,
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which implies that αs+1 ∝ ej′ where j → j′. Continuing inductively, all forward probabili-
ties beyond time s must have the same form as well.
Next consider the backward probabilities. Let i′ be the state such that i′ → i. We have
βs−1 = AF (s)βs ∝ ei′ .
Again, we see that inductively all βt where t ≤ s have this form. And so, Pˆ (Yt = i|X1:T ) ∈
{0, 1} for all t and all i.
Obviously this situation is not realistic in practice, but we have observed phenomena ap-
proaching this behavior when the label-generating process is closer to deterministic and the
nonsequential Bayes error rate is also very low.
Remark. As we note from simulations and analyses on data, the class probability estimates
using sequential data tend to be more toward 0 or 1 than nonsequential estimates. To
understand why this is, recall that conditioning reduces the entropy of a random variable
[16]. In this case, we can write H(Yt|X1:T ) ≤ H(Yt|Xt).
3.4. VLMC simulations
Here we demonstrate the performance of sequential learning using VLMCs with several sets
of simulations, all over an alphabet of size 3, A = {a, b, c}. In each set of simulations, we use
variants on a particular sequential structure on the labels (Yt) and generate the covariates
from the same set of distributions in an attempt to focus on the effect different sequential
structures have on performance. In each simulation, the total number of observations, n,
was varied between 500, 2000, or 8000.
The first set consists of two synthetic VLMCs, as well as a first order Markov chain, the
contexts and transition probabilities for one being given in figure 4. The other is similar
and varies in size and shape of the tree and used similar functions to generate next state
probabilities. The full shape of each tree is also given in figure 5. Full source code for the
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simulations is provided online.
The second set of three simulations generates data from VLMCs fit on a real data source
— the sleep states of mice discussed in chapter 4 — which generates far larger and more
interesting trees than we could create by hand, containing dozens to hundreds of distinct
states. The trees are of depth 12, 62 and 111 and have 67, 197, and 361 leaves respectively.
P (a | b) = 1
3
P (b | b) = 1
2
P (c | b) = 1
6
P (a | c) = 1
3
P (b | c) = 1
6
P (c | c) = 1
2
P
(
a
∣∣∣ aib) = 1√
i+ 2
P
(
b
∣∣∣ aib) = (1− 1√
i+ 2
)
/2 P
(
c
∣∣∣ aib) = (1− 1√
i+ 2
)
/2
P
(
a
∣∣∣ aic) = 9
10
|sin(i/2)| P
(
b
∣∣∣ aic) = 1
4
(
1− 9
10
|sin(i/2)|
)
P
(
c
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4
(
1− 9
10
|sin(i/2)|
)
P
(
a
∣∣ a15) = 1
2
P
(
b
∣∣ a15) = 1
4
P
(
c
∣∣ a15) = 1
4
Figure 4: Transition probabilities for simulated tree 1. i ranges from 1 to 14
The third set of simulations use a process that generates states as follows: Define a fixed
window size w (in our simulations we used, w = 10, 20, 40). With probability 0.95 the
next state probabilities were given by P
(
Yt+1 = a
∣∣ Y(t−w):t) = #{y|y∈Y(t−w):t,y=a}w and with
probability 0.05 the next state is chosen uniformly from the three possible states. This allows
the process to have a long memory, makes states “sticky” but prevents it from remaining
permanently in any one state. Such a process also has a representation as a high order
Markov chain, but one that is too complex to be represented easily as either a VLMC or
an embedded first order model. It also allows for states far in the past to have a large
influence over the transition to the next state, meaning that correctly modeling long range
dependence is important here.
For each simulation, after the classes were generated the covariates were generated as bi-
variate Normals Xi ∼ N
(
µYi , σ
2
)
where the means of the three states were µa = (2, 0), µb =
(0, 0), µc = (0, 2) and σ varied from 0.1 to 6, depending on the simulation. This gives cases
where the classes were almost completely separated and ones where they overlap greatly,
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Figure 5: Structures of the two trees from the first group of simulations. At the leaves are
a next state probability distribution, where the ones for the top tree are given in figure
4. The bottom tree, “Tree 2” in our simulations, uses a similar set of functions to get its
transition probabilities.
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which allows us to see the effect of noise on the performance of the sequential classifiers.
To evaluate the performance of different methods, on every member of the triple (τ, n, σ),
where τ is the process that generated the labels, we create 100 test sets and 100 training
sets. A base classifier of either logistic regression or random forests, as well as a VLMC and
1st and 2nd order Markov Models were fit on each test set. On each test set we look at both
the base classifiers as well as their output smoothed with each of the time series models
and the true conditional class probabilities computed by using the true nonsequential class
probabilities and the true time series model. Note, however, that for the third set of time
series we did not compute true smoothed probabilities because the model does not admit a
tractable representation as a first order Markov chain. The performance of each classifier
+ smoothing method is evaluated on misclassification as well as log loss and RMSE from
the true model’s conditional class probabilities.
3.4.1. Simulation Results
We discuss the simulations in three qualitatively different groups based on the type of time
series used to generate the labels. The first consists of the first order Markov Model and
the two artificial trees, the second contains the simulations using large sparse trees based
on fits of real data and the third group has the simulations generated from the “window”
process discussed above.
Group 1
The first set of simulations is the least interesting, likely owing to the relatively simple
structure of the trees used to generate the states. We show log loss and misclassification as
seen in figures 6 and 7 respectively. For the first order model, we see as expected almost
identical performance for smoothing with first or higher order chains in both log loss and
misclassification loss. However, we do note that the performance depends highly on which
classifier was used, with smoothed estimated based on logistic regression approaching the
truth for all levels of noise and random forest based estimates, especially for high amounts
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of noise, performing poorly even when smoothed. Smoothing of any sort does improve log
loss more than misclassification loss, though this could be partially due to classifications
that already had the correct modal probability being pushed toward 0 and 1.
For the other two chains, we observe a similar pattern in log and misclassification loss
with the exception of a clear distinction between 1st order smoothing and either 2nd order
or VLMC smoothing showing very similar performance, with VLMCs winning only by a
small margin. Note that, again, all of the random forest-based classifiers underperform
even the nonsequential logistic classifier as noise increases (though this is not true for the
lowest nontrivial noise level). Further, for the logistic classifier both 2nd order and VLMC
smoothing approach the truth as sample size increases, becoming especially close for high
values of σ.
The RMSE plots for the first set of simulations seen in figure 8 show some similar patterns
to the first two evaluations in that random forests consistently underperform. But, for the
logistic base classifier the distance between the estimated and true probabilities increases as
the noise becomes moderate and then decreases as it grows. This general pattern is likely
due to the fact that our estimates are imperfect in the face of noise, but when the signal
is comparatively weak, the true conditional class probabilities will all begin to converge to
the marginal distribution, as will the estimated probabilities if our model is good.
Beyond this, we notice a few other patterns. First, the VLMC performs poorly for low σ,
especially when it is close to 0. This appears in all of the simulations and sample sizes,
though the effect is smaller when the tree is fit on more data. We suspect this is due to
the more complex model having a bigger effect on probabilities that are already good and
pushing them close to 0 and 1. Next, the second order model outperforms the VLMC on
Tree 1, possibly because the VLMC is overfitting a relatively simple sequential structure.
However, on Tree 2, where the structure is more complex, VLMC smoothing performs
better.
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Figure 6: Misclassification loss for the 1st order Markov Chain and the two synthetic deep
sparse trees. Notice that for the logistic classifier both the VLMC and second order model
are close enough to the truth. Also note the large dependence on which initial classifier was
used.
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Figure 7: Log loss for the 1st order Markov Chain and the two synthetic deep sparse trees.
Notice that for the logistic classifier both the VLMC and second order model are close
enough to the truth. Also note the large dependence on which initial classifier was used.
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Figure 8: RMSE of conditional class probabilities for the 1st order Markov Chain and
the two synthetic deep sparse trees. Notice that for the logistic classifier the VLMC has
difficulty estimating probabilities accurately unless the sample size is large. And even then,
only for higher noise cases. Also note the poor performance when the initial probability
estimates are bad with Random Forests.
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Group 2
The next set of simulations is somewhat more interesting, and overall shows the effect
that a more complicated underlying sequential model can have even when the emission
distributions are the same. Note that sample sizes are restricted to only 2000 and 8000 due
to the size of the trees used to generate the labels and the fact that one of the states was
uncommon, leading to it not appearing in some length 500 simulations.
Several things jump out here compared to group 1. First, the difference between smoothing
and not is noticeably larger. This applies to smoothing the true nonsequential conditional
class probabilities with the true VLMC as well as to fit models. Second, random forests
benefit more from smoothing for misclassification loss 9 but still suffer in log loss for high
amounts of noise 10. Third, when smoothing with the logistic classifier’s outputs all three
models come close to approximating the truth again in both misclassification and log loss.
However, there appears to be more of a difference between n = 2000 and 8000 than in
the previous group of simulations. We also observe that both the 2nd order and VLMC
smoothing naturally produce estimates closer to the truth, but that the VLMC has a small
but consistent advantage. This is especially apparent for the larger sample size and as σ
increases.
The plots of RMSE (figure 11) also display a different pattern than those in the first group.
We see three distinct groups — unsmoothed classifiers, smoothed random forest output, and
smoothed logistic regression output. Next, as the noise increases and comparatively more
information is being conveyed by the time series rather than covariates the VLMC shows
gains over 1st or 2nd order smoothing. The difference is more noticeable for the logistic
classifier, which again highlights that smoothing can only do so much with poor input
probabilities. In addition to the difference, only the VLMC-smoothed logistic probabilities
show the same decrease in RMSE for increasing noise that was evident in the first group
of simulations. The gap for high values of σ is also noticeably larger, likely because more
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sequential information is required to approximate the true model when the nonsequential
probabilities become noisier.
Group 3
The final set of simulations is perhaps the most interesting because the Y -generating process
only has a representation as a very high order Markov model. Even a VLMC should be at
best able to capture only part of the structure since the entire past series of states up to
the window length w always matters even though the next state probabilities may be the
same for many of them. Given this, we are not able to produce RMSE plots in this case
since true model probabilities were not feasible to obtain. The misclassification and log loss
plots for this set of simulations are shown in figures 12 and 13 respectively. As such, we
only have the true nonsequential probabilities to compare against in these plots, though we
will see that such comparisons are still interesting despite not having the theoretical lower
bound for error.
As before, this group of simulations has three different sequential structures. What varies
here is the length of the window that is looked back on to determine the next state probabil-
ities. We consider windows of length 10, 20, and 40, finding qualitatively different behavior
of our methods depending on the underlying model.
First, we address the misclassification loss shown in figure 12. Notice that using VLMCs
outperforms all other types of smoothing, with the gap increasing as the sample size and
noise increase. It is apparent here the benefit of tree size being a function of the amount of
data the VLMC was trained on; the bigger the tree the better a VLMC approximates the
complex time series structure. However, it is interesting to note that for a sample size of
8000, while the gap between VLMC and second order smoothing increases as the window size
goes from 10 to 20, it shrinks at 40. At this point, while all smoothing becomes increasingly
problematic, the larger size of the VLMC is likely subject to fitting more erroneous patterns
found in the data.
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Figure 9: Misclassification loss for the large trees based on sleep data. Notice that for
the logistic classifier the VLMC performs best when the sample size is larger, but other
smoothed classifiers do well too. This is likely because one state is very rare. Note too the
increased difference between classifier groups.
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Figure 10: Log loss for the large trees based on sleep data. Notice that for the logistic
classifier the VLMC performs best when the sample size is larger, but other smoothed
classifiers do well too. This is likely because one state is very rare. Note too the increased
difference between classifier groups.
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Figure 11: RMSE of conditional class probabilities for the large trees based on sleep data.
Here the Logistic classifier with VLMC smoothing clearly performs best except with low
noise and improves with a larger sample size.
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Another interesting observation is that, unlike in the previous groups, smoothing performs
worse than the true nonsequential probabilities for n = 500, with the discrepancy increasing
as the underlying sequential generating process becomes more complex. However, it still
affords some benefits over whatever base classifier is being used.
As the sample size grows, we also see that smoothing starts to beat the unsmoothed truth
and the difference between smoothed an unsmoothed classifiers increases. However, we
cannot distinguish how much of the gain comes from a better base classifier and how much
comes from a better estimate of the time series structure. There is reason to believe both
play a role because the base classifiers clearly improve with sample size, but the difference
between the VLMC and low order Markov models also increases since it should require a
sample size to estimate the best first or second order approximation of the true sequential
process.
For the log loss plots of the same group (figure 13) we see the same general pattern as with
misclassification loss. The most immediately obvious difference, as expected, is that using
random forests as a base classifier leads to notably worse relatively performance under log
loss than under misclassification loss; although it does relatively poorly in both.
Summary of Results
The three groups of simulations highlight several facts about sequential learning. First, for
the same emission probabilities we can get vastly different relative performance changes
between smoothed and unsmoothed conditional class probability estimates depending on
the complexity of the underlying structure on Yt. When the time series structure was very
complex, VLMCs showed a clear benefit under all measures of loss. But surprisingly, for
simpler structures, even ones we though would be complex enough that only a VLMC could
perform well on, the low fixed order Markov models performed surprisingly well and were
quite close to the VLMC. This was especially apparent when looking at misclassification
loss, as the low order models may yield worse probability estimates, but all that matters in
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Figure 12: Misclassification loss for the window process. Due to the complexity of this
process, VLMC smoothing shows a clear benefit here, but only for larger sample sizes. The
effect of sample size also increases as the process becomes more complex but that for the
length 40 window some of the gains seem to diminish.
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Figure 13: Log loss for the window process. Due to the complexity of this process, VLMC
smoothing shows a clear benefit here, but only for larger sample sizes. The effect of sample
size also increases as the process becomes more complex but that for the length 40 window
some of the gains seem to diminish.
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this case is being on the right side of the cuttoff.
Second, the initial probability estimates matter for all measures of performance. Random
forests, which were not as well suited to the data generating process as logistic regression,
perform worse, especially on log loss and RMSE which directly penalize bad probability
estimates even if the classes are correct. However, even with these poor initial estimates,
smoothing does have a benefit relative to any base classifier under all measures of loss.
On the other hand, even using the best sequential model with the poorer initial estimates
frequently resulted in final estimates that were worse than unsmoothed ones using the better
initial classifier. This was more apparent, as was the gap between all models using random
forests and those using logistic regression as the simulation noise increased.
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Chapter 4
Application: Mouse Sleep Data
In this chapter we revisit the mouse sleep stage dataset used in McShane et al. [39], ap-
plying sequential learning with VLMCs instead of a Generalized or Transition-Dependent
Generalized Markov Model. We find that VLMCs can do as well as and in many cases
better than these parametric models which were specifically selected for this data. This
occurs in spite of the fact that no special tuning needed to be done for fitting VLMCs to
the sequence of sleep states. Using sensible default values all yield similar results, demon-
strating the model’s wide applicability. We also show how sequential learning with VLMCs
can be improved by fitting a model on multiple time series. This is done using a modified
context algorithm that recursively adds the trees grown on each series before pruning one
large tree.
4.1. The Data
The dataset consists of the sleep stage as the class we are to predict along with covariates
extracted from video of eight mice all of the strain C57BL/6J recorded for a period of 24
hours. The data is discretized into “epochs” where each epoch represents one 10-second
period, yielding 8,640 observations for each mouse time series. Sleep stages consist of wake,
non-REM, or REM sleep, the latter being of particular interest to sleep researchers because
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of it is implicated as being important to functions such as memory consolidation [9, 26].
Detecting REM sleep also presents an additional challenge in our classification problem as
REM is comparatively rare, occurring only about 5% of the time.
Sleep stages are determined by hand from observing electroencephalogram(EEG) and elec-
tromyogram(EMG) data taken from electrodes implanted in the mouse. Human scorers,
however, do not always agree, with two scorers assigning different states to an epoch about
5% of the time [28]. This has prompted work on algorithms to automate the assignment of
sleep states from EEG/EMG data such as that found in Sunagawa et al. [59], which uses
spectral properties of the signal.
However, implanting the electrodes is still costly and time consuming, requiring mouse
surgery and a recovery period of up to 14 days. Naturally this has led to interest in
alternative methods of scoring sleep that are less expensive and invasive but can still come
close to the accuracy of using EEG/EMG data. One popular method defined in Pack et al.
[45] uses periods of 40 seconds or more of immobility distinguish sleep from wake and does
well at this task but has no ability to distinguish REM from NREM sleep. As such we turn
to the increasingly popular use of video tracking mice [22, 39] to distinguish between all
three states. Our data in this chapter comes from McShane et al. [39].
The covariates for each epoch were computed from values obtained on the individual frames
therein. Recall that each epoch is 10 seconds long and video was recorded at 10 frames
per second. Tracking software was used to compute an ellipse approximating the shape
and location of the mouse for each frame and then six values were computed for each 100
frame epoch. The values are: mean aspect ratio of the ellipse (ARm), intra-epoch standard
deviation of the aspect ratio (ARsd), the mean and standard deviation of the size (area) of
the ellipse, given in log units (LogSm and LogSsd), and the mean and standard deviation
of the velocity, also in log units (LogVm and LogVsd). Also included is a binary variable
indicating whether the lights were on (7AM-7PM) or off (7PM-7AM) in the mouse’s cage.
While we believe this and related studies would benefit from improved covariates, as we did
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not have access to the original video, we only use the covariates from the original study.
However, in our analysis we will use augmented covariates where we include in the analysis
of one epoch the covariates or averages thereof from surrounding epochs. This includes an
augmentation done in the original study and two new ones, one of which appears to yield a
marginal improvement, strengthening the case for future studies with improved covariates.
Figure 14 shows estimates of the density of each of these covariates broken down by mouse
and what stage of sleep the animal was in. We notice that wake can be fairly easily
distinguished from sleep using these covariates, such as the obvious fact that awake mice
move more. REM and NREM sleep on the other hand are harder to distinguish, with
substantial overlap in their distributions. However some hope is apparent as was pointed
out in McShane et al. [39] that the aspect ratio for mice in REM sleep tends to be lower than
that of mice in NREM sleep. However, there is still significant overlap with both REM and
wake. This provides some motivation for the use of sequential methods, as a lower aspect
ratio may provide some evidence of REM, but if nearby states are very likely to be REM
or even NREM we would want to increase this probability.
Figure 14 also highlights the presence of inter-mouse covariate variability. The distributions
for a given covariate and sleep state are relatively consistent across mice but appear to vary
enough that using a model fit on multiple mice would confer substantive benefit over one
fit on only one mouse beyond just having access to more data for the fit.
In addition to differences between sleep states and mice, we see in figure 15 the difference
in observed covariates depending on whether the light was on or off in the mouse cages.
Note that this is only the difference in emission distributions and is not because the mice
spend different amounts of time in each state, which we will discuss shortly. Also notice
that the nature of the change is sometimes simply a shift in the distribution and other times
a change in shape. However, regardless of sleep state, the changes in distribution appear
to be relatively similar, so knowing about the light/dark difference may provide limited
usefulness in practice.
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Figure 14: Violin plot of the continuous covariates measured on the mice. Each panel is
one variable, the X axis is for the individual mice and the colors represent which stage of
sleep the mouse was in. The lines on the violins represent the 0.25 quantile, median and
0.75 quantile respectively and the black dot is the mean.
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Figure 15: Violin plot of the continuous covariates measured on the mice. Each panel is one
variable and one sleep state, the X axis is for the individual mice and the colors represent
whether the lights were on or off. The lines on the violins represent the 0.25 quantile,
median and 0.75 quantile respectively and the black dot is the mean.
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In addition to inter-mouse variability in the observed covariates, we would also like to know
if the mice differ in how long they spend in each sleep state both overall and by time of day.
Table 1 gives the per-mouse and overall proportion of bouts spent in each state in total and
broken down by lights on or off. First it shows that the amount of time spent in each state
varies as a function of time of day, meaning that this predictor is likely useful, at least for
distinguishing wake from sleep. But this is obvious since mice are nocturnal.
The tables also show mouse-to-mouse variability in the time spent in each state. One
interesting part of this is that while the variation in wake vs. sleep is obvious we also see
some variability in the ratio of REM to NREM sleep. Typically it is about a 1:10 ratio
but we observe between 1:7 and 1:15 for some individual mice. Further, the magnitude of
the differences can vary with the lights. All of this indicates we could benefit from pooling
the mice to fit a model and it foreshadows a question that we will ask in the next chapter
on how to handle situations where the marginal class distribution varies substantially from
sample to sample.
Beyond the total amount of time that mice spend in each sleep state, researchers are also
interested in the number of bouts of sleep or wakefulness a mouse has and how long each
of these is. Figure 16 and table 2 provide plots and tables respectively for the distribution
of bout lengths by mouse and sleep state. While we do not discuss in detail, previous work
[38] has looked at tests of similarity between these distributions and found that some mouse
pairs are significantly different though a large number are similar, which goes along with
the intuition gleaned from visual inspection here.
Qualitatively, we see that bouts of REM are both shorter and less numerous than NREM
as well as having smaller tails in the distributions. We also notice that much of the time a
mouse spends awake is taken up by a few consolidated longer bouts. However, many of the
wake bouts are extremely short, lasting only one or two epochs. These brief awakenings are
of interest to sleep researchers [6] and may be worth trying to incorporate into a model in
the future.
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State M1 M2 M3 M4 M5 M6 M8 M9 Total
NREM 36.66 38.32 35.73 40.18 30.64 27.22 24.39 27.05 32.52
REM 4.40 3.61 2.50 3.22 3.36 3.22 3.15 3.70 3.39
wake 58.94 58.07 61.77 56.61 66.00 69.57 72.46 69.24 64.08
(a) Lights off
State M1 M2 M3 M4 M5 M6 M8 M9 Total
NREM 60.18 53.25 57.86 59.83 54.18 51.63 55.52 51.17 55.45
REM 5.58 5.90 3.64 6.81 8.10 5.81 6.27 7.94 6.26
wake 34.24 40.84 38.50 33.36 37.72 42.56 38.20 40.89 38.29
(b) Lights on
State M1 M2 M3 M4 M5 M6 M8 M9 Total
NREM 48.41 45.79 46.79 50.00 42.41 39.42 39.95 39.11 43.99
REM 4.99 4.76 3.07 5.01 5.73 4.51 4.71 5.82 4.82
wake 46.60 49.46 50.14 44.99 51.86 56.06 55.34 55.07 51.19
(c) Combined
Table 1: Tables on the percentage of time each mouse spends in each sleep state, broken
down by time of day. The last column gives the average amount for all mice.
4.2. Analysis
We now turn to analysis of the data. We use sequential learning with several different
sequential models as well as three possible base classifiers to get initial state probability
estimates. In addition, we fit each base classifier using either only the video covariates
provided or augmented covariates which include information from surrounding epochs.
The base classifiers we consider are Conditional Random Fields (CRF) as implemented by
the Python implementation of CRFSuite [43], Random Forests, and multinomial Logistic
regression. The covariate augmentations we consider are none (only using the video co-
variates provided), MA10(compute the moving averages of 10 lead and lag terms for each
covariate), MA 5 10 15 (computing the moving averages for lead and lag 5, 10, and 15 for
each covariate), and LeadLagAll10 (no moving averages, but use all 10 lead and lag terms
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Figure 16: Bout durations by sleep state and mouse. Bouts of REM tend to be shorter and
more evenly spread out than NREM and a few long bouts of wake account for most of it
for each covariate). The purpose of the augmented covariates is both to see if using more
long-range information benefits nonsequential methods, allowing them to perform similar to
sequential ones, and to see if they do yield better initial estimates and this better starting
point helps sequential methods as well. Note that we could not use LeadLagAll10 with CRFs
due to the software running impossibly slowly and crashing with that many covariates.
The initial nonsequential probability estimates were smoothed with either nothing, a first
order Markov model, a TDGMM, or a VLMC. For the VLMC-smoothed trials, we consider
three cases where we vary the number of times a context must be observed to be included in
the tree during fitting. We use the values 6, 12, and 18. But as expected, there is minimal
variation in our results regardless of this value.
For each of the classifier, covariate augmentation, smoothing method cases, we consider
training on one mouse and testing on every other and the “holdout” case where we train on
seven of the mice and hold out one for testing. For smoothing with VLMCs in the holdout
case, the base clasifier was trained on the 7 training mice with no special preparation other
than using augmented covariates when applicable and the VLMCs were trained by building
a tree for each in-sample mouse and then adding them together prior to pruning using
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state mouse count mean sd median q2.5 q97.5
N
ALL 250.25 15.19 15.91 10.00 1.00 51.00
M1 210 19.92 19.47 13.00 1.00 61.55
M2 250 15.82 15.14 11.00 1.00 49.55
M3 294 13.75 13.34 9.50 1.00 39.35
M4 272 15.88 16.13 10.50 1.00 48.90
M5 404 9.07 8.12 7.00 1.00 23.85
M6 157 21.69 21.73 13.00 1.00 62.20
M8 261 13.23 15.51 7.00 1.00 50.00
M9 154 21.94 18.03 18.00 1.00 57.05
R
ALL 56.50 7.38 4.49 7.00 2.00 16.00
M1 66 6.53 3.90 6.00 1.25 13.75
M2 67 6.13 3.72 5.00 1.00 12.70
M3 39 6.79 3.53 6.00 2.00 12.00
M4 48 9.02 5.08 9.00 2.00 16.00
M5 56 8.84 5.53 7.00 2.00 18.00
M6 57 6.84 4.08 6.00 2.00 13.00
M8 57 7.14 4.49 5.00 2.00 15.00
M9 62 8.11 4.56 8.00 2.00 15.95
w
ALL 238.38 18.55 72.51 2.00 1.00 101.00
M1 182 22.12 65.14 2.00 1.00 144.70
M2 240 17.80 54.54 2.00 1.00 98.40
M3 281 15.42 55.10 2.00 1.00 89.00
M4 272 14.29 38.12 2.00 1.00 83.35
M5 405 11.06 50.05 1.00 1.00 26.00
M6 147 32.95 129.05 2.00 1.00 173.90
M8 259 18.46 71.05 1.00 1.00 101.00
M9 121 39.32 142.50 2.00 1.00 257.00
Table 2: Bout statistics, including number and duration, broken down by sleep state and
mouse as well as aggregated across mice.
algorithm 9. This allows us to train a VLMC on many sequences of finite length easily.
Otherwise we would have to paste the training sequences together, which could result in
trees that are too large or poorer fits due to nontrivial influence of the points where the
sequences are joined together if they are not particularly long relative to the size of the tree.
For the TDGMM, fitting on multiple sequences just requires converting all of the sequences
to holding times individually and then pooling the holding times to estimate the duration
distributions. However, we should note here that in the original work, the TDGMM was
actually trained on all eight mice regardless of whether testing was being done with only
one holdout mouse or on train-test pairs of mice. We retained this, though noting that it
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may provide a slight advantage, especially when only one mouse should have been used to
train the sequential part of the model.
In either case, both methods simply pool the data and do not model any kind of relationship
between the mice explicitly. An example of this would be a hierarchical model, which could
be especially useful if we were interested in inference on parameters for individual mice.
However, doing so, especially for VLMCs where it is not clear what the parameters are is
beyond the scope of this work, albeit a potentially interesting future direction.
Algorithm 9 Add Context Trees
Require: τ1 and τ2 share an alphabet A
function Add(τ1, τ2)
if Either τ1 or τ2 is empty then
return The nonempty tree
end if
for a ∈ A do
Nτ (a)← Nτ1(a) +Nτ2(a)
τ .children[a] ← Add(τ1.children[a], τ2.children[a])
end for
return τ
end function
4.3. Results
Tables 3 and 4 give the overall misclassification rates for each combination of classifier,
covariate augmentation and smoothing method for the holdout and mouse-by-mouse cases
respectively. The first thing to notice is that with the exception of CRFs, training on
multiple mice does better across by board by over 10% in most cases. This is not surprising
as we know there is substantial inter-mouse variability both in the covariate distributions
and the sequential properties of their sleep stages. As with the previous study, in both cases
the nonsequential methods actually have lower misclassification rates than the sequential
methods. This is due, as has been previously shown and we will discuss, to nonsequential
models underpredicting REM sleep and sequential models overpredicting it.
However, notice that training on more mice decreases the gap between sequential and non-
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sequential methods. This may be due to either better starting probability estimates or
better models of the sequential part of the data. There is reason to believe the latter is at
least part of the effect, though, as VLMCs go from underperforming to overperforming vs.
the TDGMM. This could be from the fact that the TDGMM was always fit with more data
or that a more complicated nonparametric model like the VLMC just requires more data
to get a good fit. In either case, though, this speaks to the importance of having a good
sequential model.
Smoothing method
Classifier Augmentation n
on
e
1M
M
T
D
G
M
M
V
L
M
C
6
V
L
M
C
12
V
L
M
C
1
8
CRF
MA 5 10 15 0.363 0.392 0.388 0.386 0.386 0.388
MA10 0.119 0.184 0.169 0.164 0.164 0.168
none 0.120 0.223 0.190 0.183 0.182 0.195
Logistic
LeadLagAll10 0.119 0.161 0.153 0.149 0.149 0.150
MA 5 10 15 0.108 0.159 0.149 0.146 0.145 0.148
MA10 0.113 0.167 0.154 0.150 0.149 0.153
none 0.135 0.231 0.192 0.176 0.176 0.190
RandomForest
LeadLagAll10 0.116 0.212 0.188 0.182 0.182 0.188
MA 5 10 15 0.104 0.208 0.189 0.184 0.184 0.190
MA10 0.107 0.203 0.185 0.180 0.180 0.185
none 0.139 0.242 0.217 0.203 0.204 0.212
Table 3: Comparison of misclassification rates training on seven mice and holding one mouse
out for testing.
Since sequential models overpredict REM and overall perform worse because of it, we have
to ask if this buys us anything. Tables 5 and 6 give the performance of each method, broken
down by classifier, covariate augmentation and sequential smoothing when we train on all
but one holdout mouse and when we train on one mouse and test on all others respectively.
The columns of the tables provide, averaged over every out of sample mouse, the REM
true positive, true negative, false positive, and false negative rates. Also provided are the
positive and negative predictive values.
Generally, what we see is that training on multiple mice improves performance across the
board and that all forms of smoothing overpredict REM. The positive predictive value,
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Smoothing method
Classifier Augmentation n
o
n
e
1M
M
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8
CRF
MA 5 10 15 0.329 0.361 0.355 0.354 0.354 0.355
MA10 0.134 0.204 0.194 0.192 0.192 0.195
none 0.148 0.242 0.225 0.232 0.232 0.234
Logistic
LeadLagAll10 0.138 0.183 0.176 0.175 0.175 0.175
MA 5 10 15 0.126 0.179 0.171 0.173 0.173 0.174
MA10 0.126 0.181 0.17 0.172 0.172 0.173
none 0.149 0.252 0.219 0.229 0.229 0.232
RandomForest
LeadLagAll10 0.134 0.287 0.262 0.268 0.268 0.271
MA 5 10 15 0.126 0.267 0.244 0.250 0.250 0.253
MA10 0.128 0.255 0.235 0.238 0.238 0.241
none 0.161 0.248 0.233 0.230 0.230 0.232
Table 4: Comparison of misclassification rates training on one mouse and testing on every
other.
which is the probability that a state we called REM actually was REM caps out at around
31%. While this number can get into the 60’s for some nonsequential methods with aug-
mented covariates, the true positive rate is far lower. Since REM is particularly important
to sleep researchers, we would prefer overpredicting to underpredicting. Also, the fact that
sequential methods are able to find REM is very promising because we believe that with
cleaner initial data we could retain the detection of REM while reducing the false positive
rate. Nonsequential methods show less hope in this regard. Finally, depending on which
base classifier and covariate augmentation was used, either VLMCs and TDGMMs perform
better, but generally have similar performance.
Next we examine ROC curves for the holdout estimates (per-mouse are left out for economy
of space, but have similar qualitative properties and worse overall performance). Figures
17, 18, and 19 give the ROC curves and AUCs broken down by covariate augmentation,
base classifier and type of smoothing used.
We see that for wake, performance is more or less similar regardless of the method used.
The only place unsmoothed methods suffer is if there are no augmented covariates, where
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all forms of smoothing provide a similar boost. For NREM, we actually see unsmoothed
classifiers outperforming the smoothed ones in most cases, with first order Markov models
doing the worst and the more complex models tending to clump together. Also of note here
is that the performance for CRFs, while usually bad is unusually awful when using three
moving averages for covariate augmentation. This speaks to the poor quality and instability
of results we can get from this model.
Finally, for REM, we have expectedly worse performance than for the other two states
overall. Smoothing also tends to outperform not smoothing as well as smoothing with a
first order model, and VLMCs usually perform the best, especially when no augmented
covariates are used. This again points to the value of sequential methods, as being correct
on REM is very often more impotant than other states to sleep researchers.
4.3.1. Two Stage Classification
In addition to the stated problem of distinguishing the wake state from both REM and
NREM sleep, sleep researchers are often interested in just distinguishing sleep from wake.
The Tables 8 and 7 give the misclassification rates for each of the method, variable aug-
mentation, smoothing triples previously discussed for holdout and mouse pair evaluations
respectively. Since we are only trying to tell sleep from wake, other than EEG, the method
to beat here is the 40-second rule defined in Pack et al. [45] which declares a mouse to be
asleep using video data if it spends more than 40 seconds moving at a speed of less than 3
pixels/second.
On this dataset, the 40-second rule achieves an overall error rate of 7.77%. So, the first
thing to notice from our tables is that if we train on only one mouse, using lagged covariates
hovers around this value if we use logistic regression or random forests as our base classifier.
This is true regardless of whether or not we smooth, with all smoothing helping anywhere
from not at all to an improvement of about half a percentage point. On the other hand,
if we use no lagged covariates, the different smoothing methods offer a percentage point or
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Figure 17: ROC curves with AUC for REM broken down by nonsequential model and
covariate augmentation. Both sequential and nonsequential methods do a reasonable job
when augmented covariates are provided. What is most interesting is that the only place
VLMCs have a clear advantage over everything else is when no augmentation is used.
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Figure 18: ROC curves with AUC for non-REM broken down by nonsequential model
and covariate augmentation. Both sequential and nonsequential methods do well regard-
less of the covariates provided and the nonsequential methods tend to be best. The
CRF+MA 5 10 15 panel highlights how wild “smoothing” can make performance when
the initial estimates are very bad.
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Figure 19: ROC curves with AUC for wake broken down by nonsequential model and
covariate augmentation. Both sequential and nonsequential methods do very well regardless
of the covariates provided with everything being almost equal when they are augmented.
Nothing particularly stands out here as awake versus not awake is a much easier problem.
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two of improvement, but still underperform this simple rule.
However, table 8 which shows the performance training on multiple mice and testing on one
holdout tells a different story. While smoothing of any kind still lowers the misclassification
rate by between one and two percentage points when no augmented covariates are used,
providing augmented covariates in the form of preceding and following epochs’ values or
moving averages thereof changes the situation dramatically.
Using Random Forest with length 5, 10, and 15 moving averages of the video covariates,
we achieve a 6% misclassification rate. This is approaching the level of inter-annotator
disagreement. Also, smoothing when performance is at or near this level, as the case may
be with other methods used, yields worse overall performance. For the task of distinguishing
sleep from wakefulness in mice using video, it does not appear that modeling the sequential
nature of sleep is helpful, at least starting from the covariates we have. Of course, the video
itself is low resolution and the features are simple, so there is reason to believe that we can
improve further on both the nonsequential and sequential front by using better data and
similar models to create better initial estimates that have lower initial error but also benefit
from accurate sequential models.
4.3.2. Probability Estimation
Next we consider the quality of the probability estimates for each state produced by the
classifiers. Figures 20 and 21 give probability calibration plots for the case where we train
on one mouse and train on seven mice respectively. The most obvious standout is that
smoothing of any sort does not produce improved calibration. In fact, it appears to render
any probability not close to 0 or 1 near meaningless as the middle of the range is relatively
flat regardless of the sleep stage being looked at. Qualitatively, we see little difference
regardless of what sequential model is being used.
In addition to this “un-calibration” effect, we also notice that using multiple mice to fit
produces more calibrated initial probability estimates for both classifiers considered here.
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However, they still perform poorly on REM unless we augment the covariates with those
from the surrounding epochs. While there is improvement in both cases, when training on
multiple mice, the REM curves come very close to those for NREM and wake.
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Calibration plots using mouse pair fits
Figure 20: Calibration plot for training on one mouse and testing on every other with two
covariate augmentations, two classifiers and four types of smoothing. Colors represent sleep
stage. The x axis is the predicted probability and the y axis is how often estimates in that bin
for a given label turned out to have that label. Initial, unsmoothed estimates are moderately
well calibrated, with NREM being underpredicted and REM and wake overpredicted. REM
is particularly bad. Smoothing has a flattening effect on the calibration curves.
Does Lack of Calibration Matter?
Given what we saw with sequential methods yielding conditional class probabilities that are
calibrated worse than the initial nonsequential estimates, we would like to ask why their
performance using standard assessments was not worse. However, while this bodes poorly
for our ability to generate accurate probability estimates, it matters less for misclassifying
states, as all of the probability estimates are pushed toward 0 or 1. Figure 22 shows the
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Calibration plots using one holdout mouse
Figure 21: Calibration plot for training on seven mice and testing on one holdout with
two covariate augmentations, two classifiers and four types of smoothing. Colors represent
sleep stage. The x axis is the predicted probability and the y axis is how often estimates
in that bin for a given label turned out to have that label. Unsmoothed estimates are
much better calibrated, especially for REM and especially using covariate augmentation.
However, applying sequential methods still flattens out the curves.
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distribution of probability estimates for each state by method used. In every case we see the
same general phenomenon that regardless of what the distribution looks like initially, all
of the mass goes toward the edges. While this certainly needs assessment in the future, it
means that the lack of calibration won’t necessarily hurt us when using sequential methods
for just trying to pick a modal class.
4.3.3. Bout Length Considerations
In addition to just assessing probability estimates and misclassification rates, we would like
some measure of performance on the sequential nature of this data. As discussed, sleep
researchers are often interested in the amount of time spent in a given state as well as the
number of bouts of sleep or wakefulness and how long each lasts. Table 9 shows bout length
statistics for each of our methods considered on the holdout fits. The general pattern is
that sequential methods tend to be too “sticky” meaning that they estimate fewer, longer
bouts for each state. The only place we do not see this is with augmented covariates and
REM sleep, where both the number and duration of the bouts are too large.
A potential explanation for this “over-smoothing” is that sequential methods are doing
unusually poorly on the short duration bouts. To investigate this we return to the brief
awakenings we previously discussed where a mouse wakes up for a short period of time in
the middle of a bout of sleep. While only 2.4% of the time spent awake is in bouts of length
1 and 2.3% is in bouts of length 2, around 45% of all waking bouts are of length 1 and 21.5%
are of length 2. This means there are many opportunities for a small number of mistakes
to negatively impact our bout statistics.
Table 10 shows that both covariate augmentation and smoothing hurt our performance on
length 1 bouts of wake. In fact, any type of smoothing generally results in an error rate of
80-90%. While not shown, we see similar a similar effect, albeit with slightly lower error
rates on wake bouts of length 2. The implication here is that better detection of short bouts
of wake and sleep may provide a large benefit when the quantity of interest is based on the
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Figure 22: Histograms of estimated class probabilities. Sequential methods move all prob-
ability estimates toward the boundary about equally regardless of the classifier or covariate
augmentation used.
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lengths of sleep/wake bouts.
These types of errors point in an important next direction. It is known that genetics can
influence sleep consolidation but not the total amount of sleep in mice [24], so modeling the
number and duration of bouts is important to the scientific enterprise. However, it may
not be necessary to use a method that accurately and precisely measures these quantities,
as the question of interest may be if certain strains of mice or mice treated with a specific
drug exhibit increases or decreases in the quantity and consolidation of sleep and wakeful-
ness. What would matter in this case is whether changes in these quantities are accurately
reflected in a model’s output. That is, would it tell us that strains that consolidate sleep
more have fewer, longer bouts of sleep than those that do not. This is a question for future
work and potentially useful if the answer is yes.
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Classifier Augmentation Smoothing R.tp R.tn R.fp R.fn R.ppv R.npv
CRF
MA10
1MM 0.535 0.892 0.108 0.465 0.200 0.974
TDGMM 0.536 0.908 0.092 0.464 0.228 0.975
VLMC 12 0.539 0.912 0.088 0.461 0.238 0.975
VLMC 18 0.543 0.907 0.093 0.457 0.229 0.975
VLMC 6 0.537 0.913 0.087 0.463 0.238 0.975
none 0.110 0.992 0.008 0.890 0.398 0.956
MA 5 10 15
1MM 0.846 0.638 0.362 0.154 0.106 0.988
TDGMM 0.842 0.644 0.356 0.158 0.107 0.988
VLMC 12 0.840 0.646 0.354 0.160 0.108 0.988
VLMC 18 0.841 0.644 0.356 0.159 0.107 0.988
VLMC 6 0.840 0.647 0.353 0.160 0.108 0.988
none 0.764 0.689 0.311 0.236 0.111 0.983
none
1MM 0.515 0.852 0.148 0.485 0.150 0.972
TDGMM 0.461 0.892 0.108 0.539 0.178 0.970
VLMC 12 0.464 0.899 0.101 0.536 0.190 0.971
VLMC 18 0.488 0.883 0.117 0.512 0.175 0.971
VLMC 6 0.479 0.897 0.103 0.521 0.190 0.971
none 0.002 0.998 0.002 0.998 0.069 0.952
Logistic
LeadLagAll10
1MM 0.638 0.909 0.091 0.362 0.262 0.980
TDGMM 0.638 0.918 0.082 0.362 0.283 0.980
VLMC 12 0.660 0.920 0.080 0.340 0.295 0.982
VLMC 18 0.655 0.919 0.081 0.345 0.291 0.981
VLMC 6 0.656 0.920 0.080 0.344 0.294 0.981
none 0.127 0.994 0.006 0.873 0.528 0.957
MA10
1MM 0.644 0.905 0.095 0.356 0.256 0.980
TDGMM 0.652 0.918 0.082 0.348 0.289 0.981
VLMC 12 0.663 0.923 0.077 0.337 0.303 0.982
VLMC 18 0.662 0.918 0.082 0.338 0.290 0.982
VLMC 6 0.664 0.921 0.079 0.336 0.299 0.982
none 0.153 0.995 0.005 0.847 0.588 0.959
MA 5 10 15
1MM 0.701 0.909 0.091 0.299 0.281 0.984
TDGMM 0.693 0.921 0.079 0.307 0.309 0.983
VLMC 12 0.689 0.923 0.077 0.311 0.312 0.983
VLMC 18 0.699 0.920 0.080 0.301 0.307 0.984
VLMC 6 0.694 0.921 0.079 0.306 0.310 0.983
none 0.219 0.993 0.007 0.781 0.607 0.962
none
1MM 0.430 0.851 0.149 0.570 0.128 0.967
TDGMM 0.413 0.895 0.105 0.587 0.167 0.968
VLMC 12 0.417 0.912 0.088 0.583 0.194 0.969
VLMC 18 0.434 0.895 0.105 0.566 0.174 0.969
VLMC 6 0.417 0.911 0.089 0.583 0.192 0.968
none 0.003 0.999 0.001 0.997 0.229 0.952
RandomForest
LeadLagAll10
1MM 0.754 0.841 0.159 0.246 0.194 0.985
TDGMM 0.742 0.867 0.133 0.258 0.220 0.985
VLMC 12 0.737 0.874 0.126 0.263 0.229 0.985
VLMC 18 0.740 0.867 0.133 0.260 0.221 0.985
VLMC 6 0.735 0.875 0.125 0.265 0.229 0.985
none 0.062 0.997 0.003 0.938 0.517 0.954
MA10
1MM 0.710 0.856 0.144 0.290 0.200 0.983
TDGMM 0.731 0.867 0.133 0.269 0.219 0.984
VLMC 12 0.704 0.881 0.119 0.296 0.231 0.983
VLMC 18 0.712 0.874 0.126 0.288 0.223 0.984
VLMC 6 0.708 0.880 0.120 0.292 0.231 0.983
none 0.098 0.996 0.004 0.902 0.581 0.956
MA 5 10 15
1MM 0.733 0.846 0.154 0.267 0.195 0.984
TDGMM 0.742 0.867 0.133 0.258 0.220 0.985
VLMC 12 0.730 0.873 0.127 0.270 0.226 0.985
VLMC 18 0.730 0.866 0.134 0.270 0.216 0.984
VLMC 6 0.730 0.872 0.128 0.270 0.225 0.985
none 0.092 0.997 0.003 0.908 0.634 0.956
none
1MM 0.524 0.836 0.164 0.476 0.139 0.972
TDGMM 0.505 0.864 0.136 0.495 0.159 0.972
VLMC 12 0.501 0.878 0.122 0.499 0.172 0.972
VLMC 18 0.518 0.868 0.132 0.482 0.166 0.973
VLMC 6 0.502 0.878 0.122 0.498 0.173 0.972
none 0.031 0.995 0.005 0.969 0.249 0.953
Table 5: Performance of the various methods for the rare, hard to detect, and important
REM state of sleep training on seven mice and holding out one for testing.
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Classifier Augmentation Smoothing R.tp R.tn R.fp R.fn R.ppv R.npv
CRF
MA10
1MM 0.540 0.878 0.122 0.460 0.184 0.974
TDGMM 0.546 0.889 0.111 0.454 0.201 0.975
VLMC 12 0.557 0.888 0.112 0.443 0.202 0.975
VLMC 18 0.561 0.884 0.116 0.439 0.198 0.975
VLMC 6 0.555 0.888 0.112 0.445 0.201 0.975
none 0.210 0.980 0.020 0.790 0.345 0.961
MA 5 10 15
1MM 0.741 0.693 0.307 0.259 0.109 0.981
TDGMM 0.740 0.701 0.299 0.260 0.112 0.981
VLMC 12 0.742 0.701 0.299 0.258 0.112 0.982
VLMC 18 0.742 0.699 0.301 0.258 0.112 0.982
VLMC 6 0.742 0.701 0.299 0.258 0.112 0.982
none 0.653 0.747 0.253 0.347 0.116 0.977
none
1MM 0.501 0.840 0.160 0.499 0.137 0.971
TDGMM 0.486 0.861 0.139 0.514 0.150 0.971
VLMC 12 0.508 0.848 0.152 0.492 0.145 0.971
VLMC 18 0.508 0.846 0.154 0.492 0.143 0.971
VLMC 6 0.507 0.848 0.152 0.493 0.145 0.971
none 0.083 0.975 0.025 0.917 0.144 0.954
Logistic
LeadLagAll10
1MM 0.594 0.900 0.100 0.406 0.232 0.978
TDGMM 0.597 0.907 0.093 0.403 0.246 0.978
VLMC 12 0.608 0.905 0.095 0.392 0.245 0.978
VLMC 18 0.606 0.904 0.096 0.394 0.244 0.978
VLMC 6 0.607 0.905 0.095 0.393 0.245 0.978
none 0.266 0.978 0.022 0.734 0.381 0.963
MA10
1MM 0.587 0.902 0.098 0.413 0.232 0.977
TDGMM 0.599 0.911 0.089 0.401 0.255 0.978
VLMC 12 0.610 0.906 0.094 0.390 0.248 0.979
VLMC 18 0.611 0.904 0.096 0.389 0.244 0.979
VLMC 6 0.608 0.906 0.094 0.392 0.248 0.979
none 0.216 0.986 0.014 0.784 0.436 0.961
MA 5 10 15
1MM 0.648 0.902 0.098 0.352 0.251 0.981
TDGMM 0.651 0.909 0.091 0.349 0.267 0.981
VLMC 12 0.663 0.903 0.097 0.337 0.258 0.981
VLMC 18 0.665 0.902 0.098 0.335 0.256 0.981
VLMC 6 0.662 0.903 0.097 0.338 0.258 0.981
none 0.289 0.982 0.018 0.711 0.448 0.964
none
1MM 0.466 0.833 0.167 0.534 0.124 0.968
TDGMM 0.442 0.870 0.130 0.558 0.147 0.968
VLMC 12 0.481 0.853 0.147 0.519 0.143 0.970
VLMC 18 0.485 0.850 0.150 0.515 0.141 0.970
VLMC 6 0.481 0.853 0.147 0.519 0.143 0.970
none 0.045 0.988 0.012 0.955 0.158 0.953
RandomForest
LeadLagAll10
1MM 0.704 0.766 0.234 0.296 0.133 0.981
TDGMM 0.692 0.797 0.203 0.308 0.147 0.981
VLMC 12 0.718 0.786 0.214 0.282 0.145 0.982
VLMC 18 0.721 0.781 0.219 0.279 0.143 0.982
VLMC 6 0.718 0.786 0.214 0.282 0.145 0.982
none 0.086 0.988 0.012 0.914 0.263 0.955
MA10
1MM 0.675 0.806 0.194 0.325 0.150 0.980
TDGMM 0.671 0.829 0.171 0.329 0.166 0.980
VLMC 12 0.685 0.823 0.177 0.315 0.164 0.981
VLMC 18 0.690 0.819 0.181 0.310 0.162 0.981
VLMC 6 0.685 0.823 0.177 0.315 0.164 0.981
none 0.113 0.985 0.015 0.887 0.281 0.956
MA 5 10 15
1MM 0.707 0.792 0.208 0.293 0.147 0.982
TDGMM 0.695 0.817 0.183 0.305 0.162 0.981
VLMC 12 0.712 0.808 0.192 0.288 0.159 0.982
VLMC 18 0.719 0.804 0.196 0.281 0.157 0.983
VLMC 6 0.711 0.808 0.192 0.289 0.159 0.982
none 0.113 0.987 0.013 0.887 0.306 0.956
none
1MM 0.468 0.842 0.158 0.532 0.131 0.969
TDGMM 0.460 0.860 0.140 0.540 0.143 0.969
VLMC 12 0.478 0.858 0.142 0.522 0.146 0.970
VLMC 18 0.481 0.856 0.144 0.519 0.145 0.970
VLMC 6 0.478 0.858 0.142 0.522 0.146 0.970
none 0.087 0.981 0.019 0.913 0.192 0.955
Table 6: Performance of the various methods for the rare, hard to detect, and important
REM state of sleep training on one mouse and testing on each other one.
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Smoothing method
Classifier Augmentation n
on
e
1
M
M
T
D
G
M
M
V
L
M
C
6
V
L
M
C
12
V
L
M
C
18
CRF
MA 5 10 15 0.098 0.105 0.102 0.101 0.101 0.101
MA10 0.082 0.082 0.080 0.078 0.078 0.078
none 0.083 0.083 0.081 0.079 0.079 0.079
Logistic
LeadLagAll10 0.090 0.084 0.081 0.079 0.079 0.079
MA 5 10 15 0.081 0.080 0.078 0.075 0.075 0.075
MA10 0.081 0.079 0.076 0.074 0.074 0.074
none 0.098 0.086 0.082 0.078 0.078 0.078
RandomForest
LeadLagAll10 0.082 0.078 0.077 0.076 0.076 0.076
MA 5 10 15 0.075 0.077 0.075 0.074 0.074 0.074
MA10 0.076 0.076 0.074 0.072 0.072 0.072
none 0.105 0.086 0.085 0.081 0.081 0.081
Table 7: Comparison of two state misclassification rates holding one mouse out for testing.
The 40-second rule calibrated on this data set achieves a 7.77% error rate.
Smoothing method
Classifier Augmentation n
on
e
1M
M
T
D
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M
M
V
L
M
C
6
V
L
M
C
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V
L
M
C
18
CRF
MA 5 10 15 0.080 0.089 0.087 0.087 0.087 0.088
MA10 0.072 0.073 0.072 0.070 0.070 0.070
none 0.073 0.073 0.072 0.071 0.071 0.071
Logistic
LeadLagAll10 0.075 0.073 0.072 0.071 0.071 0.071
MA 5 10 15 0.067 0.068 0.068 0.066 0.066 0.066
MA10 0.070 0.070 0.068 0.068 0.068 0.068
none 0.090 0.075 0.072 0.071 0.070 0.071
RandomForest
LeadLagAll10 0.070 0.069 0.067 0.067 0.068 0.067
MA 5 10 15 0.060 0.067 0.066 0.065 0.065 0.065
MA10 0.063 0.068 0.066 0.066 0.066 0.066
none 0.092 0.076 0.074 0.072 0.072 0.072
Table 8: Comparison of two state misclassification rates holding one mouse out for testing.
The 40-second rule calibrated on this data set achieves a 7.77% error rate.
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state covariates smoothing count mean sd median q2.5 q97.5
N
DATA DATA 250.25 15.19 15.91 10.00 1.00 51.00
MA 5 10 15
1MM 101.00 32.72 27.77 25.00 5.00 85.65
TDGMM 105.38 31.84 26.15 25.00 4.00 83.00
VLMC 12 109.38 31.21 24.79 25.00 3.00 79.30
VLMC 18 108.50 31.19 25.21 25.00 3.00 81.65
VLMC 6 110.88 30.67 24.46 25.00 3.00 76.70
none 221.25 18.56 35.70 4.00 1.00 77.00
none
1MM 80.12 36.78 57.10 13.00 2.00 149.00
TDGMM 98.12 32.84 53.47 12.00 1.00 136.00
VLMC 12 99.38 34.28 50.86 15.00 1.00 133.60
VLMC 18 94.75 34.45 50.21 14.50 1.00 136.00
VLMC 6 102.12 33.26 47.51 14.00 1.00 132.00
none 407.50 10.42 19.81 3.00 1.00 43.00
R
DATA DATA 56.50 7.38 4.49 7.00 2.00 16.00
MA 5 10 15
1MM 76.62 13.55 10.03 12.00 4.00 30.00
TDGMM 78.88 11.83 5.60 11.00 4.00 21.00
VLMC 12 82.62 11.13 5.34 11.00 4.00 20.00
VLMC 18 81.62 11.63 6.46 11.00 4.00 22.00
VLMC 6 82.50 11.31 5.58 11.00 4.00 21.00
none 39.38 3.83 3.02 3.00 1.00 9.00
none
1MM 26.88 52.20 62.00 28.00 4.00 207.60
TDGMM 41.38 24.97 29.98 16.00 5.00 65.00
VLMC 12 37.38 24.02 30.92 15.00 4.00 81.40
VLMC 18 34.00 30.67 41.43 17.00 4.00 113.05
VLMC 6 38.25 23.68 30.83 15.00 4.00 65.50
none 2.00 3.00 5.72 1.00 1.00 9.75
w
DATA DATA 238.38 18.55 72.51 2.00 1.00 101.00
MA 5 10 15
1MM 53.12 80.31 157.93 9.00 1.00 396.40
TDGMM 64.88 66.62 161.57 4.00 1.00 371.50
VLMC 12 66.75 64.07 154.99 3.00 1.00 354.70
VLMC 18 68.12 62.77 153.67 3.00 1.00 346.40
VLMC 6 69.88 61.21 152.07 3.00 1.00 345.20
none 214.00 20.34 74.31 2.00 1.00 103.45
none
1MM 76.38 55.91 116.49 10.00 2.00 245.00
TDGMM 87.75 49.74 129.09 4.00 1.00 268.95
VLMC 12 90.25 47.82 125.09 3.00 1.00 257.95
VLMC 18 88.12 48.94 126.34 4.00 1.00 266.00
VLMC 6 92.25 46.80 123.90 3.00 1.00 257.15
none 407.88 10.70 31.40 2.00 1.00 50.00
Table 9: Bout statistics for fits using logistic base estimates and two types of covariate
augmentation for fits using seven training and one holdout mouse. Qualitatively, other base
classifiers and covariate augmentations are similar, as are the mouse pair fits. The general
pattern we see is that smoothing yields too few bouts that are too long for all of the states.
It may be losing short bouts of a different state interspersed in a longer period where the
mouse is mostly in another. Statistics from the actual data are given on the first row for
each state.
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Smoothing method
Classifier Augmentation n
on
e
1M
M
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M
M
V
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V
L
M
C
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V
L
M
C
1
8
CRF
MA 5 10 15 0.87 0.89 0.89 0.89 0.89 0.89
MA10 0.85 0.88 0.86 0.86 0.86 0.86
none 0.86 0.89 0.87 0.88 0.88 0.88
Logistic
LeadLagAll10 0.88 0.91 0.89 0.90 0.90 0.90
MA 5 10 15 0.67 0.89 0.85 0.85 0.86 0.85
MA10 0.67 0.87 0.81 0.83 0.84 0.83
none 0.47 0.88 0.81 0.82 0.82 0.83
RandomForest
LeadLagAll10 0.88 0.90 0.89 0.90 0.90 0.90
MA 5 10 15 0.53 0.90 0.86 0.86 0.87 0.86
MA10 0.52 0.89 0.85 0.86 0.86 0.85
none 0.43 0.86 0.80 0.82 0.82 0.82
Table 10: Error rates given that the mouse was in a length 1 bout of wake.
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Chapter 5
Sequential Learning and
Probability Estimation
In this chapter, we begin by revisiting a simulation study from McShane [38], first replicating
the original results and then following on with an extension that explains and resolves the
discrepancy in the original. The simulations studied sequential classification assuming either
the state transitions P (Yt+1 | Y0:t) or the conditional class probabilities P (Yt | Xt) were
known and the other estimated. They were initially surprising because it was found that
knowing one of these led to worse performance than estimating both. However, we find that
at least some of this discrepancy can be resolved by understanding the role knowledge of
the marginal distribution P (Yt) has in sequential learning. We then discuss more generally
how knowledge of the marginal distribution of class labels can be used in classification
algorithms.
5.1. Original Simulations
Two time series structures on (Yt) were considered. Both followed Generalized Markov
Models; one with a finite holding time distribution for states and one with an infinite
distirbutions. We have a multiclass problem with A = {a, b, c}. For the GMM with finite
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holding times, they followed a discrete beta distribution whose PMF is defined by
P (H = i) = fα,β
(
1
2M
+
i− 1
M
)
where fα,β is a Beta PMF with parameters α and β and M is a positive integer. For
the GMM with unbounded holding times, they were modeled by a Beta-Negative Binomial
random variable with a Geometric tail which has the PMF
P (H = i) =
q
cM
IH≤Mfα,β,r(i− 1) + (1− q) + IH>M (gp(i−M))
where fα,β,r(k) =
Γ(r+k)
k!Γ(r)
B(α+r,β+k)
B(α,β) is a Beta negative binomial PMF [31] and gp(k) =
(1 − p)k−1p is a geometric PMF. The parameter M determines how much of the holding
time distribution comes from the Beta negative binomial. Recall that the geometric tail is
necessary to represent the GMM as a Markov transition matrix when the holding times are
unbounded.
The emission distributions were given by Xt|Yt = i ∼ N
(
µi, σ
2
)
. For the simulations we
fix µa = 0, µb = 1, µc = 2 and let σ vary from 0.01 to 10 to assess the effect of noise on
classifier performance.
For the time series parameters we let M vary from 3 to 10. The transition and holding time
parameters are given in 23 for the sake of completeness.

a b c
a 0 0.5 0.5
b 0.75 0, 0.25
c 1/3 2/3 0

(a) Transition matrix
α β
a 1 1
b e−15 1
c e0.75 e1.5
(b) Holding time pa-
rameters (Discrete
Beta)
α β r q p
a 1 e5 1 1
1+e−1
1
1+e
b e−40 1 1 1
1+e−1
1
2
c e1 e2 1 1
1+e−1
1
1+e−2
(c) Holding time parameters
(BNBD w/ tail)
Figure 23: Parameters for GMM simulations.
For each value of M and σ considered, 100 simulations were run for each of two sequence
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lengths T ; T = 1000 and T = 10000. The test data for each simulation was 200 points
continuing on from the original T points.
5.1.1. Performance Assessment
On each training set, a GMM was fit according to the parametric family from which it was
generated and a nonsequential model for Pˆ (Y |X) was fit with simple logistic regression.
Then, conditional class probabilities, Pˆ (Yi|X(T+1):(T+200)) for i ∈ T+1, . . . , T+200, for each
state in the test set were computed using the discriminative Forward-Backward algorithm
in each of four cases:
1. Using the true parameters of the GMM and the true emission distribution, which when
combined with the marginal distribution gives the true conditional class probabilities.
All of the others will be compared against this.
2. Using the estimated GMM and the estimated nonsequential class probabilities.
3. Using the estimated GMM and the true nonsequential conditional class probabilities.
4. Using the true GMM and the estimated nonsequential class probabilities.
We refer to cases 3 and 4 above as semi-oracles because they each have access to part of
the true model: either the nonsequential emission distribution f(Xt|Yt = i) and conditional
class probabilities P (Yt | Xt) or the Markov process that generated the underlying states.
The performance of cases 2 through 4 was assessed by computing the root mean square
difference of the probability estimates between it and the true probabilities from case 1 and
averaging over all 100 runs. So, we would have
√√√√ 1
100
100∑
n=1
1
200
T+200∑
t=T+1
∑
i∈A
(
P
(
Y
(n)
t = i
∣∣∣ X(n)(T+1):(T+200))− Pˆ (n) (Y (n)t = i ∣∣∣ X(n)(T+1):(T+200)))2
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where Y
(n)
t is the t
th observation in simulation number n and Pˆ (n) is the estimated condi-
tional class probability function on simulation n.
Now comes the surprising part. It was found that in most cases, estimating everything
outperformed both semi-oracles as can be seen in figures 24 and 25
While the overall error rates are lower for T = 10000 training points than for T = 1000
training points we tend to see the same general patterns. When the holding times are
distributed as discrete Betas, and the time series structure is simpler (smaller values of M)
estimating the Markov model and the nonsequential class probabilities performs the worst
or similarly to only knowing the time series regardless of how noisy the data is. As M
increases, however, it starts to outperform both semi-oracles, especially at high noise levels.
Knowing the true nonsequential conditional class probabilities, however, continues to do
well when σ is small, which is likely due to the fact that the conditional class probabilities
start off closer to 0 and 1 and are moved less by the time series. Also, note that knowledge
of the CCPs almost uniformly beats knowledge of the GMM, except when M is small and
the noise is very low.
When the holding times come from a Beta Negative-Binomial with a Geometric tail, we see
the completely estimated model performing best at all values of M . We also see a similar
pattern in the semi-oracles where knowing the emission density and nonsequential CCPs is
more beneficial than knowing the underlying GMM. However, the difference between these
is not as stark, proportionally speaking. One possible explanation for part of this is that,
for all values of M , the entropy rate1, as shown in table 11, of the Discrete Beta model is
higher, meaning the sequence of states is less predictable on average and thus provides less
information to us. We also notice that performance of the two semi-oracles appears more
sensitive to increasing noise and increasing M .
1The entropy rate for a Markov chain is given as H(Yt) = −∑ij µiAij logAij where µ is the vector of
stationary probabilties and A is the transition matrix. For more details see Cover and Thomas [16].
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Figure 24: Performance for the Discrete Beta holding time GMM as a function of σ. Each
panel is a different value for M . Fit Type indicated whether we know the nonsequential
conditional class probabilities P (Yt | Xt) or the GMM transition structure on (Yt).
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Figure 25: Performance for the Beta Negative binomial with Geometric tail holding time
GMM as a function of σ. Each panel is a different value for M . Fit Type indicated whether
we know the nonsequential conditional class probabilities P (Yt | Xt) or the GMM transition
structure on (Yt)
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Model M=3 M=4 M=5 M=6 M=7 M=8 M=9 M=10
Discrete Beta 0.94 0.91 0.86 0.81 0.76 0.72 0.68 0.65
Beta-NBGeom Tail 0.79 0.72 0.67 0.62 0.58 0.54 0.51 0.48
Table 11: Entropy rates
5.1.2. Attempting to Resolve the Discrepancy
It is unexpected that additional information would yield worse predictions but this is what
we observe in the preceding simulations. So naturally, we would like to ask why performance
decreases when we use partially true and partially estimated models as opposed to fully
estimated models. As we show in this section, at least part of the discrepancy comes
from an additional piece of information that we are not using correctly; the marginal class
distribution P (Yt).
To see the relevance of the marginal distribution to our simulations, consider that if we
know the transition matrix of a Markov chain, then we know the stationary distribution µ,
which is the marginal distribution. However, if we fit a model to estimate Pˆ (Yt = i | Xt)
and compute pˆi of pi = P (Yt = i) from the data by looking only at the marginal counts it
may not be consistent with µ. Further, if the Y generating process is sufficiently complex
relative to the sample size, the marginal distribution in the training set can differ from that
in the test set. This may not only affect our estimate of pi but also of the conditional class
probabilities, since it will yield a different empirical distribution on X. If we were working
with generative models, the problem would be even more apparent; even if f(X|Y ) is known
and invariant from sample to sample, the joint density is directly affected by changes in the
marginal distribution of either X or Y . For i.i.d. data, none of this would not be a concern,
as the marginal distribution would vary little from simulation to simulation, but we will see
shortly that it makes a difference in cases like the preceding.
Figures 26 and 27 show the variability in observed marginal class probabilities across sim-
ulated datasets using the same sequential models and sample sizes we saw in the preceding
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simulations where there are three possible labels. Each observation is represented by a
point on a ternary plot, which represents three dimensional points that must sum to one
on the two dimensional simplex with the labeled lines opposite a labeled corner of the tri-
angle representing points with an equal probability of that corner’s label. The marginal
class probabilities naturally vary much less for larger training sets but more than we would
expect for i.i.d data. We also note that increased training set size does not seem to help
the semi-oracles, proportionally speaking, so variability in marginal distributions between
simulations do not tell the full story here.
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Discrete Beta, n=1000, M=10
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Beta Negative Binomial with Geometric tail, n=1000, M=3
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Beta Negative Binomial with Geometric tail, n=1000, M=10
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Figure 26: Ternary plots of the observed and expected marginal distributions when T =
1000 for M = 3, 10. Points along lines running parallel to a side opposite a labeled vertex
have the same probability for that class.
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Discrete Beta, n=10000, M=3
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Discrete Beta, n=10000, M=10
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Beta Negative Binomial with Geometric tail, n=10000, M=3
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Beta Negative Binomial with Geometric tail, n=10000, M=10
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Figure 27: Ternary plots of the observed and expected marginal distributions when T =
10000 for M = 3, 10. Points along lines running parallel to a side opposite a labeled vertex
have the same probability for that class.
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5.2. Using the Marginal Distribution
Given that we believe our knowledge or estimation of the marginal class probabilities is
relevant to improving our classifiers’ performance, what is the appropriate way to use them?
Depending on which piece we know we will want to use them differently. In the context of the
preceding simulations, there are four “things” that we could know. First, we might know the
Markov model, which also implies knowledge of the marginal class probabilities. Second,
we might only know the true emission distribution P (Xt | Yt). Third, we could know
the marginal class probabilities, P (Y ) and nothing else. Finally, we could know both the
emission distribution and the marginal class probabilities, but not the process that generated
(Yt), which also implies a knowledge of the true conditional class probabilities. Given the
data’s generating process and assuming we can only know pieces of that, this last case is the
only situation in which we have access to the true conditional class probabilities. Notice that
this is an expanded view of what could be known in comparison to the original view from
the preceding simulations. It also clarifies the distinction between knowing the emission
distribution (a piece of the model) and truly knowing the conditional class probabilities.
With this new view, we now detail each of the above scenarios, describing what exactly we
know and potential methods to incorporate the additional information in the context of our
simulations. Following this, we present an extended set of simulations to assess whether
this view and methodology yield a resolution to the previously unexpected results.
5.2.1. When Only Marginal Class Probabilities are Known
If we know only the true pi = P (Yt = i) then there are two places this information could
be used. First, even though we used logistic regression, which is a purely discriminative
classifier, we will see that knowledge of the marginals can nevertheless affect output on a
test set. Further, we have reason to believe this is generally true for most classifiers. The
general method used in the next set of simulations involves rescaling by a ratio of the true
and sample marginal distribution and is discussed in depth in section 5.4.
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Second, we would want to change how we handle the estimation of the Markov process on
(Yt). Ideally, we would like to fit the best model constrained to have a given stationary
distribution. However, we have not seen any work on this in the literature for even simple
Markov chains, let alone more complicated models like GMMs and such problems lie beyond
the scope of the current work. Therefore we do not discuss this case further or address it
directly in the following simulations. However, there is a relatively simple way we could
consider incorporating the marginals. When smoothing nonsequential probabilities with
the discriminative Forward-Backward algorithm, recall that we use the term Pˆ (Yt=i | Xt)pˆi in
each update step. Since the denominator is the marginal probability of observing class i,
we replace it with pi, the true marginal probability of class i.
5.2.2. When The Emission Distribution Is Known
In this condition there are also two sub-scenarios; we could either estimate or know the
marginal class distributions. The first scenario would result in us estimating the nonse-
quential CCPs as P (Xt | Yt) Pˆ (Yt). This may be worth looking into, but we do not discuss
it further at present. In the second, we actually know the true CCPs and could set our
initial, nonsequential estimates to the true P (Yt | Xt). Were there no sequential model and
hence no smoothing to be done, there would be no more to do since this would be the truth.
When we know the true nonsequential conditional class probabilities, however, we need to
be careful at the smoothing step. If we just used the emission distribution in the smoothing
step, the nonsequential CCPs wouldn’t even be relevant. But since sequential learning uses
discriminative models, the marginal class probabilities show up in this step. Treating the
nonsequential CCPs as known but the marginal probabilities as unknown and using an
estimate in the denominator is thus an inconsistent use of available information.
Formally, we use P (Xt | Yi = i) or an estimate thereof in the generative version of Forward-
Backward but recall that in the generative case we use the fact that P (Xt | Yt = i) ∝
P (Yt=i | Xt)
P (Yt=i)
replacing the terms by estimates when we do not know the truth. So, if an oracle
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gives us only the true conditional class probabilities but not the true marginal distribution,
we end up and incorrect emission distribution proxy of P (Yt=i | Xt)
Pˆ (Yt=i)
because the correct
marginals were used in creating the CCPs. The general principle seems to be that we want
to pair truth with truth and estimates with estimates.
5.2.3. When the state transitions are known
The final and most interesting condition is when we know A and the holding time parameters
— in other words the complete Markov model. With this information, the marginal class
distribution is included for free in the form of the process’s stationary distribution. However,
the way in which we use this information is less direct. A discriminative classifier that
directly estimates Pˆ (Yt = i | Xt) as was used in the preceding simulations makes no explicit
mention of pi. However, differences in marginal distribution from sample to sample may
still affect this estimate so we would like a way to incorporate this extra knowledge into
any estimates since it may improve out of sample performance.
The method we use, while less straightforward, is still relatively simple. First, recall that
Pˆ (Yt = i | Xt) ∝ fˆ (Xt | Yt = i) pˆi. However, we don’t explicitly have the emission dis-
tribution which would let us just replace pˆi by pi and fˆ by f to exactly reconstruct the
conditional class probabilities. Besides, this would mean we know the whole model anyway.
Instead, starting from any estimate Pˆ (Yt = i | Xt) of the CCPs we let Pˆ ∗ (Yt = i | Xt) =
Pˆ (Yt = i | Xt) pipˆi . Notice that when P ∗ is used to smooth probabilities, since we know the
true pi this correction yields
Pˆ (Yt=i | Xt)
pˆi
. This is in contrast to the preceding where we
ended up with truth over truth.
Finally, we point out that this type of correction to class probability estimates requires
further investigation and we discuss this in much greater depth in section 5.4
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5.3. Results with Modified Classifiers
Now we examine the results of our marginal-augmented methods alongside the originals in
figures 28 and 29. The plots were made using the same methods as figures 24 and 25 with
the addition of “Known Time Series + Marginal” and “Known Non-Sequential + Marginal”
which respectively use the true marginal distributions to modify the estimated CCPs and
smoothing step as previously described. While using the correct marginal distribution
does not uniformly improve performance, it does in most cases and improves performance
regardless of which other piece of the model we know.
When the sequential model has discrete beta holding times (figure 28), we first notice that
regardless of sample size, the model using the true CCPs without correction performs best
when M ≤ 7. However, knowing and using the marginals has a stabilizing effect on model
performance, with it behaving similarly regardless of M . For T = 1000 we find the corrected
version performing best at M > 7, which makes sense in light of our expectation that the
marginal distribution in any sample will diverge from its average more as the sequential
model becomes more complex.
On the other hand, when T = 10000 we see a similar general pattern except that for M > 7
the corrected model where we know the GMM performs best. At first this is somewhat
surprising, as the unmodified version of this model does the worst, but on second though
it is understandable. When the sample size is large, even if the marginal distributions vary
substantially, the relationship between Y and X is simple enough that the logistic regression
can capture it easily, so a corrected version of this classifier should be very similar to knowing
the truth. Another reason for this observation, and the fact that this model appears to have
the most stable errors as a function of M is that getting a good model for the time series
becomes more difficult at a given T as M increases. Since it already has the “hard” part of
the model and the easy part is corrected so as to be consistent across simulations we expect
little variation between scenarios.
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Figure 28: Performance for the Discrete Beta holding time GMM as a function of σ. Each
panel is a different value for M . Fit Type indicated whether we know the nonsequential
conditional class probabilities P (Yt|Xt) or the GMM transition structure on (Yt). The ‘+
Marginal’ designation is when we use the true marginal class distribution with the method
as opposed to the estimate distribution.
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When the sequential model is more complex (figure 29) we see that adding in marginal
distribution information again helps a lot but the qualitative nature of the improvement is
not identical to the first simulation. Also, the relative performance of the different methods
is more consistent for a given value of T , with at least one of the corrected models always
beating the all estimates one. Referring back to table 11, we notice that even the simplest
sequential model in this set of simulations has an entropy rate about as low as the point
where correction yields consistent improvement in the discrete beta case. While this surely
does not tell the entire story, it does indicate the effect that Markov model complexity can
have on the outcome here.
When T = 1000, the corrected model where we know the true CCPs consistently outper-
forms the all estimates one. Unless the noise level is low, the corrected known time series
model still underperforms the all estimates model, but when σ is small but not close to zero,
we can see that it is actually winning by a small margin. Knowing the true CCPs along
with the marginals, however, consistently beats using estimates of both the time series and
CCP. Further, its performance is stable and does not increase substantially with noise. This
highlights the importance of starting with good nonsequential estimates and that a worse
estimate of the sequential part is less detrimental — similar to what we saw with low order
Markov chains performing surprisingly closely to results obtained from VLMCs.
The difference between the two marginal-corrected method practically disappears when
T = 10000. This is consistent with the previous set of simulations where more data to
estimate the nonsequential part of the model yielded greater improvement than more data
to estimate the time series. However, we note a difference here that this method no longer
wins uniformly across all values of σ. It consistently performs the best not only when σ is
1/2 as before, but also at σ = 1. But it still performs worse than using all estimates as σ
increases and the M is large. This phenomenon is curious as it points out a dependence
between the sequential and nonsequential parts of the model. If the sequential part is
complex, it has a larger effect on the true probabilities, so if we know that and start with
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worse estimates of the nonsequential part, the strong influence of the sequential part may
compound this problem.
While using the true marginal class probabilities certainly helps and partially resolves the
original counterintuitive results, a few elements of these simulations remain to be studied
and understood. For instance, in both sets of simulations it appears that increased training
sample size helps more on an absolute basis when we are estimating the nonsequential
P (Yt | Xt) as opposed to estimating the underlying Markov process, even going so far as
for the relative rankings of the methods to change. While we described some intuition
for this phenomenon, it will be interesting to quantify it and understand what controls it
directly. We also would like to better understand what affects how large an impact knowing
the marginals will have on a method and why the relative effect on different methods changes
as sample size increases.
5.4. Classification with Known Marginals
Using the preceding simulation study as motivation, we now ask the question: “Given the
marginal class distribution P (Y ) how can we incorporate this information into an estimate
Pˆ (Y | X)?” Under classical assumptions where the (X,Y ) are all i.i.d pairs the question
is less relevant, as even with moderate sample sizes the training and test set marginal
probabilities will be close.
However, it may still be relevant, because if one class is rare, fitting on a representative
dataset can lead to it being underpredicted [29] while minimally affecting the overall per-
formance of the classifier. This issue commonly manifests itself in instances where one class
is rare are and the training data is selected such that the rare class is overrepresented and
would thus be overpredicted out of sample. Generally speaking, the idea that our training
and test sets can come from distributions is known as sample selection bias [30, 66] and
captures a number of different ways in which they can differ.
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Figure 29: Performance for the Beta Negative binomial with Geometric tail holding time
GMM as a function of σ. Each panel is a different value for M . Fit Type indicated whether
we know the nonsequential conditional class probabilities P (Yt|Xt) or the GMM transition
structure on (Yt). The ‘+ Marginal’ designation is when we use the true marginal class
distribution with the method as opposed to the estimate distribution.
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5.4.1. Similar Problems
Work has been done on what is variously known as transfer learning [46] and covariate shift
[7] with a focus on what happens when the marginal distribution of X, rather than Y differs
between datasets or a focus on changes in the joint distribution of X and Y .
In addition to requiring the more challenging task of knowing or estimating possibly complex
conditional densities, these methods highlight an important philosophical difference with
ours. Work such as Bickel et al. [7], Gretton et al. [27] and Shimodaira [56] makes the
assumption that P (Y | X) does not change whereas we will assume that P (X | Y ) is what
is constant. This speaks to how the data generating process is viewed; in the first case,
we can think of a two processes that creates a scattering of X’s but that no matter what
made them, as long as an X lands in the same place, it has the same chance of a given
type of Y popping out of it. The latter assumption views the data as X covariates being
“emitted” from a data point as a function of what type of Y it happens to be. To see that
these are not the same, consider allowing P (Y ) to change but fixing P (X | Y ); the marginal
distribution of X will, of course, still change, but it is restricted in that it is always going
to be a mixture distribution with the same components but different weights, whereas the
“fix P (Y | X)” case allows the marginal distribution of X to change arbitrarily.
The last we will say about this, since it is beyond the scope of this work, is to mention a
result that ties in with our work here. Shimodaira [56] and Bickel et al. [7] show that if we
have a generative model with two joint distributions (x, y) ∼ λ and (x, y) ∼ θ, a classifier,
f , and a loss function `, then the expected losses are related by:
E(x,y)∼θ (` (f(x), y)) = E(x,y)∼λ
(
p(x|θ)
p(x|λ)` (f(x), y)
)
.
This idea is reminiscent of importance sampling in that we can re-weight points by the
likelihood ratio given by the two distributions to get an expected loss under a different
distribution without having to refit. Notice that only the density of X matters in this case
95
since that is what changes and the conditional class probabilities are assumed not to change.
We will see the idea of ratio re weighting rear its head again shortly. However, since our
framework assumes changing marginal class probabilities and invariant emission densities,
it will show up with class probabilities instead of covariate densities.
5.4.2. If I had a prior
If we were either given the conditional distributions of covariates fY (X) or estimated them
and were asked to compute conditional class probabilities P (Y |X) we would need to know
P (Y ) to reconstruct them. And if P (Y ) varied between populations or between a training
and test set, this would not be an issue as long as fY (X) were the same. This is exactly
what happens when using Linear Discriminant Analysis, as it is assuming a parametric
(Normal, in fact) fY (X), estimating the parameters and then uses whatever prior on Y you
choose.
Most classification methods, however, estimate P (Y |X) directly and P (Y ) is left implicit.
We can, however, use this information to adjust our conditional estimates as discussed in
Elkan [19], Weiss and Provost [62], and King and Zeng [33]. Expressed succinctly, the
corrected probability estimates are
P˜ (Y = i | X) =
Pˆ (Y = i | X) pipˆi∑k
j=1 Pˆ (Y = i | X) pipˆi
(*)
where pˆi is the marginal frequency of class i in the training sample (or population) and
pi is the known probability of class i in the test population. To justify this, we need one
assumption: that fˆi(X) = f˜i(X) where the two fs are the density of the covariates in
and out of sample. Without this assumption it would mean that for any given class, the
covariate distributions would be different, thus changing the relationship between labels
and covariates.
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Equivalence to Other Methods
Equation * appears in the appendix to King and Zeng [33] who discuss it as an asymptotic
estimate to the true conditional class probability. However, it is more than that as it is
equivalent to an expression given in Elkan [19] for two-class problems which relates two dif-
ferent true conditional class probabilities between two populations. To see this equivalence
make the following manipulations
Pˆ (Y = 1 | X) p1pˆ1
Pˆ (Y = 1 | X) p1pˆ1 + Pˆ (Y = 0 | X)
p0
pˆ0
=
Pˆ (Y = 1 | X) p1pˆ0
Pˆ (Y = 1 | X) p1pˆ0 + Pˆ (Y = 0 | X) p0pˆ1
=
Pˆ (1 | X) p1 (1− pˆ1)
Pˆ (1 | X) p1 (1− pˆ1) +
(
1− Pˆ (1 | X)
)
(1− p1) pˆ1
= p1
Pˆ (1 | X) (1− pˆ1)
Pˆ (1 | X) p1 + pˆ1 − p1pˆ1 − pˆ1Pˆ (1 | X)
which give the formula found in Elkan [19]. While the correspondence between the two
adjustments is simple, it helps provide intuition as * is clear and intuitive.
For logistic regression, a popular method of handling imbalanced data is known as prior
correction and is commonly used in case-control studies where the training data are often
taken so that the number of instances of, say, a disease are roughly balanced with those
of healthy patients [47, 1]. In this case, the emphasis is not so much on the fact that the
marginal distribution of classes is different but that rare events are oversampled [33] and
would thus be overpredicted as opposed to underpredicted out of sample. This is also done
because such data can be time consuming and expensive to collect and it is important to
not risk having few or even no instances of one class in the training data. In our discussion
of this method, we revert to considering the binary case where Y is just 0 or 1, but the
results generalize easily.
If p is the true proportion P (Y = 1) of the population and pˆ is the proportion of 1’s in our
sample, then setting αˆ∗ = αˆ + log p1−p − log pˆ1−pˆ , as given in Fienberg [21], where αˆ is the
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intercept term estimated from our biased sample, will correct our estimate of P (Y = 1 | X).
The intuition here is that, if we assume the relationship between the outcome and covariates
is the same regardless of the marginal probabilities, then the only thing we can change to
affect the estimated marginals is the intercept and doing so will not change this relationship.
We now show the derivation of this formula as given in [21] and begin by defining the latent
variable
Z =

1 if subject is included in sample
0 otherwise
.
Let pi1 = P (Z = 1 | Y = 1) and pi0 = P (Z = 1 | Y = 0). Note that Z is independent of X
since the inclusion criterion is only based on the values of Y . Using this, we get
P (Y = 1 | Z = 1,X) = P (Z = 1 | Y = 1,X)P (Y = 1 | X)
P (Z = 1 | Y = 1,X)P (Y = 1 | X) + P (Z = 1 | Y = 0,X)P (Y = 0 | X)
=
pi1P (Y = 1 | X)
pi1P (Y = 1 | X) + pi0P (Y = 0 | X)
and
P (Y = 0 | Z = 1,X) = pi0P (Y = 0 | X)
pi1P (Y = 1 | X) + pi0P (Y = 0 | X) .
So, the likelihood ratio conditional on being in the sample and unconditional differs only
by a constant factor because
P (Y = 1 | Z = 1,X)
P (Y = 0 | Z = 1,X) =
pi1
pi0
P (Y = 1 | X)
P (Y = 0 | X) (5.1)
To get an actual value for the correction factor, note that
pi1
pi0
=
P (Z = 1 | Y = 1)
P (Z = 1 | Y = 0) =
P (Y=1 | Z=1)P (Z=1)
P (Y=1)
P (Y=0 | Z=1)P (Z=1)
P (Y=0)
=
P (Y = 1 | Z = 1)P (Y = 0)
P (Y = 0 | Z = 1)P (Y = 1) =
pˆ(1− p)
(1− pˆ)p
Since we are estimating the left hand side of 5.4.2, we get the stated correction factor.
More generally, when the possible values of Y are 1, . . . ,K, multinomial logistic regression
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gives us that the likelihood ratio of class i with class K is
P (Y = i | X)
P (Y = K | X) = e
αi+β
T
i X
Defining pii = P (Z = 1 | Y = i) we can get analogous corrections to the two class case.
Of note here is that when we do this correction, Y is fixed, in a sense, since we choose
subjects based on their value of Y and only observe X after the fact. This makes X our
random quantity, in contrast to a study where we would fix X and then observe the outcome
Y .
Proposition 5. The prior correction intercept adjustment is equivalent to scaling the esti-
mate, P (Y = i | X, Z = 1) of by pipˆi , renormalizing as appropriate.
Proof. Let c be the sum of the rescaled probabilities. In the binary case, the likelihood
ratio of the new probabilities is
1
c
p
pˆP (Y = 1 | X, Z = 1)
1
c
1−p
1−pˆP (Y = 0 | X, Z = 1)
=
P (Y = 1 | X, Z = 1)
P (Y = 0 | X, Z = 1)
p(1− pˆ)
pˆ(1− p) .
Trivially, this also holds for K outcome levels.
How Much Does Correction Help?
It turns out we can actually quantify the improvement that rescaling conditional class prob-
abilities gives us. Overloading notation a bit, let pˆ(X) be the conditional class probability
vector given by Pˆ for a random new instance with covariates X and let pˆY (X) = Pˆ (Y | X).
Then define p˜(X) and p˜Y (X) correspondingly. Also let fˆ be the implied density of X under
pˆ and let f be the density of X under p. With these definitions we can proceed.
Proposition 6. Under log loss, the improvement from using P˜ (Y | X) over Pˆ (Y | X) is
E (− log (p˜Y (X))) = E (− log (pˆY (X)))−
(
DKL (p||pˆ)−DKL
(
f ||fˆ
))
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where the expectations are taken over (X,Y ) using the true p and f and DKL is, of course,
the Kullback-Leibler divergence.
Now there are two things to do. First, some algebraic manipulation to get the equality.
And second, to show that the
(
DKL (p||pˆ)−DKL
(
f ||fˆ
))
≥ 0 which makes the result
meaningful; that’s the fun part. On to the algebra.
Proof. First, note that P (X,Y = i) = fi(X)pi, so the expected loss can be expressed as
E (− log (p˜Y (X))) = −
∫ ∑
i
log (p˜i(x)) fi(x)pidx
=
∫ ∑
i
log
(
pˆi(x)
pi
pˆi∑
j pˆj(x)
pj
pˆj
)
fi(x)pidx
=
∫ ∑
i
fi(x)pi
log (pˆi(x)) + log(pi
pˆi
)
− log
∑
j
pˆj(x)
pj
pˆj
 dx
= E (− log (pˆY (X))) +
∫ ∑
i
fi(x)pi
log(pi
pˆi
)
− log
∑
j
pˆj(x)
pj
pˆj
 dx
Now that we’ve expressed the loss over the corrected classifier in terms of the uncorrected
one, we need to handle the second term on the last line. Going inside the sum and integral,
we take it one term at a time for the first inner term, exchange the sum and integral and
note that fi(x) is a proper density to get
∫ ∑
i
fi(x)pi log
(
pi
pˆi
)
dx =
∑
i
∫
fi(x)pi log
(
pi
pˆi
)
dx =
∑
i
pi log
(
pi
pˆi
)
= DKL (p||pˆ)
The second inner term is tricker. We must first note that
pˆj(x)
pˆj
=
fj(x)
fˆ(x)
, recalling that fj(x)
is the same no matter what distribution we have over Y . Then, we can express fj(x)pj as
P (X,Y = j). Therefore, the sum inside the log is just
∑
j
P (X,Y=j)
fˆ(x)
= f(x)
fˆ(x)
. After all this,
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we are left with
−
∫ ∑
i
fi(x)pi log
(
f(x)
fˆ(x)
)
dx = −
∫
log
(
f(x)
fˆ(x)
)∑
i
fi(x)pidx
= −
∫
log
(
f(x)
fˆ(x)
)
f(x)dx
= −DKL
(
f ||fˆ
)
thus proving the result.
With the preceding result in hand we provide a lemma to make it useful by showing that
the given equivalence actually implies an improvement in expected loss from adjusting the
probability estimates.
Lemma 1. DKL (p||pˆ) ≥ DKL(f ||fˆ).
Proof. We will show this result by manipulating f(x)
fˆ(x)
to give us what we want. To do this,
first note that plain old Bayes’ rule tells us that
pi(x) =
fi(x)pi
f(x)
pˆi(x) =
fi(x)pˆi
fˆ(x)
.
Taking ratios here and solving for the desired quantity gives
f(x)
fˆ(x)
=
pˆi(x)pi
pi(x)pˆi
Notice that this is true for any i we choose. Next, remember that we can write f(x) =
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∑
i fi(x)pi so we can express the DKL
(
f ||fˆ
)
as
DKL
(
f ||fˆ
)
=
∫ ∑
i
fi(x)pi log
(
f(x)
fˆ(x)
)
dx
=
∫ ∑
i
fi(x)pi log
(
pˆi(x)pi
pi(x)pˆi
)
dx
=
∫ ∑
i
fi(x)pi
[
log
(
pˆi(x)
pi(x)
)
+ log
(
pi
pˆi
)]
dx
=
∫ ∑
i
fi(x)pi log
(
pˆi(x)
pi(x)
)
dx+
∫ ∑
i
fi(x)pi log
(
pi
pˆi
)
dx.
The second term is just DKL (p||pˆ) because
∫ ∑
i
fi(x)pi log
(
pi
pˆi
)
dx =
∑
i
pi log
(
pi
pˆi
)∫
fi(x)dx =
∑
i
pi log
(
pi
pˆi
)
.
To handle the first term, recall that fi(x)pi = pi(x)f(x) so we have
∫ ∑
i
fi(x)pi log
(
pˆi(x)
pi(x)
)
dx =
∫ ∑
i
pi(x)f(x) log
(
pˆi(x)
pi(x)
)
dx
=
∫
f(x)
∑
i
pi(x) log
(
pˆi(x)
pi(x)
)
dx
= −
∫
f(x)DKL (p(X)||pˆ(X)) dx
The integral on the last line is always nonnegative because DKL ≥ 0 and we are integrating
the product of nonnegative functions. Therefore, the last line is negative and the result is
proved.
What the above result tells us is not only that we will do better under log loss with corrected
probabilities but by exactly how much. To understand this result better, it helps to think
about extreme cases when the difference is as large or as small as possible. These occur when
the classes are either perfectly separable or the covariates give no information at all. In the
former case, we have DKL (p||pˆ) = DKL
(
f ||fˆ
)
because knowing X uniquely identifies the
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class label and prior class probabilities should have no bearing on our classification. On the
other hand if fi(X) is the same for all i, then the class probabilities are all we have to go
on and DKL
(
f ||fˆ
)
= 0. In this case, any differences in classification will be entirely due to
differences in the base rate so the distance between the training and test class probabilities
is all that matters.
Unfortunately, the above proposition one of those things that is nice to know but that we
usually won’t be able to compute explicitly. Intuitively, it is the average of the divergence
between corrected and uncorrected probability estimates over the possible out of sample
values of X. In practice, the marginal density of X is often complicated and difficult to
estimate. But it’s still nice to know!
5.4.3. Simulations
Here we attempt to better understand the effects adjusting probability estimates can have
on classifier output when marginal probabilities vary from sample to sample. To that end,
we generate the sequence of labels (Yn) from a VLMC generated by running the VLMC
fitting algorithm on the sleep stages of mice from the same data we use in chapter 4. Such
a structure on such data was chosen because the resulting trees have a complex structure
of a few hundred leaves and thus can easily produce substantial variability in the sequences
generated from simulation to simulation. In order to better understand applications of the
method beyond theory we consider misclassification loss as well as log loss and use logis-
tic regression as well as random forests as base classifiers. Random forests are especially
interesting in this regard because they are known to often do well with respect to mis-
classification but produce poor conditional class probabilities in the absence of calibration
[41, 8]. The distinction between these two methods will help understand how much or little
correction can help depending on the quality of the original conditional class probability
estimates.
In addition to considering multiple loss functions and classifiers, the simulations are designed
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to illuminate performance gains of marginal probability correction as a function of how
much test sets vary from the marginal class probabilities and as a function of how noisy
the covariates are. To this end the covariates were generated so that X|Y ∼ N (µY , σI)
where I is the identity matrix, σ ∈ {0.02, 0.1, 0.5, 1, 4} and µN = (0, 0), µW = (1, 0.5),
µR = (0.2,−0.1). For each level of σ we construct 2000 training sets of size 10000 and for
each training set, we simulate 400 test sets of size 3000. While a reasonably large test set
size, this still ensures substantial variability in the marginal class probabilities in the test
sets as can be seen in figure 30, which provides a ternary plot showing a number of sample
marginal class distributions.
The reason for using many test sets per training set is that in the end we want to assess
performance as a function of the training set distribution on unknown test sets. There is,
naturally, variability in the performance of both our base classifiers and corrected output,
and the effectiveness of correction may depend on which two we are looking yet. So, we
need to ensure that our assessment is based on how much correction helps in aggregate for
a given test set.
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Figure 30: Ternary plot of the true marginal class probabilities in the simulation along with
those of 100 sample paths of length 3000.
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Results
To assess the performance of the method as a function of test set variability, the x axis
in our comparison plots are the proportion of the state w in the test set, put into 100
bins. For each bin, we consider the sum and difference of log loss (figures 31 and 32) for
corrected and uncorrected conditional class probabilities as well as the sum and difference
of the misclassification loss (figures 34 and 35). We also provide plots of the raw loss for
each method to get another view of how the methods compare (figures 33, 36).
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Figure 31: Difference in classifier performance under log loss. Negative numbers indicate
corrected loss is lower than uncorrected. Notice that with a few points close to 0 in the
very low noise case, which is almost certainly a numerical artifact, the corrected estimates
perform better.
First, let’s consider the effect that marginal probability correction has on log loss in the
simulations. Consistent with the theory, and with a few seemingly numerical artifacts,
rescaling performs universally better. It is interesting that it does so even with random
forests which often produce notably poor conditional class probabilities. Further, note that
while the difference in log loss between methods grows faster as a function of P (w) for
noisier data the same does not appear to be true for the ratio, with the exception of low
noise simulations where the difference is effectively 0. This is also apparent from figure
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Figure 32: Ratio in classifier performance under log loss. Numbers less than 1 indicate
corrected loss is lower than uncorrected. Notice that with a few points close to 1 in the
very low noise case, which is almost certainly a numerical artifact, the corrected estimates
perform better.
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Figure 33: Log loss for corrected and uncorrected probabilities using logistic regression and
random forests. Notice that random forests is uniformly worse but that correction still helps
and that the loss as a function of P (w) is much less symmetric.
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33 where we see that asymmetry in the loss for random forests is masked by a roughly
symmetric difference and ratio for the two methods. We also point out that the flat-looking
loss curves for corrected probabilities in figure 33 do not seem to come from any sort of
mistake in the simulation, as inspection of the data reveals some variation in the numbers.
So it does seem that rescaling can, at least in some cases allow much more consistent
performance across test sets where the marginal distribution of class labels can vary.
Finally, we point out that marginal correction improves both methods by similar amounts,
which can be large in extreme cases, but still moderate and meaningful in cases where
the sample marginal distribution is not so far from the true marginals. In light of this, it
is perhaps reasonable to assume that, at least for classifiers that do not tend to produce
unreasonably extreme probability estimates, the gains from rescaling would be similar.
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Figure 34: Difference in classifier performance under misclassification loss. Negative num-
bers indicate corrected loss is lower than uncorrected. Several points close to 0 may be a
numerical artifact, or, in the case of random forests with high noise, be due to the overall
poor performance of the base classifier.
Next, consider misclassification loss where we have no theory yet to back us up. However,
just like with log loss, we see a relatively consistent performance increase from rescaling
conditional class probabilities. On the other hand, while the relationship between test set
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Figure 35: Ratio in classifier performance under misclassification loss. Numbers less than
1 indicate corrected loss is lower than uncorrected. The missing plots are due to 0 loss in
the very low noise case.
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Figure 36: Misclassification loss for corrected and uncorrected probabilities using logistic
regression and random forests. Notice that random forests is uniformly worse but that
correction still helps and that the loss as a function of P (w) is more symmetric than when
considering log loss.
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marginals and performance looks similar for low noise levels, for the highest amount of noise
we see what appears to be a qualitative difference. For random forests, it seems that the
benefits of knowing marginal probabilities is almost nonexistent for highly noisy covariates,
whereas logistic regression retains the benefits, albeit with them leveling off more quickly
than in the case of log loss. This indicates that improvements from correction are contingent
on the quality of the initial estimates.
Finally, we note that while the simulations study a particular type of data with particular
classifiers, we have strong reason to expect similar results in many other scenarios. Marginal
rescaling operates only on the probability estimates and the size of the benefit, at least on log
loss, is a function of the marginal and emission distributions that is not directly influenced
by the dimensionality of the data in either the number of covariates or class labels. This
provides ample reason to believe our results are generally applicable for diverse data.
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Chapter 6
Conclusion and Future Work
Our work thus far has achieved two main goals. First, we have increased our understanding
of the sequential learning framework both theoretically and empirically and extended it to
using Variable Length Markov Chains, which allow it to be used with fewer assumptions on
a larger more general set of problems. In addition to this extension, there is now a better
understanding of the workings of the method, both through proofs which provide intuition
for its empirical behavior by looking at edge cases, and through simulations which demon-
strate both strengths and weaknesses of the method. In these simulations we note that
sequential learning with VLMCs can provide a large benefit over nonsequential methods,
but that this cannot overcome poor initial estimates.
We have also applied this method to mouse sleep data and shown that it performs at least
as well and often better than a method using a sequential model specifically chosen for this
data. This level of generality can, if a user desires, turn sequential learning into a “black
box” by building both the sequential and nonsequential parts of the model with little to no
human intervention.
Second, inspired by observations made studying sequential learning, we have developed a
general method to improve the probability estimates produced by classifiers when additional
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information about the marginal distribution is known. This method of marginal probability
reweighting has a simple, intuitive form and has been shown to generalize extant methods
used in similar problems. A related form of this method also was shown to resolve seem-
ingly incongruous results from the simulations that inspired it. Further, we have not only
demonstrated the value of the method of marginal probability reweighting in simulation but
we have provided a proof of the magnitude of improvement under log loss for any initial
probability estimates.
6.1. Future Work
We have noticed that, using sequential learning, all probability estimates tend to be pushed
toward 0 and 1 and yield uncalibrated estimates, even with fairly well calibrated initial, non-
sequential probabilities. A natural question to ask would be if we can create a calibrated
form of sequential learning. This would be done either with a modification of the current
algorithm or using additional data to move from a two-step to a three-step procedure that
uses more data to calibrate the output. However, in doing this it will be important to un-
derstand the relationship between calibration and incorporating the sequential information,
as we have seen that with a sequential model the additional information provided does yield
true probabilities closer to the edges.
On the application side, we see that in practice sequential methods have both benefits and
drawbacks. A particular area for improvement is that they all seem to yield longer blocks of
a given state than would be observed in the data — “smoothing” indeed, but not the kind
we want. Developing a method that can handle these short bout durations well, whether
by selectively choosing when to smooth over parts of the series or using the sequential part
of the model in a more sophisticated way would potentially be of use. Another potential
solution that would be useful in general is the collection of better data that would yield
improved initial estimates. As we saw, sequential methods are highly depending on the
probability estimates they start from, and low resolution video using crude features yields a
very noisy signal. Improved video data will give sequential methods a better starting point,
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or, as has been hinted from the performance on two state data, could eliminate the need
for it entirely.
Finally, there is still work to be done on the marginal probability reweighting method.
While we have a proof for its benefits under log loss, we are left to ask if similar results
can be proved for other loss functions. At present, the best guess is that such results will
require additional constraints of special versions of the method and that reweighting may
not guarantee universal improvement in all situations. This, too, would be interesting to
understand.
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