I. Introduction
B lood flow velocity estimation in ultrasound systems is usually performed by repeating a number N t of focused emissions along the same direction at the pulse repetition frequency f prf . The received signal is sampled along the beam direction at a temporal sampling frequency of f s , corresponding to a spatial sampling frequency of 2f s /c. A data matrix s(z, t) can then be formed with N z depth samples and N t pulse repetition samples, also known as slow-time samples.
Numerous estimators have been proposed for finding the axial velocity component from this data matrix. Kasai et al. [1] proposed the autocorrelation estimator, where the average phase shift along pulse repetitions is found. This phase shift scales with the axial velocity. Bonnefous and Pesque proposed a cross-correlation estimator [2] , where the consecutive columns of s(z, t) are cross-correlated to find the spatial shift. This spatial shift relates to the axial velocity through the pulse repetition interval T prf = 1/f prf . Ferrara and Algazi [3] , [4] proposed a maximum likelihood estimator, essentially using both the envelope information and the phase information in the estimator.
Wilson [5] and Torp and Kristoffersen [6] proposed to find the axial velocity component through the 2-D Fourier transform of the matrix s(z, t). If only a single velocity is present within the observation window, the 2-D power spectrum will peak along a line in the spectral domain. This line was denoted an iso-velocity line in [6] . The axial velocity can be estimated by finding the slope of this line [5] . Allam et al. [7] , [8] proposed a frequency re-sampling method in the 2-D Fourier space that projects the wideband Fourier components along the iso-velocity lines to multiple narrow-band signals at the same center frequency. Hereby, high-resolution spectral estimators such as minimum variance (Capon) and MUSIC [9] can be used for finding the axial velocity component. Numerous authors have extended these estimators to search for both the axial and the lateral velocity component. Fox [10] proposed using 2 crossing tilted beams and finding the velocity along each beam. From these, the axial and lateral components could be found locally. Munk and Jensen [11] - [13] proposed a method for estimating both velocity vectors by creating a lateral oscillation through manipulation of the receive apodization. An extension of the autocorrelation estimator was derived for finding the velocity components [13] . A similar method entitled spatial quadrature was proposed by Anderson [14] . Trahey et al. [15] proposed a 2-D cross-correlation method, also known as speckle tracking, for finding the axial and lateral velocity components. In 1993, Wilson and Gill extended the Fourier domain axial velocity estimator of [5] to find both the axial and the lateral velocity components [16] . By sampling a region both axially and laterally over several repetitions, a 3-D signal matrix s(x, z, t) can be created. It was shown in [16] that, for a single velocity, the 3-D power spectrum of s(x, z, t) will be concentrated along a plane in the 3-D Fourier space. An estimator was derived in [16] , finding the axial and lateral velocity components from speckle projection of the data. This was shown to correspond to finding the 2 velocity components from 2 planar slices of the 3-D Fourier space.
The purpose of this paper is to extend the study by Wilson and Gill [5] , [16] by deriving 2 new estimators for finding the axial and lateral velocity components in the 3-D power spectral domain. The theoretical foundation for this work is shortly reviewed in Section II, while Section III presents the new velocity estimators. The 2 velocity components are estimated by summing the power spectrum along the iso-velocity plane corresponding to all combinations of the possible lateral and axial velocity components (v x , v z ) within a set covering all plausible values and choosing the combination that yields the maximum sum. The first estimator finds the power spectral components through a Fourier transform, while the second uses a minimum variance approach [17] .
It is shown in Section II that the power spectral components are limited not only by the iso-velocity plane, but also by the emitted waveform in one dimension and the transmit and receive apodization in another. As will become clear in Section II, this causes the sought plane to "balance" on 2 clouds when using a normal apodization. Alternatively, the receive apodization can be manipulated, as has previously been used by Munk and Jensen [11] - [13] and by Anderson [14] for 2-D vector velocity estimators. Hereby an oscillation along the lateral direction of the point spread function is created, and the plane will "balance" on 4 clouds. Section IV describes how this oscillation is created, and Section V presents a simulation of the point spread function when the lateral oscillation is created. Section VI presents several measurements performed in a flow rig phantom, comparing the performance of the proposed estimators when using the lateral oscillation or a normal apodization. An in vivo example from the common carotid of a healthy male volunteer is presented in Section VII, while concluding remarks are given in Section VIII.
II. 3-D Fourier Transform of Ultrasonic Data
Most ultrasonic velocity estimation systems do numerous transmissions along the same direction, and a data matrix s(z, t) can be formed, where z denotes depth and t slow time. Normally both variables are discrete.
Wilson showed [5] that if the flow has constant velocity within the limits of z, the 2-D fast Fourier transform S(ζ, f d ) of s(z, t) will be concentrated along a line in the 2-D plane spanned by the spatial frequency ζ and the temporal frequency f d , and that the slope of this line is proportional to the flow velocity.
Assuming we could sample within a plane instead of just a line, a 3-D data matrix s(x, z, t) could be constructed, where x is lateral position, z is depth, and t is slow-time. Let us first assume the data are continuous in all dimensions and the observation time and space are infinitely long. The 3-D Fourier transform of this matrix is given by
where χ is the spatial frequency along the lateral direction, ζ is the spatial frequency along the axial direction, and f d is the slow-time frequency commonly known as the Doppler frequency. Considering, as in [16] , a constant velocity movement within the axial-lateral plane and disregarding the change in spatial impulse response, the 3-D data matrix s(x, z, t) can be approximated by a 2-D function s 0 (x, z) moving within the plane with axial velocity v z and lateral veloc-
The 3-D Fourier transform of s(x, z, t), as given in (1), is then calculated as
where
This function is zero except for a plane intersecting the origo, corresponding to the findings in [18] . This plane in the 3-D Fourier space spanned by (χ, ζ, f d ) satisfies
The 2-D spectrum S 0 (χ, ζ) is assumed separable, so that locally
where S z (ζ) is the spectrum of the emitted signal, peaking at ζ = ±2f 0 /c, where f 0 is the temporal center frequency of the emitted pulse, and S x (χ) is the lateral spatial spectrum. This spectrum is the Fourier transform of the aperture smoothing function W ( k)
Assuming a linear array of 2M + 1 omnidirectional point sources, equally spaced at distance d, the aperture smoothing function in the focus point is given by [17] 
Here w(m) is the apodization at the mth transducer element and
and α is the angle from the aperture center axis to the point (x, z), r is the distance from the aperture center to (x, z), and the approximation r ≈ z is made assuming a small angle α. The lateral spectrum S x (χ) can now be approximated by
According to (9) , the lateral spatial spectrum S x (χ) will approximately be a scaled version of the apodization function w(m), where the lateral spatial frequency axis scales with depth z. According to the Nyquist sampling theorem, the lateral sampling at a certain depth z must therefore obey
where ∆x is the lateral sampling interval. The assumptions of continuous data and infinitely long observation time and space made in deriving (3) are of course not satisfied in ultrasonic velocity estimation. Neither is the assumption of a constant velocity over the observation time and space. By limiting the observation space both laterally and axially by windowing the signal, a spectral broadening will occur in these dimensions and side-lobes will appear. The same goes for the limited observation time. Nevertheless, the 3-D spectral content of a constant velocity within the observation window will be concentrated along the plane indicated by (4) .
The sampling along space and time will result in spectral repetitions at all multiples of the sampling frequency. The spatial sampling can relatively easily be set to avoid aliasing, while aliasing might occur along the temporal direction at high velocities. Aliasing in the 3-D power spectral domain will occur when f d in (4) exceeds f prf /2. Nevertheless, the estimators derived in the proceeding section are cyclic in nature, and aliasing in the temporal direction is not expected to cause difficulties.
III. 2-D Vector Velocity Estimator
In [5] , [6] , the axial velocity was estimated by summing the 2-D power spectrum (spanned by the axial frequency and the slow-time frequency) along iso-velocity lines and choosing the velocity corresponding to the largest sum.
In the vector velocity estimation case, both the axial and lateral velocities are sought and, according to (3), a constant velocity will give rise to nonzero values along a plane in the 3-D power spectral space. This indicates that the axial and lateral velocity components can be estimated by finding the plane satisfying (4), over which the sum of power spectral components is largest. The velocity components will then correspond to the angles with which the plane is tilted in the 3-D power spectral space. Two estimators for finding the spectral components along this plane are given. The first, given in Section III-A, uses the periodogram (the magnitude squared of the Fourier coefficients), while the second, given in Section III-B, uses a minimum variance spectral estimator.
A. Periodogram Estimator
By assuming the velocity components v x and v z given, the Fourier components at the plane corresponding to these velocities are given by
which is found by inserting (4) into (1). The total power along this plane is found by integrating the magnitude squared of (11) over all spatial frequencies χ and ζ
Because data are sampled both spatially and temporally, the integrals become sums and the problem can be solved in matrix form. By ordering the 3-D signal matrix in a column vector s of length N x N z N t and defining the column vector
for spatial frequencies χ i and ζ i , we have
where (·) H denotes the complex conjugate transpose. By making a e i vector for all I permutations of the spatial frequencies, the total power along the plane given by velocities v x and v z is then found by
In case the covariance matrix of the data R = E{ss H } is known, where E{·} denotes the expectation value, the power spectral estimate of (15) can be found by
Estimation of the covariance matrix is considered in Section III-B. The axial and lateral velocity estimates are sought within a chosen set of velocities, covering the range of plausible values. The calculation in (16) is performed for all combinations of v x and v z within this set, and the velocity components is estimated as the velocities yielding the highest power along the plane
These discrete estimates can be further refined by interpolation of the P (v x , v z ) function.
B. Minimum Variance Estimator
The periodogram estimator suffers from poor spectral resolution when the observation window is limited [7] , as is the case here. If the signal covariance matrix R is known, the power spectral component at lateral frequency χ i and axial frequency ζ i on the plane given by v x and v z can be found by a minimum variance estimator [17] 
where the covariance matrix is given by
E{·} denotes the expectation value and {·} −1 denotes the matrix inverse. Again, the estimates along the plane are summed to find the total power on the plane given by v x and v z . This can be found by
Because the data covariance matrix is not known, an estimate must be found. This can be done by dividing the data cube s(
This is essentially a 3-D form of subarray averaging used in some adaptive beamformers [9] . By organizing each data subcube in a column vector s mx,mz,mt , where mx, mz, and mt are indexes to the first subcube element, the covariance matrix of size To ensure full rank ofR needed for finding the inverse, the inequality (
The sum along the plane in the power spectral domain can then be found from (20) by creating the vectors e i according to the new data dimensions and using the estimated covariance matrixR. Again, the lateral and axial velocity estimates are found by choosing the velocities yielding the highest total power
IV. Measurement Setup
The estimators derived in Section III search for the plane in the 3-D Fourier domain where the power is largest. From (3) and (5) it is apparent that both the spectral support of the emitted waveform and the apodization through (9) will limit the power spectral components along the plane. By using a rectangular or windowed apodization, the lateral spectrum S x (χ) will be centered at χ = 0. This means that only 2 clouds centered at (χ, ζ) = (0, 2f 0 /c) and (0, −2f 0 /c) will define the plane.
On the other hand, by using the receive apodization shown in Fig. 2 (bottom) , 4 clouds will define the plane through (5) and (3). Manipulation of the apodization function in this way has previously been used by Munk and Jensen [11] - [13] and by Anderson [14] using a different estimation scheme. As shown in [12] , using an apodization function similar to the one in Fig. 2 will create a lateral oscillation of the point spread function. In [13] , normally focused beams were emitted, while the receive apodization was 2 separated sinc functions. Other receive apodization functions, such as 2 Hanning functions, 2 Hamming functions, 2 Blackman functions, and 2 Gaussian functions have been tried [19] . The estimator derived in [13] is a narrow-band estimator, therefore, a trade-off between the bandwidth and the signal-to-noise ratio (SNR) existed, because using fewer elements for reception lowers the SNR. This trade-off is considered in [19] . According to (3) and (5), the plane in the 3-D Fourier space will be limited by the lateral and axial spectral support, S x (χ) and S z (ζ). The performance of the estimators derived in Section III will therefore be expected to increase as the bandwidth of S x (χ) and S z (ζ) is increased, essentially revealing more of the iso-velocity plane. A broadband pulse is therefore emitted so that S z (ζ) is only limited by the transfer function of the transducer and measurement system. Likewise, the lateral bandwidth is increased by increasing the width of the 2 separated receive apodization functions, further ensuring good lateral resolution.
The transmit and receive apodizations used in the measurements are shown in Fig. 2 
The narrow transmit apodization consisting of a 16-element Hamming window is used to ensure a broad focus, enabling the simultaneous sampling of multiple parallel lines used in the estimator. At every emission, N x = 7 parallel lines around the center of emission is beamformed at inter-line distance ∆x = 200 µm using delayand-sum beamforming [17] . The lines are beamformed at f s = 20 MHz, corresponding to an axial sampling interval 
V. Simulation
A simulation was performed using the Field II simulation program [20] , [21] . A single stationary scatterer was placed directly below the transducer at depth z = 20 mm and a single emission was performed from the center of the transducer using the transmit apodization given in Fig. 2 . The data were beamformed using delay and sum beamforming with dynamic receive focus and using the 2 Hamming receive apodizations shown in Fig. 2 . The parameters were set according to Table I . Fig. 3 . Simulation. The top plot shows the envelope detected and logarithmic compressed point spread function beamformed from one emission using the apodization shown in Fig. 2 . The middle plot shows a slice through the point spread function at depth z = 20 mm before envelope detection. The plot is shown on a linear scale. The bottom plot shows the Fourier transform of the middle plot yielding the lateral spatial spectrum Sx(χ) on a linear scale (solid). The bottom plot also shows the expected lateral spatial spectrum found by convolving the transmit and receive apodization and scaling according to (9) .
The top plot of Fig. 3 shows the beamformed, envelopedetected, and logarithmic-compressed image of the single point on a 60 dB scale. The far side-lobes are around −50 dB. The middle plot of Fig. 3 shows a slice through the point spread function at z = 20 mm, before envelope detection and logarithmic compression. It shows a short oscillating pulse as would be expected [11] - [14] . The bottom plot of Fig. 3 shows the Fourier transform of the lateral slice (solid line), which gives the lateral spectrum S x (χ). The plot also shows the convolution of the transmit and receive apodization functions of Fig. 2 scaled according to (9) .
A slight mismatch between the simulation and the theoretical lateral spectrum is revealed from the plot. The simulated spectrum peaks around χ = 700 m −1 , while a peak is expected around χ = 800 m −1 . There are multiple potential reasons for this mismatch. First, (9) is derived assuming omnidirectional point sources, and the directivity of the individual transducer elements is not included. This directivity will effectively lower the apodization of the outermost transducer elements and therefore slightly lower the center frequency. Second, the assumption of separability made in (5) is quite a crude assumption because, as was shown in [16] , the lateral spatial spectrum does in fact depend on the axial spatial spectrum. Third, because multiple receive lines are beamformed from the same transmission, the transmitted field will not be homogeneous across the region of interest and this might also affect the lateral spectrum. Still, the simulated and the theoretical spectra show large resemblance. 
VI. Phantom Measurements
A series of measurements was performed in a flow-rig phantom. A blood mimicking fluid was circulated at a constant velocity through a tube submerged in a water tank. A linear array transducer was fixed above the tube at a controlled angle. Three measurements were made with angles of θ = 60
• , 75
• , and 90
• (transverse flow) between the transducer axis and the flow direction. The data were collected using our RASMUS experimental ultrasound scanner [22] . The parameters for the measurements are given by Table I .
The data were beamformed both using the double Hamming receive apodization as described in Section IV and using a normal rectangular receive apodization. The beamformed data were clutter filtered by subtracting the temporal average at each spatial position, given by
from the data cube. The clutter filtered data matrix will then be
This essentially removes the power spectral components at a band around f d = 0, corresponding to the slice of the 3-D Fourier space where components corresponding to very low velocities through (3) are concentrated. Fig. 4 shows slices of the 3-D power spectrum at the axial center frequency ζ = 2f 0 /c when using the double Hamming receive apodization. The left plot is for the θ = 90
• experiment, and the right plot is for the θ = 60
• experiment. In both plots, a white line indicating the intersection with the plane expected from (4) is also shown. Note that for θ = 60
• , the intersection of the plane and χ = 0 is shifted according to f d = −2v z f 0 /c, and that the slopes are different in the 2 plots due to the different lateral velocity components. Note also how the lateral spectral content resembles the apodization, as also seen in Fig. 2 .
The 2 estimators derived in Section III were applied to the clutter-filtered data. N rep = 18 repetitions were made, creating 18 independent velocity profiles through the tube at each beam-to-flow angle. The average velocity profile over the N rep repetitions was found
wherev i (z) is the ith velocity profile at a certain beamto-flow angle and using a certain estimator. Furthermore, the standard deviation profile was found by
The flow was assumed to be laminar with a parabolic flow profile, and the expected velocity profile is therefore given by
where z 0 is the depth of the vessel center. Fig. 5 through Fig. 7 give the results of the phantom measurements when using the double Hamming receive apodization. The figures are organized as follows. The top left plot shows the lateral velocity estimates using the periodogram estimator from Section III-A, while the top right plot shows the axial velocity estimates using the periodogram estimator.
The bottom left plot shows the lateral velocity estimates using the minimum variance estimator from Section III-B, while the bottom right plot shows the axial velocity estimates using the minimum variance estimator. In every plot the average velocity profile v(z) is shown (solid, thin line), the average profile is ±3 times the standard deviation v(z) ± 3std(z) (dashed lines) and the expected profile from (29) (solid, thick line). Fig. 5 through Fig. 7 reveal a better performance in estimating the axial velocity component (right column) than in estimating the lateral velocity component (left column). Furthermore, there seems to be a tendency that Results given in % of peak velocity v 0 = 10 cm/s. Results are given for both the periodogram estimator (PER) and the minimum variance estimator (MV), and using both the double hamming (DH) and rectangular (RECT) receive apodization.
both estimators perform better as the beam-to-flow angle approaches θ = 90
• . To compare the estimators across the 3 beam-to-flow angles, 2 performance measures are defined. The first is the average standard deviation (ASD) defined as
where k min is the first estimate within the tube, k max is the last estimate within the tube, and ∆z = 0.5 mm is the axial distance between the velocity estimates; v 0 = 10 cm/s is the peak velocity of the flow. The second performance measure is the average bias (AB) defined as
where v exp (z) = v x (z) or v z (z) is the expected profile. Table II summarizes the performance measures for all 3 beam-to-flow angles, both receive apodization methods, and both velocity estimators. The results from Table II have been plotted in Fig. 8 . The top left plot shows the ASD of (30) for the lateral velocity estimates as a function of beam-to-flow angle. The results for the periodogram estimator using the double Hamming receive apodization is marked by circles (•), while the results using the minimum variance estimator and the double Hamming apodization is marked by stars ( ). Likewise, the results for the periodogram estimator using the rectangular receive apodization is marked by (+) and the results from the minimum variance estimator using the rectangular apodization is marked by (x). The top right plot of Fig. 8 shows the ASD of the axial velocity estimates. The bottom left plot shows the AB of (31) for the lateral velocity estimates, while the bottom right plot shows the AB of the axial velocity estimates.
From Fig. 8 it becomes clear that the axial velocity estimates show both lower standard deviation and lower bias than the lateral velocity estimates. The difference is on the order of a magnitude. Also, both the standard deviation and the bias drops as the beam-to-flow angle approaches 90
• (transverse flow). The only exception is the ASD of the axial velocity estimates (top right plot of Fig. 8 ) at 90
• using the minimum variance estimator and the double Hamming receive apodization, which is higher than that at 75
• . Referring to the bottom left plot of Fig. 7 , the increased standard deviation in this particular case comes from the outermost part of the tube, where the flow is very low. This increase in performance of a lateral velocity estimator as the flow angle approaches 90
• can have many explanations. One could be that the rectangular area of interest (1.2 mm times 1.2 mm) encloses a broader distribution of velocities at say 60
• beam-to-flow angle than at 90
• .
Comparing the 2 estimators in Fig. 8 , the ASD does not differ significantly (top row of Fig. 8) , except for the θ = 90
• experiment, where the periodogram estimator experiences a lower ASD than the minimum variance estimator. Nevertheless, the average bias of the lateral velocity estimates (bottom left) is much larger for the periodogram estimator, than for the minimum variance estimator. None of the 2 estimators from Section III, therefore, outperform the other, because the performance is dependent on the measurement situation and the performance measure chosen.
Likewise, the estimator performance can be compared for the 2 different apodization methods, using either a double Hamming receive apodization as described in Section IV or a rectangular receive apodization. The ASD and AB of the lateral velocity estimates (top and bottom left of Fig. 8 ) are almost unaffected by the receive apodization used. For the axial velocity estimates (right side of Fig. 8 ), difference in performance is seen only for the minimum variance estimator, where the rectangular apodization gives a slightly higher ASD (top right of Fig. 8 ) than the double Hamming apodization. In conclusion, the slightly more complex double Hamming receive apodization seems to offer no significant gain in estimator performance, at least for these phantom measurements, and a rectangular receive apodization might as well be used.
VII. In Vivo Measurement
An in vivo measurement has been performed using the proposed method. The common carotid artery of a healthy 32-year-old male volunteer was scanned for 3 s using our RASMUS experimental ultrasound scanner [22] and the same linear array transducer as for the phantom measurements. The parameters were the same as in Table I , except the pulse repetition frequency was set at f prf = 6 kHz. The vector velocities were estimated from 32 repeated emissions along 17 different lines, 1.2 mm apart. Along each line, the vector velocity was estimated at every 0.5 mm in depth. A B-mode image was created from the same data, using a single Hamming window as receive apodization. From the vector velocity estimates, the velocity magnitude |v| = v 2 x +v 2 z was found, and a color flow map (CFM) was created showing both the B-mode image at 40 dB dynamic range (black and white) and the velocity magnitude from 0 to 1.2 m/s (color). A CFM from the diastolic period is shown in Fig. 9 . The left part of Fig. 9 shows the CFM created using the periodogram estimator from Section III-A, while the right plot of Fig. 9 shows the CFM using the minimum variance estimator from Section III-B. Note that no post processing of the velocity estimates has been performed. Fig. 9 confirms the tendency from the phantom measurements. A few false estimates are seen using the minimum variance estimator, corresponding to an increased standard deviation. Fig. 10 shows a CFM of the common carotid artery during systole. The estimated velocities Fig. 9 . Color flow map of the common carotid artery of a healthy male volunteer during diastole. The left part shows the magnitude of the velocity estimates found using the periodogram estimator, while the right part shows that using the minimum variance estimator. Fig. 10 . Color flow map of the common carotid artery of a healthy male volunteer during systole. The left part shows the magnitude of the velocity estimates found using the periodogram estimator, while the right part shows that using the minimum variance estimator.
now peak around 1.1 m/s. In the left part of the common carotid, a few high-velocity estimates are missing, especially using the periodogram estimator. Nevertheless, both estimators seem to perform well at a large velocity range under in vivo conditions.
VIII. Conclusion
When data are sampled in a rectangular spatial window over time, a single velocity component is concentrated along a plane in the 3-D power spectrum spanned by lateral, axial, and temporal frequencies. The plane will be tilted according to the lateral and axial velocity compo-nents. In this paper, 2 estimators were derived for finding the 2 velocity components, the first based on the periodogram and the second on minimum variance.
Both estimators were tested on measured phantom data for beam-to-flow angles of 60
• . The axial velocity estimates showed a standard deviation and bias an order of magnitude below that of the lateral velocity estimates, and the performance of the vector velocity estimators was increased as the beam-to-flow angle approached 90
• , while the 2 estimators performed almost equally well. The estimator performance was compared using 2 different receive apodization schemes, a double Hamming apodization and a rectangular apodization. No significant difference in performance was seen for the 2 schemes, suggesting that the slightly simpler rectangular apodization would be preferred.
An in vivo transverse scan of the common carotid artery was performed, showing the potential of the method under in vivo conditions.
