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Judicious partitions of directed graphs
Choongbum Lee ∗ Po-Shen Loh † Benny Sudakov ‡
Abstract
The area of judicious partitioning considers the general family of partitioning problems in
which one seeks to optimize several parameters simultaneously, and these problems have been
widely studied in various combinatorial contexts. In this paper, we study essentially the most
fundamental judicious partitioning problem for directed graphs, which naturally extends the clas-
sical Max Cut problem to this setting: we seek bipartitions in which many edges cross in each
direction. It is easy to see that a minimum outdegree condition is required in order for the problem
to be nontrivial, and we prove that every directed graph with m edges and minimum outdegree
at least two admits a bipartition in which at least (1
6
+ o(1))m edges cross in each direction. We
also prove that if the minimum outdegree is at least three, then the constant can be increased to
1
5
. If the minimum outdegree tends to infinity with n, then the constant increases to 1
4
. All of
these constants are best-possible, and provide asymptotic answers to a question of Alex Scott.
1 Introduction
Partitioning problems have a long history in mathematics and theoretical computer science. One
famous example is Max Cut, which seeks a bipartition of a given graph which maximizes the number
of edges which cross between the two sides. This is a fundamental problem, and has been the subject
of much investigation (see, e.g., [11, 12, 14, 22] and their references). Computing the exact solution
can be quite difficult, since the Max Cut problem is known to be NP-complete. Still, it is possible
to obtain some estimates on the size of the Max Cut in terms of the number of edges of the graph.
A folklore bound (which comes from a simple and efficient algorithm) asserts that every graph with
m edges has
Max Cut ≥
m
2
.
This immediately gives a 0.5-approximation algorithm, because no cut can have size greater than
the total number of edges m. The current best known approximation ratio of 0.87856 is given by the
celebrated algorithm of Goemans and Williamson [12], which is based on an ingenious application of
semi-definite programming. From a purely combinatorial perspective, it is of interest to determine
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best-possible bounds for parameters of optimal partitions. Edwards [8] improved on the folklore
bound and proved that
Max Cut ≥
⌈
m
2
+
√
m
8
+
1
64
−
1
8
⌉
,
which is tight, e.g., for complete graphs.
Empowered by the growth of probabilistic techniques, a new class of judicious partitioning results
has emerged. In these problems, one simultaneously optimizes several properties, in contrast to the
classical problems such as Max Cut where one attempts to optimize a single parameter. A classic
result in this area is a theorem of Bolloba´s and Scott [4] which asserts that every m-edge graph has
a bipartition V = V1 ∪ V2 of its vertex set in which
e(V1, V2) ≥
⌈
m
2
+
√
m
8
+
1
64
−
1
8
⌉
and
max{e(V1), e(V2)} ≤
m
4
+
√
m
32
+
1
256
−
1
16
.
Note that their result simultaneously optimizes three parameters: the number of edges across the
partition (matching the Edwards bound), and the number of edges inside each Vi. We direct the
interested reader to any of [1, 2, 3, 5, 7, 13, 16, 17, 18, 19] (by no means a comprehensive list), or to
either of the surveys [6, 21] for more background on the judicious partitioning literature.
In this paper we study essentially the most fundamental judicious partitioning problem for di-
rected graphs. A directed graph is a pair (V,E) where V is a set of vertices, and E is a set of distinct
edges −→uv, where u 6= v. We disallow loops and multiple edges, but do allow both −→uv and −→vu to be
present. In this context, any cut V = V1 ∪ V2 is most naturally associated with two parameters:
the number of edges from V1 to V2, and the number of edges from V2 to V1. Thus, in contrast to
undirected graphs, where Max Cut only needs to optimize a single parameter (the total number of
crossing edges), in directed graphs one can measure the size of a cut in each direction. Therefore,
in the judicious analogue of the Max Cut problem for directed graphs, one seeks a bipartition which
has many edges crossing in both directions.
Although it is easy to guarantee a partition with at least 1/4 of the edges in a single direction,
one immediately notices that the problem as stated above has the following issue. If the digraph is
a star with all edges oriented from a central vertex, then regardless of the bipartition, one direction
would always have zero edges. This is similar to the issue which arose in the judicious bisection
problem in graphs (see [17]), and in both cases, it can be resolved by imposing a minimum-degree
condition. The following natural question appears in the survey of Scott [21].
Problem. Let d be a positive integer. What is the maximum constant cd such that every m-edge
directed graph of minimum outdegree at least d admits a bipartition V = V1 ∪ V2 of its vertex set in
which
min{e(V1, V2), e(V2, V1)} ≥ cd ·m?
For d = 1, consider the graph K1,n−1 and add a single edge inside the part of size n − 1. This
graph can be oriented so that the minimum outdegree is 1 and min{e(V1, V2), e(V2, V1)} ≤ 1 for every
partition V = V1 ∪ V2. This is because we have a cyclically oriented triangle, with lots of edges all
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pointing in to one of the vertices of that triangle. Then all of those edges will only contribute to
e(V1, V2) or e(V2, V1), depending on whether the apex is in V2 or V1, respectively. Altogether, the
other edges will only contribute a total of at most one edge back in the other direction. Hence we
see that c1 = 0.
For d ≥ 2, first orient the edges of the complete graph K2d−1 along an Eulerian circuit. In this
way we obtain a directed graph with 2d − 1 vertices, and all outdegrees equal to d − 1. Moreover,
in every bipartition of its vertex set, the number of edges crossing in each direction is exactly the
same (this is easily seen by following the Eulerian circuit). Hence in every bipartition of its vertex
set, the maximum number of edges in any direction is at most d(d−1)2 . Now consider the directed
graph where we take k vertex disjoint copies of K2d−1 oriented as above, and a single vertex disjoint
copy of K2d+1 oriented in a similar manner. Fix a vertex v0 of K2d+1, and add edges so that all the
vertices belonging to the copies of K2d−1 are in-neighbors of v0. This graph has minimum outdegree
d, and its number of edges is
m = k(d− 1)(2d − 1) + d(2d + 1) + k(2d− 1)
= kd(2d − 1) + d(2d + 1).
Moreover, for every partition V = V1 ∪ V2 of its vertex set with v0 ∈ V1, we have
e(V1,V2) ≤ k
d(d− 1)
2
+
d(d+ 1)
2
=
d− 1
2(2d − 1)
m+
d2
2d− 1
.
Hence this graph shows that cd ≤
d−1
2(2d−1) . Our main theorem asserts that for d = 2, 3 this bound is
asymptotically best possible.
Theorem 1.1. For d = 2, 3, every directed graph of minimum outdegree at least d admits a bipartition
V = V1 ∪ V2 of its vertex set for which
min{e(V1, V2), e(V2, V1)} ≥
(
d− 1
2(2d − 1)
+ o(1)
)
m.
Thus c2 =
1
6 + o(1) and c3 =
1
5 + o(1).
Based on the constructions above and Theorem 1.1 we make the following conjecture.
Conjecture 1.2. Let d be an integer satisfying d ≥ 4. Every directed graph of minimum outdegree
at least d admits a bipartition V = V1 ∪ V2 of its vertex set for which
min{e(V1, V2), e(V2, V1)} ≥
(
d− 1
2(2d − 1)
+ o(1)
)
m.
This paper is organized as follows. In Sections 2 and 3, we prove the core results which drive
the proof of our main theorem. We prove the d = 2 case of the main theorem in Section 4, and the
d = 3 case in Section 5. The final section contains some concluding remarks, with a discussion of
the obstacles that remain in the cases d ≥ 4.
Notation. Graphs G = (V,E) and directed graphs D = (V,E) are given by pairs of vertex sets and
edge sets. All of our objects will have no loops (endpoints of edges are distinct), and no multiple edges
(edges are all distinct), although directed graphs are permitted to have antiparallel pairs −→uv, −→vu. A
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directed graph is connected if the underlying undirected graph is connected. For an undirected graph
G = (V,E) and two vertex subsets X and Y , we let e(X,Y ) = |{xy : x ∈ X, y ∈ Y, xy ∈ E}|. For
a directed graph D = (V,E) and a vertex v, let d−(v) and d+(v) be the number of v’s in-neighbors
and out neighbors, respectively, and let d(v) = d−(v)+d+(v) be the total degree of v. Note that d(v)
can potentially be as high as 2(n − 1) because edges in both directions are permitted between each
pair. For two vertex subsets X and Y in a digraph, let e(X,Y ) = |{−→xy : x ∈ X, y ∈ Y,−→xy ∈ E}|. Let
e(X) = e(X,X). For a vertex set A, we let D[A] denote the induced subgraph of D on A. Since the
majority of our results are asymptotic in nature, we will implicitly ignore rounding effects whenever
these effects are of smaller order than our error terms. For two functions f(n) and g(n), we write
f(n) = o(g(n)) if limn→∞ f(n)/g(n) = 0. We often use subscripts such as ε3.1 to indicate that ε is
the constant coming from Theorem/Corollary/Lemma 3.1.
2 Basic probabilistic approach
A simple, yet powerful, method of obtaining an effective partition is to apply randomness, by inde-
pendently placing each vertex to each side with some specified probability. Even though this method
is not powerful enough to immediately solve our main problem, it serves as a useful starting point,
and in fact provides a sufficiently good partition for some range of the parameter space. In this
section, we develop this idea in a slightly more general form, keeping in mind later applications. The
following lemma estimates the number of edges across a random partition using the first and second
moment methods.
Lemma 2.1. Let D = (V,E) be a directed graph with m edges. Let 0 ≤ p ≤ 1 be a real number.
Suppose that we are also given a subset A ⊂ V , with partition A = A1 ∪ A2. Let B = V \ A and
consider a random bipartition B = B1 ∪ B2 obtained by independently placing each vertex of B in
B1 with probability p, and in B2 with probability 1− p. Let V1 = A1 ∪B1 and V2 = A2 ∪B2. Then
E[e(V1, V2)] = e(A1, A2) + (1− p) · e(A1, B) + p · e(B,A2) + p(1− p) · e(B) and
Var [e(V1, V2)] < 2m ·max
v∈B
d(v).
Proof. For each edge e = −→vw of the directed graph D, let 1e be the indicator random variable of the
event that the edge e becomes an edge from V1 to V2. We have
e(V1, V2) =
∑
e
1e.
Note that
E[1e] =


1 if v ∈ A1, w ∈ A2,
1− p if v ∈ A1, w ∈ B,
p if v ∈ B,w ∈ A2,
p(1− p) if v ∈ B,w ∈ B,
0 otherwise.
The claim on the expected value of e(V1, V2) immediately follows from linearity of expectation.
To estimate the variance of e(V1, V2), it suffices to focus on the edges e =
−→vw for which (v ∈
A1, w ∈ B), (v ∈ B,w ∈ A2), or (v,w ∈ B), as all other edges have constant contribution towards
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e(V1, V2). Let E1,2 be the set of such edges. We have
Var
[∑
e
1e
]
= Var

 ∑
e∈E1,2
1e

 = ∑
e∈E1,2
Var [1e] +
∑
e,e′∈E1,2,e 6=e′
Cov[1e,1e′ ].
For e ∈ E1,2, we have Var [1e] ≤ E[1e] ≤ 1. For the second term, we have Cov[1e,1e′ ] = 0 if e
and e′ do not share a vertex. If e, e′ ∈ E1,2 go between the same pair of endpoints, but in opposite
directions, then they can never simultaneously contribute to e(V1, V2), and hence Cov[1e,1e′ ] ≤ 0.
Furthermore, if e, e′ ∈ E1,2 share an endpoint in A but have distinct endpoints in B, then
Cov[1e,1e′ ] = E[1e1e′ ]− E[1e]E[1e′ ] = 0.
Hence the only positive contributions to Cov[1e,1e′ ] come when e and e
′ share a vertex in B. Since
Cov[1e,1e′ ] ≤ E[1e1e′ ] ≤ 1, we have∑
e,e′∈E1,2,e 6=e′
Cov[1e,1e′ ] ≤
∑
v∈B
d(v)(d(v) − 1)
≤
(∑
v∈B
d(v)
)(
max
v∈B
d(v)− 1
)
≤ 2m
(
max
v∈B
d(v) − 1
)
.
Thus
Var

 ∑
e∈E1,2
1e

 ≤

 ∑
e∈E1,2
1

+ 2m(max
v∈B
d(v)− 1
)
< 2m ·max
v∈B
d(v).
This implies the following lemma.
Lemma 2.2. Let D = (V,E) be a given directed graph with m edges. Let p be a real satisfying
p ∈ [0, 1], and ε be a positive real. Suppose that a subset A ⊂ V and its partition A = A1 ∪ A2 are
given, and let B = V \ A. Further suppose that maxv∈B d(v) ≤
ε2
4 m. Then there exists a partition
V1 ∪ V2 for which
e(V1, V2) ≥ e(A1, A2) + (1− p) · e(A1, B) + p · e(B,A2) + p(1− p) · e(B)− εm and
e(V2, V1) ≥ e(A2, A1) + p · e(A2, B) + (1− p) · e(B,A1) + p(1− p) · e(B)− εm.
Proof. Let V1 ∪ V2 be the partition obtained by placing each vertex in B independently in V1 or V2,
with probability p and 1− p, respectively. Let
m1,2 = e(A1, A2) + (1− p) · e(A1, B) + p · e(B,A2) + p(1− p) · e(B),
and
m2,1 = e(A2, A1) + p · e(A2, B) + (1− p) · e(B,A1) + p(1− p) · e(B).
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By Lemma 2.1 and Chebyshev’s inequality,
P
(
e(V1, V2) ≥ m1,2 − εm
)
≤
Var [e(V1, V2)]
ε2m2
<
2m ·max v∈Bd(v)
ε2m2
≤
(ε2/2)m2
ε2m2
=
1
2
.
Similarly, we have
P
(
e(V1, V2) ≥ m2,1 − εm
)
<
1
2
.
Hence there exists a partition V = V1∪V2 for which e(V1, V2) ≥ m1,2−εm and e(V2, V1) ≥ m2,1−εm
both hold.
The next statement is an immediate corollary of the lemma.
Proposition 2.3. For ε > 0, let D = (V,E) be an n-vertex directed graph with m edges, such that
all degrees are at most ε
2
4 m, or m ≥ 8ε
−2n. Then there exists a partition V1 ∪ V2 for which both
e(V1, V2) and e(V2, V1) are at least
(
1
4 − ε
)
m.
Note that m ≥ 8ε−2n implies that the maximum degree is at most ε
2
4 m, since all degrees of a
directed graph are at most 2n. Hence Proposition 2.3 indeed is an immediate corollary of the lemma
(where we take p = 12 and A1 = A2 = ∅).
3 Large bipartition
As noticed in [10, 20], the results that Edwards proved in [9] implicitly imply that connected graphs
with n vertices and m edges admit a bipartition of size at least
m
2
+
n− 1
4
.
In fact, for even integers n we have ⌈m2 +
n−1
4 ⌉ ≥
m
2 +
n
4 , and thus the above bound implies that a
graph with τ odd components admits a bipartition of size at least
m
2
+
n− τ
4
.
A bisection of a graph is a bipartition of its vertex set in which the number of vertices in the
two parts differ by at most one. In [17], we extended the bound above to bisections and proved that
every graph with n vertices, m edges, τ odd components, and maximum degree ∆ admits a bisection
of size at least
m
2
+
n−max{τ,∆ − 1}
4
.
We then developed a randomized algorithm which asymptotically achieves the bound above (and
some other estimates as well), based on the proof of this theorem. This algorithm turned out to be a
powerful new tool in obtaining a judicious bisection result. In this paper, we adjust the randomized
algorithm for directed graphs. The following theorem is one of the main tools of this paper.
Theorem 3.1. Given any real constants C, ε > 0, there exist γ, n0 > 0 for which the following holds.
Let D = (V,E) be a given directed graph with n ≥ n0 vertices and at most Cn edges, and let A ⊂ V
be a set of at most γn vertices which have already been partitioned into A1 ∪ A2. Let B = V \ A,
and suppose that every vertex in B has degree at most γn (with respect to the full D). Let τ be the
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number of odd components in D[B]. Then, there is a bipartition V = V1 ∪ V2 with A1 ⊂ V1 and
A2 ⊂ V2, such that both
e(V1, V2) ≥ e(A1, A2) +
e(A1, B) + e(B,A2)
2
+
e(B)
4
+
n− τ
8
− εn
e(V2, V1) ≥ e(A2, A1) +
e(B,A1) + e(A2, B)
2
+
e(B)
4
+
n− τ
8
− εn .
Informally, Theorem 3.1 asserts that if the number of edges and the maximum degree satisfy
certain conditions, then we can in fact obtain an additive term of n−τ8 over the expected number of
edges in a purely random bipartition. Consider the directed graphs given in Section 1 which achieve
the upper bound of Theorem 1.1. In the notation of Theorem 3.1, A is the set whose only element
is the vertex of degree n− 1, and B is the set of other vertices. Note that the induced subgraph on
B consists of components of odd size. These graphs are designed to maximize τ , and hence these
graphs will turn out to be the graphs which give the worst bound in Theorem 3.1. The proof of this
theorem is somewhat involved, although it is similar to the that of the corresponding theorem in
[17]. The rest of this section is devoted to its proof.
3.1 Decomposing the graph
We start with a technical lemma which will provide structural information about the underlying
undirected (simple) graph obtained by ignoring edge orientations and removing redundant parallel
edges when edges in both directions appear between pairs of vertices. A star is a bipartite graph
on n vertices consisting of a unique vertex of degree n − 1, and n − 1 other vertices of degree one.
We refer to the unique vertex of degree n − 1 as the apex. The following lemma decomposes an
undirected graph (with no loops or multiple edges) into induced stars plus some leftover vertices.
Lemma 3.2. Let ε and C be arbitrary positive reals. Let G be an undirected graph with n vertices,
m ≤ Cn edges, maximum degree ∆, and τ odd components. Then there exists a partition V =
T1 ∪ T2 ∪ · · · ∪ Ts ∪ U of its vertex set such that
(i) each Ti induces a star, and 2 ≤ |Ti| ≤ ∆+ 1,
(ii) all but at most one non-apex vertex in each Ti has degree (in the full graph) at most
2C
ε , and
(iii) U is an independent set of order |U | ≤ τ + εn.
The lemma above is implicitly proved in [17]. A similar lemma also appears in the paper of Erdo˝s,
Gya´rfas, and Kohayakawa [10], but their bound is in terms of the number of connected components,
not the number of odd components. In order to prove this lemma, we first take a maximum matching.
Afterwards, for the leftover vertices which are not covered by the matching, we attempt to find an
edge in the matching with which the vertex will create an induced star. By systematically assigning
each leftover vertex in this way, we will eventually obtain the partition described in Lemma 3.2. In
order to provide the full details for this argument, it is convenient to introduce the following concept.
Definition 3.3. Let {e1, . . . , es} be the edges of a maximum matching in a graph G = (V,E), and
let W be the set of vertices not in the matching. With respect to this fixed matching, say that a vertex
v in a matching edge ei is a free neighbor of a vertex w ∈ W if w is adjacent to v, but w is not
adjacent to the other endpoint of ei. In this case, we also say that ei is a free neighbor of w. Call a
vertex w ∈W a free vertex if it has at least one free neighbor.
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A tight component is a connected component T such that for every v ∈ T , the subgraph induced
by T \ {v} contains a perfect matching, and every perfect matching of T \ {v} has the property that
no edge of the perfect matching has exactly one endpoint adjacent to v. Note that a tight component
is necessarily an odd component. The following lemma delineates the relationship between non-free
vertices and tight components.
Lemma 3.4. Let {e1, . . . , es} be the edges of a maximum matching in an undirected graph G =
(V,E), and letW be the set of vertices not in the matching. Further assume that among all matchings
of maximum size, we have chosen one which maximizes the number of free vertices in W . Then, every
tight component contains a distinct non-free vertex of W , and all non-free W -vertices are covered in
this way (there is a bijective correspondence).
Proof. The matching {e1, . . . , es} must be maximal within each connected component. One basic
property of a tight component is that it contains an almost-perfect matching which misses only one
vertex. Consequently, by maximality, in every tight component T , {e1, . . . , es} must miss exactly
one vertex w ∈ W . Furthermore, the second property of a tight component is that w must have
either 0 or 2 neighbors in each edge ei in T (and w must have 0 neighbors in each edge ej not in
T , since T is the connected component containing w). Therefore, the unique vertex w is in fact a
non-free W -vertex contained in T .
The remainder of the proof concentrates on the more substantial part of the claim, which is that
each non-free W -vertex is contained in some tight component. Consider such a vertex w, and let T
be a maximal set of vertices which (i) contains w, (ii) induces a connected graph which is a tight
component, and (iii) does not cut any ei. Since the set {w} satisfies (i)–(iii), our optimum is taken
over a non-empty set, and so T exists.
If T is already disconnected from the rest of the graph, then we are done. So, consider a vertex
v 6∈ T which has a neighbor v′ ∈ T . If v ∈ W , then we can modify our matching by taking the
edge vv′, and changing the matching within T by using property (ii) to generate a new matching of
T \ {v′}. This will not affect the matching outside of T ∪ {v}, because property (iii) insulates the
adjustments within T from the rest of the matching outside. We would then obtain a matching with
one more edge, contradicting maximality. Therefore, all vertices v 6∈ T which have neighbors in T
also satisfy v 6∈W .
Let us then consider a vertex v1 6∈ T ∪W with a neighbor v
′ ∈ T . We now know that v1 must be
covered by a matching edge; let v2 be the other endpoint of that edge. By (iii), we also have v2 6∈ T .
Note that v2 cannot have a neighbor w
′ ∈W \T , or else we could improve our matching by replacing
v1v2 with w
′v2 and v1v
′, and then using (ii) to take a perfect matching of T \ {v′}.
Our next claim is that v2 must be adjacent to v
′ as well. Indeed, assume for contradiction that
this is not the case. Then, consider modifying our matching by replacing v1v2 with the edge v1v
′
and changing the matching within T by using (ii) to generate a new matching of T \{v′}. As before,
(iii) ensures that the result is still a matching. This time, the new matching has the same size as
the original one, but with more free W -vertices (note that the vertex v2 replaced the vertex w in the
set W ). To see this, observe that v2 is now unmatched and free because it is adjacent to v1 but not
v′. Previously, the only W -vertex inside T was our original w, which we assumed to be non-free in
the first place. Also, no other vertices outside of T changed from being free to non-free, because we
already showed that no W -vertices outside of T were adjacent to T ∪ {v2}, and so any vertex that
was free by virtue of its adjacency with v1 but not v2 is still free because it is not adjacent to v
′
either. This contradiction to maximality establishes that v2 must be adjacent to v
′.
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We now have v1, v2, and v
′ all adjacent to each other, and no vertices of W \ T are adjacent to
T ∪ {v1, v2}. Our argument also shows that for any v
′′ ∈ T which is adjacent to one of v1 or v2, it
also must be adjacent to the other. Our final objective is to show that T ′ = T ∪{v1, v2} also satisfies
(i)–(iii), which would contradict the maximality of T . Properties (i) and (iii) are immediate, so it
remains to verify the conditions of a tight component. Since T is tight and v1v2 is an edge, T
′ \ {u}
has a perfect matching for any u ∈ T . The tightness of T and the pairwise adjacency of v1, v2, and v
′
also produce this conclusion if u ∈ {v1, v2}. It remains to show that for any u ∈ T
′ and any perfect
matching of T ′ \ {u}, u has either 0 or 2 vertices in every matching edge. But if this were not the
case, then we could replace the matching within T ′ with the violating matching of T ′ \{u}. The two
matchings would have the same size, but u would become a free vertex. No other vertex of W is
adjacent to T ′ by our observation above, so the number of free vertices would increase, contradicting
the maximality of our initial matching. Therefore, T ′ induces a tight component, contradicting the
maximality of T . We conclude that T must have been disconnected from the rest of the graph, as
required.
We are now ready to prove Lemma 3.2.
Proof of Lemma 3.2. Start by taking a maximum matching {e1, . . . , es} which secondarily maximizes
the number of free vertices in W = V \ {e1, . . . , es} = {w1, . . . , wr}, so that we can apply Lemma
3.4. By maximality, W is an independent set. Let U ⊂W be the set of vertices which are either not
free, or have degree at least 2Cε . Since all tight components have odd order, by Lemma 3.4, there are
at most τ non-free vertices. On the other hand, since there are at most Cn edges in total, there are
at most εn vertices which have degree at least 2Cε . Hence |U | ≤ τ + εn, giving (iii).
We now construct the induced stars. Let Ti be the union of the set of vertices of ei and the set
of vertices w ∈ W \ U for which i is the minimum index where ei is a free neighbor of w. This is
a partition V = T1 ∪ T2 ∪ · · · ∪ Ts ∪ U because each vertex in W \ U has at least one free neighbor
by construction. Since our matching is maximal, there cannot be any ei = vv
′ such that vw and
v′w′ are both edges to distinct vertices w,w′ ∈ W . So, if two vertices w,w′ ∈ W each have a free
neighbor in an ei, then their free neighbor is the same vertex. This, together with the fact that W
is an independent set, implies that each Ti induces a star, giving (i). Finally, all vertices in each Ti
outside of ei have degree at most
2C
ε , and thus (ii) holds.
3.2 Randomized algorithm
In this subsection, we use the following martingale concentration result (essentially the Hoeffding-
Azuma inequality) to control the performance of the randomized partitioning algorithm at the heart
of Theorem 3.1.
Theorem 3.5. (Corollary 2.27 in [15].) Given real numbers λ,C1, . . . , Cn > 0, let f : {0, 1}
n → R
be a function satisfying the following Lipschitz condition: whenever two vectors z, z′ ∈ {0, 1}n differ
only in the i-th coordinate (for any i), we always have |f(z) − f(z′)| ≤ Ci. Suppose X1,X2, . . . ,Xn
are independent random variables, each taking values in {0, 1}. Then, the random variable Y =
f(X1, . . . ,Xn) satisfies
P (|Y − E[Y ]| ≥ λ) ≤ 2 exp
{
−
λ2
2
∑
C2i
}
.
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We are now ready to prove Theorem 3.1, which will be the core result for our main theorem.
Proof of Theorem 3.1. Without loss of generality, assume that C > 1, ǫ < 1, and n is sufficiently
large. Apply Lemma 3.2 to the underlying undirected (simple) graph induced by B, and obtain a
partition B = T1 ∪ · · · ∪ Ts ∪ U . Note that since we are assured that the full digraph D contains at
most Cn edges, we can actually establish in part (ii) of Lemma 3.2 that the degree bound of 2Cε holds
with respect to total degrees (in- plus outdegrees) in the full digraph D, not just in the undirected
simple graph on B. (When constructing U ⊂ W in the proof of that lemma, one may absorb all
vertices with degree greater than 2Cε with respect to the whole graph, not just in the underlying
undirected graph on B.) So, we may assume that each Ti has at most one non-apex vertex with
full D-degree greater than 2Cε , and we still have |U | ≤ τ + εn. Let vi denote the apex vertex of
tree Ti, arbitrarily distinguishing an apex if Ti has only two vertices. We now randomly construct a
bipartition V = V1 ∪ V2 by placing each Ai in Vi, and partitioning each Ti by independently placing
each apex vi on a uniformly random side, and then placing the rest of Ti \ {vi} on the other side.
Each remaining vertex (from the set U) is independently placed on a uniformly random side.
Define the random variables Y1 = e(V1, V2) and Y2 = e(V2, V1). For an edge e =
−→vw of the digraph,
let 1e be the indicator random variable of the event that v ∈ V1 and w ∈ V2. Thus Y1 =
∑
e 1e and
E[Y1] =
∑
e
E[1e].
We have E[1e] = 1 if v ∈ A1 and w ∈ A2, and E[1e] =
1
2 if either v ∈ A1 and w ∈ B, or v ∈ B and
w ∈ A2. For edges in D[B], the gain comes from edges e in the digraph which correspond to edges
in the stars Ti in the underlying undirected graph on B: there, we have E[1e] =
1
2 , while all other
edges in D[B] give the regular E[1e] =
1
4 . Note that the total number of edges in the stars induced
by the sets Ti is at least
|B|−|U |
2 ≥
(n−γn)−(τ+εn)
2 . Therefore,
E[Y1] ≥ e(A1, A2) +
e(A1, B) + e(B,A2)
2
+
e(B)
4
+
1
4
·
(n− γn)− (τ + εn)
2
. (3.1)
Similarly, we have
E[Y2] ≥ e(A2, A1) +
e(B,A1) + e(A2, B)
2
+
e(B)
4
+
n− τ
8
−
(ε+ γ)n
8
.
For each 1 ≤ i ≤ s, let Ci be the sum of the degrees of all vertices in Ti. Clearly, flipping the
assignment of vi cannot affect Y1 by more than Ci. Also, flipping the assignment of any w ∈ U
cannot change Y1 by more than the degree d(w) of w. Therefore, if we define
L =
s∑
i=1

∑
u∈Ti
d(u)


2
+
∑
w∈U
d(w)2 ,
the Hoeffding-Azuma inequality (Theorem 3.5) gives
P
(
Y1 ≤ E[Y1]−
εn
2
)
≤ 2 exp
{
−
ε2n2
8L
}
. (3.2)
Let us now control L. Each Ti induces a star with apex vi ∈ ei. Let ui be the unique non-apex vertex
with degree greater than 2Cε (if no such vertex exists, then let ui be an arbitrary non-apex vertex).
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Since every vertex in Ti other than vi and ui has degree at most
2C
ε in the full D, we see that∑
u∈Ti
d(u) ≤ d(vi) + d(ui) + (d(vi)− 1) ·
2C
ε
≤ (d(ui) + d(vi))
4C
ε
,
and hence
L ≤
16C2
ε2
s∑
i=1
(d(ui) + d(vi))
2 +
∑
w∈U
d(w)2
≤
32C2
ε2
s∑
i=1
(d(ui)
2 + d(vi)
2) +
∑
w∈U
d(w)2
≤
32C2
ε2
∑
v∈B
d(v)2 ≤
32C2
ε2
(γn)
∑
v∈B
d(v)
≤
32C2
ε2
(γn)(2Cn) ,
where we used that d(v) ≤ γn for all v ∈ B, and the degree sum of D is at most 2Cn. Therefore, we
choose γ = ε
4
1024C3
, so that L ≤ ε
2n2
16 . Substituting this into (3.2), we conclude that
P
(
Y1 ≤ E[Y1]−
εn
2
)
≤ 2e−2 <
1
2
,
as desired. By symmetry, we have P(Y2 ≤ E[Y2] −
εn
2 ) <
1
2 as well. Hence, there is a partition
V = V1 ∪ V2 with the properties that Y1 ≥ E[Y1] −
εn
2 and Y2 ≥ E[Y2] −
εn
2 , which is a desired
partition. 
4 Minimum outdegree two
In this section we prove the d = 2 case of Theorem 1.1. Suppose that D = (V,E) is a given directed
graph of minimum outdegree at least 2 with n vertices andm edges, and ε is a given fixed positive real
number. Our goal is to find a partition V = V1 ∪ V2 for which min{e(V1, V2), e(V2, V1)} ≥ (
1
6 − ε)m.
Throughout the proof we tacitly assume that the number of vertices n is large enough, and since
m ≥ 2n, it follows that m is also large enough.
Suppose thatm ≥ 1152n. Then by applying Proposition 2.3 with ε2.3 =
1
12 , we obtain a partition
V = V1 ∪ V2 for which
min{e(V1,V2), e(V2, V1)} ≥
m
4
−
m
12
=
m
6
.
Hence it suffices to consider the case when m < 1152n. Since the minimum outdegree is at least two,
we see that 2n ≤ m < 1152n.
Let A be the set of large vertices, which are defined to be the vertices with total degree at least
n3/4, and let B = V \ A. Note that
|A| · n3/4 ≤ 2m < 2304n,
from which it follows that |A| ≤ 2304n1/4 ≤ εn, and e(A) ≤ 23042n1/2 ≤ εm2 . For sake of simplicity
we remove all the edges within A, and update m to be the new total number of edges in the digraph.
In terms of this new m, it suffices to obtain a partition V = V1 ∪ V2 for which
min{e(V1,V2), e(V2, V1)} ≥
m
6
−
εm
2
.
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Indeed, this will be a desired partition even after recovering the removed edges, since at most εm2
edges were removed from within A. So, for the remainder of this section, we focus on the case when
A induces no edges, and we let mA = e(A,B) and mB = e(B). Note that now m = mA +mB.
4.1 Partition of large vertices
Given a partition A = A1 ∪A2, define
Θ = (e(A1, B) + e(B,A2)
)
−
(
e(B,A1) + e(A2, B)
)
. (4.1)
We call Θ the gap of the partition. Consider the following greedy algorithm to partition A. Since we
now assume that A induces no edges, each vertex v ∈ A contributes one of ±(d+(v)− d−(v)) to the
expression in (4.1), and thus each contribution is bounded in magnitude by n. Process the vertices of
A in an arbitrary sequential order v1, v2, . . ., and when assigning vi to a side, choose the side which
makes the sign of vi’s contribution to (4.1) opposite to the sign of the cumulative contribution of all
previous v1, . . . , vi−1 thus far. Since each contribution is bounded in magnitude by n, the final gap
Θ of this greedy partition will also be bounded in magnitude by n. Now, let A1 ∪A2 be a partition
of A which minimizes |Θ|, and without loss of generality, assume that Θ ≥ 0. The greedy partition
provides the upper bound Θ ≤ n.
Since maxv∈B d(v) ≤ n
3/4 ≤ ε
2
16m, by Lemma 2.2 with p =
1
2 and ε2.2 =
ε
2 , there exists a partition
V = V1 ∪ V2 for which
min{e(V1, V2), e(V1, V2)} ≥
1
2
min{e(A1, B) + e(B,A2), e(B,A1) + e(A2, B)}+
1
4
e(B)−
ε
2
m
=
1
2
·
mA −Θ
2
+
1
4
mB −
ε
2
m =
m−Θ
4
−
ε
2
m.
Hence if Θ ≤ m3 , then we obtain a desired partition. Thus we assume for the remainder that
Θ >
m
3
. (4.2)
For a vertex v ∈ A, we let the in-surplus of v be s−(v) = d−(v) − d+(v), and the out-surplus
of v be s+(v) = d+(v) − d−(v). Let the surplus of v be s(v) = max{s+(v), s−(v)}. Note that the
in-surplus and out-surplus differ only in their sign, and the surplus is equal to their magnitude. Call
a vertex v ∈ A a forward vertex if either v ∈ A1 and s
+(v) > 0, or v ∈ A2 and s
−(v) > 0. Similarly,
call a vertex v ∈ A a backward vertex if either v ∈ A1 and s
−(v) > 0, or v ∈ A2 and s
+(v) > 0.
Observe that Θ is the difference between the sum of surpluses of forward vertices and the sum of
surpluses of backward vertices. Let the forward edges be the edges out of A1, and the edges in to
A2. Similarly, let the backward edges be the edges in to A1, and the edges out of A2. Let m
f
A and
mbA be the numbers of forward and backward edges, respectively.
4.2 Structure of large vertices
Call a vertex huge if s(v) ≥ Θ. If there are no huge vertices, then the greedy algorithm of the
previous section will immediately give a partition of the large vertices which has gap smaller than
Θ, contradicting the minimality of Θ. Hence there exists at least one huge vertex. Suppose that the
vertex v0 of largest surplus has surplus ∆. By our analysis of the greedy partition of A, we must
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have Θ ≤ ∆. Yet if the sum of the surpluses of the remaining vertices of A is at least ∆ + Θ, then
the total number of edges is at least
m ≥ ∆+ (∆+Θ) ≥ 3Θ > m
by (4.2), and this is a contradiction. Hence the sum g of the surpluses of the remaining vertices
of A is strictly less than ∆ + Θ. Consider the partition of A which puts v0 in A1, and places all
other vertices of A such that their surplus contributes oppositely to the surplus of v0. The gap of
the resulting partition would have magnitude |∆− g|, and therefore, the above observation, together
with the minimality of Θ, implies that g ≤ ∆ − Θ. Yet our minimal partition achieves a gap of
exactly Θ, and therefore it must have a single forward vertex of surplus ∆, and all the other large
vertices of positive surpluses must be backward vertices with surpluses summing to exactly ∆−Θ.
Note that the edges contributing to
∑
v∈A (d(v)− s(v)) come in pairs of in-edges and out-edges.
Call these the buffer edges, and let 2b =
∑
v∈A(d(v) − s(v)). The observation above implies that
mfA = ∆+ b and m
b
A = ∆−Θ+ b. Moreover, since the graph has minimum outdegree at least two,
and there are at least b buffer edges directed out of A, it also implies that the total number of edges
in D is at least
m ≥ b+ 2|B| ≥ b+ 2n− 2εn. (4.3)
Note that we in fact have
m ≥ b+ 2|B|+
∑
v∈A
max{s+(v), 0},
and thus the first inequality in (4.3) is tight only if all vertices in A have in-surplus.
4.3 Obtaining a large partition
By the given condition, we know that all the vertices in B have at least two out-edges incident to
them. At most one out-edge of each vertex can be incident to v0 (the vertex of largest surplus),
and there are at most ∆−Θ + b edges directed into A which are not incident to v0. Therefore, the
induced digraph on B has at most ∆− Θ+ b isolated vertices. Since all the other odd components
of D[B] have size at least three, this implies that the number of odd components is at most
τ ≤ (∆−Θ+ b) +
|B| − (∆−Θ+ b)
3
≤
n+ 2(∆ −Θ+ b)
3
.
Let γ be the constant from Theorem 3.1 where C = 1152 and ε3.1 =
ε
4 . Since |A| ≤ 2304n
1/4 ≤ γn
and the maximum degree of vertices in B is at most n3/4 ≤ γn, by Theorem 3.1, we obtain a partition
V = V1 ∪ V2 for which
min{e(V1, V2), e(V2, V1)} ≥
mA −Θ
4
+
mB
4
+
n− τ
8
−
ε
4
n
≥
m
4
−
Θ
4
+
n− (∆−Θ+ b)
12
−
ε
4
n
=
m
6
+
m+ n−∆− 2Θ− b
12
−
ε
4
n.
By (4.3) and Θ ≤ ∆ ≤ n, we see that
m+ n−∆− 2Θ− b ≥ (b+ 2n− 2εn) + n− 3n− b = −2εn,
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from which our conclusion follows. Note that the inequality has the least amount of slackness when
all large vertices have in-surplus; see the remark following (4.3). This observation fits well with the
construction given in Section 1, where there is a single large vertex having huge in-surplus. This
completes the proof of the minimum outdegree d = 2 case of Theorem 1.1.
5 Minimum outdegree three
The d = 3 case of Theorem 1.1 is more complicated, and we provide its proof in this section. Suppose
that D = (V,E) is a given directed graph of minimum outdegree at least 3 with n vertices and m
edges, and ε is a given positive real number. Our goal is to find a partition V = V1 ∪ V2 for which
min{e(V1, V2), e(V2, V1)} ≥ (
1
5 − ε)m. Throughout the proof we tacitly assume that the number of
vertices n is large enough.
Suppose thatm ≥ 3200n. Then by applying Proposition 2.3 with ε2.3 =
1
20 , we obtain a partition
V = V1 ∪ V2 for which
min{e(V1,V2), e(V2, V1)} ≥
m
4
−
m
20
=
m
5
.
Hence it suffices to consider the case m < 3200n. Since the minimum degree of D is at least three,
we see that 3n ≤ m < 3200n.
Let A be the set of large vertices, which are defined as vertices that have total degree at least
n3/4, and let B = V \ A. Note that
|A| · n3/4 ≤ 2m < 6400n,
from which it follows that |A| ≤ 6400n1/4 ≤ εn and e(A) ≤ (6400)2n1/2 ≤ εm2 . By the same argument
which we used at the beginning of Section 4, it suffices to consider the case when A induces no edges,
and seek a partition V = V1 ∪ V2 for which
min{e(V1,V2), e(V2, V1)} ≥
m
5
−
εm
2
.
Let mA = e(A,B) and mB = e(B), and note that m = mA +mB.
5.1 Partition of large vertices
This section follows essentially the same argument as Section 4.1, but the proofs deviate in the next
section. As before, if we define the gap Θ of a partition A = A1 ∪A2 to be
Θ =
(
e(A1, B) + e(B,A2)
)
−
(
e(B,A1) + e(A2, B)
)
,
we may take a partition which minimizes the magnitude of the gap, with 0 ≤ Θ ≤ n. (The upper
bound is provided by the greedy partition.)
Since maxv∈B d(v) ≤ n
3/4 ≤ ε
2
16m, by Lemma 2.2 with p =
1
2 and ε2.2 =
ε
2 , there exists a partition
V = V1 ∪ V2 such that
min{e(V1, V2), e(V2, V1)} ≥
m−Θ
4
−
εm
2
,
and hence if Θ ≤ m5 , then this partition already gives a desired partition. Thus we may assume that
Θ >
m
5
≥
3n
5
. (5.1)
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For the remainder of our proof, we will re-use the terms in-surplus, out-surplus, surplus, forward
vertex, backward vertex, forward edge, and backward edge as originally defined in Section 4.1. Let
mfA and m
b
A be the numbers of forward and backward edges, respectively.
5.2 Structure of large vertices
Call a vertex v ∈ A a huge vertex if s(v) ≥ Θ. Such vertices exist for the same reason as in the d = 2
case.
Lemma 5.1. There exist at least one and at most four huge vertices, and the sum of the surpluses
of the rest of the large vertices is at most n−Θ.
Proof. We have Θ > m5 by (5.1), so it immediately follows that there are at most four huge vertices.
By minimality of the gap, if we switch the side of a forward vertex v, then we obtain a partition
whose gap is Θ − 2s(v). Since we started with a partition which minimized the absolute value of
the gap, we must have |Θ − 2s(v)| ≥ Θ. Since the surplus s(v) is always nonnegative, this forces
Θ − 2s(v) ≤ −Θ, or equivalently, s(v) ≥ Θ. Thus, all forward vertices have surplus at least Θ, and
are actually huge. Moreover, since we chose the partition with Θ > 0, there are more forward edges
than backward edges, and we see that there exists at least one forward vertex.
Now pick an arbitrary forward vertex v of surplus ∆ ≥ Θ. If we move v to the other side, then
the number of forward edges becomes mfA−∆ and the number of backward edges becomes m
b
A+∆.
We have
mfA −∆ ≤ m
f
A −Θ = m
b
A and m
f
A = m
b
A +Θ ≤ m
b
A +∆.
Since all forward vertices are huge, all the large vertices which are not huge are backward vertices. If
the sum of the surpluses of these vertices is greater than ∆−Θ, then since each of these vertices has
surplus less than Θ, by choosing one such vertex at a time and switching its sides, we will eventually
reach a partition in which the number of forward edges is greater thanmfA−∆+(∆−Θ) = m
f
A−Θ =
mbA and less than m
f
A − ∆ + Θ ≤ m
f
A. This contradicts the minimality of the gap. Therefore the
sum of the surpluses of the large vertices that are not huge is at most ∆−Θ ≤ n−Θ.
To reduce the number of cases, our next step is to further restrict the number of huge vertices.
Lemma 5.2. The number of huge vertices is either one or three.
Proof. By Lemma 5.1, we already know that the number of huge vertices is between one and four
inclusive. Let g be the sum of the surpluses of the large vertices that are not huge. By Lemma 5.1,
we have g ≤ n−Θ. Suppose that there are two huge vertices v1 and v2, which have surpluses ∆1 and
∆2, respectively, where ∆1 ≥ ∆2. Re-partition A so that v1 is the only forward vertex, and all the
other vertices are backward vertices. Then the gap of this partition of A is ∆1− (∆2+ g). However,
∆1 − (∆2 + g) ≤ n− (Θ+ 0) and (∆2 + g)−∆1 ≤ g ≤ n−Θ, and thus the magnitude of the gap of
the new partition is at most n−Θ, which is less than Θ by (5.1). This is a contradiction.
Now suppose that there are four huge vertices v1, v2, v3, v4, which have surpluses ∆1, ∆2, ∆3, and
∆4, respectively, where ∆1 ≥ ∆2 ≥ ∆3 ≥ ∆4. Re-partition A so that v1 and v3 are forward vertices,
and all other vertices are backward vertices. Then the gap of this partition is (∆1+∆3)−(∆2+∆4+g).
Since
(∆1 +∆3)− (∆2 +∆4 + g) ≤ ∆1 −∆4 ≤ n−Θ < Θ
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and
(∆2 +∆4 + g)− (∆1 +∆3) ≤ g ≤ n−Θ < Θ,
this again gives a contradiction. Hence we either have one or three huge vertices.
5.3 One huge vertex
This section completes the proof of our main theorem for d = 3 when there is only one huge vertex.
The final case with three huge vertices is finished in the next section. So, for this section, let v0 be
the huge vertex and let ∆ = s(v0). Since the sum of surpluses of all the other large vertices is at
most n−Θ (by Lemma 5.1) and n−Θ < Θ ≤ ∆ (by (5.1) and the greedy partition), we see that v0
is the unique forward vertex, and all the other large vertices are backward vertices.
Recall that the edges contributing to
∑
v∈A (d(v)− s(v)) come in pairs of in-edges and out-edges.
Call these the buffer edges, and let 2b =
∑
v∈A(d(v) − s(v)). The observation above implies that
mfA = ∆+ b and m
b
A = ∆−Θ+ b. Moreover, since the graph has minimum outdegree at least three,
and there are at least b buffer edges directed into B, it also implies that the number of edges in D
is at least
m ≥ b+ 3|B| ≥ b+ 3n− 3εn. (5.2)
In the d = 2 case, at this point we applied Theorem 3.1, with a simple bound on the number
of odd components in D[B]. There, it was sufficient to control the number of odd components with
only one vertex, which was easy because 1-vertex components have extremely simple structure (they
consist of a single vertex, inducing no edges). For the d = 3 case, it turns out that we must also
control the number of 3-vertex odd components. This would still be particularly easy in the case
of oriented graphs, where each pair of vertices spans at most one edge, but an additional twist is
required to handle the general case of directed graphs, where edges can go in both directions between
the same pair of vertices.
Nevertheless, oriented graphs are still the extremal case, because there is an additional way to
gain from pairs of edges running in opposite directions (which we call pairs of antiparallel edges). We
strengthen Theorem 3.1 to take advantage of this phenomenon. Recall that 3-vertex tight components
are undirected graphs with the property that for every one of the 3 vertices, the remaining two vertices
form an edge, and the first vertex is either adjacent to both or none of the other two. A moment’s
inspection reveals that 3-vertex tight components are undirected K3’s. This is particularly useful.
Lemma 5.3. Given any real constants C, ε > 0, there exist γ, n0 > 0 for which the following holds.
Let D = (V,E) be a given directed graph with n ≥ n0 vertices and at most Cn edges, and let A ⊂ V
be a set of at most γn vertices which have already been partitioned into A1 ∪A2. Let B = V \A, and
suppose that every vertex in B has degree at most γn (with respect to the full D). Let τ ′ be the number
of tight components in the underlying undirected (simple) graph induced by B, not counting the
3-vertex components which contain edges that lift to antiparallel pairs in D. Then, there
is a bipartition V = V1 ∪ V2 with A1 ⊂ V1 and A2 ⊂ V2, such that both
e(V1, V2) ≥ e(A1, A2) +
e(A1, B) + e(B,A2)
2
+
e(B)
4
+
n− τ ′
8
− εn
e(V2, V1) ≥ e(A2, A1) +
e(B,A1) + e(A2, B)
2
+
e(B)
4
+
n− τ ′
8
− εn .
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Remark. The only differences between this statement and Theorem 3.1 are indicated in bold.
Importantly, the bounds in the conclusion are the same.
Proof. Let τ be the number of tight components in the underlying undirected (simple) graph induced
by B, and let σ be the number of 3-vertex tight components which contain an antiparallel pair
when lifted to D. The first step of the proof of Theorem 3.1 was to apply Lemma 3.2 to partition
B = T1∪· · ·∪Ts∪U . By the proof of that lemma, each 3-vertex tight component contributes exactly
one star Ti, with its original ei coming from two of the vertices, and the third vertex contributing
a non-free vertex to U . (Here, we use the fact that 3-vertex tight components are K3’s, so that we
are assured that the third vertex is always non-free.) Using this structural fact again, observe that
actually, no matter which edge of the K3 we use for our ei to seed the Ti, the third vertex will always
be non-free. In particular, if the 3-vertex tight component contains an antiparallel pair, then we may
select the corresponding edge in the underlying undirected (simple) graph as the ei, and the total
number of non-free edges will remain the same as before. This is important because in the proof of
Lemma 3.2, it is essential that we start with a maximal matching, which secondarily maximizes the
number of free vertices.
Therefore, we may assume that σ of the stars Ti contain at least one edge which lifts to an
antiparallel pair in D. This implies that the total number of edges in the stars Ti is now σ more
than that in Theorem 3.1. Continuing the proof along the lines of Theorem 3.1, observe that the
gain of +14 comes from the edges of D which correspond to edges of the stars Ti. Therefore, we may
improve inequality (3.1) to
E[Y1] ≥ e(A1, A2) +
e(A1, B) + e(B,A2)
2
+
e(B)
4
+
1
4
[
(n− γn)− (τ + εn)
2
+ σ
]
≥ e(A1, A2) +
e(A1, B) + e(B,A2)
2
+
e(B)
4
+
n− τ ′
8
−
(ε+ γ)n
8
,
because τ ′ = τ −σ. At this point, we have reached the same formula as in the proof of Theorem 3.1,
except that τ has been fully replaced with τ ′. Therefore, the rest of the proof completes in the same
way as before.
In order to use Lemma 5.3, we must now control τ ′. We do this with a similar argument to what
was used in Section 4.3.
Lemma 5.4. The number of tight components in the underlying undirected (simple) graph induced by
B, not counting 3-vertex components which contain edges that lift to antiparallel pairs in D, satisfies:
τ ′ ≤
n+ 2(∆−Θ+ b)
5
.
Proof. Let τ1 be the number of isolated vertices, τ
′
3 be the number of tight components of order
three, not counting those which contain antiparallel pairs, and τ5 be the number of odd components
of order at least five, each in the induced subgraph on B. Note that τ ′ ≤ τ1+ τ
′
3+ τ5. By considering
the number of vertices, we obtain the inequality
τ1 + 3τ
′
3 + 5τ5 ≤ n. (5.3)
The vertices in B must have outdegree at least three in the whole graph. Each vertex has at most
one edge incident to v0, and there are at most ∆−Θ+ b edges from B to A which are not incident
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to v0. Each isolated vertex in B uses at least two edges out of the ∆−Θ+ b edges. Similarly, since
a 3-vertex component counted by τ ′3 contains at most 3 edges (it cannot have antiparallel pairs), in
order to obtain such a component, we must use at least three edges out of the ∆−Θ+ b edges, per
component. Thus we obtain the inequality
2τ1 + 3τ
′
3 ≤ ∆−Θ+ b.
By adding two times this inequality to (5.3), we obtain
5τ ′ + 4τ ′3 ≤ 5τ1 + 9τ
′
3 + 5τ5 ≤ n+ 2(∆ −Θ+ b).
Hence
τ ′ ≤
n+ 2(∆−Θ+ b)
5
.
Let γ be the constant from Theorem 3.1, where C = 3200 and ε3.1 =
ε
4 . Since m ≤ 3200n,
|A| ≤ 6400εn1/4 ≤ γn, and maxv∈B d(v) ≤ n
3/4 ≤ γn, by Theorem 3.1 and Lemma 5.4, we obtain a
bipartition V = V1 ∪ V2 for which
min{e(V1, V2), e(V2, V1)} ≥
1
2
min{mfA,m
b
A}+
1
4
mB +
n− τ ′
8
−
ε
4
n.
≥
1
4
(m−Θ) +
n
8
−
n+ 2(∆ −Θ+ b)
40
−
ε
4
n.
=
1
4
m−
1
5
Θ +
1
10
n−
1
20
∆−
1
20
b−
ε
4
n.
Thus it suffices to prove that the right hand side of above is at least m5 −
εn
2 , or equivalently that(
1
4
m−
1
5
Θ +
1
10
n−
1
20
∆−
1
20
b−
ε
4
n
)
−
(m
5
−
ε
2
n
)
=
m
20
−
1
5
Θ +
1
10
n−
1
20
∆−
1
20
b+
ε
4
n
is at least zero. Recall that by (5.2), we have m ≥ b+ 3n − 3εn. By substituting this bound on m
in the equation above, we get
(b+ 3n− 3εn)
20
−
1
5
Θ +
1
10
n−
1
20
∆−
1
20
b+
ε
4
n
=
1
4
n−
1
5
Θ−
1
20
∆ +
ε
10
n.
Since n ≥ ∆ ≥ Θ, the right hand side is indeed at least zero, and this proves the theorem when there
is one huge vertex.
5.4 Three huge vertices
Let v1, v2, v3 be the three huge vertices, and let ∆1,∆2,∆3 be their respective surpluses so that
∆1 ≥ ∆2 ≥ ∆3. Let g be the sum of surpluses of the large vertices which are not huge. By Lemma
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5.1, we know that g ≤ n−Θ. Recall that the edges contributing to
∑
v∈A (d(v) − s(v)) come in pairs
of in-edges and out-edges. Call these the buffer edges, and let 2b =
∑
v∈A(d(v) − s(v)). Note that
m = (∆1 +∆2 +∆3 + g + 2b) +mB . (5.4)
We re-partition A as follows. First place the three vertices v1, v2, v3 so that v1 is a forward vertex
and v2, v3 are backward vertices. Depending on the range of parameters, we will choose where to
place the large vertices that are not huge. Let mfA = ∆1 + b+X and m
b
A = ∆2+∆3 + b+ Y , where
X + Y = g. We will either use the partition that gives (X,Y ) = (g, 0), or the partition that gives
(X,Y ) = (0, g). Note that such partitions always exist.
If v1 has positive out-surplus, then let p =
2
5 , and if v1 has positive in-surplus, then let p =
3
5 .
By Lemma 2.2 with such choice of p and ε2.2 =
ε
2 , we obtain a bipartition of V in which
e(V1, V2) ≥ (1− p)e(A1, B) + p · e(B,A2) + p(1− p)e(B)−
εm
2
.
Also, note that e(A1, B) + e(B,A2) = m
f
A, and {p, 1− p} =
{
2
5 ,
3
5
}
, so (1− p)e(A1, B) + p · e(B,A2)
has the form 35Z+
2
5 (m
f
A−Z) for some Z. By how we placed the vertex v1, we always have Z ≥ s(v1),
and therefore
(1− p)e(A1, B) + p · e(B,A2) ≥
3
5
s(v1) +
2
5
(mfA − s(v1)) =
3
5
∆1 +
2
5
(b+X).
Hence
e(V1, V2) ≥
3
5
∆1 +
2
5
(b+X) +
6
25
mB −
εm
2
,
and for
m1,2 =
3
5
∆1 +
2
5
(b+X) +
6
25
mB,
it suffices to prove thatm1,2 ≥
m
5 . For e(V2, V1), we simply use the observation that min{p, 1−p} =
2
5
together with e(A2, B) + e(B,A1) = m
b
A, and therefore Lemma 2.2 gives
e(V2, V1) ≥
2
5
mbA +
6
25
mB −
εm
2
.
Hence for
m2,1 =
2
5
mbA +
6
25
mB =
2
5
(∆2 +∆3 + b+ Y ) +
6
25
mB,
it suffices to prove that m2,1 ≥
m
5 .
Thus our goal is to show that m1,2 −
m
5 and m2,1 −
m
5 are both non-negative. By (5.4) asserting
m = ∆1 +∆2 +∆3 + g + 2b+mB , we have
m1,2 −
m
5
=
2∆1 −∆2 −∆3
5
+
2X − g
5
+
1
25
mB
and
m2,1 −
m
5
=
∆2 +∆3 −∆1
5
+
2Y − g
5
+
1
25
mB.
Two cases complete the rest of this section.
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Case 1. 2∆1 −∆2 −∆3 − g > 0.
We partition A so that (X,Y ) = (0, g). The condition in this case immediately implies that
m1,2 −
m
5 ≥ 0, and thus it suffices to show that m2,1 −
m
5 ≥ 0. Note that since ∆2,∆3 ≥ Θ and
∆1 ≤ n, we have
m2,1 −
m
5
=
∆2 +∆3 −∆1
5
+
2Y − g
5
+
1
25
mB
≥
2Θ − n
5
+
g
5
+
1
25
mB.
By (5.1) asserting Θ > m5 ≥
3n
5 , we have m2,1 −
m
5 ≥ 0. Hence we obtain a desired partition.
Case 2. 2∆1 −∆2 −∆3 − g ≤ 0.
We partition A so that (X,Y ) = (g, 0). We have
m1,2 −
m
5
=
2∆1 −∆2 −∆3
5
+
g
5
+
1
25
mB,
and this is non-negative since ∆1 ≥ ∆2 ≥ ∆3. On the other hand,
m2,1 −
m
5
=
∆2 +∆3 −∆1 − g
5
+
1
25
mB,
and since ∆1 ≤
∆2+∆3+g
2 by the condition in this case, we have
m2,1 −
m
5
≥
∆2 +∆3
10
−
3g
10
+
1
25
mB .
By (5.1) asserting Θ > 3n5 , we have ∆2 +∆3 ≥ 2Θ >
6n
5 and 3g < 3(n−Θ) <
6n
5 . Hence
m2,1 −
m
5
≥ 0,
and we obtain a desired partition. This concludes the proof.
6 Concluding remarks
The structure of the proof for d = 2, 3 can be described as follows. First, we identify the vertices A
which have large total degree, and consider an optimal partition of these vertices. We then further
identify the “huge” vertices, which are vertices whose surplus is at least as large as the gap of the
partition. It turns out that there can only be a small number of huge vertices. Finally, we partition
the set B = V \ A depending on the structure of the huge vertices. For this, we used two different
probabilistic approaches. One was through the estimate on the number of odd components (Theorem
3.1), and another was through making a random unbalanced partition of B (Lemma 2.2). However,
both methods turn out to be too limited in strength to cover the cases d ≥ 4.
To see why we needed both probabilistic techniques, consider the orientation of K3,n−3 where
all edges are oriented from the part of size n − 3 to the part of size 3. This digraph essentially
has minimum outdegree 3, with only three vertices in violation, and a constant-size addition would
give it that property without affecting its asymptotic partition performance. So, we would expect
there to be a partition for which min{e(V1, V2), e(V2, V1)} ≥
m
5 + o(m). Note that the set A of large
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vertices would then be the three vertices of degree n − 3, and the remainder B would be the n − 3
vertices of degree 3. If we try to use only Theorem 3.1, the resulting bipartition will nearly be a
bisection (a bipartition into two equal size parts), since that method distributes vertices into the two
sides with equal probability. Yet if we only consider bisections of this graph, then in every bisection
V = V1 ∪ V2, we have
min{e(V1, V2), e(V2, V1)} ≤
(
1
2
+ o(1)
)
n =
(
1
6
+ o(1)
)
m,
which is already too small.
A different example shows that even an unbalanced straightforward random partition of B
(Lemma 2.2) is insufficient. Indeed, add a 3-out-regular graph inside the larger part of the bi-
partite graph above, so that m = 6(n−3). By merely taking a random partition of B, and assuming
that V1 contains one vertex of degree n− 3 and V2 contains two vertices of degree n− 3, we obtain
a partition for which
e(V1, V2) ≈ 2np+ p(1− p) · 3n
e(V2, V1) ≈ n(1− p) + p(1− p) · 3n.
In order to maximize min{e(V1, V2), e(V2, V1)}, we take p =
1
3 , and obtain min{e(V1, V2), e(V2, V1)} ≈
4
3n ≈
2
9m. Even though this graph does not quite have minimum outdegree six, only three ver-
tices are deficient, and so if Conjecture 1.2 is true, we expect there to be a bipartition for which
min{e(V1, V2), e(V2, V1)} ≥
5
22m+ o(m). Hence Lemma 2.2 is also too weak on its own.
Therefore in order to proceed further under the same framework, we must combine the two ideas.
A naive combination will fail for the following reason. Consider the orientation of K5,n−5 where out
of the 5 vertices on one side, one vertex v1 has outdegree n−5 and the other four vertices v2, v3, v4, v5
have indegree n − 5. The set A of large vertices is precisely {v1, . . . , v5}. Suppose that the optimal
partition of A has v2 ∈ A1 and v1, v3, v4, v5 ∈ A2. (It is possible to slightly modify the graph to
ensure that this is the unique optimal partition of A.) No matter how we complete this partition
into a partition of the whole vertex set, we have
e(V2, V1) = n− 5 =
m
5
.
Since the minimum outdegree is essentially 4, we need the factor 314 to prove Conjecture 1.2, and
thus we fall short. Hence our example shows that in some cases we must start with a sub-optimal
partition of A. Indeed, we used this idea in our proof for the case d = 3, but in a brute force, ad-hoc
manner. It would be interesting to find a systematic way to combine all of these ideas to resolve the
general case d ≥ 4.
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