Threshold dynamic time warping for spatial activity recognition by Riedel, Daniel Erwin et al.
          Deakin Research Online 
 
This is the published version:  
 
Riedel, Daniel Erwin, Venkatesh, Svetha and Liu, Wanquan 2007, Threshold dynamic time 
warping for spatial activity recognition, International journal of information and systems 
sciences, vol. 3, no. 3, pp. 392-405. 
 
Available from Deakin Research Online: 
 
http://hdl.handle.net/10536/DRO/DU:30044281 
 
Reproduced with the kind permissions of the copyright owner. 
 
Copyright : 2007, Institute for Scientific Computing and Information 
INTERNATIONAL JOURNAL OF c© 2007 Institute for Scientific
INFORMATION AND SYSTEMS SCIENCES Computing and Information
Volume 3, Number 3, Pages 392–405
THRESHOLD DYNAMIC TIME WARPING FOR SPATIAL
ACTIVITY RECOGNITION
DANIEL ERWIN RIEDEL, SVETHA VENKATESH, AND WANQUAN LIU
Abstract. Non-invasive spatial activity recognition is a difficult task, compli-
cated by variation in how the same activities are conducted and furthermore by
noise introduced by video tracking procedures. In this paper we propose an al-
gorithm based on dynamic time warping (DTW) as a viable method with which
to quantify segmented spatial activity sequences from a video tracking system.
DTW is a widely used technique for optimally aligning or warping temporal se-
quences through minimisation of the distance between their components. The
proposed algorithm threshold DTW (TDTW) is capable of accurate spatial
sequence distance quantification and is shown using a three class spatial data
set to be more robust and accurate than DTW and the discrete hidden markov
model (HMM). We also evaluate the application of a band dynamic program-
ming (DP) constraint to TDTW in order to reduce extraneous warping between
sequences and to reduce the computation complexity of the approach. Results
show that application of a band DP constraint to TDTW improves runtime
performance significantly, whilst still maintaining a high precision and recall.
Key Words. dynamic time warping, hidden markov model, spatial activity
recognition, sequence alignment
1. Introduction
Existing activity recognition approaches can be classified according to the man-
ner by which activities are modelled, producing two distinct methodologies: state-
space models and template matching techniques [2]. State-space models capture
the statistical variation in spatial sequences and include neural networks, HMMs
and extensions to the HMM. The HMM and multi-layer variants have been used
successfully in dealing with uncertainty, yet typically suffer from high training com-
plexity. Template matching approaches compare extracted features to pre-stored
patterns or templates, but have issues with high runtime complexity, noise intoler-
ance, spatial activity variation, and/or viewpoint specificity.
Robust and accurate approaches are necessary for determining the similarity
between spatial sequences obtained through non-invasive video tracking, as result-
ing spatial sequences of the same activity can vary spatially and temporally, and
typically contain noise. The introduced noise arises from existing video tracking
systems failing to consistently and accurately track objects as a result of occlu-
sions, lighting variation, foreground and background modelling limitations and/or
geometrical constraints placed on the tracked objects. We address the accuracy and
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robustness issues apparent in spatial activity recognition with a template based ap-
proach based on dynamic time warping (DTW).
Distortion of time axes with spatial sequences is common even among sequences
of the same activity captured over similar durations. Euclidean distance metrics
and variants are highly sensitive to temporal axis distortion (as shown in Fig. 1(a))
and are thus not suitable for this domain [13, 4]. The DTW approach, originally
formulated in [15], addresses the time axis distortions issue through non-linear
time-normalisation (Fig. 1(b)). DTW is a powerful dynamic programming (DP)
(a) Euclidean Distance
(b) DTW
Figure 1. Sequence alignment with temporally warped data.
based technique that can be used to measure the difference between two sequences,
discover the compression-expansion connecting two sequences or form a weighted
average of a pair of sequences. Due to the ability of DTW to perform elastic
matching, the technique has been successfully applied in several domains including
speech recognition [15, 11, 5], trajectory recognition [16], bioinformatics [1] and
word image recognition [14].
To address the high computational complexity of DTW, global constraints have
been applied to prevent excessive warping and to reduce superfluous DP calcula-
tions. Two of the more popular global constraints include the parallelogram and
banding methods. The parallelogram DP constraint is applied to allow additional
warping in the centre region of the sequences and away from the sequence termini
[7]. As warping at the sequence termini is tightly constrained, the technique as-
sumes that sequence beginning and end points can be accurately determined. The
Sakoe-Chiba band was introduced in [15] to provide additional warping at sequence
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termini for speech recognition. Band DP, a similar windowing approach was later
proposed in [5]. Both approaches utilise a window length parameter to constrain
DP calculations to a window with its centre running from the beginning of the DP
matrix, corresponding to the beginning of the sequences, to the endpoint of the
matrix for band DP or near the endpoint, such that the window encompasses the
endpoint, for the Sakoe-Chiba band [15].
In this paper, we propose the threshold DTW (TDTW) algorithm based on
the DTW technique for two dimensional spatial activity recognition and show that
TDTW is less susceptible to noise than the DTW algorithm and furthermore attains
higher classification accuracy with the given data set. Secondly, we show how
TDTW is capable of more accurate spatial sequence discrimination than the discrete
HMM using nearest neighbour classification. Thirdly, we demonstrate how band
DP global constraints can be applied to TDTW in the spatial recognition domain,
to reduce computational complexity, yet still retain high classification accuracy.
The outline of this paper is organised as follows. Related work and an overview
of the proposed TDTW algorithm and HMM are discussed in sections 2,3 and 4.
Data collection and experimental methodology are presented in section 5 and we
evaluate the performance of TDTW with a three activity data set in section 6 . A
conclusion of our findings is presented in section 7.
2. Related Work
Recent research on spatial activity recognition has utilised similar dynamic pro-
gramming (DP) based methods for quantifying spatial sequence similarity and dis-
tance. The DP alignment approaches are favoured as they allow elastic matching
for sequence compression and expansion, and provide accurate and/or robust recog-
nition of trajectory sequences. For instance, DTW was recently used for elastic
matching by [16] for translation, scale and rotation invariant trajectory recogition.
The elastic matching property is particularly important for spatial activities, as it is
common for activities to occur over different durations. In the following we provide
a discussion of similar DP based approaches, including the LCSS based methods of
[17, 18] and the edit distance based technique of [4].
The issue of robustness in spatial activity recognition was addressed in research
by [17], whereby the authors presented an algorithm based on the longest com-
mon subsequence (LCSS) that aligns sequences spatially and temporally according
to spatial and temporal thresholds. An approximate similarity function was also
proposed that finds spatial sequences with the highest similarity, given a set of
transformations. To alleviate the issue of choosing appropriate spatial and tempo-
ral thresholds with LCSS, [18] incorporated a sigmoidal matching function, with a
parameter to control the matching weight. LCSS based techniques do exhibit robust
characteristics, but do so by ignoring all regions of dissimilarity between sequences.
We argue that quantifying sequence dissimilarity, as per DTW, is important as
different sequences can have similar matching regions, but vastly different regions
of dissimilarity. For example, if one measures the LCSS between a known 1D se-
quence a = [1234] and two observed sequences b = [1254] and c = [12744], both b
and c would produce an LCSS of three, indicating that both are equally similar to
a. However, by visual inspection, one would say that b is more similar to a. Ad-
ditionally, LCSS based methods use simple scoring schemes resulting in decreased
discrimination, particularly with shorter sequences.
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Edit distance on real sequence (EDR) [4], a two dimensional variant of the edit
distance algorithm, addresses the robustness issue of spatial sequence recognition.
EDR like DTW optimally aligns a pair of sequences across their entirety but does so
by minimising the distance resulting from mismatches and gaps. Like LCSS, EDR
does also utilise a simple scoring scheme that reduces overall discrimination. Com-
parative experiments by [4] show that EDR has similar performance to DTW using
a trajectory data set containing little noise. In a further experiment, [4] demon-
strates that DTW performs worse with data sets containing higher magnitudes of
noise, which has also been observed by [18].
3. Threshold Dynamic Time Warping
The classic DTW algorithm provides elastic matching of two time series se-
quences a and b, where a = a1, a2, . . . , |a| and b = b1, b2, . . . , |b|, by minimising
the cumulative distance of the local distance scores between the sequences. For
spatial activity recognition, the local distance score refers to the euclidean distance
between individual trajectories of the sequences, that is |ai − bj |, where i and j
denote the positions within the sequences a and b, respectively. A warping path
w defines a mapping between two sequences a and b, where w = w1, w2, ..., wk for
max(|a|, |b|) ≤ k ≤ |a| + |b| − 1 (w ≡ (i, j)). The DTW warping path is con-
strained to follow boundary conditions and to ensure monotonicity and continuity.
The boundary constraint limits the warping path w such that it commences and
finishes in diagonally opposite corners of the DP matrix, that is commences at
w1 = (1, 1) and finishes at wk = (|a|, |b|). The monotonicity constraint states given
wk+1 = (i, j) then wk = (ˆi, jˆ), where i− iˆ ≥ 0 and j− jˆ ≥ 0, and ensures the points
in the warping path are monotonically spaced in time. The continuity constraint
restricts the allowable steps in the warping path to adjacent cells in the DP matrix.
It is stated formally as, given wk+1 = (i, j) then wk = (ˆi, jˆ), where i − iˆ ≤ 1 and
j − jˆ ≤ 1.
For two time series sequences a and b, the DTW distance is efficiently calculated
using DP. A DP matrix C of size |a| × |b| (1), is initialised according to (2).
(1)
 C(1, 1) . . . C(1, |b|)... . . . ...
C(|a|, 1) . . . C(|a|, |b|)

To calculate the DTW distance we apply (3) for values of i = 2, 3, . . . , |a| and
j = 2, 3, . . . , |b|. The resulting DTW distance is obtained from the DP matrix at
C(|a|, |b|).
(2)
C(1, 1) = d(a1, b1)
C(i, 1) = C(i− 1, 1) + d(ai, b1) i = 2, 3, . . . , |a|
C(1, j) = C(1, j − 1) + d(a1, bj) j = 2, 3, . . . , |b|
(3) C(i, j) = min
 C(i− 1, j − 1)C(i− 1, j)
C(i, j − 1)
+ d(ai, bj)
d(ai, bj) represents the euclidean distance between trajectories ai and bj (each com-
prising an x and y coordinate) according to (4).
(4) d(ai, bj) =
√
(axi − bxj )2 + (ayi − byj )2
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An alignment or warping path can be recovered from C using a traceback procedure,
originating at C(a,b) and terminating at C(1, 1), or by using a pointers matrix and
retaining pointers to the local minimums selected at each i and j.
The DTW algorithm presented in (3) provides no restriction on the slope of the
warping, that is has no local continuity constraints, unlike those specified in [15].
Typically, choosing an optimal local constraint is application and domain specific.
In the case of spatial activity recognition, we have found through preliminary work
that no restriction on the slope of the warping is optimal in relation to recognition
performance.
DTW is capable of accurate spatial sequence quantification as our initial studies
have shown; however, the technique is sensitive to noise as it requires all elements of
the sequences to be mapped to a corresponding element(s) of the other sequence. To
address the robustness problem of DTW with spatial sequences we propose TDTW.
TDTW incorporates a threshold θ that specifies the maximum allowable euclidean
deviation for trajectory elements to match. One can conceptualise the θ parameter
as a user specified window or buffer around a two dimensional template, as seen
in Fig. 2 Choosing an appropriate value of θ for spatial sequence quantification is
Figure 2. Windowing effect of θ on a two dimensional x, y coor-
dinate space.
application specific. However, if θ is too large, TDTW over generalises and matches
dissimilar sequences and if θ is too small, then matching becomes more specific. In
the special case when θ = 0, TDTW reverts to DTW.
To reduce warping between the sequences in TDTW, thresholding of the local
distance between trajectories is applied to the diagonal matching condition C(i −
1, j − 1) of the DTW relation in (3). This forces more diagonal matches in the
TDTW DP matrix, thus preventing minor warping with small changes in spatial
position. The resulting formulation for TDTW using (4) is specified in (5) for
i = 2, . . . , |a| and j = 2, . . . , |b|, with C initialised according to (2) for i = j = 1,
1 < i ≤ |a|, j = 1 and i = 1, 1 < j ≤ |b|.
(5) C(i, j) =

C(i− 1, j − 1) d(ai, bj) < θ
min
 C(i− 1, j − 1)C(i− 1, j)
C(i, j − 1)
+ d(ai, bj) d(ai, bj) ≥ θ
To demonstrate how to apply DTW and TDTW and the procedure to re-
cover an optimal alignment, we use the following example spatial sequences a =
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[(1.0, 1.0)(1.5, 1.5)(2.0, 2.0)] and b = [(1.0, 1.0)(1.5, 1.5)(2.2, 2.2)(3.0, 3.0)]. The
completed DTW and TDTW C matrices (the TDTW matrix is generated using
θ = 1.0m) are shown in Table. 2. One of the possibly many optimal warping
Table 1. DTW C matrix using example sequences a and b.
(1.0,1.0) (1.5,1.5) (2.0,2.0)
(1.0,1.0) 0.000 0.707 2.121
(1.5,1.5) 0.707 0.000 0.707
(2.2,2.2) 2.404 0.990 0.283
(3.0,3.0) 5.233 3.111 1.697
Table 2. TDTW C matrix using example sequences a and b with
θ = 1.0m.
(1.0,1.0) (1.5,1.5) (2.0,2.0)
(1.0,1.0) 0.000 0.000 1.414
(1.5,1.5) 0.000 0.000 0.000
(2.2,2.2) 1.697 0.990 0.000
(3.0,3.0) 4.525 3.111 1.414
paths are represented in Tables 1 and 2 using underlined characters. The optimal
warping paths are calculated by applying a traceback procedure to the DP matrices.
The optimal warping path for the given example is shown in Fig. 3.
Figure 3. An Optimal Warping Path for a and b.
To prevent pathological warping of sequences and to reduce the computational
complexity of DTW and TDTW, a band DP constraint is applied as specified in
[5]. A band DP constraint restricts the possible warping paths in C by limiting the
DP calculations to those within a window of size m running from (1, 1) to (|a|, |b|)
of the DP matrix C (Fig. 4). As a result, only a portion of the DP matrix is
calculated, reducing the runtime complexity of DTW and TDTW from O(|a||b|) to
O(m|a|). Historically, the window size is set to 10% of the comparative sequence;
however, [13] has shown that different window sizes can produce higher accuracy
depending on the data set.
4. Hidden Markov Model
The HMM is a stochastic state transition model that allows modelling of time
sequential data [10]. It was first applied in the activity and action recognition
domain, by [19], where mesh features were extracted from time sequential images of
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Figure 4. Application of a Band DP constraint with window size m.
tennis strokes and used in training and evaluation of the discrete model. Recently,
multi-layer and hierarchical forms of the HMM [3, 9, 8, 6] have been utilised in
activity recognition research. Adoption of the HMM approach has been motivated
by the models ability to deal with noisy observations, good generalisation capability
and high discrimination properties.
A discrete HMM is characterised by a number of hidden states N , distinct ob-
servation symbols per state M , state transition probability matrix A (A = {aij}),
observation symbol probability distribution matrix B (B = {bj(k)}) and the ini-
tial state distribution vector pi. A derived HMM λ is typically represented by the
tri-tuple of parameters {pi,A,B}, which represent the following:
pi = Pr(q1 = Sj), 1 ≤ i ≤ N
aij = Pr(qt+1 = Sj |qt = Si), 1 ≤ i, j ≤ N
bj(k) = Pr(vk at t|qt = Sj), 1 ≤ j ≤ N, 1 ≤ k ≤M
where qt is the state at time t, S is the individual states such that S = {S1, S2, . . . ,
SN} and V denotes the individual symbols V = {v1, v2, . . . , vM}. The HMM model
parameters pi,A,B are estimated using the Baum-Welch (Forward-Backward) algo-
rithm; however, scaling [10] is used in both the model estimation and inferencing,
due to the use of lengthy observation sequences.
5. Data Collection and Methodology
The spatial activity sequences applied in experimentation are collected in a mock
smart house environment using the multiple camera, QOS-based tracking system
of [8]. The data set comprises three similar activities of 90 seconds in length,
with 20 sequences per activity. Video sequences are captured at a uniform ten
frames per second and then processed to obtain two dimensional trajectories for each
frame. One dimensional sequences are produced for the discrete HMM comparison
by discretising the mock smart house environment into one square metre grids.
For each activity sequence, composed of x, y trajectories, we map the trajectory
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sequence to a sequence of unique integers 1, 2, . . . ,M , where M is the number of
unique symbols per state.
To quantify the recognition performance of the algorithms with the testing sets,
we adopt a cross-validation methodology, whereby randomly generated training
sets are compared against randomly selected testing sets. Cross-validation is pre-
ferred as it provides a more realistic picture of the true accuracy of the evaluated
techniques.
In the first group of experiments, we evaluate the high accuracy and increased
robustness claim of the proposed TDTW algorithm by first showing how intra-
class distances obtained by DTW and TDTW vary with artificially introduced
noise. More robust approaches exhibit a smaller variation in intraclass distance
with noise compared to more susceptible algorithms. We then compare the intra-
class distances of the correct classes to the intraclass distances of incorrect or false
classes to provide evidence of the strong discriminatory capability of the proposed
approach. Highly discriminate approaches have a marked separation between intra-
class distances of correct and incorrect classes. The findings are confirmed with the
given data set using threshold nearest neighbour (NN) classification and precision
and recall statistics. Precision, defined in (6), measures the ability of the technique
to correctly classify, whilst recall (7) measures the completeness of a technique’s
classification, that is the proportion of the true class test cases that were identified.
(6) Precision =
True Positives
True Positives + False Positives
(7) Recall =
True Positives
Expected True Positives
To benchmark the resulting recognition performance of the proposed TDTW al-
gorithm we also compare the results to the discrete HMM [10, 19]. Scaling [10] is
applied to both the model estimation and inferencing due to the length of the data
set sequences.
Following the accuracy and robustness experiments, we evaluate classification
accuracy in relation to different band DP window sizes, in order to determine if
band DP constraints are appropriate for DP-based problems in the spatial activity
domain and secondly to determine an optimal window size for the given data set.
6. Experimental Results
Experimental results to justify our claims of high accuracy and increased ro-
bustness of TDTW over DTW and the HMM are provided in this section. The
approaches used in the following experiments are developed in Matlab and C ac-
cording to the specifications in section 3 and 5. With the TDTW experiments we
utilise a value of θ = 1.0m to coincide with the one square metre states used for
the discrete HMM. HMM experimentation uses M = 156 number of symbols per
state with the optimal number of hidden states N , empirically derived to maximise
recognition performance. Derived HMMs with N = 5 and N = 10 produced similar
classification results; however, N = 5 was selected for evaluation due to the reduced
runtime.
6.1. Effect of Noise on Recognition Performance. In order to evaluate the
effect of noise on the recognition performance of the approaches, we performed three
separate experiments. In the first experiment, we measured the intraclass distances
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of the three classes of activities to determine how the average intraclass distance
varies with noise. To carry out the experiment, we produced 30 randomly generated
training sets of ten sequences and compared each of these to the remaining ten
sequences of the same class. The results were then averaged across the 30 sets. The
same methodology was applied for the sequences containing noise; however, random
artifical noise with a range of ±3.0m was introduced to the testing sequences prior
to distance quantification. The resulting difference in average distance between
sequences containing noise and those without can be seen in Fig. 5. The results
Figure 5. Average Difference in DTW and TDTW intraclass dis-
tances due to noise.
from Fig. 5 show that TDTW is more resilient to noise than DTW, as the average
intraclass distance increased by only half as much as DTW, in response to the
artificially introduced noise. This is significant as one would typically apply a
threshold for classification based on the intraclass distance. If an approach is highly
sensitive to noise, the corresponding sequence distance will increase significantly
with higher degrees of noise, thus reducing the recall statistics .
The second experiment examined the discriminatory ability of DTW and TDTW
through measurement of the class distances between the three classes of activities.
As mentioned previously, techniques that have high discrimation exhibit good inter-
class separation between correct and all incorrect classes, thus decreasing the prob-
ability of misclassifications. To evaluate the discrimation capability we selected ten
random sequences, referred to as training sequences, from each of the classes and
measured their intraclass distances as with the first experiment. We then compared
the training sequences of one class with the testing sequences (those sequences not
used in training) of the other classes and averaged the results for each class over the
30 randomly generated sets. For instance, for class 1 in Figures 6(a)-6(d), the true
class is the intraclass distance for class 1 sequences. The two consecutive false class
bars are the average intraclass distances for classes 2 and 3, which are calculated by
comparing the testing sequences of class 2 and 3 with the training sequences from
class 1. The true class for class 2 is the intraclass distance for class 2 sequences and
the adjacent false class bars represent the average intraclass distances for classes 1
and 3 respectively, which are calculated by comparing the testing sequences of class
1 and 3 with the training sequences from class 2. The same experimental methodol-
ogy was applied for the sequences containing noise; however, random artifical noise
with a range of ±3.0m was introduced to the testing sequences prior to distance
quantification.
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(a) DTW Class Distances
(b) TDTW Class Distances
(c) DTW Class Distances with a noise magnitude of ±3.0m
(d) TDTW Class Distances with a noise magnitude of ±3.0m
Figure 6. DTW and TDTW Class distances.
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The results in Figures 6(a)-6(d), show a significant difference in average class
distance between true and false classes with the given data set. This demonstrates
that both the DTW and TDTW approaches are able to provide high discrimination,
even with sequences containing noise. Of significance is the fact that DTW had a
smaller difference in class distance between true and false classes for both sequences
containing noise and those without. The smaller difference in distance between
correctly and incorrectly recognised classes indicates that DTW is more susceptible
to misclassification than TDTW. If one compares the class distances of TDTW
and DTW with respect to noise, both approaches respond similarly for the true
classes. However, TDTW maintains the separation between true and false classes
with the added noise, while DTW exhibits a decrease in distance. This decrease
can again lead to further misclassifications compared to TDTW, particularly with
similar activities.
The third experiment validated the claim that TDTW is capable of accurate
and robust spatial sequence recognition, using a threshold-based nearest neighbour
(NN) evaluation methodology with ten training sequences. To benchmark the DTW
and TDTW results, we compare them to the discrete HMM with models generated
from ten training sequences. Class thresholds were derived from the average in-
traclass distance plus two standard deviations for DTW and TDTW. The HMM
experiments required minus two standard deviations for the thresholds due to the
use of log likelihoods as a measure of sequence similarity. Recognition performance
is ascertained using precision and recall statistics, according to (6) and (7). The
results for the cross-validation study are shown in Table 3. The results show that
Table 3. Precision and recall rates for threshold-based NN clas-
sification using DTW, TDTW and the discrete HMM.
Noise DTW TDTW HMM
(m) Prec (%) Recall (%) Prec (%) Recall (%) Prec (%) Recall (%)
0.0 96.3 94.7 98.3 97.3 59.7 56.9
3.0 96.1 88.3 98.3 91.3 56.0 56.1
DTW and TDTW produce significantly higher classification rates than the discrete
HMM, even in the presence of noise. It is also evident that TDTW exhibits in-
creased classification performance over DTW, especially in relation to precision.
We attribute the higher classification performance of TDTW over DTW to the in-
creased discrimination (larger interclass distances between true and false classes)
resulting from inclusion of the matching region, provided by the threshold param-
eter. This matching region reduces the cummulative distance of similar sequences,
while not affecting dissimilar ones. Thereby, increasing the interclass distance be-
tween true and false activity classes and reducing the chance of misclassification.
6.2. Effect of the Band-DP window size on Recognition Performance.
As demonstrated in [13] and [12] introduction of a band DP constraint can im-
prove classification accuracy and drastically reduce the computational complexity
of DTW, particularly with small values of the window size m. In the spatial recog-
nition domain, we are interested in whether applying such a constraint will improve
the already high classification performance of TDTW, and in turn reduce the run-
time complexity of the technique. In this experiment, we utilise values of m from
THRESHOLD DYNAMIC TIME WARPING FOR SPATIAL ACTIVITY RECOGNITION 403
5% to 100% of the length of the comparative sequence for the cross-validation study.
We also contrast the runtime of each of the samples to the maximum runtime, cor-
responding to m = 100%. The results are shown in Figures 7 and 8. Our findings
(a) DTW
(b) TDTW
Figure 7. Band DP width m versus Precision and Recall.
Figure 8. Band DP width m versus Relative Runtime.
in Fig. 7 demonstrate that high classification accuracies can be obtained with band
DP constraints and small band widths, such as m = 5%. Furthermore, as seen in
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Fig. 8, the use of small band widths dramatically reduce the runtime of DTW and
TDTW by as much as 80-90%. The observed reduction in runtime with smaller
values ofm is expected given the complexity analysis in section 3. Closer analysis of
Fig. 7 also shows that the optimal window size, in relation to precision and recall,
was observed at m = 100%. The fact that precision and recall were maximised us-
ing the largest window size for both DTW and TDTW suggests that in the spatial
activity domain band DP constraints decrease classification performance. In order
to find out why large values of m produced the highest classification values we also
analysed the captured data. Analysis revealed significant variation in the sequence
length of sequences of the same class and likely arose due to the tracking system
failing to consistently track the individual as they moved about their activity. As a
result of the variation, sequences required significant warping to temporally align,
hence the large m observed. If the spatial sequences had been consistent through-
out, then a lower optimal value of m should have been observed. In an ideal
situation, with a tracking system capable of consistently tracking an individual,
one can apply a band DP constraint in conjunction with a small window size to
minimise runtime, whilst maximising recognition performance. With inconsistent
sequences and band DP it is unlikely that small band widths will produce optimal
classification; however, it is still possible to use the technique for efficient pruning
of candidates prior to full quantification. For instance, one can apply the more effi-
cient band DP technique with a small window size to select those sequences which
show a high correspondance to a known pattern(s). Using this set of sequences,
one can then apply the unconstrained DTW or TDTW technique for more accurate
quantification, prior to classification.
7. Conclusion
In this paper we propose TDTW to address the sensitivity of DTW to noise.
Robust algorithms are necessary in spatial activity recognition due to the result-
ing noise incorporated by non-invasive video tracking sytems. TDTW achieves its
robustness over DTW through the introduction of a user defined threshold that
denotes the maximum allowable euclidean distance with which trajectories can
match. By applying the thresholding concept to the diagonal matching condition
of the DTW relation we are also able to reduce minor warping. Evaluation of
TDTW with a three class data set demonstrates that TDTW achieves higher clas-
sification than both DTW and the discrete HMM, even in the presence of artificially
introduced noise. Furthermore, runtime performance of the approach can be dra-
matically improved, while retaining high classification performance, through the
use of band DP constraints with small window sizes.
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