SMG [GB88] is a system designed to generate a finite state model of a program from the program itself and an operational semantics for the programming language. This finite state model can then be model-checked to verify desired temporal properties of the original program.
Introduction
In this paper, we present an approach for handling fairness in our generic system for the verification of temporal properties of finite state programming languages. The system couples the verification paradigm based on model checking of finite programs [CES86, LP85, RRSV87] with language presentation via formal semantic description such as Structural Operational Semantics [Plo81] . The paper [GB88] presented an overview of our basic system. In the system described there, fairness was handled in a rather direct and visible fashion. Additional program variables were explicitly introduced by the user of SMG and used to "specify" the fair paths of the program in temporal assertions. As we indicated in that paper, the obligation on the programmer to include extra information that is actually a consequence of the language semantics is obviously unsatisfactory.
We mentioned two possible ways forward. The first was to follow the original approach, but achieve it automatically using the given semantic description and program. The second suggestion was to introduce some form of transition labelling onto the edges of the state machine and modify the model checkers to make use of the labelling to restrict their search space. It is the latter approach that we have actually adopted and present here. In the following sections we provide a brief overview of SMG, the system for generating finite state machines from language semantics and finite state program, introduce the extensions necessary to extract the "fairness" labelling, then describe our approach to model checking of linear-time formulae. The latter is based on techniques used in our practical decision procedures for linear-time temporal formulae [Gou84] and the satisfiability algorithms presented in [LP85] .
In the full paper we will present results comparing the implementation of the model checker described here with that of our original implementation handling fairness constraints within the temporal logic [Fis92] and with our linear temporal logic decision procedures [GB89] .
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Transition It then constructs a transition table for the program P by instantiating, for the parse tree of P, the transition rules given in the semantics. Using the given initial states of P, together with evaluation and state update functions obtained from the rewrite rule semantics, a state transition graph is then generated for P.
The semantics is given, in S.O.S. style [Plo81] , as a set of labelled transition rules of the form S 1 ec, sm, em ???????! S 2 and inference rules of the form
where S 1 , S 2 are program phrases, ec is a boolean expression defining the enabling condition for the transition, sm is the state modification effected by the transition, em the environment modification and R, R 1 … R n are transition rules. The output format of the state transition graph can be chosen as appropriate for the model checker to be used, in particular for mcb [Bro86] or a linear time temporal logic model checker such as MDF [Fis92] .
A shared variables language
A simple shared variables language has been chosen to illustrate our approach to handling fair constructs in SMG (other languages will be considered in the full paper). It consists of Boolean variables and expressions, assignment, sequential composition, guarded choice, repetitive guarded choice and parallel composition. Repetitive choice and parallel composition are each presented in four flavours corresponding to unrestricted, impartial, just and fair forms of fairness constraint [LPS81] . 
Language Syntax
All operator symbols not appearing in this declaration part are assumed to be unrestricted. The new SMG F generates a state machine as before by unwinding the given program using the supplied semantic rules. In addition, labels are generated whenever a transition involving a "fair" non-unary operator is made. Each instance of a fair operator in the program i s supplied with a unique set of labels. Furthermore SMG F constructs fairness constraints for each "fair" operator (see section 2.3 for formal details). which can have ƒt instantiated as empty string (for unrestricted choice), I for impartial choice, J for just choice and F for fair choice. The state structure generated by SMG F , when started in a state with b and c true, is as in Figure 2 . State s 1 , the initial state with b and c true, has two possible outgoing transitions corresponding to the choices of the program. The left choice has been labelled flg and the right choice has been labelled frg. We say s 1 is enabled for l and r. State s 2 on the other hand is only enabled for l; it is disabled for r. The transition representing exit from the repetitive choice is not labelled by a guard choice label.
The fairness constraint generated 1 is fhfs 1 , s 2 , s 3 g,fl,rg,ƒtig where ƒt is the fairness type obtained from the actual program instance. The first component of the constraint is a set of states of interest, the second is a set of possible choices at the states of interest and the third component defines the fairness type. The interpretation of these constraints is defined formally in the next section.
Example 2 Consider next the program schema
started in a state with b and c both true. Figure 3 
Fair Automaton Structure
The automata constructed by SMG are similar to the fair structures described in [CVW86] . The main difference is the expression of fairness constraints based on a set of pairs of state sets and edge-label sets. Furthermore, for simplicity of presentation, it is assumed that SMG generates automata with only infinite paths; terminating executions of programs are handled in the normal way by looping on the "final" state. The motivation for these modifications is essentially to keep the structures over which temporal formulae are interpreted close to the structures generated by SMG. A set of states X occurs infinitely on an ω-path, σ , iff
A set of labels M is disabled in a state s of structure A F iff no transition from s is labelled by some nonempty subset of labels from M, i.e.
Definition 2.3 Given fairness constraint ƒ ∈ F of structure A F , an ƒ-path is an ω-path σ such that
if a nonempty subset E′ of E occurs infinitely in σ then M must occur infinitely along σ , One way to justify this result requires the notions of maximal strongly connected components (MSCCs) and terminal MSCCs, with which we assume the reader is familiar. For, given any state s of A F , either s lies in a terminal MSCC, T , of A F or there is a path that leads from s to such a terminal MSCC. Construct from T an ω-path that traverses every edge in T infinitely often; this path obviously satisfies any JUST or FAIR constraint.
Such a result does not hold in the case of arbitrary impartiality constraints, hE,M,IMPARTIALi, simply because we can, for example, choose the set M to be distinct from any labels occurring on edges of A F ; this does not pose a problem for JUST and FAIR constraints since they have disabledness guards.
The above result leads to a useful optimisation in the algorithm for checking satisfiability, presented in section 3.5; if a formula is found to be satisfied on a finite prefix, the result ensures that the prefix can be extended to a JUST or FAIR path.
Example Consider the fair structure A F , depicted in Figure 2 , which would be generated from the program schema
started in a state with b and c true. This program terminates under fairness or impartiality for the repetitive guarded choice, but not under justness. In particular, we have 
If the fairness condition F is fhfs 1 , s 2 , s 3 g,fl,rg,JUSTig, then the structure admits the fair path
This is because the set frg is disabled for state s 2 ; the only transition from s 2 is labelled by flg.
If the fairness condition is fhfs 1 , s 2 , s 3 g,fl,rg,FAIRig, then the only fair paths of the structure are those that have the infinite tail
The previous path (1) is no longer fair since, although states s 1 and s 2 occur infinitely, fl,rg is not disabled in either s 1 or s 2 , and fl,rg does not occur infinitely along σ .
Fair Satisfiability Checking of Linear Temporal Logic
We present here an algorithm for checking satisfiability of linear time temporal logic formulae in the A F structure generated by SMG. Of course, note that we are really concerned in determining whether a formula ϕ is satisfied on all fair paths of a structure A F , generated from some program P. We thus determine whether ¬ϕ is satisfied on all fair paths of the structure A F ; if it is not satisfiable, then ϕ will be satisfied on all fair paths of A F .
In [LP85] , Lichtenstein and Pnueli describe an approach to fair satisfiability checking of finite state programs. Given a finite state machine P, and a linear time temporal formula ϕ, they construct a structure which is, essentially, the product of P together with a maximal tableau structure for ϕ and then check for satisfying paths within the resulting product structure. The time complexity of this model checking is linear in the size of the resulting structure which is linear in the size of program but exponential in the size of the formula. Although for "small" formula this may appear reasonable, the suggested construction, in fact, is unworkable in practice due to the large constants that are involved.
The approach we adopt here uses on notions that we have developed for building practical linear time temporal logic decision procedures. Rather than constructing a maximal tableau, we construct a tableau which is in some sense minimal containing just enough information to characterise the possible models; we throw out the junk. This has quite a dramatic effect. Furthermore, since our program structures are also kept minimal, we make a double gain. Of course we do not eliminate the exponential in the complexity, but the constants are significantly reduced making linear temporal logic model checking rather more feasible.
In MDF [Fis92] , a simple linear time model checker in which fairness constraints are not considered, not only is a minimal marking constructed, but efficiency is increased by carrying out eventuality checking (fulfillment checking) during the actual marking. It also attempts to minimize the actual space required to carry out the checking.
In what follows, we first describe the temporal logic we are using, then outline the notions of downward closed sets of formula and downward closures and D ϕ structures. This leads on to our presentation of an algorithm for checking fair paths in the A F × D ϕ structure.
Linear Time Temporal Logic
The temporal logic used, TL, is a classical propositional logic over a set of propositions, PROP, augmented by the temporal operators i and U . Additional operators are defined by
Formulae are interpreted, essentially, over linear, discrete, infinite sequences and it is assumed, in the sequel, that σ refers to an ω-path of the structure A F . Definition 3.1 A linear time temporal formula ϕ is fairly satisfied in structure A F from state s, denoted by hA F , si | = F ϕ. iff there is a fair path σ in A F such that σ (0) = s and hA F , σ i | = ϕ.
The satisfiability relation | = is defined by:-
It can be shown that any formula of TL is equivalent to a formula in which negations appear only on propositions. We assume in the sequel that all formulae are in this normalised form.
Alpha and Beta formulae.
We classify all normalised formulae in TL into four types :-i) Literals, i.e. propositions and their negations.
ii) Next-time formulae, i.e. formulae whose leading connective is i .
iii) α-formulae, i.e. conjunction-like formulae. iv) β-formulae, i.e. disjunction-like formulae.
The table below makes this classification explicit.
If ϕ is an α (or β) formula then the formulae formed according to the rules α 1 and α 2 (or β 1 and β 2 ) are called the α-components (β-components) of ϕ.
Alpha Equivalence.
We define a function α * : TL → 2 TL by (where hA F , σ i | = Φ, for Φ a subset of TL iff for all φ ∈ Φ, hA F , σ i | = φ).
We assume below that α * is extended in the obvious way to α * : 2 TL → 2 TL
Eventualities.
In any interpretation in which either of the formulae ϕ U ψ or }ψ is satisfied there must be a future state in which ψ is satisfied. To restate this more precisely, we have
Both of the above formulae are β-formulae with β 1 component ψ . Denote either formula by ξ and its β components by ξ 1 and ξ 2 , so that ξ 1 = ψ .
The formula ξ is satisfied in an interpretation if and only if either ξ 1 or ξ 2 is satisfied, but can not be satisfied in an interpretation consisting of an infinite sequence of states in which ξ 2 is satisfied and ξ 1 is not satisfied; both formulae imply that eventually there is a state in which ξ 1 is satisfied.
We say that }ψ and ϕ U ψ have an associated eventuality ψ (or eventuality set α * (ψ )).
Properties of subsets of TL.
We will be concerned in the subsequent sections with objects labelled with various sets of temporal formulae. We now consider certain useful properties of such sets.
Definition 3.2 Φ ∈ 2 TL is said to be proper iff it satisfies i) If p is a proposition and ¬p ∈ Φ, then p ⁄ ∈ Φ.
ii) false ⁄ ∈ Φ.
Essentially Φ is proper if it contains no propositional contradictions.
Definition 3.3 Φ ∈ 2 TL is said to be downward closed iff it satisfies i) Φ contains no α-formulae;
ii) if ϕ ∈ Φ is a β-formula, with β-components ϕ 1 and ϕ 2 then
For example, if p, q ∈ PROP, the sets f}p ∨ }q,}q,qg and fp U q, p, i (p U q)g are downward closed, but f}p ∨ }q,}q,pg is not.
Given a Φ ∈ 2 TL containing no α-formulae there are many downward closed sets containing Φ. We now introduce the idea of a downward closure of a set Φ, a downward closed set containing Φ which is in some sense minimal. Denote by PDC the set fΨ ∈ 2 TL | Ψ is proper and Ψ is downward closedg
Construction of the downward closure.
Given Φ ∈ 2 TL , the following algorithm will generate the set PDC(Φ).
i) If Φ contains α-formulae then replace Φ with α * (Φ).
ii) Set D = fΦg and all β-formulae as unmarked.
iii) If Ψ ∈ D and ϕ ∈ Ψ is an unmarked β-formula with components ϕ 1 and ϕ 2 then replace Ψ in D by the sets Ψ 1 = Ψ ∪ α * (ϕ 1 ) and Ψ 2 = Ψ ∪ α * (ϕ 2 ) in which the formula ϕ is marked. iv) Repeat (iii) until each set in D consists entirely of marked β-formulae, next-time formulae and literals. v) Delete any sets from D which are not proper or contain formulae which are not necessary for α * (Φ).
On termination we have D = PDC(Φ).
(This process must terminate since all new β-formulae introduced at stage (iii) have lower degree than ϕ). which has the following important property.
Note 3.2 ϕ has a model if and only if, in the structure
D ϕ , either a) X d ≠ ∅, or b) there is a sequence (x i ) such that i) x o ∈ X 0 , ii) x i N x i+1 and iii) ∀i. if x i ∈ dom FR then ∃sx. x i FR sx ∧ (∀x′ ∈ sx. ∃j. j > i ∧ x′ = x j ) i.e.
required eventualities of ϕ occur in the sequence.
This result provides the basis of a decision mechanism for temporal logic. We now define the components of the structure D ϕ . First, define a function NT: 2 TL → 2 TL by
Then, given a TL formula ϕ, we define a set X by i)
X is the smallest subset of PDC satisfying (ii) and (iii).
Define a relation N on X by
Let ev(Φ) be the set
Given Φ, a subset Π of X is called a satisfying set for Φ if and only if
Define FR ⊆ X × 2 X by (Φ, Π) ∈ FR if and only if i) ev(Φ) ≠ ∅; ii) either a) Π = ∅ ∧ Φ has no satisfying set in X, or b) Π is a satisfying set for Φ and no proper subset of Π is a satisfying set for Φ.
The definition of D ϕ is completed by setting X 0 = PDC(fφg) and
Note that although the relation FR is potentially quite large, in practice it is never explicitly constructed since, given Φ ∈ X, Π ∈ 2 X , it is relatively easy to determine whether or not Φ FR Π (see section 4).
Example With reference to the example used above,
The next-time formulae of the elements of Φ are as follows:
The downward closed sets for these are
This gives rise to the following structure D ϕ = hX,N,FR, X 0 i where 
Combining the
A few words of explanation are in order here. The combination is essentially the product of A F and D ϕ , under the restrictions that no contradictory states exist (ii), no next-time inconsistent states are allowed (iii), and that all states are rooted in some initial state (iv). Optimisation of the P relation occurs if no impartiality constraints occur in A F and relies on the result of note 2.1. The labelling from A F is carried through to A D F . 
Definition 3.7 A fulfilling path through
A D F is a sequence ((s i , x i )) such that (s 0 , x 0 ) ∈ Y 0 ∧ ∀i. ∃ls. ((s i , x i ), ls, (s i+1 , x i+1 )) ∈ R ∧ ∀i. if x i ∈ dom FR then ∃sx. x i FR sx ∧ (∀x′ ∈ sx. ∃j. j > i ∧ x′ = x j )
Checking for Fair Paths
We now turn our attention to the algorithm for detecting a fair path in a structure A D F . The technique is based on the approach described by Lichtenstein and Pnueli [LP85] (the LP algorithm) and relies on detecting "fair" maximal strongly connected components (MSCCs). The modifications needed are to cope with the contracted edge-labelled fair structures we generate and, in particular, to cope with handling simultaneous application of impartiality, justness and fairness constraints on a single path. Clearly, if a fair path exists in the structure A D F , it must have a tail contained in a strongly connected subcomponent (SCS) of A D F ; indeed, this tail will be contained in a terminal SCS. For obvious reasons, it is prudent to check terminal MSCCs for containment of a fair path: if one is found, then our task is done and we will have demonstrated the existence of a fair path of A D F (and hence a fair path of A F satisfying the given formula ϕ).
Let us define some of these notions more carefully. Unfortunately this result does not hold for the (strong) fairness constraints, basically, because monotonicity does not hold for this case. The following simple counterexample depicted in Figure 4 illustrates the problem. Let the state s 1 to be disabled for r and enabled for l, s 2 to
Figure 4: Counterexample SCS be disabled for l and enabled for r. Then taking the fairness constraints ƒ 1 = hfs 1 , s 2 g,frgi and ƒ 2 = hfs 1 , s 2 g,flgi, we observe that indeed the SCS contains both an ƒ 1 -SCS and an ƒ 2 -SCS.
For the first case the path visits only state s 1 ; this is acceptable as r is disabled in s 1 . Similarly for the other constraint. However, there is no path within B which satisfies the conditions jointly. Indeed, the SCS B is neither an ƒ 1 -SCS nor an ƒ 2 -SCS. We present below our algorithm for checking whether a structure A D F contains is an ƒ-SCS for every ƒ ∈ F. The major work is done in FAIR. The difference between our FAIR procedure and that presented in [LP85] is as follows. To check for an SCS satisfying all constraints, we first attempt to find an SCS satisfying all (strong) fairness constraints. Each constraint is checked in turn; however, as soon as the SCS being checking is reduced to a smaller SCS within, it is necessary to recheck fulfillment (see note 3.4) and all previously checked (strong) fairness constraints! When the procedure has successfully found an SCS which is an ƒ-SCS for all (strong) fairness constraints ƒ ∈ F, it checks that particular SCS for the remaining, impartiality and justness, constraints. The above, together with Claim 1, establishes the desired result.
Coming Soon
The full paper will contain in addition:
• proofs of important results (i.e., notes and claims will become theorems!);
• comparisons of an implementation of the model checker described above with earlier work;
• examples of languages containing other forms of fairness being handled by SMG F .
