By using coincidence degree theory as well as a priori estimates and Lyapunov functional, we study the existence and global stability of periodic solution for discrete delayed highorder Hopfield-type neural networks. We obtain some easily verifiable sufficient conditions to ensure that there exists a unique periodic solution, and all theirs solutions converge to such a periodic solution.
Introduction
It is well known that studies on neural dynamical systems not only involve discussion of stability property, but also involve other dynamics behaviors such as periodic oscillatory, bifurcation and chaos. In many applications, the property of periodic oscillatory solutions are of great interest. For example, the human brain has been in periodic oscillatory or chaos state, hence it is of prime importance to study periodic oscillatory and chaos phenomenon of neural networks. Recently, Liu and Liao [8] , Zhou and Liu [15] consider the existence and global exponential stability of periodic solutions of delayed Hopfield neural networks and delayed cellular neural networks. Liu et al. [7] address the existence and global exponential stability of periodic solutions of delayed BAM neural networks. Since high-order neural networks have stronger approximation property, faster convergence rate, greater storage capacity, and higher fault tolerance than lower-order neural networks, they have attracted considerable attention (see, e.g., [1, 2, 4, 5, 10, 11, 13, 14] ). In our previous paper [12] , we study the global exponential stability and existence of periodic solutions of the following high-order Hopfield-type neural networks 282 Discrete high-order neural networks where i = 1,2,...,m, t > 0, x i (t) denotes the potential (or voltage) of the cell i at time t. a i (t) are positive ω-periodic functions, they denote the rate with which the cell i reset their potential to the resting state when isolated from the other cells and inputs. b i j (t), e i jl (t) are the first-and second-order connection weights of the neural network, respectively; I i (t) denote the ith component of an external input source introduced from outside the network to the cell i.
In [6] , Li investigates global stability and existence of periodic solutions of discrete delayed cellular neural networks. However, few authors have studies the dynamical behaviors of the discrete-time analogues of delayed high-order Hopfield-type neural networks with variable coefficient. In this paper, we are concerned with the following discrete analogue of (1.1) of the form
..,m, will be specified in the next section. With the help of Mawhin's continuation theorem of coincidence degree theory and constructing Lyapunov functional, we obtain some sufficient conditions ensure that for the discrete networks (1.2) there exists a unique periodic solution, and all theirs solutions converge to such a periodic solution. To the best of our knowledge, this is the first time to study the existence and global attractivity of the periodic solution for the discrete-time analogues of delayed high-order Hopfield-type neural networks with variable coefficient.
The tree of this paper is as follows. In Section 2, following the semi-discretization technique [6, 9] , we obtain a discrete-time analogue of (1.1). In Section 3, with the help of Mawhin's continuation theorem of coincidence degree theory, we study the existence of the periodic solution of (1.2). In Section 4, by constructing Lyapunov functional, we derive sufficient conditions to ensure that the periodic solution of (1.2) is globally asymptotically stable.
Discrete-time analogues
There is no unique way of deriving discrete time version of dynamical equations corresponding to continuous time formulation. First, following [6, 9] , we reformulate system (1.1) by an approximation of the form 
Integrate it over the interval [nh,t] for t < (n + 1)h to obtain
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We let t → (n + 1)h and obtain
where
Also, one can see that (1.2) converges towards (1.1) when h → 0 + . The system (1.2) is supplemented with initial values given by
In this paper, we assume that (H1) a i :
for any x, y ∈ R, (j ∈ {1, ...,m}).
(H3) There exist positive constants N j > 0, j ∈ {1, ...,m} such that
For convenience, we will introduce the notation: where u(k) an ω-perodic sequence of real numbers defined for k ∈ Z and notations:
(2.10)
Existence of periodic solution
In this section, based on the Mawhin's continuation theorem and Lyapunov functional, we will study the existence of periodic solutions of discrete-time high-order Hopfieldtype neural networks (1.2). First, we will make some preparations. Let X and Z be two Banach spaces. Consider an operator equation
where L : DomL ∩ X → Z is a linear operator and λ is a parameter. Let P and Q denote two projectors such that 
Then the equation
be called a Fredholm mapping if the following two conditions hold:
(i) KerL has a finite dimension; (ii) ImL is closed and has a finite codimension.
Recall also that the codimension of ImL is the dimension of
When L is a Fredholm mapping, its index is the integer IndL = dimkerL-codimIm L.
We will say that a mapping N is L-compact on Ω if the mapping QN : Ω → Z is continuous, QN(Ω) is bounded, and Proof. Similar to that of [6] , we define
Let l ω ⊂ l m denote the subspace of all ω periodic sequences equipped with the usual supremum norm · , that is,
It is not difficult to show that l ω is a finite-dimensional Banach space. Let
then it follows that l ω 0 and l ω c are both closed linear subspaces of l ω and
In order to use Lemma 3.1 to system (1.2), we take
and let
. . .
It is trivial to see that L is a bounded linear operator and
as well as
then it follows that L is a Fredholm mapping of index zero. Define
It is not difficult to show that P and Q are continuous projectors such that 
Assume that x(n) = (x 1 (n),...,x m (n)) ∈ X is a solution of system (3.15) for some λ ∈ (0,1), from (3.15), we obtain
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(3.16) Hence,
where E is taken sufficiently large such that x < A, clearly, A is independent of λ. Now, we take Ω = {u ∈ X : x < A}. It is clear that Ω satisfies the requirement (a) in Lemma 3.1.
When x ∈ ∂Ω ∩ Ker L, x is a constant vector in R m with x = A. Furthermore, take H : ImQ → Ker L, r → r. we can let A be greater such that
Condition (b) of Lemma 3.1 is also satisfied. By now we have prove that Ω satisfies all the requirements in Lemma 3.1. Hence, system (1.2) has at least one ω-periodic solution.
The proof is complete.
Global stability of the periodic solution
In this section, we will obtain sufficient conditions for the global asymptotic stability and global exponential stability of the periodic solution of discrete high-order Hopfield-type networks (1.2). 
Then the ω-periodic solution of (1.2) is unique and all other solutions of (1.2) converges to its unique ω-periodic solutions.
Proof. According to Theorem 3.2, we know that (1.2) has a ω-periodic solution x
Obviously, if this periodic solution is globally attractivity, then it is unique. Let x(n) = (x 1 (n),x 2 (n),...,x m (n)) T is an arbitrary solution of (1.2) and let
Hence,
Define a Lyapunov functional V (·) by
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Therefore, we have
and we can conclude that the ω-periodic solution of (1.2) is globally attractivity and this completes the proof of the theorem.
Next, we will study global exponential stability of the periodic solution of discrete high-order Hopfield-type networks (1.2). Then the ω-periodic solution of (1.2) is unique and is globally exponentially stable.
T is an arbitrary solution of (1.2), then 294 Discrete high-order neural networks using the continuity of F i (υ i ,n) on [1,∞) with respect to υ i and the fact that F i (υ i ,n) → −∞ as υ i → ∞ uniformly in n ∈ I ω , i = 1,2,...,m, we see that there exist υ * i (n) ∈ (1,∞) such that F i (υ
