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Abstract
A variety of powerful extremal results have been shown for the chromatic number of triangle-free
graphs. Three noteworthy bounds are in terms of the number of vertices, edges, and maximum degree
given by Poljak & Tuza (1994), and Johansson. There have been comparatively fewer works extending
these types of bounds to graphs with a small number of triangles. One noteworthy exception is a result
of Alon et. al (1999) bounding the chromatic number for graphs with low degree and few triangles per
vertex; this bound is nearly the same as for triangle-free graphs. This type of parametrization is much
less rigid, and has appeared in dozens of combinatorial constructions.
In this paper, we show a similar type of result for χ(G) as a function of the number of vertices n, the
number of edges m, as well as the triangle count (both local and global measures). Our results smoothly
interpolate between the generic bounds true for all graphs and bounds for triangle-free graphs. Our
results are tight for most of these cases; we show how an open problem regarding fractional chromatic
number and degeneracy in triangle-free graphs can resolve the small remaining gap in our bounds.
1 Introduction
In this paper, we examine extremal bounds on the chromatic number of an undirected graphG = (V,E) which
has relatively few triangles (a triangle is a triple of vertices x, y, z ∈ V where all three edges (x, y), (x, z), (y, z)
are present in G). For way of motivation, a variety of powerful results have been shown for the chromatic
number of triangle-free graphs. One noteworthy bound, which we explore further in this paper, is in terms
of the number of vertices or edges:1
Theorem 1.1 ([14]). Suppose G is triangle-free with n vertices and m edges. Then
χ(G) ≤ O
(
min(
√
n
logn
,
m1/3
log2/3m
)
)
Another powerful bound for triangle-free graphs can be given in terms of the maximum degree:2
Theorem 1.2. Suppose G is triangle-free and has maximum degree d. Then χ(G) ≤ O
(
d
log d
)
These bounds are much smaller than would be possible for a generic graph (with no restriction on the
number of triangles); in those cases one can only show the bounds
χ(G) ≤ min(n,√m, d+ 1)
The requirement that a graph has no triangles is quite rigid. There have been comparatively fewer works
which relax the triangle-free condition to allow a small number of triangles. One noteworthy exception to
this is the result of [2]:
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1See also [7] and [12] for crisper proofs of these results.
2Theorem 1.2 is attributed to Johansson, as attributed by [10]. See [11] for a more recent proof, which also gives bounds on
the constant term.
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Theorem 1.3 ([2]). Suppose the graph G has maximum degree d and each vertex incident on at most y
triangles, where 1 ≤ y ≤ d2/2. Then
χ(G) ≤ O( d
log(d2/y)
)
Thus, for instance, if y < d2−Ω(1), then the worst-case behavior of χ(G) is roughly the same as if G had no
triangles at all. The result of [2] has been used in dozens of combinatorial constructions. Roughly speaking,
if G is produced in a somewhat “random” or “generic” way, then G will have relatively few triangles; only
a few extremal cases (such as a graph containing a d-clique) give the full triangle count.
In this paper, we show upper bounds for χ(G) as a function of the number of vertices n, the number of
edges m, as well as the triangle count. Our results smoothly interpolate between the generic bounds true
for all graphs, and the triangle-free bounds of Theorems 1.1. We will see here as well that graphs with few
triangles have nearly the same behavior as graphs with no triangles. This is convenient because triangle
counts (local and global) can be computed easily in polynomial time; this is quite different from computing
χ(G) directly (which is NP-hard).
Definition 1.4. We say that a vertex v ∈ V has local triangle count y, if there are y pairs of vertices
u,w ∈ V such that (v, u), (v, w), (u,w) ∈ E. We say that G has local triangle bound y if every vertex has
local triangle count at most y.
We shall show the following bounds on the chromatic number:
Theorem 1.5. Suppose a graph G has m edges, n vertices, t triangles, and local triangle bound y. Then
χ(G) ≤ min(a1, a2, a3, a4, a5, a6)
where
a1 = O
(√ n
logn
+
n1/3y1/3
log2/3(n2/y)
)
a2 = O
( m1/3
log2/3m
+
m1/4y1/4
log3/4(m/y)
)
a3 = O
(√ n
logn
+
t1/3 log log(t2/y3)
log2/3(t2/y3)
)
a4 = O
( m1/3
log2/3m
+
t1/3 log log(t2/y3)
log2/3(t2/y3)
)
a5 = O(
√
n
logn
) + (61/3 + o(1))t1/3 a6 = O(
m1/3
log2/3m
) + (61/3 + o(1))t1/3
We show in Section 4 that the bounds a1, a2 are tight up to constant factors, and the bounds a5, a6 are
tight up to second-order terms. The bounds a3, a4 are tight up to factors of log log(t
2/y3); we will show in
Section 6 that this small gap can be resolved via a conjecture on fractional chromatic number and degeneracy
in triangle-free graphs.
We also remark that all our bounds on chromatic number can be realized constructively; that is, there
are randomized algorithms which construct such colorings in expected polynomial time. We do not discuss
any further algorithmic issues in this paper.
1.1 Notation and preliminaries
We write f . g to mean that f = O(g). We write f ≈ g if f = Θ(g). Given a graph G on a vertex set V
and a subset B ⊆ V , we use χ(B) as a shorthand for χ(G[B]), where G[B] denotes the subgraph induced on
B. We let N(v) denote the neighborhood of v, i.e. the set of vertices w with (w, v) ∈ E. The degree of v is
deg(v) = |N(v)|.
We use the expression log to denote the truncated logarithm, i.e.
log(x) =
{
ln(x) x > e
1 x ≤ e
Note that, due to this definition, iterated logarithms are always well-defined. In addition, we have the
following useful bound:
2
Observation 1.6. Suppose x0 ≤ x ≤ x1. Then for a ≤ 1 and y ≥ 0 we have
x0 log
a(y/x0) ≤ x loga(y/x) ≤ x1 loga(y/x1)
Proof. We claim that x loga(y/x) is an increasing function of x. When x ≥ y/e, we have x loga(y/x) = x and
so this is clearly true. Otherwise, we have x loga(y/x) = x(ln(y/x))a, which has derivative (ln(y/x))a−1(ln(y/x)−
a); this is positive for y > ex and a ≤ 1.
Our constructions will make use of a few previous results for coloring and independent sets, which we
summarize here. We have already mentioned the theorem of [2] for chromatic number of locally-sparse
graphs as a function of maximum degree. We restate it here, taking advantage of our truncated logarithm
and asymptote notations:
Theorem 1.7 ([2]). Suppose G has maximum degree d and local triangle bound y. Then χ(G) . dlog(d2/y) .
Vu [15] extended Theorem 1.3 to list-chromatic number:
Theorem 1.8 ([15]). Suppose G has maximum degree d and local triangle bound y. If each vertex has a
palette of size cdlog(d2/y) , where c is a universal constant, then G can be list-colored.
We also use a reformulated version of Tura´n’s Theorem (the original version is the equivalent statement
for the complement graph.)
Theorem 1.9 (Reformulated Tura´n’s Theorem). Suppose G is a graph with n vertices and m edges. Then
G has an independent set of size at least n2m/n+1 .
2 Bounds in terms of n
We begin by showing bounds on χ(G) as a function of triangle information (local and global) as well the
vertex count n. These generalize the result of [1] for triangle-free graphs. Notably, when G has a relatively
small number of triangles, we show that χ(G) has approximately the same worst-case behavior as if G had
no triangles at all; namely, we have the bound χ(G) .
√
n
logn .
Theorem 2.1. Suppose G has n vertices and local triangle bound y. Then
χ(G) .
√
n
logn
+
n1/3y1/3
log2/3(n2/y)
Proof. Let f = log(n2/y) Our plan is to repeatedly remove independent sets from G, as long as its maximum
degree exceeds a a parameter d.
Initially let G0 = G. Now, repeat the following for i = 0, 1, 2, . . . , k: if all the vertices of Gi have degree at
most d, then abort the process and color the residual graph Gi using Theorem 1.7; this requires O(
d
log(d2/y) )
colors. Otherwise, select some vertex vi which has degree > d in Gi. Thus G[N(vi)] has at least d + 1
vertices and has at most y edges. By Theorem 1.9, there is an independent set Ii ⊆ N(vi) of size at least
d
2y/d+1 . We color all the vertices of Ii with a new color, and let Gi+1 = Gi − Ii. Overall, this process uses
O( dlog(d2/y) + k) colors.
Since the sets I1, . . . , Ik are all disjoint, we have k ≤ n(2y/d+1)d = 2nyd2 + nd and so
χ(G) .
d
log(d2/y)
+
ny
d2
+
n
d
When y ≤ √n logn, we set d = √n logn and get
d
log(d2/y)
+
ny
d2
+
n
d
≤
√
n logn
log(
√
n logn)
+
2n√
n logn
+
n√
n logn
.
√
n/ logn
3
When y >
√
n logn, we set d = (nyf)1/3. We estimate the log(d2/y) term as:
log(d2/y) = log(n2/3f2/3y−1/3) = log((n2/y)1/3 log2/3(n2/y)) ≈ log(n2/y) = f
and so
d
log(d2/y)
+
ny
d2
+
n
d
.
d
f
+
n1/3y1/3
f2/3
+
n2/3
(y log(n2/y))1/3
As y >
√
n logn, Observation 1.6 gives
n2/3
(y log(n2/y))1/3
≤ n
2/3
(
√
n logn log( n
2√
n log n
))1/3
=
√
n
logn
,
which completes the proof.
Next, we will show bounds on χ(G) given information both about the global triangle count and the local
triangle bound. We begin with a useful lemma.
Lemma 2.2. Suppose that G has local triangle bound y, and there is a partition of the vertices V =
A1 ⊔ A2 ⊔ · · · ⊔ Ak such that, for all 1 ≤ i ≤ j ≤ k, every v ∈ Ai satisfies |N(v) ∩ Aj | ≤ dxi−j for some
parameters d, x ≥ 1. Then
χ(G) .
d(1 + log log(d
2/y)
log x )
log(d2/y)
In particular, if x is a constant, then
χ(G) .
d log log(d2/y)
log(d2/y)
Proof. Define f = log(d2/y) ≥ 1. We will first show that this result holds for x ≥ 2f . In this case, we have
log log(d2/y)/ logx ≤ 1 and so we need to show that χ(G) . d/f .
We will allocate a palette of size cd/f to each vertex v for some constant c to be determined. We proceed
for j = k, k − 1, . . . , 1, attempting to list-color G[Aj ]; at stage j, we remove from the palette of each vertex
v ∈ Aj all the colors already used by its neighbors in Aj+1, . . . , Ak. As f ≥ 1, the total number of such
neighbors is at most
dx−1 + dx−2 + dx−3 + · · ·+ dx−k+j ≤ d( 1
2f
+
1
(2f)2
+
1
(2f)3
+ . . . ) ≤ d/f
Thus, every vertex v ∈ Aj has a residual palette size of at least cd/f−d/f = (c−1)d/f . If c is a sufficiently
large constant, then Theorem 1.8 allows us to color Aj with these palettes. So each set Ak, Ak−1, . . . , A1
gets successfully colored in turn.
We next consider the case that x < 2f . Let us set s = ⌈ log(2f)log x ⌉ and for each i = 1, . . . , s define
Bi = Ai ∪ Ai+s ∪ Ai+2s ∪ . . . . Observe that each G[Bi] satisfies the hypotheses of this lemma with the
vertex-partition Ai, Ai+s, Ai+2s, . . . and with parameters d
′ = d, x′ = xs. Since x′ ≥ 2f , we have already
proved that the lemma holds in the situation and so
χ(Bi) .
d′(1 + log log((d
′)2/y)
log(x′) )
log((d′)2/y)
≈ d
f
So
χ(G) ≤ χ(B1) + · · ·+ χ(Bs) . sd/f ≤
(1 + log(2f)log x )d
f
.
d(1 + log flog x )
f
Theorem 2.3. Suppose G has n vertices, t triangles, and local triangle bound y. Then
χ(G) .
√
n
logn
+
t1/3 log log(t2/y3)
log2/3(t2/y3)
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Proof. Let Ai denote the set of vertices in G with between 2
i and 2i+1 triangles and let d be a parameter
which we will specify shortly. We let A−1 denote the vertices incident on zero triangles. We also set
r = ⌈log2 d⌉, f = log(t2/y3), and ℓ = ⌈log2 y⌉.
We will color G in three stages. In the first stage, whenever there is some vertex v ∈ Ai such that v has
more than 2(i−j)/2d neighbors in Aj where r ≤ i ≤ j, we apply Theorem 1.9 to obtain an independent set
I ⊆ N(v) ∩ Aj . We assign each vertex in I to one new color and remove I from the graph. Note that this
process of removing vertices may cause the membership of the sets Ak to change.
The graph G[N(v) ∩ Aj ] has at least 2(i−j)/2d vertices. By definition of Aj , it has at most 2j+1 edges.
Thus, the set I has size
|I| ≥ 2
(i−j)/2d
1 + 2
i+2
2(i−j)/2d
Observe that 2i+2 ≥ 2r+2 ≥ 4d. Since i ≤ j, we therefore have 2i+2
2(i−j)/2d
≥ 1 and so
|I| & 2
(i−j)/2d
2i+2
2(i−j)/2d
= 2−jd2/4
By definition of Aj , each w ∈ I is incident on at least 2j triangles. Thus, when we remove I from the
graph, we remove at least |I|2j & d2 triangles from G. Consequently, the total number of colors used in the
first phase is at most O(t/d2).
Next, suppose that the first phase has finished, and there no more vertices v ∈ Ai which have more
than 2(i−j)/2d neighbors in Aj for any r ≤ i ≤ j. The graph G[Ar ∪ · · · ∪ Aℓ], with the corresponding
partition Ar, . . . , Aℓ, satisfies the requirement of Lemma 2.2 with parameter x =
√
2, so it can be colored
using O(d log log(d
2/y)
log(d2/y) ) colors.
Finally, we apply Theorem 2.1 to color G[A−1∪A0 ∪· · ·∪Ar−1]. This graph has at most 2r . d triangles
per vertex, hence this requires O(
√
n
logn +
(nd)1/3
log2/3(n2/d)
) colors.
Putting all three terms together,
χ(G) .
t
d2
+
d log log(d2/y)
log(d2/y)
+
(√ n
logn
+
(nd)1/3
log2/3(n2/d)
)
(1)
Now set d = (ft)1/3 +
√
n/ logn. We observe the following useful bound:
log(d2/y) ≥ log
( (ft)2/3
y
)
= log
(
log2/3(t2/y3)(t2/3/y)
)
≈ log(t2/y3) = f
Clearly f . logn. Also, since t ≤ n3, we have d . (n3 logn)1/3 +
√
n/ logn and thus log(n2/d) & logn.
Using these bounds, we bound the summands of (1) in turn:
t
d2
≤ t
(ft)2/3
=
t1/3
f2/3
d log log(d2/y)
log(d2/y)
.
d log f
f
=
t1/3 log f
f2/3
+
√
n log f√
lognf
≤ t
1/3 log f
f2/3
+
√
n/ logn
(nd)1/3
log2/3(n2/d)
.
√
n
log5/6 n
+
n1/3t1/9f1/9
log2/3 n
All but one of these terms are clearly bounded by O(
√
n
logn +
t1/3 log f
f ) as we have claimed. The one
exception is the final term n
1/3t1/9f1/9
log2/3 n
. For this term, we consider two cases. First, when t ≤ n3/2√logn, we
have
n1/3t1/9f1/9
log2/3 n
≤ n
1/3(n3/2 log1/2 n)1/9(logn)1/9
log2/3 n
=
√
n/ logn
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When t > n3/2
√
logn, then
n1/3t1/9f1/9
log2/3 n
≤ t
1/3
f2/3
× f
7/9n1/3
t2/9 log2/3 n
≤ t
1/3
f2/3
× (logn)
7/9n1/3
t2/9 log2/3 n
=
t1/3
f2/3
× (logn)
1/9n1/3
t2/9
≤ t
1/3
f2/3
× (logn)
1/9n1/3
(n3/2 log1/2 n)2/9
=
t1/3
f2/3
Thus, in either case, we have shown that
n1/3t1/9f1/9
log2/3 n
.
√
n/ logn+
t1/3
f2/3
completing the proof.
2.1 A result on independence number
Recently, Bohman & Mubayi [4] have investigated the relation between independence number α(G) and the
number of copies of Ks in a graph G. In particular, for s = 3, they discuss extremal bounds relating α(G)
and triangle count. As we show next, these results may be obtained as immediate corollaries of Theorem 2.1.
(Note that Theorem 2.1 requires the use of heavy-duty results of Johansson and [2], whereas [4] uses more
elementary methods.)
Corollary 2.4 ([4]). If G has n vertices and t triangles, then
α(G) &
{√
n logn if t ≤ n3/2√logn
(n/t1/3) log2/3(n/t1/3) if t ≥ n3/2√logn
Proof. Let S denote the set of vertices which are incident upon at most y = 10t/n triangles. Applying
Theorem 2.1 to G[S], we have
χ(G[S]) .
√
n
logn
+
t1/3
log2/3(n3/t)
(2)
Since the average triangle count is 3t/n, we have |S| ≈ n, and so G[S] has an independent set of size at
least n/χ(G[S]); simple calculations show that the bound (2) achieves the claimed result.
3 Bounds in terms of m
In this section, we show some bounds in terms of the edge count m, as well as triangle count (local and
global). These generalize results of [12] and [7], which show similar bounds for the chromatic number as a
function of m for triangle-free graphs. As in the vertex-based bounds, we will show that when t, y are small,
the worst-case behavior for χ(G) is essentially the same as if G had no triangle at all, namely χ(G) . m
1/3
log2/3 m
.
Theorem 3.1. Suppose G has m edges and local triangle bound y. Then
χ(G) .
m1/3
log2/3m
+
m1/4y1/4
log3/4(m/y)
Proof. If y ≥ m, then this simply asserts that χ(G) . √m, which holds for any graph. So we assume y < m.
Now let f = log(m/y), let A denote the vertices of degree greater than d, and let B denote the vertices of
degree ≤ d, where d is some parameter to be chosen. Note that |A| ≤ 2m/d. Applying Theorem 2.1 to G[A]
and Theorem 1.7 to G[B], we have
χ(G) . χ(A) + χ(B) .
√
m/d
log(m/d)
+
(m/d)1/3y1/3
log2/3((m/d)2/y)
+
d
log(d2/y)
(3)
6
If y < (m logm)1/3, then set d = (m logm)1/3. We simplify the log terms in (3):
log(d2/y) ≥ log((m logm)
2/3
(m logm)1/3
) ≈ logm
log(m/d) = log(
m
(m logm)1/3
) ≈ logm
log((m/d)2/y) ≥ log( m
2
(m logm)2/3 × (m logm)1/3 ) ≈ logm
Substituting the bounds on the logarithm terms into (3) we get:
χ(G) .
√
m/(m logm)1/3
logm
+
( m
(m logm)1/3
)1/3((m logm)1/3)1/3
log2/3m
+
(m logm)1/3
logm
=
3m1/3
log2/3m
If y ≥ (m logm)1/3, then set d = (myf)1/4. As y ≤ m, Observation 1.6 gives yf = y log(m/y) ≤ m and
so d ≤ √m. We thus simplify the log terms as:
log(d2/y) = log((myf)1/2/y) = log((m/y)1/2 log1/2(m/y)) ≈ log(m/y) = f
log(m/d) ≥ log( m√
m
) ≈ logm
log((m/d)2/y) ≥ log( m
2
(
√
m)2y
) = log(
m
y
) ≈ f
Substituting the bounds on the logarithm terms into (3) we get:
χ(G) .
√
m/(m logm)1/3
logm
+
(m/(myf)1/4)1/3y1/3
f2/3
+
(myf)1/4
f
=
m1/3
log2/3m
+
2(my)1/4
f3/4
Theorem 3.2. Suppose G has m edges, t triangles, and local triangle bound y. Then
χ(G) .
m1/3
log2/3m
+
t1/3 log log(t2/y3)
log2/3(t2/y3)
Proof. We assume t > 0, as otherwise this is simply Theorem 1.1. Let f = log(t2/y3). Let A denote the set
of vertices incident on at least z = t
2/3 log1/3 m
m1/3
triangles, and let B denote the remaining vertices. Note that
|A| ≤ 3t/z and G[B] has local triangle bound z. Applying Theorem 2.3 to G[A] and Theorem 3.1 to G[B]
we get
χ(G) ≤ χ(A) + χ(B) . t
1/3 log f
f2/3
+
√
t/z
log(t/z)
+
m1/3
log2/3m
+
(mz)1/4
log3/4(m/z)
(4)
Noting that 1 ≤ t ≤ m3/2, we compute these log terms as:
log(t/z) = log(
(mt)1/3
log1/3m
) ≥ log( m
1/3
log1/3m
) ≈ logm
log(m/z) = log(
m4/3
(logm)1/3t2/3
) ≥ log( m
4/3
(logm)1/3(m3/2)2/3
) = log(
m1/3
log1/3m
) ≈ logm
Substituting these bounds into (4) gives
χ(G) .
t1/3 log f
f
+
√
t/z
logm
+
m1/3
log2/3m
+
(mz)1/4
log3/4m
=
t1/3 log f
f
+
m1/3
log2/3m
+
2m1/6t1/6
log2/3m
Now observe that (using the inequality ab ≤ a2 + b2), we have
m1/6t1/6
log2/3m
≤ m
1/3
log2/3m
+
t1/3
log2/3m
≤ m
1/3
log2/3m
+
t1/3
f2/3
which completes the proof.
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4 Lower bounds
We next show matching lower bounds. We will show that Theorems 2.1 and 3.1 are tight for all admissible
values of m,n, y up to constant factors, while Theorem 2.3 is tight up to factors of log log(t2/y3) for all
admissible values of m,n, y, t. The situation for Theorem 3.2 is slightly more complicated; in general, the
bounds given by Theorem 3.2 and Theorem 3.1 are incomparable. For a given value of m,n, y, t, we show
that either Theorem 3.2 or Theorem 3.1 is tight (the latter up to a factor of log log(t2/y3)). The lower
bounds apply even for the fractional chromatic number (see Section 6 for the definition and more details).
We begin by recalling a result of [9]:
Theorem 4.1 ([9]). For any integer n ≥ 1, there exists a graph Hn on n vertices with the following properties:
(A1) Hn is triangle-free
(A2) Each vertex has degree at most O(
√
n logn)
(A3) α(Hn) ≤ O(
√
n logn) (where α(G) denotes the size of the maximum independent set of G)
(A4) Hn has chromatic number χ(Hn) ≥ Ω(
√
n
logn ).
Following a strategy of [2], we construct a blow-up of Hn with the complete clique Ki, to give:
Proposition 4.2. For any integers k, i ≥ 1, there is a graph Hk,i with the following properties:
(B1) Hk,i contains O(ki) vertices
(B2) Hk,i has local triangle bound O(i
2
√
k log k).
(B3) Each vertex has degree at most O(i
√
k log k)
(B4) α(Hk,i) ≤ O(
√
k log k).
(B5) The fractional chromatic number of Hk,i satisfies χf (Hk,i) & i
√
k
log k .
Proof. We replace each vertex of Hk with an i-clique. For every edge (x, y) ∈ Hn, we place an edge between
all the corresponding copies of x, y in Hk,i, a total of i
2 edges. Now (B1) follows immediately from the fact
that Hk contains k vertices. To show (B3), consider a vertex v ∈ Hk and a corresponding vertex v′ in Hk,i.
The vertex v′ has i− 1 edges going to the other vertices in the clique corresponding to v. For each neighbor
w of v in Hk, the vertex v
′ has i edges (one for each vertex w′ in the clique corresponding to w). Overall, it
has (i − 1) + deg(v)i neighbors. By(A2), deg(v) ≤ O(√k log k) and so this is O((i − 1) + i√k log k). Since
k ≥ 1, the first term i− 1 is negligible compared to the second one.
To show (B2), consider a vertex x′ ∈ Hk,i corresponding to x ∈ Hk. We want to count the triangles
x′, y′, z′ in Hk,i, where y′, z′ correspond to y, z ∈ Hk. We cannot have x, y, z be distinct as otherwise
(x, y), (y, z), (x, z) would be a triangle in Hk. When y = z = x, the total number of such triangles is at most
i2 (since y′, z′ must lie in the same clique as x′). When y = z 6= x, then there must be an edge in Hk from
x to y. There are at most O(
√
k log k) choices of y and once y is fixed, at most i2 choices for y′, z′. Finally,
when y = x 6= z, there must be an edge in Hk from x to z. There are at most O(
√
k log k) choices for z and
at most i2 choices for y′, z′. In total, there are O(i2
√
k log k) triangles involving x′.
To show (B4), observe that if I is an independent set of Hk,i, then all of its vertices must correspond to
distinct vertices of Hk, and it must correspond to an independent set of Hk. So |I| ≤ O(
√
k log k).
The bound (B5) follows from (B1), (B4) and the bound χf (G) ≥ |V (G)|α(G) .
Note on rescaling for Proposition 4.2. The bounds of Proposition 4.2 will also hold for any real
numbers k, i which are bounded uniformly away from 0, i.e. satisfying k, i ≥ c for some constant c > 0.
To see this, we simply replace the real numbers k, i with the integers ⌈k⌉, ⌈i⌉. Since k, i are bounded from
0, the ratios ⌈k⌉/k and ⌈i⌉/i are bounded from above by constants. With a slight abuse of our asymptotic
notation, we refer to this condition as i, k & 1.
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Proposition 4.3. For any integers n, y ≤ n2, t ≤ ny, there is a graph G with at most n vertices, at most t
triangles, local triangle bound y, and such that
χ(G) ≥ χf (G) &
√
n
log n
+
t1/3
log2/3(t2/y3)
Proof. In order to achieve the bound χf (G) &
√
n
logn , we simply take G = Hn. Thus, it suffices to show
that we can find such a graph G with
χf (G) &
t1/3
log2/3(t2/y3)
By rescaling, it suffices to show that a graph has this value of χf (G) and O(n) vertices, O(t) triangles, and
O(y) local triangle bound. Also, as we have discussed above, we can apply Proposition 4.2 with real numbers
k, i & 1. Let us define f = log(t2/y3).
We will consider a number of cases.
Case I: t ≤ y3/2. In this case, f = 1, and we need to show χf (G) & t1/3. Take G to be the complete
graph on t1/3 vertices. This clearly has O(t) triangles and O(n) vertices. Also, it has a local triangle bound
of t2/3 ≤ y.
Case II: t > y3/2 and y ≤ √n logn. We have t ≤ ny and so by Observation 1.6 we have
t1/3
log2/3(t2/y3)
≤ (ny)
1/3
log2/3((ny)2/y3)
=
(ny)1/3
log2/3(n2/y)
Since y ≤ √n logn, the logarithm term is bounded by log(n2/y) ≈ logn, and so
t1/3
f2/3
.
(ny)1/3
log2/3 n
≤
√
n
logn
So in order to show the desired bound on χ(G), we only need to show that χ(G) &
√
n/ logn. This is
achieved by simply taking G = Hn.
Case III: t > y3/2 and y >
√
n logn. Then apply Proposition 4.2 with
i =
y
f1/3t1/3
, k =
f1/3t4/3
y2
and take our graph G to be G = Hk,i.
We must first show that i, k & 1. For the former term, we use the bound t ≤ ny to get:
i =
y
log(t2/y3)1/3t1/3
&
y
(logn)1/3(ny)1/3
=
y2/3
(n logn)1/3
≥ (
√
n logn)2/3
(n logn)1/3
= 1
For the latter term, we use the bound t > y3/2 to get:
k =
f1/3t4/3
y2
≥ f
1/3(y3/2)4/3
y2
= f1/3 ≥ 1
We can estimate log k as:
log k = log(f1/3t4/3/y2) = log
(
(t2/y3)2/3 log1/3(t2/y3)) ≈ log(t2/y3) = f
We next show that G has the desired chromatic number. By (B5), we have
χf (Hk,i) &
i
√
k√
log k
=
t1/3
f1/6
√
log k
&
t1/3
f1/6f1/2
=
t1/3
f2/3
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Finally we verify that G satisfies the required bounds on its vertex and triangle counts. First, by (B1),
the vertex count of G is O(ki), which we bound as
ki = t/y ≤ ny
y
= n
By (B2), the local triangle bound is O(i2
√
k log k). As log k ≈ f , we have i2√k log k = y
√
log k√
f
≈ y.
Finally, since Hk,i has O(ki) vertices and O(y) local triangle bound, it has at most O(kiy) = O(t)
triangles.
Proposition 4.4. Given any integers m, y ≥ 1 and t ≤ m3/2, there is a graph G with at most m edges, at
most t triangles, local triangle bound y, and
χ(G) ≥ χf (G) & min
( (my)1/4
log3/4(m/y)
,
t1/3
log2/3(t2/y3)
)
+
m1/3
log2/3m
Proof. Let f = log(m/y) and let g = log(t2/y3). We begin with a number of preliminary observations. First,
In order to achieve the bound χf (G) &
m1/3
log2/3 m
, we can simply take G = Hn for n = m
2/3/ log1/3m. Thus,
it suffices to find such a graph G with
χf (G) & min
((my)1/4
f3/4
,
t1/3
g2/3
)
(5)
By rescaling, it suffices to show that a graph has this value of χf (G) and O(m) edges, O(t) triangles, and
O(y) local triangle bound. Also, as we have discussed above, we can apply Proposition 4.2 with real numbers
k, i & 1. We will break this into a number of cases.
Case I: y < (m logm)1/3. Then take G to be the triangle-free graph with m edges and χf (G) &
m1/3
log2/3 m
. This satisfies (5), as:
(my)1/4
f3/4
≤ (m(m logm)
1/3)1/4
log( m
(m logm)1/3
)3/4
≈ m
1/4m1/12 log1/12m
log3/4m
=
m1/3
log2/3m
Case II: y > t2/3. In this case, we have g = 1. We take G to be a clique on t1/3 vertices. This graph
has χf (G) = t
1/3 = t
1/3
g2/3
. Furthermore, it has t triangles, local triangle bound t2/3 ≤ y, and t2/3 ≤ m edges.
Case III: (m logm)1/3 ≤ y ≤ t2/3 and t ≥m3/4y3/4/f1/4. Then apply Proposition 4.2 with
i =
y3/4
(mf)1/4
k = m/y
and let G = Hk,i. The bound y ≤ t2/3 ≤ m shows that k ≥ 1 and the bound y ≥ (m logm)1/3 shows that
i ≥ 1.
Note that log k = f . So by (B5), we have χf (G) &
i
√
k√
log k
= (my)
1/4
f3/4
as required by (5).
By (B2), G has local triangle bound O(i2
√
k log k) = O(y). By (B3), it has O(k3/2i2
√
log k) = O(m)
edges. The overall triangle count is O(iky) = O(m
3/4y3/4
f1/4
); by our hypothesis on the size of t, this is O(t).
Case IV: (m logm)1/3 ≤ y ≤ t2/3 and t < m3/4y3/4/f1/4. We begin by showing that f & g in
this case. Since m > f1/3t4/3/y, we have
f = log(
m
y
) ≥ log(f
1/3t4/3/y
y
) = log(log1/3(t2/y3)(t2/y3)2/3) ≈ log(t2/y3) = g
In this case, we apply Proposition 4.2 with
i =
y
(gt)1/3
, k =
g1/3t4/3
y2
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and take G = Hk,i.
We have k ≥ 1 since y ≤ t2/3. To show i & 1, we use the upper bound on t and lower bound on y, and
the estimate f & g to give:
i ≥ y
g1/3(m3/4y3/4/f1/4)1/3
=
f1/12y3/4
m1/4g1/3
&
g1/12(m logm)1/4
m1/4g1/3
=
log1/4m
g1/4
& 1
We also estimate log k in this case:
log k = log(g1/3t4/3/y2) = log(log1/3(t2/y3)(t2/y3)2/3) ≈ log(t2/y3) = g
Thus, by (B2), the graph G has local triangle bound O(i2
√
k log k) . y. By (B1) and (B2), it has
O(kiy) = O(t) triangles total. Finally, by (B3), it has O(k3/2i2
√
log k) edges, which we estimate as
k3/2i2
√
log k .
g1/3t4/3
y
Using the bound g . f and t ≤ m3/4y3/4/f1/4, we see this is at most O(m).
Finally, by (B5), it has
χf (G) &
i
√
k√
log k
≈ y
√
g1/3t4/3/y2√
g
=
t2/3
g1/3
thus satisfying (5).
5 Getting the correct coefficient of t1/3
Suppose we have no information on the local triangle counts; in this case, Theorem 2.3 would give the
following bound in terms of the vertex count n and global triangle count t alone:
χ(G) ≤ O(t1/3 +
√
n
logn
)
This bound is clearly tight up to constant factors. In this section, we compute a more precise formula, which
gives us the correct coefficient of the term t1/3. The correct coefficient of the term
√
n
logn is not currently
known even for triangle-free graphs.
We begin by showing a more precise bound, albeit with a worse asymptotic dependence on n.
Proposition 5.1. If G has n vertices and t triangles, then χ(G) ≤ 2√n+ (6t)1/3.
Proof. Let us define f(n, t) = 2
√
n + (6t)1/3, and let d = ⌊f(n, t)⌋. Suppose that some vertex v of G has
degree at most d − 1. In that case, apply the induction hypothesis to G − v, obtaining a coloring using at
most ⌊f(n− 1, t)⌋ ≤ d colors. At least one color in the range {1, . . . , d} is not used by any a neighbor of v,
so this coloring can be extended to v as well.
So suppose that G has minimum degree at least d. Among all vertices, select one vertex v which
participates in the minimum number y of triangles. The graph G[N(v)] must have y edges and at least d
vertices. By Theorem 1.9, G[N(v)] contains an independent set I of size at least s = d2y/d+1 . Assign all
vertices in I one new color, and recurse on G− I.
As v is chosen to be incident on the minimum number of triangles, every vertex of I is itself incident on
at least y triangles; furthermore as I is independent these triangles are all distinct. So I is incident on at
least ys triangles, which are all removed in G− I. By induction hypothesis χ(G− I) ≤ f(n− s, t− ys) so
χ(G) ≤ 1 + f(n− s, t− ys) = 1 + 2√n− s+ 61/3(t− ys)1/3
≤ 1 + 2√n− s√
n
+ 61/3(t1/3 − ys
3t2/3
) = f(n, t) + 1− s√
n
− 6
1/3ys
3t2/3
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We want to show that χ(G) ≤ f(n, t); thus, it suffices to show that
s√
n
+
61/3ys
3t2/3
≥ 1 (6)
Substituting in the value for s, simple algebraic manipulations show that this is equivalent to showing:
d(
d√
n
− 1) + y
(61/3d2
3t2/3
− 2
)
≥ 0 (7)
In order to show that (7) holds, note that d ≥ ⌊2√n⌋ ≥ √n and so we have d( d√
n
− 1) ≥ 0. Also, we have
d ≥ 2√n+ (6t)1/3 − 1 ≥ (6t)1/3, and so 61/3d2
3t2/3
− 2 ≥ 61/3(6t)2/3
3t2/3
− 2 = 0. This completes the induction.
Theorem 5.2. Suppose that G contains t triangles and n vertices. Then
χ(G) ≤ O
(√ n
log n
+
t1/3(log log n)3/2
logn
)
+ (6t)1/3 = O(
√
n
logn
) + (61/3 + o(1))t1/3
Proof. If t ≤ (n/ logn)3/2, then this follows immediately from Theorem 2.3. So let us suppose that t >
(n/ logn)3/2.
Let y = t1/3 log2 n. Let A denote the vertices of G which are incident on at least y triangles, and let a
be the number of triangles contained in G[A]. Similarly let B = V −A and let b be the number of triangles
in G[B]. Note that |A| ≤ 3t/y and a+ b ≤ t.
By applying Proposition 5.1 to G[A] and Theorem 2.3 to G[B], we get
χ(G) ≤ χ(A) + χ(B) ≤ 2
√
3t/y + (6a)1/3 +O(
√
n
logn
+
b1/3 log log((b2/y3)
log2/3(b2/y3)
)
= (6a)1/3 +O
(√ n
logn
+
b1/3 log log( b
2
t log6 n
)
log2/3( b
2
t log6 n
)
+
t1/3
logn
)
As a+ b ≤ t, we have (6a)1/3 ≤ (6(t− b))1/3 ≤ (6t)1/3− 21/3b
32/3t2/3
. Thus, collecting all relevant constant terms,
we have shown
χ(G) ≤ (6t)1/3 +O
( t1/3
log n
+
√
n
logn
+
b1/3 log log( b
2
t log6 n
)
log2/3( b
2
t log6 n
)
− Cb
t2/3
)
(8)
for some constant C > 0.
Our next task is to show
b1/3 log log( b
2
t log6 n
)
log2/3( b
2
t log6 n
)
− Cb
t2/3
.
t1/3(log logn)3/2
logn
(9)
If b ≤ t/ log3 n, then
b1/3 log log( b
2
t log6 n
)
log2/3( b
2
t log6 n
)
. b1/3 .
t1/3
logn
and we have shown (9). Otherwise, if b ≥ t/ log3 n, then log( b2
t log6 n
) ≥ log( t
log1/12 n
) & logn, using our
assumption that t > (n/ logn)3/2. Thus, in this case, it suffices to show:
b1/3 log logn
log2/3 n
− Cb/t2/3 . t
1/3(log logn)3/2
logn
(10)
The LHS of (10) is negative unless b ≤ (log logn)3/2t
C3/2
; when b is in this range then b
1/3 log logn
log2/3 n
.
t1/3(log log n)3/2
logn as desired.
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Theorem 5.3. Suppose that G contains t triangles and m edges. Then
χ(G) ≤ O
( m1/3
log2/3m
+
t1/3(log logm)3/2
logm
)
+ (6t)1/3 = O
( m1/3
log2/3m
)
+ (61/3 + o(1))t1/3
Proof. The proof is nearly identical to Theorem 5.2, using Theorem 3.2 instead of Theorem 2.3.
By considering a clique of (6t)1/3 vertices or a triangle-free graph, we can easily see that Theorems 5.2
and 5.3 are tight up to lower-order terms.
6 Conjectured tight bounds
The following conjecture seems natural:
Conjecture 6.1. Suppose G has n vertices, t triangles, and local triangle bound y. Then
χ(G) .
t1/3
log2/3(t2/y3)
+
√
n
logn
This conjecture would strengthen Theorem 2.3, would give Proposition 2.1 as a special case (as t ≤ ny),
and would match the lower bound Proposition 4.3.
As further evidence for Conjecture 6.1, we show that it relates to an natural conjecture on degeneracy
and fractional chromatic number in triangle-free graphs:
Conjecture 6.2. Suppose that G is d-degenerate and triangle-free. Then χf (G) .
d
log d .
In a draft version of this paper, we had formulated a more general conjecture that fractional chromatic
number is bounded by a constant times Hall ratio. One can easily show a d-degenerate triangle-free graph
has Hall ratio O( dlog d ), and so this conjecture would have immediately shown Conjecture 6.2. This broader
conjecture has subsequently been refuted [3, 5], but we believe that it may still hold in certain restricted
graph classes or settings. Even if this does not hold in general, it may still be some heuristic justification for
Conjecture 6.2.
As two other pieces of evidence for Conjecture 6.2, we note that [2] showed that a triangle-free, d-
degenerate graph may have χ(G) as large as d; the graph G which achieves this indeed has χf (G) .
d
log d .
Finally, we note that [6] has found other applications of Conjecture 6.2, which would cleanly show certain
other bounds regarding induced bipartite graphs. Slightly weaker versions of these bounds have been found
by other more laborious methods.
We now show a number of consequences of Conjecture 6.2:
Lemma 6.3. Suppose that G is d-degenerate and has local triangle bound y. If Conjecture 6.2 holds, then
χf (G) .
d
log(d2/y)
Proof. Consider some weighting function w : V → R+. We first claim that there is a vertex set U ⊆ V
such that G[U ] is d′ = O(d/
√
y)-degenerate, is triangle-free, and has w(U) & w(V )/
√
y. We show this by
a randomized construction: let us first choose some orientation J of G, such that every vertex in v has at
most d out-neighbors with respect to J .
Now consider forming a subset W ⊆ V , wherein each v ∈ V goes into W independently with probability
p = 110√y . We then let U denote the set of vertices v ∈ Y such that v has no triangles in G[W ] and at most
d/
√
y of the out-neighbors of v (with respect to J) are in Y . A simple Markov’s inequality calculation shows
that, conditional on v ∈ W , the vertex v survives to U with probability Ω(1). Therefore, E[w(U)] & w(V )√y .
Also, by construction, the graph G[U ] is triangle-free. Since every vertex in U has at most d/
√
y out-
neighbors with respect to J , G[U ] is also d/
√
y-degenerate. In particular, there exists a vertex set U that
satisfies the desired properties.
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Now apply Conjecture 6.2 to G[U ], obtaining an independent set I with
w(I) &
w(U) log(d/
√
y)
d/
√
y
=
w(V )√
y log(d/
√
y)
d/
√
y
≈ w(V ) log(d
2/y)
d
Lemma 6.4. Suppose G has n vertices, t triangles, and local triangle bound y. If Conjecture 6.2 holds,
then G has an independent set I satisfying either (i) |I| ≥ Ω(√n logn) or (ii) I touches Ω(t2/3 log2/3( t2y3 ))
triangles in G.
Proof. Let us set f = log(t2/y3) and d = (tf)1/3 +
√
n logn. Let us consider a number of cases.
CASE I: G is not d-degenerate. Then there is a non-empty vertex set U ⊆ V such that G[U ] has
minimum degree at least d. Let w ∈ U be the vertex of U which is incident upon the fewest triangles of G;
suppose that w is incident upon k triangles. By Theorem 1.9, there is an independent set I ⊆ N(w) ∩ U
with |I| ≥ d
1+ 2kd
.
If k ≤ d, then |I| & d ≥ √n logn. Otherwise, if k ≥ d, then |I| & d2/k. Since w is incident on the
smallest number of triangles of U , every vertex in I must be incident upon at least k triangles. So I is
incident upon at least |I|k & d2 ≥ (tf)2/3 triangles, as desired.
CASE II: G is d-degenerate and
√
n logn < (tf)1/3. Define the weighting function w : V → R by
setting w(v) to be the number of triangles incident upon v. By Lemma 6.3, there is an independent set I
with
∑
v∈I w(v) &
∑
v∈V w(v)
d/ log(d2/y) &
t log(d2/y)
d . We compute the log term here as
log(d2/y) ≥ log((tf)2/3/y) = log((t2/y3)1/3 log2/3(t2/y3)) ≈ f
Using the bound (tf)1/3 >
√
n logn, we thus estimate
t log(d2/y)
d
&
tf
(tf)1/3
& (tf)2/3
CASE III: G is d-degenerate and
√
n logn ≥ (tf)1/3. Let A denote the vertices in G incident on
at most 10t/n triangles; we must have |A| & n. Since G is d-degenerate, the graph G[A] is also d-degenerate
and has local triangle bound y′ = 10t/n. Define the weighting function w : V → R by setting w(v) = 1.
By Lemma 6.3, there is an independent set I ⊆ A with |I| = ∑v∈I w(v) & ∑v∈A w(v)d/ log(d2/y′) & n log(nd2/t)d . We
compute the log term here as
log(nd2/t) ≥ log(n× n logn/(n3/2/f)) = log(f√n logn) & log n
Also, in this case, we have d ≤ √n logn, and so overall |I| & √n logn.
Proposition 6.5. Conjecture 6.2 implies Conjecture 6.1.
Proof. We will show that
χ(G) ≤ C
(√ n
logn
+
t1/3
log2/3(t2/y3)
)
(11)
by induction on n, where C is some sufficiently large universal constant. Let us set f = log(t2/y3). We may
assume that n, t, and f are larger than any needed constant; otherwise, this follows from Theorem 2.3 if the
constant C is sufficiently large.
Let I be the independent set guaranteed by Lemma 6.4. We assign all the vertices in I one new color,
remove I from the graph, and apply our induction hypothesis to color G− I.
First, suppose that I is incident upon at least r = c(tf)2/3 triangles for some constant c ≤ 1. These
triangles are all removed in G− I, and so by induction hypothesis we have
χ(G) ≤ 1 + C(
√
n
logn
+
(t− r)1/3
log2/3((t− r)2/y3)
) (12)
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Now consider the function F (x) = x1/3/ log2/3(x2/y3). Simple calculus shows that this is an increasing
concave-down function as long as x ≥ ay3/2 for some constant a > 0. Using the fact that r = c(tf)2/3 ≤
(t log t)2/3 and that t, r, f are all larger than any needed constants, we observe that t− r ≥ t/2 ≥ ef/22 y3/2 ≥
ay3/2. Therefore, we may bound the expression in the RHS of (12) by its tangent lines, i.e.
χ(G) ≤ 1+C(
√
n
logn
+F (t−r)) ≤ 1+C(
√
n
logn
+F (t)−rF ′(t)) = 1+C(
√
n
logn
+
t1/3
f2/3
−c(tf)2/3 f − 4
t2/3f2
)
To show that χ(G) ≤ C(
√
n
logn +
t1/3
f2/3
) it thus suffices to show that 1 − Cc (tf)2/3(f−4)
3t2/3f5/3
≤ 0. By taking
C to be sufficiently large, this follows immediately from our assumption that f is larger than any needed
constant. Thus the induction holds in this case.
Next, if |I| ≥ c√n logn for constant c this gives
χ(G) ≤ 1 + C(
√
n− c√n logn
log(n− c√n logn) +
t1/3
log2/3(t2/y3)
)
By a similar tangent line argument, we see that
χ(G) ≤ 1 + C(
√
n
logn
+
t1/3
log2/3(t2/y3)
)− Cc(log n− 1)
2 logn
This is at most C(
√
n
logn +
t1/3
log2/3(t2/y3)
) for C a sufficiently large constant, and the induction again proceeds
in this case.
From Proposition 6.5, we can tighten many of the bounds in our paper. We omit the proofs since they
are essentially identical to proofs we have already encountered.
Proposition 6.6. Suppose G has n vertices, m edges, t triangles, and local triangle bound y. If Conjec-
ture 6.2 holds then we have the following bounds:
1. χ(G) . t
1/3
log2/3(t2/y3)
+ m
1/3
log2/3 m
2. χ(G) ≤ O
(√
n
logn +
t1/3
logn
)
+ (6t)1/3 = O(
√
n
logn ) + (6
1/3 + o(1))t1/3
3. χ(G) ≤ O
(
m1/3
log2/3 m
+ t
1/3
logm
)
+ (6t)1/3 = O
(
m1/3
log2/3 m
)
+ (61/3 + o(1))t1/3
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