In recent times, big data analytics has become a major trend in catering data queries that has been growing dramatically. The present paper gives a brief description of latest happenings of Big Data analytics. A case study using Spark is given as an example. The paper gives the importance of cloud computing in Big data paradigm.
Introduction
Big data, or the handling of vast amounts of data through a parallel IT architecture, is a buzz nowadays. Multiple reports suggest that data creation will continue to grow at a rate between 40 and 60% a year [2] , while a quick look at Google Trends, a Google analytic tool aggregating search queries, reveals that big data queries have grown tenfold in a matter of some 2.5 years.1 Internet companies have been pioneering successful big data investment projects, due to the massive amount of almost real time data that they are handling. While Google was indexing a million pages for a few million searches in 1998, it was indexing more than a trillion pages ten years later, for more than 3.5 billion search queries performed every day, or 1.2 trillion searches a year, according to the tracking website, www.internetlivestats.com.
Netflix has used big data to improve its content recommendation engine, first via a crowd-sourced algorithm using customer rating, then, through machine-learningbased algorithms which are able to develop new insights from the mash ups of a wide range of data (show features, social data from other Netflix users, or box-office). Using big data generated recommendations, Netflix movie and TV series consumption has been boosted by a factor of four [3] . Google is running a vast amount of experiments in order to induce faster search query clicks on its domain, with a few micro-seconds translating into additional millions of dollars being spent.
More traditional companies have also adopted big data events, however with mixed success, if the results emerging from public case studies are analyzed. High profile companies such as Harrah's or Tesco, have been early adopters and successful in investing in big data Hadooplike infrastructures [4] .
Clearly, this calls for looking beyond case studies and for performing a more systematic, larger-scale and statistical-driven study as to whether or not big data investment has led to an improvement of a company's performance trajectory.
Different networks need to be focused
Private: deployed on a private network, managed by the organization itself or by a third party. A private Cloud is suitable for businesses that require the highest level of control of security and data privacy. In such conditions, this type of Cloud infrastructure can be used to share the services and data more efficiently across the different departments of a large enterprise.
Fig 4 Layers of Cloud platform
Public: deployed off-site over the Internet and available to the general public. Public Cloud offers high efficiency and shared resources with low cost. The analytics services and data management are handled by the provider and the quality of service (e.g. privacy, security, and availability) is specified in a contract. Organizations can leverage these Clouds to carry out analytics with a reduced cost or share insights of public analytics results.
Hybrid: combines both Clouds where additional resources from a public Cloud can be provided as needed to a private cloud. Customers can develop and deploy analytics applications using a private environment, thus reaping benefits from elasticity and higher degree of security than using only a public Cloud.
Related Work
Works of this nature Additionally, for Spark, they examined the running time in both Java and Python for comparison. While they found the Python implementation to be easy to use and the code to be clean and succinct, they noted that it was significantly slower than Java on most tests. The exception to this was one problem with 100-dimensionallinear algebra, in which Java was eight times slower than Python, which was presumably an issue with Java, rather than with Spark's runtime. It was noted that Spark required a good deal of tuning and experimentation to get large or complicated problems working.
They could not agree on the reason for these problems, but one theory put forth attributed these failures to heavy reliance on 
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