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УДК 517.5 
ШВИДКІСТЬ НАБЛИЖЕННЯ АНАЛІТИЧНИХ ФУНКЦІЙ 
ЛІНІЙНИМИ МЕТОДАМИ ПІДСУМОВУВАННЯ  
ЇХ РЯДІВ ТЕЙЛОРА 
М.В. Гаєвський 
 
An asymptotic equality for the least upper bounds of the deviations of triangular summation 
methods for Taylor series of functions in the class H . 
 
Получено асимптотические равенства для точных верхних граней уклонений 
треугольных методов суммирования рядов Тейлора от функций из класса H . 
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Тоді кажуть, що задано лінійний метод підсумовування рядів Тейлора. 
О.М. Швецова [3] розглянула загальні методи підсумовування рядів 
Тейлора і отримала такий результат: 
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де 1,2.=,|| iMi   
В даній роботі буде отримано оцінку величини 
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Має місце наступне твердження. 
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Теорема 1. Нехай функція ,Hf  ,n  послідовність   задовольняє 
умови (4)-(6), ,,0,1,=},{= )( nknk   
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Умовам теореми задовольняють багато класичних середніх (Валле-
Пуссена, Зигмунда тощо).  
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отримаємо результат для частинних сум Тейлора 
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Наслідок 1. Нехай ,...2,1,0)(  kk   C,  - послідовність для якої виконуються 
умови (4)-(6) та | ( ) | 0.k  Тоді для довільної функції f H  та будь-якого Nn  
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де O(1) –  величина рівномірно обмежена по n  та .f  
Наведемо тепер результат для середніх типу Валле-Пуссена ),( zfV np , де 
матриця   задається наступним чином: 
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та (доведення див. [4, с. 102])  
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