Let Σ be a compact convex hypersurface in R 2n which is P-cyclic symmetric, i.e., x ∈ Σ implies P x ∈ Σ with P being a 2n × 2n symplectic orthogonal matrix and P k = I 2n , where n, k ≥ 2, ker(P − I 2n ) = 0. In this paper, we first generalize Ekeland index theory for periodic solutions of convex Hamiltonian system to a index theory with P boundary value condition and study its relationship with Maslov P-index theory, then we use index theory to prove the existence of elliptic and non-hyperbolic closed characteristics on compact convex P-cyclic symmetric hypersurfaces in R 2n for a broad class of symplectic orthogonal matrix P.
in (1.2). As in Chapter 15 of [Lon4] , for any symplectic matrix M, we define the elliptic height e(M ) of M by the total algebraic multiplicity of all eigenvalues of M on the unit circle U in the complex plane C. And for any (τ, y) ∈ J (Σ, α) we define e(τ, y) = e(γ y (τ )), and call (τ, y) elliptic or hyperbolic if e(τ, y) = 2n or e(τ, y) = 2, respectively.
The study on closed characteristics in the global sense started in 1978, when the existence of at least one closed characteristic was first established on any compact star-shaped hypersurface by P. Rabinowitz in [Rab1] and on any compact convex hypersurface by A. Weinstein in [Wei1] independently, since then the existence of multiple closed characteristics on Σ ∈ H(2n) has been deeply studied by many mathematicians, for example, studies in [EkL1] , [EkH1] , [Szu1] , [HWZ1] , [LLZ1] , [LoZ1] , [WHL1] and [Wan2] . There is a long standing conjecture on the stability of closed characteristics on compact convex hypersurfaces in R 2n : for every Σ ∈ H(2n), there exists an elliptic (τ, y) ∈ J (Σ). cf., Page 235 of [Eke2] . Ekeland proved in [Eke1] of 1986 the existence of at least one elliptic closed characteristic on Σ provided Σ ∈ H(2n) is √ 2-pinched. In [DDE1] of 1992, Dell'Antonio, D'Onofrio and Ekeland proved the existence of at least one elliptic closed characteristic on Σ provided Σ ∈ H P (2n) if P = −I 2n . In [LoZ1] of 2002, Long and Zhu proved when # J (Σ) < +∞, there exists at least one elliptic closed characteristic. For more results on the stability of closed characteristics on compact convex hypersurfaces, we refer readers to [HuO, Lon3, Lon4, LoZ1, Wan1, WHL1] and the reference therein.
In this paper, we prove the above conjecture for a broad class of compact convex P-cyclic symmetric hypersurfaces. For the studies about closed characteristics on compact convex P-cyclic symmetric hypersurfaces, one can also refer to [DoL1, DoL2, Liu1, LiZ1, LiZ2, Zha1].
Theorem 1.1. Assume Σ ∈ H P (2n) and P has the form P = R(θ 1 ) ⋄ · · · ⋄ R(θ n ) for θ i ∈ (0, π]
, where R(θ) = cos θ − sin θ sin θ cos θ . Then there exist at least one elliptic closed characteristic on Σ.
When we weaken the condition on P, the existence of one non-hyperbolic closed characteristic can be obtained:
Theorem 1.2. Assume Σ ∈ H P (2n) and P has the form P = R(θ 1 )⋄· · · ⋄R(θ n ) for θ i ∈ (0, 2π) with # {i | θ i ∈ (0, π]} − # {i | θ i ∈ (π, 2π)} ≥ 2, where R(θ) = cos θ − sin θ sin θ cos θ . Then there exist at least one non-hyperbolic closed characteristic on Σ.
This paper is arranged as follows. In Section 2, we first generalize Ekeland index theory for periodic solutions of convex Hamiltonian system to a index theory with P boundary value condition. In Section 3, we recall briefly the Maslov P-index theory for symplectic paths and study its relationship with Ekeland P-index theory. In Section 4, we establish a variational structure for closed characteristics and use index theory to prove Theorem 1.1 and Theorem 1.2.
2 Ekeland P-index theory for positive definite Hamiltonian system In this section we will offer a slight generalization of the contents of Section 1.4 in [Eke2] .
Let A(t) be a symmetric and positive definite 2n × 2n real matrix with depending continuously on t ∈ [0, +∞). Then we consider the following quadratic form:
Here P is an orthogonal symplectic matrix satisfying P k = I 2n for integer k ∈ [2, +∞) and ker(P − I 2n ) = 0. Note that x(s) = P x(0). In the following, we denote L 2 = L 2 (0, s) for simplicity.
Lemma 2.1. Π s is a compact operator from L 2 (0, s) into itself. Moreover Π s is antisymmetric.
Proof. Π s sends L 2 (0, s) into W 1,2 (0, s) and the identity map from W 1,2 (0, s) to L 2 (0, s) is compact by the Rellich-Kondrachov theorem.
To check that it is antisymmetric, we just integrate by parts:
and the last term vanishes since:
Thus, by Lemma 2.1, we have JΠ s : L 2 (0, s) → L 2 (0, s) is self-adjoint and compact.
Lemma 2.2. For any symmetric and positive definite 2n × 2n real matrix A(t) continuous in t ∈ [0, +∞), there is a splitting:
such that:
Proof. Define a self-adjoint operatorB :
Since A(t) is symmetric, positive definite, and continuous, we can find positive constants a and b such that
This yields a u 2 ≥ (Bu, u) ≥ b u 2 , ∀u ∈ L 2 (0, s).
Hence, the Lax-Milgram theorem tells us thatB is an isomorphism, and (Bu, v) defines a Hilbert space structure on L 2 (0, s). Endowing L 2 (0, s) with the interior product (Bu, v), and noticing thatB −1 JΠ s is self-adjoint, and applying toB −1 JΠ s the spectral theory of compact self-adjoint operators on a Hilbert space, we know that there is a basis {e j } j∈N of L 2 (0, s), and a sequence
Therefore, for any u = ∞ j=1 c j e j ∈ L 2 (0, s), by the definition of formula (2.1), we obain
Since λ j → 0 as j → +∞, all the coefficients (1 − λ j ) are positive except a finite number. Thus the result, with:
Definition 2.3. For any symmetric and positive definite 2n × 2n real matrix A(t) continuous Moreover, we get
This yields,
Hence we obtain
Proposition 2.5. For any symmetric and positive definite 2n × 2n real matrix A(t) continuous
Proof. The proof proceeds through five steps.
Step 1. When σ > 0 sufficiently small, we have i E P (A σ ) = 0. In fact, by formulas (2.2)-(2.3) and Cauchy-Schwarz inequality, we have
This yields
In addition, since A(t) is symmetric, positive definite, and continuous, we can find a positive
Applying Cauchy-Schwarz to formula (2.1), we have
Step 2. We claim that there are only finitely many points σ with ν E P (A σ ) = 0 in any bounded interval [0, s].
Without loss of generality, we may assume that λ j → λ and ξ j → ξ as j → +∞. This yields
As we know γ A (λ j ) and P are symplectic, then we have γ A (λ j ) T J = Jγ A (λ j ) −1 and P T JP = J.
Lastly, by formula (2.7) we get γ A (λ j ) −1 P ξ j = ξ j . Hence,
What's more, by formula (2.9) we have
In addition, as we knowγ A (λ) = JA(λ)γ A (λ) and from formula (2.8), we obtain
which contradicts to the fact that A(λ) is positive definite.
Step 3. If σ 1 < σ 2 , there hold
In fact, we define a map θ :
Clearly, for any u ∈ L 2 (0, σ 1 ) we get
Therefore,
Hence the proof of (2.10) is done. Similarly, we obtain
Moreover, formula (2.11) follows from (2.10) when ν E P (A σ 1 ) = 0. On the other hand, if ν E P (A σ 1 ) = 0, then from Step 2 we have ν E P (A σ + 1 ) = 0. Hence by (2.12) and let σ 2 = σ + 1 , we have
).
However, if σ 2 > σ 1 then σ 2 ≥ σ + 1 , by (2.10), we get
Step 4. The function
In fact, let u 1 (t) = u(st), by formulas (2.2)-(2.3), we have,
And define a quadratic form on
Next, we will prove that q s (u, u) = sq 1 s (pu, pu). In fact, by formulas (2.1), (2.13) and (2.14), we obtain Hence, for any fixed s 0 , let E 1 = p(E − (A s 0 )), then we have
Since q 1 s depends continuously on s in formula (2.14), as s → s 0 we obtain
The converse inequality holds by (2.10) of Step 3. Therefore i E P (A s ) = i E P (A s − ).
Step 5. For any σ ∈ [0, s), there holds
Step 4 we know i E P (A s ) and ν E P (A s ) are also the index and nullity of q 1 s which is defined in formula (2.14) on L 2 (0, 1). For the sake of convenience, we just consider q 1 s . Denote by
Arguing as in Lemma 2.2, we know that there is a basis {e s j } j∈N of L 2 (0, 1), and a sequence λ s j → 0 in R as j → +∞ such that
Therefore, for any u = ∞ j=1 ξ j e s j ∈ L 2 (0, 1), by the definition of formula (2.14), we obtain
For any fixed σ > 0, we set i E P (A σ + ) = K. This means that there is a σ ′ > σ such that i E P (A s ) = K for all s ∈ (σ, σ ′ ). Thus for any s ∈ (σ, σ ′ ) we obtain 1 − sλ s j < 0 for 1 ≤ j ≤ K. Thus we obtain (B 1 (σ)e i , e j ) = δ ij , for i, j = 1, 2, . . . , K, (JΠ 1 e j , u) = λ j (B 1 (σ)e j , u), ∀u ∈ L 2 (0, 1), j = 1, 2, . . . , K, 1 − σλ j ≤ 0, for j = 1, 2, . . . , K.
Therefore, for any u = K j=1 ξ j e j ∈ L 2 (0, 1), by the definition of formula (2.14), we obtain
So that,
The converse inequality holds by (2.11) of Step 3. Therefore i E
Step 4 and formula (2.15), we obtain
Hence, we get the results.
Proof of Proposition 2.5. The function σ → i E P (A σ ) is integer-valued, left continuous and non-decreasing on (0, +∞). Its value at any point s must be equal to the sum of the jumps it incurred in (0, s). By
Step 5, this is precisely the sum of the ν E P (A σ ) with 0 < σ < s.
Relationship between Ekeland P-index theory with Maslov Pindex theory
In this section, we recall briefly the Maslov P-index theory for symplectic paths and study its relationship with Ekeland P-index theory. Note that the Maslov P-index theory for a symplectic We consider this path-space equipped with the C 0 -topology. For any ω ∈ U the following codimension 1 hypersurface in Sp(2n) is defined in [Lon2] :
For any M ∈ Sp(2n) 0 ω , we define a co-orientation of Sp(2n) 0 ω at M by the positive direction 
Given any two 2m k × 2m k matrices of square block form M k = A k B k C k D k with k = 1, 2, as in [Lon4] , the ⋄-product of M 1 and M 2 is defined by the following 2(m 1 + m 2 ) × 2(m 1 + m 2 ) matrix M 1 ⋄M 2 :
Denote by M ⋄k the k-fold ⋄-product M ⋄ · · · ⋄M . Note that the ⋄-product of any two symplectic matrices is symplectic. For any two paths γ j ∈ P τ (2n j ) with j = 0 and 1, let γ 0 ⋄γ 1 (t) = γ 0 (t)⋄γ 1 (t)
A special path ξ n is defined by where the right hand side of (3.4) is the usual homotopy intersection number, and the orientation of γ * ξ n is its positive time direction under homotopy with fixed end points.
If γ ∈ P 0 τ,ω (2n), we let F(γ) be the set of all open neighborhoods of γ in P τ (2n), and define
is called the index function of γ at ω.
Note that when ω = 1, this index theory was introduced by C. Conley For any M ∈ Sp(2n) and ω ∈ U, the splitting numbers S ± M (ω) of M at ω are defined by
for any path γ ∈ P τ (2n) satisfying γ(τ ) = M , which is well defined by Lemma 9.1.5 of [Lon4] . 
where ξ ∈ P τ (2n) such that ξ(τ ) = P −1 γ(0) = P −1 , and (P, ω)-nullity ν P ω (γ) is defined by Here Ω 0 (M ) is called the homotopy component of M in Sp(2n).
In [Lon2]- [Lon4] , the following symplectic matrices were introduced as basic normal forms:
Splitting numbers possess the following properties: 
For any M i ∈ Sp(2n i ) with i = 0 and 1, there holds 
with n j ∈ {1, · · · , n} satisfying P = P 1 ⋄ P 2 and n 1 + n 2 = n.
the fundamental solution of the linearized Hamiltonian systemẏ(t) = JA(t)y(t). Then we have
Proof. Similar to the proof of Proposition 15.1.3 of [Lon4] and (4.4) of [DoL1] , for any γ ∈ P τ (2n), we have
From (3.15) one has
where γ 1 (t) := γ(ǫt) for t ∈ [0, τ ] and ǫ > 0 is small enough such that ν ω (γ(ǫt)P −1 ) = 0 for t ∈ (0, τ ].
If ν ω (γ(0)P −1 ) = ν ω (P −1 ) = 0, then i ω (γ 1 P −1 * P ξP −1 ) = i ω (P ξP −1 ) = i ω (ξ). If ν ω (P −1 ) = 0,
(3.17)
Combining (3.16) with (3.17), we have
which completes the proof. Now, combining Lemma 3.5 with Propositions 2.4-2.5, we obtain a relationship between Ekeland
P-index with Maslov P-index:
Theorem 3.6. Under the same assumption of Lemma 3.5, we have i P 1 (γ) = ν 1 (P −1 ) + i E P (A).
Proof of the main result
Define two function spaces W p and L 2 by:
And define a map Λ : W p ⊂ L 2 → L 2 by (Λx)(t) =ẋ(t). We know Λ is invertible, and for any u ∈ L 2 we obtain
Note that Λ −1 = Π 1 and x(1) = P x(0), where Π 1 is defined as in Section 2. So by Lemma 2.1, we have JΛ −1 : L 2 → L 2 is self-adjoint and compact.
Consider the dual functional
the Legendre transform of H by Definition II.1.7 in [Eke2] . As we know the global minimum of ψ on L β is reached. Next we will prove thatū =ẋ minimizes ψ
wherex is a solution of the boundary value problem:
  ẋ (t) = JH ′ (x), t ∈ (0, 1)
x(1) = P x(0).
(4.2)
In fact, for ∀u ∈ L β , we have ψ ′ (u) ∈ L α is a linear functional on L β :
Because of ψ ′ (ū) = 0, we obtain: 
By Proposition II.2.10 in [Eke2] and formula (4.4), we get
Therefore, ψ ′′ (ū) can be defined on L 2 . Asū is a minimal point of ψ(u) by (4.1), we get that Morse index of ψ ′′ (ū) defined on L 2 is zero, which means that i E P (A) = 0, (4.5)
where A = H ′′ (x(t)) for t ∈ [0, 1], i E P (A) is defined as in Section 2. Asx is defined on [0,1], we need to extend the domain to [0, k] . Let
By formula (4.4), we obtain We have from (4.6) Let γ = γx(t) be the fundamental solution of (1.3) with A(t) = H ′′ (x(t)) for t ∈ [0, k] satisfying γ(0) = I 2n . By (4.7), we get H ′′ (x(t + 1))P = H ′′ (Px(t))P = P H ′′ (x(t)).
Direct calculations give
= JH ′′ (x(t + 1))P γ(t)P −1 γ(1).
Since P γ(t)P −1 γ(1) | t=0 = γ(1) = γ(t + 1) | t=0 and the fundamental solution of (1.3) is unique, γ satisfies
Specially γ(k) = P γ(k − 1)P −1 γ(1) = · · · = P k−1 γ(1) P −1 γ(1) k−1 = P −1 γ(1) k .
(4.8)
Combining (4.5) with Theorem 3.6, note that ker(P − I 2n ) = 0, we have i P 1 (γ| [0,1] ) = 0, (4.9) By Lemma 3.5, there also holds
Proof of Theorem 1.1.
Note that P Σ = Σ is equivalent to P −1 Σ = Σ. We suppose that P = R(θ 1 ) ⋄ R(θ 2 ) ⋄ · · · ⋄ R(θ n ), where 0 < θ i π ≤ 1. Denote the eigenvalues of P −1 on the upper semi-circle in U by ω 1 , ω 2 , · · · , ω q anticlockwise. Let ω 0 = 1. By the definitions of splitting numbers, we have
where M = γ(1). Note that by Lemma 3.4(i), it follows that
(4.12) By Lemma 3.3, we have
Note that ω i = −1 for 1 ≤ i < q and ν P −1 (1) = 0. Inserting (4.12)-(4.13) into (4.11), we obtain
Noticing that ν P −1 (−1) = 0 if ω q = −1, thus (4.15)-(4.16) imply
whenever ω q is equal to −1 or not. Combining (4.14)-(4.15) and (4.17), we obtain
which together with (4.9)-(4.10) implies
On the other hand, note that S +
20)
Comparing (4.20) with (4.19), we obtain e(P −1 γ(1)) = e(P −1 M ) = 2n, which together with (4.8)
gives e(γ(k)) = 2n, thusx corresponds to an elliptic closed characteristic on Σ.
Proof of Theorem 1.2.
As in Section 1.7 of [Eke2] (cf. also Proposition 2.13 of [Liu1]), we have P −1 γ(1) = P −1 x (N 1 (1, 1) ⋄ Q)Px Without loss of generality, we suppose P = R(θ 1 ) ⋄ R(θ 2 ) ⋄ · · · ⋄ R(θ n ), where 0 < θ i π < 1 for 1 ≤ i ≤ a, θ i π = 1 for a + 1 ≤ i ≤ a + b, 1 < θ i π < 2 for a + b + 1 ≤ i ≤ n a, b ≥ 0. By the assumption that # {i | θ i ∈ (0, π]} − # {i | θ i ∈ (π, 2π)} ≥ 2, we have
(4.23)
Denote the eigenvalues of P −1 on the upper semi-circle in U by ω 1 , ω 2 , · · · , ω q anticlockwise. Let ω 0 = 1. By the definitions of splitting numbers, we get where M = γ(1). Note that by Lemma 3.4(i), it follows that P S ± M (ω) = S ± P −1 M (ω) − S ± P −1 (ω).
(4.25)
Combining (4.22) with (4.24)-(4.25), we obtain 
(4.28)
On the other hand, it follows from (4.9)-(4.10) and (4.27) that
(4.29)
By (4.23), we have 2b > 1 + (n − a − b + b) − a and S + P −1 (ω q ) > 1 + (n − a − b) − (a − S + P −1 (ω q )) when ω q = −1 which implies b = 0. Comparing (4.29) with (4.28), we get a contradiction and complete the proof.
