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I. PROOFS OF SOME RESULTS IN THE MAIN TEXT
In this section, we prove Propositions 4.1 and 4.2 and Lemma 5.1 in the main text.
A. Proof of Proposition 4.1
Proof. Suppose ~S+E2(1; 0)Y0 = Y0. Letting Y () = E2(; 0)Y0, we have
Y ( + 1) = E2( + 1; 1)E2(1; 0)Y0 = E2( + 1; 1) ~S Y0 = ~S E2(; 0) ~S+ ~S Y0
= ~S E2(; 0)Y0 = ~S Y ();
where we used the fact that Xtw( + 1) = ~S Xtw() and that the operator DA in
c
d
d
Y () = DA(Xtw())Y ();  2 [0; 1]
Y (0) = Y0:
(1)
satises DA( ~Sx) = ~SDA(x) ~S: Thus Ztw() = e  log()Y () is a traveling wave solution of
Ztw = LZtw; L = 1
c
DA(Xtw)  d
d
=
1
c
J
@2H
@X2

X=Xtw
  d
d
; (2)
with  = log(), satisfying Ztw( + 1) = ~S Ztw().
Conversely, if Y () = Ztw()e
 solves
d
d
Y () =
1
c
DA(Xtw())Y () = 1
c
J
@2H
@X2

X=Xtw
Y (): (3)
and Ztw() solves (2), we set Y0 = Y (0) = Ztw(0), so that
E2(1; 0)Y0 = Y (1) = eZtw(1) = e ~S Ztw(0) = ~S Y0;
so Y0 is an eigenfunction of ~S+E2(1; 0) associated with the eigenvalue  = e.
2B. Proof of Proposition 4.2
Proof. Note that if Z0 = LZ0 and (L   I)Z1 = Z0, then ~Y1() = e (Z1() + Z0()) solves (3). Similarly, if
(L   I)kZk 1 = (L   I)k 1Zk 1 = ::: = (L   I)Z1 = Z0; (4)
then ~Yk() = e
 (
Pk
j=0
1
j!
jZk j()) solves (3). Let ~Y1 = ~Y1(0) = Z1(0), then
E2(1; 0) ~Y1 = ~Y1(1) = e(Z0(1) + Z1(1)) =  ~S (Z0(0) + Z1(0));
where  = e, and thus ( ~S+E2(1; 0)  I) ~Y1 =  ~Y0. Using mathematical induction, we can show that if ~Yj = ~Yj(0) =
Zj(0) for 1  j  k, then ( ~S+E2(1; 0)   I) ~Yj = (
Pj 1
i=0
1
(j i)! ~Yi). We claim that there exists a (non-unique) lower
triangular matrix 
 = (
ij)0i;jk such that for ~Y0 = Z0(0) and Yj =
Pj
i=0 
ji
~Yi for 0  j  k we have
( ~S+E2(1; 0)  I)kYk = ( ~S+E2(1; 0)  I)k 1Yk 1 = ::: = ( ~S+E2(1; 0)  I)Y1 = Y0: (5)
To prove the existence of such 
, let R1 = (R1;j;i)0j;ik and R2 = (R2;j;i)0j;ik be such that
R1;ji =
(
0; i  j;
1
(j i)! ; i < j
; R2;ji =
(
1; i = j   1;
0; i 6= j   1:
Then we have
( ~S+E2(1; 0)  I) ~Y = R1 ~Y ; ( ~S+E2(1; 0)  I)Y = R2Y;
where Y = 
~Y , which implies

R1 = R2
:
By comparing the terms on both sides, one can verify that given 
00, one can compute the other diagonal terms

11;
22; : : : ;
kk. Once all diagonal terms are known, given 
10, one can solve for 
21;
32; :::;
k(k 1). Assuming

ji are known for any j   i < m and given 
m0, one can then obtain 
(m+1)1;
(m+2)2; : : : ;
k(k m). Following this
procedure, a matrix 
 can be found for given constants 
j0, 0  j  k. In particular, for k = 3 one choice of 
 is

 =
0BB@
3 0 0 0
0  0 0
0 12  0
0 13  1 1
1CCA :
To prove the converse, we assume that (5) holds and let ~Yj =
Pk
i=0

 1
ji Yi for 0  j  k, with 
 dened above.
Then for 1  j  k, ( ~S+E2(1; 0)   I) ~Yj = (
Pj 1
i=0
1
(j i)! ~Yi). Let ~Y0() = E2(; 0) ~Y0 and ~Yj() = E2(; 0) ~Yj for
1  j  k, then ~Yj( + 1) = ~S (
Pj
i=0
1
(j i)! ~Yi()). Using mathematical induction, one can show that ~Yj() has the
form ~Yj() = e
 (
Pj
i=0
1
i!
jZj i()), where Zj() are traveling waves, i.e., satisfy Zj(+1) = ~S Zj(), for 0  j  k.
Moreover, since ~Yj() solves (3), one can show Z0 = LZ0 and (4) hold.
C. Proof of Lemma 5.1.
Proof. Using the arguments similar to the ones leading to Propositions 5.1 and 5.2, one can show that  = O(1=(n 2))
in this case. To be more specic, using
L(@Xtw( ; c)) = 0 (6)
and
L(c@cXtw( ; c)) = @Xtw( ; c); (7)
3we can similarly obtain the coecients gj and fj (as well as the analogs of hj dened in (23)). Moreover, from
0 = Q0g1+Q1g0 we can derive the n-dimensional version of K00 = 0, which eliminates the possibility of   O(1=n).
Using symmetries or K10 = K01 we rule out the case   O(1=(n 1)). Below we show that 2K20 6= K11 is satised,
so that  = O(1=(n 2)) can be achieved. Substituting  = 1=(n 2)1 + 2=(n 2)2 + 3=(n 2)3 + : : : and Z =
Z0 + 
1=(n 2)Z1 + 2=(n 2)Z2 + 3=(n 2)Z3 + : : : into Z = LZ, we obtain
L0Zj =
jX
k=1
kZj k; j = 0; 1; :::; n  3
L0Zn 2 + L1Z0 =
n 2X
k=1
kZn 2 k
L0Zn 1 + L1Z1 =
n 1X
k=1
kZn 1 k
L0Zn + L1Z2 =
nX
k=1
kZn k:
Let Zj =
Pn 1
k=0(Cjkek) + (Zj)
#, where (Zj)
# 2 G?n . Then the above equations are equivalent to
A0Cj =
jX
k=1
kCj k; j = 0; 1; :::; n  3 (8)
A0Cn 2 +M 1Q1C0 =
n 2X
k=1
kCn 2 k (9)
A0Cn 1 +M 1Q1C1 =
n 1X
k=1
kCn 1 k (10)
A0Cn +M
 1Q1C2 =
nX
k=1
kCn k; (11)
where Cj and n-dimensional vectors with components Cjk and M = (hJ 1ej ; eki), Q0 = (hJ 1ej ;L0eki) and Q1 =
K = (hJ 1ej ;L1eki) are n  n matrices, with j; k = 0; : : : ; n   1. As before, we have Q0 = MA0, where A0 is
the n n matrix whose only nonzero entries are ones along the superdiagonal (generalization of the previous 4-by-4
matrix A0), Q0 and Q1 are symmetric, and M is a skew-symmetric invertible matrix (recall that n is even). Setting
g0 = (1; 0; 0; :::; 0)
T , we obtain
Cj =
jX
k=1
kA
T
0 Cj k + Cj;0g0; j = 0; 1; :::; n  3 (12)
Cn 2 =
n 2X
k=1
kA
T
0 Cn 2 k  AT0M 1Q1C0 + Cn 2;0g0; (13)
Cn 1 =
n 1X
k=1
kA
T
0 Cn 1 k  AT0M 1Q1C1 + Cn 1;0g0; (14)
Cn =
nX
k=1
kA
T
0 Cn k  AT0M 1Q1C2 + Cn;0g0: (15)
With C00 = 1, we get Cj;j = 
j
1 and Cj;k = 0 for 0  j  (n   3) and j < k. The last row of (13) is K00 = 0; the
last row of (14) can be directly veried by using symmetries.
The last row of (11) is the same as the last row of M 1Q1C2 = 1Cn 1, which yields
1
n
1 + (2K20  K11)21 = 0: (16)
4Similar to (5.32) in the main text, we can show that the coecient in front of 21 equals  H 00(c0). Indeed, using rH
and r2H to simplify notation and recalling the symmetry of K, we have
H 00(c0) = 2hrH; U2i+ hU1;r2HU1i
= 2c0hJ 1e0; U2i+ c0hU1; J 1L0U1i+ c0hU1; J 1@U1i
= he1; J 1(@U1   c0L1U1)i+ hU1; J 1e0i+ c0h(f10e0 + 1
c0
e1); J
 1@U1i
= he2; J 1L1e0i   he1; J 1L1e1i+ 0  c0f10he1; J 1L1e0i+ h(c0f10e1 + e2); J 1L1e0i
=  K20 +K11 + f10c0K10   f10c0K10  K20
= K11   2K20:
(17)
Thus, nonzero roots of (16) satisfy
n 21 =
K11   2K20
1
=
H 00(c0)
1
:
II. PROJECTION COEFFICIENTS
In this section, we provide some additional expressions for the projection coecients arising in
@Uj =
3X
k=0
(gjkek) + (@Uj)
#; (@Uj)
# 2 G?4 (18)
and
Uj =
3X
k=0
(fjkek) + (Uj)
#; (Uj)
# 2 G?4 : (19)
We start with (18). Recall that g0j = 1;0 and that g1j coecients are given by (5.21). Using 0 = Q0g2+Q1g1+Q2g0,
we obtain
P3
j=1 g1jK0j + L00 = 0, and, recalling g1 =  AT0M 1Q1g0 + g10g0, we have
g2 =  AT0M 1Q1g1  AT0M 1Q2g0 + g20g0
= [( AT0M 1Q1)2 + ( AT0M 1Q2)]g0 + ( AT0M 1Q1)g10g0 + g20g0:
(20)
This yields
g21 =
22K10K11   12( K12K20 +K11K30 + 2K10K31)
41
+
K30K31  K20K32 +K10K33 + 2(g10K10 + L00)
21
  g10K30 + L30
1
g22 =
12K10K21   21( K20K22 +K10K23 +K21K30)
41
+
g10K20 + L20
1
g23 =
2( K10K11) + 1(K10K13  K12K20 +K11K30)  21(g10K10 + L10)
31
:
(21)
Condition
P3
j=1 g2jK0j +
P3
j=0 g1jL0j +B00 = 0 follows from 0 = Q0g3 +Q1g2 +Q2g1 +Q3g0, which together with
g1 and g2 also yields
g3 =  AT0M 1Q1g2  AT0M 1Q2g1  AT0M 1Q3g0 + g30g0
= [( AT0M 1Q1)3 + ( AT0M 1Q1)( AT0M 1Q2)
+ ( AT0M 1Q2)( AT0M 1Q1) + ( AT0M 1Q3)]g0
+ [( AT0M 1Q1)2 + ( AT0M 1Q2)]g10g0 + ( AT0M 1Q1)g20g0 + g30g0;
5resulting in
g31 =  
P3
j=0 g2jK3j +
P3
j=0 g1jL3j +B30
1
  2
1
g33
g32 =
P3
j=0 g2jK2j +
P3
j=0 g1jL2j +B20
1
g33 =  
P3
j=0 g2jK1j +
P3
j=0 g1jL1j +B10
1
(22)
To summarize, (5.21), (21) and (22) determine the projection coecients gij , i; j = 1; 2; 3, in (18).
Considering now the coecients in (19), (5.26)-(5.28) yield
f1 =
1
c0
AT0 g0 + f10g0;
f2 =
1
2c0
[AT0 g1  AT0M 1(Q0 + c0Q1)f1] + f20g0
=
1
2c0
[AT0 g1  AT0M 1Q1AT0 g0   c0AT0M 1Q1f10g0  
1
c0
AT0 g0] + f20g0;
f3 =
1
3c0
[AT0 g2  AT0M 1(Q1 + c0Q2)f1  AT0M 1(Q0 + c0Q1)2f2] + f30g0
=
1
3c0
[AT0 g2  AT0M 1(Q1 + c0Q2)(
1
c0
AT0 g0 + f10g0)
 AT0M 1(Q0 + c0Q1)(
1
c0
AT0 g1  
1
c0
AT0M
 1Q1AT0 g0  AT0M 1Q1f10g0
  1
c20
AT0 g0 + f20g0)] + f30g0:
Using (5.26), we nd that f1 = (f10;
1
c0
; 0; 0)T , which together with (5.27) yields
f21 =
21(c0g10   1) + 2c0(K11 + c0f10K10)  1c0(c0f10K30 +K31)
221c
2
0
f22 =
c0f10K20 +K21  K30
21c0
:
and f23 in (5.30). Using (5.28) we obtain
f31 =
1
3c0
[g20  
3X
j=0
1
1
(K3j + c0L3j)f1j  
3X
j=0
c0
1
1
K3j2f2j   2f21   22
1
f23]  2
1
f33 +
g22
3c0
+ f30
f32 =
1
3c0
[g21  
3X
j=0
(
2
21
(K0j + c0L0j)  1
1
(K2j + c0L2j))f1j  
3X
j=0
c0(
2
21
K0j   1
1
K2j)2f2j   2f22]
f33 =
1
3c0
[g22   1
1
3X
j=0
(K1j + c0L1j)f1j   1
1
3X
j=0
c0K1j2f2j   2f23]
To simplify some calculations, it is convenient to dene hj = c0jfj + (j   1)fj 1 for j = 1; 2; 3, so that
h1 = A
T
0 g0 + h10g0
h2 = A
T
0 g1  AT0M 1Q1h1 + h20g0
h3 = A
T
0 g2  AT0M 1Q2h1  AT0M 1Q1h2 + h30g0
(23)
We note that the last rows of the equations (5.36)-(5.38) are closely connected to the constraints (6){(7), one of
the reasons for which is as follows:
Remark 1. If the constant term in C2k is given by gk with C2k;0 = gk;0, then the constant term in C2k+2 will be
gk+1 with C2k+2;0 = gk+1;0.
6Remark 2. If the constant term in C2k 2 is given by gk 1 with C2k 2;0 = gk 1;0 and the coecient for 1 in C2k 1
is given by hk with hk;0 = 0, then the coecient for 1 in C2k+1 will be hk+1 with hk+1;0 = 0.
By these two remarks, the constant terms in the last rows of (5.36)-(5.38) are always zero. A more involved
calculation, omitted here, shows that the coecients for 1 in the last rows of these equations also vanish. Similar
techniques can be used in other cases, including the one considered in Sec. 5, to show the constant terms and 1
coecients vanish in the last rows of the equations.
III. THE DEGENERATE CASE H 0(c0) = H 00(c0) = 0
In this section, we briey discuss the degenerate case when H 0(c0) = H 00(c0) = 0 but H 000(c0) 6= 0. For simplicity,
we assume that dim(gker(L0)) = 4. Following the arguments in Proposition 5.1 and Proposition 5.2, one can show
that the near-zero eigenvalues are at most O(). Proceeding as before, one obtains the following equation for 1:
41   b21 = 0;
where
b =   1
1
 2K01K32 + 2K02K22  K203 +K11K31  K212
1
+
2(2K21K10 +K
2
20  K211)
21
+ 2L02   L11

:
(24)
We omit the details. This yields
Lemma III.1. Suppose all the assumptions in Theorem 5.1 hold except that @3c (Xtw;j( ; c)) 2 D0([0; 1]) (D0a([0; 1])
if weighted spaces are used), H 00(c0) = 0 and b dened in (24) is nonzero. Then there exist c1 < c0 and c2 > c0 such
that for c 2 (c1; c2), the leading-order terms of nonzero eigenvalues of L will be
 = 
p
b(c  c0) + o(jc  c0j):
It is not clear whether the coecient b is related to H 000(c0), which is given by
H 000(c0) = 2

1
1
( 3K13K20 +K212   4K20K22 + 4K10K23 + 3K21K30
+ 2c0f10(K10K13  K12K20 +K11K30))
+
2
21
(K211   4K10K21   4c0f10K10K11)  2g10K20  
K20
c0
+ L11   4L20
+ c0(2f20K10   3f10g10K10   2f10L10)

:
We note that it is possible to make f10 = f20 = 0 with a careful choice of fe0; e1; e2; e3g. While this case has
an intrinsic theoretical value, we have not yet identied any Hamiltonian lattice models for which this degeneracy
condition is satised.
IV. NUMERICAL PROCEDURES
In this section we describe the numerical procedures we used to obtain the solitary traveling waves and analyze
their stability. More specically, to identify the solitary wave structures, we use the procedure followed in [1]. To this
end, we seek solutions of (6.3) in the co-traveling frame corresponding to velocity c:
rn(t) = (; t);  = n  ct; (25)
obtaining the advance-delay partial dierential equation
tt + c
2   2ct + 2V 0((; t))  V 0(( + 1; t))  V 0((   1; t))
+
1X
m=1
(m)(2(; t)  ( +m; t)  (  m; t)) = 0: (26)
7Solitary traveling waves () are stationary solutions of (26). They satisfy the advance-delay dierential equation
(6.4) and (6.5).
Following the approach in [2], we assume that () = o(1=) and 0() = o(1=2) as jj ! 1, multiply Eq. (6.4) by
2 and integrate by parts to derive the identity"
c2  
1X
m=1
m2(m)
#Z 1
 1
()d  
Z 1
 1
V 0(())d = 0; (27)
which imposes the constraint (6.5) on the traveling wave solutions. Here we assume that (m) decays faster than
1=m3 at innity, so that the series on the left hand side converges.
To solve Eq. (6.4) numerically, we introduce a discrete mesh with step , where 1= is an integer, so that the
advance and delay terms ( m) are well dened on the mesh. We then use a Fourier spectral collocation method
for the resulting system with periodic boundary conditions [3] with large period l. Implementation of this method
requires an even number N of collocation points j  j, with j =  N=2 + 1; : : : ;N=2, yielding a system for 
in the domain (l=2; l=2], with l = N being an even number, and the long-range interactions are appropriately
truncated. To ensure that the solutions satisfy (6.5), we additionally impose a trapezoidal approximation of (27) on
the truncated interval at the collocation points. This procedure is independent of the potential and the interaction
range. However, the choices of  and l depend on the nature of the problem.
To investigate spectral stability of a traveling wave (), we substitute
(; t) = () + a() exp(ct); (28)
into (26) and consider O() terms resulting from this perturbation. This yields the following quadratic eigenvalue
problem:
c22a() =  c2a00() + 2c2a0()  2V 00(())a() + V 00(( + 1))a( + 1)
+ V 00((   1))a(   1) 
1X
m=1
(m)(2a()  a( +m)  a(  m)): (29)
By dening b() = ca(), we transform this equation into the regular eigenvalue problem
c

a()
b()

=M

a()
b()

(30)
for the corresponding linear advance-delay dierential operator M. Note that this problem is equivalent to the
eigenvalue problem (3.5) via the transformation  =   and (a(); b()) = ( a( ); b( )   c 0a( )). Spectral
stability can be determined by analyzing the spectrum of the operator M after discretizing the eigenvalue problem
the same way as the nonlinear Eq. (6.4) and again using periodic boundary conditions. A traveling wave solution is
spectrally stable when the spectrum contains no real eigenvalues.
To analyze the dependence of the eigenvalues spectrum obtained using this procedure on the grid size  and the
size l of the lattice, we consider as an example an -FPU lattice with V (r) = r2=2   r3=3 and without long-range
interaction ((m)  0). In this case, H 0(c) > 0 for every c, and one expects all waves to be stable (see, e.g., [4]).
However, the numerically obtained spectra show mild oscillatory instabilities, which are associated with complex-
valued eigenvalues with nonzero imaginary parts and small but nonzero real parts. As one can see in the example
shown in Fig. 1, corresponding to c = 1:3, the real part of the eigenvalues does not change when  is varied (only
their imaginary parts are aected, given that smaller  enables accessing higher wavenumbers); however, when the
system's length l is increased, the real parts of the eigenvalues decrease. This suggests that the oscillatory instabilities
are a numerical artifact due to the nite length of the lattice that can, in principle, be expected to disappear in the
innite lattice limit.
An alternative method for determining the spectral stability of the traveling waves is to use Floquet analysis. To
this end, we cast traveling waves () as xed points of the map frn+1(T )g
f _rn+1(T )g

!
 frn(0)g
f _rn(0)g

; (31)
which is periodic modulo shift by one lattice point, with period T = 1=c. Indeed, one easily checks that r^n(t) =
(n   ct) = (n   t=T ) satises r^n+1(T ) = y^n(0) = (n) and _^rn+1(T ) = _^rn(0) =  c0(n). To apply the Floquet
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FIG. 1: Dependence of the linearization operator spectrum with the discretization parameter (left panel, with xed l = 100)
and the system length (right panel, with xed  = 0:1) for a stable solitary traveling wave solution with c = 1:3 of the problem
with the -FPU potential governing nearest-neighbor interactions and no long-range interaction.
analysis, we trace time evolution of a small perturbation wn(t) of the periodic-modulo-shift (traveling wave) solution
r^n(t). This perturbation is introduced in (6.3) via rn(t) = r^n(t) + wn(t). The resulting O() equation reads
wn + 2V
00(r^n)wn   V 00(r^n+1)wn+1   V 00(r^n 1)wn 1
+
1X
m=1
(m)(2wn   wn+m   wn m) = 0: (32)
Then, in the framework of Floquet analysis, the stability properties of periodic orbits are resolved by diagonalizing
the monodromy matrix F (representation of the Floquet operator at nite systems), which is dened as: fwn+1(T )g
f _wn+1(T )g

= F
 fwn(0)g
f _wn(0)g

: (33)
For the symplectic Hamiltonian systems we consider in this work, the linear stability of the solutions requires that
the monodromy eigenvalues  (also called Floquet multipliers) lie on the unit circle. The Floquet multipliers can thus
written as  = exp(i), with Floquet exponent  (note that it coincides with  i).
The results were complemented by numerical simulations of the ODE system (6.3), performed using the fourth-order
explicit and symplectic Runge-Kutta-Nystrom method developed in [5], with time step equal to 10 3. In particular,
to explore the evolution of unstable waves, we used initial conditions with such waves perturbed along the direction
of the Floquet mode causing the instability.
V. DISCUSSION: CONNECTION TO EXISTING ENERGY CRITERIA
In this section, we discuss connections between the energy-based stability criterion we derived and analyzed for
solitary traveling waves in Hamiltonian lattices and related criteria for such waves in continuum systems and for
discrete breathers.
A. Energy criteria for discrete breathers in Hamiltonian lattices
As we discuseed in Section 4, solitary traveling wave solutions in lattices can be viewed as time-periodic solutions
(or discrete breathers, if they are exponentially localized) modulo an integer shift. In particular, suppose (2.1) has a
family of time-periodic solutions xper(t;!) parametrized by the frequency ! and satisfying xper(t+
1
! ;!) = xper(t;!).
Setting  = !t and Xper( ;!) = xper(t;!), one can similarly dene the linear operator
L = 1
c
DA(Xper)  d
d
=
1
c
J
@2H
@X2
jX=Xper  
d
d
:
With ! playing the role of c for traveling waves, almost all of the results in this work, including Theorem 5.1,
Lemma 5.1 and Lemma III.1, can also be applied to discrete breathers; see [6] for details and a number of examples.
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Stability of solitary waves in continuum Hamiltonian systems with symmetry (e.g U(1)-invariance) was analyzed
in [7, 8]. Solitary traveling waves in such systems possess translational invariance in space, which breaks down in the
case of lattice dynamical systems. However, in what follows, we rewrite the energy-based stability criteria obtained
in [7, 8] to identify the similarities with our criterion for solitary traveling waves in lattices.
Following the formulation in [7], we consider a continuum Hamiltonian system
@u
@t
= JE0(u); u(x; t) =

q(x; t)
p(x; t)

; J =

0 I
 I 0

: (34)
where E is the energy functional, while q(x; t) and p(x; t) are the displacement and momentum elds, respectively. Let
T (s) be a one-parameter unitary operator group with the innitesimal generator T 0(0), i.e. T (s) = exp(sT 0(0)). We
assume that E is invariant under T (s) for any s, i.e., E(u) = E(T (s)u). This invariance corresponds to the symmetry
of the system. In particular, T (s)u(x) = es@xu(x) = u(x+ s) corresponds to the translational symmetry.
Assuming that T (s)JT (s) = J and dierentiating it with respect to s at s = 0 gives T 0(0)J =  J(T 0(0)), so
that J 1T 0(0) is self-adjoint. As a result, there exists a self-adjoint bounded linear operator B such that JB extends
T 0(0). This implies that Q(u) = 12 hu;Bui is also invariant under T (s), i.e., Q(u) = Q(T (s)u).
Observe that if !(x) satises E
0(!) = !Q0(!), then u(x; t) = T (!t)!(x) is a solitary solution of (34). In fact,
the converse also holds. Indeed, if u(x; t) = T (!t)!(x) solves (34), then
JE0(!) = JT (!t)E0(T (!t)!) = JT (!t)J 1 @
@t
(T (!t)!)
= JT (!t)J 1 @
@t
(T (!t)!) = T ( !t)!T 0(0)T (!t)!
= !T 0(0)! = J!Q0(!):
(35)
Here we used the fact that T 0(0)T (!t) = T (!t)T 0(0).
We now dene the \free energy" d(!) = E(!)   !Q(!) and the associated Hessian H! = E00(!)   !Q00(!).
Observe that they satisfy
H!(T 0(0)!) = 0; H!(@!!) = Q0(!) = J 1T 0(0)!; d0(!) =  Q(!);
d00(!) =  h@!!; Q0(!)i =  h@!!;H!(@!!)i =   d
d!
Q(!) =   1
!
d
d!
E(!):
(36)
As stated in [7], if H! has at most one negative eigenvalue, ker(H!) is spanned by T 0(0)! and the rest of its spectrum
is bounded below from zero, then d00(!) > 0 implies that !-orbit fT (!t)!; t 2 Rg is stable. On the other hand,
d00(!) < 0 implies instability. In other words,
d00(!) = 0 =   1
!
d
d!
E(!)
implies the change of stability, which is similar to our energy-based criterion H 0(c0) = 0 (and to the corresponding
one for discrete breathers).
On the one hand, the solutions in our lattice problems are discrete in space and the translation operator T (s) = es@x
cannot be directly applied { except in the quasi-continuum, advance-delay variant of the problem. However, the nature
of the traveling waves implies that the time dynamics on all sites is connected to a continuous prole function and one
can easily replace the translation in space by translation in time by going to the co-moving frame. In fact, replacing
T (s) = es@x by T (s) = e 1! s@t , we can similarly dene
Q(u) =
1
2
hu;Bui = 1
2
hu; 1
!
J 1@tui; H! = E00(!)  !Q00(!) = E00(!)  J 1@t
and derive (36) where u(t) = T (!t)! is a solitary traveling wave solution of the lattice system with E0(!) = !Q0(!).
Note also the relation L = !JH!, with ! = c and xtw(c) = !.
A more complete understanding of the relationship between the energy-based criteria in discrete and continuum
systems remains a challenging problem to be considered in the future work.
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