We address the analyticity and large time decay rates for strong solutions of the Hall-MHD equations. By Gevrey estimates, we show that the strong solution with small initial date in H r (R 3 ) with r > 5 2 becomes analytic immediately after t > 0, and the radius of analyticity will grow like √ t in time. Upper and lower bounds on the decay of higher order derivatives are also obtained, which extends the previous work by Chae and Schonbek (J. Differential Equations 255 (2013), 3971-3982).
Introduction and main results
In this paper we address the analyticity of strong solutions to the incompressible viscous resistive where u(x, t) = (u 1 (x, t), u 2 (x, t), u 3 (x, t)) and B(x, t) = (B 1 (x, t), B 2 (x, t), B 3 (x, t)), (x, t) ∈ R 3 × [0, ∞), are the fluid velocity and magnetic field, π = p + 1 2 |B| 2 , where p is the pressure. We will consider the Cauchy problem for (1.1), so we prescribe the initial data u(x, 0) = u 0 (x), B(x, 0) = B 0 (x).
The initial data u 0 and B 0 satisfy the divergence free condition, div u 0 (x) = div B 0 (x) = 0.
The application of Hall-MHD equations is mainly from the understanding of magnetic reconnection phenomena [11, 12, 13] , where the topology structure of the magnetic field changes dramatically and
v(x, 0) = u 0 (x), ∂ t w = ∆w, w(x, 0) = B 0 (x).
(1.2)
Before introducing the result, we define some notations. · p (1 ≤ p ≤ ∞) denotes the usual L p (R 3 ) norm. Let V = {v ∈ (C ∞ 0 (R 3 )) 3 : ∇ · v = 0} and H be the closure of V in (L 2 (R 3 )) 3 . We also introduce the following weighted function space W 2 = {v : v 2 W 2 := R 3 |x||v(x)| 2 dx < ∞}.
Theorem 1.1. (Upper bound). Let (u 0 , B 0 ) ∈ H × H and (u(x, t), B(x, t)) be a weak solution of the
Hall-MHD equations with initial datum (u(x, 0), B(x, 0)) = (u 0 (x), B 0 (x)). (1.5)
(1) Assume that the solution (v, w) of (1.2) satisfies v(t)
Following the ideas developed in [17, 18] , we also investigate the lower bounds of large time decay rates for weak solutions to the Hall-MHD equations (1.1).
where
Finally we define
A is scalar and C = x, B 0 }. (1) Assume that the solution (v, w) of (1.2) satisfies
for all t ≥ 0, some constants c, C > 0 and 0 ≤ α < 
(so that u 0 (0) = 0 and B 0 (0) = 0), and (u, B) M 0 , then there exists c 3 , C 3 > 0 such that
In [5] , the authors constructed the local and global in time strong solutions to the Hall-MHD (1.1). We record their results here as a Lemma. Here we are interested in the smoothing effect of these strong solutions. We will show that the local in time strong solution will become smooth after t > 0, indeed, it becomes analytic for strong solutions with small initial data. We expect that the strong solution with general initial data is also analytic at least local in time. Our method is based on Gevrey estimates developed in [10] , [14] and the reference therein. 
and for every m ∈ N,
(1.11)
Then there exists a positive constant c 6 = c 6 (κ 2 , κ 3 , κ 4 , γ, m) such that
(1.12)
Here we remark that by Theorem 1.1, we know that (1.10) will be satisfied when (1.3) holds for 0 ≤ α < 
then Fourier transform of (u, B) can be rewritten aŝ
Since ∇·u = ∇· B = 0, applying the divergence operator to the first set of the Hall-MHD equations gives
Then it follows thatĤ
Setting
B).
Since I − µ(ξ) is an orthogonal projection matrix for each ξ ∈ R 3 \ {0}, we get
By the energy estimate, we have
.
and let g(t) ≥ 0 for t ≥ 0 (to be determined later) and
with β ≥ 0, we will use (2.4) to improve the estimate on E(t). By the energy inequality, (2.5) holds with β = 0. Take g 2 (t) = γ 2 (t + 1) −1 with γ > max{1 + α, 3 2 + 2β}, and hence G(t) = (t + 1) γ . integrating (2.4) over [1, t] , yielding
which improves the previous decay rate
Start with this new exponent, and after finitely many iterations we conclude that
If α > 1, after finitely many iterations we achieveβ of the formβ = 1 + ǫ with ǫ > 0. Now
which is independent of s, and by integrating (2.4) for γ large, we obtain
hence we finish the first part. For (2), since
Then by (2.2) and (2.3), we have
By Lemma 2.6 in [18] , we have 
Integrating over [0, t] , since Φ(t) is non-decreasing, we get 2 , the last inequality reduces
we have finished the proof of Theorem 1.1.
Proof of Theorem 1.2.
The conclusions in (1) follows from Theorem 1.1 immediately. To prove (2), we follows the proof in [18] for the MHD case. Since u 0 (0) = B 0 (0) = 0, it is well known that (1.3) holds with α =
. We observe that A, C are continuously differentiable in ξ with bounded partial derivatives, although there is a new Hall term. This will be proved in Lemma 2.
We use this expansion in (2.1) to get
Hence the expansion ofû(ξ, t) andB(ξ, t) near ξ = 0 is exactly same as the MHD case, then one can argue as in [18] to show that if (u, B) M 0 , then there exist T 0 > 0, ρ > 0 such that either
for t ≥ T 0 . Let T ≥ T 0 (to be determined later) and let (v(t), w(t)) be the solution of the heat equation
. In view of the representation (2.12) (with t = T ) for the initial datum of (v, w), as was shown in Lemma 2.3 in [18] that there exists a constant c > 0, such that
Now we will compare the solution (u(t + T ), B(t + T )) with (v(t), w(t)). We set D(t)
and D(0) = 0. As (2.11), we have
Note that
This yields
Taking γ > 5 and integrating over [1, t] , we finally obtain
Taking T large enough so that
It remains to establish the following lemma. 
Proof. Clearly,
It suffices to prove that
Dot-multiplying both sides of the first MHD equation with |x|u, of the second MHD equation with |x|B, adding and integrating over R 3 , we get after some integration by parts
We estimate I i , i = 1, · · · , 5 as follows.
2 ). By the Sobolev embedding theorem, we have
3 Proof of Theorem 1.4
Smoothing effects of the local strong solution
We start with the proof of (1) in Theorem 1.4. We need the following energy estimate, which is slightly different from those in [5] : for any integer m > 
The inequality (3.1) follows from the simple energy estimates. For any multi-index α ∈ N 3 0 with m = |α|, from the Hall-MHD equations (1.1), we have
By using the calculus inequality:
we can bounded I to IV as follows, which immediately yields (3.1) by Sobolev embedding theorem. 
Analyticity of small strong solutions and upper bound
We will use Gevrey estimates to show the analyticity of the strong solutions to the Hall-MHD. Setting Λ = (−∆) 1/2 , for τ ≥ 0, we introduce the spaces
As shown in [14] , for every w ∈ D(e τΛ ; H r ) with τ > 0, r > 0, then for ∀x ∈ R 3 and every multi-index α ∈ N 3 0 , there exists M and ρ = τ/ √ 3, such that
That is, w is analytic with radius τ/ √ 3 on the whole of R 3 . In the following, we only need to show that the strong solution (u, B) belongs to D(e τΛ ; H r ) with τ > 0. First, we need the following Lemmas, which was proved in [14] . Now we start to prove the conclusion (2) in Theorem 1.4. Setting
First, we show the local in time analyticity by choosing τ = τ(t). In the following, we assume (u, B) are the global strong solution to the Hall-MHD with small initial data (u 0 , B 0 ) in Lemma 1.3. Then N r (t) ≤ C(r)N r (0). And 
Similarly, we have
where c(N r ) is a smooth function of N r , the function c(N r ) may change in different line. Since we are considering the local in time analyticity, we restrict ourself on t ∈ [0, 1], and select τ = τ(t) = t, then M r (0) = N r (0) and 
We choose τ(t) = τ 2 0 + αt, where τ 0 > 0 and 0 < α ≤ 
We will refine our estimates on I i , i = 1, · · · , 5 by using the "good" term M r+1 . We will also replace J s , H s , J s+1 , H s+1 by J 0 , H 0 and M r , since by assumptions, we have got the decay rates for H 0 , J 0 . By Lemma 3.2, we have
r . Then the bounds for I i , i = 1, · · · , 5 are followed in order. Back to (3.13), we obtain
For our purpose, we want to choose initial data (u 0 , B 0 ) small enough, such that
By choosing s ∈ [r/2, r/2 + 1), the powers of τ in g 2 is less than 2, so that 1 32τ 2 diverges faster as τ → 0. Then we can choose τ(0) = τ 0 ∈ (0, η] small enough that (3.16) is satisfied at t = 0. Moreover, the differential inequality (3.14) admits a local smooth solution, then (3.16) is satisfied near t = 0. The restriction s ∈ [r/2, r/2 + 1) and s < 
The lower bound for higher order derivatives
In the proof of (3) For a given m, we choose ǫ small enough so that κ 3 (m) > c(m, r)ǫ, whence the triangle inequality implies the required lower bound.
