Abstract: Simulated annealing (SA) algorithm is a popular intelligent optimisation algorithm, but its efficiency is unsatisfactory. To improve its efficiency, this paper presents a swarm SA (SSA) algorithm by exploiting the learned knowledge from searching history. In SSA, a swarm of individuals run SA algorithm collaboratively. Inspired by ant colony optimisation (ACO) algorithm, SSA stores knowledge in construction graph and uses the solution component selection scheme of ACO algorithm to generate candidate solutions. Candidate list with bounded length is used to speed up SSA. The effect of knowledge-based sampling is verified on benchmark travelling salesman problems. Comparison studies show that SSA algorithm has promising performance in terms of convergence speed and solution accuracy.
Introduction
In computational intelligent fields, simulated annealing (SA) algorithm (Cerny, 1985; Kirkpatrick et al., 1983 ) is a popular iterative meta-heuristic algorithm which has been widely used to address discrete and continuous optimisation problems. The key advantage of SA algorithm lies in its ability to escape from local optima by allowing hill-climbing moves to find a global optimum. The major shortage of SA is that its efficiency is unsatisfactory. This is mainly because SA does not learn from its searching history intelligently when sampling to generate candidate solutions. Several studies have tried to improve SAs performance by changing the generation and the acceptance mechanisms. However, these improved schemes do not generally inherit SAs ability of escaping from local optima (Henderson et al., 2003) . In evolutionary computation field, population-based meta-heuristics, such as differential evolution algorithm (Ali et al., 2009; Mashwani, 2014; Rajathy et al., 2010; Storn and Price, 1997; Zhang et al., 2014) , particle swarm optimisation (PSO) algorithm Gao et al., 2012; Kennedy and Eberhart, 1995; Wang and Wang, 2014; Xia et al., 2014) ant colony optimisation (ACO) algorithm (Colorni et al., 1992a (Colorni et al., , 1992b , etc., are equipped with intelligent learning ability to guide their searching, so they have showed better efficiency.
Learning strategy of meta-heuristics may be instance-based or model-based. Instancebased meta-heuristics start with a population of solutions (instances) and learn from other instances to change those solutions in an iterative way to improve its quality. Inspired by the cooperative behaviours among individuals of instance-based meta-heuristics, several kinds of knowledge guided sampling have been applied to multi-agent SA algorithm for function optimisation (Zhong et al., 2012a (Zhong et al., , 2012b , protein structure prediction (Lin et al., 2013) and travelling salesman problem (TSP) (Wang et al., 2015) . Those literatures have showed that instance-based learning can dramatically improve the efficiency of SA algorithm. Then, can model-based learning improve the efficiency of SA algorithm also?
In this work, we are motivated by the success of using instance-based learning to improve the efficiency of SA algorithm in Zhong et al. (2012a Zhong et al. ( , 2012b and Wang et al. (2015) . We study whether model-based learning can improve the efficiency of SA algorithm for TSP problem. Our paper presents a swarm SA (SSA) algorithm which employs a swarm of agents running SA algorithm collaboratively. Like ants of ACO algorithm, SSA stores learned knowledge in construction graph, which is represented as pheromone matrix, and use it to guide the generation of candidate solutions. Specifically, the pheromone matrix enables SSA to search its neighbourhood with biased neighbour selection probability distribution. Those better neighbours will have more chance to be selected as candidate solutions.
The remainder of this paper is organised as follows: Section 2 provides a short description of TSP problem, SA algorithm and ACO algorithm. Section 3 presents our proposed SSA algorithm. Section 4 gives the results of experiments carried on benchmark TSP problems. Finally, we summarise our study in Section 5.
Preliminaries

Travelling salesman problem
TSP problem belongs to the class of NP-hard optimisation problems. This means that no polynomial time algorithm is known to guarantee its global optimal solution. Consider a salesman who has to visit n cities. The TSP problem consists of finding a shortest tour through all the cities such that no city is visited twice and the salesman returns back to the starting city at the end of the tour. It can be defined as follows. For a n cites problem, we can use a distance matrix D = (d i,j ) n × n to store distances between all the pair of cites, where each element d i,j of matrix D represents the distance between city v i and v j . And, we use a set of permutations π of the integers from 1 to n, which contains all the possible tours of the problem. The goal is to find a permutation π = (π(1), π(2), …, π(n)) that
TSP problem could be symmetric or asymmetric. In a symmetric TSP problem, the distance between two cities is the same in each opposite direction, forming an undirected graph. This halves the number of possible solutions. In an asymmetric TSP problem, paths may not exist in either direction or the distances might be different, forming a directed graph. In this study, we consider symmetric TSP problem only.
Simulated annealing algorithm for TSP problems
The origins of SA are in statistical mechanics (Metropolis algorithm) and it was first presented as a search algorithm for combinatorial optimisation problems. The fundamental idea is to allow moves resulting in solutions of worse quality than the current solution in order to escape from local minima. The probability of performing such a move is decreased during the search through parameter temperature. SA algorithm starts with an initial solution x, candidate solution y is then generated (either randomly or using some pre-specified rule) from the neighbourhood of current solution x. SA algorithm uses the metropolis acceptance criterion (Metropolis et al., 1953) to decide whether to accept a candidate solution or not. The candidate solution y is accepted as the current solution x based on the acceptance probability:
where t is the parameter temperature. The SA algorithm can be described by Figure 1 . To use SA algorithm for TSP problem, we can represent solution x as a permutation π. And the famous 2-Opt or 3-Opt operators can be used to generate candidate solution y. The 2-Opt operator was first proposed by Croes (1958) . It deletes two edges, thus breaking the tour into two paths and then reconnects those paths in the other possible way. In 3-Opt, the exchange replaces up to three edges of the current tour.
For SA to have good performance, the initial temperature should be high enough, the temperature should be cooled slowly enough, the parameter space should be sampled often enough and the stop temperature should be low enough. These requirements make the SA converge very slowly in most cases (Sadati et al., 2009) . Wang et al. (2009) proposed a two-stage SA algorithm which was tested on 23 TSP benchmark instances with scale from 51 to 783. The numerical results show that it is difficulty for SA algorithm to solve TSP benchmark instances with scale exceeded 1000 cities based on time complexity. Geng et al. (2011) proposed an adaptive simulated annealing algorithm with greedy search (ASA-GS), where greedy search technique is used to speed up the convergence rate. The ASA-GS achieves a reasonable trade-off among computation time, solution quality and complexity of implementation. It has good scalability and good performance even for TSP benchmark instances with scale exceeded 1000 cities. Simulation results show that ASA-GS provides better compromise between CPU time and solution quality than some recent algorithms, such as a self-organising maps method (Bai et al., 2006) , a memetic neural network (Créput and Koukam, 2009 ), self-organising neural network (Masutti and de Castro, 2009 ), constructive-optimiser neural network technique (Saadatmand-Tarzjan, 2007) , a discrete PSO algorithm (Shi et al., 2007) , an ant colony technique (Tsai et al., 2004) , a generalised chromosome genetic algorithm (Yang, 2008) , an improved elastic net method (Yi et al., 2009) , and a Lagrangean relaxation approach (Zamani and Lau, 2010) . Wang et al. (2015) proposed a multi-agent SA algorithm with instance-based sampling (MSA-IBS) by exploiting learning ability of instance-based search algorithm. Simulation results showed that the performance of MSA-IBS is far better than ASA-GS in terms of solution accuracy and CPU time.
Ant colony optimisation algorithm for TSP problems
ACO algorithms are a class of most famous swarm intelligence optimisation algorithm. The original idea of ACO algorithms comes from observing the exploitation of food resources among ants, in which ants' individually limited intelligence have collectively been able to find the shortest path between a food source and the nest. In the natural world, ants (initially) wander randomly, and upon finding food return to their nest while laying down pheromone trails. If other ants find such a path, they are likely not to keep travelling at random, but to instead follow the trail, returning and reinforcing it if they eventually find food. Over time, however, the pheromone trail starts to evaporate, thus reducing its attractive strength. The more time, it takes for an ant to travel down the path and back again, the more time the pheromones have to evaporate. A short path, by comparison, gets marched over more frequently, and thus the pheromone density becomes higher on shorter paths than longer ones. Pheromone evaporation also has the advantage of avoiding the convergence to a locally optimal solution. If there were no evaporation at all, the paths chosen by the first ants would tend to be excessively attractive to the following ones. In that case, the exploration of the solution space would be constrained. Inspired by this phenomenon, Colorni et al. (1992a Colorni et al. ( , 1992b presented the first ACO algorithm and used it to TSP problem. Since then, ACO algorithms have been studied widely and used in diverse fields.
We will use the ant system (AS) for TSP problem as an example to introduce the idea of ACO algorithm. ACO algorithms are based on a parameterised probabilistic model (the pheromone model) that is used to model the chemical pheromone trails. Artificial ants incrementally construct tours by adding opportunely selected paths to a partial tour under consideration. For doing that, artificial ants perform randomised walks on a completely connected graph G = (V, E) whose vertices are the cities V and the set E are the paths. This graph is commonly called construction graph. Each path e i,j ∈ E has associated pheromone trail parameter τ i,j . The set of all pheromone trail parameters is denoted by T. Furthermore, each path can have associated a heuristic value η i,j , representing a priori information extracted from the problem instance. The set of all heuristic values is denoted by H. These values are used by the ants to make probabilistic decisions on how to move on the construction graph as follows. Suppose at some moment ant k is in city v i , it will select path e i,j as a solution component according to the following probability:
, ,
where
J is the set of cities which ant k can visit from city v i at this moment, α and β are parameters used to adjust the relative importance of heuristic information and pheromone values.
Once all ants have constructed their tours, pheromone will be updated as following:
where ρ ∈ (0, 1) is the pheromone evaporation rate, it means the pheromone trail will evaporate over time, thus reducing its attractive strength; ∆τ ij (t) is the quantity of pheromone laid on path e i,j by all ants, it is given by:
is the pheromone laid on path e i,j by ant k, in AS algorithm it is given by:
where Q is a constant, L k is the tour length of ant k and Tour k (t) is the tour of ant k. Since, the first introduction of AS by Dorigo et al. (1996) , ACO algorithms have been applied to many combinatorial optimisation problems, ranging from TSP problem to protein structure prediction or routing vehicles and a lot of derived methods have been adapted to dynamic problems in real variables, stochastic problems, multi-targets and parallel implementations. Recently, they have been used for some continuous optimisation problems also. There are many variants which aim to improve the performance of ACO algorithm. In the early years of ACO research, the focus was in developing ACO variants that modify the pheromone update or the solution generation mechanism to improve the algorithmic performance. Dorigo et al. (1996) proposed the elitist strategy, which consists in giving the best tour since the start of the algorithm a strong additional weight. Bullnheimer et al. (1999) proposed the rank-based ant system (ASrank), which is in a sense an extension of the elitist strategy: it sorts the ants according to the lengths of the tours they generated and, after each tour construction phase, only top some of the best ants and the global-best ant are allowed to deposit pheromone. Hoos (1997, 2000) proposed the MAX-MIN ant system (MMAS), which introduces the upper and lower bounds to the values of the pheromone trails, as well as a different initialisation of their values. The main idea of MMAS is to combine an improved exploitation of the best solutions found during the search with an effective mechanism for avoiding early search stagnation. To achieve this goal, it uses three strategies:
• To exploit the best solutions found during an iteration or during the run of the algorithm, after each iteration only one single ant adds pheromone. This ant may be the one which found the best solution in the current iteration (iteration-best ant) or the one which found the best solution from the beginning of the trial (global-best ant).
• To avoid stagnation of the search the range of possible pheromone trails on each solution component is limited to an interval [τ min , τ max ].
• To smooth pheromone trail. When MMAS has converged or is very close to convergence, it increases the pheromone trails proportionally to their difference to the maximum pheromone limit.
So, after updating τ i,j using equation (4), MMAS will adjust τ i,j as following:
The pheromone trail smooth (PTS) strategy is:
, , m a x , ( ) , w i t h0 1
3 Swarm simulated annealing algorithm with knowledge-based sampling
The basic idea
The major shortages of SA are that it may be extremely slow and the implementation and efficiency of parallel SA algorithms are typically problem dependent. SA algorithm has very low convergence speed due to the random sampling scheme it uses to generate candidate solutions. In random sampling scheme, generation probability functions are usually chosen as uniform distributions with probabilities proportional to the size of the neighbourhood. Fox (1993) suggests that instead of blindly generating neighbours uniformly, adopt an intelligent generation mechanism that modifies the neighbourhood and its probability distribution to accommodate search intensification or diversification, in the same spirit of the tabu search meta-heuristic. Fox (1993) also notes that the convergence theory of SA does not preclude this idea. Tovey (1988) suggests an approach with a similar effect, called the neighbourhood prejudice swindle. In this paper, we use another kind of biased sampling, which is inspired by the idea of model-based search algorithms. In model-based search algorithms, candidate solutions are generated using a parameterised probabilistic model that is updated using the previously seen solutions in a way that the search will concentrate in the regions containing high-quality solutions (Zlochin et al., 2004) . Specifically, we will use the idea of ACO algorithm which employs a particular type of probabilistic model called construction graph.
Like ants of ACO algorithm, pheromone matrix of construction graph is learned, and the learned construction graph is used by the SA agents to generate candidate solutions intelligently.
To improve the convergence speed and decrease the probability of premature stagnation, SSA algorithm takes advantage of the learning ability of ACO and the hillclimbing ability of SA. A swarm of agents runs SA algorithm collaboratively. To generate a candidate solution, a city v i is selected first, then equation (3) is used to select the next visiting city v j . In this way, a solution component e i,j is selected to generate a candidate solution. We may have different selection schemes to select city v i and different adding edge strategies to put e i,j into current solution π to create a candidate solution. Two different selection schemes, random selection or systematic selection, may be used to select city v i . In random selection scheme, city v i is selected randomly, independently and uniformly from all cities for each time to generate a candidate solution. In systematic selection scheme, only the city v i , which is used to generate the first candidate solution in each temperature, is selected randomly. After that, the next visiting city v j is used as v i as the process used to construct a new solution step by step in ACO algorithms. After the new edge e i,j has been selected, we must decide an adding edge strategy, which is used to add the selected e i,j into solution π. Like in Wang et al. (2015) , we use the following three simple and popular operators to define our adding edge strategy. 
Define 3: Swap operator swap(π, i, j) is defined to swap the cities in position j and i. The swap(π, i, j) operator will generate a new solution π′ such that π′(i) = π(j) and π′(j) = π(i).
In general, four edges will be replaced by swap operator.
Using the above three operators, we use a greedy way to define the adding edge strategy as follows:
where function min return the best one among its parameters.
Speed-up technique
Apparently, compared to classical SA algorithms, it is very time consuming to select solution component e i,j probabilistically according to equation (3) from all available edges. Thus, if SSA is to be competitive and useful for large TSP problems, we need to find the ways to guarantee solution quality while somehow simultaneously reducing the overall running time substantially. Fortunately, effective speed-up techniques do exist.
The most used technique is neighbourhood pruning, such as candidate list of the nearest neighbours with bounded length or within a fixed radius. Using nearest neighbour lists is a reasonable approach when trying to solve TSP problems. In many TSP instances, the optimal tour can be found within a surprisingly low number of nearest neighbours. For example, an optimal solution is found for instance pcb442.tsp, which has 442 cities, within a subgraph of the six nearest neighbours and for instance pr2392.tsp, within a subgraph of the eight nearest neighbours. The use of candidate lists for the tour construction by the ants has first been proposed for the application of ant colony system (Gambardella and Dorigo, 1996) to the TSP. This idea can be used in our SSA also. ) entries (one for each edge). All the entries of this matrix should be updated at each iteration because of pheromone trail evaporation. Obviously, this is a very time consuming operation if large TSP instances should be solved. With candidate list, pheromone trail evaporation can be applied only to edges connecting a city v i to cities belonging to v i 's nearest neighbours stored in candidate list. Hence, the pheromone trails can be updated in O(n). Using candidate list, we might be able to greatly speed up the algorithm without significant loss in performance, as showed in our experiments. The M is number of SSA agents in swarm. The s is sample length counter for each agent in each temperature. The SSA uses fixed sample length as stop condition of inner loop. The S is maximum sample length for each agent in each temperature. The tabu is tabu list of agent in each temperature. The tabu is initialise to {v i }, the city following v i is added to tabu in each sample step. If the maximum sample length S is bigger than city number n, tabu will be reset to empty when it is full. Although SSA uses pheromone matrix to guide its sampling, there is significant difference between SSA and ACO algorithms. SSA is an iterative meta-heuristic, which starts with a complete solution and changes this solution in an iterative process in order to improve its quality. ACO is a constructive meta-heuristic, which generates a solution from scratch by successive additions of solution components. In each iteration, constructive meta-heuristics do a complete construction of a solution starting from an empty solution. Although the construction uses information from previous iterations, such as pheromone of ACO, the complete rebuilding does mean that constructive meta-heuristics are generally effective at diversification but can suffer from a relatively weak intensification.
Description of SSA algorithm
Simulation results
To observe and analyse the performance of SSA algorithm, two kinds of experiments were carried on typical TSP problems. The first kind was used to analyse the effect of knowledge-based sampling and to observe the impact of candidate list length d is the average distance of all paths, parameters p 0 and p end are used to calculated the begin temperature, end temperature and decrease ratio of temperature for SA algorithm (see Wang et al., 2015) . We use PTS strategy once in 500 iterations.
The effect of knowledge-based sampling
To observe the effect of knowledge-based sampling, we run our algorithm on XQF131, BCL380, XQL662 and XIT1083 problems from VLSI datasets. The best known solutions of those problems are 564, 1621, 2513 and 3558, respectively. We repeat the experiments 25 times. In each run, the iteration times of outer loop are 1000, the number of SSA agents is 30, and the sample length in each temperature is the city number of the problem, which is 131, 380, 662 and 1083, respectively. We compare the best solutions and mean solutions of SA algorithm with and without knowledge-based sampling. In Table 1 , the CSA is SA algorithm with random sampling, which selects next visiting city v j randomly from all available cities. The results of Table 1 show that SSA is far better than CSA. Even the mean solutions of SSA are better that the best solutions of CSA. 
The impact of candidate list length
Candidate list is an effective way to speed up the algorithm without significant loss in performance. We use a systematic way to observe the impact of candidate list length CCL on XQF131, BCL380, XQL662 and XIT1083 problems. For each problem, we test 50 different CCLs from 5 to city number n. Because the used CCLs are different for problems with different city number n, we use CCL index i to represent different CCL.
The relation between index i and CCL of specified problem with n cities can be described as follows:
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For each CCL index i, we run SSA algorithm 25 times and calculate the average tour length (ATL) and average run time (ART). We calculate the relative error (RE) and relative run time (RRT) for each CCL index i as follows:
where OPT is the best known tour length and i is CCL index. Figure 3 is the relation between RE in terms of percentage and CCL, and Figure 4 is the relation between RRT and CCL. Those figures clearly show that:
• The run time increases significantly as the CCL increases. The CPU time of SSA algorithm with CCL 50 is 3.20 times, 4.88 times, 5.80 times, and 6.02 times of that of SSA with CCL 5 on XQF131, BCL380, XQL662, and XIT1083 problems, respectively.
• If the CCL is not too small, a small CCL will not significantly deteriorate the performance. In fact, the solution quality on XQF131 problem is a little better when the CCL index is small (1 and 2). Figure 3 shows the difference is not significant between small and big CCL when CCL is not too small. Based on this result and for simplicity, we will set candidate list length to 25 in the following experiments.
The comparison with other algorithms
We compare SSA algorithm with GSAACS (Chen and Chien, 2011) and MSA-IBS on 24 benchmark instances with cities from 51 to 1655. The GSAACS is a hybrid algorithm which uses the ACS to generate the initial solutions for genetic algorithms. Then, it uses GA, which uses SA as mutation operator, to generate offspring solutions based on the initial solutions. If the solutions searched by GA are better than the initial solutions, GSAACS will use these better solutions to feedback the pheromone information to the ACS. After a predefined number of generations, GSAACS uses PSO to exchange the pheromone information between groups. The results of GSAACS are from Chen and Chien (2011) . GSAACS uses 120 ants and 1000 generations. In each generation, GA will run 100 generations. In our SSA algorithm, we set corresponding parameters the same as in MSA-IBS. The number of ants is 30, the iteration times of outer loop are 1000 and the sample length in each temperature is the number of cities. The end condition of SSA is either it finds the optimal or the iteration times of outer loop reach 1000. The SSA is executed 25 trials on each TSP problem and the results are listed in Table 2 .
In Table 2 , the columns OPT, Best, Mean and PEav denote the optimal tour length as reported in TSPLIB, the shortest tour length found, the ATL among the 25 trials and the percentage error of the ATL to the OPT, respectively. As can be seen in Table 2 , for the 24 TSP instances, our algorithm has better performance than GSAACS on all 24 problems. There is no significant difference between SSA and MSA-IBS. Table 2 Compare SSA with GSAACS and MSA-IBS on 24 benchmark instances from TSPLIB Table 2 Compare SSA with GSAACS and MSA-IBS on 24 benchmark instances from TSPLIB (continued)
Table 3
Compare SSA with GA-PSO-ACO and MSA-IBS on 35 benchmark instances from TSPLIB Table 3 Compare SSA with GA-PSO-ACO and MSA-IBS on 35 benchmark instances from TSPLIB (continued)
We compare SSA algorithm with GA-PSO-ACO (Deng et al., 2012) and MSA-IBS on 35 benchmark instances with cities from 48 to 33,810. GA-PSO-ACO combines the evolution ideas of the genetic algorithms, PSO and ACO. In the GA-PSO-ACO algorithm, the whole process is divided into two stages. In the first stage, GA and PSO are used to obtain a series of suboptimal solutions to adjust the initial allocation of pheromone for ACO. In the second stage, ACO is used to search the optimal solution. The results of GA-PSO-ACO are from Deng et al. (2012) . GA-PSO-ACO uses 100 individuals and 1000 generations. In our SSA algorithm, we set the number of SSA s to 10, the iteration times of outer loop to 1000 and the sample length in each temperature is the number of cities. The end condition of SSA is either it finds the optimal or the iteration times of outer loop reach 1000. Like GA-PSO-ACO and MSA-IBS, SSA is executed 20 trials on each instance and the results are listed in Table 3 . In Table 3 , the column PE denotes the percentage error of the best tour length to the OPT, respectively. As can be seen in Table 3 , the values of column PE shows that our algorithm has better performance than GA-PSO-ACO, and there is no significant difference between SSA and MSA-IBS. In terms of average solutions found, both MSA-IBS and SSA are better than GA-PSO-ACO. Among the 35 instances, SSA gets better results than MSA-IBS on 25 instances.
Conclusion and future work
Inspired by the learning ability of ACO algorithm and aiming to improve the sampling efficiency of SA algorithm, we present a SSA algorithm which uses the learned knowledge to guide the generation of candidate solutions. Like ACO algorithm, the learned knowledge is stored in a pheromone matrix and is used by SSA to generate candidate solutions. In the early stage, each edge has similar chance to be selected as solution component to produce a candidate solution. This guarantees the SSA algorithm can have good explorability in the early stage. As the search continues, those pheromone trails of promising edges will become bigger and bigger, then SSA can search in the more promising regions. Simulation results show this sampling method can improve the efficiency of SSA algorithm significantly. In addition, the proposed SSA algorithm is population based, thus it has intrinsic parallelisability. As a result, the SSA algorithm can be used to solve large-scale TSP problems.
