Abstract. We consider the problem of data propagation in wireless sensor networks and revisit the family of mixed strategy routing schemes. We show that maximizing the lifespan, balancing the energy among individual sensors and maximizing the message flow in the network are equivalent. We propose a distributed and adaptive data propagation algorithm for balancing the energy among sensors in the network. The mixed routing algorithm we propose allows each sensor node to either send a message to one of its immediate neighbors, or to send it directly to the base station, the decision being based on a potential function depending on its remaining energy. By considering a simple model of the network and using a linear programming description of the message flow, we prove the strong result that an energy-balanced mixed strategy beats every other possible routing strategy in terms of lifespan maximization. Moreover, we provide sufficient conditions for ensuring the dynamic stability of the algorithm. The algorithm is inspired by the gradient-based routing scheme but by allowing to send messages directly to the base station we improve considerably the lifespan of the network. As a matter of fact, we show experimentally that our algorithm is close to optimal and that it even beats the best centralized multi-hop routing strategy.
Introduction
Recently advances in micro-electro-mechanical systems (MEMS) have enabled the development of very small sensing devices called sensor nodes [1] . These sensor nodes are smart devices with sensing, data processing and transmission (typically radio) capabilities. A typical application of wireless sensor networks (WSN) is area monitoring, where sensors are dispersed over a region and monitor some event (heat increase, pressure variation, intrusion, etc...). When a sensor detects an event it needs to report to (one of) the base station(s), which has much more resources than sensor nodes and will be able to take appropriate action (such as sending a report on the Internet, to a satellite, etc...). We consider the problem of maximizing the lifespan of a wireless sensor network that carries out data propagation duties, collecting information from the monitored area [2] [3] [4] [5] .
The lifespan of such a network is limited by the available energy in its nodes, and thus, in order to maximize its lifespan, the network (and each of its nodes) needs to save energy [6] . We assume that the most energy expensive operation for sensor nodes is radio transmission and since the energy cost of sending a message from a node to another grows in proportion to the the square of the distance [2, 3] , it makes sense to prefer multi-hop data propagation algorithms to single-hop algorithms, (unless the distance from nodes to the base station is very small [7] ). However, multi-hop routing algorithms tend to overuse a few bottleneck nodes (typically the nodes close to the base station), making them run out of energy and eventually putting the whole network down (when too many routes are broken) despite the fact that plenty of energy may still be available in other regions of the network. To overcome this unbalanced energy consumption, it was proposed in [8] to use mixed routing strategies. The idea of mixed strategies is to let sensors make a choice: they can either send messages to a neighbor, or send them directly to the base station (which may cost a lot more energy when the base station is far away). In [8] , it was shown that a randomized mixed strategy can be used to balance the energy consumption among nodes and substantially increase the lifespan of the network. However, the probabilistic decisions made by each sensor (either to send a message directly to the sink or to a neighbor) are computed offline by a centralized algorithm. In [9] , the possibility of computing solutions online with an adaptive algorithm is considered. However, the solutions are still computed by a centralized algorithm, which need to be broadcast in the network from time to time. In [10] , the question of the existence of energy-balanced mixed strategies is first addressed, and several properties (such as theorem 2 which is presented in section 3.2) are discovered. An offline centralized polynomial time algorithm is also given, which finds a lifespan maximizing mixed routing strategy, even when an energy-balanced solution does not exist.
We investigate the properties of mixed strategies by introducing a constrained-flow linear program description of data propagation (having some similarities with [11] ). We answer the important question of the appropriateness of mixed strategies by proving in theorem 1 that mixed strategies beat every other possible strategy in terms of lifespan maximization of the network under the weak condition that an energy-balanced mixed strategy exists. We also show that lifespan maximization, flow maximization and energy-balancing are equivalent problems (section 3.2). Improving on [12] , we propose an algorithm which is both adaptive (i.e. online) and distributed and which aims at balancing the energy consumption and thus the lifespan of the network. We prove that the algorithm is stable under realistic conditions, and show through simulations that it approaches the centralized offline optimal solution.
Model

Data Propagation
We consider a Wireless Sensor Network (WSN) with sensor nodes scattered randomly over a region where some phenomenon is being monitored. When an event is detected by one of the nodes, it needs to be reported to the closest base station. In order to report such an event, a message is generated and routed from node to node towards (one of) the base stations. We allow only two ways of transmitting messages: from a node to one of its neighbors, (where neighborhood means being neighbor in the unit disc graph built upon the nodes of the WSN), or alternately, directly from a node to a base station in a single-hop long range transmission. We simplify the cost of communications as follows: when a node sends a message to one of its neighbors, it spends x energy unit, when it sends a message directly to one of the base stations, it spends h 2 × x energy units, where h is the hop distance (in the unit disc graph) from the node to the closest base station and x is a constant. To simplify the model further, we will suppose throughout the paper that all nodes have the same amount of available energy: 1. While this latter simplification (of normalized and uniform batteries) enables us to unclutter our equations, it is worth noting that the proofs and experiments presented in this paper would still be valid without it.
The Slice Model
In our analytic study, we partition the monitored area into slices (following [8] [9] [10] ). Each slice contains all the nodes which are at the same hop distance (in the unit disc graph) from the base station, as illustrated on the left hand side of figure 1. We consider that each sensor has 1 energy unit available, and thus the amount of energy b i available at each slice is equal to the number of nodes it contains. For the example illustrated in figure 1 we have b 1 = 1, b 2 = 2, b 3 = 2, b 4 = 4 and b 5 = 3. We also need to model the detection of external events (i.e. the phenomenon which is being monitored by the WSN). We define g i to be the number of events detected by the ith slice over a given period of time. If, for example, one of the nodes of S 5 detects 4 events, the second node 2 events and the third node of S 5 detects 0 events, we would set g 5 = 6. The g i 's can be seen as relative input rates between slices (where an input is the detection of an event). program (LP) (definition 1), which is very similar to a flow problem. For each slice S i , we represent the input rate by the parameter f 0,i and the number of messages sent from S i directly to the base station by the parameter f i,0
1 . We represent the number of messages sent from S i to S j by the parameter f i,j . We need to ensure that the input rates are respected (equations 1), that the flow is conserved (equations 2), that no slice spends more energy than available (equations 3), and that messages are only sent to a 1-hop neighbor or directly to the base station (equations 4).
Definition 1 (mixed-flow maximization problem). Let {(g i , b i )} 1≤i≤N be the description of the slice model of a WSN. A mixed-flow for this WSN is F = {f i,j } 0≤i,j≤N satisfying equations 1 to 4 in the LP hereunder for some positive real T . The mixed-flow maximization problem is to find a mixed-flow F maximizing T .
Since equations 4 allow a routing algorithm which is a mix of single-hops and multi-hops, we call this LP the mixed-flow maximization problem.
Remark 1.
The LP is not a network flow problem in a strict sense (because of inequalities 3), so we should probably follow [11] which calls a similar problem an energy constrained flow problem. For the sake of conciseness, and since it brings no confusion in this article, we shall simply call it a flow problem.
A solution to the LP maximizes the amount of data propagated by a mixed-strategy for given input rates (g i 's) and available energy (b i 's) (i.e. the algorithm is offline), c.f. [11] for a similar approach. If one looks carefully at the LP above, it appears that maximizing the flow reduces to choosing the appropriate ratios, for each i, between the f i,i−1 's and the f i,0 's, c.f. [8] [9] [10] and section 3.2 for more details.
Optimality of Mixed-Flows
The LP of the previous section can be solved by an offline 2 and centralized LP solver, thus obtaining for each slice the optimal ratio of messages which should be sent to the next slice and the ratio which should be sent directly to the base station. As we shall see in section 4, there is a fairly simple totally distributed and adaptive algorithm which can be implemented in each node of a WSN and which approaches this solution. However one may ask if mixed-flows are too restrictive: nodes (or slices) are only allowed to send messages to the sink and to neighbors which are one hop away in the unit disc graph. It is natural to ask oneself how much the message flow can be increased if the nodes are allowed to send messages not only to the base station and to 1-hop neighbors, but also to 2-hop neighbors, 3-hop neighbors, etc... 3 . There is one a priori objection to this approach: implementing this idea in a distributed algorithm such as the one we propose in section 4 seems much more complicated, and there is one good reason to avoid this extra complication, which is the important finding (theorem 1) that generalized flows (i.e. flows allowing messages to be passed 1, 2, 3, etc.. hops away or directly to the base station) do not improve the max flow reached by an energy-balanced mixed strategy (i.e. where message are passed either 1 hop away or directly to the base station). Details follow. First of all, the LP of definition 2 can be rewritten to allow 1, 2, 3, etc... hops as follows.
Definition 2 (Generalized flow maximization problem).
The generalized flow maximization problem is, on input {(g i , b i )} 1≤i≤N , to find a flow F = {f i,j } 0≤i≤N maximizing T in the LP program hereunder.
The main theoretical result of this paper is that an energy-balanced solution to the mixed-flow maximization problem (definition 1) is also a solution to the general flow maximization problem of definition 2.
Remark 2.
It was shown in [10] that solutions to the mixed-flow maximization problem are always reached by an energy-balanced solution, when an energy-balanced flow exists, c.f. theorem 2).
Definition 3 (energy-balanced flow). Let F be a flow (either a mixed or a generalized flow). The energy spent by slice S i is defined as
A flow is called energy-balanced if there is a constant c such that for each i with 1 ≤ i ≤ N : ei bi = c Our main theoretical result (theorem 1) shows that the maximum generalized flow is reached by an energy-balanced mixed-flow, when such a flow exists. This finding is important, since it implies that there is no need to search for generalized flows when one can find an energy-balanced mixed-flow. The proof follows. Lemma 1. The following two equations are true.
Proof. The proof of equation 8 is straightforward. Equation 9 is a consequence of equation 8 when i = n − 1. By multiplying both terms by n(n + 1)(i + 1) (a strictly positive number), we see that equation 9 is equivalent to
Theorem 1. An energy-balanced solution to the mixed-flow maximization problem is also a solution to the generalized flow maximization problem.
Proof. Let (T, {f i,j } i,j∈[0,N ] ) be a solution to the mixed-flow maximization problem. We will first prove by induction on N that for any path µ = (s i0 , s i1 )(s i1 , s i2 )..(s i l−1 , s l ) from a vertex s i to the base station (i.e. i 0 = i and i l = 0) such that f x,y > 0 if (s x , s y ) appears in µ 4 , we have
This is obviously true for N = 1. Supposing that the property is true for N − 1, we can observe that a path from s N to the base station is either composed of a single edge (s N , s 0 ) (in which case equation 10 holds), or of an edge (s N , s N −1 ) and of a path µ from s N −1 to the base station, in which case we have
Equations 8 and 11 imply that equation 10 holds. Now let (T , {f i,j } i,j∈[0,N ] ) be a solution to the generalized flow maximization problem. We will prove by induction that for any simple
This is obviously true for N = 1. Supposing that the property is true for N − 1, we can observe that a simple path from s N to the base station is either composed of a single edge (s N , s 0 ) (in which case equation 12 holds), or of an edge (s N , s N −i ) and of a simple path µ from s i to the base station which does not go back through s N , in which case we have
Recalling equation 9, equation 12 holds for all simple paths from s N to the base station. Simple paths going from s i to the base station through s N will give us
Equation 12 is thus proved. Decomposing flows into paths enables us to deduce from equations 10 and 12 the following: 
an energybalanced solution to the mixed-flow maximization problem is also a solution to the generalized flow maximization problem.
Lifespan, Flow and Energy-Balance
In this section we revisit the lifespan maximization problem introduced and studied in [10] , which builds upon previous results: [8, 9] . As we show in lemma 2, the lifespan maximization problem from [10] is equivalent, but in another formalism, to the mixed-flow maximization problem from definition 2. This lemma, together with theorem 2, shows that maximizing the flow, maximizing the lifespan and balancing the energy are equivalent. The WSN model considered in [10] is also the slice model, but a routing strategy (equivalent to a mixed-flow) was described by values p i (for 1 ≤ i ≤ N ) which represent the fraction of messages sent from slice S i to slice S i−1 ; 1 − p i being the fraction sent from S i directly to the base station. In this formalism, the energy e i spent by slice S i is computed in the following way: for each slice S i , let m i be the sum of g i , the number of events detected by S i and the number of messages that slice S i receives from S i+1 , thus m i = g i + p i+1 m i+1 . More precisely:
In [12] , the following definitions were given Definition 4. Let {(g i , b i )} 1≤i≤N be the description of a WSN.
-A mixed strategy is the choice of a probability
Definition 5 (Mixed-strategy lifespan maximization). The mixed-strategy lifespan maximization problem is, on input {(g i , b i )} 1≤i≤N (which is the description of a WSN), to find a mixed strategy which maximizes the lifespan of the network.
Lemma 2. Solving the mixed-strategy lifespan maximization problem is equivalent to solving the mixed-flow maximization problem.
Proof. By definition, the input of both problems is the same. It thus suffices to show that any solution to one of the problems can be (efficiently) transformed into a solution to the other problem. The fundamental observation is that the mixed-flow T grows with the lifespan, since the total amount of events reported by the WSN before it goes down is the time during which the WSN is active multiplied by the input rate:
If {f i,j } 0≤i,j≤N is a solution to the maximization of T , then p i = fi,i−1 fi,i−1+fi,0 is a solution to the mixed-strategy lifespan maximization problem. Reciprocally, if {p i } 1≤i≤N is a solution to the mixed-flow maximization problem, then the energy e i spent and the received messages m i can be computed (as in equations 13, 14 and 15). A solution to the mixed-flow maximization problem is then given by the following equations:
Details are left to the reader.
In [10] , the following result (restated in our notation) is shown:
an energy-balanced mixed strategy exists, it is the unique solution to the mixed-strategy lifespan maximization problem.
Using lemma 2, theorem 1, and theorem 2 we deduce that if an energy-balanced mixed strategy exists, it is the unique solution to the general lifespan maximization problem:
Theorem 3. Maximizing the flow, the lifespan and balancing the energy are equivalent.
The Algorithm
In this section, we propose a simple blind and online distributed algorithm for lifespan maximization of a WSN in a data propagation scenario. Following theorem 3, lifespan maximization can be achieved by reaching energy balance. The algorithm is fairly simple: each node has the choice between sending messages to one of its neighbors or directly to the base station. It makes its decision using a potential function. We show in section 4.1 that the algorithm is stable, and we show experimentally in section 4.2 that the energy consumption is almost energy balanced (and thus close to maximal lifespan).
Definition 6 (Algorithm).
We consider a WSN scattered on a surface with one or more base stations. We consider the unit disc graph with a vertex for each sensor and a vertex for each base station, and edges between vertexes at a maximum distance of 1 from each other. Let n be a sensor. V n is the neighborhood of n, i.e. all sensors linked to n in the unit disc graph. Each sensor n has an associated potential pot(n), and each sensor knows the value of the potential of each of its neighbors. When n detects an event or receives a message which it must pass on to another sensor, it makes the following decision: let m be the sensor of V n with the lower potential value: pot(m) ≤ pot(m ) for all m in V n .
-If pot(n) > pot(m) then n sends the message to m (spending one energy unit).
-Otherwise, n sends the message directly to the closest base station, spending h 2 energy units, where h is the length of the shortest path from n to a base station in the unit disc graph.
The potential function pot(n) we use can be separated in two parts: pot s (n), a static component which does not evolve over time and pot d (n) a dynamical component which evolves over time. pot s (n) is an estimation of the distance from n to the closest base station, so for example pot s (n) could be equal to h, the length of the shortest path from n to the closest base station. pot d (n) is the energy spent by sensor n (thus it evolves over time as the sensor n consumes its energy). The assumption that each sensor is aware of the potential of its neighbors can be implemented in a real WSN by making each sensor include its current potential in the header of each message it sends.
Stability of the Algorithm
In this subsection we restrict the analysis to the case where we have only one base station (or sink) and the topology of the slice model is the one depicted in figure 1 . The potential function at node n is given by the current energy spent by the node pot d (n). If node n has to handle a message the two options are to send it to the sink (if pot d (n) < pot d (n − 1), spending n 2 units of energy or to the next sensor n − 1, spending 1 unit of energy (if pot d (n) ≥ pot d (n − 1)). Actually, because of the particular form of the potential energy and since the time dependence becomes important, we introduce the notation x n (t) to denote the energy spent by the sensor n at time t. The time takes discrete values t = 0, 1, 2, . . . since it only refers to the occurrence of a message to be handled. This amounts to considering only the Markov Chain embedded in the time continuous dynamical process, and has no relationship with considering synchronism in the network. The network states are described by vectors whose entries are the total energy consumed by slice n, and the discrete dynamics is expressed as a map
. . .
Actually, since our main concern is with balancing the energy it is more convenient to deal with the reduced state vector X(t) ∈ R N −1 which must ideally vanish if the energy is balanced
The occurrences of the events in the network leading to the generation of messages are random and we denote by λ n , n = 1, . . . , N the probability that the event occurs in slice n. To get back to the previous notation, one has λ n ≈ g n / j g j . The evolution of the dynamics X(t) =⇒ X(t + 1) is then described by a Markov chain. Proof. The initial state vector is the null vector X(0) = (0, 0, . . . , 0) and to show the irreducibility of the chain it is sufficient to show that given any state vector X(t) one can with strictly positive probability get back to the initial state. Let us denote X(t) = (x N (t), x N −1 (t), . . . , x 1 (t)) T the given state vector. We consider the following sequence of events which occurs with a positive probability and which leads to perfect energy-balance, X(t + u) = (0, 0, . . . , 0)
T , with u ≥ 0. We first assume that a sequence of events is detected in the N −th slice. The generated messages are first ejected by slice N until the consumed energy is larger that the consumed energy in slice N − 1 and then forwarded to slice N − 1. If there are enough events occurring in the last slice N it will, in the end, happen that
This happens with positive probability since λ n > 0. Now, assume that x N (t 1 ) − x N −1 (t 1 ) events occur in slice N − 1. Each generated message is forwarded to slice N − 2, leading to energybalance between slice N − 1 and N . The event occurs with probability λ
To conclude the proof, we consider the occurrence of events in slice N − 2 leading to energy-balance x N −2 (t 2 ) = x N −1 (t 2 ), and so on up to the first slice.
The restriction λ i > 0 is necessary to ensure irreducibility but is not always realistic. Indeed, one can assume that some nodes are only responsible for handling the messages and not for sensing the environment. In this case, the previous result cannot be applied directly. To get some sufficient conditions, we investigate the stability of the algorithm.
Definition 7. The Markov chain {X(t)} t≥1 is stable at the origin o if there exists a neighborhood D of the origin which is positive recurrent, i.e. such that given any X ∈ R N −1 the Markov chain with initial condition X(0) = X satisfies Prob(X(t) ∈ D, t < ∞) = 1
The stability of the Markov chain means that the chain can leave the neighborhood of the origin but that it will always go back to it. The next result provides sufficient conditions for stability. We state the result by assuming λ i > 0 since the proof is neater and we discuss how these conditions can be relaxed later.
Theorem 6. If we assume that λ i > 0, i = 1, . . . , N , then the set
Proof. The demonstration of the sufficient conditions is based on proving that the function
where E(|) is the conditional expectation. The function f (X) is a Lyapunov function for the Markov chain and (21) proves that A is positive recurrent since it shows that f (X(t)) is a convergent super-martingale and because > 0 it cannot converge to a point not belonging to A and hence will reach this set of points (full details can be found in [13] , chapter 2). However, once we have X(t) ∈ A, the super-martingale property (21) no longer holds and the Markov chain will eventually leave out of the set and oscillate between inside and outside of A. To prove the existence of the bound (21) we consider different cases.
This corresponds to the situation where messages generated in slices i+j−1, . . . , i are forwarded to the next slice without changing the value of x i (t) − x i−1 (t). Messages generated in slice i − 1 are forwarded to the next slice and it leads to x i (t + 1) − x i−1 (t + 1) = x i (t) − x i−1 (t) − 1. The messages generated in the other slices are not handled by slice i nor i − 1. Hence, we have
A similar reasoning leads to
where the dots . . . in the expression on the second line from the bottom stand for messages generated in slices which do not change the value of x i (t) − x i−1 (t). We use the same form below to denote such events. Case 3:
finally, leads to
In order to ensure that there exists i > 0 such that
in the four cases listed above, one can check that (20) is a sufficient condition to ensure that the expected value of | x i (t) − x i−1 (t) | decreases if x(t) ∈ A. To conclude, notice that i i = satisfies the condition in (21).
Before ending this section one has to discuss the case where some λ i vanish. We first notice that if λ i = 0 and λ i−1 = 0 then x i (t) − . . = x i < x i−1 . The first message handled by the (i + j)−th slice will be forwarded up to the i−th slice which will eject the message since x i < x i−1 . The next one will be ejected by the (i + 1)−th slice since we now have x i+1 < x i , and so on up to x i+j > x i+j−1 > . . . > x i . In this configuration, the next message handled by the (i + j)−th slice will be handled by the i−th slice and forwarded or ejected according to x i < x i−1 or x i ≥ x i−1 . This simple reasoning shows the proportion of messages reaching the (i − 1)−th slice approaches 
This brief analysis is suitably completed with the following observation. If the sufficient condition (20) are violated with a strict equality, i.e. if i 2 λ i = (i − 1) 2 λ i−1 , then the network is in the situation where all sensors have to eject the data in order to balance the energy. The dynamic is not stable since, with probability one, it is impossible to recover from an energy difference between sensors. However, condition (22) means that the number of messages generated in the (i + j)−th slice must be multiplied by j to take into account messages which are ejected by sensors in the slices i + j − 1, . . . , i.
Simulations
We randomly disperse sensors in a circle or a sector according to a uniform distribution, and add one or more base stations. Simulations are then made by discretizing the time in rounds.
-Event generation: During each round, one (or more) event is generated at a random location (using the uniform distribution). An event can be detected by any sensor close enough: at most at distance 1, and we make the assumption that only the closest sensor to an event detects it (i.e. each event is detected by only one sensor). -Message transmission: During each round, each sensor can send one message either to a neighbor (spending 1 energy unit), or directly to the base station, spending h 2 energy units. Message transmission is made synchronously. Collisions between messages are not taken into account If we let simulations run for a period of time t, we can observe the energy spent by each sensor. We can also observe the input rates for each sensor: the number of events detected by each sensor, and the total number of messages m(t) which have been reported to one of the base stations (which is equal to the total number of messages detected by a sensor minus the number of messages which are still inside the WSN). Making the assumption that the input rates are fixed, we can compute the flow F (t) of the algorithm:
e(t) where e(t) is the maximum energy consumption over all sensors at time t. The flow F (t) allows the comparison of the performance of our algorithm with other routing schemes. In particular, given the input rates for each sensor we can write an LP program similar to the LP of definition 1 but including each node: flow must be conserved, input rates respected, and energy constraint satisfied. Solving this LP permits to find an upper bound U (t) on the flow F (t). U (t) is the maximum flow which can be reached using a mixed strategy. Of course, U (t) will be greater than F (t) since our algorithm is handicapped by the fact that it is blind (or online) and distributed. We also compute L (using a similar LP) which is the maximum flow that can be achieved using a multi-hop routing strategy, but with no direct transmission from a sensor to a base station (unless the sensor and the base station are at distance less than 1). It is trivial that L ≤ U . We show experimentally that under the configurations considered (uniform distribution of sensors and uniform distribution of events) it holds that L < F < U , and we conjecture those inequalities hold for any reasonable distribution of sensors and events.
First Simulation The first simulation is done by scattering 1000 sensors in a 10 meter diameter disc with a single base station at the center of the disc. Five events are generated during each round. The potential functions we use are pot s (n) = hop(n) and pot d (n) = energy(n), and we use the following ordering: pot(n) < pot(m) if and only if [pot s (n) < pot s (m) and pot d (n) < pot d (m)] (thus the hop distance from a message to a base station always diminishes). Flows are plotted in figure 2. We can also see on the central plot of figure 2 energy consumption amongst all the nodes (which is in accordance with theorem 1), and that our online algorithm approaches energy-balance between nodes. The right-hand side of figure 2 shows a circle for each of the 1000 sensors, and the area of the circle is proportional to the energy spent by the sensor under the offline multi-hop flow L. As we can see, it does not balance energy well: nodes close to the base station spend more energy than others (they are bottleneck nodes), and only a few privileged routes are used.
Other Simulations We have conducted many simulations similar to the one above, and results are comparable if the distribution of sensors is reasonable. Events can be generated in a less uniform way (e.g. only certain nodes are sensors, the others are just used as data transmission gateways), and still results are comparable, as is consistent with the stability results of section 4.1. Of course, it can be imposed that L = U by a deliberate but unrealistic dispersion of sensors (typically braking conditions 20), and thus it would not be true that L < F . We present in figure  3 similar plots to those of figure 2, but for a simulation where 600 sensors are dispersed randomly and uniformly in two sectors of 30 degrees angle and 10 meter diameter, with a base station at the narrow end of both sectors (c.f. rightmost plot of figure 3 ). Events are then generated randomly and uniformly, and are detected by the closest sensor which is at no more than distance 1 (therefore, some events are missed), at the rate of 3 events per round. Events can be reported to either base station. For this simulation, we used a different potential function than for the previous simulation, which is the following: pot(n) = hop(n) + pot d (n), with pot d (n) being the energy used by sensor n so far. The simulation results (which are similar to the previous simulation) are shown in the plots of figure 3. 
