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THE DYNAMICAL MORDELL-LANG CONJECTURE FOR
ENDOMORPHISMS OF SEMIABELIAN VARIETIES
DEFINED OVER FIELDS OF POSITIVE
CHARACTERISTIC
P. CORVAJA, D. GHIOCA, T. SCANLON, AND U. ZANNIER
Abstract. Let K be an algebraically closed field of prime characteris-
tic p, let X be a semiabelian variety defined over a finite subfield of K,
let Φ : X −→ X be a regular self-map defined over K, let V ⊂ X
be a subvariety defined over K, and let α ∈ X(K). The Dynami-
cal Mordell-Lang Conjecture in characteristic p predicts that the set
S = {n ∈ N : Φn(α) ∈ V } is a union of finitely many arithmetic pro-
gressions, along with finitely many p-sets, which are sets of the form{∑m
i=1
cip
kini : ni ∈ N
}
for some m ∈ N, some rational numbers ci and
some non-negative integers ki. We prove that this conjecture is equiva-
lent with some difficult diophantine problem in characteristic 0. In the
case X is an algebraic torus, we can prove the conjecture in two cases:
either when dim(V ) ≤ 2, or when no iterate of Φ is a group endomor-
phism which induces the action of a power of the Frobenius on a positive
dimensional algebraic subgroup of X.
1. Introduction
In this paper, as a matter of convention, any subvariety of a given variety
is assumed to be closed. We denote by N the set of positive integers, we let
N0 := N ∪ {0}, and let p be a prime number. An arithmetic progression is
a set of the form {mk + ℓ : k ∈ N0} for some m, ℓ ∈ N0; note that when
m = 0, this set is a singleton. For a set X endowed with a self-map Φ,
and for m ∈ N0, we let Φ
m denote the m-th iterate Φ ◦ · · · ◦ Φ, where Φ0
denotes the identity map on X. If α ∈ X, we define its orbit under Φ as
OΦ(α) := {Φ
n(α) : n ∈ N0}.
Motivated by the classical Mordell-Lang conjecture proved by Faltings
[Fal94] (for abelian varieties) and Vojta [Voj96] (for semiabelian varieties),
the Dynamical Mordell-Lang Conjecture predicts that for a quasiprojective
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variety X endowed with a (regular) self-map Φ defined over a field K of
characteristic 0, given a point α ∈ X(K) and a subvariety V of X, the set
S := {n ∈ N0 : Φ
n(α) ∈ V (K)}
is a finite union of arithmetic progressions (see [GT09, Conjecture 1.7] and
also, for a thorough discussion of the Dynamical Mordell-Lang Conjecture,
see the book [BGT16]).
With the above notation forX,Φ,K, V, α, S, ifK has characteristic p then
S may be infinite without containing an infinite arithmetic progression (see
[BGT16, Example 3.4.5.1] and [Ghi, Example 1.2]). Similar to the classical
Mordell-Lang conjecture in characteristic p, one has to take into account
varieties defined over finite fields (see the proof of the classical Mordell-Lang
conjecture in positive characteristic by Hrushovski [Hru96]). So, motivated
by the structure theorem of Moosa-Scanlon [MS04] describing in terms of
F -sets the intersection of a subvariety of a semiabelian variety (defined over
a finite field) with a finitely generated group (see also [Ghi08]), the following
conjecture was advanced.
Conjecture 1.1 (Dynamical Mordell-Lang Conjecture in positive charac-
teristic). Let X be a quasiprojective variety defined over a field K of char-
acteristic p. Let α ∈ X(K), let V ⊆ X be a subvariety defined over K,
and let Φ : X −→ X be an endomorphism defined over K. Then the set
S := S(X,Φ, V, α) consisting of all n ∈ N0 such that Φ
n(α) ∈ V (K) is a
union of finitely many arithmetic progressions along with finitely many sets
of the form
(1)


m∑
j=1
cjp
kjnj : nj ∈ N0 for each j = 1, . . . m

 ,
for some m ∈ N, some cj ∈ Q, and some kj ∈ N0.
A set as in (1) is called a p-set.
Now, clearly, the set S may contain infinite arithmetic progressions if
V contains some periodic subvariety under the action of Φ which inter-
sects OΦ(α). As an aside, we note that if X is a semiabelian variety (see
Section 2.1) and Φ is a group endomorphism of X, then the periodic sub-
varieties of V ⊂ X under the action of Φ are necessarily translates of sub-
groups contained in V ; such translates can be classified and the maximal
subgroups corresponding to them are finite in number (for more details, see
[BG06, Zan09]). On the other hand, it is possible for S to contain nontrivial
sets of the form (1) (where m may be larger than 1 and also where the ci’s
may not be integers, as shown by [Ghi, Examples 1.2 and 1.4]). It is likely
that all cases when the set of solutions S is infinite, but it is not a finite
union of arithmetic progressions occur in the presence of an algebraic group;
however, proving this assertion is probably just as difficult as the original
Conjecture 1.1.
So far, Conjecture 1.1 is known to hold in the following two cases:
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(i) if X is a semiabelian variety defined over a finite field and Φ is an al-
gebraic group endomorphism whose action on the tangent space at
the identity is given through a diagonalizable matrix (see [BGT16,
Proposition 13.3.0.2]). Actually, [BGT16, Proposition 13.3.0.2] was
stated only in the special case X = GNm, but the proof carries over
almost verbatim for the general case of semiabelian varieties de-
fined over a finite field. Furthermore, in this case, the set S from
the conclusion of Conjecture 1.1 consists only of finitely many arith-
metic progressions, i.e., the more complicated p-sets from (1) do not
appear.
(ii) if X = GNm and V ⊂ X is a curve (see [Ghi, Theorem 1.3]). In this
case, the p-sets from (1) may appear, but they consist of only one
nontrivial power of the prime p (i.e., m ≤ 2 and k1 = 0 with the
notation as in (1)).
In this paper we prove two new results towards Conjecture 1.1 by show-
ing it holds for any surface contained in GNm and for any regular self-map
Φ : GNm −→ G
N
m (not necessarily a group endomorphism), and also prove
that it holds for any subvariety V ⊂ GNm assuming Φ is an algebraic group
endomorphism with the property that no iterate of it restricts to being a
power of the Frobenius on a proper algebraic subgroup of GNm.
Theorem 1.2. Let Φ : GNm −→ G
N
m be a regular self-map defined over an
algebraically closed field K of characteristic p, let V ⊂ GNm be a variety of
dimension at most equal to 2, and let α ∈ GNm(K). Then the set of n ∈ N0
such that Φn(α) ∈ V (K) is a finite union of arithmetic progressions along
with finitely many sets of the form
(2)
{
c0 + c1p
k1n1 + c2p
k2n2 : n1, n2 ∈ N0
}
,
for some c0, c1, c2 ∈ Q and some k1, k2 ∈ N0.
We remark that Theorem 1.2 in the case V is a surface formally implies
the conclusion of Theorem 1.2 in the case of curves; hence, it suffices to
assume V is an irreducible surface in the hypotheses of Theorem 1.2.
As shown in [Ghi, Example 1.2] (which provides the example of a hyper-
surface V ⊂ G3m), there are examples of surfaces V ⊂ G
N
m whose intersec-
tion with an orbit of a regular self-map of GNm yields a set as in (2) where
c1, c2, k1, k2 are all nonzero.
Theorem 1.3. Let Φ : GNm −→ G
N
m be an algebraic group endomorphism,
let V ⊂ GNm be a subvariety defined over an algebraically closed field of char-
acteristic p, and let α ∈ GNm(K). Assume there is no nontrivial connected
algebraic subgroup G of GNm such that an iterate of Φ induces an endomor-
phism of G, which equals a power of the usual Frobenius. Then the set of
n ∈ N0 such that Φ
n(α) ∈ V (K) is a finite union of arithmetic progressions
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along with finitely many sets of the form

m∑
j=1
cjp
kjnj : nj ∈ N0 for each j = 1, . . . m

 ,
for some m ∈ N, some cj ∈ Q, and some kj ∈ N0.
Both Theorems 1.2 and 1.3 are proved by showing that in these cases,
Conjecture 1.1 reduces to some questions regarding polynomial-exponential
equations, which can be solved with the known Diophantine tools. More gen-
erally, we prove that Conjecture 1.1 in the more general case of an arbitrary
group endomorphism of GNm reduces to some deep Diophantine questions,
whose solution is well-beyond the presently known techniques.
Theorem 1.4. Let {uk} be a linear recurrence sequence of integers, let
m, c1, . . . , cm ∈ N, and let p be a prime number with
∑m
i=1 ci < p− 1. Then
there exists N ∈ N, there exists an algebraically closed field K, there exists
an algebraic group endomorphism Φ : GNm −→ G
N
m, there exists α ∈ G
N
m(K)
and there exists a subvariety V ⊂ GNm(K) such that the set of all n ∈ N0 for
which Φn(α) ∈ V (K) is precisely the set of all n ∈ N0 such that
(3) un =
m∑
i=1
cip
ni ,
for some n1, . . . , nm ∈ N0.
The polynomial-exponential equation (3) is very deep and despite an ex-
tensive research being done on this problem, the case of a general linear
recurrence sequence {un} coupled with m > 2 (i.e., at least three powers
of the prime p in (3)) is beyond the known methods (for more details, see
[CZ00, CZ13]). We also note that applying a similar construction as in the
proof of Theorem 1.4, one can establish a similar result in the context of
arbitrary semiabelian varieties X defined over a finite field; in this case,
the right hand-side of (3) is replaced by some linear combination of powers
of the roots of the minimal polynomial in Z[x] which kills the Frobenius
acting on X (in the case X = GNm, the minimal polynomial in Z[x] killing
the Frobenius is simply x − p; for more details, see Section 2.1, especially
equation (4)).
Finally, we note that since already the case of semiabelian varieties is very
difficult, it is hard to predict how one can approach Conjecture 1.1 for other
ambient quasiprojective varieties X; also, many of the p-adic tools used in
proving special cases of the Dynamical Mordell-Lang Conjecture in charac-
teristic 0 (see [BGT16, Chapter 6]) do not work in positive characteristic.
We discuss now the strategy for proving our results. We have two main
ingredients for the proof of Theorems 1.2 and 1.3: on one hand, we have The-
orem 2.2 (see also the more precise statement from Corollary 2.4 in the case
of intersections with surfaces), and on the other hand, we have various Dio-
phantine results regarding solutions to polynomials-exponential equations
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(see Theorem 5.1). With the notation as in Theorems 1.2 and 1.3, there ex-
ists a finitely generated group Γ such that the orbit of α under Φ is contained
inside Γ, and so, we obtain V (K)∩OΦ(α) by intersecting first V with Γ and
then with OΦ(α). As we will prove in Theorem 3.2 (see also Theorem 1.4
for the converse statement), solving Conjecture 1.1 for regular self-maps on
GNm reduces to solving polynomial-exponential equations of the form (3). If
V is a surface, we use Corollary 2.4 to reduce to the case there are at most 2
powers of p in the right-hand side from (3); this allows us to completely solve
the case of surfaces contained in a torus. Similarly, the hypothesis from The-
orem 1.3 on the endomorphism Φ of GNm reduces the polynomial-exponential
equation from (3) to a Diophantine question, which we know how to answer.
Apart from these two cases, the polynomial-exponential equations of type
(3) are beyond the reach of the known Diophantine methods.
We sketch below the plan of our paper. In Section 2.2 we discuss the clas-
sical Mordell-Lang problem for semiabelian varieties in characteristic p, by
stating the results of Moosa-Scanlon [MS04] and then explaining their con-
nections to Conjecture 1.1 (we also note the papers [Der07, DM12], which
treat related problems). In Section 2.3 we also discuss some properties of the
p-sets, i.e., sets of the form (1). Then we proceed in Section 3 to prove that
Conjecture 1.1 for regular self-maps of semiabelian varieties X defined over a
finite field reduces to a polynomial-exponential question (see Theorem 3.2).
We stress out that our result applies to all semiabelian varieties X; in par-
ticular, this would allow future researchers to use Theorem 3.2 for solving
additional cases of Conjecture 1.1 for semiabelian varieties X once there will
be new progress to solving the polynomial-exponential equations correspond-
ing to Conjecture 1.1. In Section 4, we prove that in the case X = GNm, then
we actually recover a large class of possible polynomial-exponential equa-
tions (this is Theorem 1.4); so, the results from Section 4 may be viewed
as complementary to the results from Section 3. In Section 5, we establish
the key Diophantine statement for our proofs of Theorems 1.2 and 1.3. We
conclude our paper by proving Theorems 1.2 and 1.3 in Section 6.
2. The Mordell-Lang problem in positive characteristic
2.1. Semiabelian varieties. From now on, p is a prime number, K is an
algebraically closed field of characteristic p, and X is a semiabelian variety
defined over K, i.e., there exists a short exact sequence of algebraic groups
defined over K:
1 −→ T −→ X −→ A −→ 1,
where A is an abelian variety and T is an algebraic torus (possibly triv-
ial). Each regular self-map Φ of X is a composition of a translation with
an (algebraic group) endomorphism Φ0. Indeed, after composing Φ with a
translation, we may assume Φ sends the identity of X into itself. In partic-
ular, this means that the induced map ϕ := Φ|T is a regular self-map on the
torus T , which maps the identity into itself; hence ϕ is an endomorphism
6 P. CORVAJA, D. GHIOCA, T. SCANLON, AND U. ZANNIER
of T . Furthermore, the induced map Φ¯ : A −→ A also maps the identity
into itself and so, it must be a group endomorphism as well (see [Mil, Corol-
lary 1.2]). Since there is no non-constant regular map between an abelian
variety and a torus, we derive that Φ must be a group endomorphism, as
claimed.
Each endomorphism Φ0 : X −→ X is integral over Z (where Z is seen
as a subring of the ring End(X) of endomorphisms of X), i.e., there exists
ℓ ∈ N and there exist integers c0, . . . , cℓ−1 such that
(4) Φℓ0 + cℓ−1Φ
ℓ−1
0 + · · · + c1Φ0 + c0 · Id = 0,
where the above identity endomorphism Id is seen inside End(X). Actually,
ℓ ≤ 2 dim(X), but this fact will not be necessary in our proof.
Assume X is defined over a finite subfield Fq of K, and let F be the
corresponding Frobenius map for the finite field Fq; we extend F to an
endomorphism of X. Then also F satisfies an equation of the form (4);
furthermore, as a consequence of Weil conjectures for abelian varieties over
finite fields, we note that the roots of the corresponding minimal equation
satisfied by the endomorphism F are distinct and each one has absolute value
equal to qai with ai ∈
{
1
2 , 1
}
. Actually, we know more precise information
about the rational numbers ai (i.e., there is at most one ai = 1 and if
some ai = 1 then the corresponding root of (4) equals q and the torus T is
nontrivial, while there are 2 ·dim(A) roots of absolute value q
1
2 , according to
Weil conjectures [Mil, Chapter 2]); however, the only relevant information
for us will be that the roots for the minimal equation satisfied by F are
distinct and their absolute values are of the form qai for some positive ai ∈ Q.
2.2. The intersection of a subvariety of a semiabelian variety de-
fined over a finite field with a finitely generated subgroup. We
continue with the notation from Section 2.1 for K and X. We assume X is
defined over a finite subfield Fq ⊂ K, and we let V be an arbitrary subvari-
ety of X defined over K. In order to state Theorem 2.2 (which is crucial for
all our proofs), we need first to introduce the notion of F -sets defined by
Moosa-Scanlon [MS04]. The Frobenius F acting on X is the endomorphism
induced by the usual field homomorphism given by x 7→ xq for each x ∈ K.
Definition 2.1. With the above notation for X, q, K and F , let Γ ⊆ X(K)
be a finitely generated subgroup.
(a) By a sum of F -orbits in Γ we mean a set of the form
C(α1, . . . , αm; k1, . . . , km) :=


m∑
j=1
F kjnj(αj) : nj ∈ N0

 ⊆ Γ
where α1, . . . , αm are some given points in X(K) and k1, . . . , km are
some given non-negative integers.
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(b) An F -set in Γ is a set of the form C + Γ′ where C is a sum of F -
orbits in Γ, and Γ′ ⊆ Γ is a subgroup, while in general, for two sets
A,B ⊂ X(K), then A+B is simply the set {a+ b : a ∈ A, b ∈ B}.
As a matter of convention, when we work with F -orbits inside an algebraic
torus GNm (corresponding to the usual Frobenius map x 7→ x
p), then we call
product of F -orbits, rather than sum of F -orbits; also, in this case we use
the notation
∏m
j=1 α
pkjnj
j for an element in the corresponding product of
F -orbits (as in part (a) of Definition 2.1).
We note that allowing for the possibility that some ki = 0 in the definition
of a sum of F -orbits, implicitly we allow a singleton be a sum of F -orbits;
this also explains why we do not need to consider cosets of subgroups Γ′
in the definition of an F -set. Furthermore, if k2 = · · · = km = 0 then the
corresponding sum of F -orbits is simply a translate of the single F -orbit
C(α1; k1). Note that the F -orbit C(α; k) for k > 0 is finite if and only if
α ∈ X
(
Fp
)
. Finally, we call an orbit C(α; k) nontrivial, if it is infinite (i.e.,
k > 0 and α /∈ X
(
Fp
)
).
We also note that since we allow the base points ai be outside Γ, we can
use the slightly simpler definition of groupless F -sets involving sums of F -
orbits rather than using the F -cycles (see [MS04, Remark 2.6], and also the
slight extension proven in [Ghi08]).
Theorem 2.2 (Moosa-Scanlon [MS04]). Let X be a semiabelian variety
defined over Fq, let Fq ⊂ K be an algebraically closed field, let V ⊂ X be a
subvariety defined over K and let Γ ⊂ X(K) be a finitely generated subgroup.
Then V (K) ∩ Γ is a finite union of F -sets contained in Γ.
Remark 2.3. One can deduce following the argument from [MS04] that each
sum of F -orbits appearing in the interrsection of V with the group Γ is a
sum of at most dim(V ) nontrivial orbits; this follows easily from the proof of
[MS04, Theorem 7.8] using induction on the dimension of V (see also [MS04,
Corollary 7.3]). Also, in the case X is an algebraic torus, Derksen-Masser
[DM12, Theorem 1] (see also the paper by Masser [Mas04] on a similar topic)
proved that there are at most dim(V ) nontrivial orbits under the Frobenius
in any product of F -orbits appearing in the intersection of V ⊂ GNm with Γ.
We state below a special case of these results which we will employ in our
proof of Theorem 1.2; the next corollary can be deduced also directly using
a similar argument as in the proof of [Ghi, Corollary 2.3].
Corollary 2.4. With the notation from Theorem 2.2, if X = GNm and V is
a surface, then the intersection V (K) ∩ Γ is a finite union of F -sets C · Γ′,
where C is a product of orbits under the Frobenius action on GNm of which
at most 2 orbits are nontrivial, while Γ′ is a subgroup of Γ.
2.3. Arithmetic sequences. In this section (which overlaps with [Ghi,
Section 3]) we state various useful results regarding linear recurrence se-
quences and p-sets.
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A linear recurrence sequence is a sequence {un}n∈N0 ⊂ C with the prop-
erty that there exists m ∈ N and there exist c0, . . . , cm−1 ∈ C such that for
each n ∈ N0 we have
(5) un+m + cm−1un+m−1 + · · ·+ c1un+1 + c0un = 0.
If c0 = 0 in (5), then we may replace m by m− k where k is the smallest
positive integer such that ck 6= 0; then the sequence {un}n∈N0 satisfies the
linear recurrence relation
(6) un+m−k + cm−1un+m−1−k + · · ·+ ckun = 0,
for all n ≥ k. In particular, if k = m, then the sequence {un}n∈N0 is
eventually constant, i.e., un = 0 for all n ≥ m.
Assume now that c0 6= 0 (which may be achieved at the expense of re-
writing the recurrence relation as in (6)); then there exists a closed form for
expressing un for all n (or at least for all n sufficiently large if one needs
to re-write the recurrence relation as in (6)). The characteristic roots of a
linear recurrence sequence as in (5) are the solutions of the equation
(7) xm + cm−1x
m−1 + · · ·+ c1x+ c0 = 0.
We let ri (for 1 ≤ i ≤ s) be the (nonzero) roots of the equation (7); then
there exist polynomials Pi(x) ∈ C[x] such that for all n ∈ N0, we have
(8) un =
s∑
i=1
Pi(n)r
n
i .
In general, as explained above, for an arbitrary linear recurrence sequence,
the formula (8) holds for all n sufficiently large (more precisely, for all n ≥ m
with the notation from (5)); for more details on linear recurrence sequences,
we refer the reader to the chapter on linear recurrence sequences written by
Schmidt [Sch03].
It will be convenient for us later on in our proof to consider linear recur-
rence sequences which are given by a formula such as the one in (8) (for n
sufficiently large) for which the following two properties hold:
(i) if some ri is a root of unity, then ri = 1; and
(ii) if i 6= j, then ri/rj is not a root of unity.
Such linear recurrence sequences given by formula (8) and satisfying prop-
erties (i)-(ii) above are called non-degenerate. Given an arbitrary linear
recurrence sequence, we can always split it into finitely many linear recur-
rence sequences which are all non-degenerate; moreover, we can achieve this
by considering instead of one sequence {un}, finitely many sequences which
are all of the form {unM+ℓ} for a given M ∈ N and for ℓ = 0, . . . ,M − 1.
Indeed, assume some ri or some ri/rj is a root of unity, say of order M ;
then for each ℓ = 0, . . . ,M − 1 we have that
(9) unM+ℓ =
s∑
i=1
Pi(nM + ℓ)r
ℓ
i (r
M
i )
n
THE DYNAMICAL MORDELL-LANG PROBLEM 9
and moreover, we can re-write the formula (9) for unM+ℓ by collecting the
powers rMi which are equal and thus achieve a non-degenerate linear recur-
rence sequence vn := unM+ℓ.
The following famous theorem of Skolem [Sko34] (later generalized by
Mahler [Mah56] and Lech [Lec53]) will be used throughout our proof.
Proposition 2.5. Let {un}n∈N0 ⊂ C be a linear recurrence sequence, and
let c ∈ C. Then the set T of all n ∈ N0 such that un = c is a finite union
of arithmetic progressions; moreover, if {un} is a non-degenerate linear re-
currence sequence, then the set T is infinite only if the sequence {un} is
eventually constant.
Next we consider the p-sets, which are sets of non-negative integers of the
form (1), i.e.,
(10)


m∑
j=1
cjp
kjnj : nj ∈ N0


for some m ∈ N, some cj ∈ Q and some kj ∈ N0. Since for each positive
integerM , the powers of p are preperiodic moduloM , we immediately obtain
the following result.
Proposition 2.6. Let p be a prime number. The intersection of an arith-
metic progression with a p-set is a finite union of p-sets.
Also, as a simple application of Laurent’s theorem [Lau84] regarding the
intersection of subvarieties of an algebraic torus T with finitely generated
subgroups of T , we obtain the following result.
Proposition 2.7. The intersection of two p-sets is a finite union of p-sets.
More precisely, if each of the two p-sets that we intersect consists of sums
of at most m powers of p (see (10)), then each p-set from their intersection
also consists of sums of at most m powers of p as in (10).
3. Reduction of the dynamical problem to a
polynomial-exponential equation
Our goal is to prove that solving Conjecture 1.1 reduces to solving several
polynomial-exponential equations (see Theorem 3.2). In order to state our
result, we introduce some notation.
In this section, we fix some finite field Fq of characteristic p; also, we let
X be a semiabelian variety defined over Fq. We let F be the Frobenius
endomorphism of X induced by the field automorphism x 7→ xq. We let
Pmin,F ∈ Z[x] be the minimal polynomial for the Frobenius (as an endomor-
phism of X); then Pmin,F has simple roots: λ1, . . . , λr. So,
(11) Pmin,F is a monic polynomial of degree r and Pmin,F (F ) = 0.
Let {Un}n∈N0 be a linear recurrence sequence. Let m ∈ N0, let {U
(i)
n }n∈N0 ⊂
Z (for i = 1, . . . ,m) be linear recurrence sequences, each one of them having
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simple characteristic roots, all of them being of the form λbij for some bi ∈ N0
(where the λj ’s are the minimal roots of the minimal polynomial Pmin,F ∈
Z[x] of the Frobenius endomorphism of X). In particular, if bi = 0 then U
(i)
is a constant sequence because it is a linear recurrence sequence which has
only one characteristic root, which is equal to 1. So, if U (i) is a constant
sequence (i.e., if bi = 0), then we say that U
(i) is a trivial sequence, while
if U (i) is non-constant (i.e., if bi ∈ N), then we say that U
(i) is a nontrivial
sequence.
Then, with the above notation for the linear recurrence sequences U and
U (i), given also some a, b ∈ N0, we call an F -arithmetic sequence, the set of
all n of the form ak+ b (for some k ∈ N0) for which there exist n1, . . . , nm ∈
N0 such that
(12) Un = U
(1)
n1 + · · ·+ U
(m)
nm .
Remarks 3.1. The following observations will be used repeatedly in the proof
of Theorem 3.2.
(i) Ifm = 0, then Equation 12 is void and in this case, the F -arithmetic
sequence is simply the arithmetic progression {ak + b}k∈N0 .
(ii) On the other hand, if a = 0 (regardless of m ∈ N0), then the
corresponding F -arithmetic sequence contains at most one element
{b}.
(iii) In general, we could combine the two conditions defining the F -
arithmetic sequence into one condition:
(13) Uak+b = U
(1)
n1 + · · ·+ U
(m)
nm .
However, we prefer to work with Equation 12 instead and tacitly
assume that the set of solutions n must also belong to an arithmetic
progression. Note that the sequence {Uak+b}k∈N0 is itself a linear
recurrence sequence whose characteristic roots are the a-th powers
of the characteristic roots of the linear recurrence sequence U .
The intersection of finitely many F -arithmetic sequences is called a general
F -arithmetic sequence.
Theorem 3.2. With the above notation for p, q, X and F , let Φ : X −→ X
be a regular self-map defined over an algebraically closed field K containing
Fq, let α ∈ X(K) and let V ⊂ X be a subvariety defined over K. Then
the set of all n ∈ N0 such that Φ
n(α) ∈ V (K) is a union of finitely many
general F -arithmetic sequences.
Furthermore, the following more precise statements hold:
(1) The number of nontrivial linear recurrence sequences U (i) appearing
in the definition of each F -arithmetic sequence from the conclusion
of Theorem 3.2 (see (12)) is at most equal to dim(V ).
(2) If Φ is a group endomorphism, then the characteristic roots of the
linear recurrence sequences {Un} appearing in the left-hand side of
each equation (12) defining any of the above general F -arithmetic
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sequences are positive integer powers of the roots of the minimal
polynomial in Z[x] satisfied by Φ (see equation (4)).
Remark 3.3. Since a (generalized) F -arithmetic sequence may be a singleton
(see Remark 3.1 (ii)), our conclusion in Theorem 3.2 allows for finite sets
to appear as the return set of n ∈ N0 such that Φ
n(α) ∈ V (K). Similarly,
as noted in Remark 3.1 (i), we also allow the possibility of an arithmetic
progression to appear as the return set in Theorem 3.2.
Remark 3.4. Because we want to establish the more precise statement (2)
from the conclusion of Theorem 3.2, we prefer to use Equation 12 rather
than Equation 13 when working with an F -arithmetic sequence (see also
Remark 3.1 (iii)).
Proof of Theorem 3.2. Since X is a semiabelian variety, then there exists a
group endomorphism Φ0 : X −→ X and there exists y ∈ X(K) such that
for any γ ∈ X, we have that Φ(γ) = Φ0(γ) + y. Also, as noted in (4), there
exists ℓ ∈ N such that Φ0 satisfies (in End(X)) a monic equation of degree
ℓ with integer coefficients. Then, as shown in [Ghi, Claim 4.2] (whose proof
for algebraic tori extends verbatim for any semiabelian variety), there exist
linear recurrence sequences {u
(i)
n }n∈N0 ⊂ Z for 1 ≤ i ≤ ℓ and {v
(i)
n }n∈N0 ⊂ Z
for 0 ≤ i ≤ ℓ− 1 such that for each n ∈ N0, we have
(14) Φn(α) =
ℓ∑
i=1
u(i)n

 i−1∑
j=0
Φj0(y)

+ ℓ−1∑
i=0
v(i)n Φ
i
0(α).
Furthermore, the characteristic roots of the linear recurrence sequences v(i)
are among the roots of the minimal polynomial Pmin,Φ0 ∈ Z[x] of Φ0, while
the characteristic roots of u(i) are contained in the set consisting of 1 and
all of the roots of Pmin,Φ0 (see [Ghi, Equations (14) and (17)]).
We also use the following notation
(15) Qi :=
i−1∑
j=0
Φj0(y) for each i = 1, . . . , ℓ.
We let Γ be a finitely generated group containing Φj0(y) and Φ
j
0(α) for
each j = 0, . . . , ℓ− 1. Theorem 2.2 yields that
(16) V (K) ∩ Γ is a finite union of F -sets C +H contained in Γ,
where C is a sum of F -orbits (actually, we have at most dim(V ) nontrivial
orbits appearing in C, as observed in Remark 2.3—see also Corollary 2.4)
and H is a subgroup of Γ. Thus we write
(17) C =


m∑
j=1
Fnjkj (γj) : nj ∈ N0

 ,
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for some m ∈ N0, some γj ∈ X(K) and some kj ∈ N0, and moreover, there
are at most dim(V ) nonzero ki’s.
At the expense of replacing Γ by a larger (but still finitely generated)
group, we may assume Γ contains each F i(γj) for j = 1, . . . ,m and i =
0, . . . , r − 1. In particular, we get that F i(γj) ∈ Γ for all i ≥ 0 (see (11)).
Since Γ is a finitely generated abelian group, we know that it is isomor-
phic to a direct sum of a finite subgroup Γ0 with a subgroup Γ1 which is
isomorphic to Zs for some s ∈ N0. We let {P1, . . . , Ps} be a Z-basis for Γ1.
We proceed with the notation from equations (14) and (15) and so,
Φn(α) =
ℓ∑
i=1
u(i)n Qi +
ℓ−1∑
i=0
v(i)n Φ
i
0(α).
Then we write each Qi (for i = 1, . . . , ℓ) as Qi,0 +
∑s
j=1 bi,jPj with Qi,0 ∈
Γ0 and each bi,j ∈ Z, and also write each Φ
i
0(α) (for i = 0, . . . , ℓ − 1) as
Ti,0 +
∑s
j=1 ci,jPj with Ti,0 ∈ Γ0 and each ci,j ∈ Z.
We also write for each j = 1, . . . ,m and for each i = 0, . . . , r−1 (note that
r is the degree of the minimal polynomial Pmin,F with integer coefficients
satisfied by the Frobenius endomorphism in End(X); see equation (11))
F i(γj) = R
(i)
j,0 +
s∑
k=1
di,j,kPk with R
(i)
j,0 ∈ Γ0 and each di,j,k ∈ Z.
We will write the conditions satisfied by n ∈ N0 in order for Φ
n(α) ∈ (C+H)
(see (16)), or equivalently that there exist some n1, . . . , nm ∈ N0 such that
Φn(α)−
m∑
j=1
F kjnj(γj) ∈ H.
In order to do this, we observe that, similar to deducing the formula (14),
we have that there exist linear recurrence sequences {a
(i)
n }n∈N0 ⊂ Z for
i = 0, . . . , r − 1 such that
(18) Fn(γj) =
r−1∑
i=0
a(i)n F
i(γj).
Furthermore, for each i = 0, . . . , r − 1, the characteristic equation satisfied
by the linear recurrence sequence {a
(i)
n }n∈N0 is Pmin,F (x) = 0. Indeed, this
follows from the fact that Pmin,F (F ) = 0 and then expressing reccursively F
n
as linear combinations of F i (for i = 0, . . . , r − 1) with integer coefficients
a
(i)
n and then observing that each sequence {a
(i)
n }n∈N0 satisfies the linear
recurrence given by the characteristic equation Pmin,F (x) = 0.
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We compute then
Φn(α)−
m∑
i=1
F kini(γi)
=

 ℓ∑
i=1
u(i)n Qi,0 +
ℓ−1∑
i=0
v(i)n Ti,0 −
r−1∑
j=0
m∑
i=1
a
(j)
kini
R
(j)
i,0


+
s∑
k=1

 ℓ∑
i=1
bi,ku
(i)
n +
ℓ−1∑
i=0
ci,kv
(i)
n −
r−1∑
j=0
m∑
i=1
dj,i,ka
(j)
kini

 · Pk.
Since linear combinations of linear recurrence sequences are again linear re-
currence sequences (whose characteristic roots are among the characteristic
roots of the original linear recurrence sequences), we conclude that there ex-
ist linear recurrence sequences {U
(k)
n }n∈N0 for k = 1, . . . , s and {A
(i,k)
n }n∈N0
for i = 1, . . . ,m and k = 1, . . . , s such that
Φn(α)−
m∑
i=1
F kini(γj)
=

 ℓ∑
i=1
u(i)n Qi,0 +
ℓ−1∑
i=0
v(i)n Ti,0 −
r−1∑
j=0
m∑
i=1
a
(j)
kini
R
(j)
i,0


+
s∑
k=1
(
U (k)n −
m∑
i=1
A(i,k)ni
)
Pk.
More precisely, U
(k)
n :=
∑ℓ
i=1 bi,ku
(i)
n +
∑ℓ−1
i=0 ci,kv
(i)
n . In particular, if Φ = Φ0
(i.e., if y = 0) then U
(k)
n =
∑ℓ−1
i=0 ci,kv
(i)
n and so, the characteristic roots of
each U (k) is among the characteristic roots of the v(i)’s, i.e., the characteristic
roots of the U (k)’s are among the roots of Pmin,Φ. Also, for each i = 1, . . . ,m,
each k = 1, . . . , s and for each n ∈ N0, we have that
A(i,k)n :=
r−1∑
j=0
dj,i,ka
(j)
kin
.
In particular, if ki = 0 (i.e., the corresponding F -orbit C(γi; ki) is trivial),
then A(i,k) is a trivial linear recurrence sequence (i.e., it is constant). Fur-
thermore, the characteristic roots for each linear recurrence sequence A(i,k)
are ki-th powers of the eigenvalues λj of the Frobenius F .
Now, since each Qi,0, Ti,0 and R
(j)
i,0 is a torsion point (of order bounded
by the cardinality M of the torsion subgroup of Γ) and moreover, any lin-
ear recurrence sequence of integers is preperiodic modulo M , then at the
expense of replacing each n and also each ni by suitable arithmetic progres-
sions (which, in particular, leads to replacing U (k) and A(i,k) by other linear
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recurrence sequences whose characteristic roots are powers of the charac-
teristic roots for the original linear recurrence sequences), we may assume
there exists some torsion point S0 ∈ Γ such that
Φn(α)−
m∑
j=1
F kjnj(γj)
= S0 +
s∑
k=1
(
U (k)n −
m∑
i=1
A(i,k)ni
)
Pk.
Replacing n by an arithmetic progression {an + b}n∈N0 (for some a ∈ N
and b ∈ N0) simply changes Φ by Φ
a and also replaces α by Φb(α). Also,
the conclusion of Theorem 3.2 is unaffected by this change since for any
linear recurrence sequence {wn}n∈N0 , the sequence {wan+b}n∈N0 satisfies also
a linear recurrence and its characteristic roots are the a-th powers of the
characteristic roots of {wn}n∈N0 ; see also Remark 3.1 (iii).
So, we need to determine for which n ∈ N0 there exist some n1, . . . , nm ∈
N0 such that Φ
n(α)−
∑m
j=1 F
kjnj(γj) ∈ H, or equivalently, for which n ∈ N0
we have that
(19)
s∑
k=1
(
U (k)n −
m∑
i=1
A(i,k)ni
)
Pk ∈ −S0 +H.
Now, according to [Ghi08, Claim 3.4, Definition 3.5, Subclaim 3.6], the
condition (19) is equivalent with a system formed by finitely many equations
either of the form
(20)
s∑
k=1
ek ·
(
U (k)n −
m∑
i=1
A(i,k)ni
)
= 0,
for some integers ek, or of the form
(21)
s∑
k=1
fk ·
(
U (k)n −
m∑
i=1
A(i,k)ni
)
≡ 0 (mod L)
for some integers fk and some L ∈ N. The solutions (n, n1, · · · , nm) to each
congruence equation (21) is a finite union of sets of the form
{(an+ b, a1n1 + b, · · · , amn+ bm) : n, n1, · · · , nm ∈ N0}
for some a, ai, b, bi ∈ N0 (for i = 1, . . . ,m). Therefore, again refining our
analysis to finitely many arithmetic progressions, we may reduce to the case
that n (along with n1, . . . , nm) satisfies finitely many equations of the form
(20).
Each equation of the form (20) reduces to
(22) Wn =
m∑
i=1
B(i)ni ,
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where Wn :=
∑s
k=1 ekU
(k)
n and B
(i)
n :=
∑s
k=1 ek · A
(i,k)
n . So, {Wn}n∈N0 is
another linear recurrence sequence, while {B
(i)
n }n∈N0 are linear recurrence
sequences whose characteristic roots are the same as the characteristic roots
of the original sequences A(i,k). In particular, the characteristic roots of B(i)
are of the form λbij for some bi ∈ N0, where the λj ’s are the roots of Pmin,F ;
note that bi = 0 if some ki = 0 and so, there are at most dim(V ) nontrivial
linear recurrence sequences B(i) as we vary i = 1, . . . ,m. Furthermore,
the characteristic roots of the linear recurrence sequence {Wn} are positive
integer powers of the roots of Pmin,Φ0 and perhaps, also equal to 1 if Φ is
not a group endomorphism (i.e., y 6= 0); on the other hand, if Φ = Φ0 (i.e.,
y = 0), then the characteristic roots of W are all positive integer powers
of the roots of Pmin,Φ = Pmin,Φ0 . Finally, we note that if m = 0 then
Equation 22 is void and therefore, the corresponding F -arithmetic sequence
is simply an arithmetic progression; see Remark 3.1 (i).
This concludes our proof of Theorem 3.2. 
4. Recovering a large class of polynomial-exponential
equations as part of proving Conjecture 1.1
In this section we use a coding trick from [SY14] to show that not only
does the dynamical Mordell-Lang problem reduce to solving polynomial-
exponential equations, but conversely complicated polynomial-exponential
equations may be realized as instances of the dynamical Mordell-Lang prob-
lem.
We start by extracting a key fact from [SY14].
Proposition 4.1. Let {un} be a linear recurrence sequence of integers, G a
commutative algebraic group over some field K and P ∈ G(K) a K-rational
point on G. Then there are a natural number N ∈ N, morphisms of algebraic
groups Φ : GN → GN and π : GN → G, and a point Q ∈ GN (K) so that for
every n ∈ N0 we have π(Φ
n(Q)) = [un]G(P ).
Proof. By Proposition 4.3 and Theorem 4.5 of [SY14] there are a natural
number N ∈ N, a vector a ∈ ZN , and linear maps φ : ZN → ZN and ̟ :
ZN → Z so that for every natural number n ∈ N0 we have ̟(φ
n(a)) = un.
Write a as a = (a1, . . . , aN ) and φ and̟ as matrices, so that φ(x1, . . . , xN ) =
(
∑N
j=1 φ1,jxj , . . . ,
∑N
j=1 φN,jxj) and ̟(x1, . . . , xN ) =
∑N
j=1 ϕjxj. Set Q :=
([a1]G(P ), . . . , [aN ]G(P )), where a := (a1, . . . , aN ), let Φ : G
N → GN be
the map (x1, . . . , xN ) 7→ (
∑N
j=1[φ1,j ]G(xj), . . . ,
∑N
j=1[φN,j ]G(xj)) and let π :
GN → G be the map (x1, . . . , xN ) 7→
∑N
j=1[̟j ]G(xj). Then for n ∈ N we
have π(Φn(Q)) = [un]G(P ). 
It follows from Proposition 4.1 that we can realize many sets defined by
conditions of the form un ∈ E where {un} is a linear recurrence sequence of
integers and E ⊆ N is a p-set as dynamical return sets. More precisely, we
have the following proposition.
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Proposition 4.2. Let {un} be a linear recurrence sequence of integers, G
a commutative algebraic group over the field K, X ⊆ G a subvariety, P ∈
G(K) a K-rational point on G, and E := {n ∈ Z : [n]G(P ) ∈ X(K)}. Then
there is an algebraic dynamical system (Y,Φ) over K, a point Q ∈ Y (K)
and a subvariety Z ⊆ Y so that for all n ∈ N0 one has Φ
n(Q) ∈ Z(K)⇐⇒
un ∈ E.
Proof. Let N , Φ, π and Q be given by Proposition 4.1 applied to {un},
G, and P . Set Y := GN and Z := π−1(X); this yields the conclusion of
Proposition 4.2. 
Many p-sets are known to be realizable as the exponent sets for instances
of the Mordell-Lang problem in characteristic p. With the next proposition,
which is inspired by special examples constructed in [Nel17], we note that
it is true in particular for sets of the form {
∑ℓ
i=1 cip
ni : (n1, . . . , nℓ) ∈ N
ℓ
0}
with c1, . . . , cℓ ∈ N provided that
∑ℓ
i=1 ci < p− 1.
Proposition 4.3. Let ℓ ∈ N, c1, . . . , cℓ ∈ N and p ∈ N be a prime number
satisfying
∑ℓ
i=1 ci < p − 1. Then there is an algebraic torus G over Fp, a
subvariety X ⊆ G over Fp and a point P ∈ G(Fp(t)) so that if E := {m ∈
Z : [m]G(P ) ∈ X(Fp(t))}, then E = {
∑ℓ
j=1 cjp
nj : (n1, . . . , nm) ∈ N
ℓ
0}.
Proof. We begin with the case of c1 = c2 = · · · = cℓ = 1 and then use this
result to deduce the general result.
The Vandermonde matrix (
aj
)
1≤a≤p−1
0≤j<p−1
,
regarded as a (p−1)× (p−1) matrix over Fp, is invertible. Write its inverse
as (
Aj,a
)
1≤a≤p−1
0≤j<p−1
so that for 0 ≤ k < p− 1 and j ∈ Z we have
(23)
∑
a∈F×p
Ak,aa
j =
{
1 if j ≡ k (mod p− 1)
0 otherwise.
Let G := Gp−1m . Set P := (t + 1, t + 2, . . . , t + p − 1) ∈ G(Fp(t)). Let
X ⊆ G be the subvariety defined by the equations
p−1∑
i=1
Aℓ,ixi = 1 and
p−1∑
i=1
Ak,ixi = 0 for ℓ < k ≤ p− 1.
It is easy to see that X is the variety parametrized by the map
(24) π : (y1, . . . , yℓ) 7→

 ℓ∏
j=1
(yj + 1),
ℓ∏
j=1
(yj + 2), . . . ,
ℓ∏
j=1
(yj + p− 1)

 .
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In particular, if n1, . . . , nℓ ∈ N0 and m =
∑ℓ
i=1 p
ni , then
[m]G(P ) = ((t+ 1)
m, . . . , (t+ p− 1)m)
=
(
(t+ 1)
∑ℓ
i=1 p
ni , . . . , (t+ p− 1)
∑ℓ
i=1 p
ni
)
=
(
ℓ∏
i=1
(t+ 1)p
ni , . . . ,
ℓ∏
i=1
(t+ p− 1)p
ni
)
=
(
ℓ∏
i=1
(tp
ni + 1), . . . ,
ℓ∏
i=1
(tp
ni + p− 1)
)
∈ X(Fp(t)).
Let us now show that if [m](P ) ∈ X(Fp(t)), then m is a sum of ℓ powers
of p. Considering poles of (t + i)m (for i = 1, . . . , p − 1), one sees that if
m < 0, then [m](P ) /∈ X(Fp(t)). Indeed, taking b ∈ F
×
p for which Aℓ,b 6= 0,
we see that if m < 0, then the order of the pole at −b of
∑
a∈F×p
Aℓ,a(t+a)
m
is −m; so, in particular, this sum is not equal to 1.
Take now m ≥ 0. Expanding, we have
1 =
∑
a∈F×p
Aℓ,a(t+ a)
m
=
∑
a∈F×p
Aℓ,a
m∑
j=0
(
m
j
)
ajtm−j
=
m∑
j=0
tm−j
(
m
j
) ∑
a∈F×p
Aℓ,aa
j
Equating the coefficients of the powers of t, we see that
(25) 1 =
∑
a∈F×p
Aℓ,aa
m
and that for j < m we have
(26) 0 =
(
m
j
) ∑
a∈F×p
Aℓ,aa
j .
In particular, Equation 25 implies that
(27) m ≡ ℓ (mod p− 1).
Let us write m in its base p expansion, so that
m =
∑
i
m(i, p)pi with 0 ≤ m(i, p) < p.
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Then m ≡
∑
im(i, p) (mod p− 1) and therefore, congruence equation (27)
yields that
(28)
∑
i
m(i, p) ≥ ℓ.
Therefore, in order to obtain the desired conclusion in this special case
of Proposition 4.3 (when c1 = · · · = cℓ = 1), it suffices to prove that∑
im(i, p) ≤ ℓ.
Now, assuming we have a strict inequality in (28), then we can find some
positive integer j having a base p expansion strictly dominated by that of
m, that is, if we write
j =
∑
i
j(i, p)pi with 0 ≤ j(i, p) < p,
then for all i we have j(i, p) ≤ m(i, p) but j(i, p) < m(i, p) for some i, and
moreover, we can choose j so that j ≡ ℓ (mod p− 1).
As Gauß observed (see [Eis95, Lemma 15.21]),
(m
j
)
6≡ 0 (mod p). Thus,
from Equation 26, we see that
∑
a∈F×p
Aℓ,aa
j = 0, but as j ≡ ℓ, this contra-
dicts Equation 23. Hence,
∑
m(i, p) ≤ ℓ, which combined with inequality
(28), yields that m must be the sum of exactly ℓ powers of p.
For the general case (i.e., arbitrary ci satisfying the inequality
∑ℓ
i=1 ci <
p − 1), we first adjust the notation somewhat taking ℓ′ :=
∑
i ci and let
X ′ ⊆ Gp−1m be the variety constructed above corresponding to ℓ′ < p − 1.
Let X ⊆ X ′ be the subvariety parametrized by the map
ν : (y1, . . . , yℓ) 7→

 ℓ∏
j=1
(yj + 1)
cj ,
ℓ∏
j=1
(yj + 2)
cj , . . . ,
ℓ∏
j=1
(yj + p− 1)
cj


which may be seen as the composite of π with a multidiagonal map from Aℓ
to Aℓ
′
. As before, we take P = ((t+1), (t+2), . . . , (t+ p− 1)). Visibly, if m
is expressible in the form
∑
i cip
ni , then [m](P ) ∈ X(Fp(t)). Conversely, for
a general integer m, if [m](P ) ∈ X(Fp(t)), then because a fortiori [m](P ) ∈
X ′(Fp(t)) we may express m as a sum of ℓ
′ powers of p. Then the preimage
of [m](P ) under the map π from (24) consists of sequences of the form(
tp
n1 , . . . , tp
n
ℓ′
)
. Since [m](P ) is also in the image of ν, the exponents must
repeat c1 times, and then c2 times and so on, so that m may be expressed
in the form
∑ℓ
j=1 cjp
nj . 
Combining Propositions 4.2 and 4.3 we deduce Theorem 1.4 announced
in the introduction.
5. A diophantine result
The following result is key for our proofs of Theorems 1.2 and 1.3.
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Theorem 5.1. Let {un}n∈N0 be a linear recurrence sequence, let p be a
prime number, let m ∈ N, let c1, . . . , cm ∈ Z and let k1, . . . , km ∈ N0.
(A) If p is multiplicatively independent with respect to each one of the
characteristic roots of the linear recurrence sequence {un} (i.e., for
each characteristic root λ of {un} and for any integers r and s, if
λr = ps, then r = s = 0), then the set of all n ∈ N0 for which there
exist some n1, . . . , nm ∈ N0 such that
(29) un = c1p
k1n1 + · · · + cmp
kmnm
is a finite union of arithmetic progressions. (As always when dealing
with an arithmetic progression {an+b}n∈N0 , we allow the possibility
that a = 0, in which case, the arithmetic progression becomes a
singleton.)
(B) If m ≤ 2, then the set of all n ∈ N0 for which there exist some
n1, n2 ∈ N0 such that un = c1p
k1n1 + c2p
k2n2 is a union of finitely
many arithmetic progressions along with finitely many sets of the
form
(30)
{
d0 + d1p
ℓ1n1 + d2p
ℓ2n2 : n1, n2 ∈ N0
}
,
for some rational numbers d0, d1, d2, and some non-negative inte-
gers ℓ1, ℓ2. (In particular, if ℓ1 = ℓ2 = 0, the set from (30) is a
singleton.)
Remark 5.2. The proof presented below yields much more than required
for the present purposes; indeed, we can conclude finiteness of the set of
solutions except in a few well-described cases.
In particular, the proof for Part (B) implicitly gives that only the cases
when un is essentially a polynomial with at most two distinct roots may
produce infinitely many solutions, provided ki 6= 0 for i = 1, 2 in Theo-
rem 5.1 (B) (as we may clearly assume).
We have not pursued in obtaining and stating optimal conclusions, be-
cause in the first place this is not needed by the present application and
anyway the interested reader shall readily see what can be extracted from
the arguments.
We split our proof of Theorem 5.1 into the two parts of its conclusion.
Proof of Theorem 5.1, part (A). We prove part (A), showing how this fol-
lows directly from a theorem of M. Laurent, whose statement we borrow
from W.M. Schmidt’s presentation [Sch03] (see Thm. 7.1 therein).
We write un as an exponential polynomial (as in Section 2.3):
(31) un =
s∑
i=1
Pi(n)r
n
i ,
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where the Pi are nonzero polynomials and the ri ∈ C
∗ are pairwise distinct.
For our purpose we may and shall assume that all the involved numbers are
algebraic numbers.1
In proving the theorem we may partition N0 into arithmetical progres-
sions of any prescribed modulus and hence we may assume without loss of
generality that the recurrence is non-degenerate (i.e. no ratio ri/rj is a root
of unity different from 1).
Under this assumption, we prove that in fact we have only finitely many
solutions.
We write our equation as
(32)
s∑
i=1
Pi(n)r
n
i −
m∑
j=1
cjp
kjnj = 0,
where m, cj , kj are fixed. So our variables are n, n1, . . . , nm, which are sup-
posed to vary in N0. For each solution we may partition the s+m terms on
the left side into subsets such that the sum over each subset vanishes; we
may also suppose that each subset is minimal with respect to this property.
Since the number of possible partitions is finite, we may suppose on re-
ducing s,m (but still assuming s > 0) that no proper subsum of the left side
of (32) vanishes.
In this situation, Laurent’s theorem takes into account the subgroup of
Zm+1 consisting of the integer vectors (a0, a1, . . . , am) for which,
(33) ra0µ = r
a0
ν , r
a0
µ = p
kjaj ,
for each µ, ν ∈ {1, . . . , s} and each j = 1, . . . ,m. The equations on the left of
(33) may give no information, since s could be possibly 1, but the assumption
on multiplicative independence of p and any of the roots ri, applied to the
set of equations on the right of (33), yields that a0 = a1 = . . . = am = 0,
i.e. our group reduces to 0.
Then Laurent’s theorem asserts that the set of solutions is indeed finite,
as required. 
Remark 5.3. It is to be observed that, given that un is non-degenerate, in
order to obtain finiteness we used merely the existence of one of the roots
ri multiplicatively independent of p. It may thus seem that the stronger
assumption of the independence for all roots is not needed. The point is
however that in going to the non-degenerate case the assumption could be
lost if it only held for a subset of the roots.
Proof of Theorem 5.1, part (B). This case is treated by using implicitly the
Subspace Theorem (as is the case for Laurent’s theorem). The technique
has been applied in several papers of the first and fourth authors; see e.g.
[CZ00]. This method works here as well; however, unfortunately we cannot
directly appeal to the results proved before, because of slight differences in
1The case when this is not verified may be actually treated in a simpler way.
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the assumptions and context. Therefore we develop again the same tech-
nique for the case in question. In short, this consists of expanding the
relevant solutions in convergent power series in several variables, and then
suitably applying the Subspace Theorem to the approximations so derived,
using each time a suitable absolute value. At least we shall not need to
repeat the use of the Subspace Theorem, and shall use instead a theorem
proved in [CZ05]. The need that the variables xi appearing in [CZ05] are
such that the ratios log |xi|/ log |xj| be bounded above and below by fixed
positive numbers (for the relevant absolute values) forces us to separate
the proof into two cases, using an archimedean and a p-adic absolute value
respectively.
As before we can argue on separate arithmetical progressions and thus we
can assume at the outset that un is non degenerate.
Arguing as before (see also Remark 5.3) we can assume that each of the
roots ri is multiplicatively dependent with p (otherwise we may apply Lau-
rent’s theorem as before). Also, we may multiply everywhere by a power
pAn. So, moving again along each among finitely many arithmetical pro-
gressions of n, we may write
ri = p
bi , 0 ≤ b1 < b2 < . . . < bs,
for integers bi. Note that if some bi were negative, then equation (29) be-
comes trivial.
On changing slightly the notation, we may write k1 = k2 = 1 and assume
that for our solutions we have 0 ≤ n1 ≤ n2 (and that n1, n2 are divisible by
certain fixed integers k1, k2). We may also suppose that un 6= 0.
Let v = vp be the p-adic order function, extended in some way to a number
field containing the relevant quantities.
The equation gives v(c1p
n1 + c2p
n2) ≥ b1n + O(1), so we may assume
that n1, n2 ≥ b1n+O(1). Then, dividing out by p
b1n we reduce to the case
b1 = 0.
Now, v(P1(n)− c1p
n1 − c2p
n2) ≥ b2n+O(1). If P1(n)− c1p
n1 − c2p
n2 6= 0
we deduce successively that n2 ≥ b2n + O(1) and then n1 ≥ b2n + O(1),
which would imply v(P1(n))≫ n, which is inconsistent for large n.
Therefore
(34) P1(n) = c1p
n1 + c2p
n2 .
Implicitly this implies s = 1, and anyway this is the equation we shall deal
with from now on.
For a given solution, we shall write
q := c1p
n1 + c2p
n2 ,
and we shall assume that n is large enough to justify the subsequent ap-
proximations. So, q shall also be large and therefore n2 = max{n1, n2} shall
be large as well.
We write d := degP1 > 0.
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We split the analysis into two similar cases, according as n1 < n2/2 or
not.
Case I. Suppose first n1 < n2/2, so ℓ := n2 − n1 > n2/2. In equation
(34), we expand in a Puiseux series for n at ∞ in terms of q:
(35) n = q1/d
∞∑
r=0
γrq
−r/d,
where γr are certain coefficients depending only on P1. Of course we tacitly
mean that some definite branch has been chosen for the d-th root.
In turn, we may write q−r/d = c
−r/d
2 p
−rn2/d
(
1 + c1c2p
−ℓ
)−r/d
and expand
the factor on the right by the binomial theorem. Doing that for all r ≥ 0 in
(35) we may write
(36) n = pn2/df(p−n2/d, p−ℓ),
where f(x, y) :=
∑
a,b≥0 σa,bx
ayb is a certain power series with coefficients
in a suitable number field, converging for x, y in a region max{|x|, |y|} ≤ ρ
for a sufficiently small ρ > 0.
We apply to this series and solutions Theorem 1 of the paper [CZ05] (writ-
ten by two of the authors), on taking therein K a number field containing
all relevant numbers, S the set of places of K which are either archimedean
or lie above p, and the sequence of points x := (x1, x2) =
(
p−n2/d, p−ℓ
)
.
In the Case I that we are treating we also choose ν as a complex absolute
value for which the identity (36) holds.
Note that f(x) = np−n2/d is an S-integer, so assumption (3) for [CZ05,
Theorem 1] holds. Also, the coordinates of x are S-units, so another of the
assumptions in [CZ05, Theorem 1] indeed holds. Further, we have h(x) ≍
n2 ≍ − log |x1|ν ≍ − log |x2|ν , and this takes care of all other required
inequalities.
The conclusion of the theorem delivers finitely many algebraic cosets
u1H1, . . . ,uℓHℓ of G
2
m, whose union contains all of our points x, and such
that the restriction of f to each uiHi is a polynomial. Also, the identities
(36) express the integers n in term of these polynomials and points.
Suppose first that one of the cosets is the whole G2m. Then f is a poly-
nomial in its arguments, and (36) says it satisfies P1(x
−1f(x, y)) = (c1y +
c2)x
−d. This entails that d = 1, so P1(n) = an+b and af(x, y) = c1y+c2−bx.
This yields the required shape for the solutions n.
Suppose now that each of the cosets is proper. We can focus on the
cosets of dimension 1 and containing infinitely many elements x, the others
giving rise to finitely many solutions. Since x tends to zero the coset may
be parametrized by x = ta, y = µtb, with coprime integers a, b > 0 and
a nonzero constant µ. The restriction of f to this coset corresponds to
f(ta, µtb), which is thus a polynomial, denoted φ(t). We also have
P1(t
−aφ(t)) = c1µt
b−da + c2t
−da.
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We see that φ(0) 6= 0 and if c := deg φ we have b = dc. Thus the left side
is a Laurent-polynomial in td, and is thus invariant by t 7→ ζt with any d-th
root of unity ζ. We could exploit this fact through Galois groups, but we
choose a more direct way to describe the situation completely.
Our solutions are obtained by substitutions t = p−n2/(da) and we have
daℓ = bn2, n2 −
bn2
da
= n1 ≥ 0,
so b < da. Setting 1/t in place of t and changing slightly notation, we may
write
(37) P1(ψ(t)) = c1t
du + c2t
da,
where 0 ≤ u = a − c < a and where ψ(t) = taφ(t−1). Note that ψ(t) is
necessarily a polynomial, of degree a.
If d = 1 our conclusion follows at once, so suppose d > 1. If ρ is a root
of P1 of multiplicity µ > 1 then necessarily ψ(t)− ρ equals a constant times
tdu, since the right side of (37) has only t = 0 as a multiple root. This again
yields the required representations for n.
Suppose then that P1 has no multiple roots. Still, t
du shall divide exactly
one factor ψ(t)− ρ, so du ≤ degψ = a.
Let now Q(x) = P (x + β) where β is chosen so that Q has vanishing
second coefficient, and let ξ(t) = ψ(t)− β, so Q(ξ(t)) = P1(ψ(t)). For δ the
leading coefficient of Q, we have
(38) deg(δξ(t)d − c2t
da) ≤ max{dℓ, (d − 2) deg ξ} ≤ max{a, (d − 2)a}.
However δξ(t)d− c2t
da is a product of d terms of the shape γ1ξ(t)−γ2ζt
a,
where ζ runs over the d-th roots of unity, and at most one term has degree
< a. Hence either δξ(t)d − c2t
da vanishes, or it has degree ≥ (d − 1)a, and
in case of equality one of the factors has to be constant.
Comparing with the inequality (38), in any case again we find that ψ(t)
is of the shape γta + γ′, and we conclude as before.
Case II. We are left with the case when n1 ≥ n2/2. Now we argue in
an entirely similar way, but expanding for n at q = 0 and using a p-adic
absolute value in place of an archimedean one; however a few supplementary
arguments are needed because when n1/n2 is very near to 1 the Puiseux
expansion may not obey the needed conditions. To dispose of this difficulty
we argue as follows.
If n2−n1 is bounded for infinitely many solutions, then we fall essentially
into the equation P1(n) = c3p
n1 ; this is standardly known, and may be
solved even effectively for given P1, p (there are only finitely many solutions
unless P1 is a power of a linear polynomial). So we assume that n2 − n1
tends to infinity for our solutions.
First, P1(x) may be supposed clearly with rational coefficients, and let
us consider powers Q(x)m dividing it exactly, where Q is an irreducible
polynomial in Q[x] and m ≥ 1. Now, one such factor at least will be such
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that v(Q(n)m) = n1 + O(1), while we must have bounded p-adic order for
the other factors.
Suppose first that there are no other non constant factors, so P1 = cQ
m;
then c1 + c2p
n2−n1 must be an m-th power, up to a factor taken from a
finite set. By well-known results this leads to only finitely many solutions if
m > 1, so let us assume m = 1. In this case there is no ramification above
q = 0, so we may expand the solutions of P1(n) = q at q = 0 in a power
series n =
∑∞
r=0 γrq
r converging in any absolute value for which q is small
enough.2 We choose a p-adic place ν of a number field K containing all the
coefficients γr. Note that since we have no ramification, the powers of q
which appear are integers, and we may expand qr = (c1p
n1 + c2p
n2)r with
the binomial theorem, to obtain a series f(x, y) =
∑
a,b≥0 σa,bx
ayb, with
n = f(pn1, pn2) in the valuation ν. Now the proof proceeds exactly as in
Case I (actually even with the slight simplification of having no fractional
powers involved). (This case actually falls as part of a result proved in
[CZ00].)
Suppose now that there is some other non-constant factor. Then, since
the product of the other factors contributes at most essentially pn2−n1 , we
find pn2−n1 ≫ n, whereas pn2 ≪ nd, so n1 ≤ n2(1 − d
−1) + O(1). With
this inequality, we can use a Puiseux expansion at q = 0, even if there is
ramification. Corresponding to each branch, we have an expansion n =∑
r≥0 γrq
r/e for a suitable integer e > 0, converging at any p-adic place ν
for small enough |q|ν , i.e. for large enough n1. We can further expand the
powers qr/e as qr/e = c
r/e
1 p
rn1/e(1 + (c2/c1)p
n2−n1)r/e, using the binomial
theorem on the right. The fact that n2 − n1 ≫ n2 enables us to obtain a
sufficiently fast convergence in order to apply again Theorem 1 of [CZ05] as
in Case I. This shall lead to the sought conclusion as above. 
Remark 5.4. It will be noted that for n1 > ǫn2 (for any fixed ǫ > 0), we
can use either argument for both cases. Under such type of inequalities ac-
tually the arguments work for the representations of un as the sum of any
prescribed number of terms of the shape cip
ni . It is the lack of such inequal-
ities that prevent the proof to go through for the general case; so already
for three terms one meets problems if n1/n3 tends to 0 and n2/n3 tends to
1 through a sequence of solutions. See [CZ13] for devices to overcome this
kind of difficulty in special cases.
Also, the expansions used in the proof might be explained in geometric
terms, after suitable blow-ups.
6. Proof of Theorems 1.2 and 1.3
Using Theorem 5.1, we deduce our main results.
2Several power series may appear, corresponding to the various branches, represented
by the roots of P1 = 0.
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Proof of Theorem 1.2. Using Theorem 3.2, we know that the set
S = {n ∈ N0 : Φ
n(α) ∈ V }
(where Φ : GNm −→ G
N
m is a regular self-map and V ⊂ G
N
m is a surface) is a
finite union of generalized F -arithmetic sequences. Since the minimal poly-
nomial Pmin,F ∈ Z[x] of the Frobenius has a unique root equal to p, then each
such generalized F -arithmetic sequence is the intersection of finitely many
F -arithmetic sequences, each one of them consisting of all non-negative in-
tegers n which belong to a suitable arithmetic progression and furthermore,
for which there exist some m ∈ N0 and some n1, . . . , nm ∈ N0 such that
(39) un = c1p
k1n1 + · · ·+ cmp
kmnm ,
for some given linear recurrence sequence {un}, some given integers ci and
some given non-negative integers ki. Furthermore, by Theorem 3.2 (1),
since dim(V ) = 2, we have that at most two of the ki’s in equation (39) are
nonzero. So, at the expense of replacing un by un−c (for a suitable integer),
we may assume m = 2. Then Theorem 5.1 (B) yields that each such F -
arithmetic sequence is a union of finitely many arithmetic progressions and
finitely many p-sets of the form (30). Then Propositions 2.6 and 2.7 yield
that these finitely many intersections of F -arithmetic sequences are once
again a finite union of arithmetic progressions and finitely many p-sets. 
Proof of Theorem 1.3. Again using Theorem 3.2, we obtain that the set S
consisting of all n ∈ N0 such that Φ
n(α) ∈ V is a finite union of gener-
alized F -arithmetic sequences, and furthermore, each such generalized F -
arithmetic sequence is a finite intersection of finitely many F -arithmetic
sequences, each one of them consisting of all non-negative integers n belong-
ing to a suitable arithmetic progression and furthermore, for which there
exist n1, . . . , nm ∈ N0 such that
(40) un = c1p
k1n1 + · · ·+ cmp
kmnn ,
for some given linear recurrence sequence {un}, some given m ∈ N0, some
given integers ci and some given non-negative integers ki. As shown in
Theorem 3.2 (2), since Φ : GNm −→ G
N
m is a group endomorphism, the
characteristic roots of the linear recurrence sequence {un} from (40) are
positive integer powers of the roots of the minimal polynomial Pmin,Φ ∈ Z[x]
of Φ. Now, the hypothesis regarding Φ from Theorem 1.3 yields that no
root of Pmin,Φ is multiplicatively dependent with the prime p; then Theo-
rem 5.1 (A) finishes the proof of our result. Indeed, if Pmin,Φ were to have a
root λ which is multiplicatively dependent with the prime p, then we would
have that for some iterate Φr (for a suitable r ∈ N) there is a root of its
minimal polynomial Pmin,Φr ∈ Z[x] which equals p
s for some s ∈ N0. Letting
G = ker(Φr − psId), where Id is the identity morphism on GNm, we obtain
that G is a positive dimensional algebraic subgroup of GNm and the induced
action of Φ on G is given by a power of the Frobenius, contradiction.
This concludes the proof of Theorem 1.3. 
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