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: The max-min knqpsack problem is an extension of the classical knapsack problem.
Each item has a weight and multiple profits depending on several scenarios. The problem
is about maximizing the minimum total-profit among the scenarios under the knapsack
constraint. We apply Lagrangian relaxation method for obtaining upper bounds and lower
bounds. We also apply the pegging test for the reduction of problem size. For more
reduction, we propose the virtual pegging test, in which we estimate a tighter lower bound,
use it in the pegging test, and verip the correctness. Computational experiments show
that our algorithm solves the problem more effectively than the past researches.
Keywords :knapsack problem, robust optimization, pegging test
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$j(\in N=\{1, .. ., n\})$ , $s(\in S)$ $p_{j}^{s}$ $w_{j}$ .
$c$ ,
$\langle$ ${\rm Max}- \mathrm{m}\mathrm{i}\mathrm{N}$ Knapsack problem :MNK) [13] . MNK ,
.
MNK:
maximize $z:= \min_{s\in S}\sum_{=\mathrm{j}1}^{n}p_{j}^{s}x_{j}$
subject to $\sum_{j=1}^{n}w_{j}x_{j}\leq c$




. $\mathrm{M}\mathrm{N}\mathrm{K}$ , Iida[4J
.
, .
$\mathrm{A}_{1}$ . $c$ , $p_{j}^{s}$ , $w_{j}$ .
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$\mathrm{A}_{2}$ . $\Sigma_{j=1}^{n}w_{j}>c$ $w_{j}\leq c(j=1..n)’..,$ .
0-1 $oe=(x_{1},x_{2}, \ldots, x_{n})$ ,
. $x$ $z^{s}$( $:=\Sigma_{j=l}^{n}$ pjxj), , $z^{s}$






subject to $\sum_{j=1}^{n}p_{j}^{s}x_{j}\geq v$ , $\forall s\in S$
$\sum w_{j}x_{j}\leq cn$
$j=1$
$x_{j}\in\{0,1\}$ , $j=1,$ $\ldots,$ $n$
1 , $\lambda^{s}\geq 0(s\in S)$




subject to $\sum_{j=1}^{n}w_{j}x_{j}\leq c$
$0\leq x_{j}\leq 1$, $j=1,$ $\ldots,$ $n$
, LMNK(\lambda ) $\mathrm{M}\mathrm{N}\mathrm{K}$ . LMNK(\lambda )
$\overline{z}(\lambda)$ , \lambda ) $=(\overline{x}_{j})$ .








$\Sigma_{s\in S}\lambda^{s}=1$ , (2.2 ).
$\overline{z}(\lambda^{\uparrow})$ $\mathrm{M}\mathrm{N}\mathrm{K}$
$[perp]\#\{\zeta_{\overline{Z}}$ . , $1\mathrm{H}\underline{z}$ 1 , $\mathrm{L}\mathrm{M}\mathrm{N}\mathrm{K}(\lambda^{\dagger})$ J‘g
, 0 , $\mathrm{M}\mathrm{N}\mathrm{K}$ .
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, $[1, 3]$ . $\overline{z}(\lambda)$ $\lambda$
, , $\overline{z}(\lambda)$ $\lambda^{\{}$
. , $\sum_{s\in S}\lambda^{s}=1,$ $\lambda^{\theta}\geq 0(s\in S)$ ( )
. , SSUB .
. $\mathrm{s}$SUB
Step 1 $\lambda$ $\lambda$ $:=$ $(1/|S|, \ldots, 1/|S|)$ , 1 $\lambda$ $:=$
$(0, \cdots, 0,1,0, \cdots, 0)$ , $\epsilon(>0)$ .
Step 2 LMNK(\lambda ) .
Step 3 $g$ , $d$ .
Step 4 $d\cong \mathrm{O}$ .
Step 5 $\overline{z}(\lambda+\alpha d)$ $\alpha(\geq 0)$ 2 .
Step 6 $\alpha<\epsilon$ , $\lambda:=\lambda+\alpha d$ Step 2 .
SSUB , ( ) $\overline{z}(\lambda)$ 2 , $\lambda$ $\lambda^{\dagger}$
. , LMNK(\lambda ) ( ) .
221 $d$
Step.3 $d$ . $\lambda$
$\lambda^{s}\geq 0(s\in S)$ , , $\sum_{s\in S}\lambda^{s}=1$ ,
$\lambda$ 1 $|S|-1$ ( 1 $|S|=3$ ). ,
$\mathrm{S}\mathrm{t}\mathrm{e}\mathrm{p}.6$ 2 $\alpha$ , $\lambda$ .
, $-g$ ( $\overline{z}(\lambda)$ ) , 1 ,
$d$
$d^{\theta}:=-g^{s}+ \frac{\sum_{s\in S}g^{s}}{|S|}$ (1)
.
, $\lambda$ , $d$
$s+:= \arg\min\{g^{s}|s\in S\}$






, $\lambda$ . , $g^{s}+=g^{s-}$
$d:=0$ Step 4 $\lambda$ $\lambda^{\dagger}$ .
95
(0, 0, 1)
1: $g$ $|S|-1$ $d$
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, 1 $[5, 9]$ . , 0-1
, 1 0 . $N=\{1, \ldots, n\}$ ,
1 $F_{1},0$ $F_{0}$ ,
$U(=N\backslash (F_{1}\cup F_{0}))$ , , $F_{1}\cap F\mathit{0}=\emptyset$ . MNK , $F_{1},$ $F0$
$\mathrm{M}\mathrm{N}\mathrm{K}(F_{1}, F\mathrm{o})$ , (3) .
$\mathrm{M}\mathrm{N}\mathrm{K}(F_{1}, F_{0})$ :
nlaximize $z(F_{1}, F_{0}):= \min_{j}\sum_{=1}^{n}p_{j^{X}j}^{s}s\in \mathrm{S}$
subject to $\sum_{j=1}^{n}wjxj\leq c$
$x_{j}=1$ , $\forall j\in F_{1}$ (3)
$x_{j}=0$ , $\forall j\in F_{0}$
$x_{j}\in\{0,1\}$ , $\forall j\in U$
$\mathrm{M}\mathrm{N}\mathrm{K}(F_{1}, F_{0})$
$z^{\star}(F_{1} , F_{0})$ $( \sum_{j\in F_{1}}w_{\acute{J}}>c)$ ,
$z^{\star}(F_{1}, F_{0})=-\infty$ \not\in g . $\text{ }\mathrm{i}\mathrm{g}$
$\lambda^{\dagger}$ (3) $\ovalbox{\tt\small REJECT}_{0}$ $\llcorner$ , 0-1
, (4} .
LMNK$(\lambda^{\uparrow} : F_{1}, F_{0})$ :
maximize $z\{\lambda^{\dagger}$ : $F_{1},F\mathrm{o}$ ) $:= \sum_{j=1}^{n}\overline{p}j(\lambda^{\uparrow})xj$
subject to $\sum_{j=1}^{n}$ $wjxj\leq \mathrm{c}$
$x_{j}=1$ , $\forall j\in F_{1}$ (4)
$x_{j}=0$, $\forall i\in p_{0}$
$0\leq x_{j}\leq 1$ , $\forall j\in U$
96
LMNK$(\lambda^{\dagger} : F_{1}, F_{0})$ $\overline{z}(\lambda\dagger : F_{1}, F_{0})$ . , $\overline{z}(\lambda^{\mathrm{T}} : F_{1}, F_{0})=$
$-\infty$ .
$\mathrm{M}\mathrm{N}\mathrm{K}(F_{1}, F_{0})$ LMNK$(\lambda^{\mathrm{f}} : F_{1}, F_{0})$ , MNK $\mathrm{L}\mathrm{M}\mathrm{N}\mathrm{K}(\lambda^{\dagger})$ .
,
$z^{\star}(F_{1}, F_{0})\leq\overline{z}(\lambda^{\uparrow}. F_{1}, F_{0})$ (5)
, $\overline{z}(\lambda\dagger : F_{1}, Fo)$ $\mathrm{M}\mathrm{N}\mathrm{K}(F_{1}, F\mathrm{o})$ . LMNK(\lambda $F_{1},$ $Fo$ )
. LMNK$(\lambda\dagger : F_{1}, F_{0})$ 0
, MNK$(F_{1}, Fo)$ , $\underline{z}(\lambda^{\uparrow} : F_{1}, Fo)$ . , MNK$(F_{1}, F_{0})$
MNK .
, LMNK$(\lambda^{\uparrow} : F_{1}, Fo)$ A3 .
A3. , $\overline{p}j(\lambda^{\uparrow})/wj$ .
$\lambda^{\dagger}$ , , $\lambda^{\dagger}$
$\overline{z}(\lambda^{\dagger} : F_{1}, Fo)$ . ,
.
24
7 $\iota 1$ :RRMNK
Step 0 SSUB $\lambda^{\dagger}$ $\underline{z}$ , MNK$($ \emptyset , $\emptyset)$ .
Step 1 , $\underline{z}$ $z^{\star}$ , $x^{\star}$ .
Step 2 , $\mathrm{L}\mathrm{M}\mathrm{N}\mathrm{K}(\lambda^{\dagger}. F_{1}, F_{0})$
, z-(\lambda $F_{1},$ $F\mathrm{o}$) $\underline{z}(\lambda^{\uparrow} :F_{1}, F\mathrm{o})$ $\underline{x}$
.
Step 3 $\underline{z}<\underline{z}(\lambda^{\uparrow}. F_{1}, Fo)$ , $-z:=\underline{z}(\lambda^{\dagger}. F_{1}, F\mathrm{o})$ $x^{\star}:=$
.
Step 4 $\mathrm{L}\mathrm{M}\mathrm{N}\mathrm{K}(\lambda^{\dagger}. F_{1}, Fo)$ , $\mathrm{M}\mathrm{N}\mathrm{K}(F_{1}, F_{0})$ , Step 1 .
Step 5 $\lfloor\overline{z}(\lambda^{\uparrow} : F_{1}, F\mathrm{o})\rfloor\leq$ , $\mathrm{M}\mathrm{N}\mathrm{K}(F_{1}, F\mathrm{o})$ , Step.l .
Step.6 $U$ $\hat{j}$ , $\mathrm{M}\mathrm{N}\mathrm{K}(F_{1},$ $F_{0}\cup\{\hat{j}\}\cdot\rangle$ $\mathrm{M}\mathrm{N}\mathrm{K}(F_{1}\cup\{\hat{j}\}, F_{0})$ 2
, Step 1 .
3
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$[5, 9]$ , , $x_{k}$






, , 2 $\mathrm{L}\mathrm{M}\mathrm{N}\mathrm{K}(\lambda^{\uparrow}. \emptyset, \{k\})$
LMNK$(\lambda\dagger : \{k\}, \phi)$ . ,
LMNK$(\lambda. \emptyset, \emptyset)$ 1 , .
A3 $W$, $P$ 2
. $W=\mathrm{c}$ . ,
$r$ .
, $k<r$ $r\leq k$ 2 , $k<r$ , $x_{k}=0$
, $k$ , $k$ $(-w_{k}, -\overline{p}_{k}(\lambda^{\uparrow}))$
, $W=c$ .









\sim $\leq k$ $x_{k}=1$ , $k$ , 1 $k-1$
$(w_{k},\overline{p}_{k}(\lambda^{\uparrow}))$ , $W=c$ . ,
$\overline{z}(\lambda^{\dagger} : \{k\}, \emptyset)$
$\overline{z}+(_{\backslash }\overline{p}_{k}(\lambda^{\dagger})-w_{k}\frac{\overline{p}_{T}(\lambda\dagger)}{w_{\Gamma}})$
. (6) $\theta_{k}$ ,
z- $-z<-\theta_{k}$ (7)
, $x_{k}^{\star}=0$ . $\grave{J}\mathrm{E}\mathrm{a}\hat{\mathrm{e}}$ $\mathrm{f}\mathrm{f}\mathrm{l}4\backslash \dagger$ NPEG .
88
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[14] , $\hat{z}$ $(\underline{z}\leq\hat{z}\leq\overline{z})$ ,
. $1(0)$ $\hat{F}_{1}(\hat{F}0)$ , 2 1
.
1 $z^{\mathrm{A}}\leq z^{\star}(\hat{F}_{1},\hat{F}0)$ , $z^{*}(\hat{F}_{1},\hat{F}0)$ MNK $z^{\star}$ . $\bullet$
, $\hat{z}>z^{\star}(\hat{F}_{1},\hat{F}0)$ , 2 $\hat{z}\leq z^{\star}(\hat{F}_{1},\hat{F}0)$
.
, Lueker[8] , $(p_{j}^{1}=p_{j}^{s}, \forall s\in S)$ ,
$[0, 1]$ 2 .
2 ( $\overline{z}(\lambda)-z^{\star)}$ , $O(\log^{2}n/n)$ . $\bullet$
2 $\overline{z}-z^{\star}$ . MNK
, $|S|$ , $n$ 2
6 , 2 (8) .
$\hat{z}:=\overline{z}-\alpha\frac{\log^{2}n}{n}$ (8)




$n$ : 60, 200\sim 1000,2000\sim 10000
$wj$ : $[1,100]$
$c$ : $\sum_{j=1}^{n}wj/m$ , $m=2,3,4$
$p_{j}^{s}$ : $\mathrm{k}^{\wedge}j(1-\delta),\hat{p}j(1+\delta)]$
- $7\backslash$ $\hat{P}j$ : $[1, 100]$
- $\delta=0.3,0.6,0.9$ ( , , )
89
, Mersenne Twister (mt19937 c) [10] . $p_{j}^{\mathrm{s}}$ ,
$\delta$ ,
.
, $\mathrm{I}\mathrm{B}\mathrm{M}$ $\mathrm{R}\mathrm{S}/6000\mathrm{S}\mathrm{P}44$ Model 270 (CPU:POWER3-IL, $375\mathrm{M}\mathrm{H}\mathrm{z}$) ,
DELL Dimension 8400 (CPU :Pentium 4, $3.4\mathrm{G}\mathrm{H}\mathrm{z}$ ) . , 1800
.
42
1 , $n=60$ MNK CPU ( ) Iida
[4] (CPU 20 [11]). 100 .
1: Iida CPU
$ffi\Phi$ $(\delta)$ $?R\hslash\oe$ $\langle 0.3)$ $*\hslash ffl$ $(0.6)$ \S 5\hslash Iffl (0.9)






































1 , , .
, $(\delta=0.3)$ , Iida 200\sim 500 , 20
CPU MNK
$\iota\backslash$ . ,
$(\delta=0.6)$ 150\sim 200 , ($\delta=0.9\mathrm{I}$ , 50\sim 150
$\mathrm{t}\backslash$ .
$7\mathrm{H}\text{ }$ , $\ovalbox{\tt\small REJECT} 8_{\backslash }\doteqdot$ , Iida (




( ) . 4
$\backslash$
, , $’’\epsilon ‘
.
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3 , $\delta=0.6,$ $m=2,$ $|S|=2$ , $._{arrow}’$
,
CPU ( ) . , DELL Dimension 8400
100 . 4 , 3
. , $(\%)=$ / .
100
3; 2 CPU




5 , $\delta=0.6,$ $m=2$ , ,
CPU ( ) 10, 20, 30 . , , $\mathrm{R}\mathrm{S}/6000$
10 , . 6 , 5 $\overline{z}-z^{\star}$
2-2 . 10 .
6: 2-2 $\overline{z}-z^{\star}$
2 , , .
, , ( 2 }
. , 1000 $\overline{z}-\alpha\log^{2}n/n$ 2 ,
.
, 6 2 .
, $\alpha$
, ,
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