An example, using a trivariate data set, is given. to .1
INTRODUCTION
In fundamental papers Rosenblatt (1956) , Parzen (1962) , and Watson and Leadbetter (1963) considered the problem of estimating a density. While the approach used by these authors is non-parametric, we shall be concerned with density estimation in a parametric framework. In this framework the form of the density is assumed to be known apart from parameters which completely define the density. We shall exclusively consider the problem of estimating the parameters of the An alternate approach is to proceed as follows. Let
The parameters and D of (1.5) may be estimated by making p (u) and P(u) match up in some sense. There are many ways in which this may be done, but we shall present only that which has been found to be 
where R (u) denotes the complex conjugate of R(u)
Estimators which result from minimizing (2.1) are thus those which minimize the integrated squared moduli of residuals defined by the Fourier transforms in (2.2).
Explicit integration of (2.1) yields Equating the partial derivatives of (2.3) with respect to 1 and D (Dwyer, 1967) to zero gives the estimating equations for w and D as,
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which does not explicitly involve D . Either side of (2.11) may be *4 used as an estimator for D on the truth of the independent, identical, ,. 
which makes E(S 3 ) = 0 . Since x -Xk j A k , is Np(0, 2D) we find by direct computation that .
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PARAMETRIC DENSITY ESTIMATION
The estimators and D of Section 2 are equivalent to -1 those derived from the following parametric density estimation considerations. The expression R(u) of (2.2) represents a difference of characteristic functions whose inverse is
where g(x) is the spherical normal distribution with
and g (x) is an estimator of g(x) with n-..
( (x -D-(x.
-)) (4.4)
The matrix I is the pxp identity matrix. The expression n (x) is unbiased for g(x) when the x. are p-variate Gaussian. By the multidimensional version of Parseval's theorem
Accordingly, the estimators and D 1 are those arrived at from minimizing the integrated squared residual in x and may be accurately termed parametric density estimators.
The robustness characteristics of the estimators i nd D are easily seen from workin4 with (4.5), e.g., ifferentiation of (4.5)
We -.
with respect to i gives
Rp
From this equation we readily deduce for 0 < m < that the marginal contribution of x , say, to the estimate of ij depends on all the -n xj , not just x n , as well as the assumed p-variate Gaussian density, that it is bounded, and that it is redescendent as liXni : The function g(X) is similar to a Parzen kernel density estimator; the form of the kernel is determined by the function exp(-m2 u Tu) of (2.1). The advantage to the choice of the Gaussian kernel is that it leads to convenient computational expressions. Choice of functions ci(U)i 2other than exp(-m2 u Tu) generally leads to kernels which do not permit closed form integration of (4.5) and thus make for intractable numerics when p > 2 . Intractable numerics result from the need to compute integrals by numerical methods.
Indeed, the potential for application of parametric density estimation procedures is bleak if integrals of the form (2.1) or (4.5)
for a non-Gaussian p-variate density f(x) cannot be evaluated in closed form. The reason is simple: high order numerical integration for p large is not viable even for today's computers.
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AN EXAMPLE AND DISCUSSION
A choice of m is needed to implement the estimators of Sections 2 and 3. We feel that exploration of the data vis-a-vis the p-variate normal model is in many cases more useful since it leads to
.4
a deeper understanding of the data generating process and the actual 8 problem at hand. Accordingly, it will often be useful to use a range of values of m in our analyses since the responses of the parameter estimates and final weights to changes in m generates very useful diagnos tics. Table 1 gives the chemical analysis of 20 geological specimens in terms of percentage of iron (Fe), sodium (Na), and potassium (K) which had been believed by geologists to be approximately homogeneous in character and also trivariate Gaussian. All two way scatterplots of this data are given in Figure 2 . A few points visually "stick out" enough to question the belief of homogeneity and simple 3-variate Gaussianity. It is of interest, however, to determine how the three robust estimators of covariance react to this data for various values of m . Of course, for this 3-dimensional situation we can easily see by graphical methods that the data are not homogeneous and that there may be some interesting geological structure which warrants further investigation. Since simple graphical methods may prove less effective in higher dimensions, there is a real advantage to using these estimators in combination with graphical methods for exploration and deeper understanding of data and its generation. 
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