Introduction
Two orthonormal bases E = (e 1 , . . . , e d ) and
, are said to be mutually unbiased. A famous question regarding mutually unbiased bases (MUB) is the following: in a d-dimensional complex space, at most how many orthonormal bases can be given so that any two of them are mutually unbiased?
The motivation for the question comes from quantum information theory. MUB are useful in quantum state tomography [1] , and the known quantum cryptographic protocols also rely on MUB; see for example [2] .
Simple arguments show that the maximum number N (d) of orthonormal bases in a collection of MUB satisfies the bound N (d) ≤ d + 1 for every d > 1. A collection of d + 1 MUB is usually referred as a complete collection. When the dimension d = p α is a power of a prime, such complete collections can be constructed [3, 4] . However, apart from this case, at the moment there is no dimension d > 1 in which the value of N (d) would be known. So already in dimension six the problem is open. Nevertheless, numerical and other evidence [5, 6] suggest that N (6) = 3, which is much less than 7 (which we would need for a complete collection).
It seems that the problem of complete collections of MUB is deeply related to that of finite projective planes (or equivalently: to complete collections of mutually orthogonal Latin squares); see for example the construction [7] and the overview [8] . However, it has not been proved that either of the two -namely, the existence of a finite projective plane of order d and the existence of a complete collection of MUB in C d -would imply the other. In this respect, the result of the present work can be considered as one more indication of the connection between the two questions. Here it will be proved that having a collection of d MUB in C d , one can always find and add one more basis with which it becomes a complete collection. In general, if a collection is "missing" two bases, it cannot always be completed and the first example for this occurs in d = 4 dimensions; see [9] . This is similar to the following. A collection of mutually orthogonal Latin squares "missing" only one element to be complete can be indeed completed.
1 In general, a collection of mutually orthogonal n × n Latin squares "missing" two elements cannot always be completed, and the smallest value 2 (and by [14] in fact the only value) of n for which such an incomplete collection can be given is n = 4.
One may have a look at the problem of MUB from several different points of view. One might consider looking at Lie algebra theory [15] . The original problem, which is formulated in a complex space, may also be turned into a real convex geometrical question and hence may be investigated with tools of convex geometry [16] . Often questions about MUB are rephrased in terms of complex Hadamard matrices; see for example [17] . However, for the author of this work, the most natural point of view is that of operator algebras (or, being in finite dimensions, perhaps it is better to say matrix algebras).
There is a natural way to associate a maximal abelian * -subalgebra (in short, a MASA) to an orthonormal basis (ONB). In the context of matrix algebras, we consider a system of MASAs instead of a system of bases. Mutual unbiasedness is then expressed as a natural orthogonality relation (sometimes also called "quasiorthogonality" or "complementarity of subalgebras"). In fact, in the study of matrix algebras one considers systems of orthogonal subalgebras in general (that is, systems consisting of all kind of subalgebras, not only maximal abelian ones). For the topic of orthogonal subalgebras and its relation to mutual unbiasedness, see for example [18, 19, 21, 20, 22] and [23] . Note that apart from the finite dimensional case, orthogonal subalgebras were also considered in the context of type II 1 von Neumann algebras; see [24] .
Suppose
. So if we are only given d orthogonal MASAs, then only at one place can we possibly find a MASA which is orthogonal to all of them: at the orthogonal complement of V . All we need to show is that this subspace of M d (C), which is a priori not even an algebra, is in fact a MASA. This will be done by first working out an interesting new characterization for a linear subspace of M d (C) to be a subalgebra.
Can we find a (closed "elementary") expression giving the "missing basis" in terms of the others? It is clear where the "missing" MASA is, but to find the corresponding basis we would need to diagonalize the matrices appearing in our MASA. This might require finding the roots of certain characteristic polynomials. So note that it might well be that in general in dimensions d ≥ 5 there is no (closed "elementary") expression giving the missing basis.
Preliminaries
Let E = (e 1 , . . . , e d ) be an ONB in C d , and denote the ortho-projection onto the one-dimensional subspace Ce j by P e j for each j = 1, . . . , d. Then we may consider
that is, the subspace of M d (C) spanned linearly by the ortho-projections P e j (j = 1, . . . , d). It is a MASA, and actually, if
There is a natural scalar product on M d (C), the so-called Hilbert-Schmidt scalar product, defined by the formula
In this sense, if A ⊂ M d (C) is a given linear subspace, one can consider the ortho-
then E A is nothing else than the so-called trace-preserving conditional expectation onto A. If more in particular A = A E is the MASA associated to the ONB E, then an easy check shows that We shall finish this section by recalling an important fact about orthonormal bases in M d (C). Its proof can be found for example in [25] , but one could also have a look at [26, Proposition 1], which is a stronger generalization. However, for self-containment let us now see the statement together with its proof.
Since a linear map that takes an ONB into an ONB must be unitary, we have that
showing that the sum appearing in the statement is independent of the chosen ONB. Thus the formula can be verified by an elementary check using the ONB consisting of "matrix units".
Note that the same argument, together with formula (2.3), shows that if
The "missing" basis found
Suppose we are given a collection of d MUB in C d . As was explained, this gives
Our aim is to prove that B := V ⊥ is actually a MASA. However, it is not even clear whether it is an algebra (that is, whether it is closed for multiplication). There are two things though that are rather evident.
First, that ½ ∈ B. Second, that B is a self-adjoint subspace: X ∈ B ⇔ X * ∈ B. This second property follows easily from the fact that it holds for A 1 , . . . , A d and that the restriction of the Hilbert-Schmidt scalar product onto the real subspace of self-adjoints is real. Proof. First let us note that E K automatically preserves the trace:
, then E K is the trace-preserving conditional expectation onto K whose complete positivity is well-known. Vice versa, if E K is 2-positive, then by [27, Corollary 2.8] one has the operator inequality
In particular, if X ∈ K, then E K (X * X) ≥ X * X and by applying the trace on both sides one further sees that it is actually an equality:
, where E B is the ortho-projection onto B.
Proof. Let us fix an ONB
Then, on the one hand, A
On the other hand, 
On the other hand, by Lemma 2.1, 
