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Abstract
An outstanding problem in open bosonic string field theory is the existence of nontriv-
ial classical solutions in its universal sector. Such solutions independent of the underlying
CFT would be relevant for any background, but aside of the celebrated tachyon vacuum,
no well behaved solutions have been found so far. In this work we revisit the problem us-
ing the old fashioned level truncation technique, but armed with much more sophisticated
techniques and greater computer power. In particular, using the homotopy continuation
method we construct all solutions at level 6 (or 5) with twist symmetry imposed (or not),
and improve the viable ones by Newton’s method to levels 24–30. Surprisingly, a handful
of solutions survive. One of them is tantalizingly close to the elusive double brane solu-
tion, although the fits to infinite level seem to invalidate this conclusion. A better behaved
solution matches unexpectedly the properties of a ghost brane. This does not contradict
anything, since the solution violates the reality condition of string field theory. Relaxing
SU(1, 1) singlet condition two more exotic solutions with the rough characteristics of half
brane and ghost half brane are found. For the tachyon vacuum, by explicit numerical
computations up to level 30, we confirm the Gaiotto and Rastelli’s prediction about the
turning point of the tachyon potential minimum as a function of the level.
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1 Introduction an summary
While a lot of recent research in open string field theory is concerned with the exciting
prospects of classifying possible conformal boundary conditions in a given CFT’s, see e.g.
[1, 2], string field theory received its great popularity around the turn of the millennium for
its remarkable universal properties. In the pioneering work [3] a level truncation method
was used to find an approximate classical solution describing the endpoint of the open
string tachyon condensation. This solution, independent of the details of the underlying
BCFT, offered a strong evidence in favor of Sen’s conjectures [4] stating that the open
string tachyon triggers D-brane decay with all of its logical consequences. In particular
the string field energy difference between the initial and final vacuum configuration should
exactly match the D-brane energy, and that at the minimum no perturbative excitations
should survive. Shortly after, a question arose [5] whether solutions describing the oppo-
site process exist, but no solutions in level truncation were found. Early arguments [6]
suggested that it should indeed be possible, but it was not until the first exact analytic so-
lution was found [7] when it became feasible. In a series of papers [8, 9, 10, 11, 12, 13, 14]1
this issue was studied for a class of ansatzes and indeed the correct quantization of en-
ergy was established. However finding a proper analytic multibrane solution free of any
ambiguities or anomalies still remains a challenge.
With the goal of settling many of the outstanding issues we return in this work to the
early attempts armed with more sophisticated techniques and more computational power.
To put it in perspective, we have managed to repeat the impressive early computation by
Gaiotto and Rastelli [15] of the tachyon vacuum to level 18 in Siegel gauge now within
just a few seconds and further improved it to level 30. This has allowed us to prove
their prediction that the turning point of the critical value of the tachyon potential in its
minimum as a function of the level is reached at level 28. This particular computation
to level 30 involved only 21 times more fields compared to Gaiotto and Rastelli’s results
at level 18, since we managed to impose the SU(1,1) singlet condition [16] on the string
field throughout our computations. This alone has reduced the required number of fields
at level 30 by more than a half. The number of contributing cubic vertices grows however
with the third power of the number of fields, so we still had to tackle about 10 000 times
more vertices. To find the solution in a reasonable time we had to resort to parallel
computing on a multicore machine capable of storing all the vertices (in their matter-
ghost factorized form) in the computer memory.
1See also [2] in which however the solution does not stay in the universal sector.
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More interestingly, the newly gained power allows us to start analyzing the space of
all possible solutions of open string field theory truncated to a given level. This is by
no means easy. For instance, the number of twist-even SU(1,1)-singlet solutions at level
30 in the universal sector is estimated to be 285 604 ≈ 1026 000. One can however find
as many solutions as one wishes (and at some lower levels possibly all of them) using
the homotopy continuation method which we have successfully implemented. Essentially
the idea of this method is to start with a simple system of equations of the same order
in the same variables, such as ti(ρi − ti) = 0 for some ρi 6= 0 where one knows all the
solutions, and then deform continuously—in practise in small steps—the initial system
into the one of interest while tracking all the individual solutions as they evolve under
this deformation.
In this work we have used the linear homotopy method to construct all complex or real
solutions at level 6 with twist symmetry imposed, and all solutions at level 5 without such
constraint. We then focused on the viable ones with the absolute value of energy |E| < 50.
Taking these solution as initial seeds and applying Newton’s method successively we
studied whether they persist at higher levels. While in most cases convergence was lost,
for few we were able to reach levels 24–30. The figure 1 shows some of our starting points.
Our most surprising results are two new universal solutions: one which can be inter-
preted as a ghost-brane with minus the tension of the usual D-brane and another solution
which at finite levels is quite close to the conjectured double-brane with twice the tension
of the usual D-brane. Both solutions were found from two complex starting points at
level 4 and further improved to level 28 and extrapolated to the infinite level. Normally
one would not expect stacks of negative number of branes to appear in string theory, in
fact the ghost-brane solution turns out to have nontrivial imaginary part which does not
seem to vanish in the limit of infinite level. Therefore this solution does not represent a
valid classical OSFT vacuum, but may play a role in the quantum theory as a complex
saddle point.
The status of the would-be double-brane is different. Given our results from level
truncation, the solution will probably become real at very high level, but unfortunately it
does not seem to obey even asymptotically the out-of-Siegel-gauge equations. However,
around level 20, the real part of the energy of the solution is so close to the double-brane
value of +2 that it leads us to believe that perhaps somewhere nearby in the coefficient
space, there is a proper real solution which would obey the full set of equations of motion.
Such a conjectured nearby double brane solution may not necessarily exist in Siegel gauge,
or its domain of attraction might be too small, so that we were not able to find it. While
one could speculate about other interpretations of the solution (one-and-half brane or
a Gribov copy of the perturbative vacuum would both be roughly consistent with the
4
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Figure 1: Twist even solutions at level 6 and twist non-even solutions at level 5 represented
as dots or diamonds respectively in the energy complex plane. SU(1,1) singlet solutions
are represented by blue color, non-singlet solutions by red. By black line and dots we
show the improvement of the interesting solutions to higher levels, the dashed part of the
line is infinite level extrapolation.
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Solution EnergyL=∞ EL=∞0 ∆
L=∞
S
Reality
Twist
even
SU(1,1)
singlet
tachyon vacuum −8× 10−6 0.0004 −7× 10−6 yes yes yes
single brane 1 1 0 yes yes yes
”ghost brane” −1.13 + 0.024i −1.01 + 0.11i 0.08 no yes yes
”double brane” 1.40 + 0.11i 1.23 + 0.04i 0.20 possibly∗ yes yes
”half ghost brane” −0.51 −0.66 0.17 pseudoreal∗∗ no no
”half brane” 0.68− 0.01i 0.54 + 0.1i 0.23 no no no
∗ as L→∞
∗∗ for L ≥ 22
Table 1: Summary of all viable solutions found from starting points at level 6 for twist
even or level 5 for non-even. The second and third column give the fit to infinite level of
energy computed from the action and the Ellwood invariant respectively. ∆L=∞S gives a
simple measure of violation of out-of-Siegel-gauge equations of motion.
infinite level fits of the energy), all such attempts are equally plagued by asymptotically
non-vanishing violation out-of-Siegel-gauge equations.
Relaxing the SU(1,1) singlet condition we were able to find two more convergent twist
non-even solutions2 for which the energies computed from the action and the Ellwood in-
variant are comparable, and the violation of the out-of-Siegel-gauge equations is moderate.
We have nicknamed these solutions as ”ghost half brane” and ”half-brane” respectively.
These rather peculiar objects are from level truncation point of view as good as the
”double brane” discussed above. A priori we did not expect existence of such solutions,
although Erler had constructed puzzling half brane analytic solutions [17] in the so called
modified superstring field theory, which however were widely believed to be artifacts of
this theory. We are now tempted to interpret these solutions as meronic D-branes in
analogy with gauge theory.
This paper is organized as follows. We start by setting up our notation and present-
ing the basic strategies for solving string field theory in level truncation. In particular
we explain how to efficiently work with the SU(1,1) singlet sector of the ghost BCFT
which allows for substantial savings in computer resources. Then in Section 3 we present
the computation of the tachyon vacuum in Siegel gauge up to level 30 and discuss the
multitude of other solutions of the equations of motion that are numerically stable in
level truncation. Among them are candidates for the double-brane and ghost-brane (i.e.
”minus-one brane”) as well as half-brane and ghost-half-brane in the nonsinglet sector.
2Surprisingly these solutions turn out to be even under a modified twist symmetry Ω(−1)J , see sec-
tion 2.
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Their relevance for physics needs to be further established.
In Section 4, we also look for solutions without fixing their gauge. The exact degener-
acy of the equations of motion is broken by level truncation, so still only discrete solutions
exist, nevertheless the approximate gauge symmetry leads to enormous proliferation of
solutions corresponding to the same discretized gauge orbit. A rather unwelcome conse-
quence is the extreme instability of the Newton’s method. Especially passing from one
level to the next one, the solution often changes dramatically and the result depends on
how exactly the step is performed. We can partially circumvent the problem by using the
homotopy continuation method to find a family of solutions at higher level related to the
one at lower level. We display our results as points in the complex energy plane. Without
gauge fixing there is essentially no notion of stability under level truncation, so the only
clue about the meaningfulness of our solutions is how the two ways of computing their
energy—one from the action and another from the so called Ellwood invariant—match
each other. The full complex plane ends up covered by some solutions, but the good
solutions tend to cluster around the perturbative and tachyon vacua. Whether there ex-
ist other fundamentally distinct solutions in the universal sector remains unfortunately
unclear.
2 String field theory in the universal sector
Small fluctuations of D-brane systems are described by the attached open string strings
governed by a boundary conformal field theory (BCFT). This BCFT in general is given by
the tensor product BCFTm⊗BCFTgh of matter BCFTm with cm = 26 and reparametriza-
tion ghost BCFTgh with cgh = −26. To study possibly large deformations such as tachyon
condensation (i.e. D-brane decay triggered by some open string tachyon) one can con-
veniently use open string field theory (OSFT), which in the bosonic case is given by the
Witten’s action
S = − 1
g2
Tr
∫ (
1
2
Ψ ∗QΨ+ 1
3
Ψ ∗Ψ ∗Ψ
)
. (2.1)
The string field Ψ is a generic element of a given BCFT in the case of a single D-brane,
or more generally an element of a collection of bimodules
⊕
a,bH(a,b), where a and b label
the two boundary conditions on the two ends of the open string. Since in this work we
are interested in maximally universal solutions, which are relevant for any open string
background, our string field will take values in the Verma module of identity of a single
BCFTm (tensored with BCFTgh).
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The string field in the universal subsector takes the general form
Ψ =
∑
I,N,M
tI,N,ML
m
−Ib−Nc−M |0〉, (2.2)
where the sum is over multi-indices I, N,M defined as I = {. . . , i3, i2, i1} with ik+1 ≥
ik ≥ 2, ∀k, and L−I = . . . L−i2L−i1 , and analogously for b−N and c−M with the only
modification nk+1 > nk ≥ 2 and mk+1 > mk ≥ −1, ∀k for the b and c ghosts respectively.
The vacuum |0〉 is taken to be the SL(2,R)-invariant vacuum of the total BCFT. For
classical solutions the total ghost number of the string field should equal to one, and
hence the number of c ghosts should be higher by one than the number of b ghosts. For
practical computations, however, other basis choices in the ghost sector may be more
suitable. We shall discuss few other options in the remainder of this section.
The sum |I| = ∑ ik is the level of a state in the matter sector, while in the ghost
sector we define the level as |N |+ |M |+ 1, so that the level of lowest lying state c1|0〉 is
zero. The total level of a state is given by |I|+ |N |+ |M |+1 and is equal to the eigenvalue
of L0 + 1. Restricting the string field only to states up to total level L and solving the
corresponding truncated equations of motion is at the heart of the level truncation method
of string field theory.
A fundamental property of the OSFT action (2.1) is its enormous gauge symmetry
given by δΨ = QΛ+Ψ∗Λ−Λ∗Ψ, for any ghost number zero string field Λ. This symmetry
is however broken by truncating to a finite level. Therefore solutions to the truncated
classical equations of motion do not have (at least in the universal sector) continuous
degeneracy corresponding to gauge orbits, but they appear as isolated discrete points.
In principle, there are thus two possibilities to study possible classical solutions in level
truncation: we may choose to fix a gauge in order to reduce a number of unknown field
values, or we may choose to proceed without gauge fixing. The former approach is much
more efficient from the numerical standpoint, but there is a risk that some solutions might
be missed [18]. In the latter approach, the correspondence between solutions at various
levels is practically lost, and the method produces far more spurious solutions as we will
show in section 4.
In the universal sector—and often more generally when the underlying worldsheet
theory is parity invariant—there is another symmetry, which does survive level truncation.
This so called twist symmetry can be defined in the universal sector simply as
ΩΨ = (−1)L0+1Ψ (2.3)
when acting on states of any ghost number. It commutes with QB and obeys
〈ΩΨA,ΩΨB 〉 = 〈ΨA,ΨB 〉 , (2.4)
Ω (ΨA ∗ΨB) = (−1)AB+1(ΩΨB) ∗ (ΩΨA), (2.5)
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where the sign is given by the Grassmann parity of the two fields. These conditions imply
〈ΩΨA,ΩΨB ∗ ΩΨC 〉 = (−1)BC+1 〈ΨA,ΨC ∗ΨB 〉 (2.6)
and guarantee that the action (2.1) is invariant under the twist symmetry. The equations
of motion are invariant too, even when truncated to finite level. For any classical solu-
tion its twist conjugate is also a solution of the equations of motion. Particularly nice,
especially from a numerical standpoint are twist self-conjugate, i.e. twist even solutions.
From a computational point of view an important consequence of the twist property
(2.6) and the cyclic symmetry
〈ΨA,ΨB ∗ΨC 〉 = 〈ΨB,ΨC ∗ΨA 〉 (2.7)
is that the three-vertex 〈ΨA,ΨB ∗ΨC 〉 need not be computed for all six permutations of
ΨA,ΨB,ΨC, but only for one canonical ordering. This fact reduces the computation time
and memory requirements by up to a factor of 1/6.
2.1 String field theory in Siegel gauge — SU(1,1) symmetry
The most popular gauge fixing for numerical computations in OSFT is the Siegel gauge
b0Ψ = 0. In this gauge there is an extra continuous symmetry SU(1, 1) generated by
J3 =
1
2
∞∑
n=1
(c−nbn − b−ncn) , J+ =
∞∑
n=1
nc−ncn, J− =
∞∑
n=1
1
n
b−nbn, (2.8)
which commute both with b0 and L0 operators. Therefore all states can be decomposed
into irreducible representations of the SU(1,1) group. The representations are clearly
finite-dimensional because there is only a limited number of states at given level. The
representations are labeled by a half-integer spin j and its projection m, which is given
by the J3 eigenvalue. The J3 generator is related to the zero mode of the ghost current
by jgh0 = 2J3 + c0b0 + 1 and therefore in Siegel gauge we get g = 2m+ 1.
There is a very convenient basis in the ghost sector generated by the ’twisted’ Virasoro
generators introduced in [19] and the corresponding primaries. The ’twisted’ Virasoro
generators are given by
L′ghn = L
gh
n + nj
gh
n + δn,0 =
∞∑
m=−∞
(n−m) :bmcn−m :, (2.9)
where jghn are modes of the ghost current j
gh = − :bc :. The operators L′ghn form a Virasoro
algebra with central charge c′gh = −2 and commute both with b0 and J3,±. The primary
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fields b and c acquire new conformal weights of 1 and 0 respectively. Interesting results
about this theory have been found already in [20].
To construct the twisted Virasoro primaries note that the SU(1,1) highest weight states
|j, j〉 ≡ c−2j . . . c−1c1|0〉 (2.10)
are also primaries of weight h′j = (2j+1)j with respect to the ’twisted’ Virasoro generators
by virtue of the explicit form (2.9). Notice that odd ghost numbers correspond to integer
spins and even ghost numbers to half-integer spins. By the repeated action of J− and
convenient choice of normalization one obtains the whole orthonormal basis of the twisted
Virasoro primaries (of the same weight h′j)
3
|j,m〉 ≡ Nj,m(J−)j−m|j, j〉, (2.11)
where Nj,m =
∏j
k=m+1 (j(j + 1)− k(k − 1))−
1
2 . These states obey the standard SU(2)
recursion relations
J±|j,m〉 =
√
(j ∓m)(j ±m+ 1)|j,m± 1〉, (2.12)
but in our context they are normalized with respect to the BPZ inner product so that
〈j,m|c0|j,−m〉 = (−1)j−m. (2.13)
A generic universal-sector string field in the Siegel-gauge is therefore given by
Ψ =
∑
K,L,j,m
tK,L,j,mL
m
−KL
′gh
−L|j,m〉, (2.14)
where the action of the ’twisted’ Virasoros does not change the SU(1,1) representation of
the state. Because the classical string field should have ghost number one, the sum over
j runs over integers only. As we will discuss more in the following subsection, the Verma
modules constructed using L′gh−n over the |j,m〉 primaries contain null vectors. Eliminating
these, we provide a rigorous counting argument showing the equivalence of this basis to
the one constructed from the b and c ghosts.
In [16] Zwiebach observed that the Witten’s three vertex restricted to Siegel gauge
obeys
〈V3|
(
J
(1)
±,3 + J
(2)
±,3 + J
(3)
±,3
)
= 0, (2.15)
3Up to an overall normalization, they can be written explicitly in terms of antisymmetrized products
of j +m+ 1 modes of ∂c and j −m modes of b with mode numbers −1,−2, . . . ,−2j acting on c1|0〉.
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which is equivalent to the property that J±,3 behave as derivatives of star product of
Siegel gauge states projected back to the Siegel gauge
J±,3c0b0(Ψ1 ∗Ψ2) = c0b0(J±,3Ψ1 ∗Ψ2) + c0b0(Ψ1 ∗ J±,3Ψ2). (2.16)
By following the usual steps, we can derive from (2.15) the Wigner-Eckart theorem for
the ghost 3-vertex
〈V3|L′gh−I1|j1, m1〉L′gh−I2|j2, m2〉L′gh−I3|j3, m3〉 =
(
j1 j2 j3
m1 m2 m3
)
C(j1, j2, j3, I1, I2, I3), (2.17)
where the first factor is the familiar SU(2) 3-j symbol, and C(j1, j2, j3, I1, I2, I3) is the
m-independent reduced vertex. The 3-j symbol nicely captures the cyclic property of the
Witten vertex (
j1 j2 j3
m1 m2 m3
)
=
(
j2 j3 j1
m2 m3 m1
)
=
(
j3 j1 j2
m3 m1 m2
)
, (2.18)
so that the reduced vertex
C(j1, j2, j3, I1, I2, I3) = C(j2, j3, j1, I2, I3, I1) = C(j3, j1, j2, I3, I1, I2) (2.19)
is also cyclic.
Further constraints arise from considering the twist symmetry of the Witten vertex.
Within the ghost sector4 the twist operator Ω acts as
ΩL′gh−I |j,m〉 = (−1)|I|+h
′
jL′gh−I |j,m〉, (2.20)
which together with another well known property of the 3-j symbol(
j1 j2 j3
m1 m2 m3
)
= (−1)j1+j2+j3
(
j2 j1 j3
m2 m1 m3
)
(2.21)
implies
C(j1, j2, j3, I1, I2, I3) = (−1)|I1|+|I2|+|I3|C(j2, j1, j3, I2, I1, I3). (2.22)
Showing this requires an identity
(−1)j1+j2+j3 = (−1)(2j1+1)j1+(2j2+1)j2+(2j3+1)j3+(2j1+1)(2j2+1)+1 (2.23)
which holds trivially for integer spins, and slightly less obviously also when two of the
spins are half integer. The last two terms in the exponent on the right hand side account
4Note however, that twist symmetry defined to act purely on ghost (or matter) degrees of freedom is
not a symmetry of the OSFT action, not even when restricted to the Siegel gauge.
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for the Grassmann sign from commuting two string fields with ghost numbers 2m1 + 1
and 2m2 + 1 (see (2.6) and note that 2j + 1 ≡ 2m+ 1 mod 2).
The well known ”time-reversal” symmetry of the 3-j symbol(
j1 j2 j3
−m1 −m2 −m3
)
= (−1)j1+j2+j3
(
j1 j2 j3
m1 m2 m3
)
(2.24)
implies an unexpected Z4 symmetry of the Witten’s string field theory in Siegel gauge
[21, 16]
(−1)J : L′gh−I |j,m〉 → (−1)jL′gh−I |j,−m〉 (2.25)
and in particular of the ghost vertex
〈V3|L′gh−I1|j1,−m1〉L′gh−I2|j2,−m2〉L′gh−I3 |j3,−m3〉 =
= (−1)j1+j2+j3〈V3|L′gh−I1|j1, m1〉L′gh−I2 |j2, m2〉L′gh−I3|j3, m3〉. (2.26)
For classical solutions at ghost number one, which corresponds to mi = 0, the interaction
vertex is thus zero unless the sum of all three spins is even. Classical solutions found in
Siegel gauge come either in pairs related by the action (−1)J , or they are self-conjugate,
i.e. they contain only even spins j = 0, 2, .... A fully generic solution of the equations
of motion will have thus four-fold degeneracy in energy given by (−1)J and the twist
symmetry Ω. Together with complex conjugation symmetry, the absolute value of the
energy has an eight-fold degeneracy.
Up to a handful of interesting exceptions, most of the well behaved string field the-
ory solutions in Siegel gauge that we found in this paper obey also the SU(1, 1) singlet
condition J+Ψ = J−Ψ = J3Ψ = 0.5 While in the non-singlet case it is technically easiest
to use the basis (2.2), for the singlet sector it pays off significantly to use the basis (2.14)
restricted to j = 0. The null states can be eliminated simply by omitting the −1 from
the multiindices −I and −J in
Ψ =
∑
I,J
tI,JL
m
−IL
′gh
−Jc1|0〉, (2.27)
since L′gh−1c1|0〉 = 0. The universal matter and singlet ghost sectors have thus formally the
same structure [15]. This basis will make the computation of the ghost three vertex more
technically complicated — fortunately not more time consuming — the pay off being the
reduced number of string field components entering the equations.
5Interestingly, at ghost number one the condition J+Ψ = 0 alone guarantees both the Siegel gauge
condition b0Ψ = 0 as well as the other relations J−Ψ = J3Ψ = 0. The last statement J3Ψ = 0 follows
trivially from the ghost-number restriction. To prove the rest observe that (J−)
N
Ψ = 0 for sufficiently
large N for any fixed level. Acting repeatedly with J+ the claim follows.
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2.2 Characters and state counting
In order to estimate the complexity and computer requirements for our calculations let us
count the states level by level in the various Hilbert spaces used. For the case of the Siegel
gauge we are also going to demonstrate the equivalence of the conventional description
of the ghost CFT Hilbert space using the modes of b and c ghosts, with an alternative
picture given by a sum over representations labeled by j and m of the c = −2 twisted
Virasoro theory.
The multiplicity of states at different levels in any given CFT is encoded in the modular
characters
χH(q) = q−
c
24TrHq
L0 . (2.28)
In this work we are interested only in OSFT in the universal sector, so that only the
identity Verma module of the c = 26 matter bosonic worldsheet CFT appears. Here the
number of states is given by the generating function
chmatter(q) = TrHmatterqL0 =
∞∏
n=2
1
1− qn . (2.29)
For the ghost sector the situation is a bit more interesting. Let us introduce the ghost
number counting variable y, then the generating function for the ghost CFT is given by
chghost(q, y) = TrHghostq
L0+1yj
gh
0 =
∞∑
g=−∞
chghostg (q)y
g. (2.30)
Notice the convenient shift of L0 by unity which guarantees that the power of q will
count the level above c1|0〉, as customary in OSFT. As has been already shown in [22] the
generating function given by counting b−n and c−n excitations equals
chgh(q, y) = y(1 + y)
∞∏
n=1
(1 + qny)
(
1 +
qn
y
)
(2.31)
=
∞∏
m=1
1
1− qm
∞∑
g=−∞
ygq
g2−3g+2
2 = chgen(q)
∞∑
g=−∞
ygq
g2−3g+2
2 ,
where chgen(q) =
∏∞
n=1
1
1−qn denotes the generating function for a generic Virasoro repre-
sentation.
Note that the generating function for a fixed ghost number is equal to the generic
Virasoro character up to a power of q . This means that the basis states given in terms
of bc descendants of the vacuum can be replaced with Virasoro descendants of a ghost-
primary of the given ghost number as long as there are no null states. In the ghost CFT, as
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follows from Kac determinant analysis, null states appear only at ghost numbers g given
by multiples of three starting at level (−2/3g+1)2 . For ghost numbers g = 0,−3,−6, . . .
the null states are explicitly zero when expressed in terms of b,c ghosts, such as Lgh−1|0〉 = 0.
On the other hand, for positive ghost numbers the null states are given by a non-vanishing
combination of the b,c oscillators, however they have the property that they vanish when
contracted with an arbitrary Virasoro descendant of an arbitrary primary. These states
can still be nonzero, since in the nonunitary ghost CFT, there are states which are neither
primary nor descendant. For instance Lgh−1c−1c0c1|0〉 6= 0 has a nonvanishing contraction
with b−2c1|0〉. In practise, in string field theory, for a given ghost number one needs the
dual states as well, so the Virasoro basis is a practical option only for ghost numbers
nondivisible by three. For classical solutions this is not a issue, and indeed the basis
formed by Lgh−n is the one we used for computations in section 4. Alternatively, we could
have constructed the basis by the modes of the ghost current jgh−n. The number of such
states at a given level is also given by the generic Virasoro character.
To obtain the generating function in Siegel gauge it is sufficient to divide by 1 + y,
which accounts for elimination of the c0 mode
chSiegel(q, y) =
1
1 + y
chgh(q, y)
= chgen(q)
∞∑
g=−∞
∞∑
s=|g−1|
(−1)s+g−1ygq s
2+s
2
= chgen(q)
∞∑
g=−∞
∞∑
s=|g−1| mod 2
yg
(
q
s2+s
2 − q (s+1)
2+s+1
2
)
. (2.32)
From the second or third line, which follows by substituting (2.31) and simple manipula-
tions, we can easily read off the number of states at a given ghost number g.
Now we shall show how to reinterpret this formula as a sum over SU(1,1) representa-
tions labeled by j and m. From the Kac determinant for c = −2 we find that null states
appear for the representations with highest weights of the form
h′j = (2j + 1)j (2.33)
with the first one at level 2j + 1. The irreducible character takes up the form
chj(q) = ch
gen(q)qh
′
j
(
1− q2j+1) = chgen(q)(qh′j − qh′j+1/2) . (2.34)
The weights h′j coincide with the L
′
0 weights of the twisted Virasoro primaries |j,m〉
defined in (2.11). Now, by setting s = 2j and g = 2m+ 1 we can rewrite the generating
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function (2.32) as
chSiegel(q, y) =
∞∑
g=−∞
∞∑
j=|g−1|/2 mod 1
ygchj(q) (2.35)
=
∞∑
j=0 mod 1/2
j∑
m=−j
y2m+1chj(q), (2.36)
which is what we wanted to show.
As we have already alluded to, most solutions that we have found live in the SU(1,1)
singlet sector with j = 0. The corresponding Verma module at ghost-number one contains
a single primary null state at level one, L′−1c1|0〉 = 0. The generating function for this
subspace is given by
chsinglet(q) ≡ chj=0(q) = chgen(q) (1− q) =
∞∏
n=2
1
1− qn , (2.37)
and takes exactly the same form as in the matter sector. The subspace has particularly
simple description, one can simply forget L′−1 when building up the Hilbert space.
To construct nondegenerate basis in the non-singlet sectors labeled by j, it is tempting
to omit L′gh−(2j+1). From (2.34) we see that we get the correct number of states, but one
still has to verify, that the inner product is nondegenerate in this basis. We do not have a
proof, but it is straightforward to test this numerically to any required level. Alternatively,
by writing
1− q2j+1
1− q = 1 + q + · · ·+ q
2j (2.38)
we observe that we can omit states which contain L′gh−1 , for power higher or equal to 2j+1.
In this case it is now possible to prove that the inner product becomes nondegenerate.
From the character of the twisted ghost CFT with c = −2 we know that all null states
in the Verma module for the highest weight hj = j(2j + 1) state with Kac labels (r, s) =
(2j + 1, 1) are given as Virasoro descendants of the level r = 2j + 1 null state. For this
null state we can use the Benoit-Saint-Aubin formula [23, 24]
|χr〉 =
∑
pi≥1
p1+···+pk=r
[(r − 1)!]2(−t)r−k∏k−1
i=1 (p1 + · · ·+ pi)(r − p1 − · · · − pi)
L−p1 . . . L−pk |hr,1(t)〉 (2.39)
=
(
(L−1)
r − t
(
(r − 1)L−2(L−1)r−2 + 2(r − 2)L−1L−2(L−1)r−3 + · · ·+
+(r − 1)(L−1)r−2L−2
)
+ · · ·+ [(r − 1)!]2(−t)r−1L−r
)
|hr,1(t)〉, (2.40)
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where t = 2 is related to the central charge c by c = 13 − 6(t + 1/t). Now it is clear
that the coefficient in front of (L−1)r is equal to 1 regardless of any reordering. On the
contrary, upon canonical reordering, the coefficient in front of L−r receives contributions
of both signs from a large number of terms, so that it is difficult to prove that it is nonzero
in general.
Before closing this subsection, let us make few more comments. As we will explain
later in section 2.3, direct computation of ghost vertices in the singlet sector is somewhat
nontrivial. Most economical way that we found requires introduction of an auxiliary ghost
sector, where a single mode of jgh is allowed, so that we wish to count the number of states
of the form jgh−kL
′gh
−Mc1|0〉. The counting function is clearly given by
chaux(q) = (q + q2 + q3 + . . . ) chsinglet(q) =
q
1− q ch
singlet(q) = q chgen(q). (2.41)
Finally, and trivially, to obtain the total number of states in the combined matter and
ghost CFT up to some level, one just has to multiply the respective generating functions.
To impose then the twist even condition, one can insert a projector (1 + (−1)L0+1)/2
which produces
χeven(q) =
1
2
(χ(q) + χ(−q)) . (2.42)
2.3 Singlet sector ghost three vertex
One of the challenges we took up in this work has been to reach level 30 in the computation
of the tachyon vacuum. Previous record of level 26 by Kishimoto [25] came at a cost of
several months of computer time, spent mostly on tedious computations of the ghost
sector vertices. We shall now describe our progress and improvements on this front.
The most convenient and efficient approach developed for the matter sector vertices
uses the conservation laws [22, 15]
〈V3|L(2)−m = 〈V3|
(
αmc +
3∑
r=1
∑
n≥0
αm(r)n L
(r)
n
)
, (2.43)
where c = 26 is the matter sector central charge, and α’s are known coefficients. In the
ghost sector, however, it is a priori not clear what is the most efficient strategy. When
one does not impose the Siegel gauge (see our results in Section 4), it is most convenient
to use the basis of states Lgh−Ic1|0〉, and apply the same conservation laws as in the matter
sector keeping in mind the difference Lgh−1c1|0〉 6= 0.
In practise, however, level truncation in string field theory becomes useful only when
the Siegel gauge is imposed, mostly thanks to the highly improved numerical stability,
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but also due to significant reduction of the number of states (see Table 9) and fewer
number of vertices required. Previous studies have used conservation laws analogous to
(2.43) for the b and c oscillators separately. This however requires to compute vertices at
intermediate stages at other ghost numbers as well — though one can limit themselves to
ghost numbers 〈 0, 1, 2 〉 — which increases memory (or storage) and time requirements.
To make further progress one has to exploit the SU(1,1) symmetry discussed above. At
higher levels more than half of the vertices become zero and need not be computed. While
we were not motivated enough to design an efficient algorithm which would compute all
the Siegel gauge vertices in the basis (2.14) we at least found and implemented efficient
computation for the singlet sector which is of interest not only for the tachyon vacuum.
The main idea is in fact quite simple. To derive conservation law for the twisted
Virasoro generator
L′ghn = L
gh
n + nj
gh
n + δn,0 (2.44)
one can use the conservation law (2.43) and analogous one for the ghost current
〈V3|j(2)−m = 〈V3|
(
βmq +
3∑
r=1
∑
n≥0
βm(r)n j
(r)
n
)
, (2.45)
where q = −3/2 is related to the ghost number anomaly.
The problem is that the coefficients α
m(r)
n in (2.43) are generically not compatible
with the coefficients β
m(r)
n in (2.45) and therefore decomposing L
′gh(2)
−m as in (2.44), and
applying the conservation laws creates terms which cannot be recombined back into L
′gh(r)
n .
Attempting to do so by, leaves behind ghost current terms with nontrivial coefficients
mβ
m(r)
n + nα
m(r)
n . This means that for the computation of the singlet sector ghost vertex
an auxiliary sector is required. Now the crucial observation is that the auxiliary sector
formed by states of the form
jgh−nL
′gh
−I c1|0〉 (2.46)
is fully sufficient, in particular, that one does not need to deal with more ghost current
generators. From the conservation law in the singlet sector one gets terms of the form
jghn L
′gh
−I c1|0〉. Commuting jghn via
[
jghn , L
′gh
m
]
= njghm+n +
1
2
(n2 − 3n)δm+n (2.47)
all the way to the right generates terms with at most a single instance of jgh±p in between
a string of L′gh−mi . Positive modes of the ghost current can be systematically eliminated as
above, while the negative ones can be at the end reordered into a combination of terms
in the canonical ordering (2.46).
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The outlined recursive procedure requires computation of the vertices of the form
singlet–singlet–auxiliary only. In the next step of the recursion, to compute such vertices,
one can apply the conservation law for the ghost current mode, so that the structure
singlet–singlet–auxiliary is preserved. In every instance of the conservation law application
the total level of the three states is reduced, so this method terminates in a finite number
of steps. The huge number of vertices to be computed calls upon efficient parallelization
of this algorithm. We discuss our approach and related interesting issues in appendix B.2.
As we have already mentioned, there does not seem to be a straightforward general-
ization of this algorithm to the non-singlet case. We can use the same conservation laws
as before, but the ghost current produces new states like L′gh−I j
gh
k |j, 0〉 which for nonsinglet
representations might be nonzero. Such states are not in the Siegel gauge and would have
to be decomposed into auxiliary sector states as above over various spin representations
with spins up to j. This seems quite complicated so for the non-singlet sector we simply
used the plain bc basis.
2.4 Observables and consistency checks
Level truncation turns equation of motion of open string field theory into a system of a
large number of coupled quadratic equations with exponentially large number of numerical
solutions. To get any sense out of this and eliminate possible spurious solutions it is useful
to have as many as possible gauge invariant observables and/or consistency requirements
that one can verify.
2.4.1 Energy and Ellwood invariant
The most well known observable is given by the energy of the classical solution which for
time independent solutions is simply given by minus the value of the action. In this paper,
for convenience, we measure the energy in units of the original D-brane energy for which
we formulate the OSFT. This is equivalent to setting 2πg2o = 1. Compared to previous
works we also redefine the energy additively, so that the energy of the perturbative vacuum
equals one, and the energy of tachyon vacuum equals zero.
When the equations of motion are satisfied, whether we gauge fix or not, the energy
can be conveniently computed using the kinetic term only, simply by substituting the
equations of motion to the cubic term. In our normalization it is given by
E =
π2
3
〈Ψ|QΨ 〉+ 1. (2.48)
In general, the energy is just one member out of a family of observables in OSFT
describing coupling to closed strings. All these couplings can be nicely encoded in the
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boundary state. In [26] we gave a general construction based on Ellwood invariants
applicable to solutions known numerically. For universal solutions however there is a
single nontrivial independent Ellwood invariant which can be computed. That is because
the matter Virasoros feel only conformal weight of the matter part of Ellwood state
〈E[V ]| ≡ 〈I|cc¯V (i,−i), and for applicability of Ellwood conjecture we must require that
the dimension of V equals 1. Different choices for this operator give identical results, so
in particular we may choose V = ∂X0∂¯X0 with which the Ellwood invariant acquires the
interpretation of energy
E0 = −4πi〈E[cc¯∂X0∂¯X0]|Ψ〉+ 1. (2.49)
The normalization is chosen in such a way that the invariant matches energy. It is by no
means obvious that it should coincide with the expression (2.48). For analytic solutions
this can be proved under some assumptions [27] but for level truncated solution the
equivalence is nontrivial and in fact the two quantities seem to coincide only for some
solutions and only in the large level limit.
Numerically, we compute the invariant using conservation laws. For the matter Vira-
soros, ghost Virasoros and b ghost we can use conservation laws from [26]
〈E[V ]|Kmn = −
3
4
n (in + (−i)n) 〈E[V ]|, (2.50)
〈E[V ]|Kghn =
3
4
n (in + (−i)n) 〈E[V ]|, (2.51)
〈E[V ]|Bghn = 0, (2.52)
where Kn = Ln − (−1)nL−n and Bn = bn − (−1)nb−n.
To compute the L′gh conservation law we simply use conservation laws for ghost Vi-
rasoros and ghost current
〈E[V ]|Jghn =
(
−1
2
(in + (−i)n) + 3δn,0
)
〈E[V ]|, (2.53)
where Jghn = j
gh
n + (−1)njgh−n, which we derive in appendix A. By combining this conser-
vation law with (2.51) we get
〈E[V ]|K ′ghn =
1
4
n (in + (−i)n) 〈E[V ]|. (2.54)
Using these conservation laws we obtain a very quick recursive algorithm to compute the
Ellwood invariant.
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2.4.2 Out-of-Siegel equations
Imposing the Siegel gauge ansatz for a string field before computing the variation of the
action and setting it to zero we find only projected equations of motion
c0b0(QΨ+Ψ ∗Ψ) = c0L0Ψ+ c0b0(Ψ ∗Ψ) = 0, (2.55)
which has the great advantage that the number of components matches the number of
independent variables. At any finite level the exact gauge symmetry of string field theory
is broken, so the remaining equations of motion are not obeyed, but for proper solutions
they should be satisfied at least asymptotically [21]. Our code, which we optimized for
Siegel gauge calculations, is not well suited for systematic study of these equations so we
decided to check only the first nontrivial equation. In the singlet case we take advantage
of fields in the auxiliary ghost sector and compute the contraction of QΨ + Ψ ∗ Ψ with
the state 〈0|c−1jgh2 . We define
−∆S = 〈0|c−1jgh2 |QΨ+Ψ ∗Ψ〉 = 〈0|c−1c0b2 |QΨ+Ψ ∗Ψ〉 . (2.56)
We have introduced a minus sign here, so that this quantity is positive for the tachyon
vacuum. In the last equality we omitted a term proportional to 〈0|c1 = 〈0|c−1L′gh2 , because
the corresponding equation is solved exactly when (2.55) holds.
For our computations without imposing the singlet condition we have added a state
b−2c0c1|0〉 to our ghost basis for the vertex computation, and have defined ∆S using the
last expression in (2.56).
2.4.3 Quadratic identities
All solutions of OSFT equations should obey quadratic identities [28]
〈Ψ|[Q,Lmn ]|Ψ 〉 = −
65
54
n(−1)n/2δn even 〈Ψ|QΨ 〉 ,〈
Ψ|[Q, jghn ]|Ψ
〉
= −(−1)n/2δn even 〈Ψ|QΨ 〉 , (2.57)
which has been derived from conservation laws for anomalous derivations Kmn = L
m
n −
(−1)nLm−n and Hn = jghn +(−1)njgh−n in matter and ghost sectors respectively. For classical
solutions found via level truncation, however, these identities cannot be satisfied exactly.
The reason is that the operators Kmn and H
m
n do not preserve the maximum level of the
string field, and as a consequence, the quadratic identities are essentially testing how well
a solution to level L obeys equations of motion at level L+ n with the higher level fields
set to zero.
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In Siegel gauge these identities simplify considerably. Following [15] we define for
Siegel gauge solutions
Rn = (−1)n 54
65
〈Ψ|c0Lm2n|Ψ〉
〈Ψ|c0L0|Ψ〉 ,
R˜n = (−1)n 〈Ψ|c0(L
′gh
2n + L
m
2n)|Ψ〉
〈Ψ|c0L0|Ψ〉 , (2.58)
which by the arguments of [28] should equal to 1. Similarly for odd generators we find
〈Ψ|c0Lm2n+1|Ψ〉 = 0,
〈Ψ|c0(L′gh2n+1 + Lm2n+1)|Ψ〉 = 0. (2.59)
These identities are trivial for all twist even solutions. They are also obeyed exactly
by all our convergent non-even solutions, as these solutions are invariant under (−1)jΩ
symmetry, which guarantees (2.59) as well.
3 Universal solutions in Siegel gauge
The main achievement of this paper is a systematic exploration of universal solutions of
OSFT in Siegel gauge in level truncation. Our strategy is first to find with the homotopy
continuation method all solutions, complex or real, at as high level as possible. The second
step is to take the viable ones and improve them by the standard Newton’s method to
as high level as possible and see whether they converge or not. We do not discard a
priori the complex solutions for a number of reasons: some of the solutions become real
at some high level, some seem to approach real solutions asymptotically. Moreover, the
complex solutions might be interesting on their own from other points of view, just like
instantons can be viewed as particular complex solutions of Yang-Mills equations of motion
in Minkowski space.
The results of the first step can be summarized as follows. Imposing the twist even
and SU(1,1) singlet condition which offers the greatest reduction in the number of states
we had to solve equations in 1, 3, 8 and 21 variables for levels 0, 2, 4, and 6 respectively
(see table 9). We found 2, 7, 250 and approximately 2096000 solutions respectively. As
we already noticed in [1] the number of solutions is smaller than the generic amount 2N ,
although not by much.6 To visualize the results we plot these solutions as dots in the
complex energy plane, see figure 2.
6At level 6 we were not able to determine the number of solutions with absolute certainty. The exact
degeneracy of the string field theory equations is broken by finite precision of our calculations and some
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Figure 2: Complete set of universal solutions in Siegel gauge at level 2 (red), level 4
(green), level 5 (orange) and level 6 (blue) within the indicated range of energies. Twist
even solutions are denoted by circular dots, non-even solutions by diamonds. SU(1,1)
singlet solutions use bigger symbols compared to non-singlet solution.
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Notice that among the millions of solutions there are only few with energy within a
factor of O(10) compared to the perturbative vacuum. Out of these only few survive the
second step, i.e. turn out to provide stable starting points for the Newton’s method.7
Incidentally, none of the solutions except for the perturbative and tachyon vacuum seem
particularly physical at level 6 in terms of other criteria, such as consistency between
energy and E0, and also out-of-Siegel-gauge equations seem to be grossly violated. These
solutions should thus be viewed merely as starting points for Newton’s method. We have
systematically investigated in detail all solutions with |E| < 50. From several hundred
possible starting points there are 17 twist even singlet solutions (up to complex conju-
gation) stable within the level truncation scheme (see table 2). The tachyon vacuum is
the only ”nice” solution with unambiguous identification. There are however two more
solutions which deserve extra attention and investigation which we nicknamed ”double
brane” and ”ghost brane”. For these solutions the various consistency conditions get sat-
isfied reasonably—though not 100% convincingly—well and we provide more insight into
them below. Aside of these two solutions it is perhaps worth also drawing an attention to
solution called No. 14, which in the infinite level limit seems to describe a Gribov copy
of the perturbative vacuum.
To study the relevance of the twist non-even fields we were able to repeat this compu-
tation only up to level 5, where we had to solve completely 16 equations to find the total of
65106 solutions. However only one of these new solutions has energy in the correct range
to appear in figure 2. We have checked this as well as all other solutions with |E| < 50
and found no new stable solution8.
Finally we moved to the non-singlet case. In the twist even sector we start at level 4,
where the non-singlet states first appear. We find 450 solutions for a system of 9 variables.
With an increased effort we can reach again up to level 6, where now we get approximately
6.6 × 107 solutions for the system of equations in 26 variables. None of these solutions
however leads to stable solutions with reasonable action.
Without the twist condition we were able to go up to level 5 with approximately
solutions which the homotopy method should push to infinity are replaced by finite solutions with very
high coefficients. Whether some of these fake solutions are accepted or not depends on various inner
setting of the algorithm and the huge amount of solutions makes any detailed analysis impossible. For
instance at level 6 in C++ double number format we find 2095858 solutions (only 1294 missing). If we
switch to long double number format there is 2096079 solutions (1073 missing).
7By stable we mean that a solution converges within 20 iterations of Newton’s method at every level.
This is a relatively weak criterion, since good solutions usually converge within 4–6 iterations. When the
Newton’s method takes more iterations it often indicates a jump between two distant solutions.
8Some solutions quickly converged to twist even solutions found above. Also there were some solutions
convergent only at even levels — computations at odd levels would terminate after 20 iterations without
producing a valid solution — but even those became eventually problematic at higher levels.
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2.1×106 solutions of the 21 equations. The number of solutions has increased significantly
compared to the singlet case, however once again most of them are ill-behaved, with the
exception of two new interesting solutions which we nicknamed ”half ghost brane” and
”half brane”. Remarkably, all the stable non-even non-singlet solutions are even with
respect to (−1)jΩ symmetry, at least past some level. It seems to be in accord with the
general pattern that symmetric solutions are more attractive not only aesthetically, but
also from the perspective of Newton’s method.
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Twist even SU(1,1) singlets
Solution level Energy E0 |∆S | Im/Re
perturbative vacuum 1 1 0 0
tachyon vacuum
30 −0.000627118 0.0120671 0.00090829 0
∞ −8× 10−6 0.0004 −7× 10−6 0
”double brane”
28 1.8832− 0.161337i 1.32953 + 0.178426i 0.535827 0.51589
∞ 1.40 + 0.11i 1.23 + 0.04i 0.20 −0.05
”ghost brane”
28 −2.11732− 0.371832i −1.19063+ 0.165908i 0.267977 0.398931
∞ −1.13 + 0.024i −1.01 + 0.11i 0.08 0.33
No. 9
24 −0.35331 3.35886 1.97365 0
∞ 0.4 2.9 0.5 0
No. 10
24 −4.89552 2.46007 7.37201 0
∞ −6. 2.3 10. 0
No. 14
28 −0.61986− 2.07194i −0.304394− 0.125328i 0.51849 0.567639
∞ −0.059− 0.28i −0.18− 0.08i 0.16 0.4
No. 16 24 19.1573 + 6.2523i 1.39521 + 0.659265i 2.64483 1.40716
No. 49 24 −6.50268− 8.39148i 2.15961 + 0.077867i 1.79055 0.750635
No. 51 24 1.67067− 4.96206i −0.091597− 0.341405i 2.03866 1.31641
No. 55 24 −13.18− 1.514i 0.538205 + 0.192177i 1.35519 0.222453
No. 65 24 −16.6534− 5.7377i 0.541071− 0.782319i 1.40638 0.756182
No. 77
24 −5.74905− 4.10849i 0.508235 + 0.516736i 0.438803 0.844295
∞ −5.− 1.8i 0.4 + 0.1i 0.2 0.8
No. 81
24 −7.96846− 3.62476i 0.95657− 0.64505i 1.63462 0.783216
∞ −5.+ 1.i 0.8− 0.6i 1.9 0.8
No. 91
24 −3.86278+ 0.78003i −0.75477− 0.028228i 1.49166 0.314904
∞ −1.− 1.i −0.5 + 0.0i 0.9 0.4
No. 93 24 −6.60883− 8.49812i 1.83907− 0.047786i 1.58305 0.532952
No. 95
24 −9.83474− 8.05476i 0.24612 + 0.462712i 1.02673 0.812354
∞ 0.− 8.i 0.4 + 0.5i −0.7 0.6
Twist even non-singlets
No. 231 22 6.27071− 30.8278i −1.35262+ 1.22029i 6.83759 0.496046
Twist non-even non-singlets
”half ghost brane”
26 −0.88489 −0.427091 0.105198 0.600394
∞ −0.51 −0.66 0.17 0.31
”half brane”
24 0.47454− 1.11238i 0.488976 + 0.107413i 0.565206 1.20649
∞ 0.68− 0.010i 0.54 + 0.10i 0.23 1.3
No. 264
22 −10.5493 1.10974 7.58984 0.229845
∞ −11 0.9 11 −0.3
Table 2: List of convergent solutions from starting points with |E| < 50 at the highest
level computed. The second row (when present) shows extrapolations to infinite level, see
appendix B.4 for more explanations. We have to emphasize that many of the extrapola-
tions of the more exotic solutions are quite unstable. When the estimated errors are of
order 1 or bigger, the fits are not shown. Note that there are no stable twist non-even
solutions in the singlet sector.
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3.1 Tachyon vacuum
Tachyon vacuum is the most famous solution of classical OSFT with a long history of
numerical [3, 29, 15, 25] and analytical approaches [7, 30, 31, 32]. There is not much more
which needs to be added to the story, except of course that it would be nice to find an
analytic expression for the Siegel gauge which is still lacking. Numerical computations
at higher levels might still in principle provide additional clues. From the perspective of
this work, our main interest in the tachyon vacuum is that it provides a testbed for our
complex algorithms.
Level Energy E0 ∆S
2 0.0406234 0.110138 0.0333299
4 0.0121782 0.0680476 0.0145013
6 0.00482288 0.0489211 0.00841347
8 0.00206982 0.0388252 0.00564143
10 0.000817542 0.0318852 0.00412431
12 0.000177737 0.0274405 0.00319231
14 −0.00017373 0.0238285 0.00257255
16 −0.000375452 0.0213232 0.00213597
18 −0.000493711 0.0190955 0.00181467
20 −0.000562955 0.0174832 0.00156995
22 −0.000602262 0.0159666 0.00137834
24 −0.000622749 0.0148397 0.00122487
26 −0.000631156 0.0137381 0.0010996
28 −0.000631707 0.0129049 0.00099569
30 −0.000627118 0.0120671 0.00090829
∞ −8 × 10−6 0.0004 −7 × 10−6
σ 2× 10−6 0.0013 2× 10−6
Table 3: Energy, Ellwood invariant and out-of-Siegel equation for tachyon vacuum up to
level 30.
With our numerical codes, adopting a SU(1,1) singlet twist-even ansatz, we were able
to reach level 30. In table 3 we show our results for the energy, the Ellwood invariant E0
and parameter ∆S measuring the extent to which the first of the out-of-Siegel equations
is satisfied. In figures 3, 4 and 5 we show how these quantities behave with level and show
the fitting polynomial which is used for the extrapolation to L = ∞. In appendix C we
give explicitly the first three coefficients of this solution and in appendix D we show first
four ratios Rn and R˜n associated the with quadratic identities. The ratios come indeed
very close to the expected value of 1 with accuracy 10−5–10−4 depending on the value
of n.
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Figure 3: Detail of the tachyon vacuum energy dependence from level 14 to 30 and
extrapolation to infinite level of order 12. We clearly see the turning point at L = 27.
Having obtained the level 30 results we can finally prove explicitly the conjecture from
[33, 15] that the energy as a function of level is not monotonic, but has a minimum at
level 28. The extrapolated curve has minimum around level 27, however level 30 is needed
to prove the existence of the minimum, because the energy at level 28 is still lower than
at level 26. This is shown in detail in figure 3.
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Figure 4: E0 invariant of the tachyon vacuum solution and order 4 extrapolation.
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Figure 5: Out-of-Siegel equation ∆S for the tachyon vacuum and order 10 extrapolation.
28
3.2 ”Double brane”
One of the main motivations for our systematic exploration of classical solutions in OSFT
was to look for the conjectured double brane solution. The original reasoning was roughly
the following:9 Just as we can find the tachyon vacuum from the theory on a single D-
brane, we can find the D-brane from the theory around the tachyon vacuum. But why
would the tachyon vacuum allow us to construct only a single D-brane and not more?
And if we can construct multiple D-branes from tachyon vacuum, why not from the
perturbative vacuum around a single D-brane? Also the structure of the proposed form
of solution in OSFT [6] suggested that there should exist multiple D-brane solutions. More
recent analytic proposals and detailed studies appeared in [8, 9, 10, 11, 12, 13, 14, 2], but
up to date there has been no numerical attempts.
Surprisingly, one of the seven solutions found at level 2, together with its complex
complex conjugate, actually do give rise to a solution reminiscent of a double brane. At
level 2, its energy as measured by the Ellwood invariant is E
(2)
0 ≈ 2.01±0.05i, tantalizingly
close to the desired value Eexact = 2 although when computed using the action it gives
very different value with an opposite sign E(2) ≈ −1.43± 3.40i. At level 2, however, one
should not realistically expect the match between these two values.
Taking this solution as a seed for the Newton’s method and improving it repeatedly
to higher levels, this time the energy computed from the action comes closer to the
expected value. For instance at level 20 we find E(2) ≈ 1.98 ± 0.30i while unfortunately
E
(2)
0 ≈ 1.37± 0.21i is departing from the wished for value. For some time we had hoped
that these departures are an example of overshooting which we saw—albeit on a much
smaller scale—for the tachyon vacuum above. This motivated us to go as high level as
possible to obtain the best possible extrapolation to L =∞. The numerical computations
are a bit slower since we had to adapt our code to complex numbers, so we decided not
to go past level 28.
Our main results for the ”double brane” are summarized in table 4. What we do
observe, is that the imaginary parts of both energies indeed tend to zero quite well, and,
more importantly the extrapolation of the (positive) norm10 of the imaginary part of
the solution gives a negative value. This indicates, that at some finite level the solution
becomes purely real, and this also explains why the fits of its imaginary part cannot be
very stable, see the relatively large error σ in the Im /Re column and our discussion
in appendix B.4. Looking closely at the various fits, we expect that the solution might
become purely real plausibly already at level 50. This is nice and non-trivial.
9The second author thanks Wati Taylor and Barton Zwiebach for inspiring discussions on this subject
around year 2000.
10We use the standard Euclidean norm applied to the list of string field coefficients within a given basis.
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Level Energy E0 |∆S| Im/Re
2 −1.42791− 3.40442i 2.00934− 0.054534i 2.9861 2.47302
4 1.19625− 2.25966i 1.73651 + 0.117637i 1.65103 5.23177
6 1.84813− 1.58507i 1.60634 + 0.195442i 1.2563 2.20828
8 2.04207− 1.14971i 1.53973 + 0.217911i 1.05199 1.51157
10 2.08908− 0.866428i 1.48598 + 0.228010i 0.921766 1.20095
12 2.08515− 0.674602i 1.45210 + 0.227059i 0.83043 1.01867
14 2.06302− 0.53887i 1.42232 + 0.224184i 0.762358 0.895048
16 2.03499− 0.439057i 1.40194 + 0.218266i 0.709389 0.804018
18 2.00593− 0.363272i 1.38304 + 0.212332i 0.666812 0.733269
20 1.9778− 0.304197i 1.36942 + 0.205378i 0.631713 0.675682
22 1.95135− 0.257139i 1.35632 + 0.198765i 0.602187 0.627204
24 1.92679− 0.218971i 1.34654 + 0.191784i 0.576934 0.585387
26 1.90411− 0.187545i 1.33691 + 0.185169i 0.555036 0.548697
28 1.8832− 0.161337i 1.32953 + 0.178426i 0.535827 0.51589
∞ 1.40 + 0.11i 1.23 + 0.04i 0.20 −0.05
σ 0.02 + 0.02i 0.02 + 0.05i 0.01 0.16
Table 4: Energy, Ellwood invariant, out-of-Siegel equation and reality of the ”double
brane” solution up to level 28 with extrapolations.
The extrapolated value of the energy is on the other hand quite puzzling, see figure
6 where we show a typical fit for the energy. The two energies seem to asymptotically
approach two different non-integer values 1.2 and 1.4 with relatively small errors. These
values are indeed closer to 1 or 1.5 than 2, so the solution might as well be interpreted
as a Gribov copy of the perturbative vacuum, or possibly ”one-and-a-half-brane”. A
pessimist’s point of view on this solution is that it presents a mere artefact of Siegel
gauge, since the ∆S does not seem to converge to zero. On the other hand, an optimist
can argue, that the fits might improve dramatically as soon as the solution becomes real.
Such changes have been observed in the case of the ”half ghost brane” in section 3.4 and
σ-brane solution in Ising model [1]. More realistic, but still optimistic attitude is to say,
that the double brane solution cannot be constructed in Siegel gauge, which has limited
validity [18], but that it lives somewhere nearby in the field space.
The coefficients of c1|0〉, Lm−2c1|0〉 and L′gh−2c1|0〉 are given for illustration in table 12
in appendix C. Their extrapolations to infinite level have tiny imaginary part consistent
with zero. The table 17 shows that the first few coefficients Rn approach at large levels
0.9 instead of 1. Rather than to the inconsistency of the solution or of the quadratic
identities this points to the fact that the coefficients of the solution do not decay as fast
as in the case of the nicer solutions such as the tachyon vacuum.
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Figure 6: Real part of energy (left) and Ellwood invariant E0 (right) of ”double brane”
solution with extrapolations (order 12 and 3).
3.3 ”Ghost brane”
A quite unexpected result of our systematic approach to numerical solutions is the exis-
tence of a ”ghost brane” solution. One of the complex twist even singlet solutions at level
4 with rather unphysical looking energy invariants turns out to give rise to a stable se-
quence of solutions. Asymptotically, after computing the solution to level 28, see table 5,
the energy evaluated from the action and from the Ellwood invariant tend to −1.13+0.02i
and −1.01 + 0.11i respectively. This is tantalizingly close to minus one, roughly within
the precision of the extrapolations!11 Possible extrapolations are shown in figure 7.
The proximity of both energy invariants to minus one is quite likely related to the
fact, that this solution does not live far beyond the region of validity of the Siegel gauge.
The violation of the out-of-Siegel equations ∆S is the smallest of all the exotic solutions
we have found in this paper. The quadratic identities, see table 13 in appendix D are
also obeyed with the best accuracy among all our exotic solutions, giving Rn ≈ 0.98 and
R˜n ≈ 0.99 which are again within 4σ of the predicted value. It thus seems that this is a
best behaved exotic solution with fastest decay of higher level coefficients, beyond some
level. The first three of them are given for illustration in table 13 in appendix C.
An important aspect of the solution is that it is a truly complex solution, with the
norm of the imaginary part being asymptotically at infinite level about a third of the real
part. These solutions thus violate the reality condition of string field theory. Had this
not been the case, the string field theory would have been inconsistent, as negative energy
D-branes are not physical vacua.
11As we discussed in the section 3.1 and appendix B.4 the error estimates of the extrapolation for the
energy computed from the action should allow for a factor of 4, just like for the tachyon vacuum. For the
real part of E0 one does not need any correction in neither case. For the imaginary part the error seems
to be a factor of 8 smaller than what is required to claim consistency.
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Level Energy E0 |∆S| Im/Re
4 −15.534− 6.15021i −2.67655 + 0.349878i 2.06533 0.410863
6 −7.41971− 2.77358i −1.94969 + 0.275957i 1.02147 0.418622
8 −5.16142− 1.76196i −1.68072 + 0.250813i 0.71436 0.432211
10 −4.12161− 1.28659i −1.52959 + 0.229158i 0.56818 0.434482
12 −3.52505− 1.0123i −1.43859 + 0.216265i 0.482212 0.432647
14 −3.13749− 0.834158i −1.37324 + 0.204977i 0.425217 0.429121
16 −2.86477− 0.709192i −1.32713 + 0.19685i 0.384407 0.424871
18 −2.66193− 0.616662i −1.29055 + 0.189495i 0.353578 0.42024
20 −2.50477− 0.545352i −1.26259 + 0.183675i 0.329357 0.415469
22 −2.37916− 0.488679i −1.23917 + 0.178292i 0.309749 0.410702
24 −2.27628− 0.442528i −1.22039 + 0.173791i 0.293495 0.406007
26 −2.19032− 0.404195i −1.20411 + 0.169568i 0.279762 0.402137
28 −2.11732− 0.371832i −1.19063 + 0.165908i 0.267977 0.398931
∞ −1.13 + 0.024i −1.01 + 0.11i 0.08 0.33
σ 0.03 + 0.003i 0.04 + 0.02i 0.01 0.03
Table 5: Energy, Ellwood invariant and out-of-Siegel equation and reality of the ”ghost
brane” solution up to level 28 with extrapolations.
Since our solution lives in the universal sector of the theory, the corresponding bound-
ary state, see [26], is minus the one of the original D-brane. This is exactly the definition
of the ghost D-brane by Okuda and Takaynagi [34], see also [35] for more recent dis-
cussion. The field theory around the ghost D-brane differs from the original D-brane
by an overall minus sign in front of the action. Stacks of D-branes and ghost D-branes
possess supergroup gauge symmetries on their worldvolume and thus are described by a
non-unitary field theory. Such objects better not correspond to real solutions of OSFT.
They might however appear as non-trivial saddle points for the path integral of string
field theory [36].
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Figure 7: Real part of energy (left) and Ellwood invariant E0 (right) of the ”ghost brane”
solution with extrapolations of order 11 and 3 respectively.
3.4 ”Half ghost brane”
The biggest surprises of this work came when we decided to study the effect of twist non-
even string fields. As we did not find then any stable solutions in the singlet sector, we
relaxed also this condition. We have found two new stable solutions, which we nicknamed
”half ghost brane” and ”half brane”, since their boundary states roughly correspond to
±1
2
the standard D-brane boundary state. Another surprise came when we looked at the
coefficients. In the even SU(1,1) spin sectors the solutions were twist even, while in the
odd sectors they were twist odd, so as a whole the solutions are symmetric under the
Ω(−1)J symmetry.
The ”half ghost brane” solution is quite unusual because it becomes ”pseudoreal” at
level 22, which caused the energy and the Ellwood invariant to become strictly real, see
table 6. The coefficients also become real at this level, but under the usual definition of
complex conjugation ∗ = bpz◦hc the coefficients at odd levels should be purely imaginary.
However it is formally possible to redefine complex conjugation by any Z2 symmetry, in
our case the twist symmetry Ω or SU(1,1) spin (−1)J , and then the solution becomes real
with respect to this new complex conjugation.
The effect of the abrupt pseudoreality at level 22 introduces quite a non-analytic
behaviour for most of the fits, see figure 8. In order to obtain a reasonable extrapolation
we had to compute this solution all the way to the maximum level of 26 allowed by our
computational resources. Despite this, the extrapolations to infinite level did not come
out very reliable because of the fact that even and odd levels follow different curves.
Within the limited accuracy it seems that both the energy as well as the Ellwood
invariant go to value −1/2. The out-of-Siegel five data points can be fitted by a crude
linear fit with the result 0.17 and quite nicely with a quadratic fit giving −0.29. Higher
order fits are even more unstable. Given the absolute magnitude at level 26 and the fact
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Level Energy E0 |∆S| Im/Re
4 −12.316− 3.03642i −1.67202 + 0.546917i 1.2313 0.865144
5 −6.45268− 1.27696i −0.906424 + 0.418332i 0.620185 1.16737
6 −4.35705− 0.78598i −0.865572 + 0.35625i 0.415511 0.954718
7 −3.33673− 0.484238i −0.656885 + 0.311362i 0.312715 1.06523
8 −2.72264− 0.346946i −0.649858 + 0.280771i 0.254214 0.941507
9 −2.32595− 0.239544i −0.548369 + 0.252446i 0.214425 1.00849
10 −2.03976− 0.180921i −0.544639 + 0.229285i 0.187496 0.919346
11 −1.83136− 0.130289i −0.483438 + 0.20816i 0.166609 0.966213
12 −1.6664− 0.0999362i −0.483896 + 0.190449i 0.151204 0.894168
13 −1.53812− 0.0724385i −0.442433 + 0.172804i 0.138347 0.930032
14 −1.43071− 0.0550496i −0.442547 + 0.157289i 0.128364 0.86812
15 −1.34368− 0.0389625i −0.412389 + 0.141337i 0.119637 0.896007
16 −1.26801− 0.028504i −0.413658 + 0.127156i 0.112624 0.838677
17 −1.20493− 0.0188315i −0.390587 + 0.111523i 0.106296 0.860183
18 −1.14861− 0.0125338i −0.391441 + 0.0971558i 0.101085 0.804464
19 −1.10069− 0.00689461i −0.373155 + 0.0800877i 0.0962737 0.819172
20 −1.05703− 0.00341677i −0.374456 + 0.0632733i 0.0922374 0.760415
21 −1.01932− 0.00075642i −0.359549 + 0.0384798i 0.0884464 0.760498
22 −0.984567 −0.383157 0.0927055 0.65173
23 −0.955695 −0.399688 0.0997222 0.662377
24 −0.929072 −0.415166 0.102253 0.618092
25 −0.906413 −0.417504 0.104245 0.637956
26 −0.884894 −0.427091 0.105198 0.600394
∞ −0.51 −0.66 0.17 0.31
Table 6: ”Half ghost brane” solution. Since the character of the solution changes at
level 22 we cannot do the usual extrapolations because we have too few points. We show
quadratic extrapolation over even levels for energy and linear for other quantities.
that two best fits have opposite signs, we conclude that zero is not ruled out, and that
the solution looks quite reasonable.
The quadratic identities, see table 14 in appendix D are obeyed with the second
best accuracy among all our exotic solutions, with Rn ∼ R˜n ≈ 0.9 at level 26 and
asymptotically approaching a value slightly above one. First three coefficients are given
again in appendix C in table 14 .
What could be the possible interpretation of half-branes? We might speculate that
they are analogous to merons in gauge theory. Gauge theory merons carry one half of the
topological charge, and can be thought of as half instantons. They interpolate between an
ordinary perturbative vacuum and its Gribov copy. The exact half-brane solution of [17]
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Figure 8: Real part of energy (left) and Ellwood invariant E0 (right) of ”half ghost brane”
solution with quadratic and linear extrapolations.
in some sense also interpolates the pure gauge perturbative vacuum with f+(0) < 1 and
its nontrivial ”Gribov copy” with f+(0) > 1. Pushing the analogy between half branes
and merons farther is not easy since the latter are localized in spacetime, while the former
are universal solutions.
3.5 ”Half brane”
Finally we provide more details about the ”half brane” solution which just like its ghosty
cousin appears in the twist non-even and non-singlet sector starting at level 4. And just
as the ”half ghost brane” the ”half brane” possess the accidental Ω(−1)J symmetry.
The real parts of the energy computed from the action and the Ellwood invariant E0
seem to converge to about 0.7 and 0.5 respectively, see table 7. The imaginary parts
seem to go to zero or 0.1 respectively. Though not obvious from plots in figure 9, the
extrapolations do not seem to be particularly stable.
The difference between the energy and E0 is a measure of how well the solution behaves.
It is correlated with the out-of-Siegel violation ∆S which is the worst among all our
considered solutions. Quadratic identities, see table 15, are obeyed within 50–60% at
level 24 and asymptotically give about 70–140% of the expected answer. This indicates
quite a strong influence of higher level coefficients.
The solution remains complex as we go to the infinite level, as it should for consistency
of string field theory. It is not the best one we have found, but still intriguing and fits the
general pattern.
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Figure 9: Real part of energy (left) and Ellwood invariant E0 (right) of ”half brane”
solution with extrapolations through even and odd levels (order 8 and 6 for energy, 4 and
2 for E0).
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Level Energy E0 |∆S| Im/Re
4 −13.6502− 11.1428i −0.371639− 0.0630598i 2.33879 0.94069
5 −7.78572− 7.79998i 0.259216− 0.0735157i 2.02226 1.23991
6 −3.96478− 5.50457i 0.192498− 0.0106103i 1.47997 1.23173
7 −2.95912− 4.81235i 0.363138 + 0.0030746i 1.40856 1.3664
8 −1.71495− 3.78855i 0.347577 + 0.0399685i 1.1451 1.25856
9 −1.33624− 3.50822i 0.429148 + 0.0474i 1.11899 1.32883
10 −0.784977− 2.90236i 0.400591 + 0.0665808i 0.963064 1.2333
11 −0.592433− 2.75421i 0.449341 + 0.0714814i 0.950856 1.27984
12 −0.305058− 2.35461i 0.436324 + 0.0818504i 0.847135 1.21651
13 −0.18996− 2.2641i 0.468871 + 0.0851479i 0.840552 1.25027
14 −0.023760− 1.98195i 0.451942 + 0.0917189i 0.766144 1.20675
15 0.052380− 1.92132i 0.475369 + 0.0941379i 0.762248 1.23276
16 0.155655− 1.71203i 0.46651 + 0.0976461i 0.705981 1.20148
17 0.209629− 1.66878i 0.484197 + 0.0994473i 0.703522 1.2228
18 0.277217− 1.50758i 0.473199 + 0.101914i 0.659292 1.19891
19 0.317445− 1.47525i 0.487073 + 0.103319i 0.657667 1.21717
20 0.363408− 1.34736i 0.480852 + 0.104445i 0.621853 1.19941
21 0.394545− 1.32232i 0.492029 + 0.10555i 0.620743 1.21622
22 0.426713− 1.21841i 0.484336 + 0.10638i 0.591057 1.20258
23 0.451536− 1.19848i 0.493552 + 0.107274i 0.59028 1.21784
24 0.474535− 1.11238i 0.488976 + 0.107413i 0.565206 1.20649
∞(e) 0.68− 0.010i 0.54 + 0.10i 0.23 1.3
σ(e) 0.04 + 0.007i 0.11 + 0.03i 0.01 0.1
∞(o) 0.70− 0.02i 0.52 + 0.09i 0.26 1.3
σ(o) 0.02 + 0.08i 0.10 + 0.03i 0.01 0.3
Table 7: ”Half brane” solution with infinite level fits using even and odd levels. The
extrapolations with the (e) or (o) superscripts are obtained from results at even or odd
levels only respectively.
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4 Solutions without gauge fixing
In the previous section we saw a number of remarkable stable solutions with a clear cor-
relation between the parameter ∆S measuring the violation of the out-of-Siegel equations
and the discrepancy in the energy computed from the action or from Ellwood invariant.
With the exception of the tachyon vacuum these solutions are most likely located beyond
the region of validity of the Siegel gauge. A great achievement would be to relax the Siegel
gauge condition and find appropriate solution for the integer or half-integer D-branes of
the previous section. In this section we will mostly present approaches that do not work.
We hope that this part of our work might inspire others to find a better solution.
The first idea that comes immediately to mind is to forget about the gauge fixing
altogether. This has already been tested at level 2 in [22], where a tachyon vacuum was
found providing 88% of the expected result which is not as good as 96% found in Siegel
gauge [3]. It was concluded, based on the suggestion of Ashoke Sen, that uncontrolled
lifting of flat directions is likely to make numerical work based on gauge invariant actions
less reliable. Eighteen years later, with new codes and much more computer power we
wish to see whether there is a way around it.
So what happens, when one attempts to solve the OSFT equations of motion without
imposing any gauge condition on the string field? The gauge symmetry δΨ = QΛ+[Ψ,Λ]
should in principle generate continuous spectra of solutions, but since at the nonlinear
level it is completely broken by level truncation we get only a discrete set of solutions.
The major issue however is the fact, that solutions found at level L cannot be reasonably
used as starting points for the Newton’s method for L + 2 (or L + 1 in twist non-even
case). In such a case the Newton’s method does not converge within reasonable number
of iterations for majority of solutions, and when it does then the resulting solution is
nowhere near the original one. We have tried to solve this problem by modifying the
homotopy continuation method (see appendix B.1.2) — we have tried to continuously
deform the equations at level L to those at level L+2 and follow the individual solutions.
Not only is this approach computationally much less efficient, but the resulting solutions
are so far away in the coefficient space, that they cannot be thought of as corresponding
to the same physical solution.
The linear homotopy calculations exhibit also a numerical instability caused by the
kinetic term. The BRST charge Q annihilates a part of the string field and its matrix
representation has zero eigenvalues. If the coefficients of the string field also have small
values (which happens for solutions close to perturbative vacuum) then the Jacobian
Qij + 2Vijktk is a badly conditioned matrix and its inversion generates large numerical
errors in the Newton’s method. This prevents us from determining the exact degeneracy
38
of the perturbative vacuum and of nearby solutions even when we use the long double
number format and adapt various settings of the homotopy continuation method.
Our first approach to the problem of constructing solutions beyond the validity of
Siegel gauge was therefore to give up the stability of Newton’s method, and to construct
all solutions using the homotopy continuation method at highest level possible and see
whether there are some with the right properties. Our main criterion of viability was the
proximity of the energy computed from the action and from the Ellwood invariant. We
have also investigated the quadratic identities (2.57). We have found only a qualitative
correlation between these two consistency checks.
4.1 Twist even solutions
Let us now present our results for the twist even case. We have been able to find all
solutions at levels 2 and 4. They correspond to the dots in figure 11 which shows the
complex energy plane. The color of the dot corresponds to the absolute value of the differ-
ence between the energy and the Ellwood invariant, which should agree. The warmer the
color is the better agreement there is. Surprisingly we find rather dense distribution of
solutions throughout the energy plane quite far from its origin. We can see two clusters of
solutions around the perturbative and tachyon vacuum that represent a discrete remnant
of the gauge transformations. The perturbative vacuum turns out to have a nontrivial
multiplicity, which does not happen in Siegel gauge. At level 2 we have confirmed ana-
lytically that it has multiplicity 3, and at level 4 we have estimated its multiplicity to be
over 200.
Getting all solutions at level 6 is practically impossible. There is approximately 243 ≈
8.8 × 1012 solutions. We estimated the required total CPU time to be around 500 000
years with the computers we used. We have decided anyway to compute few millions of
solutions by various methods. In figure 12 we give completely random solutions obtained
by the homotopy method with random solutions to the initial system. The next approach
we tried was to focus on solutions of the homotopy method wherein for the initial system
of equations of the form ti(ρi − ti) = 0 we take solutions which preferentially turn on the
lower order coefficients. In practise, we have assembled a list of integer numbers from 1
to 107 in binary digits. Reading the number from right to left, we set the initial ti to the
digit on the i’th position. Note that the ti correspond to coefficients of the string field in
some canonical order with non-decreasing levels. The results are given in figure 13.
Finally we decided to see whether the notion of improving a solution can be given some
sense using the modified homotopy continuation method, see appendix B.1.2. We have
continuously deformed the system of equations from level 4 augmented by a trivial system
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Figure 10: Colors corresponding to difference between energy and Ellwood invariant.
ti(ρi − ti) = 0 for the level 6 coefficients to the full set of level 6 equations and followed
10 promising solutions. For each of those we have constructed 106 new solutions—out of
the total of 229 ≈ 5.4×108 corresponding to the level 6 coefficients—by allowing different
solutions for the first 20 coefficients at level 6 in the initial exactly solvable starting point
of the homotopy method. The 10 original solutions that we chose at level 4 were our
best bets for the tachyon vacuum, double brane and the ghost brane, and we chose also
some solutions close to the perturbative vacuum. The results of this attempt are given in
figure 14.
The three figures are quite different. Figure 13 shows most solutions, 12 the least.
This indicates that the homotopy method to some extent preserves the character of the
solution. Note that in figures 12 and 14 the cluster around the tachyon vacuum seems to
be relatively smaller. This might be a generic feature of solutions at level 6, but it can
be caused also by our selection of solutions.
Unfortunately we cannot make any decisive claim about the existence of multiple or
ghost brane solutions outside the Siegel gauge. We do not see any ”warm” clusters that
would prove existence of these solutions. However it is quite possible, that at low levels
the relevant solutions are not anywhere close to where they should be. Analogously to
Siegel gauge, see e.g. the tables 4 and 5, we would not be able to recognize them among
the landscape of unphysical solutions which are mere artifacts of the level truncation.
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Figure 11: Twist even universal solutions without gauge fixing at level 2 marked by
framed diamonds and level 4 presented as dots. The color is given by the difference
between energy and Ellwood invariant, see figure 10. The best solutions are red, the
worst are blue.
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Figure 12: A sample of 2 × 107 fully randomly chosen twist even universal solutions at
level 6 without imposing any gauge. Only a tiny fraction of these solutions fits the area
shown in the figure.
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Figure 13: A sample of first 107 ordered twist even universal solutions without gauge
fixing at level 6. The solutions are ordered by systematically switching on and off the
coefficients at the lowest levels in the starting exactly solvable system (at α = 0, see
appendix B.1.2) in the homotopy method. Therefore the solutions appearing in this plot
have most of their coefficients in the initial system equal to zero, and this appears to
translate to a greater chance of ending up near a perturbative or tachyon vacuum.
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Figure 14: A sample of 107 twist even universal solutions at level 6 without gauge fixing
which we obtained from 10 potentially interesting starting points at level 4. There are less
solutions around the tachyon vacuum than around the perturbative vacuum compared to
level 4. There are around 9000 solutions in this figure.
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4.2 Solutions without the twist symmetry
In the previous section we saw that relaxing the twist symmetry (and the singlet condition)
led in the gauge fixed case to new interesting solutions, namely the meronic branes. What
does happen when we relax the twist symmetry for the gauge unfixed case? The number
of string field components grows rapidly, but we were still able to construct all solutions
up to level 4, same as for the twist even case. At level 4 we found around one million
solutions, including of course the twist symmetric ones which take up about 1/64 of
the total number. We have plotted them in figure 15. Clearly, there are many more
solutions compared to the twist even case, but nothing substantially new emerges from
the analysis. There are few reddish dots along the real axis, near integer or half-integer
values −3/2,−1, . . . , 3/2, but statistically this appears insignificant. One would need
other criteria to ascertain the physical significance of these solutions and filter out the
level-truncation artifact solutions.
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Figure 15: Universal solutions without imposing the Siegel gauge and without impos-
ing twist-even condition. Solutions are shown at levels 2 (framed diamonds), 3 (framed
squares) and 4 (circles). There are over 17000 solutions in this figure.
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5 Conclusions, Discussion
This work presents first comprehensive study of the landscape of universal classical solu-
tions in open string field theory. Aside of the tachyon vacuum where we reached level 30
and demonstrated the non-monotonicity of the tachyon vacuum energy as a function of
the level, we have found also a number of intriguing solutions which might correspond to
multiple, ghost or meronic branes. With the exception of the double brane, which seems
to become real at higher levels, the rest of the new exotic solutions violates the reality
condition of string field theory, as they should.
The main question is whether these solutions are indeed true solutions of full string
field theory. For our Siegel gauge solutions we have computed one parameter ∆S which
measures to what extent is the lowest level out-of-Siegel-gauge equation satisfied. This
parameter got closest to zero for the ghost brane, where we also found the best match
between energy computed from the action and the closed string overlap. Also for the
ghost brane the agreement with the conjectured value was the best. What about the
other solutions? Is it possible to deform these solutions slightly away from the Siegel
gauge in a way which would lower the ∆S parameter? One might consider deforming
the set of the equations, to include some of the out-of-Siegel equations, and/or deform
the gauge fixing condition for the solution. We expect that for the physical solutions the
gauge invariants would change slightly towards the correct values, and in its vicinity they
would not change significantly any more.
One possible approach, wherein all components of the string field and all equations are
included without any gauge fixing, does not work as we have discussed in section 4. There
appear too big jumps in Newton’s method when fields at the next level are included. It
is not clear to us why this happens, since it happens even when the Jacobian is not badly
conditioned. We have tried also the least modification of the Siegel gauge equations
by including the lowest level out-of-Siegel component of the string field. Solutions to
our equations then automatically satisfy ∆S = 0. However, we found, that allowing
even the minimal one-dimensional gauge orbit affects the Newton’s method badly. Even
the tachyon vacuum solution is not stable with this scheme. We clearly have to invent
something better.
It is interesting to point out, that even in the Siegel gauge there are very few stable
solutions found from a large number of solutions found at levels 4 to 6. Most solutions
are unstable, which means that typically in the few steps of the Newton’s method the
solution wonders far away. All the solutions with |E| < 30 that we found to be stable
became at some level either singlet and twist even, or became symmetric under the Ω(−1)J
symmetry. It seems that stability likes symmetry, but we do not know why in our case
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this is so.
Most interesting future direction would be to study the cohomology around these
universal solutions. Even for the tachyon vacuum some puzzles and controversies still
remain [37, 38, 39, 40]. Can we see the U(2) symmetry arising for the double brane?
What about the ghost brane, and the meronic branes? Answering these questions in
string field theory might elevate our understanding of these objects to a new level.
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A Ghost current conservation law
In this appendix we derive conservation laws (2.53) for the ghost current jgh which are
helpful for computing the Ellwood invariant. We use the same approach and notation as
in [26] extending the earlier results of [41, 42]. Let us define
Jghn = j
gh
n + (−1)njgh−n =
∮
0
dw
2πi
gn(w)j
gh(w), (A.1)
where we have introduced the function
gn(w) = w
n + (−1)nw−n. (A.2)
We now wish to evaluate the action of Jghn on the Ellwood state 〈E[V ]| ≡ 〈I|cc¯V (i,−i) =
〈0|Ufcc¯V (i,−i), where V is an arbitrary matter primary field with weights (1, 1) and Uf
represents conformal transformation given by f(w) = 2w
1−w2 .
To follow the next steps, we remind the reader that the ghost current transforms
anomalously
j˜gh(w) =
dz
dw
jgh(z) + q
d2z
dw2
(
dz
dw
)−1
, (A.3)
where q = −3
2
and j˜gh ≡ jghw is the holomorphic component of the ghost current in the
new w-coordinate.
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To evaluate 〈E[V ]|Jghn we begin by moving Uf to the right
〈0|Ufcc¯V (i,−i)Jghn =
∮
0
dw
2πi
gn(w)〈0|cc¯V (i,−i)Uf jgh(w) (A.4)
=
∮
0
dw
2πi
gn(w)〈0|cc¯V (i,−i)
(
f ′(w)jgh(f(w)) + q
f ′′(w)
f ′(w)
)
Uf .
The anomalous term can be computed directly, since it does not contain the ghost current
−3
2
∮
0
dw
2πi
gn(w)
f ′′(w)
f ′(w)
= −3
∮
0
dw
2πi
(
wn + (−1)nw−n) w(3 + w2)
1− w4
= −3
∮
0
dw
2πi
(
wn + (−1)nw−n)w(3 + w2) ∞∑
m=0
w4m
=


0 if n = 0 or n = 2k + 1,
−9 if n = 4k + 2, k ∈ Z
−3 if n = 4k.
(A.5)
Let us return to the first term in (A.4) and deform the integration contour, analogously
to [26], so that it shrinks around the point at infinity. There are six points in the complex
plane with possible singularities: 0, ±1, ±i and ∞. Observe that ∮
0
=
∮
∞ follows easily
from the transformations of the functions appearing in (A.4) under w → − 1
w
f
(
− 1
w
)
= f(w),
f ′
(
− 1
w
)
= w2f ′(w),
gn
(
− 1
w
)
= gn(w). (A.6)
We express the contour around 0 as∮
0
= −1
2
∮
(i,−i)
−1
2
∮
(1,−1)
. (A.7)
The residues at ±i are easy to compute using the OPE between the ghost current and
the c ghost
−1
2
∮
(i,−i)
dw
2πi
gn(w)f
′(w)〈0|cc¯V (i,−i)jgh(f(w))Uf
= −1
2
∮
i
dw
2πi
gn(w)f
′(w)〈0|cc¯V (i,−i)
f(w)− i Uf −
1
2
∮
−i
dw
2πi
gn(w)f
′(w)〈0|cc¯V (i,−i)
f(w) + i
Uf
= −2 (in + (−i)n) 〈0|cc¯V (i,−i)Uf . (A.8)
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Finally we compute the residues at ±1. These terms were not present in [26] because
they receive contributions only from the anomalous behavior of jgh. To compute the
contour integrals we introduce coordinate z = f(w)
−1
2
∮
(1,−1)
dw
2πi
gn(w)f
′(w)〈0|cc¯V (i,−i)jgh(f(w))Uf
= −
∮
∞
dz
2πi
gn(f
−1(z))〈0|cc¯V (i,−i)jgh(z)Uf (A.9)
The functions gn(f
−1(z)) turn out to be rational. For large |z| they behave as 2+O(z−2)
for n even and O(z−1) for n odd. The vanishing terms do not contribute due to the
conformal weight of the ghost current, while the constant term for n even contributes
thanks to the ghost number anomaly, note that the ghost charge obeys 〈0|Qgh = 3〈0| so
we get
〈0|cc¯V (i,−i)Uf ×
{
6 if n is even
0 if n is odd
. (A.10)
By combining the three contributions (A.5), (A.8) and (A.10) we get the desired simple
result
〈E[V ]|Jghn =
(
−1
2
(in + (−i)n) + 3δn,0
)
〈E[V ]|. (A.11)
B Numerical algorithms
In this appendix we present various details about the numerical algorithms we have used
and their implementation on multi-core computers. Most of this technology described
below has been used also in our other works [1, 47].
B.1 Solving the equations of motion
In the string field theory we face two different problems that require two different ap-
proaches. One is to find a single solution of the high level equations from a convenient
starting point, while the second problem is to find all solutions of low level equations.
B.1.1 Newton’s method
The first case can be solved very efficiently by Newton’s method. We expand the string
field as |Ψ〉 =∑i ti|i〉. Then we define
Qij = 〈i|QB|j〉, (B.1)
Vijk = 〈V3|i〉|j〉|k〉, (B.2)
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so that the level-truncated action and equations of motion12 are written as
S = − 1
g2o
(
1
2
∑
ij
Qijtitj +
1
3
∑
ijk
Vijktitjtk
)
, (B.3)
fi(t) ≡
∑
j
Qijtj +
∑
jk
Vijktjtk = 0. (B.4)
This system of quadratic equations can be solved efficiently by Newton’s recursion
t
(n+1)
i = t
(n)
i −
∑
j
M−1ij (t
(n))fj(t
(n)), (B.5)
provided that we are given reasonable starting point. The Jacobian matrix Mij is given
by
Mij(t) =
∂fi(t)
∂tj
= −g2o
∂2S(t)
∂ti∂tj
= Qij + 2
∑
k
Vijktk. (B.6)
In practise we continue the Newton’s method iterations until we reach the target
precision for ‖t
(n+1)−t(n)‖
‖t(n)‖ defined using the Euclidean norm.
13 We require precision of
10−12, which is usually reached within 4 or 5 iterations.
We solve the linear equations (B.5) by LU decomposition, which requires O(N3) oper-
ations, where N is the total number of component fields we consider. The calculation of
the matrix Mij has the same complexity, but it takes more time because the vertices Vijk
are factorized into the matter and ghost parts, so that there are more operations to be
done. Naively it seems that evaluation of (B.4) should also have the complexity O(N3),
however notice that it can be expressed in terms of Mij as
fi(t) =
1
2
∑
j
(Mij +Qij) tj. (B.7)
This formula requires only O(N2) operations and it needs only a negligible amount of
time.
B.1.2 Homotopy continuation method
The homotopy continuation method is a very efficient tool for finding all solutions of a
system of polynomial equations. In string field theory we use it to find starting points for
the Newton’s method by fully solving the equations of motion at some low level.
12In Siegel gauge these equations correspond only to a projection b0(Q|Ψ〉 + |Ψ〉 ∗ |Ψ〉) = 0 of the
complete equations of motion.
13For comparison we have tried several other norms for the vector ti and they all give essentially the
same results.
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The homotopy continuation method deals with a system of N polynomial equations
fi(tj) = 0, i, j = 1 . . . N (B.8)
in N variables denoted here as ti. In Witten’s OSFT this system is given by quadratic
equations (B.4). The basic idea of this algorithm is to take a simpler system of equations,
which has explicitly known solutions, and continuously deform both the equations and
their solutions until we reach the target system of equations. We will call the new system
a start system and denote it as gi(tj) = 0. The start system must have at least as
many solutions as the target system, otherwise we could miss some of the solutions. The
simplest choice for the start system is such that each equation is given by a polynomial in
a single variable of the same order as the corresponding target equation. For the quadratic
equations we encounter in OSFT a convenient start system is
gi(tj) = ti(aiti + bi), (B.9)
where ai, bi are some nonzero numbers. For numerical stability it is convenient to choose
them of the same order as the coefficients in the target equations (B.4), for example
ai = max
j,k≤N
|Vijk|, bi = max
j≤N
|Qij |.
In order to track the solutions from the start system to the target system we define a
homotopy map
Hi(tj , α) = (1− α)gi(tj)γ + αfi(tj), (B.10)
where 0 ≤ α ≤ 1 and γ is some non-real complex number. Notice that at α = 0 the
homotopy is equal to the start system and at α = 1 to the target system which we are
interested in. The constant γ is introduced so that we can reach complex solutions of the
target system even when the initial solutions are real for convenience.
The path tracking of the solutions from α = 0 to 1 has to be done in finite steps. We
use the predictor-corrector method with adaptive step-size in α. The algorithm proceeds
via the following steps
1. After n-th step of the algorithm we start with αn and solution t
(n)
i .
2. Increase the homotopy parameter by a given step ∆α so that αn+1 = min(αn +
∆α, 1).
3. Estimate the solution of the deformed equations Hi(tj, α) = 0 at αn+1. The simplest
possibility is t
(n+1)
i = t
(n)
i , however extrapolation of the previous path gives much
better prediction. We use second order extrapolation in our code.
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4. Correct the predicted solution by Newton’s method so that it satisfiesHi(t
(n+1)
j , αn+1) =
0. However the Newton’s method is allowed only given number of iterations M .
5. If Newton’s method converged withinM iterations and the solution satisfies ‖t(n+1)i −
t
(n)
i ‖ < ǫ‖t(n)i ‖ we accept the solution and move to the next step, possibly with
increased ∆α if the solution did not change significantly. Otherwise the solution is
not accepted and we reduce the step-size ∆α by a factor of 2.
6. Return to point 1 and repeat these steps until we reach α = 1 meaning that we
have found a regular solution, or ∆α < (∆α)min showing that the solution of the
deformed system fails to exist at some value of α.
The restrictions on the number of iterations of Newton’s method M and the relative
change of the solution ǫ prevent the solution from jumping to a different path. We typi-
cally choose M = 5 and ǫ ≈ 0.1. The step-size α is chosen initially at 0.01 but it quickly
adapts to a more convenient value controlled by the parameter ǫ. We never let it increase
beyond (∆α)max = 0.1 and drop below (∆α)min = 10
−15 which would indicate that the
target system has fewer solutions compared to the starting one. This does indeed happen
generically for the OSFT equations of motion. Solutions with multiplicity greater than 1
can be run again with smaller value of ǫ to verify their status. In practice, however, solu-
tions with higher multiplicity in OSFT do not arise, except for the perturbative vacuum
when no gauge is fixed.
The complexity of the above algorithm for quadratic equations is N32N , where 2N
comes from the number of solutions and N3 from the Newton’s method. Since the solu-
tions are treated independently this algorithm can be parallelized in a very straightfor-
ward way. With our C++ code we were able to solve fully at most 26 equations with
the available computer resources. Considering that the number of states in OSFT grows
exponentially with the level, we can find all solutions only at very low levels, that is level
6 for twist even solutions in Siegel gauge and less in all other cases. While this work has
been in progress, a similar method was in the meantime implemented in Mathematica 10
for the NSolve function. Nonetheless, we still use our own C++ code since it has a direct
communication with the rest of our codes and the optimalization for OSFT equations
makes it faster.
B.1.3 Modifications of the homotopy method
We have also tried to modify the homotopy method to get a connection between OSFT
equations at two different levels. Assume we have level L1 with N1 states and equations
f
(1)
i (tj) = 0 and level L2 > L1 with N2 states and equations f
(2)
i (tj) = 0. Then we can
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take the start system of the homotopy to be f
(1)
i (tj) = 0 for i = 1, . . . , N1 and some
gi(tj) = 0 for i = N1 + 1, . . . , N2. We have tried two possibilities for gi.
First possibility is to take simple linear equations gi(tj) = aiti. In this case we get only
a single solution at the higher level. This method can be used in case the Newton’s method
for the target system at level L2 does not converge in reasonable amount of iterations.
In Siegel gauge it usually reproduces the known solutions (although it takes significantly
more time). For the calculations without gauge fixing it allows us to find solutions at
level higher that 4, however the solutions are usually very distant from the lower level
solutions. We can also use this approach to make a smooth interpolation of the energy
(or some coefficient) between two different levels. However this interpolation depends on
the choice of gi.
The second possibility is to use gi(tj) = ti(aiti + bi). In this case we get 2
N2−N1 new
solutions for any given solution at the lower level. We have used it to find some solutions
without gauge fixing at level 6 starting from nice solutions like perturbative or tachyon
vacuum in a hope that there exists at least some preservation of the character of the
solution.
B.2 Parallelization
Nowadays, not only supercomputers, but also desktop machines are built with multicore
processors. To take advantage of this fact we have designed most of our algorithms as
parallel codes. Since the key parts of our codes were written in C++, we used OpenMP
library. We had to our disposal a computer time at CESNET and CERIT Scientific Cloud
where we found most convenient for our purposes two machines with similar parameters,
one of them ungu.cerit-sc.cz with 46x6-core Intel Xeon E5-4617 processor and 5TB of
shared memory and another one urga.cerit-sc.cz with somewhat better parameters.
For the computations presented in this paper we have typically used the optimal number
of about 50 cores simultaneously. With more cores there was not a substantial gain in
performance, but to the contrary we would have to wait longer for the assignment of the
requested computer time.
There are three areas where we found parallelization indispensable: computation of
the matter and ghost vertices, Newton’s method and linear homotopy method. The last
of these is embarrassingly parallel, meaning that the computation of the roots proceeds
by independent evolutions of the roots of the deformed system, see Appendix B.1.2.
In Newton’s method we found convenient to speed up the calculations of the Jacobian
matrix (B.6) as well as calculations of its inverse. At the highest levels we were able to
reach (level 30 for tachyon vacuum, or level 26 for the ”half-ghost brane”) where there are
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about O(105) nontrivial coefficients, we had to compute for every iteration of Newton’s
method — usually four or five of them — O(109) entries of the Jacobian matrix, each
requiring about O(10−3) seconds to compute. To reduce the single iteration time under
one day we used 50 cores in parallel with dynamic scheduling. Once a given core finished
computing the assigned entry of the Jacobian matrix, it was assigned a new one. We
have also parallelized the computation of the inverse via LU decomposition by dividing
the matrix row operations between the individual cores.
In the computation of the ghost and matter vertices we formed a three dimensional
array of vertices, where the three directions correspond to the states in the given sector
ordered by level (and some quite random ordering within a given level). We moved through
the array with an obvious triple for-cycle, collapsed for parallel evaluation. It was not
guaranteed that when a given vertex was assigned for computation, all the required lower
ones were already computed. In such a case the given core started computing recursively
also the lower level vertex, which introduced slight inefficiency. We could have in principle
broken every cycle over the basis fields into two: one over the level, and another over fields
at that level. This would have ensured that each vertex is computed exactly ones. However
this approach effectively prevents us from using parallelization due to the overhead time.
It would also require computing all of the auxiliary vertices, while empirically we need
only about half of them. A curious technicality we had to deal with were large errors
arising when one core was writing down a value of a just computed vertex, while another
core was already attempting to read its value. For that matter we have introduced a
boolean array data structure for all the vertices keeping track whether that particular
vertex has been already computed or not.
B.3 Time and memory requirements
The maximal level that can be reached in level truncation is determined by the time
and memory requirements and the availability of suitable computer. In the universal
subsector of the string field theory the memory requirements are more constraining, so
we will discuss them first.
Most of the needed memory is required to store the cubic vertices, even though we kept
them only in the factorized form, in matter and ghost sectors separately. For the initial
calculation we considered only vertices ordered by the cyclic and twist symmetry, so the re-
quired number of vertices in the matter sector with Nmatter states was roughly 1
6
(Nmatter)
3
,
and analogously in the ghost sector when no gauge fixing is imposed. In Siegel gauge,
however, we also need a set of auxiliary vertices both in singlet and non-singlet cases. The
number of auxiliary vertices for the singlet case equals to 1
2
N˜aux(N˜ singlet)2, while in the
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non-singlet case we need states at ghost numbers 0 and 2, so we need N˜Siegel0 N˜
Siegel
1 N˜
Siegel
2
vertices. We use tildes to distinguish purely ghost sector number of states from the com-
bined matter plus ghost theory. The numbers of states in the individual subspaces are
given in table 8, note that in Siegel gauge N˜Siegel0 = N˜
Siegel
2 . Each vertex is a rational
number times a power of
√
3, but for practical purposes we represent it by a real number
with 15 digit precision taking up 8 bytes of memory. The memory needed to store the
vertices is given in table 10. The actual memory requirements are higher by another
1/8th, because for every vertex we need an auxiliary boolean number recording its status,
see appendix B.2 for explanation. In C++ the boolean variables take up full one byte of
memory.
After we evaluate all the matter and ghost vertices and deallocate the auxiliary struc-
tures we restore the full set of vertices in both sectors using the cyclic and twist symmetry.
This process does not require much time and, as we are going to show, it does not increase
the overall memory requirements by much. Storing the full set of vertices is beneficial for
the Newton’s method, because if we had to reorder the indices of the vertices every time
we need to access them, it would slow down the Newton’s method method approximately
by a factor of four. In the Newton’s method itself most memory is needed for the Jacobian
matrix, which scales as N2. Asymptotically in the singlet case N ∼ (Nmatter)
√
2
, so the
Jacobian matrix is using less space than the the cubic vertices.
At level 30 in the SU(1,1) singlet basis one needs approximately 2.6 TB of memory
for the reduced ghost vertices and the auxiliary vertices. The memory for the full set
of matter and ghost vertices is given by twelve times the first column in table 10 and it
equals also approximately 2.6 TB. In reality we need about 3 TB for some intermediate
manipulations and storage of various smaller objects, but the overall memory increase due
to considering full set of vertices is minimal. To demonstrate the usefulness of the matter-
ghost factorization we can compare this number with the memory that would be required
for the non-factorized vertices, which is approximately 4.5 PB, so the factorization reduces
the memory requirements by three orders of magnitude. In the generic Siegel gauge basis
we were able to reach level 26. At this level we needed approximately 1.3 TB for the
evaluation of the reduced ghost vertices and approximately 1.9 TB for the full vertices.
This time the memory requirements grow a bit more, but not by a drastic amount.
When it comes to time, which is needed to execute the calculations, both the cubic
vertices and the Newton’s method play a significant role. The time needed for the cubic
vertices scales primarily with the number of vertices, that is by (Nmatter)
3
and likewise
in the ghost sector. The evaluation of the matter vertices takes significantly less time
than the ghost vertices, for which one needs to evaluate the auxiliary sector. A closer
look reveals that the time to compute a single vertex grows with the level, because the
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conservation laws like (2.43) have more nontrivial terms. So L (Nmatter)
3
is a better
estimate. The time also depends quite significantly on the complexity of the operator
algebra, for example a single vertex in the basis of b and c ghosts takes much less time
than a vertex in the Virasoro basis. Thanks to that, the evaluation of SU(1,1) singlet
vertices and all Siegel gauge vertices at the same level takes a similar amount of time,
despite the fact that the second set of vertices is several times larger.
In the Newton’s method both the evaluation time of the Jacobian matrix and solving
the corresponding system of linear equations by LU decomposition scale as N3. The Jaco-
bian matrix requires 3–4 times more time, because we have to put together the factorized
vertices, so introducing a more sophisticated method to solve the linear equations would
not help us significantly.
Asymptotically at very large level we can expect that the time requirements for New-
ton’s method are going to be dominant, because N3 ≫ N3ghost, but at the available levels
the evaluation of cubic vertices takes similar amount of time. This is caused by several
factors: the auxiliary vertices in ghost sector, large time needed to evaluate a single vertex
due to complexity of the conservation laws and lesser efficiency of parallelization of the
cubic vertex recurrent algorithm.
Now we can discuss the advantages of using the SU(1,1) singlet string field compared
to the generic b and c ansatz. As we mentioned before, the time needed for the cubic
vertices is comparable, but from table 10 we can see that required memory at level 30
is lower approximately by one order of magnitude. In the Newton’s method the use of
SU(1,1) singlet string field reduces the required time also approximately by a factor of 10.
If we wanted to use SU(1,1) singlet string field together with non-singlet basis of vertices,
we would have to multiply the vertices with a transformation matrix, which would take
O
((
Nghost
)4)
operations.
B.4 Extrapolations to infinite level
It has been observed by Taylor [33] that one can obtain remarkably accurate results for
the energy difference in tachyon condensation at higher levels from extrapolating results
at lower truncation levels. Taylor applied Pade´ approximation method to the tachyon
potential (since the tachyon vacuum is located beyond the radius of its convergence),
where all the coefficients were obtained by extrapolation from level truncated string field
theory. This extrapolation is nicely justified by results from his previous paper [48] where
he provided an evidence that the coefficients of the tachyon potential at large levels can
be expanded in a series in 1/L.
Gaiotto and Rastelli [15] have successfully verified Taylor’s predictions up to level 18
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L N˜ singlet N˜aux N˜Siegel1 N˜
Siegel
0,2 N˜
generic
2 2 1 2 1 4
4 5 4 7 3 12
6 11 12 17 8 30
8 22 30 37 20 67
10 42 67 76 44 139
12 77 139 148 89 272
14 135 272 275 171 508
16 231 508 493 315 915
18 385 915 857 561 1597
20 627 1597 1451 970 2714
22 1002 2714 2403 1635 4508
24 1575 4508 3902 2696 7338
26 2436 7338 6224 4360 11732
28 3718 11732 9774 6930 18460
30 5604 18460 15131 10847 28629
32 8349 28629 23119 16742 43820
34 12310 43820 34907 25511 66273
Table 8: Number of states in the ghost BCFT up to a given level with various conditions
imposed. Starting from the left we show the number of states in the SU(1,1) singlet
subspace (which also equals the number of states in the universal matter BCFT, i.e.
N˜ singlet = Nmatter) and in the associated auxiliary space with a single jgh−k operator. Then
we count all states in Siegel gauge with ghost number one and the auxiliary states with
ghost numbers 0 or 2 which happen to be equal. In the last column we impose no gauge
condition, so the number of states is the same as in the generic Virasoro representation.
In the auxiliary spaces we count only states up to one level less compared to the physical
space, because states at the highest level are not needed for the cubic vertices thanks to
the structure of the conservation laws.
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L N singleteven N
singlet NSiegeleven N
Siegel Ngenericeven N
generic
2 3 3 3 3 4 5
4 8 10 9 12 14 20
6 21 29 26 38 43 65
8 51 75 69 106 118 185
10 117 181 171 272 299 481
12 259 413 402 653 712 1165
14 549 895 898 1482 1607 2665
16 1124 1866 1925 3218 3473 5822
18 2236 3760 3985 6726 7233 12230
20 4328 7352 7995 13602 14585 24842
22 8176 14008 15606 26733 28593 49010
24 15121 26085 29736 51232 54678 94235
26 27419 47575 55433 95989 102253 177087
28 48841 85175 101323 176246 187428 326015
30 85604 149938 181927 317724 337366 589128
32 147809 259891 321352 563264 597257 1046705
34 251719 444135 559168 983373 1041392 1831065
Table 9: Number of states in the full string field with various conditions imposed up
to a given level. Left column counts the SU(1,1) singlet states, the middle column gives
number of states in the Siegel gauge string field and finally the right column shows number
of states present in a string field without any gauge fixing. In all three cases we show the
effect of imposing the twist even condition.
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L V singlet V singletaux V
bc V bcaux V
Vir
2 32 B 24 B 32 B 16 B 160 B
4 280 B 480 B 672 B 504 B 2.844 kB
6 2.234 kB 6.188 kB 7.57 kB 8.5 kB 38.75 kB
8 15.81 kB 59.3 kB 71.4 kB 115.6 kB 409.3 kB
10 103.5 kB 472.7 kB 594.3 kB 1.123 MB 25.87 MB
12 617.8 kB 3.185 MB 4.206 MB 8.944 MB 29.11 MB
14 3.198 MB 19.05 MB 26.73 MB 61.35 MB 167.7 MB
16 15.88 MB 103.9 MB 153.3 MB 373.2 MB 977.3 MB
18 73.13 MB 518.7 MB 803.2 MB 2.01 GB 5.067 GB
20 314.9 MB 2.343 GB 3.801 GB 10.17 GB 24.85 GB
22 1.253 GB 10.16 GB 17.25 GB 47.86 GB 113.8 GB
24 4.861 GB 41.69 GB 73.83 GB 211.3 GB 490.9 GB
26 17.97 GB 162.3 GB 299.5 GB 881.5 GB 1.959 TB
28 63.87 GB 604.3 GB 1.133 TB 3.415 TB 7.63 TB
30 218.7 GB 2.109 TB 4.202 TB 12.95 TB 28.46 TB
32 722.9 GB 7.261 TB 14.99 TB 47.15 TB 102. TB
34 2.263 TB 24.16 TB 51.58 TB 165.3 TB 353. TB
Table 10: Minimum memory requirements for storing various sets of ghost vertices. From
the left we give the memory needed for SU(1,1) singlet vertices reduced by cyclic and
twist symmetry (which is the same as for the matter vertices), and the requirements for
the corresponding auxiliary vertices, then the memory needed for the ordered vertices in
Siegel gauge in bc basis, and for the corresponding auxiliary vertices, and finally memory
requirements for ordered vertices without any gauge condition. We assume 8 B of memory
for one number in C++ double format. Note that for the evaluation of the ordered vertices
we need additional 1 B for an auxiliary boolean array. The total memory requirements for
the full unordered set of vertices is given approximately by six times the memory needed
for the ordered vertices.
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by intensive numerical computations, but they also noticed that it is possible to obtain
results for the energy and other observables at higher levels by plainly fitting the results
at lower levels with a polynomial in 1/L of maximum level.14
In this work we have studied many classical solutions in the universal sector which
we obtained from different starting points. For each of those solutions we have computed
several observables, to learn about their relevance from physics point of view. The truth
is that, there is no unique simple universal extrapolation procedure that would work in
all the cases. On the other hand we wanted to avoid a case-by-case analysis, since we
could run into a danger of selecting the fits that confirm our hypotheses.
After some experimentation we have finally adopted the following extrapolation algo-
rithm: For a given solution and a given observable, we compute extrapolations to L =∞
by considering fitting functions of different order, from linear, i.e. a + b/L, to the maxi-
mum order polynomial fit. Then we have repeated the computation with the lowest level
result excluded and checked how much it affected the result. As the ”predicted” value at
L = ∞ we took the one coming from the extrapolation order with the least dependence
on the lowest level included. We had estimated an error of the extrapolation procedure
by considering five best orders and computed the statistical deviation σ. Admittedly,
considering different fitting orders does not correspond to fully random choices, so the
error estimated cannot be entirely trusted. For the tachyon vacuum, the error computed
by this prescription is clearly underestimated, see Table 3, the correct value lives within
4σ from the obtained fit.
For the Ellwood invariant extrapolation there is another option which works quite
nicely. In the twist-even case one can extrapolate separately the results obtained at levels
L = 4k and L = 4k+2, and in twist non-even case one can split the results into four sets
L = 0, 1, 2, 3 mod 4 and obtain 4 different extrapolations. We do not show the results of
this procedure in this work.
Admittedly for some solutions the fits do not quite work, which means that the ex-
trapolation to L =∞ is very sensitive to the number of data point included or the order
of the fitting polynomial chosen. We expect that this happens when the dependence of
the family of level truncated solutions on 1/L is nonanalytic. First, such a non-analyticity
might happen at some fixed level, when the solution changes abruptly its character. This
is the case of the ”half ghost brane” of this paper, or the positive energy solution for the
Ising model in [1]. Another possibility is that the approximate level truncation solution
is jumping between different exact but unstable solutions. This would be the case if the
14Obviously one has to exclude the result at L = 0, or fit with a polynomial in 1/(L + a), where a
is an O(1) constant. For tachyon condensation the results do not depend significantly on a. For the
computations in this work it is conceptually more logical to exclude the results at L = 0 and the first few
lower levels as well, since the more exotic solutions do not exist at those levels.
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solution changed significantly every time a level is increased. Final possibility is that the
dependence of the observable in question is non-analytic in 1/L around zero. This can
be due to a benign periodic modulation in L as we see happening in the case of Ellwood
invariants. More serious issue would be if the series in 1/L were only asymptotic. This
possibility was discussed already in [15] where it was concluded that this is probably
not the case for the tachyon vacuum in Siegel gauge. On the other hand, for the sim-
ple solution [32] studied in L0-level expansion, the energy is indeed given by a divergent
asymptotic sum which has to be resummed.
C First coefficients of the solutions
In this section we show the first three coefficients c1|0〉, Lm−2c1|0〉 and L′gh−2c1|0〉 ≡ c−1|0〉
for the interesting Siegel gauge solutions. It would be nice to compare them with possible
analytic solutions, should they be found.
Level c1|0〉 Lm−2c1|0〉 L′gh−2c1|0〉
2 0.544204 0.0559637 0.19019
4 0.548399 0.0569235 0.205673
6 0.547932 0.0571435 0.211815
8 0.547052 0.0572141 0.215025
10 0.546261 0.0572411 0.216983
12 0.545608 0.057252 0.218296
14 0.545075 0.0572562 0.219236
16 0.544637 0.0572573 0.219942
18 0.544272 0.0572569 0.220491
20 0.543964 0.0572558 0.22093
22 0.543702 0.0572543 0.221288
24 0.543476 0.0572528 0.221587
26 0.54328 0.0572512 0.22184
28 0.543107 0.0572496 0.222056
30 0.542955 0.0572481 0.222243
∞ 0.540493 0.0572118 0.224830
σ 0.000002 0.0000004 0.000001
∞ 0.540493 0.0572127 0.224840
Table 11: First three coefficients for the tachyon vacuum solution.
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Level c1|0〉 Lm−2c1|0〉 L′gh−2c1|0〉
2 −0.248369− 0.583223i 0.085433− 0.300309i −0.137895− 0.282985i
4 −0.009731− 0.482707i 0.124141− 0.15809i 0.008769− 0.250395i
6 0.109579− 0.432809i 0.130541− 0.10662i 0.071990− 0.22202i
8 0.176236− 0.389536i 0.128308− 0.0785356i 0.103823− 0.196227i
10 0.216513− 0.353096i 0.124039− 0.0611306i 0.121856− 0.175035i
12 0.242778− 0.322863i 0.119651− 0.0495016i 0.13296− 0.157939i
14 0.260981− 0.297571i 0.115649− 0.04127i 0.140258− 0.143975i
16 0.274219− 0.276094i 0.112125− 0.035172i 0.145302− 0.132351i
18 0.284219− 0.257563i 0.109046− 0.0304875i 0.148929− 0.12249i
20 0.292009− 0.241335i 0.106352− 0.0267817i 0.151621− 0.11398i
22 0.298231− 0.226934i 0.103984− 0.0237783i 0.153669− 0.106524i
24 0.303307− 0.214002i 0.101889− 0.0212947i 0.155261− 0.099906i
26 0.307519− 0.202268i 0.100023− 0.0192054i 0.156518− 0.093965i
28 0.311068− 0.191522i 0.098352− 0.0174218i 0.157527− 0.088575i
∞ 0.3522− 0.04i 0.066 + 0.009i 0.164− 0.01i
σ 0.0004 + 0.04i 0.002 + 0.002i 0.002 + 0.02i
Table 12: First coefficients for the ”double brane” solution. Note that the coefficients are
likely to become asymptotically real.
Level c1|0〉 Lm−2c1|0〉 L′gh−2c1|0〉
4 −0.13981− 0.782315i 0.0448139− 0.081877i 1.41615 + 0.0787593i
6 0.0065121− 0.563642i 0.0471727− 0.0550217i 0.939357− 0.0158866i
8 0.0545914− 0.469837i 0.0460908− 0.0456129i 0.766149− 0.048512i
10 0.0786389− 0.41484i 0.0448967− 0.0405147i 0.673741− 0.0641042i
12 0.0930916− 0.377582i 0.043875− 0.0371817i 0.615214− 0.07279i
14 0.102743− 0.35013i 0.043023− 0.0347678i 0.574291− 0.0780674i
16 0.109647− 0.328761i 0.042307− 0.0329044i 0.543773− 0.0814451i
18 0.114829− 0.311471i 0.0416966− 0.031402i 0.519957− 0.0836723i
20 0.118861− 0.297076i 0.0411687− 0.030152i 0.500738− 0.0851597i
22 0.122085− 0.284824i 0.0407063− 0.0290871i 0.484822− 0.086149i
24 0.124721− 0.27421i 0.0402965− 0.028163i 0.471369− 0.0867912i
26 0.126914− 0.264886i 0.0399299− 0.027349i 0.459807− 0.0871844i
28 0.128766− 0.256597i 0.0395991− 0.0266232i 0.449734− 0.0873951i
∞ 0.1503− 0.07i 0.035− 0.009i 0.27− 0.09i
σ 0.0006 + 0.01i 0.002 + 0.003i 0.02 + 0.01i
∞ 0.1478− 0.071851i 0.0314867− 0.0093631i 0.269869− 0.0572439i
Table 13: First coefficients for the ”ghost brane” solution. Note the relative importance
of the third coefficient.
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Level c1|0〉 Lm−2c1|0〉 c−1|0〉
4 −0.044501− 0.572857i 0.0326938− 0.0644381i −1.02516 + 0.0482026i
5 0.092967− 0.421043i 0.0353087− 0.0436127i −0.693577 + 0.0431765i
6 0.122358− 0.346867i 0.036831− 0.0357198i −0.576494 + 0.0611767i
7 0.150092− 0.293272i 0.0370089− 0.0295124i −0.501029 + 0.0561691i
8 0.159049− 0.258534i 0.0369315− 0.0261961i −0.45759 + 0.0590126i
9 0.17103− 0.227718i 0.0367733− 0.0228909i −0.423374 + 0.0543592i
10 0.175249− 0.205506i 0.0365268− 0.0207998i −0.400175 + 0.053743i
11 0.181938− 0.183777i 0.0363366− 0.0185415i −0.380316 + 0.0494988i
12 0.184361− 0.167179i 0.0360953− 0.0169636i −0.365661 + 0.0476819i
13 0.188629− 0.149913i 0.0359206− 0.0151925i −0.352527 + 0.0436856i
14 0.190189− 0.136172i 0.0357096− 0.0138652i −0.342316 + 0.0412969i
15 0.193148− 0.121183i 0.0355565− 0.0123346i −0.332897 + 0.0373681i
16 0.194231− 0.108798i 0.0353751− 0.0111178i −0.32531 + 0.0345623i
17 0.196402− 0.0946463i 0.0352417− 0.00967257i −0.318172 + 0.0304738i
18 0.197193− 0.0823945i 0.0350853− 0.00844877i −0.312272 + 0.0271527i
19 0.198853− 0.0674423i 0.0349684− 0.00691792i −0.306642 + 0.0224758i
20 0.199455− 0.0532407i 0.0348324− 0.00547702i −0.301897 + 0.0180795i
21 0.200764− 0.0321788i 0.034729− 0.0033119i −0.29732 + 0.0110322i
22 0.220148 0.0365609 −0.299988
23 0.24517 0.0389438 −0.304649
24 0.257413 0.0400753 −0.305768
25 0.268656 0.0410695 −0.306397
26 0.276103 0.0417286 −0.306422
∞ 0.58 0.07 −0.34
Table 14: First coefficients for the ”half ghost brane” solution.
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Level c1|0〉 Lm−2c1|0〉 c−1|0〉
4 −0.337305− 0.864196i 0.203606− 0.218207i −1.1627 + 0.155229i
5 −0.223613− 0.761672i 0.184722− 0.207311i −0.809587 + 0.190767i
6 −0.045184− 0.679141i 0.179075− 0.138666i −0.681504 + 0.194112i
7 −0.027395− 0.647622i 0.173714− 0.13678i −0.600435 + 0.20938i
8 0.060692− 0.596611i 0.166383− 0.101405i −0.562729 + 0.197846i
9 0.067399− 0.58064i 0.163745− 0.100943i −0.525435 + 0.20574i
10 0.119007− 0.541597i 0.156378− 0.0793106i −0.506944 + 0.192101i
11 0.122334− 0.531723i 0.154835− 0.0792157i −0.485236 + 0.197i
12 0.155776− 0.500668i 0.148223− 0.0647733i −0.473431 + 0.184408i
13 0.157675− 0.493862i 0.147226− 0.0647985i −0.459108 + 0.187791i
14 0.180903− 0.468566i 0.141496− 0.0545498i −0.450464 + 0.176796i
15 0.182085− 0.463539i 0.140808− 0.054617i −0.440241 + 0.179298i
16 0.199067− 0.442506i 0.135877− 0.047002i −0.433418 + 0.169802i
17 0.199846− 0.438611i 0.135378− 0.0470823i −0.425716 + 0.171743i
18 0.21276− 0.420806i 0.13112− 0.0412175i −0.420085 + 0.163518i
19 0.213295− 0.417679i 0.130745− 0.0412992i −0.414049 + 0.165076i
20 0.223424− 0.402371i 0.127043− 0.0366513i −0.409263 + 0.157899i
21 0.223802− 0.399793i 0.126753− 0.0367297i −0.40439 + 0.159184i
22 0.231949− 0.386456i 0.123507− 0.0329594i −0.400239 + 0.152868i
23 0.232221− 0.384285i 0.123278− 0.0330327i −0.396211 + 0.15395i
24 0.23891− 0.372531i 0.12041− 0.0299149i −0.392556 + 0.148346i
∞(e) 0.3057− 0.13i 0.076 + 0.0014i −0.276− 0.06i
σ(e) 0.0007 + 0.02i 0.002 + 0.0003i 0.005 + 0.01i
∞(o) 0.3060− 0.123i 0.0693 + 0.0018i −0.275 + 0.057i
σ(o) 0.0006 + 0.004i 0.0007 + 0.0005i 0.001 + 0.002i
Table 15: First coefficients for the ”half brane” solution. The extrapolations with the (e)
or (o) superscripts are obtained from results at even or odd levels only respectively.
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D Quadratic identities
In this appendix we show how well are the first four quadratic identities (2.57) for both
the Virasoro and ghost current generators obeyed for our most interesting Siegel gauge
solutions. We show the ratios Rn and R˜n introduced in (2.58).
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Level R1 R2 R3 R4
2 1.12793 0 0 0
4 1.06964 1.07986 0 0
6 1.04647 1.0519 1.05352 0
8 1.03459 1.03755 1.04077 1.03698
10 1.02744 1.0293 1.03137 1.03308
12 1.02269 1.02398 1.02537 1.0268
14 1.01931 1.02026 1.02126 1.02232
16 1.01679 1.01752 1.01828 1.01908
18 1.01485 1.01542 1.01602 1.01664
20 1.0133 1.01377 1.01425 1.01474
22 1.01204 1.01243 1.01282 1.01323
24 1.01099 1.01132 1.01165 1.01199
26 1.01011 1.01039 1.01067 1.01096
28 1.00936 1.0096 1.00985 1.01009
30 1.00871 1.00892 1.00913 1.00935
∞ 0.999972 0.999974 0.99998 1.000
σ 0.000009 0.000006 0.00005 0.002
Level J1 J2 J3 J4
2 1.00276 0 0 0
4 1.00581 0.973577 0 0
6 1.00304 0.996478 0.961485 0
8 1.00173 0.998889 0.991382 0.955352
10 1.00105 0.999493 0.996215 0.988281
12 1.00066 0.999696 0.997878 0.994403
14 1.00042 0.999774 0.998633 0.996696
16 1.00026 0.999807 0.999032 0.997807
18 1.00016 0.999822 0.999266 0.998428
20 1.00009 0.999829 0.999413 0.998808
22 1.00003 0.999832 0.999512 0.999057
24 0.999997 0.999835 0.999582 0.999228
26 0.999969 0.999837 0.999633 0.999352
28 0.999948 0.999839 0.999671 0.999443
30 0.999933 0.999841 0.999701 0.999513
∞ 0.999995 0.999996 1.0000 0.999
σ 0.000002 0.000003 0.0002 0.005
Table 16: First quadratic identities of tachyon vacuum.
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Level R1 R2 R3 R4
2 −0.797517+ 1.48063i 0 0 0
4 0.38078+ 0.694967i 0.062054+ 0.235578i 0 0
6 0.612704+ 0.519635i 0.451043+ 0.309178i 0.014913+ 0.290702i 0
8 0.697104+ 0.402875i 0.60919+ 0.328165i 0.4011 + 0.346463i −0.021659+ 0.321987i
10 0.738174+ 0.326964i 0.691165+ 0.290894i 0.561506+ 0.350386i 0.348972+ 0.370768i
12 0.763124+ 0.276214i 0.735675+ 0.252711i 0.652812+ 0.308207i 0.513092+ 0.367442i
14 0.780214+ 0.24022i 0.763086+ 0.222535i 0.705686+ 0.266364i 0.613335+ 0.322764i
16 0.792791+ 0.213325i 0.781631+ 0.19908i 0.739118+ 0.233158i 0.674195+ 0.278458i
18 0.802501+ 0.192361i 0.795041+ 0.180466i 0.761949+ 0.207317i 0.713584+ 0.242893i
20 0.81026+ 0.175452i 0.805218+ 0.165305i 0.778484+ 0.186855i 0.74078+ 0.21504i
22 0.816624+ 0.161432i 0.813226+ 0.152649i 0.791006+ 0.170257i 0.760569+ 0.192937i
24 0.821952+ 0.149539i 0.81971+ 0.141856i 0.800826+ 0.156472i 0.775575+ 0.175017i
26 0.826488+ 0.139254i 0.825077+ 0.132478i 0.80874+ 0.144779i 0.787333+ 0.160166i
28 0.830401+ 0.130215i 0.829604+ 0.124199i 0.815261+ 0.134673i 0.796793+ 0.147606i
∞ 0.8882− 0.01i 0.89− 0.07i 0.87− 0.10i 0.77− 0.2i
σ 0.0007 + 0.04i 0.01 + 0.04i 0.02 + 0.06i 0.07 + 0.2i
Level J1 J2 J3 J4
2 −0.996762+ 1.62962i 0 0 0
4 0.344201+ 0.751959i 0.039738+ 0.246206i 0 0
6 0.604029+ 0.553983i 0.448032+ 0.324584i −0.010686+ 0.295371i 0
8 0.698777+ 0.42207i 0.615048+ 0.340496i 0.398205+ 0.358732i −0.046084+ 0.322118i
10 0.745722+ 0.336541i 0.702378+ 0.297104i 0.567956+ 0.359751i 0.346131+ 0.380163i
12 0.774568+ 0.279701i 0.750376+ 0.253957i 0.664918+ 0.312357i 0.519779+ 0.374602i
14 0.794444+ 0.23971i 0.780209+ 0.220289i 0.721408+ 0.26624i 0.625903+ 0.325478i
16 0.80911+ 0.210102i 0.800529+ 0.194414i 0.757285+ 0.229975i 0.69052+ 0.277423i
18 0.82044+ 0.187247i 0.815294+ 0.174113i 0.781865+ 0.201992i 0.732422+ 0.239121i
20 0.829488+ 0.168999i 0.826536+ 0.157766i 0.799707+ 0.180028i 0.761391+ 0.209326i
22 0.836899+ 0.15402i 0.835404+ 0.144275i 0.813243+ 0.162375i 0.782486+ 0.185855i
24 0.843095+ 0.141441i 0.842595+ 0.132899i 0.823869+ 0.147854i 0.798491+ 0.166974i
26 0.84836+ 0.130673i 0.848555+ 0.123125i 0.832441+ 0.135653i 0.811036+ 0.151455i
28 0.852896+ 0.121303i 0.853584+ 0.114591i 0.839509+ 0.125212i 0.821131+ 0.138441i
∞ 0.919 + 0.01i 0.916− 0.06i 0.91− 0.1i 0.8− 0.2i
σ 0.001 + 0.02i 0.001 + 0.03i 0.03 + 0.1i 0.2 + 0.3i
Table 17: First quadratic identities of ”double brane”.
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Level R1 R2 R3 R4
4 0.161263− 0.0157066i −0.11755+ 0.0603157i 0 0
6 0.494824− 0.0682754i 0.114839− 0.0514479i −0.12916+ 0.0266329i 0
8 0.630135− 0.0701986i 0.442368− 0.08277i 0.099833− 0.0793153i −0.12582 + 0.0012891i
10 0.702753− 0.0664846i 0.595454− 0.078676i 0.412188− 0.097738i 0.094414− 0.0977405i
12 0.748378− 0.0620671i 0.679395− 0.0719109i 0.571049− 0.0885736i 0.391861− 0.109436i
14 0.779907− 0.0579203i 0.731796− 0.065763i 0.661129− 0.0788049i 0.552207− 0.0971392i
16 0.803121− 0.0542292i 0.767567− 0.0605603i 0.718003− 0.0707628i 0.645876− 0.0852009i
18 0.821001− 0.050986i 0.793578− 0.0561871i 0.756899− 0.0643102i 0.705879− 0.0756421i
20 0.835247− 0.0481371i 0.813391− 0.0524828i 0.78512− 0.0590795i 0.747184− 0.0681139i
22 0.846899− 0.0456236i 0.829026− 0.0493099i 0.806536− 0.0547663i 0.777221− 0.0621042i
24 0.856631− 0.043393i 0.841708− 0.0465616i 0.82336− 0.0511485i 0.80001− 0.0572144i
26 0.864899− 0.0414011i 0.852227− 0.0441563i 0.836947− 0.0480669i 0.817891− 0.0531608i
28 0.872024− 0.0396115i 0.861109− 0.0420314i 0.848168− 0.0454063i 0.832301− 0.0497433i
∞ 0.980− 0.010i 0.976− 0.006i 0.98− 0.003i 1.0− 0.01i
σ 0.005 + 0.002i 0.003 + 0.001i 0.01 + 0.008i 0.1 + 0.03i
Level J1 J2 J3 J4
4 −0.0200887+ 0.122136i −0.059915+ 0.153637i 0 0
6 0.416668− 0.0166129i 0.034192+ 0.0150489i −0.094000+ 0.0822858i 0
8 0.598124− 0.0388519i 0.404203− 0.0514278i 0.051587− 0.0359164i −0.101888+ 0.0414975i
10 0.691364− 0.0444604i 0.582434− 0.0575168i 0.389374− 0.0747689i 0.06144− 0.0655705i
12 0.747734− 0.0451485i 0.679136− 0.0557842i 0.565648− 0.0720715i 0.377155− 0.0911473i
14 0.785473− 0.0441157i 0.738547− 0.0525818i 0.665299− 0.065595i 0.551012− 0.0834295i
16 0.812533− 0.0424754i 0.778449− 0.0492812i 0.727649− 0.0595459i 0.652501− 0.0738387i
18 0.832913− 0.0406636i 0.807023− 0.046224i 0.769835− 0.0544249i 0.717113− 0.0657248i
20 0.848837− 0.0388605i 0.828482− 0.0434784i 0.800111− 0.0501454i 0.761233− 0.0591835i
22 0.861641− 0.0371402i 0.845195− 0.041033i 0.822839− 0.046546i 0.793038− 0.0538958i
24 0.872174− 0.0355298i 0.858591− 0.0388553i 0.840512− 0.0434846i 0.816958− 0.0495606i
26 0.881− 0.0340355i 0.869578− 0.0369096i 0.854646− 0.0408499i 0.835561− 0.0459489i
28 0.888513− 0.0326539i 0.878762− 0.0351635i 0.86621− 0.0385574i 0.850429− 0.0428939i
∞ 0.990− 0.004i 0.989− 0.003i 0.98− 0.01i 1.0− 0.1i
σ 0.008 + 0.001i 0.002 + 0.005i 0.02 + 0.04i 0.2 + 0.2i
Table 18: First quadratic identities of ”ghost brane”.
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Level R1 R2 R3 R4
4 0.090457− 0.0460301i −0.0899649+ 0.0173802i 0 0
5 0.301218− 0.0654693i −0.0866234− 0.0365613i 0 0
6 0.465538− 0.080373i 0.0718491− 0.0935994i −0.076282− 0.0510005i 0
7 0.565639− 0.0718453i 0.270247− 0.0894059i −0.058409− 0.0699729i 0
8 0.63279− 0.067889i 0.427954− 0.0908638i 0.089607− 0.110411i −0.045421− 0.0751681i
9 0.680313− 0.0596202i 0.531944− 0.0764609i 0.264976− 0.0979118i −0.029185− 0.0813073i
10 0.715689− 0.0546i 0.60491− 0.0692425i 0.411804− 0.0933335i 0.108545− 0.111606i
11 0.74306− 0.0480294i 0.657003− 0.058987i 0.512538− 0.0768525i 0.265642− 0.0967383i
12 0.764829− 0.0435743i 0.696456− 0.0527597i 0.586407− 0.0679437i 0.402852− 0.089734i
13 0.782601− 0.0383064i 0.726734− 0.0453693i 0.639922− 0.0567514i 0.499345− 0.0731041i
14 0.79737− 0.0344736i 0.751037− 0.0403597i 0.681392− 0.0497334i 0.57262− 0.0635558i
15 0.809862− 0.0300677i 0.77064− 0.0346569i 0.713297− 0.0417992i 0.626371− 0.0521306i
16 0.820569− 0.0266763i 0.787034− 0.0304723i 0.739248− 0.0362901i 0.668887− 0.044676i
17 0.829855− 0.0227611i 0.80073− 0.0257045i 0.760121− 0.0301303i 0.701749− 0.0363905i
18 0.837999− 0.0195636i 0.81253− 0.0219386i 0.777729− 0.0254579i 0.728826− 0.0303896i
19 0.845193− 0.0157231i 0.822644− 0.0174798i 0.792364− 0.0200423i 0.750617− 0.0235758i
20 0.851614− 0.0122536i 0.831554− 0.0135467i 0.80505− 0.0154086i 0.769159− 0.0179504i
21 0.857368− 0.0072802i 0.839341− 0.0079943i 0.815859− 0.0090091i 0.784543− 0.010376i
22 0.8668 0.85094 0.830599 0.803872
23 0.87672 0.862762 0.845128 0.822261
24 0.883501 0.871019 0.855453 0.835521
25 0.889491 0.878216 0.86432 0.846717
26 0.894485 0.88426 0.871793 0.856168
∞ 1.05 1.07 1.10 1.14
Table 19: First quadratic identities of ”half ghost brane”. The extrapolation to infinite
level is made from data starting at level 22, where the solution turns real, and due to
small number of data points we refrain from estimating the error.
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Level J1 J2 J3 J4
4 −0.029033+ 0.0588577i −0.062089+ 0.0840112i 0 0
5 0.157641− 0.0019578i −0.082296+ 0.0227561i 0 0
6 0.36921− 0.0483997i 0.013411− 0.0534062i −0.073446− 0.0123467i 0
7 0.503818− 0.0474286i 0.201283− 0.0603903i −0.062089− 0.0337981i 0
8 0.592633− 0.0504506i 0.37934− 0.0741804i 0.051782− 0.086731i −0.0492229− 0.048218i
9 0.65401− 0.0449088i 0.49951− 0.0620217i 0.221449− 0.0795994i −0.0361502− 0.056114i
10 0.699072− 0.0430237i 0.584579− 0.0583628i 0.380953− 0.0820671i 0.080647− 0.0955275i
11 0.733041− 0.037879i 0.644752− 0.0491875i 0.491874− 0.0666385i 0.234439− 0.0838117i
12 0.759885− 0.0351904i 0.690398− 0.0447765i 0.574293− 0.0600443i 0.381096− 0.0814582i
13 0.781224− 0.0308573i 0.72489− 0.0381386i 0.633574− 0.0494779i 0.485016− 0.0654704i
14 0.798958− 0.0281743i 0.752653− 0.0342751i 0.679789− 0.0437306i 0.565044− 0.0575804i
15 0.813552− 0.0244856i 0.774633− 0.0291939i 0.714895− 0.0363398i 0.623335− 0.0466177i
16 0.826127− 0.021933i 0.793117− 0.0258385i 0.743619− 0.0316996i 0.669794− 0.0401322i
17 0.836727− 0.0186425i 0.808239− 0.0216445i 0.76636− 0.0260717i 0.705291− 0.0323255i
18 0.846112− 0.0161313i 0.821378− 0.018557i 0.785686− 0.0220926i 0.734747− 0.0270492i
19 0.854162− 0.0129158i 0.832385− 0.0146965i 0.801461− 0.0172548i 0.758116− 0.0207854i
20 0.861441− 0.0101148i 0.842192− 0.0114264i 0.815264− 0.0132904i 0.778161− 0.0158399i
21 0.867767− 0.0059878i 0.850555− 0.0067073i 0.826791− 0.0077177i 0.794524− 0.0090816i
22 0.877072 0.862037 0.841547 0.814105
23 0.886448 0.873301 0.855595 0.832165
24 0.893261 0.881584 0.866029 0.845686
25 0.899125 0.88863 0.874786 0.856865
26 0.904233 0.894773 0.882412 0.866568
∞ 1.05 1.07 1.11 1.15
Table 20: First ghost current quadratic identities for the ”half ghost brane”. The extrap-
olation to infinite level is made from data starting at level 22, where the solution turns
real, and due to small number of data points we refrain from estimating the error.
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Level R1 R2 R3 R4
4 −0.0254668+ 0.152203i 0.010316+ 0.14997i 0 0
5 0.097196+ 0.169702i −0.003524+ 0.153827i 0 0
6 0.228046+ 0.130156i 0.013731+ 0.17523i −0.081197+ 0.154249i 0
7 0.283705+ 0.135413i 0.14829+ 0.113421i −0.087436+ 0.164814i 0
8 0.353008+ 0.102987i 0.214195+ 0.116476i −0.089385+ 0.207705i −0.145047+ 0.162232i
9 0.377892+ 0.107193i 0.288029+ 0.0857203i 0.033057+ 0.122652i −0.150934+ 0.171074i
10 0.421476+ 0.0774607i 0.343314+ 0.0835458i 0.103074+ 0.124746i −0.181707+ 0.216821i
11 0.435588+ 0.0796393i 0.379335+ 0.0705448i 0.181364+ 0.0807859i −0.067732+ 0.11432i
12 0.465534+ 0.0554158i 0.417725+ 0.0596881i 0.250181+ 0.081199i 0.001883+ 0.116451i
13 0.474552+ 0.0564077i 0.438632+ 0.0523908i 0.291544+ 0.0606679i 0.082549+ 0.0617309i
14 0.496571+ 0.0364125i 0.465623+ 0.0399908i 0.342339+ 0.0526671i 0.161229+ 0.0668901i
15 0.50277+ 0.0367129i 0.479109+ 0.0351281i 0.367206+ 0.0408396i 0.206479+ 0.0399367i
16 0.519855+ 0.019696i 0.499022+ 0.0229798i 0.403927+ 0.0305051i 0.267914+ 0.0364017i
17 0.524333+ 0.019568i 0.50836+ 0.0193619i 0.420253+ 0.0226855i 0.295996+ 0.0205896i
18 0.538193+ 0.0046751i 0.52379+ 0.0078462i 0.447657+ 0.0120293i 0.341745+ 0.0135492i
19 0.541548+ 0.0042647i 0.530592+ 0.0049416i 0.459073+ 0.0063521i 0.360535+ 0.0030780i
20 0.553226− 0.0090611i 0.543094− 0.0059147i 0.480348− 0.0040256i 0.395226− 0.0051522i
21 0.555811− 0.0096677i 0.548242− 0.0083778i 0.488717− 0.0084371i 0.408528− 0.0127i
22 0.565973− 0.0217918i 0.558777− 0.0186288i 0.505875− 0.0183743i 0.435669− 0.0212189i
23 0.568012− 0.0225408i 0.562791− 0.0208028i 0.512238− 0.0219828i 0.445504− 0.0270113i
24 0.577102− 0.0337083i 0.571978− 0.030511i 0.52656− 0.0314544i 0.467432− 0.0354602i
∞ 0.77− 0.3i 0.7− 0.2i 0.7− 0.5i 1.3− 0.3i
σ 0.08 + 0.1i 0.2 + 0.1i 0.3 + 0.2i 1.0 + 0.8i
Table 21: First quadratic identities for the ”half brane”.
72
Level J1 J2 J3 J4
4 −0.055701+ 0.245633i 0.052169+ 0.16128i 0 0
5 0.041887+ 0.242881i 0.023412+ 0.156761i 0 0
6 0.183144+ 0.187835i −0.001256+ 0.196035i −0.058820+ 0.147982i 0
7 0.258308+ 0.171568i 0.117977+ 0.129273i −0.068422+ 0.154839i 0
8 0.344791+ 0.135071i 0.191007+ 0.135739i −0.096603+ 0.218656i −0.124789+ 0.148995i
9 0.375522+ 0.129992i 0.273188+ 0.0929409i 0.015732+ 0.131073i −0.132311+ 0.155428i
10 0.429112+ 0.0976352i 0.341968+ 0.0934396i 0.090717+ 0.136677i −0.184916+ 0.222345i
11 0.445719+ 0.0944911i 0.381381+ 0.0746219i 0.174395+ 0.0835684i −0.078113+ 0.117994i
12 0.48227+ 0.0691501i 0.428946+ 0.0651746i 0.254169+ 0.0869332i −0.004893+ 0.124189i
13 0.492599+ 0.0666558i 0.451535+ 0.0544234i 0.298183+ 0.0616357i 0.079965+ 0.0617566i
14 0.519375+ 0.0465129i 0.484931+ 0.0433061i 0.357108+ 0.0555869i 0.168148+ 0.0703378i
15 0.526376+ 0.0443563i 0.499373+ 0.0361418i 0.383441+ 0.0408757i 0.215736+ 0.0391807i
16 0.547079+ 0.0277806i 0.523992+ 0.0253508i 0.426059+ 0.0322467i 0.284677+ 0.0380715i
17 0.552109+ 0.0258395i 0.533937+ 0.0200956i 0.443276+ 0.0225003i 0.314154+ 0.0196965i
18 0.56882+ 0.0117481i 0.55297+ 0.010018i 0.475086+ 0.0134993i 0.365502+ 0.0147073i
19 0.572591+ 0.0099581i 0.560196+ 0.0059010i 0.487091+ 0.0064564i 0.385183+ 0.0025303i
20 0.586569− 0.0023416i 0.575537− 0.0034609i 0.511759− 0.0022734i 0.424111− 0.0038056i
21 0.58949− 0.0040201i 0.581005− 0.0068450i 0.520547− 0.0076888i 0.438019− 0.0125519i
22 0.601535− 0.0149767i 0.593824− 0.015569i 0.540377− 0.0159818i 0.468434− 0.0192572i
23 0.603859− 0.0165699i 0.598097− 0.0184537i 0.547059− 0.0203449i 0.478707− 0.0259203i
24 0.614504− 0.0264809i 0.609144− 0.0266206i 0.563521− 0.028181i 0.503212− 0.032609i
∞ 0.77− 0.1i 1.0− 0.1i 1.1− 0.22i 1.4 + 0.2i
σ 0.10 + 0.1i 0.3 + 0.2i 0.8 + 0.08i 0.9 + 0.3i
Table 22: First ghost current quadratic identities for the ”half brane”.
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