We consider the problem of approximating the expected recourse function for two-stage stochastic programs. Our problem is motivated by applications that have special structure, such as an underlying network that allows reasonable approximations to the expected recourse function to be developed. In this paper, we show how these approximations can be improved by combining them with sample gradient information from the true recourse function. For the case of strictly convex nonlinear approximations, we prove convergence for this hybrid approximation. The method is attractive for practical reasons because it retains the structure of the approximation.
A common problem in operations research is the challenge of making a decision now in a way that minimizes the expectation of costs in the future that depend on random events. For example, we may have the situation of determining how much product to ship from plants to warehouses from which we then satisfy demands at di erent retailers. We must decide how much product to ship to each warehouse before we know the retail demand. Once retail demands are known, we are able to optimize shipping patterns between warehouses and retailers.
This problem, and many like it, can be posed as two-stage stochastic programs. The decision made now (in stage 1) determines what state we are in when we have to solve the problem in stage 2. If we could exactly capture the structure of the expected cost function (or recourse function) for stage 2, we would be able to make optimal decisions now. The di culty is that in most cases, the structure of this expected cost function is too complex.
There is an extensive literature on two-stage stochastic programming problems, which is nicely summarized in several recent books (Infanger 1994 and Kall and Wallace 1994) . General solution methods include scenario optimization (e.g., Rockafellar and Wets 1991) , stochastic gradient techniques (e.g., Ermoliev 1983 , Ruszczynski 1980 , Benders decomposition and its variants (e.g., Van Slyke and Wets 1969 , Birge 1985 , and Higle and Sen 1991 , sample path optimization (Robinson 1996) , and other approximation techniques (e.g., Beale et al. 1980) . These techniques are, for the most part, very general and are not designed speciÿcally to take advantage of approximations that may produce good but not optimal solutions.
In this paper, we propose a new algorithm called SHAPE (successive hybrid approximation procedure) that combines an initial nonlinear approximation with iteratively sampled stochastic gradient information. The initial nonlinear approximation can exploit problem structure, while the stochastic gradient information, which is easy to obtain for most problems, tunes the approximation. We describe the algorithm, provide a small numerical illustration, and prove convergence.
Section 1 provides a formal problem statement and introduces the basic idea behind the algorithm. Section 2 presents a method we call the stochastic hybrid approximation procedure (SHAPE) for solving two-stage stochastic programs with recourse. Section 3 presents the proof of convergence of SHAPE. Finally, §4 summarizes the results of this paper and discusses areas of application and further research.
THE BASIC IDEA
Consider a two-stage stochastic programming problem which can be stated as
subject to:
where the recourse function Q(S; !) is given by 
In this model, Equations (1) -(4) deÿne the ÿrst stage problem and Equations (5) -(7) deÿne the second stage problem. The variables x and y are the decision variables of the stage 1 and stage 2 problems, respectively; whereas the parameters c 0 and c 1 represent the ÿrst and second stage vectors of cost coe cients, A 0 ; B 0 ; A 1 are constraint matrices, and u 0 and u 1 are the upper bounds of the decision variables. Note that the second stage problem is deÿned for an outcome ! ∈ from a probability space ( ; F; P). Finally, actions x in the ÿrst stage are communicated to the second stage through the state variable S = (S 1 ; S 2 ; : : : ; S m ), which is characteristically of much lower dimensionality than x. We write the minimization in (1) as a function of x and S, although S is deÿned as a function of x as given in (3).
Our research is motivated by a problem arising in transportation involving the management of large eets of vehicles, referred to as the dynamic vehicle allocation problem. Powell (1988) shows how this problem can be modeled as a multistage network with random arc capacities. The random arc capacities represent forecasted demands that are uncertain. In a typical application, a single stage of the problem might exhibit thousands of random variables, and the state vector S might have dimensionality on the order of 100.
For this application, A 0 ; B 0 , and A 1 are node-arc incidence matrices. Given the large size of the problem, there is a strong desire to take advantage of the underlying network structure. Prior e orts at solving this problem (Frantzeskakis and Powell 1990 , Powell 1988 , and Cheung and Powell 1996 have focused on replacing the expected recourse function in Equation (1) with a piecewise linear, separable functionQ(S), which can be written aŝ
If the approximate functionsQ i (S i ) are piecewise linear, then we can replace the expected recourse function in (1) withQ(S) and solve the approximation as a pure network. In general, this approach cannot produce an optimal solution. Furthermore, replacing a nonseparable function with a separable one will introduce errors, raising the question of whether the approximation can be improved in some way. An alternative approach is to simply replace the recourse function with a stochastic subgradient (note that the recourse function is convex and continuous, but can be piecewise linear), and apply the theory of stochastic subgradients (Ermoliev 1988 and Ruszczynski 1987) . Thus, instead of replacing the recourse function with a nonlinear, separable approximation, we replace it with a linear (and therefore separable) approximation. The result would require iteratively solving problems with the general form
where g k is a smoothed estimate of the gradient of the expected recourse function at iteration k. The linear approximation helps to retain special structure in the ÿrst stage. For example, if constraints (2) -(3) are network ow constraints, then problem (9) is also a network problem. Furthermore, the method is provably convergent. The drawback is that the algorithm is very slow and does little to take advantage of the structure of the recourse function.
In this paper, we would like to combine our ability to build accurate approximations likeQ(S) in Equation (8) with the convergence properties of stochastic subgradient methods. We propose to combine Equations (1), (8), and (9) to form an approximation that at iteration k would be
In this model, we combine a nonlinear, di erentiable approximationQ 0 (S) with a linear correction term ( g k ) T S. With this formulation, we take advantage of the fact that if the problem has special structure (as often occurs with networks), we can construct an initial approximationQ 0 (S) that is separable in a vector S (which is related linearly to x). We then use a linear correction term ( g k ) T S to correct for errors inQ 0 (S). However, we do not calculate g k in the usual manner used for calculating stochastic subgradients. Instead, we solve problems of the form
whereq k is a gradient ofQ k (·) at a point S andQ k (S) is updated using the iteration
where g k is a stochastic subgradient of Q(S; !). As shown later, g k in (10) is a linear combination of g 1 ; g 2 ; : : : ; g k . We show below that this updating mechanism is equivalent to solving problems with the same structure as Equation (10), whereQ 0 (S) is an initial approximation of the problem such as that given in Equation (8).
A STOCHASTIC HYBRID APPROXIMATION PROCEDURE
Consider a general two-stage stochastic program
where X ⊂ R n is a convex compact set and the recourse function Q(x; !) is deÿned by
m is a feasible set for outcome ! in the second stage. We assume that problem (13) has relatively complete recourse. That is, Q(x; !) is ÿnite almost surely for any given feasible x in stage 1. In most dynamic network models, this assumption is valid.
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The stochastic hybrid approximation method is best illustrated by starting from the standard problem
where X is a convex, compact feasible set (we drop the term c T x for succinctness). To illustrate the idea, assume that the objective function Q(x) is bounded and continuous. Suppose that we are given an initial approximation of the expected recourse function, denoted byQ 0 (x), which is bounded and di erentiable. We begin by solving problem (14) with the functionQ 0 (x) and get the initial solution x 0 . Next, we draw a realization of the random quantity, solve the resulting deterministic problem, and obtain a stochastic subgradient of Q(x). We then compare the slope of the stochastic subgradient with the slope ofQ 0 (x) at x = x 0 . The difference of the slopes is used as a linear term to updatê Q 0 (x). Finally, we use the updated approximation to obtain a new solution and then repeat the whole process again.
This method combines the nonlinear approximation approach with stochastic subgradients. Hence, we refer to it as the stochastic hybrid approximation procedure (SHAPE). To present this algorithm mathematically, we let, at iteration k: a k = a (possibly random) positive step-size;
We assume that a convex functionQ 0 (x) is available based on the structure of the problem. Then, we generate a sequence of solutions x k according to the following steps.
Algorithm:. SHAPE
Step 1. Set k = 0 and obtain a strongly convex function Q 0 (x);
Step 2. Obtain x k by
Step 3. Obtain g k and updateQ
Step 4. Check for convergence (for example, an improvement inQ k (x) within the last K iterations). Failing this check, set k = k + 1 and go to Step 2.
As is common with algorithms of this type, the convergence check is heuristic in nature. While we seek theoretical guarantees that the algorithm will eventually converge, in practice, we resort to approximate rules.
Below we provide a simple illustration of how and why the method works, followed in §3 by a proof of convergence.
The algorithm SHAPE is similar in spirit to the auxiliary function method of Culioli and Cohen (1990) . Their method solves sequences of problems with the form
where K(x) is a strongly convex function, and ∇K(x k ) is the gradient of K(x) at x k . In this case, K(x) is a general nonlinear function with no particular relationship to the structure of the problem.
It is useful to contrast the auxiliary function method with SHAPE. If we compare Equation (17) to Equation (16), we can observe that the main di erence between the auxiliary function method and SHAPE is that the function K(x) in (17) is not updated in the optimization process, while the functionQ k (x) in SHAPE is updated iteratively. The advantage of updatingQ k (x) is that the information from the stochastic subgradients used in the previous iterations can be retained. In other words, the objective function in iteration k of the auxiliary function method involves only the stochastic subgradient obtained in iteration k; but the one used in SHAPE involves a weighted average of the stochastic subgradients in the past k − 1st iterations. Therefore, the di erence between the auxiliary function method and SHAPE is similar to that between the steepest descent method and the conjugate gradient method in deterministic optimization.
An Example
To illustrate a step of the hybrid method, we consider the following deterministic minimization problem:
Obviously, the optimal value of problem (2) is attained when x = 2. Suppose we are given an initial convex approximation Q 0 (x):
which is plotted in Figure 1a . We begin by obtaining the initial solution x 0 :
Assume that we obtain a gradient g 0 = − 1 2 at x 0 = 3 2 , as shown in Figure 1a . Then, with step-size a 0 = 3 4 , the updated approximation iŝ
When we minimizeQ 1 (x), we obtain x 1 = 57 32 . The updated approximationQ 1 (x) and Q(x) are plotted in Figure 1b . Figure 1a shows that the gradient g 0 serves as a linear correction term that tilts the initial convex approximation Q 0 (x). In particular, Figure 1b shows that the shape of the updated approximationQ 1 (x) comes closer to that of Q(x). This example illustrates the solution of a deterministic problem. In a stochastic context, g would be based on a realization of the recourse function.
CONVERGENCE OF SHAPE
In this section, we ÿrst state the convergence theorem of SHAPE. Second, we state the Martingale convergence theorem (see Doob 1953 , Neveu 1975 , and Taylor 1990 for details) that has been used to prove the convergence of some stochastic subgradient methods (see, for example, Gladyshev 1965 ). Third, we list some properties of the approximationsQ(·) and establish a bound on the changes of two consecutive x k . Finally, we provide the proof of our theorem. We let H k = ! 0 ; ! 1 ; : : : ; ! k be the history up to (and including) iteration k.
Convergence Theorem of SHAPE
We assume the following: (A.1) X is convex and compact.
(A.2) E ! Q(x; !) is convex, ÿnite and continuous on X.
(A.3) g k is bounded such that g k 6c 1 for each ! ∈ .
(A.4)Q k (x) is strongly convex, meaning that
where b is a positive number which is a constant throughout the optimization process. The term b x − y 2 is used to ensure that the slopeq k (x) is a monotone function of x. When we interchange y and x in (18) and add the resulting inequality to (18), we can write
(A.5) The stepsizes a k are H k measurable and satisfy
and
(A.6)Q 0 (k) is bounded and continuous, andq 0 (x) (the derivative ofQ 0 (x)) is bounded for x ∈ X.
Note that we require that the expected sum of squares be bounded, whereas we must impose the almost sure condition that the sum of stepsizes be inÿnite. We now state our primary theory. THEOREM 1. If (A.1) -(A.6) are satisÿed; then the sequence x k produced by algorithm SHAPE converges almost surely to an optimal solution x * ∈ X * of problem (14).
To prove the theorem, we need to use the Martingale convergence theorem and two lemmas. From the deÿnition, W k is essentially the stochastic analog of a decreasing sequence.
Property of Approximations
In addition to Equations (18) - (19) of Assumption (A.4), the optimal solution for problem (15) at iteration k can be characterized by the variational inequalitŷ
Furthermore, at iteration k + 1.
The ÿrst of the two lemmas below shows that the di erence between the solutions of two consecutive iterations is bounded by the stepsize and the magnitude of the stochastic gradient. The second lemma shows that the approximation Q k (x) is ÿnite.
LEMMA 1. The solutions x k produced by algorithm SHAPE satisfy
where b satisÿes Equation (18).
PROOF. Substituting x by x k in (23), we have
Rearranging the terms, we obtain
Using Equations (19), (22), and 0¡a k ¡1; we get
Applying Schwarz's inequality, we have that
Dividing both sides by x k − x k+1 , it follows that
LEMMA 2. The approximation functionQ k (x) in iteration k can be written aŝ
where r k is a ÿnite vector.
PROOF. Because only linear terms are added to the convex approximation in our algorithm, the approximation in iteration k is the original functionQ 0 (x) plus a linear term
where r k is the cumulative change ofQ 0 up to iteration k: It remains to show that r k is a ÿnite vector for any k. When taking the ÿrst derivative ofQ k (x) in Equation (25), we havê
With that, we can writeQ k+1 (x) in terms ofQ 0 (x):
Therefore, r k+1 and r k are related as follows:
That is, the new cumulative change is a convex combination of the di erence, g k −q 0 (x k ), and the current cumulative change. Since both g k andq 0 (x k ) are ÿnite, there exists a ÿnite, positive vector such that
where the inequality is applied componentwise. Next, we use induction to show that r k 6d for all k. For k = 1, we have r 1 = a 0 (g 0 −q 0 0 )6a 0d : Since a 0 ¡1 and is positive, we have r 1 6d: Assuming that r k 6d, we want to show r k+1 6d: By using this assumption and the deÿnition ofd, Equation (30) implies that
We now return to our main result.
PROOF OF THEOREM 1. or simplicity, we writeq
Step 1. Establish a supermartingale for Theorem 2.
and consider the di erence of T k+1 and T k :
If we write
:
Consider each part individually. First, by convexity of Q k (x), it follows that
From Equation (22) and 0¡a k ¡1, we know that (I)60: Again from Equation (22) and 0¡a k ¡1; we show that (II)¿0: For (III), by the deÿnition that g k ∈ @Q(x k ; ! k+1 );
where Q(x; ! k+1 ) is the recourse function given outcome ! k+1 : For (IV), Lemma 1 implies that
Therefore, the di erence
Taking conditional expectations with respect to H k on both sides, it follows that
where T k ; a k ; and x k on the right-hand side are deterministic given the conditioning on H k : We have replaced Q(x; ! k+1 ) (for x = x k and x = x * ) with its expectation Q(x) because conditioning on H k tells us nothing about ! k+1 : Since Q(x k ) − Q(x * )¿0; the sequence
is a positive supermartingale. Theorem 2 implies the almost sure convergence of W k . Thus,
Step 2. Show that there exists a subsequence k j of k such that x kj → x * ∈ X * a.s.
Summing Equation (32) over k up to K and cancelling the alternating terms of T k gives
Take expectations of both sides. For the ÿrst term on the right-hand side, we ÿrst take the conditional expectation with respect to H k and then over all H k :
Taking the limit as K → ∞ and using the ÿniteness of
Because Q(x k ) − Q(x * )¿0 and ∞ k=0 a k = ∞ (a.s.), there exists a subsequence k j of k such that
By continuity of Q; this sequence converges. That is,
Step 3. Show that x k → x * ∈ X * a:s:
Consider the convergent subsequence x kj in Step 2. By using the expression ofQ k in Lemma 2, we can write T kj as
whered is the positive, ÿnite vector deÿned in (31). When x kj → x * , both the termsd 
Therefore, x k → x * a.s.
SUMMARY
This paper introduces a new method for solving two-stage stochastic programs by combining an initial nonlinear approximation with iteratively calculated stochastic gradients. The motivation of the method is that many problems exhibit special structure that suggest good approximations that will yield high quality, but not optimal, solutions. The SHAPE algorithm provides a way for combining these initial approximations with precise gradient information, producing a convergent algorithm without any loss of problem structure.
One particular feature of SHAPE is that we do not at any time perform smoothing directly on the decision variable. This feature suggests a heuristic application of SHAPE to a class of discrete problems. Consider a two-stage network problem where we are interested in an integer solution. We might be able to develop a piecewise linear approximation for the problem using techniques such as those described in Frantzeskakis and Powell (1990) or Powell and Cheung (1994) . (Because these approximations are piecewise linear and therefore nondi erentiable, we can always satisfy the requirements of SHAPE by adding in a small nonlinear term, which is unlikely to signiÿcantly a ect the ÿnal solution.) The SHAPE algorithm, then, allows us to use these approximations and produce an algorithm that still yields integer solutions that are likely to be better than the solution produced by the approximation alone.
The actual performance of SHAPE depends on its application to problems that exhibit the type of special structure that can be exploited with the initial approximation. Clearly, this question is highly problem dependent. It would be interesting to compare the empirical performance of SHAPE to the auxiliary function method of Culioli and Cohen (1990) , which o ers the same structural properties as SHAPE. At the same time, comparisons should be undertaken against other popular solution methods such as stochastic linearization (Gupal and Bazhenov 1972, Ermoliev 1983) , stochastic decomposition (Higle and Sen 1991) , and sample path optimization (Robinson 1996) .
ACKNOWLEDGMENTS
This research was supported in part by grants DDM-9102134 and DMI-9501446 from the National Science Foundation, and by grant AFOSR-F49620-93-1-0098 from the Air Force O ce of Scientiÿc Research, as well as the Hong Kong Research Grant Council. The authors also gratefully acknowledge the helpful comments of several anonymous referees, who helped simplify the proof of convergence as well as correct some technical issues. The authors appreciate the assistance with some technical aspects of the proof that was provided by Professor Rene Carmona in the Program for Statistics and Operations Research at Princeton University; valuable comments were also o ered by Laura Wynter, UniversitÃ e de Versailles.
