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We use dynamic coherent backscattering to study one of the Anderson mobility gaps in the vibra-
tional spectrum of strongly disordered three-dimensional mesoglasses. Comparison of experimental
results with the self-consistent theory of localization allows us to estimate the localization (correla-
tion) length as a function of frequency in a wide spectral range covering bands of diffuse transport
and a mobility gap delimited by two mobility edges. The results are corroborated by transmission
measurements on one of our samples.
A quantum particle is trapped in a three-dimensional
(3D) disordered potential if its energy E is lower than
the so-called mobility edge (ME) Ec. As was discovered
by Philip Anderson in 1958, quantum interferences may
increase Ec to values that are much larger than the clas-
sical percolation threshold, an energy below which a clas-
sical particle would be trapped [1, 2]. The link between
Ec and the statistical properties of disorder has been re-
cently studied in experiments with ultracold atoms in
random optical potentials [3, 4]. In contrast to quan-
tum particles, classical waves—light or sound—may be
Anderson localized by disorder only in a band of in-
termediate energies (or frequencies), the impact of dis-
order becoming weak in both high- and low-frequency
limits [5, 6]. One thus expects a mobility ’gap’ delim-
ited by two MEs instead of a single ME. This is due
to the difference between dispersion relations of quan-
tum and classical waves [7, 8]. Resonant scattering may
further complicate the spectrum by shifting the mobil-
ity gap or splitting it into several narrower ones. Mo-
bility gaps can also exist for quantum particles when
the disordered potential is superimposed on a periodic
one—a common situation for electrons in crystals with
impurities [9]. In the present Letter we report the first
experimental observation of a mobility gap for classical
waves. To this end we take full advantage of experimen-
tal techniques available for classical waves but very dif-
ficult, if not impossible, to put in practice for quantum
particles and, in particular, for electrons in disordered
conductors. We perform frequency-, time-, position- and
angular-resolved ultrasonic reflection and transmission
experiments in strongly disordered ‘mesoglasses’—elastic
networks of brazed aluminum beads. The results are
compared with the self-consistent theory of localization
to precisely locate the two MEs and to estimate the local-
ization length ξ throughout the mobility gap. ξ diverges
at the MEs, as expected.
Among the many definitions of Anderson localization,
two of them rely either on the exponential decay of eigen-
modes at large distances or the vanishing of diffusion
[10]. However, strictly speaking, both only apply in
an infinite disordered medium, and not in experiments
which involve finite samples with often open boundaries.
In the latter case, waves can leak through the sam-
ple boundaries to the surrounding medium; hence, the
eigenmodes no longer decay exponentially at large dis-
tances (because waves propagate freely outside the sam-
ple), and the transport is no longer blocked completely,
even though wave diffusion is suppressed exponentially.
This is why important efforts were devoted in recent years
to study signatures of Anderson localization in finite 3D
samples that can be seen as representative portions of
infinite disordered media in which waves would be An-
derson localized. The most impressive successes were
achieved for quantities measured in transmission where
time- and position-resolved measurements of wave inten-
sity allowed unambiguous observation of Anderson local-
ization of elastic waves [11], without complications due to
absorption. However, an important shortcoming of such
measurements is the weakness of transmitted signals that
decay exponentially with sample thickness L making the
regime of very strong localization L/ξ ≫ 1 inaccessible.
Even in the diffuse regime, the transmitted intensity may
become so weak that the measured signal is dominated
by other, presumably weak phenomena (e.g., nonlinear
effects or fluorescence in optics) which can be misinter-
preted as a signature of Anderson localization [12, 13].
To circumvent the difficulties of transmission experi-
ments, we develop a new approach to Anderson localiza-
tion of waves based on time- and angular-resolved reflec-
tion measurements. The total reflection coefficient of a
thick disordered sample is close to unity because almost
all the incident energy is reflected, allowing for comfort-
able signal levels even deep in the localized regime. For
a plane wave incident upon a slab of weakly disordered
medium, kℓ≫ 1, the average reflection coefficient R(θ) is
known to be almost Lambertian, but with a two-fold en-
hancement within a narrow angular range ∆θ ∼ (k0ℓ∗)−1
around the exact backscattering direction θ = 0 [14–18].
Here k and k0 are the wave numbers inside and outside
2the sample, respectively, and ℓ and ℓ∗ are the scattering
and transport mean free paths. If the incident wave is a
short pulse, the shape R(θ, t) of this coherent backscat-
tering (CBS) peak evolves in time whereas its relative
amplitude remains constant [19–21]. The width ∆θ of the
CBS peak decreases with time according to ∆θ2 ∝ 1/Dt,
where D is the wave diffusion coefficient, as can be eas-
ily found from the solution of the diffusion equation [18].
CBS is a very general phenomenon due to constructive
interferences of partial waves that follow time-reversed
paths in a disordered medium. It was observed for light
in suspensions of small dielectric particles [14–16] and
clouds of cold atoms [22], sound [20, 21], seismic [23] and
matter [24] waves. Being an interference phenomenon,
CBS seems natural to use as a probe of Anderson local-
ization. However, the stationary (time-integrated) CBS
peak was predicted to be only weakly affected by local-
ization effects, with the most pronounced effect being the
rounding of its tip which can also be due to absorption
[25]. Optical experiments confirmed the rounding of the
tip [26, 27], but the conclusion that this behaviour was
caused by Anderson localization of light [27] was not sup-
ported by transmission measurements performed on the
same or similar samples [28, 29]. In this context, the dy-
namic CBS is more promising as a probe of Anderson lo-
calization because its shape is independent of absorption
provided the absorption coefficient is spatially uniform
on average, and its width ∆θ explicitly depends on the
diffusion coefficient D. In a different context, recent the-
oretical work suggests that dynamic CBS of cold atoms
in a random potential may serve as a probe of Anderson
transition [30].
In this Letter we report measurements of CBS from two
of our mesoglass samples composed of aluminum beads
brazed together (volume fraction ∼ 55%) to form an elas-
tic network. The samples have the shape of slabs with
cross-sections of 230×250 mm2 much larger than thick-
nesses L1 = 25± 2 mm and L2 = 38± 2 mm of samples
L1 [see Fig. 1(a)] and L2, respectively. They were wa-
terproofed so that experiments could be performed in
a water tank with immersion transducers or transducer
arrays and the pores between the beads held under vac-
uum during all measurements. The samples are similar to
those used in previous studies [11, 31], but instead of be-
ing monodisperse have a mean bead diameter of 3.93 mm
with a polydispersity of about 20%, which helps to ran-
domize bead positions. The samples also have stronger
elastic bonds between beads than previous samples, vis-
ible in Fig. 1(b). These differences influence the fre-
quency dependence of amplitude transmission coefficient,
shown in Fig. 1(c). Coupling between the individual reso-
nances of the beads leads to frequency bands of relatively
high transmission whose widths depend on the coupling
strength [11, 32], but these bands are narrow enough in
our samples to cause transmission dips to appear in be-
tween. The depth and width of the dips are lessened by
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FIG. 1. (a) Sample L1. (b) Bead structure of sample L1.
(c) Amplitude transmission coefficient of ultrasonic waves
through samples L1 and L2 as a function of frequency.
the polydispersity and greater inter-bead bond strength
compared with the monodisperse samples.
These dips may correspond to Anderson mobility gaps
but one has to study the nature of wave transport in the
corresponding frequency ranges to claim anything with
certainty. Here we report a detailed study of wave trans-
port around the transmission dip at 1.23 MHz. Ultra-
sound is very strongly scattered near this frequency; we
have measured the product kℓ as small as kℓ <∼ 3. More
details of sample L1 can be found in a previous work
[33]. Sample L2 is too thick and too strongly scattering
for many of the conventional methods of sample char-
acterization in transmission to work. As no detectable
coherent signal could be transmitted through L2 in the
frequency range of interest, measurements of k and ℓ from
the coherent pulse [34] are not possible. However, both
samples were fabricated using the same technique and
have very similar composition, so that estimates from
coherent measurements on sample L1 are expected to be
a good approximation for L2 as well.
We measure the backscattered intensity using ultra-
sonic transducer arrays, placed in the diffuse far field of
the samples (for details, see the Supplemental Material
[36]). A time-dependent ‘response matrix’ was gathered
by emitting with each element in turn, and recording
the time-dependent backscattered field with all elements
[21, 33]. An average over configurations of disorder was
performed by translating the array parallel to the sample
surface and acquiring the response matrices for different
positions. To obtain results as a function of both time
t and frequency f , the data were filtered using a Gaus-
sian envelope of standard deviation 0.015 MHz, centered
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FIG. 2. Dynamic CBS profiles in the diffuse regime (1.65
MHz) (a,b) and in the localized regime (1.22 MHz) (c,d). The
results in (a,b) are for sample L1, and in (c,d) for sample
L2 (note the different angular scales). In (a,c) theoretical
fits (lines) and experimental data (symbols) are shown for
three representative times. In (a), the data are fitted using
diffusion theory, giving diffusion coefficient D = DB = 0.7
mm2/µs [35], whereas in (c) SC theory is used, giving ξ = 16.5
mm. Additional examples are shown in the Supplemental
Material [36]. In (b,d) experimental CBS profiles are shown
as a function of both time and angle. The profile narrows
quite rapidly in the diffuse regime (b), but is almost constant
over the accessible range of times in the localized regime (d).
around f . As has been previously reported [33], these
backscattering data show significant contributions from
recurrent scattering due to the signal entering and leav-
ing the sample near the same spot [33, 37]. Recurrent
scattering complicates the analysis of CBS peaks, as it is
difficult to determine the (roughly flat) background in-
tensity level corresponding to large angles θ. The recur-
rent scattering contribution was removed from the total
backscattered intensity following the approach developed
previously [33].
To eliminate the effect of absorption, the time-
dependent CBS profiles R(θ, t), where θ is the angle be-
tween source and receiver elements of the ultrasonic ar-
ray, are normalized by R(0, t) [36]. Analogously to trans-
verse confinement measurements in transmission [11], ab-
sorption cancels in the ratio R(θ, t)/R(0, t). Representa-
tive profiles R(θ, t)/R(0, t) are shown in Fig. 2.
To obtain a quantitative description of our data, we use
the self-consistent (SC) theory of Anderson localization
with a position-dependent diffusion coefficient D(z,Ω)
presented in Refs. [38, 39]. First, D(z,Ω) is determined
from an iterative solution of the self-consistent equa-
tions for each depth z inside the sample (0 ≤ z ≤ L).
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FIG. 3. Experimental results (symbols) and theoretical pre-
dictions (lines) for sample L1. Plotted is the reciprocal of the
square of the half width at half maximum of the CBS peaks,
∆θ−2(t) (error bars are smaller than symbol sizes). Three
representative frequencies are shown: f = 1.65 MHz (dif-
fuse regime, diffusion coefficient DB = 0.7 mm
2/µs extracted
from the fit), f = 1.18 MHz (slower diffusion as a ME is ap-
proached; correlation length ξ = 2.1 mm), and f = 1.22 MHz
(Anderson localization; localization length ξ = 12.5 mm).
The inset shows theoretical predictions for longer times.
Second, the two-dimensional spatial Fourier transform
of the intensity Green’s function C(q⊥, z, z
′ = ℓ∗B,Ω)
is calculated using this D(z,Ω). Here ℓ∗B is the trans-
port mean free path in the absence of Anderson local-
ization effects. Finally, the CBS profile R(θ, t) is ob-
tained as a Fourier transform of R(q⊥,Ω) = D(z =
0,Ω) ∂C(q⊥, z, z
′ = ℓ∗B,Ω)/∂z|z=0 where q⊥ = k0 sin θ
[36]. Fits to the experimental data obtained from this
theory are shown in Fig. 2(c). We refer the reader to
Ref. [36] for the details of the fitting procedure. For a
given frequency f , important outcomes of the fitting pro-
cedure are the location of f with respect to the ME fc
(indicating whether wave transport at f is extended or
localized) and the value of the localization length ξ that
characterizes the closeness to a ME and the extent of
localization effects [40].
CBS profiles shown in Fig. 2(a,b) exhibit the narrow-
ing with time predicted by the diffusion theory. How-
ever, when approaching f = 1.20 MHz and beyond, the
narrowing of CBS profiles slows down considerably (see
Fig. 2(c,d) and Fig. S1 of Ref. [36]). Such a slowing
down is expected when a ME of the Anderson transition
is approached and crossed because the width of the CBS
peak ∆θ behaves, roughly speaking, as the inverse width
of the diffuse halo at the surface of the sample. The lat-
ter grows without limit in the diffuse regime but cannot
exceed a value on the order of the localization length ξ in
the localized regime. Hence, the corresponding CBS pro-
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FIG. 4. The ratio of sample thickness L to the localization
(correlation) length ξ obtained from fits to experimental CBS
profiles (sample L1—red stars, sample L2—green squares)
and transverse confinement (TC) data (sample L1—open cir-
cles). Error bars represent variations of L/ξ that increase the
reduced χ2 by unity; error bars are smaller than symbol size
for transmission results. Fuzzy vertical gray lines show our
estimates of mobility edges.
file stops shrinking and its width ∆θ saturates. This is
illustrated in Fig. 3 where the different types of behavior
can be clearly distinguished.
We performed systematic fits of SC theory to our data
for frequencies from 1.17 to 1.27 MHz for both samples
L1 and L2, thereby determining the frequency dependen-
cies of the localization (correlation) length ξ. The results
are shown in Fig. 4 where MEs at approximately 1.20
and 1.24 MHz are indicated by fuzzy vertical gray lines.
The Anderson mobility gap is clearly visible in between,
whereas the wave transport is diffusive for frequencies
below 1.20 and above 1.24 MHz. Other and possibly
multiple mobility gaps can exist in our samples outside
the frequency range from 1.17 to 1.27 MHz that we ex-
plored. It is important to note that although the position
of the Anderson mobility gap that we have found coin-
cides with one of the dips in the transmission spectra of
Fig. 1(c), the latter is not sufficient to claim the exis-
tence of the former. Indeed, a dip in transmission can
simply correspond to spectral regions with a low den-
sity of states—precursors of band gaps in larger samples.
It is important to prove that the wave transport corre-
sponds to strongly suppressed diffusion that is consistent
with Anderson localization, in order to claim an Ander-
son mobility gap. This is achieved here by comparing
experimental results with SC theory of localization.
To support our conclusions based on CBS measure-
ments, we performed complementary experiments and
analysis in transmission on sample L1. We used the tech-
nique of transverse confinement, which has been previ-
ously established as an unambiguous method of observing
localization [11]. The experimental method and compari-
son of measurements with SC theory have been presented
in detail in Refs. [11, 41, 42]. As can be seen in Fig. 4, the
results of transmission and reflection experiments agree
reasonably well. From the combination of these mea-
surements we estimate the position of MEs to be 1.198 ±
0.001 MHz and 1.243 ± 0.007 MHz. Inside the mobility
gap the measured localization length reaches a minimum
of 6.5 mm (3.8 times smaller than sample thickness). The
CBS results fluctuate much more with frequency, as do
the CBS profiles themselves, especially around the upper
ME where the position of the ME is less clear than for the
lower ME. While large fluctuations are to be expected in
this regime, the precision of future measurements could
be improved with a greater amount of configurational av-
eraging, longer measurement times, and a wider angular
array aperture.
Figure 4 may be used to estimate the critical expo-
nent of the localization transition ν because one expects
ξ(f) ∝ |f − fc|−ν for f in the vicinity of a ME fc. As
can be seen in Fig. 4, L/ξ looks approximately linear as a
function of f when it crosses the axis L/ξ = 0, leading to
ν ≈ 1. It should be understood, however, that this result
has large uncertainties due to the spread of data points
in Fig. 4 (especially at the upper ME). In addition, Fig.
4 is obtained by fitting the experimental data with SC
theory which is known to yield ν = 1 in contradiction
with numerical calculations [43] and may thus bias the
result. More work is needed to obtain accurate estimates
of ν for the localization transitions reported here.
In conclusion, we have employed the dynamic CBS
effect to demonstrate an Anderson mobility gap in the
spectrum of ultrasound scattered in a 3D strongly dis-
ordered elastic network. Performing our measurements
in reflection instead of transmission as in previous works
[11, 31] ensured a sufficiently strong signal throughout
the mobility gap, even for a very thick sample. This is
a significant advance, as previous experiments were only
able to reveal a single mobility edge [31]. Fits to the data
by the self-consistent theory of localization yielded pre-
cisely the locations of the two mobility edges that serve
as bounds of the mobility gap, and the localization length
ξ as a function of frequency. We were able to corrobo-
rate these results via transmission measurements on one
of our samples. This work demonstrates the potential of
dynamic CBS experiments to study localization effects in
thick samples where transmission measurements are diffi-
cult or impossible, allowing us to access the deeply local-
ized regime where ξ ≪ L. The thickness-independence
of backscattering in a wide range of times provides an
important advantage in the investigation of critical be-
havior where the elimination of finite-size effects is de-
sired. This approach, made possible by a combination of
modern experimental techniques with a careful theoreti-
cal description, can be extended to other classical waves
(light, microwaves) as well.
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6Supplemental material
INTRODUCTION
This document provides further information on the
experimental techniques, the self-consistent theory for
backscattered intensity, and the procedure used to fit the
predictions of this model to experimental data. Repre-
sentative values of the best-fit parameters are also pre-
sented and discussed.
EXPERIMENTAL METHOD
In this section, we give additional details on the
backscattering experiments that we performed to demon-
strate a robust new approach for investigating 3D Ander-
son localization. As emphasized in the letter, time- and
angle-resolved backscattering experiments have several
important advantages compared with the transmission
measurements used in previous studies, enabling inves-
tigations of Anderson localization all the way through
any mobility gap. Access to the deeply localized regime,
where ξ << L, obviously requires that the signals emerg-
ing from the medium be large enough to be measurable.
In transmission, this requirement is difficult, if not impos-
sible, to satisfy. In previous works, transmission through
the samples was so greatly reduced inside the transmis-
sion dips (where a mobility edge was demonstrated) that
measurements were not possible all of the way through
the mobility gap, the most deeply localized regime was
inaccessible, and the upper mobility edge could not be
identified [S1, S2]. By contrast, the reflection geometry
that we employ here capitalizes on the distinct advantage
that backscattered ultrasound is not affected by this lim-
itation, allowing arbitrarily thick samples to be studied,
and a complete investigation of the entire localization
regime to be carried out. In addition, backscattering
measurements are independent of sample thickness over
a significant range of times before the detected signals
have been able to reach and travel back from the far side
of the sample. This not only simplifies the interpreta-
tion of the current backscattering measurements but will
also enable future investigations of critical behaviour in
which finite size effects can be eliminated. It is these con-
siderations that motivated the design of our backscatter-
ing experiments, and have led to the significant progress
in the investigation of 3D Anderson localization that is
highlighted in the conclusions of our letter.
Given these advantages of backscattering measure-
ments, one might wonder why we have focused on dy-
namic coherent backscattering rather than near-field de-
tection of the time-dependent transverse intensity pro-
file at the surface of the sample. Such dynamic trans-
verse profile measurements would be expected to give
the same type of (absorption-free) information on local-
ization as was obtained previously in transmission [S3],
but with all of the additional advantages of the reflection
geometry. While this is true in principle, we found that
practical limitations preclude effective measurements of
this type in reflection. Specifically, near-field measure-
ments in reflection are extremely problematic because the
placement of transducers at the sample surface leads to
spurious reflections between the generator, sample sur-
face, and detector. In addition, the generation and de-
tection transducers get in the way of each other, making
measurements difficult and data for some positions sim-
ply inaccessible. We also tried making measurements of
the near-field transverse profile through the use of ultra-
sonic arrays in direct contact with the sample surface,
but these were plagued by crosstalk between transducer
elements during emission, which interfered with the de-
tection of the interesting signals that have penetrated in-
side the sample. In addition, placing an array in contact
with the sample complicates the boundary conditions.
In contrast, coherent backscattering enables the spatial
Fourier transform of the entire spatial intensity profile
to be measured in the far-field with a single ultrasonic
transducer array, making it the perfect tool to investigate
the growth (or not) of the transverse width in reflection.
The backscattering experiments, as well as the trans-
mission measurements used to corroborate the results for
sample L1, were carried out by immersing water-proofed
samples and transducers in a large water tank. The pores
between the brazed beads in the samples were held under
vacuum, thus ensuring that ultrasonic transport inside
the sample was confined to the elastic bead network, and
that both backscattering and transmission experiments
were performed under the same conditions (apart from
placement and type of ultrasonic emitters and detectors
used). Thus, although both longitudinal and transverse
elastic waves are present inside our solid samples, the
emitted and measured signals for all experiments have
longitudinal polarization (acoustic waves in water).
In backscattering, the response matrix was measured
for sample L1 (L2) using 64 (128) elements of a linear
ultrasonic array with a central frequency of 1.6 (1.0)
MHz, capable of emitting/detecting signals for a fre-
quency range of 0.6 - 1.9 MHz (0.5 - 1.4 MHz). Ut-
most care was taken to ensure that all possible contri-
butions due to stray background signals were eliminated
from the backscattering data by systematically search-
ing for such contributions, removing them where possi-
ble, and analysing the data only over the range of times
where valid data, uncontaminated by stray signals, were
detected. For example, careful placement of the array
and sample, the design of a support system for the sam-
ple that eliminated spurious reflections, as well as checks
with (temporarily inserted) reflecting or opaque objects,
were used to ensure that effects from the edges of samples
were negligible. The use of short pulses and a large water
7tank ensured that reflections from the sides of the tank
arrived after the backscattered signals from the sample.
The data were analyzed only for times greater than 40
µs (to discard any vestiges of specular reflections from
the sample surface and single scattering, which might
have persisted despite the sophisticated filtering tech-
nique that were used to remove these contributions [S4])
and for times less than 200 (120) µs for L1 (L2) (to reject
contributions from echoes between the array and sam-
ple). Similar care was employed to ensure that only mul-
tiply scattered signals from inside the sample were anal-
ysed for the transmission measurements on L1 (see Refs.
[S1, S2] for details on similar transmission experiments).
For configurational averaging of the backscattering
data, the array was translated parallel to the sample,
acquiring response matrices at 302 (66) different posi-
tions. The distance between the array and sample was
182 (136) mm, so that the backscattering experiments
were carried in out in the far field, which for diffuse waves
is defined by the condition a ≫ √DBt (a is the sample-
array distance, DB is the Boltzmann diffusion coefficient,
t is time). In the diffuse regime (e.g., 1.65 MHz for sample
L1), DB for sample L1 has been measured to be approx-
imately 0.7 mm2/µs, and the longest times experimen-
tally available to us are 210 µs, so the approximation of
a = 182 mm ≫ √0.7× 210 ≈ 12 mm is valid. In the lo-
calized regime, the dynamic spreading of the diffuse halo
is less, so that the far-field limit is even better respected.
After filtering the recurrent scattering contribution,
the bandwidth-limited time-dependent CBS profiles
R(θ, t) were extracted from the conventional multiple
scattering contribution to the response matrix. The dy-
namic CBS profiles were normalized to eliminate the in-
fluence of absorption by dividing R(θ, t) by R(0, t), since
at time t the effect of absorption on the numerator and
denominator of this ratio is the same, and therefore can-
cels. Typical results near the lower mobility edge are
shown in Fig. S1, where the data are compared with the-
oretical predictions as described in the next two sections.
SELF-CONSISTENT THEORY FOR DYNAMIC
COHERENT BACKSCATTERING
Our theoretical model to describe the dynamic coher-
ent backscattering (CBS) of ultrasound is based on the
equations of self-consistent (SC) theory of Anderson lo-
calization with a position- and frequency-dependent dif-
fusion coefficient D(r,Ω) as derived in Ref. [S5]. In these
equations, the scattering mean free path ℓ should be re-
placed by ℓ∗B—the transport mean free path in the ab-
sence of localization effects— to account for the scatter-
ing anisotropy of our samples (ℓ∗B > ℓ).
To define the mobility edge (ME) and the localization
length, we first analyze SC equations in the infinite 3D
medium where D becomes independent of position. For
the stationary (Ω = 0) diffusion coefficient we obtain
D = DB
[
1− 3µ
(kℓ∗B)
2
]
, (S1)
where DB is the (Boltzmann) diffusion coefficient in
the absence of localization effects and an upper cut-off
qmax
⊥
= µ/ℓ∗B (with µ ∼ 1) was introduced in the inte-
gration over the transverse momentum q⊥ = {qx, qy} in
order to regularize the integral. Here we break the sym-
metry between q⊥ and qz to anticipate the experimen-
tal geometry of a disordered slab perpendicular to the z
axis. A ME of the Anderson transition at kℓ = (kℓ)c cor-
responds to µ = 1
3
(kℓ)2c(ℓ
∗
B/ℓ)
2. In the localized regime
kℓ < (kℓ)c, an analytic solution of the equations of SC
theory can be obtained for a point source emitting a short
pulse at r′ = 0 and t′ = 0, in the long-time limit. We
obtain an intensity Green’s function
C(r, r′, t→∞) = 1
4πξ2|r− r′| exp (−|r− r
′|/ξ) , (S2)
where the localization length is
ξ =
6ℓ
(kℓ)2c
(
ℓ
ℓ∗B
)
p2
1− p4 , (S3)
and p = kℓ/(kℓ)c.
To describe the experimental data, we solve the equa-
tions of SC theory in a slab of thickness L with boundary
conditions derived in Ref. [S5], where the extrapolation
length
z0 =
2
3
ℓ∗B
1 +R
1−R (S4)
depends on the internal reflection coefficient R. To this
end, we Fourier transform the SC equations in the trans-
verse plane ρ = {x, y} and discretize the remaining or-
dinary differential equation for C(q⊥, z, z
′,Ω) on a grid
for z ∈ [0, L] [S6]. A sufficiently fine discretization is also
introduced for q⊥ and Ω, and the resulting system of lin-
ear equations with a tridiagonal matrix of coefficients is
solved numerically using a standard routine zgtsl from
LAPACK library [S7] for D(z,Ω) = DB. A new value of
D(z,Ω) is then obtained from the return probability
C(r, r′ = r,Ω) =
1
2π
qmax
⊥∫
0
dq⊥q⊥C(q⊥, z, z
′ = z,Ω), (S5)
and the solution is iterated until convergence, i.e.,
D(z,Ω) does not change by more than a very small
amount, typically less than (5x10−5)%, from one itera-
tion to the next. Transmission and reflection coefficients
T (q⊥,Ω) and R(q⊥,Ω) are then calculated as
R(q⊥,Ω) = D(z,Ω)
∂
∂z
C(q⊥, z, z
′ = ℓ∗B,Ω)
∣∣∣∣
z=0
(S6)
and similarly for T (q⊥,Ω). We obtain the time-
dependent intensity profiles in transmission T (ρ, t) and
8reflection R(ρ, t) by a double inverse Fourier transform of
T (q⊥,Ω) and R(q⊥,Ω), respectively. The dynamic CBS
profile R(θ, t) = R(q⊥ = k0 sin θ, t) follows from the ob-
servation that the CBS shape is given by the Fourier
transform of the ‘diffuse intensity halo’ at the sample
surface [S8].
FITTING SELF-CONSISTENT THEORY TO
EXPERIMENTAL BACKSCATTERING DATA
The theory for R(θ, t) developed in the previous sec-
tion is valid in the far field, where sin θ = q⊥/k0. Here
k0 = 2πf/v0 and v0 ≈ 1500 m/s is the speed of sound in
water. This is the appropriate limit for comparing with
the experimental data, since our backscattering experi-
ments are performed in the far-field (discussed in the first
section of this Supplemental Material).
Near the localized regime, backscattered waves may
spend a long time in a thick sample without reaching
the far side. This means that for a range of times less
than twice the typical time for waves to cross the sam-
ple, which can be estimated from the peak in the time-
dependent transmission, the CBS effect is not sensitive
to sample thickness. This is significant because calcula-
tions for very thick samples can be prohibitively time-
consuming, so the modeling of backscattering in the lo-
calized regime is more convenient when there is no ex-
plicit dependence on sample thickness. In other words,
theory for backscattered waves from a thin sample may
also be used for a thicker sample, provided that the range
of times investigated is short enough. Here we calculate
SC theory for sample L1 and can compare it to experi-
mental CBS profiles of both L1 and L2.
Most input parameters for the calculation of SC the-
ory were determined from measurements performed in
separate experiments and could thus be fixed in the fit-
ting procedure. These (fixed) parameters are: scatter-
ing mean free path ℓ = 0.9 mm, reflection coefficient
R = 0.67, and wave vector k = 2πf/vp, with phase ve-
locity vp = 2.8 mm/µs, giving kℓ = 2.7 for f = 1.2 MHz.
The remaining parameter, the transport mean free path
l∗B = 4 mm, was determined from SC fitting of transverse
confinement (transmission) data from sample L1.
The most important parameter involved in SC theory
calculations of R(θ, t) in the vicinity of an Anderson tran-
sition is the localization (correlation) length ξ. As this
parameter is unknown a priori, theoretical predictions for
R(θ, t) are calculated for a large range of ξ values from
the diffuse to localized regimes (and back again). These
values of ξ are determined from kℓ and its critical value
at the transition (kℓ)c using Eq. (S3), with kℓ fixed at
the experimentally estimated value for f = 1.2 MHz. For
each frequency f of experimental data, the experimental
CBS matrix R(θ, t) is fitted with every theory set. All fits
are least-squares comparisons between the 2D matrices
from experiment and theory, R(θ, t), using the reduced
χ2 to determine the best-fit values of ξ. All times and θ
values are fit simultaneously. This fitting procedure was
performed with Wavemetrics software IGOR Pro. By
finding the best-fit theory set for each f , the frequency-
dependence of the localization (correlation) length ξ(f)
was determined. This, in turn, enabled the locations of
the two MEs, fc1 and fc2, to be determined (these are
the frequencies where ξ diverges).
Representative fit results for both samples are shown
in Fig. S1, showing the quality of the fits in the dif-
fuse regime at a frequency below the first localization
transition [Fig. S1(a),(d)], at the first mobility edge [Fig.
S1(b),(e)], and in the mobility gap [Fig. S1(c),(f)]. In all
cases, the experimental data are well-described by the
SC theory: the narrowing of CBS profiles with time is
reduced as the ME is reached [Fig. S1(b),(e)], and in the
localized regime CBS profiles change even less with time
[Fig. S1(c),(f)], with the width approaching a constant
at long times.
The Boltzmann diffusion coefficient DB was a free fit
parameter, yielding DB(f) after the entire fitting pro-
cess. For sample L1, DB ≈ 10 ± 7 mm2µs−1 below
1.24 MHz, and DB ≈ 5 ± 2 mm2µs−1 above 1.24 MHz
(from transmission and reflection measurements). The
frequency-dependence of DB(f) is supported by visual
inspection of the time-dependence of the transmitted in-
tensity in these regimes, and these values of DB are sim-
ilar to the results of previous measurements in similar
samples [S2, S3]. For sample L2, the fitting results gave
values of DB ranging from DB ∼ 13−61 mm2µs−1 below
1.24 MHz (peaking in the localized regime) and DB ∼ 9
mm2µs−1 above 1.24 MHz. However, for such a thick
sample as L2, the backscattering data are not very sen-
sitive to DB over the experimentally accessible range of
times, so that these estimates for sample L2 are not likely
to be very accurate, although they are still consistent
with surprisingly large values of DB, as has been found
for other samples in the localized regime. Such values
imply anomalously large values of the energy velocity vE
[S3], motivating future work to seek a theoretical under-
standing of vE in the localized regime.
The only other fit parameter was the background in-
tensity level, which was also allowed to vary freely. For
both samples L1 and L2, and for almost all frequencies,
best fits gave a background of within 10% of the value
of 0.5 which would be expected after the removal of the
recurrent scattering contribution. This variation of the
background intensity results from the challenges of com-
pletely removing the recurrent scattering contribution,
especially at early times where recurrent scattering dom-
inates the backscattered intensity; by allowing the back-
ground intensity to be a free fit parameter, we were able
to ensure that these background fluctuations did not de-
grade the reliabilty of our determination of the frequency
dependence of the localization (correlation) length.
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FIG. S1. Dynamic CBS profiles from samples L1 (top) and L2 (bottom) for three different times, and for three different
frequencies: (a),(d) 1.18 MHz in the diffuse regime (correlation length ξ = 2.1±0.2 mm for L1 and 3.2±0.9 mm for L2); (b),(e)
near 1.20 MHz at a ME (ξ diverges); and (c),(f) 1.22 MHz in the localized regime (ξ = 12± 1 mm for L1 and 16 ± 3 mm for
L1). Solid lines are best fits of SC theory to the data (symbols). Note that the horizontal scales are different between (a,b,c)
and (d,e,f), and that a different range of times is presented. It is also important to note that ξ should not necessarily be the
same for both samples at exactly the same frequency.
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