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Introduction
Electric power quality issues have captured increasing attention in recent years in electric engineering, with increasing use of solid state switching devices, nonlinear load switching, rectifiers, inverters, and improper load balance. Thus, power quality monitoring has gained tremendous importance in the power industry and would be an effective means for providing customer services.
In practice, the electric signal is often corrupted by noise, which not only degrades the detection capability of power quality monitoring (PQM) systems, but also degrades the features extracted for the classification of disturbances. Various transformation methods have been proposed for detecting and analyzing the PQ events [1] - [3] . The discrete wavelet transform (DWT) method has been proved an effective tool for the transient PQ signals.
Numerous works are reported on the application of the DWT-based PQ analysis [4] - [6] , but very few are available on the practical aspects due to the existence of undesired noise in the signals. The application of wavelet threshold de-noising for PQ signals has been proved successful in several works [7] - [9] . Hard and soft threshold algorithms proposed by Donoho and Johnstone are the general threshold algorithms [10] - [12] , with the drawbacks of bad continuity and constant deviation respectively. Gao and Bruce proposed Firm and Garrote threshold algorithms [13] balancing soft and hard threshold algorithms. But how to choose the threshold This paper is organized as follows. Section 2 is a brief review of discrete wavelet transform theory. In section 3, the wavelet de-noising method is particularly described. Section 4 evaluates the effects of the proposed algorithm. Finally, the conclusion of present work is given in Section 5.
Discrete Wavelet Transform
Discrete wavelet transform was developed by Mallat from fast algorithm based on the conjugate quadratic filters (CQF) [14] [15], J-level wavelet decomposition can be computed as equation (1) and (2).
Where , are scale and wavelet coefficients derived from the projection of the signal on the space of scale and wavelet functions respectively. hn and gn are the low-pass and high-pass filters respectively. The reconstruction algorithm is shown as equation (3).
The discrete wavelet decomposition is shown as Figure 1 , and the reconstruction is an inverse transformation. Where Ci is called the approximation at level i and Di is called the detail at level i.
Wavelet De-Noising for PQM
DWT-based PQM is an effective means to detect the transient power disturbances, such as voltage sag, swell, oscillation, pulse. In literature wavelet singularity detection was used for multi-resolution analysis of transient power quality disturbance signals, and got the accurate disturbance position information in time domain. Literature described the use of perturbation detection method with 3 kinds of Daubechies wavelet, and pointed that Daub4 wavelet is suitable for detecting short-term abrupt phenomena. Scale and wavelet function filter coefficients are shown as Table 1 , with choosing Daub4 wavelet as mother wavelet. 
Wavelet De-Noising Scheme
Signals obtained from any system are never a prefect reflection of the actual measurement. Rather, signals are always corrupted by noise introduced by the device itself, or by other means. Therefore, an observed signal is a combination of actual signal and noise, as equation (4), (4) Where is the standard Gaussian white noise, is the noise level coefficient, is original pure signal, noise reduction course could be described as follows, and the procedure shown in Figure2. a. Carry out wavelet decomposition using the noisy signal, and the signal scale and wavelet coefficients are obtained. Wavelet coefficients can be expressed as equation (5), (5) b. Select the appropriate threshold and thresholding the wavelet coefficients. The estimated coefficient series can be gotten by setting the wavelet coefficients values below the threshold to zero. c. Reconstruct the de-noised signal with the scale coefficients and the wavelet coefficients processed by step b, computed as equation (6), 
Wavelet De-Noising Threshold Algorithm
The key of wavelet de-noising is thresholding. Hard and soft threshold algorithm introduced by Donoho and Johnstone are the common used thresholding algorithms, shown in , is the universal threshold, N is the observation data length, is the noise standard deviation estimate, and the threshold is changed with the data length N.
The hard threshold function is not a continuous function, and thus the signal reconstruction process will appear oscillations, the soft threshold function is continuous, but when , which is a constant deviation and can impact the estimated degree of signal reconstruction, it results in the loss of useful information, and brings a great distortion of reconstructed signal. (7) (8) Gao and Bruce proposed firm threshold algorithm and garrote algorithm balancing the soft and hard threshold algorithm. Garrote threshold algorithm has only a threshold , which is more convenient in actual application. The threshold functions are shown as equation (9) and (10) . (9) (10)
Sub band Adaptive Threshold Selection
There are many formulas for obtaining threshold value, including global threshold which is a constant threshold at all the decomposition levels. According to the analysis of Lipschiz exponent, we know that the amplitude of signal and noise coefficients show different representation with the decomposition level increasing. The noise coefficients show a gradually decreasing trend, while the signal coefficients increase gradually or remain unchanged [16] [17] [18] . The nonlinear threshold function raised recent years is one of the common changeable threshold functions, which is shown in Figure 3 .
This article presents a new sub band adaptive de-noising algorithm based on wavelet decomposition level. The thresholds are determined by two adjustable parameters, and the appropriate threshold is gotten by the optimization algorithm. The sub band adaptive algorithm is described as equation (11) . 
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Where the is level dependent function, L is the amount of wavelet decomposition level, and K is the current level number where the threshold is calculated (for example, 5 levels wavelet transform, L = 5, K = 1, 2, 3, 4, 5). A fine-tuning factor m is used to adjust the threshold function changing ratio from low to high decomposition level, with the range ; a coarsetuning factor n is used to adjust the whole range of thresholds. The noise standard deviation is estimated by the median estimator as equation (12). (12) The function is shown in Figure 3 , we can see that the difference of threshold between the different level becomes small with the value of m increasing, and the threshold curve becomes a horizontal line when . It is also shown that the whole threshold range is different in different value of n. Sub band adaptive threshold is adjustable and gradual compared with the nonlinear threshold function.
(a) (b) Figure 3 . Threshold based on the decomposition level (a threshold with n=0, b threshold with n=4)
Optimization of Threshold Function
The selection of parameters m and n is the key to determine the threshold, and they are obtained by neural network training based on the error back-propagation algorithm [19] .
The [2 10 2] single hidden layer neural network is selected, which adopts tansig and purelin function respectively in hidden layer and output layer, with the signal to noise ratio (SNR) and mean square error (MSE) as input data, adjustable parameters m and n as output data. (0.5 * rands) function is used to initialize the weights in the network initialization, and the training target error is selected as 0.05, maximum training times as 5000. The optimal parameters of the threshold function in different noise coefficients are shown in Table 2 . 
Experiments and Analysis
To test the effectiveness of the proposed scheme more realistically, actual power line disturbance data have also been considered. For this, actual power disturbance data (available at IEEE open source) is referred. Using this algorithm taken from recorded wave power system voltage sag, temporary rise, break, vibration and pulse signal de-noising effect is shown in Figure 6 . After the parameters of threshold function are determined, the threshold results in different noise level are calculated and shown in Table 3 . Figure 6 . De-noised sag, swell, interrupt, pulse and oscillation signals. The purpose of signal de-noising is to minimize the difference between de-noised signal and the ideal signal, which is usually measured with two indicator functions value, the signal noise ratio (SNR) and the mean square error (MSE), SNR and MSE is determined as equation (13) and (14). 
Where is the reconstruction signal amplitude at the point i, and is the original pure signal amplitude at the point i, N is the length of sample data. The SNR and MSE values of the different voltage signals de-noised by the proposed algorithm under different noise level are shown in Table 4 and Table 5 . The SNR and MSE values of the voltage sag signal denoised by the four threshold algorithms under different noise level are showed in Table 6 and  Table 7 . We can see, the SNR values from the proposed algorithm are larger than other algorithms with the MSE values are smaller. 
Conclusion
In this paper, a new level-dependent sub band adaptive threshold algorithm based on wavelet transform is proposed. This threshold algorithm has two adjustable parameters to adjust the threshold both fine and coarsely, and the optimal parameters are determined by BP neural networks algorithm. The de-noising performance is evaluated with actual power disturbance 
