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We analytically calculate the intrinsic spin-Hall conductivity (ISHC) (σzxy and σ
z
yx) in a clean,
two-dimensional system with generic k-linear spin-orbit interaction. The coefficients of the product
of the momentum and spin components form a spin-orbit matrix β˜. We find that the determinant of
the spin-orbit matrix detβ˜ describes the effective coupling of the spin sz and orbital motion Lz. The
decoupling of spin and orbital motion results in a sign change of the ISHC and the band-overlapping
phenomenon. Furthermore, we show that the ISHC is in general unsymmetrical (σzxy 6= −σ
z
yx), and
it is governed by the asymmetric response function ∆β˜, which is the difference in band-splitting
along two directions: those of the applied electric field and the spin-Hall current. The obtained
non-vanishing asymmetric response function also implies that the ISHC can be larger than e/8π,
but has an upper bound value of e/4π. We will that the unsymmetrical properties of the ISHC can
also be deduced from the manifestation of the Berry curvature at the nearly degenerate area. On
the other hand, by investigating the equilibrium spin current, we find that detβ˜ determines the field
strength of the SU(2) non-Abelian gauge field.
PACS numbers: 71.70.Ej, 72.25.Dc, 73.63.Hs
I. INTRODUCTION
Within condensed matter physics, spintronics has in it-
self become a strong field for considerable research, owing
to not only its potential applications in electronic tech-
nologies but also the many fundamental questions that
are raised on the physics of electron spin. [1] Particu-
larly, the spin-orbit interaction recently has strongly at-
tracted the attentions of theoreticians and experimenters
since it opens up the possibility of manipulating elec-
tron (or hole) spin in non-magnetic materials by elec-
trical means. [2, 3] Since the theoretical prediction of
the spin-Hall effect, the application of spintronics has
seen considerable advancement. It was shown that the
Mott-type skew scattering by impurities would result in
separation of opposite spin states via the spin-orbit in-
teraction to the impurity atom. [3] This is the extrinsic
spin-Hall effect. Nevertheless, it has been found that
in p-type [4] (Luttinger model) and n-type [5] (Rashba
model) semiconductors, the spin-polarized current (elec-
tron or hole) can be generated by the intrinsic spin-orbit
interaction in non-magnetic structure in the absence of
impurity scattering, which is called the intrinsic spin-Hall
effect (ISHC).
The calculation of spin-Hall conductivity (SHC) plays
a crucial role in studying the spin-Hall effect as it can
be in comparison with experimental result. The ex-
trinsic spin-Hall effect was experimentally discovered
in the three-dimensional (3D) n-type GaAs by opti-
cal means via spin accumulation at the edges of a
sample [6, 7] and in two-dimensional (2D) n-type Al-
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GaAs/GaAs. [8] The magnitude of the experimental
value of SHC [0.5(1/emΩ)] in Ref. [6] agrees with its
theoretical value [0.9(1/emΩ)]. [9] However, the sign
of the theoretical SHC is opposite to the experimen-
tal value, and it needs to be further clarified. [9] In
2D p-type AlGaAs/GaAs [10], the experimental value
of SHC [2.5(e/8π)] also agrees with the theoretical value
[1.9(e/8π)] in order of magnitude. [11]. Particularly, in
Ref. [11], the clean limit is considered in the calculation.
In 2D n-type InGaN/GaN, the strain-dependent intrinsic
spin-Hall effect detected by optical means is explained in
terms of SHC in which the strain effect is included. [12] In
3D metal Pt wire, the large ISHC measured electrically
throughout the inverse spin-Hall effect at room temper-
ature is 240(~/eΩcm). [13, 14] It was theoretically ex-
plained in Ref. [15] on the basis of the huge Berry curva-
ture [16] near the Fermi level at the L and X symmetry
point in the Pt Brillouin zone; the obtained theoretical
value of ISHC is 200(~/eΩcm) in the absence of impurity
scattering. Most recently, a large spin-Hall signal is ob-
served at room temperature in FePt/Au multi-terminal
devices. [17]
Importantly, both the direction of the applied electric
field and the strength of the spin-orbit interactions alters
the values of the ISHC. For the former case, a typical ex-
ample is the Rashba-Dresselhaus system. [18] When an
electric field is applied along the x ([010]) (or y [100])
direction, we obtain σzxy = −σzyx, and these values are
equal to the universal constant e/8π. However, if an
electric field is applied along x′ ([110]) (or y′, i.e., [11¯0]),
we obtain σzx′y′ 6= −σzy′x′ , and one of these values has
a value higher than e/8π. The later case requires a sys-
tematical investigation because the spin-orbit interaction
could be very complicated. For example, it has been pro-
posed that a strained semiconductor results in various
2k-linear band-splitting. [19] Nevertheless, we find that
strain-induced spin splitting together with the spin-orbit
coupling of the host semiconductor can be simplified and
expressed in terms of the coefficients of the spin-orbit
matrix [see Eq. (2)]. In this study, we focus on generic
2D k-linear spin-orbit coupled systems without impurity
scattering, and we systematically investigate the effects
of spin-orbit interactions and the direction of the applied
electric field on spin-Hall current. We find that the ISHC
can be calculated analytically and that its unsymmetrical
properties can be described using a unified approach.
We show that detβ˜ [see Eq. (15)] is expressed as the
effective coupling of the z-component of spin sz, and or-
bital angular momentum Lz. The decoupling of spin and
orbital motion associated with the band-overlapping phe-
nomenon results in the vanishing and sign change of the
ISHC.
Furthermore, by analytically calculating the ISHC, we
find that the unsymmetrical result of the ISHC (σzxy 6=
σzyx) is governed by the asymmetric response function ∆β˜
[see Eq. (30)], which is the difference in band-splitting in
two directions: those of the applied electric field and the
spin-Hall current. We find that the direction of the ap-
plied electric field alters the magnitude of the asymmetric
response function. Consequently, we show that there ex-
ists a specific direction of applied electric field such that
the asymmetric response function reaches a maximum
value. In this case, we show that the ISHC also reaches a
maximum value in the range e/8π to e/4π, where e/4π is
the upper bound value of the ISHC. The unsymmetrical
result and the maximum asymmetric response function
of the ISHC can also be deduced from the behavior of
the Berry curvature at the nearly degenerate area. The
nearly degenerate area refers to the area where the inner
and outer bands are very close to each other on the Fermi
surface.
Our present paper is organized as follows. In Sec. II,
we define the spin-orbit matrix obtained from the co-
efficients of the product of momentum and spin. The
intrinsic spin-Hall conductivity is shown to be propor-
tional to the determinant of spin-orbit matrix detβ˜. We
use Foldy-Wouthuysen transformation to show that the
effective coupling of the spin z-component sz and orbital
angular momentum Lz is −2m(detβ˜)/~4. In Sec. III,
we analytically calculate the ISHC of the generic 2D k-
linear spin-orbit coupled system. The asymmetric re-
sponse function and the upper bound value of ISHC will
be discussed. In Sec. IV, in order to reveal the maxi-
mum value of ISHC, the direction of applied electric field
and its influence on the asymmetric response function is
studied. In Sec. V, we will show that the unsymmetrical
properties of ISHC can be deduced from the variation of
Berry curvature. In Sec. VI, we discuss the relationship
between equilibrium spin current and spin-orbit matrix.
We show that detβ˜ plays the role of color magnetic field
strength. Our conclusions are presented in Sec. VII.
II. INTRINSIC SPIN-HALL CONDUCTIVITY
A. spin-orbit matrix and ISHC
The 2D k-linear spin-orbit coupled system Hamiltonian
in the presence of an applied electric field can be written
as
H = εk +Hso + V (x, y), (1)
where
Hso =
∑
ij
βijσikj
= (σx σy)
(
βxx βxy
βyx βyy
)(
kx
ky
)
.
(2)
The kinetic energy is εk = ~
2k2/2m and σi (i = x, y) are
the Pauli spin matrices. The external potential V (x, y) is
V (x, y) = eE · x. The generic k-linear spin-orbit coupled
2D systems are related to the spin-orbit matrix β˜,
β˜ =
(
βxx βxy
βyx βyy
)
, (3)
where the coefficients βij represent the spin-orbit interac-
tions in 2D systems. As an example, consider the Rashba
system [α(σxky − σykx)] [20], the pure Dresselhaus sys-
tem [−β(σxkx − σyky)] [21] and the Dirac-type system
[g(σxkx + σyky)] [22, 23]; the corresponding spin-orbit
matrices for these systems are
β˜R = α
(
0 1
−1 0
)
, β˜S = β
( −1 0
0 1
)
, β˜D = g
(
1 0
0 1
)
,
(4)
respectively. Another example is the spin splitting in
a bulk strained semiconductor. [19, 24] The spin-orbit
matrices β˜1 and β˜2 denote, respectively, the system
with structure inversion asymmetry (SIA) strain-induced
splitting and the system with bulk inversion asymmetry
(BIA) strain-induced splitting. They are given by
β˜1 =
1
2
C3ǫxy
(
0 1
0 0
)
− 1
2
C3ǫyx
(
0 0
1 0
)
β˜2 = D(ǫzz − ǫyy)
(
1 0
0 0
)
+D(ǫxx − ǫzz)
(
0 0
0 1
)
,
(5)
where the structure constant C3 > 0 and D >
0. [19, 25] Thus, in addition to SIA and bulk-inversion-
symmetry breaking induced spin-orbit interaction, the
strain-induced spin splitting is included in the spin-orbit
matrix elements. Accordingly, we do not pose any restric-
tions on the spin-orbit matrix elements in the following
calculations. For calculating ISHC, we further rewrite
Eq. (1) in the following form.
H = εk + dxσx + dyσy , (6)
3where
dx = βxxkx + βxyky
dy = βyxkx + βyyky.
(7)
The eigenenergy is Enk = εk−nd for two branches n = ±
(n = + for outer band and n = − for inner band), where
the dispersion term d =
√
d2x + d
2
y can be written as
d = kΓ(φ), (8)
where
Γ(φ)2 =
(
β2xx + β
2
yx
)
cos2 φ+
(
β2xy + β
2
yy
)
sin2 φ
+ (βxxβxy + βyxβyy) sin(2φ).
(9)
The energy dispersion Eq. (9) satisfies Γ(φ) = Γ(φ + π)
because the time-reversal symmetry is preserved. For a
positive chemical potential (µ > 0), the Fermi momenta
for two branches satisfy the following condition
k+F − k−F =
2mΓ(φ)
~2
, (10)
which is the band-splitting at φ direction on the Fermi
surface. The ISHC can be evaluated by using the Kubo
formula [26]
σzij(ω) = lim
ω→0
Qzij(ω)
−iω . (11)
Qzij(ω) is the spin current-charge current correlation
function. The index j represents the direction of ap-
plied electric field and i the direction of response cur-
rent. The conventional definition of spin current is
Jzi =
~
4 {∂H/∂ki, σz} [27], and charge current is defined
as Jj = e∂H/∂~kj. From the standard approach, it can
be shown that [28]
Qzij(ω) = iω
e
V
∑
k
fk+ − fk−
d(ω2 − 4d2)
∂εk
∂ki
(
dx
∂dy
∂kj
− dy ∂dx
∂kj
)
,
(12)
where fk± represents the Fermi function for two energy
branches. Note that the correlation function contains the
kinetic term. Next, we focus on spin-Hall conductivity in
the static case (ω = 0). When an electric field is applied
in ky direction, and the spin-Hall response in kx direction
is given by
σzxy = −
e
V
∑
k
fk+ − fk−
−4d3
∂εk
∂kx
(
dx
∂dy
∂ky
− dy ∂dx
∂ky
)
.
(13)
Substituting Eqs. (7), (8), (9), and (10) into Eq.(13) and
using the replacement (1/V )
∑
k
→ ∫ kdkdφ/(2π)2, after
a straightforward calculation, we obtain
σzxy =
e
8π2
(
detβ˜
)∫ 2pi
0
dφ
cos2 φ
Γ(φ)2
, (14)
where detβ˜ stands for the determinant of the spin-orbit
matrix β˜
detβ˜ = βxxβyy − βxyβyx. (15)
Equation. (14) indicates that the spin-Hall conductivity
vanishes when detβ˜ = 0. To understand the vanishing
ISHC, we have to refer to the effective coupling of spin
sz and orbital motion Lz in the presence of an applied
electric field. In the following subsection, we will show
that the effective coupling of orbital motion and spin is
related to Eq. (15).
B. effective coupling of spin and orbital motion
We can apply the Foldy-Wouthuysen transforma-
tion [29] to the Hamiltonian Eq. (1), and diagonalize
the Hamiltonian up to some order of βij . Because detβ˜
is order of β2ij , the unitary transformation that can di-
agonalize Eq. (1) up to second order is given by (see
Appendix A)
U = exp
{
−im
~2
D
}
,
D = σxFx + σyFy ,
Fx = βxxx+ βxyy,
Fy = βyxx+ βyyy,
(16)
where Fx and Fy are obtained by using the replacements
kx → x and ky → y in dx and dy. It can be shown that
[D, εk] =
i~2
m
Hso. (17)
Using the unitary transformation Eq. (16) and Eq. (17),
then Eq. (1) becomes (up to the second order of βij)
H ′ =U †HU
=εk +
im
~2
(
1− 1
2!
)
[D,Hso] + V (x, y) + o(β
3
ij).
(18)
It can be shown that
[D,Hso] = i
∑
ij
β2ij +
2i
~
(
detβ˜
)
σzLz, (19)
where Lz = ~(xky − ykx) is the orbital angular momen-
tum. Substitute Eq. (19) into Eq. (18), we obtain
H ′ = εk − m
2~2
∑
ij
β2ij + hD + V (x, y) + o(β
3
ij), (20)
where
hD = −m
~3
(
detβ˜
)
σzLz. (21)
4Equation (21) shows that the coupling between orbital
motion Lz and spin z component σz is proportional to
detβ˜. Therefore, Eq. (15) together with Eqs. (14) and
(21) exhibits a discriminant for a non-vanishing spin-Hall
conductivity:
detβ˜ = 0→ σzxy = 0,
detβ˜ 6= 0→ σzxy 6= 0.
(22)
In the Rashba-Dresselhaus system (β˜R + β˜S), we have
βxx = β, βxy = α, βyx = −α, βyy = −β, and detβ˜ = α2−
β2. It has been shown that the the vanishing spin-Hall
conductivity in the Rashba-Dresselhaus system results
from the fact that the orbital motion is decoupled from
the spin z-component when α2 = β2. [30]
On the other hand, band degeneracy occurs when
k+F (φ
∗) = k−F (φ
∗), namely, the inner band and outer band
overlap for some vale φ∗. The solution φ∗ is given by
tanφ∗ =
−(βxxβxy + βyxβyy)±
√
−(detβ˜)2
β2xy + β
2
yy
. (23)
If detβ˜ 6= 0, the term
√
−(detβ˜)2 is a complex number
and the angle φ∗ does not exist. The angle φ∗ exists only
when detβ˜ = 0. The degeneracy could be open upon tun-
ing the spin-orbit interactions such that detβ˜ 6= 0. There-
fore, the decoupling of the spin sz and orbital motion Lz
always accompanies the band-overlapping phenomenon.
The decoupling of spin and orbital motion results in a
sign change of the ISHC and the band-overlapping phe-
nomenon.
III. ASYMMETRIC AND THE UPPER BOUND
VALUE OF ISHC
In order to evaluate the integral in Eq. (14), we trans-
form the integral to the contour integral in a complex
plane. If z is defined as z = eiφ, the integral becomes a
line integral along a closed loop with unit radius. The
function Γ(φ) can be rewritten as
Γ(φ)2 → Γ(z)2 = 1
4z2
(
λ1z
2 + λ2
) (
λ∗2z
2 + λ∗1
)
, (24)
where ” ∗ ” symbolizes the complex conjugate and
λ1 = (βxx + βyy) + i(βyx − βxy)
λ2 = (βxx − βyy) + i(βyx + βxy). (25)
The integral in Eq. (14) can be evaluated by calculating
the residue inside the unit circle |z| = 1. The condi-
tions for the poles appearing in the unit circle indicate
the boundary of change of ISHC in sign. By using the
standard residue theorem [31], the result is derived as∫ 2pi
0
dφ
cos2 φ
Γ(φ)2
=
4π
|λ>|2 − |λ<|2
[
1− Re
(
λ<
λ>
)]
, (26)
where Re(· · · ) represents the real part of a complex num-
ber. λ> (λ<) is taken from the relative maximum (min-
imum) value of (|λ1|, |λ2|). That is, if |λ1| > |λ2| then
λ> = λ1 and λ< = λ2, and vice versa. Equation (26) can
be further simplified. Using Eq. (25), we find that
|λ1|2 − |λ2|2 = 4detβ˜. (27)
If detβ˜ 6= 0 in Eq. (27), it cancels detβ˜ appearing in Eq.
(14). Combining Eq. (14) together with (26) and (27),
we have
σzxy =


sgn(detβ˜)
e
8π
[
1− Re
(
λ<
λ>
)]
; detβ˜ 6= 0
0 ; detβ˜ = 0
,
(28)
where sgn(detβ˜) = detβ˜/|detβ˜| is the sign function. We
have sgn(detβ˜ > 0) = +1 and sgn(detβ˜ < 0) = −1. The
real part of λ</λ> in Eq. (28) can be written in terms
of coefficients of spin-orbit matrix,
Re
(
λ<
λ>
)
=
(β2xx − β2yy) + (β2yx − β2xy)∑
ij β
2
ij + 2|detβ˜|
. (29)
Note that in Eq. (29), there is an absolute value of detβ˜.
The ISHC generally depends on the spin-orbit interac-
tion [Eq. (29)], and it is not necessarily a universal con-
stant. We note that the denominator of Eq. (29) is
always positive. Nevertheless, the numerator of Eq. (29)
can be either positive or negative. For convenience in the
following discussion, we define the asymmetric response
function ∆β˜ as
∆β˜ ≡ (β2xx − β2yy) + (β2yx − β2xy)
= Γ(0)2 − Γ(π/2)2.
(30)
We find that the asymmetric response function involves
two quantities: 2mΓ(0)/~2 is the band-splitting along
the direction of the spin-Hall response and 2mΓ(π/2)/~2
is the band-splitting along the direction of the applied
electric field [see Eq. (10)]. The asymmetric response
function is the difference of two specific band-splittings.
For ∆β˜ ≥ 0, the ISHC is less than e/8π. Therefore, the
spin-Hall conductivity has an upper bound in magnitude,
|σzxy| ≤
e
8π
, ∆β˜ ≥ 0. (31)
The equality in Eq. (31) is valid only when (β2xx−β2yy)+
(β2yx − β2xy) = 0 in coordinate system (kx, ky). If kx
axis is along [100] direction and ky axis is along [010]
direction, then some spin-orbit coupled systems would
satisfy this condition, for example, the pure Rashba, the
pure Dresselhaus, and the Rashba-Dresselhaus systems.
This result is in agreement with the previous theoretical
results [18].
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FIG. 1: Variation in the spin-Hall conductivity |σzxy | with |N |
for three conditions ∆β˜ > 0, ∆β˜ = 0, and ∆β˜ < 0, where
Re(λ</λ>) is defined as N and |N | < 1.
Interestingly, we find that if ∆β˜ < 0, then Re (λ</λ>)
is negative and the spin-Hall conductivity satisfies
e
8π
< |σzxy| <
e
4π
, ∆β˜ < 0. (32)
The ISHC still has an upper bounded value e/4π; how-
ever, it can exceed the value e/8π. The three condi-
tions are summarized in Fig. 1, where we define N =
Re(λ</λ>) and it has been shown that |N | < 1. The
spin-Hall conductivity |σzxy| = (e/8π)(1− |N |) for ∆β˜ >
0, |σzxy| = e/8π for ∆β˜ = 0 and |σzxy| = (e/8π)(1 + |N |)
for ∆β˜ < 0.
When an electric field is applied in the kx direction,
the spin-Hall response in the ky direction is given by
σzyx = −
e
8π2
(
detβ˜
) ∫ 2pi
0
dφ
sin2 φ
Γ(φ)2
. (33)
The integration in Eq. (33) can also be calculated ana-
lytically as follows:
σzyx =


−sgn(detβ˜) e
8π
[
1 + Re
(
λ<
λ>
)]
; detβ˜ 6= 0
0 ; detβ˜ = 0
(34)
Unlike the σzxy, we have
|σzyx| ≤
e
8π
, ∆β˜ ≤ 0.
e
8π
< |σzxy| <
e
4π
, ∆β˜ > 0.
(35)
We find that when |σzxy| is larger than e/8π, |σzyx| is less
than e/8π and vice versa. In comparison with σzxy [Eq.
(28)], we find that σzxy is in general not equal to −σzyx in
the k-linear system.
The symmetrical result (σzxy = −σzyx) is obtained be-
cause the electric field is applied in a direction such that
the asymmetric response function vanishes. Both the
pure Rashba and the pure Dresselhaus systems exhibit
circular energy dispersion, and the asymmetric response
function always vanishes regardless of the direction of
the applied electric field. In the Rashba-Dresselhaus sys-
tem, if the electric field is applied along the direction of
[010] and the spin-Hall response occurs along [100], the
band splitting along the direction of the applied electric
field is the same as that along the spin-Hall response
direction, and thus, the asymmetric response function
vanishes. However, a small change in the direction of
the applied electric field would result in a non-vanishing
asymmetric response function in the Rashba-Dresselhaus
system. The influence of the applied electric field on the
asymmetric response function is discussed in the next
section.
IV. MAXIMUM VALUE OF ISHC AND
ASYMMETRIC RESPONSE FUNCTION
The direction of the applied electric field plays an im-
portant role in determining whether the system has an
non-vanishing asymmetric response function. We study
the asymmetric response function by rotating the coordi-
nate system from (kx, ky) to (k
′
x, k
′
y). Consider counter-
clockwise rotation of the system along the along z axis
by an angle Θ; the relationship between (kx, ky) and
(k′x, k
′
y) is given by kx = k
′
x cosΘ − k′y sinΘ and ky =
k′x sinΘ + k
′
y cosΘ. The term βi′j′ represents the ma-
trix element of the spin-orbit matrix in the new coordi-
nate, and they are given by βx′x′ = βxx cosΘ+βxy sinΘ,
βx′y′ = −βxx sinΘ + βxy cosΘ, βy′x′ = βyx cosΘ +
βyy sinΘ, and βy′y′ = −βyx sinΘ + βyy cosΘ. It can
be shown that the value of detβ˜ is independent of the
choice of coordinates, i.e., detβ˜ = (βxxβyy − βyxβxy) =
(βx′x′βy′y′ − βy′x′βx′y′). Interestingly, it can also be
shown that
∑
ij β
2
i′j′ =
∑
ij β
2
ij , namely,
∑
ij β
2
ij is also
independent of the choice of coordinates.
In the coordinate system (k′x, k
′
y), the term σ
z
x′y′ indi-
cates that the electric field is applied along the k′y direc-
tion (φ′ = π/2) and the corresponding spin-Hall response
Jzx′ is along the k
′
x direction (φ
′ = 0), where the angle φ′
is measured from the positive axis of k′x. On the other
hand, the term σzy′x′ indicates that the electric field is
applied along the k′x direction (φ
′ = 0) and the corre-
sponding spin-Hall response Jzy′ is obtained along the k
′
y
direction (φ′ = π/2). Therefore, in the new coordinate
system, Eqs. (28) and (34) are still valid and can be
written as
σzx′y′ = sgn(detβ˜)
e
8π
[
1− Re
(
λ′<
λ′>
)]
,
σzy′x′ = −sgn(detβ˜)
e
8π
[
1 + Re
(
λ′<
λ′>
)]
,
(36)
where
Re
(
λ′<
λ′>
)
=
Γ′(φ′ = 0,Θ)2 − Γ′(φ′ = pi2 ,Θ)2∑
ij β
2
ij + 2|detβ˜|
. (37)
6The energy dispersion in the new coordinate system is
Γ′(φ′,Θ)2 = (β2x′x′+β
2
y′x′) cos
2 φ′+(β2x′y′+β
2
y′y′) sin
2 φ′+
(βx′x′βx′y′ + βy′x′βy′y′) sin(2φ
′). Equation (37) indicates
that the variation in the ISHC is altered only by the dif-
ference in two band-splittings: the band-splitting along
the applied electric field direction and the band-splitting
along the spin-Hall response direction.
It can be shown that in the new coordinate system,
Γ′(0,Θ) and Γ′(π/2,Θ) can be written as
Γ′(0,Θ)2 =Γ(0)2 cos2Θ+ Γ(π/2)2 sin2Θ
+ (βxxβxy + βyxβyy) sin(2Θ),
Γ′(π/2,Θ)2 =Γ(0)2 sin2Θ+ Γ(π/2)2 cos2Θ
− (βxxβxy + βyxβyy) sin(2Θ),
(38)
where Γ(0)2 = β2xx+β
2
yx and Γ(π/2)
2 = β2xy+β
2
yy. There-
fore, in general, when Θ 6= 0, Γ′(0,Θ) is not equal to
Γ′(π/2,Θ), even if Γ(0) = Γ(π/2). A small rotation of
the direction of the applied electric field would lead to a
non-vanishing asymmetric response function.
According to Eqs. (36) and (37), in order to enhance
σzx′y′ , i.e., |σzx′y′ | > e/8π, the band-splitting must satisfy
the condition Γ′(0,Θ) < Γ′(π/2,Θ). This means that the
electric field must be applied along the direction with the
larger band-splitting in comparison with that in the di-
rection of the spin-Hall response. On the other hand,
the corresponding vaalue of σzy′x′ is less than e/8π. Con-
versely, if we want to enhance σzy′x′ , i.e. |σzy′x′ | > e/8π,
then we must have Γ′(0,Θ) > Γ′(π/2,Θ). This means
that the electric field must be applied along the direction
with larger band-splitting in comparison with that in the
direction of the spin-Hall response.
Therefore, we conclude that in order to obtain the
ISHC σs with σs > e/8π (σs can be |σzx′y′ | or |σzy′x′ |),
the band splitting along the direction of the applied elec-
tric field must be larger than that along the direction of
the spin-Hall response.
As indicated in Sec. IV, when σs > e/8π, σs still has
an upper bound value of e/4π. This means that we
can further enhance σs by finding the maximum value
of the asymmetric response function. In fact, it can be
shown that (see Appendix B) when all the strengths of
the spin-orbit interactions are fixed, the maximum value
of |Γ′(0,Θ)2 − Γ′(π/2,Θ)2| exists for a specific direction
ΘM [see Eq. (B1)]. This also implies that the direc-
tion of the largest band-splitting is always perpendicular
to that of the smallest band-splitting on the Fermi sur-
face. Furthermore, the existence of the maximum value
|Γ′(0,Θ)2−Γ′(π/2,Θ)2| on the Fermi surface provides us
a method to obtain the maximum ISHC with respect to
these fixed values of βij .
In the next section, we explain how the enhanced spin-
Hall response is the manifestation of Berry curvature at
the nearly degenerate area.
V. BERRY CURVATURE AND THE NEARLY
DEGENERATE AREA
In this section, we analyze the Berry curvature in a
system with fixed spin-orbit interactions, and for conve-
nience, the direction of the electric field is fixed while we
rotate the system (see Fig. 2).
The spin-Hall conductivity σzxy [Eq. (13)] can be writ-
ten in terms of the Berry curvature as
σzxy = −
e
~
1
V
∑
k
∑
n=±
fknΩ
(n)
xy (k), (39)
and it can be shown that
Ω(+)xy (k) = +
~
3
4m
detβ˜
cos2 φ
kΓ(φ,Θ)3
,
Ω(−)xy (k) = −
~
3
4m
detβ˜
cos2 φ
kΓ(φ,Θ)3
.
(40)
The energy dispersion Γ(φ,Θ) is given by
Γ(φ,Θ)2 = A cos2 φ + B sin2 φ + C sin(2φ), where
A = (β2xx + β
2
yx) cos
2Θ+ (β2xy + β
2
yy) sin
2Θ+ (βxxβxy +
βyxβyy) sin(2Θ), B = (β
2
xx + β
2
yx) sin
2Θ + (β2xy +
β2yy) cos
2Θ− (βxxβxy+βyxβyy) sin(2Θ), and C = (β2xy−
β2xx + β
2
yy − β2yx) sin(2Θ)/2+ (βxxβxy + βyxβyy) cos(2Θ).
kx
ky
Q
ky
kx
G(p/2,0)
~
G(0,0)
~
G(p/2,Q)
~
G(0,Q)
~
FIG. 2: (Color online) Rotation of energy dispersions de-
scribed by Θ. The band splitting (2m/~2)Γ(φ,Θ) is defined
as (2m/~2)Γ(φ,Θ) := Γ˜(φ,Θ). The circular area (gray) rep-
resents the nearly degenerate area.
We note that the Berry curvature of outer band (n =
+1) is opposite to that of the inner band (n = −1) in
sign. Therefore, when both bands are occupied (µ > 0),
the only contribution to the spin-Hall conductivity is the
Berry curvature of the outer band. Namely, at a fixed
value of φ, the Berry curvature of the inner band cancels
that of the outer band at every k point with k < k−F .
Equation (39) becomes
σzxy =
e
~
∫ k+
F
k
−
F
dSkΩ
(+)
xy (k). (41)
On the other hand, for σzyx, we have
σzyx = −
e
~
∫ k+
F
k
−
F
dSkΩ
(+)
yx (k), (42)
7where
Ω(+)yx (k) = +
~
3
4m
detβ˜
sin2 φ
kΓ(φ,Θ)3
. (43)
We plot the variation in the Berry curvatures
Ω˜
(+)
xy := Ω
(+)
xy /(~3/4m) and Ω˜
(+)
yx := Ω
(+)
yx /(~3/4m)
along the path k+F (φ) = mΓ(φ,Θ)/~
2 +√
(m/~2)2Γ(φ,Θ)2 + (2mµ/~2)2. The direction of
the electric field is fixed along ky for obtaining Ω˜
(+)
xy
or along kx for obtaining Ω˜
(+)
yx . The peak value of
Ω˜
(+)
xy (Ω˜
(+)
yx ) is denoted as Ω˜
(+,P )
xy (Ω˜
(+,P )
yx ). The peak
value refers to the value of the Berry curvature at the
nearly degenerate area (see Fig. 4). The ISHCs are
|σzxy| = (e/8π)(1−N) and |σzyx| = (e/8π)(1 +N), where
N = [Γ(0,Θ)2 − Γ(π/2,Θ)2]/(∑ij β2ij + 2|detβ˜|).
We select a system with a non-spherical energy dis-
persion (the nearly degenerate area exists) and Γ(0, 0) 6=
Γ(π/2, 0). We use the following coefficients of the spin-
orbit matrix: βxx = 6 × 10−2 eV nm, βxy = 4.14 ×
10−2 eV nm, βyx = 4.85 × 10−2 eV nm, βyy = 8.71 ×
10−2 eV nm. The Fermi energy is 2.67 meV. The parti-
cle mass is 0.08 in units of the bare electron mass. The
energy dispersion is non-spherical, as shown in the left-
hand side of Fig. 4(a). The thick line represents the di-
rection with the largest band-splitting on the Fermi sur-
face. By using Eq. (B1), we have ΘM1 ∼ 0.288922π and
ΘM2 ∼ 0.788922π. The asymmetric response function
vanishes at Θ = Θ0, and it can be obtained by using
Γ(0,Θ0) = Γ(π/2,Θ0). The result is Θ01 ∼ 0.038922π
and Θ02 ∼ 0.538921π.
The variations of asymmetric response function and
the peak values of the Berry curvatures with Θ are shown
in Fig. 3. When the system is not rotated (Θ = 0), the
band splitting at φ = 0 is less than that at φ = π/2
[Fig. 3(a)], and we have |σzxy| > |σzyx|. We find that
Ω˜
(+,P )
xy is larger than Ω˜
(+,P )
yx as shown in Fig. 3(b).
We now rotate the system with an angle Θ = Θ01
such that the band splitting at φ = 0 is equal to that
at φ = π/2, resulting a vanishing asymmetric response
function, i.e., Γ(0,Θ01) = Γ(π/2,Θ01) [Fig. 3(a)]. This
results in |σzxy| = |σzyx| = e/8π. In Fig. 3(b), Ω˜(+,P )xy is
equal to Ω˜
(+,P )
yx when Θ = Θ01. If we further rotate the
system such that the band splitting at φ = 0 is larger
than that at φ = π/2 (Θ01 < Θ < ΘM1), we obtain
|σzxy| < |σzyx|. The corresponding Ω˜(+,P )yx is now larger
than Ω˜
(+,P )
xy as can be seen in Fig. 3(b). If we rotate the
system by Θ = ΘM1 such that the largest band splitting
is now located along the kx direction, the magnitude of
the asymmetric response function in this case reaches a
maximum value as shown in Fig. 3(a). We still have
|σzxy| < |σzyx|, but |σzyx| would be very close to e/4π, and
|σzxy| is less than e/8π. We find that Ω˜(+,P )yx is not only
considerably larger than that of Ω˜
(+,P )
xy , but is also the
maximum value in comparison with the other peak values
of the Berry curvatures.
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FIG. 3: (a) The asymmetric response function [Γ(0,Θ)2 −
Γ(π/2,Θ)2 (eV cm)2] vs Θ. (b) Variation of the peak values of
the Berry curvatures (Ω˜
(+,P )
xy and Ω˜
(+,P )
yx ) with Θ. The Berry
curvatures have units of (~3/4m) × 106. The peak values
Ω˜
(+,P )
xy () and Ω˜
(+,P )
yx (△) correspond to Fig. 4(a) to (h).
When Θ = Θ02, the asymmetric response function
vanishes. In this case, we obtain |σzxy| = |σzyx| = e/8π
and Ω˜
(+,P )
xy = Ω˜
(+,P )
yx . When the maximum peak value
of the Berry curvature Ω˜
(+,P )
xy (Ω˜
(+,P )
yx ) is obtained at
Θ = ΘM2 (Θ = ΘM1), the magnitude of the asymmetric
response function reaches a maximum value. We have
|σzxy| > |σzyx|, but σzxy would be very close to e/4π, and
σyx is less than e/8π.
We select some specific angles [Θa ∼ Θh shown in
Fig. 3(a) and (b)] and plot the corresponding Berry cur-
vatures along the path k+F (φ) and the orientations of the
energy dispersions (see Fig. 4).
As shown in Fig. 4, both the Berry curvatures (Ω˜
(+)
xy
and Ω˜
(+)
yx ) have significant values (peak values) in the
nearly degenerate area. When the system is rotated, both
the positions of nearly degenerate area and Ω˜
(+,P )
xy and
Ω˜
(+,P )
yx change together. Furthermore, Ω˜
(+,P )
yx increases
and Ω˜
(+,P )
xy decreases as seen from Fig. 4(a) to (d). On
the other hand, in Fig. 4(e) to (h), Ω˜
(+,P )
yx decreases and
Ω˜
(+,P )
xy increases [see also Fig. 3(b)].
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FIG. 4: (Color online) Rotation of energy dispersions described by Θ and the corresponding variation in the Berry curvature
Ω˜
(+)
xy (thick line) and Ω˜
(+)
yx (broken line) along the path k
+
F (φ), φ : 0 ∼ 2π. Both the Berry curvatures (Ω˜
(+)
xy and Ω˜
(+)
yx ) have
units of (~3/4m) × 106. (a)Θa = 0, (b)Θb = Θ01, (c)Θ01 < Θc < ΘM1, (d)Θd = ΘM1, (e)ΘM1 < Θe < Θ02, (f)Θf = Θ02,
(g)Θ02 < Θg < ΘM2, (h)Θh = ΘM2.
The variation in the ISHCs (|σzxy | and |σzyx|) corre-
sponding to the Berry curvature variations in Fig. 4(a)
to (h) is shown in Fig. 5, where |σzxy| = (e/8π)(1 −
N), |σzyx| = (e/8π)(1 + N) and N = [Γ(0,Θ)2 −
Γ(π/2,Θ)2]/(
∑
ij β
2
ij + 2|detβ˜|). The ISHC |σzxy| de-
creases in Fig. 5(a) to (d) and then increases in Fig. 5(e)
to (h). The ISHC |σzyx| increases in Fig. 5(a) to (d) and
subsequently decreases in Fig. 5(e) to (h). In the cases
shown in Fig. 5(b) and (f) , |σzxy | = |σzyx| and both the
Berry curvatures have the same peak values. The behav-
ior of the Berry curvature at the nearly degenerate area
is in agreement with our conclusions in Sec. IV.
In the case of spherical energy dispersion (there is no
nearly degenerate area), it can be shown that the Berry
curvature Ω˜
(+)
xy equivalent to Ω˜
(+)
yx shifted by π/2. As in
the non-spherical case, the Berry curvature still exhibits
two significant responses along the directions of the spin-
Hall current, but the shape and peak value of the Berry
curvature do not change when we rotate the system. This
means that |σzxy| = |σzyx| regardless of the orientation of
the system. The magnitude of the asymmetric response
function always vanishes in this case, and the ISHC is a
universal constant e/8π.
It must be emphasized that the angle ΘM enables us
to find the maximum value of the asymmetric response
function for some fixed βij . If we have another set of val-
ues β′ij , the corresponding maximum value of the asym-
metric response function is in general different from that
with βij . The magnitude of the ISHC may further be
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FIG. 5: The numerical values of ISHCs σzxy () and σ
z
yx (△)
corresponding to different rotation angles Θ corresponding to
Fig. 4(a) to (h) and Θa ∼ Θh in Fig. 3.
enhanced by tuning the spin-orbit interactions to change
the maximum value of the magnitude of the asymmet-
ric response function, but it still has an upper bound of
e/4π.
The measurable responses caused by the spin-Hall ef-
fect are very different from those in the present ideal-
ized system, which is infinite in size and does not include
impurity scattering. Measurable quantities such as spin
accumulation, however, depend on boundary conditions.
The conserved spin-current considered in the present pa-
per may correspond to smooth boundaries. [27] However,
the presence of impurities can drastically affect clean
limit results [32–35]. In Ref. [36], it was shown that
impurity scattering does not suppress the spin-Hall con-
ductivity in the spatially random Rahsba spin-orbit cou-
pled system. In particular, the SU(2) formulation on ex-
trinsic mechanism of spin Hall conductivity was recently
investigated in Ref. [37]. However, the effects of a finite
size and impurity scattering are beyond the scope of the
present paper. Hopefully, our interesting predictions of
higher intrinsic ISHC would stimulate measurements in
2D semiconductor systems in the near future.
VI. EQUILIBRIUM SPIN CURRENT AND
SPIN-ORBIT MATRIX
We now turn to the discussion on equilibrium spin cur-
rent in this generic k-linear spin-orbit coupled system. In
Ref. [39], it was shown that even in thermodynamic equi-
librium, spin current for the Rashba-Dresselhaus system
does not vanish in the absence of external fields. This
phenomena has arisen many discussions on the definition
of spin current. [27, 40–43] The possibilities to detect the
equilibrium spin currents have been studied in Refs. [41]
and [44].
We calculate the equilibrium spin current by using con-
ventional definition of spin current. In the case of the
positive chemical potential (µ > 0), two branches are
populated. In the absence of external fields, the equilib-
rium spin-current is the sum of the in-plane spin currents
of the two branches
〈Jσji 〉 =
1
V
∑
nk
fkn〈nk|1
2
{
∂H
∂~ki
,
~
2
σj
}
|nk〉, (44)
where i, j = x, y and |nk〉 is the eigenstate of Hamilto-
nian Eq. (1). From Eq. (10) and k+F k
−
F = 2mµ/~
2, a
straightforward calculation yields( 〈Jσxx 〉 〈Jσyx 〉
〈Jσxy 〉 〈Jσyy 〉
)
= NF
(
βyy −βxy
−βyx βxx
)
detβ˜, (45)
where NF = m
2/6π~4. For specific systems, the result
is in agreement with the previous results. In the pure
Rashba system, where βxy = −βyx = α and βxx = βyy =
0, we have 〈Jσxy 〉 = −〈Jσyx 〉 and 〈Jσxx 〉 = 〈Jσyy 〉 = 0.
In the pure Dresselhaus system, where βxx = −βyy = β
and βxy = βyx = 0, we have 〈Jσxx 〉 = −〈Jσyy 〉 and 〈Jσyx 〉 =
〈Jσxy 〉 = 0. It is interesting to note that the equilibrium
spin current 〈Jσji 〉 is related to the inverse of spin-orbit
matrix β˜−1 via 〈Jσji 〉 = NF (β˜−1)ij(detβ˜)2.
We find that detβ˜ also appears in the expression of
equilibrium spin current Eq. (45). However, J
σj
i occurs
in the third order of βij . In this sense, Eq. (20) fails
to explain the physical meaning of detβ˜ in this case (see
Appendix A). Recently, the equilibrium spin current in k-
linear spin-orbit coupled systems is found to be link to the
non-Abelian SU(2) gauge theory, where the Pauli spin
matrix serves as a color index in the gauge field. [45] The
resulting color current satisfies covariant conservation.
The equilibrium spin current obtained from the covari-
ant conserved color current in the Rashba-Dresselhaus
systems is in agreement with Ref. [39]. In the following,
we apply this formalism to the generic k-linear systems.
The Hamiltonian Eq. (1) can be written in terms of
SU(2) gauge field ~2(k + A)2/2m, where A = Aieˆi and
Ai = A
a
i σa. We have
Axx =
m
~2
βxx, A
x
y =
m
~2
βxy
Ayx =
m
~2
βyx, A
y
y =
m
~2
βyy.
(46)
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The equilibrium spin current denoted as Jai [45] is pro-
portional to −iǫabcAbiF cij , where F aijσa = −i[Ai,Aj ] is
the field strength.
The physical meaning of detβ˜ in equilibrium spin cur-
rent is now clear. The field strength in the SU(2) non-
Abelian gauge field is given by [45]
F axyσa = −i[Ax,Ay]
= −i[Axxσx +Ayxσy, Axyσx +Ayyσy ]
= −i (AxxAyy[σx, σy] +AyxAxy [σy , σx])
= 2σz
m2
~4
(
detβ˜
)
,
(47)
where Eq. (46) is used. We have F xxy = F
y
xy = 0 and
F zxy =
m2
~4
(
detβ˜
)
. That is, detβ˜ plays the role of color
magnetic field strength F zxy.
VII. CONCLUSIONS
In conclusion, we have shown that in 2D and k-linear
spin-orbit coupled systems, the properties of the intrin-
sic spin-Hall conductivity are governed by two quantities:
the effective coupling of spin and orbital motion (reflected
by detβ˜) and the asymmetric response function (∆β˜).
The effective coupling of spin and orbital motion is a dis-
criminant for determining whether or not the spin-Hall
conductivity vanishes. The decoupling of spin and orbital
motion associated with band-overlapping phenomenon
explains the physical origin of the sign change of the in-
trinsic spin-Hall conductivity.
Furthermore, the dependence of spin-orbit interaction
on the spin-Hall effect and the resulting unsymmetri-
cal properties are related to the asymmetric response
function, which is determined by the difference in band-
splitting along two directions: those of the applied elec-
tric field the and spin-Hall current. We varied the
orientation of the system and studied the variation in
the Berry curvature and the corresponding spin-Hall re-
sponse. We found that maximum intrinsic spin-Hall con-
ductivity occurs along the direction of the nearly degen-
erate area, which also leads to the maximization of the
Berry curvature and the magnitude of the asymmetric
response function. The position of the nearly degenerate
area can be determined analytically. We also showed that
the intrinsic spin-Hall conductivity has an upper bound
value of e/4π.
In addition, we showed that the equilibrium spin cur-
rent is proportional to (β˜−1)ij(detβ˜)
2, and detβ˜ deter-
mines the field strength of the SU(2) non-Abelian gauge
field in equilibrium spin current.
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Appendix A: Foldy-Wouthuysen transformation
A unitary transformation can be generally written as
U = e−iS , where the hermitian matrix S can be expend
in order of βij , i.e. S = S
(1)+ S(2)+ S(3)+ · · · . That is,
S(1) represents the term proportional to the order of βij ,
S(2) the order of β2ij and so on. Follow the approach
of Foldy-Wouthuysen transformation, the Hamiltonian
H = εk+Hso+V (x, y) under the unitary transformation
U = e−iS is given by
H ′ = eiSHe−iS
= εk +H
(1) +H(2) +H(3) + V (x, y) + o(β4ij),
(A1)
where
H(1) = Hso + [iS
(1), εk]
H(2) = [iS(2), εk] + [iS
(1), Hso] +
1
2!
[iS(1), [iS(1), ǫk]]
(A2)
and
H(3) =[iS(3), ǫk] + [iS
(2), Hso] +
1
2!
[iS(1), [iS(2), εk]]
+
1
2!
[iS(2), [iS(1), εk]] +
1
2!
[iS(1), [iS(1), Hso]]
+
1
3!
[iS(1), [iS(1), [iS(1), εk]]].
(A3)
Because Hso is an odd matrix, we have to find a matrix
S(1) to cancel this term. Namely, we require H(1) = 0
and
Hso + [iS
(1), εk] = 0. (A4)
On the other hand, we note that Hso is made up of the
linear momentum ki, i.e., Hso = σx(βxxkx + βxyky) +
σy(βyxkx + βyyky) and εk is proportional to k
2, S(1) is
obtained by the replacements kx → x and ky → y in Hso.
Take into account the constant ~
2
m
, we have
iS(1) =
im
~2
{σx(βxxx+ βxyy) + σy(βyxx+ βyyy)} .
(A5)
Substitute Eq. (A5) into H(2), after a straightforward
calculation, we find that the last two terms [iS(1), Hso]+
1
2! [iS
(1), [iS(1), ǫk]] gives a diagonalized form i
∑
ij β
2
ij +
2i
~
(
detβ˜
)
σzLz. This means that H
(2) is already diago-
nalized, and thus, we can choose
iS(2) = 0. (A6)
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Substitute Eqs. (A5) and (A6) into H(3) [Eq. (A3)], we
obtain
H(3) =[iS(3), ǫk]
− 2m
2
3~4
(
detβ˜
)
[{x, Lz}(σyβxx − σxβyx)
+ {y, Lz}(σyβxy − σxβyy)].
(A7)
We find that the term in [· · · ] is composed of odd matri-
ces. Therefore, we must require H(3) = 0. In this sense,
the next diagonalized part is order of β4ij .
Appendix B: Maximum and minimum band-splitting
As shown in Sec. III and Sec. IV, the value Γ′(0,Θ)2−
Γ′(π/2,Θ)2 determines whether the ISHC is larger than
e/8π or equal to e/8π. Furthermore, if the magnitude
|Γ′(0,Θ)2 − Γ′(π/2,Θ)2| increases upon varying Θ, the
ISHC would approach a maximum value with respect to
the fixed value of βij . We will show that the maximum
value of |Γ′(0,Θ)2−Γ′(π/2,Θ)2| exists for some angle ΘM
on the Fermi surface for fixed spin-orbit interactions.
First, we show that when Γ′(0,Θ) reaches the max-
imum value for some ΘM , Γ
′(π/2,Θ) must reach the
minimum at ΘM and vice versa. From Eq. (38), the
condition (d/dΘ)Γ′(0,Θ)2 = 0 at some ΘM gives
tan(2ΘM ) =
2(βxxβxy + βyxβyy)
Γ(0)2 − Γ(π/2)2 , (B1)
where Γ(0) = Γ′(0, 0) and Γ(π/2) = Γ′(π/2, 0). It can
also be shown that (d/dΘ)Γ′(π/2,Θ)|Θ=ΘM = 0. On
the other hand, we redefine the parameters A, B and
C as A = Γ(0)2, B = Γ(π/2)2, and C = βxxβxy +
βyxβyy. The second derivative gives (d/dΘ)
2Γ′(0,Θ)2 =
2(B−A) cos(2Θ)−4C sin(2Θ) and (d/dΘ)2Γ′(π/2,Θ)2 =
2(A − B) cos(2Θ) + 4C sin(2Θ) = −(d/dΘ)2Γ′(π/2,Θ)2.
Because the second derivative are opposite in sign for
φ′ = 0 and φ′ = π/2, this implies that when Γ′(0,Θ)2
has the maximum (minimum) value, Γ′(π/2,Θ)2 has
the the minimum (maximum) value. In conclusion,
|Γ′(0,Θ)2 − Γ′(π/2,Θ)2| must be the maximum value
when Θ = ΘM .
The energy dispersion of the β˜R + β˜1 system is of
the form Γ(φ)2 = A2 cos2 φ + B2 sin2 φ. Interest-
ingly, it can be shown that for Θ = ΘM , the en-
ergy dispersion Γ(φ,Θ) in general has the same form
as that of the β˜R + β˜1 system. Because we re-
quire Γ′(φ′,Θ)2 = (β2x′x′ + β
2
y′x′) cos
2 φ′ + (β2x′y′ +
β2y′y′) sin
2 φ′+(βx′x′βx′y′+βy′x′βy′y′) sin(2φ
′) to have the
form Γ′(φ′,Θ)2 = A2 cos2 φ′ + B2 sin2 φ′, the coefficient
βx′x′βx′y′ + βy′x′βy′y′ must be zero at some Θ, and it
is obtained from the equation: (βx′x′βx′y′ +βy′x′βy′y′) =
cos(2Θ)(βxxβxy+βyyβyx)+(Γ(π/2)
2−Γ(0)2) sin(2Θ)/2 =
0. This indeed gives Θ = ΘM .
Consider the Rashba-Dresselhaus system (β˜R+ β˜S). If
kx and ky lie respectively along the [100] and [010] di-
rections, then Γ(0) = Γ(π/2) and βxxβxy + βyyβyx =
2αβ 6= 0. Equation (B1) implies that ΘM = π/4, 3π/4.
(see Fig. 6) For ΘM = π/4, the resulting dispersion
in the new coordinate system is given by Γ′(φ′)2 =
(α − β)2 cos2 φ′ + (α + β)2 sin2 φ′ and we have Γ′(0) <
Γ′(π/2). As a result, in order to obtain a large spin-
Hall current (σs > e/8π), an electric field must be ap-
plied along the k′y direction because the nearly degener-
ate area is located at Γ′(0). For ΘM = 3π/4, we have
Γ′′(φ′′)2 = (α+β)2 cos2 φ′′+(α−β)2 sin2 φ′′, and in this
case, Γ′′(π/2) < Γ′′(0). The electric field must be applied
along the k′′x direction for obtaining a large spin-Hall cur-
rent. As shown in Fig. 6, k′′x is obtained as the rotation
of k′x by π/2, and thus, it is parallel to k
′
y.
k ’
k ’ yk
xk
x
y
xk
ykk ’’x
k ’’y
p/4 3p/4
(a) (b)
Ey ’ Ex ’’
f ’’f ’
FIG. 6: (Color online) The figure shows the energy dispersion
in the Rashba-Dresselhaus system. The external electric field
is applied along the (a) k′y direction (Θ = π/4) and (b) k
′′
x
direction (Θ = 3π/4).
In the Rashba-Dresselhaus system, [110] and [1¯10] are
nonequivalent axes. The corresponding band-splitting
values are 2m(α− β)/~2 and 2m(α+ β)/~2. We change
the coordinate (kx, ky) to (k
′
x, k
′
y) such that k
′
x and k
′
y
are parallel to [110] and [1¯10], respectively. In this case,
we have ΘM = π/4. The resulting effective spin-orbit
matrix is
1√
2
(α− β)
(
1 0
−1 0
)
+
1√
2
(α+ β)
(
0 1
0 1
)
. (B2)
We have Γ′(0)2 = (α− β)2 and Γ′(π/2) = (α+ β)2. The
asymmetric response function ∆β˜′ corresponding to the
spin-orbit matrix in Eq. (B2) is ∆β˜′ = −4αβ < 0. Using
Eq. (37), we can show that
Re(λ′</λ
′
>) = −2αβ/[α2 + β2 + |α2 − β2|]. (B3)
For α2 > β2, the ISHCs are σzx′y′ = (e/8π)(1 + β/α)
and σzy′x′ = −(e/8π)(1− β/α). For α2 < β2, the ISHCs
are σzx′y′ = −(e/8π)(1 + α/β) and σzy′x′ = (e/8π)(1 −
α/β). [38]
Let us suppose that α > 0 and β > 0, and in this
case, we have Γ′(0) < Γ′(π/2). The Rashba-Dresselhaus
system has a smaller band-splitting of 2m(α − β)/~2
along the [110] direction on the Fermi surface. On
the other hand, the system has a larger band-splitting
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[2m(α+β)/~2] along the [1¯10] direction. When the elec-
tric field is applied along the k′y direction ([1¯10]), the spin-
Hall response along the k′x direction indeed has a value
larger than e/8π, i.e., |σzx′y′ | > e/8π, as shown above. In-
terestingly, when α is very close to β in magnitude, Eq.
(B3) is very close to unity. The ISHC in the Rashba-
Dresselhaus system would transit from σzx′y′ ∼ +e/4π to
σzx′y′ ∼ −e/4π upon tuning the Rashba coupling via gate
voltage.[46]
Rashba coupling and Dresselhaus coupling are usually
of the same order of magnitude in the GaAs quantum
well. [47] In the II-VI semiconductor, Rashba coupling is
larger than Dresselhaus coupling, while in the III-V semi-
conductor, Dresselhaus coupling would be larger than
Rashba coupling. [47] In the narrow-gap compounds,
Rashba coupling dominates. [48]
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