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Abstract
We present the second iteration of IGGSA’s
Shared Task on Sentiment Analysis for Ger-
man. It resumes the STEPS task of IG-
GSA’s 2014 evaluation campaign: Source,
Subjective Expression and Target Extrac-
tion from Political Speeches. As before,
the task is focused on fine-grained senti-
ment analysis, extracting sources and tar-
gets with their associated subjective expres-
sions from a corpus of speeches given in
the Swiss parliament. The second itera-
tion exhibits some differences, however;
mainly the use of an adjudicated gold stan-
dard and the availability of training data.
The shared task had 2 participants submit-
ting 7 runs for the full task and 3 runs
for each of the subtasks. We evaluate
the results and compare them to the base-
lines provided by the previous iteration.
The shared task homepage can be found
at http://iggsasharedtask2016.
github.io/.
1 Introduction
Beyond detecting the presence of opinions (or more
broadly, subjectivity), opinion mining and senti-
ment analysis increasingly focus on determining
various attributes of opinions. Among them are
the polarity (or: valence) of an opinion (positive,
negative or neutral), its intensity (or: strength), and
also its source (or: holder) as well as its target (or:
topic).
The last two attributes are the focus of the IG-
GSA shared task: we want to determine whose
opinion is expressed and what entity or event it is
about. Specific source and target extraction capa-
bilities are required for the application of sentiment
analysis to unrestricted language text, where this
information cannot be obtained from meta-data and
where opinions by multiple sources and about mul-
tiple, maybe related, targets appear alongside each
other.
Our shared task was organized under the aus-
pices of the Interest Group of German Sentiment
Analysis1 (IGGSA). The shared task on Source,
Subjective Expression and Target Extraction from
Political Speeches (STEPS) constitutes the second
iteration of an evaluation campaign for source and
target extraction on German language data. For
this shared task, publicly available resources have
been created, which can serve as training and test
corpora for the evaluation of opinion source and
target extraction in German.
2 Task Description
The task calls for the identification of subjective
expressions, sources and targets in parliamentary
speeches. While these texts can be expected to
be opinionated, they pose the twin challenges that
sources other than the speaker may be relevant and
that the targets, though constrained by topic, can
vary widely.
2.1 Dataset
The STEPS data set stems from the debates of
the Swiss parliament (Schweizer Bundesversamm-
lung). This particular data set was originally se-
lected with the following considerations in mind.
First, the source data is freely available to the pub-
lic and we may re-distribute it with our annotations.
We were not able to fully ascertain the copyright sit-
uation for German parliamentary speeches, which
we had also considered using. Second, this type of
text poses the interesting challenge of dealing with
multiple sources and targets that cannot be gleaned
easily from meta-data but need to be retrieved from
the running text.
1https://sites.google.com/site/
iggsahome/
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As the Swiss parliament is a multi-lingual body,
we were careful to exclude not only non-German
speeches but also German speeches that constitute
responses to, or comments on, speeches, heckling,
and side questions in other languages. This way,
our annotators did not have to label any German
data whose correct understanding might rely on
material in a language that they might not be able
to interpret correctly.
Some potential linguistic difficulties consisted
in peculiarities of Swiss German found in the data.
For instance, the vocabulary of Swiss German is
sometimes subtly different from standard German.
For instance, the verb vorprellen is used in the
following example rather than vorpreschen, which
would be expected for German spoken in Germany:
(1) Es ist unglaublich: Weil die Aussen-
ministerin vorgeprellt ist, kann man das
nicht mehr zuru¨cknehmen. (Hans Fehr,
Fru¨hjahrsession 2008, Zweite Sitzung –
04.03.2008)2
‘It is incredible: because the foreign secre-
tary acted rashly, we cannot take that back
again.’
In order to limit any negative impact that might
come from misreadings of the Swiss German by
our annotators, who were German and Austrian
rather than Swiss, we selected speeches about what
we deemed to be non-parochial issues. For instance,
we picked texts on international affairs rather than
ones about Swiss municipal governance.
The training data for the 2016 shared task com-
prises annotations on 605 sentences. It represents a
single, adjudicated version of the three-fold annota-
tions that served as test data in the first iteration of
the shared task in 2014. The test data for the 2016
shared task was newly annotated. It consists of 581
sentences that were drawn from the same source,
namely speeches from the Swiss parliament on the
same set of topics as used for the training data.
Technically, the annotated STEPS data was cre-
ated using the following pre-processing pipeline.
Sentence segmentation and tokenization was done
using OpenNLP3, followed by lemmatization with
the TreeTagger (Schmid, 1994), constituency pars-
ing by the Berkeley parser (Petrov and Klein,
2007), and final conversion of the parse trees
2http://www.parlament.ch/ab/frameset/
d/n/4802/263473/d_n_4802_263473_263632.
htm
3http://opennlp.apache.org/
into TigerXML-Format using TIGER-tools (Lez-
ius, 2002). To perform the annotation we used the
Salto-Tool (Burchardt et al., 2006).4
2.2 Continuity with, and Differences to,
Previous Annotation
Through our annotation scheme5, we provide an-
notations at the expression level. No sentence
or document-level annotations are manually per-
formed or automatically derived.
As on the first iteration of the shared task, there
were no restrictions imposed on annotations. The
sources and targets could refer to any actor or is-
sue as we did not focus on anything in particular.
The subjective expressions could be verbs, nouns,
adjectives, adverbs or multi-words.
The definition of subjective expressions (SE) that
we used is broad and based on well-known proto-
types. It is inspired by Wilson and Wiebe (2005)‘s
use of the superordinate notion private state, as
defined by Quirk et al. (1985): “As a result, the an-
notation scheme is centered on the notion of private
state, a general term that covers opinions, beliefs,
thoughts, feelings, emotions, goals, evaluations,
and judgments.”:
• evaluation (positive or negative):
toll ‘great’, doof ‘stupid’
• (un)certainty:
zweifeln ‘doubt’, gewiss ‘certain’
• emphasis:
sicherlich/bestimmt ‘certainly’
• speech acts:
sagen ‘say’, anku¨ndigen ‘announce’
• mental processes:
denken ‘think’, glauben ‘believe’
Beyond giving the prototypes, we did not seek
to impose on our annotators any particular defini-
tion of subjective or opinion expressions from the
linguistic, natural language processing or psycho-
logical literature related to subjectivity, appraisal,
emotion or related notions.
4In addition to the XML files with the subjectivity annota-
tions, we also distributed to the shared task participants several
other files containing further aligned annotations of the text.
These were annotations for named entities and of dependency
rather than constituency parses.
5See http://iggsasharedtask2016.github.
io/data/guide_2016.pdf for the the guidelines we
used.
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Formally, in terms of subjective expressions,
there were several noticeable changes made relative
to the first iteration. First, unlike in the 2014 itera-
tion of the shared task, punctuation marks (such as
exclamation marks) could no longer be annotated.
Second, while in the first iteration only the head
noun of a light verb construction was identified as
the subjective expression, in this iteration the light
verbs were also to be included in the subjective
expression. Annotators were instructed to observe
the handling of candidate expressions in common
dictionaries: if a light verb is mentioned as part
of an entry, it should be labeled as part of the sub-
jective expression. Thus, the combination Angst
haben (lit. ‘have fear’) represents a single subjec-
tive expression, whereas in the first edition of the
shared task only the noun Angst was treated as the
subjective expression. A third change concerned
compounds. We decided to no longer annotate
sub-lexically. This meant that compounds such as
Staatstrauer ‘national mourning’ would only be
treated as subjective expressions but that we would
not break up the word and label the head -trauer as
a subjective expression and the modifier Staats as
a Source. Instead, we label the whole word only as
a subjective expression.
As before, in marking subjective expressions,
the annotators were told to select minimal spans.
This guidance was given because we had decided
that within the scope of this shared task we would
forgo any treatment of polarity and intensity. Ac-
cordingly, negation, intensifiers and attenuators and
any other expressions that might affect a minimal
expression’s polarity or intensity could be ignored.
When labeling sources and targets, annotators
were asked to first consider syntactic and semantic
dependents of the subjective expressions. If sources
and targets were locally unrealized, the annotators
could annotate other phrases in the context. Where
a subjective expression represented the view of the
implicit speaker or text author, annotators were
asked to indicate this by setting a flag Sprecher
‘Speaker’ on the the source element. Typical cases
of subjective expressions are evaluative adjectives
such as toll ’great’ in (2).
(2) Das ist natu¨rlich schon toll.
’Of course that’s really great.’
For all three types of labels, subjective expres-
sions, sources, and targets, annotators had the op-
tion of using an additional flag to mark an annota-
tion as Unsicher ‘Uncertain’, if they were unsure
whether the span should really be labeled with the
relevant category.
In addition, instances of subjective expressions
and sources could be marked as Inferiert ‘Inferred’.
In the case of subjective expressions, this covers,
for instance, cases where annotators were not sure
if an expression constituted a polar fact or an inher-
ently subjective expression. In the case of sources,
the ‘inferred’ label applies to cases where the ref-
erents cannot be annotated as local dependents
but have to be found in the context. An exam-
ple is sentence (3), where the source of Strategien
aufzuzeigen ’to lay out strategies’ is not a direct
grammatical dependent of that complex predicate.
Instead it can be found ’higher up’ as a comple-
ment of the noun Ziel ’goal’, which governs the
verb phrase that aufzuzeigen heads.6
(3) Es war jedoch nicht Ziel des vorliegenden
[Berichtes Source], an dieser Stelle Strate-
gien aufzuzeigen, . . . zeitlichem Fokus
auf das Berichtsjahr zu beschreiben.
’However, it wasn’t the goal of the report
at hand to lay out strategies here, . . . ’
Note that, unlike in the first iteration, we de-
cided to forego the annotation of inferred targets as
we felt they would be too difficult to retrieve auto-
matically. Also, we limited contextual annotation
to the same sentence as the subjective expression.
In other words, annotators could not mark source
mentions in preceding sentences.
Likewise, whereas in the first iteration, the anno-
tators were asked to use a flag Rhetorisches Stilmit-
tel ‘Rhetorical device’ for subjective expression
instances where subjectivity was conveyed through
some kind of rhetorical device such as repetition,
such instances were ruled out of the remit of this
shared task. Accordingly, no such instances occur
in our data. Even more importantly, whereas for
the first iteration, we had asked annotators to also
annotate polar facts and mark them with a flag, for
the second iteration we decided to exclude polar
facts from annotation altogether as they had led to
low agreement among the annotators in the first
iteration of the task. What we had called polar
facts in the guidelines of the 2014 task, we would
now call inferred opinions of the sort arising from
events that affect their participants positively or
6Grammatically speaking, this is an instance of what is
called control.
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2014 2016
Fleiss κ Cohen’s κ obs.agr.
subj. expr. 0.39 0.72 0.91
sources 0.57 0.80 0.96
targets 0.46 0.60 0.80
Table 1: Comparison of IAA values for 2014 and
2016 iterations of the shared task
negatively.7 For instance, for a sentence such as
100-year old driver crashes into school crowd, one
might infer a negative attitude of the author towards
the driver, especially if the context emphasizes the
driver’s culpability or argues generally against let-
ting older drivers keep their permits.
As in the first iteration, the annotation guide-
lines gave annotators the option to mark particular
subjective expressions as Schweizerdeutsch ‘Swiss
German’ when they involved language usage that
they were not fully familiar with. Such cases could
then be excluded or weighted differently for the
purposes of system evaluation. In our annotation,
these markings were in fact very rare with only one
such instance in the training data and none in the
test data.
2.3 Interannotator Agreement
We calculated agreement in terms of a token-based
κ value. Given that in our annotation scheme, a sin-
gle token can be e.g. a target of one subjective ex-
pression while itself being a subjective expression
as well, we need to calculate three kappa values
covering the binary distinctions between presence
of each label and its absence.
In the first iteration of the shared task, we calcu-
lated a multi-κ measure for our three annotators on
the basis of their annotations of the 605 sentences
in the full test set of the 2014 shared task (Davies
and Fleiss, 1982). For this second iteration, two
annotators performed double annotation on 50 sen-
tences as the basis for IAA calculation. For lack
of resources, the rest of the data was singly anno-
tated. We calculated Cohen’s kappa values. As
Table 1 suggests, inter-annotator agreement was
considerably improved. This allowed participants
to use the annotated and adjudicated 2014 test data
as training data in this iteration of the shared task.
7The terminology for these cases is somewhat in flux.
Deng et al. (2013) talk about benefactive/malefactive events
and alternatively of goodFor/badFor events. Later work by
Wiebe’s group as well as work by Ruppenhofer and Brandes
(2015) speaks more generally of effect events.
2.4 Subtasks
As did the first iteration, the second iteration of-
fered a full task as well as two subtasks:
Full task Identification of subjective expressions
with their respective sources and targets.
Subtask 1 Participants are given the subjective ex-
pressions and are only asked to identify opin-
ion sources.
Subtask 2 Participants are given the subjective ex-
pressions and are only asked to identify opin-
ion targets.
Participants could choose any combination of
the tasks.
2.5 Evaluation Metrics
The runs that were submitted by the participants
of the shared task were evaluated on different lev-
els, according to the task they chose to participate
in. For the full task, there was an evaluation of the
subjective expressions as well as the targets and
sources for subjective expressions, matching the
system’s annotations against those in the gold stan-
dard. For subtasks 1 and 2, we evaluated only the
sources or targets, respectively, as the subjective
expressions were already given.
In the first iteration of the STEPS task, we eval-
uated each submitted run against each of our three
annotators individually rather than against a single
gold-standard. The intent behind that choice was
to retain the variation between the annotators. In
the current, second iteration, the evaluation is sim-
pler as we switched over to a single adjudicated
reference annotation as our gold standard.
We use recall to measure the proportion of cor-
rect system annotations with respect to the gold
standard annotations. Additionally, precision was
calculated so as to give the fraction of correct sys-
tem annotations relative to all the system annota-
tions.
In this present iteration of the shared task, we
use a strict measure for our primary evaluation of
system performance, requiring precise span overlap
for a match. 8
8By contrast, in the first iteration of the shared task, we
had counted a match when there was partial span overlap.
In addition, we had used the Dice coefficient to assess the
overlap between a system annotation and a gold standard
annotation. Equally, for inter-annotator-agreement we had
counted a match when there was partial span overlap.
IGGSA Shared Task Workshop, Sept. 2016
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Identification of Subjective Expressions
LK Run1 UDS Run1 UDS Run2 UDS Run3 UDS Run4 UDS Run5 UDS Run6∗
system type rule-based rule-based rule-based rule-based supervised rule-based
f1 0.350 0.239 0.293 0.346 0.346 0.507 0.351
p 0.482 0.570 0.555 0.564 0.564 0.654 0.572
r 0.275 0.151 0.199 0.249 0.249 0.414 0.253
Identification of Sources
LK Run1 UDS Run1 UDS Run2 UDS Run3 UDS Run4 UDS Run5 UDS Run6∗
system type rule-based rule-based rule-based rule-based supervised rule-based
f1 0.183 0.155 0.208 0.258 0.259 0.318 0.262
p 0.272 0.449 0.418 0.420 0.421 0.502 0.425
r 0.138 0.094 0.138 0.186 0.187 0.233 0.190
Identification of Targets
system type LK Run1 UDS Run1 UDS Run2 UDS Run3 UDS Run4 UDS Run5 UDS Run6∗
rule-based rule-based rule-based rule-based supervised rule-based
f1 0.143 0.184 0.199 0.253 0.256 0.225 0.261
p 0.204 0.476 0.453 0.448 0.450 0.323 0.440
r 0.110 0.114 0.127 0.176 0.179 0.173 0.185
Table 2: Full task: evaluation results based on the micro averages (results marked with a ’*’ are late
submission)
2.6 Results
Two groups participated in our full task submitting
one and six different runs respectively. Table 2
shows the results for each of the submitted runs
based on the micro average of exact matches. The
system that produced UDS Run1 presents a base-
line. It is the rule-based system that UDS had used
in the previous iteration of this shared task. Since
this baseline system is publicly available, the scores
for UDS Run1 can easily be replicated.
The rule-based runs submitted by UDS this
year9 (i.e UDS Run2, UDS Run3, UDS Run4 and
UDS Run6) implement several extensions that pro-
vide functionalities missing from the first incarna-
tion of the UDS system:
• detection of grammatically-induced sentiment
and the extraction of its corresponding sources
and targets
• handling multiword expressions as subjective
expressions and the extraction of their corre-
sponding sources and targets
• normalization of dependency parses with re-
gard to coordination
Please consult UDS’s participation paper for details
about these extensions of the baseline system.
The runs provided by Potsdam are also rule-
based but they are focused on achieving generaliza-
tion beyond the instances of subjective expressions
9The UDS systems have been developed under the super-
vision of Michael Wiegand, one of the workshop organizers.
and their sources and targets seen in the training
data. They do so based on representing the relations
between subjective expressions and their sources
and targets in terms of paths through constituency
parse trees. Potsdam’s Run 1 (LK Run1) seeks gen-
eralization for the subjective expressions already
observed in the training data by merging all the
paths of any two subjective expressions that share
any path in the training data.
All the submitted runs show improvements over
the baseline system for the three challenges in the
full task with the exception of LK Run1 on target
identification. While the supervised system used
for Run 5 of the UDS group achieved the best re-
sults for the detection of subjective expressions and
sources, the rule based system of UDS’s Run 6
handled the identification of targets better.
When considering partial matches as well, the
results on detecting sources improve only slightly,
but show big improvements on targets with up to
25% points. A graphical comparison between exact
and partial matches, can be found in Figure 1.
The results also show, that the poor f1-measures
can be mainly attributed to lacking recall. In other
words, the systems miss a large portion of the man-
ual annotations.
The two participating groups also submitted one
and two runs for each of the subtasks respectively.
Since the baseline system only supports the extrac-
tion of sources and targets according to the defini-
tion of the full task, a baseline score for the two
subtasks could not be provided.
The results in Table 3 show improvements in
IGGSA Shared Task Workshop, Sept. 2016
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Figure 1: Comparison of exact and partial matches for the full task based on the micro average results
(results marked with a ’*’ are late submissions)
both subtasks of about 15% points for the f1-
measure, when comparing the the best results be-
tween the full and the corresponding subtask. As
in the full task, the identiﬁcation of sources was
best solved by a supervised machine learning sys-
tem, when subjective expressions were given. The
opposite is true for the target detection: The rule-
based system outperforms the supervised machine
learning system in the subtasks as it does in the full
task.
The oberservations with respect to the partial
matches are also constant across the full and the
corresponding subtasks as can be seen in Figures
1 and 2: Target detection beneﬁts a lot more than
source detection when partial matches are consid-
ered as well.
3 Related Work
3.1 Other Shared Tasks
Many shared tasks have addressed the recogni-
tion of subjective units of language and, possibly,
the classiﬁcation of their polarity (SemEval 2013
Task 2, Twitter Sentiment Analysis (Nakov et al.,
2013); SemEval-2010 task 18: Disambiguating sen-
timent ambiguous adjectives (Wu and Jin, 2010);
SemEval-2007 Task 14: Affective Text (Strappar-
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Figure 2: Comparison of exact and partial matches
for the subtasks based on the micro average results
(results marked with a ’*’ are late submission)
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Subtask 1: Identification of Sources
LK Run1 UDS Run1 UDS Run2∗
system type supervised rule-based
f1 0.329 0.466 0.387
p 0.362 0.594 0.599
r 0.301 0.383 0.286
Subtask 2: Identification of Targets
LK Run1 UDS Run1 UDS Run2∗
system type supervised rule-based
f1 0.278 0.363 0.407
p 0.373 0.426 0.692
r 0.222 0.317 0.289
Table 3: Subtasks: evaluation results based on the
micro averages (results marked with a ’*’ are late
submissions)
ava and Mihalcea, 2007) inter alia).
Only of late have shared tasks included the ex-
traction of sources and targets. Some relatively
early work that is relevant to the task presented
here was done in the context of the Japanese NT-
CIR10 Project. In the NTCIR-6 Opinion Analysis
Pilot Task (Seki et al., 2007), which was offered for
Chinese, Japanese and English, sources and targets
had to be found relative to whole opinionated sen-
tences rather than individual subjective expressions.
However, the task allowed for multiple opinion
sources to be recorded for a given sentence if there
were multiple expressions of opinion. The opin-
ion source for a sentence could occur anywhere
in the document. In the evaluation, as necessary,
co-reference information was used to (manually)
check whether a system response was part of the
correct chain of co-referring mentions. The sen-
tences in the document were judged as either rele-
vant or non-relevant to the topic (=target). Polarity
was determined at the sentence level. For sentences
with more than one opinion expressed, the polarity
of the main opinion was carried over to the sen-
tence as a whole. All sentences were annotated
by three raters, allowing for strict and lenient (by
majority vote) evaluation. The subsequent Multi-
lingual Opinion Analysis tasks NTCIR-7 (Seki et
al., 2008) and NTCIR-8 (Seki et al., 2010) were
basically similar in their setup to NTCIR-6.
While our shared task focussed on German, the
most important difference to the shared tasks orga-
nized by NTCIR is that it defined the source and tar-
get extraction task at the level of individual subjec-
tive expressions. There was no comparable shared
task annotating at the expression level, rendering
10NII [National Institute of Informatics] Test Collection for
IR Systems
existing guidelines impractical and necessitating
the development of completely new guidelines.
Another more recent shared task related to
STEPS is the Sentiment Slot Filling track (SSF)
that was part of the Shared Task for Knowledge
Base Population of the Text Analysis Conference
(TAC) organised by the National Institute of Stan-
dards and Technology (NIST) (Mitchell, 2013).
The major distinguishing characteristic of that
shared task, which is offered exclusively for En-
glish language data, lies in its retrieval-like setup.
In our task, systems have to extract all possible
triplets of subjective expression, opinion source
and target from a given text. By contrast, in SSF
the task is to retrieve sources that have some opin-
ion towards a given target entity, or targets of some
given opinion sources. In both cases, the polarity of
the underlying opinion is also specified within SSF.
The given targets or sources are considered a type
of query. The opinion sources and targets are to
be retrieved from a document collection.11 Unlike
STEPS, SSF uses heterogeneous text documents
including both newswire and discussion forum data
from the Web.
3.2 Systems for Source and Target Extraction
Throughout the rise of sentiment analysis, there
have been various systems tackling either target
extraction (e.g. Stoyanov and Cardie (2008)) or
source extraction (e.g. Choi et al. (2005), Wilson
et al. (2005)). Only recently has work on automatic
systems for the extraction of complete fine-grained
opinions picked up significantly. Deng and Wiebe
(2015a), as part of their work on opinion infer-
ence, build on existing opinion analysis systems
to construct a new system that extracts triplets of
sources, polarities, and targets from the MPQA 3.0
corpus Deng and Wiebe (2015b).12 Their system
extracts directly encoded opinions, that is ones that
are not inferred but directly conveyed by lexico-
grammatical means, as the basis for subsequent
inference of implicit opinions. To extract explicit
opinions, Deng and Wiebe (2015a)’s system incor-
porates, among others, a prior system by Yang and
Cardie (2013) . That earlier system is trained to
extract triplets of source span, opinion span and tar-
11In 2014, the text from which entities are to be retrieved is
restricted to one document per query.
12Note that the specific (spans of the) subjective expressions
which give rise to the polarity and which interrelate source and
target are not directly modeled in Deng and Wiebe (2015a)‘s
task set-up.
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get span, but is adapted to the earlier 2.0 version of
MPQA, which lacked the entity and event targets
available in version 3.0 of the corpus.13
A difference between the above mentioned sys-
tems and the approach taken here, which is also
embodied by the system of Wiegand et al. (2014),
is that we tie source and target extraction explic-
itly to the analysis of predicate-argument structures
(and ideally, semantic roles), whereas the former
systems and the corpora they evaluate against, are
much less strongly guided by these considerations.
4 Conclusion and Outlook
We reported on the second iteration of the
STEPS shared task for German sentiment analysis.
Our task focused on the discovery of subjective
expressions and their related entities in political
speeches.
Based on feedback and reflection following the
first iteration, we made a baseline system available
so as to lower the barrier for participation in second
iteration of the shared task and to allow participants
to focus their efforts on specific ideas and meth-
ods. We also changed the evaluation setup so that
a single reference annotation was used rather than
matching against a variety of different references.
This simpler evaluation mode provided participants
with a clear objective function that could be learnt
and made sure that the upper bound for system
performance would be 100% precision/recall/F1-
score, whereas it was lower for the first iteration
given that existing differences between the annota-
tors necessarily led to false positives and negatives.
Despite these changes, in the end the task had
only 2 participants. We therefore again sought
feedback from actual and potential participants at
the end of the IGGSA workshop in order to be able
to tailor the tasks better in a future iteration.
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