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Abstract
Efficient performance of a number of engineering systems is achieved through
different modes of operation - yielding systems described as “hybrid”, containing
both real-valued and discrete decision variables. Prominent examples of such
systems, in space applications, could be spacecraft equipped with 1) a variable-
Isp, variable-thrust engine or 2) multiple engines each capable of switching on/off
independently. To alleviate the challenges that arise when an indirect optimiza-
tion method is used, a new framework — Composite Smooth Control (CSC) —
is proposed that seeks smoothness over the entire spectrum of distinct control
inputs. A salient aftermath of the application of the CSC framework is that
the original multi-point boundary-value problem can be treated as a two-point
boundary-value problem with smooth, differentiable control inputs; the latter is
notably easier to solve, yet can be made to accurately approximate the former
hybrid problem. The utility of the CSC framework is demonstrated through a
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multi-year, multi-revolution heliocentric fuel-optimal trajectory for a spacecraft
equipped with a variable-Isp, variable-thrust engine.
Keywords: Low-Thrust Trajectory Optimization, Composite Smooth Control,
Indirect Method, Hybrid Systems, Continuation Method, Primer Vector,
Fuel-Optimal, Variable Specific Impulse, Complex-Based Derivative, Planetary
Perturbations
1. Introduction
Trajectory optimization is an important discipline and plays a pivotal role
in designing flight paths for atmospheric flight [1, 2]. In space applications,
the recent breakthroughs that have taken place in Solar-Electric Propulsion
(SEP) systems have led to unprecedented opportunities in deep space missions
[3] including missions to multiple asteroids [4]. Electric thrusters operate at a
higher level of efficiency compared to chemical rockets, which leads to delivering
larger payloads and the ability to accomplish a diverse class of missions [5, 6, 7],
specifically, for multiple small-body rendezvous missions. Unsurprisingly, SEP
is now envisioned as a reliable option for in-space logistics supply purposes and
for cargo missions [8, 9].
As a consequence of the evolution of propulsion technology and the desire to
reduce the cost of ever more complex missions designs, trajectory optimization
remains an active field of research. A significant amount of research has been
devoted to designing low-thrust space trajectories using direct methods, indirect
methods [10] or variants of these [11]. A variety of tools have been developed
that are capable of solving complex interplanetary problems with various low- to
medium- to high-fidelity models for propulsion systems and gravitational forces
[12, 13, 14, 15]. These tools use various mathematical formulations to determine
optimal trajectories based on both direct and indirect optimization methods
[16, 17]. A fairly comprehensive review of the models, objective functions, and
solution approaches commonly used for spacecraft trajectory optimization is
conducted in [18].
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Efficient performance of a number of engineering systems with a family of dis-
crete coupled actuation systems is achieved by treating them as hybrid/switch-
ing systems with different modes of operation. The focus of this two-part paper
series is to alleviate and overcome some challenges that arise when indirect
optimization methods are used to characterize optimal trajectories of such sys-
tems. Specifically, the task of generating low-thrust fuel-optimal trajectories for
spacecraft with multiple modes of operation of propulsion system is considered.
Two points are worthy of explanation: first, compared to a number of op-
timal trajectory design problems (e.g., re-entry trajectory optimization [19]),
heliocentric low-thrust trajectory optimization can exploit reasonably accurate
and well-behaved models dominated by Keplerian motion. The second impor-
tant point is that the forces imparted on a spacecraft (either due to SEP system
or other types of perturbations) alter its trajectory only after the effects are
accumulated over a relatively long period. As a result, the sensitivity of the
final states to local variations of the control is usually small and therefore we
may anticipate issues with solution’s uniqueness and convergence.
The ultimate goal, of course, is to characterize the time history of control
(e.g., the thrust vector) such that the spacecraft eventually reaches its desti-
nation in an efficient manner (e.g., to obtain fuel- or time-optimal solutions)
while satisfying some operational constraints. In some cases, this may involve
the addition of multiple gravity-assist maneuvers and inclusion of inequality
state constraints; such problems are highly non-linear and special techniques are
needed for solving them [20, 21]. It is possible to approach the solution of these
problems by resorting to hybrid optimal control methods [22, 23, 24, 25, 26].
To focus on key issues addressed in this paper, we do not consider gravity-assist
maneuvers or state inequality constraints.
Despite inherent high sensitivities, it is frequently possible to make the re-
sulting two-point, boundary-value problems (TPBVPs) amenable to numerical
solution. This is achieved by constructing a one- or multi-parameter family
of neighboring OCPs (i.e., a homotopic map) that contains both the original,
difficult problem and an easy-to-solve problem [27]. The easier problem is first
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formulated and solved. Then, by varying the embedding parameter, a sequence
of neighboring TPBVPs is formed in which neighboring converged solutions are
used recursively to initiate the next set of neighboring iterations. The family is
constructed such that the final problem, in this generated sequence, is the orig-
inal problem we wish to solve. There are multiple ways to define the sequence
of neighboring problems (frequently a one-parameter family of problems), for
instance, by
1. identifying the nonlinear part of the dynamics (i.e., the acceleration due
to the central body) and by removing (or attenuating) its contribution in
order to define a simpler starting problem [28, 29]. Then, the nonlinear
effects are introduced to the problem formulation by, for instance, sweep-
ing a multiplicative parameter. For example, a time-fixed fuel-optimal
trajectory design from a geostationary orbit to an L1 Halo orbit in the
Earth-Moon restricted three-body model is studied in [30], where the con-
tribution of moon’s gravity is introduced in a homoptopic manner,
2. modifying the boundary conditions from those available solutions, swept
to the boundary condition of interest [29, 31, 32],
3. modifying the running cost by introducing quadratic/logarithmic terms
such that an easier problem is first solved [33, 34, 35],
4. altering the dynamics by introducing error and error-control terms into
the dynamics [36],
5. applying a one-parameter smoothing method directly to the admissible
control input [29, 24, 37].
While global convergence can rarely be guaranteed when using some subset
of the above, several homotopy approaches have been recently established and
shown to work well for most of the regular fuel-optimal problems [38], i.e.,
those trajectories that do not involve singular control arcs. For instance, a
probability-one homotopy method has been proposed for solving the TPBVP
associated with time-optimal trajectories [39].
However, there are well-known difficulties that may arise when homotopy
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strategies are adopted to solve optimal control problems (OCPs) [40]. The
simplest homotopy procedures are known to encounter difficulties for problems
that consist of many revolutions, especially if a single-shooting scheme is used
for solving the resulting TPBVPs. Thus, multiple-shooting schemes have been
developed [41, 42]. A salient aspect of indirect optimization methods is that
when they converge accurately, they result in high-resolution solutions, which is
quite instrumental for validation and/or training methods that rely on machine
learning algorithms to approximate optimal trajectories [43]. Superior speed
performance is achievable for some problems when indirect methods are used
[44].
Despite these difficulties, indirect methods’ necessary conditions provide in-
valuable insights into the structure of the control prior to solving the resulting
TPBVPs. For instance, the optimal direction of thrusting (impulsive or contin-
uous) for orbit transfer is governed by part of the costate dynamics associated
with the velocity vector - also known as the Primer Vector due to Lawden
[45]. However, even having such “structure of the control” insights, it remains
a difficult numerical challenge to find the particular missing costate boundary
conditions that “drive” the system to the extremal of interest.
A framework has been recently developed that achieves a continuous repre-
sentation of multi-phase systems with various force models for state dynamics
[46]. Motivated in part by the method of [46], we present here a new frame-
work, called Composite Smooth Control (CSC), within the indirect optimization
formalism to deal with the problem of interplanetary trajectory design. Specifi-
cally, we focus on problems in which the spacecraft is equipped either with 1) a
variable-Isp, variable-thrust (VIVT) engine (in part 1 of this set of two papers)
or 2) a cluster of engines (in part 2 [47]). However, we treat the problem by
modifying the admissible control in the optimal control formulation and intro-
duce an approach to smooth the otherwise discrete switches. We make use of
a recently introduced approach — Hyperbolic Tangent Smoothing (HTS) — to
smoothing [37], which has utility in two respects: 1) it allows us to vary sharp-
ness of the smooth control switches in a homotopic manner, and 2) we can use
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the HTS to connect different controls and construct a continuously composite
control. The switches are still present, but with user control over the sharpness
of these switches. The result is a composite continuous control that captures
the entire spectrum of admissible controls.
A prominent feature of the proposed framework is that not only the optimal
instances of transition between different operation modes (in the case of a VIVT
engine), but also the optimal number of engines (e.g., in the case of a cluster
of engines) as well as their optimal operating conditions are revealed without a
priori assumptions. The multi-engine problem is considered in part 2 [47].
In the proposed framework, bang-bang control profiles of thrusters are also
incorporated, which distinguishes the CSC framework from Ref [46]. There is
an important implementation subtlety when formulating and solving problems
that consist of bang-bang type controls: the constraint that determines the acti-
vation of the bang-bang control is the so-called switching function associated with
that specific control. In other words, for each control input that has a bang-bang
control structure, the switching function, S, serves as the constraint (S = 0) and
is considered as the argument of the HTS method. Therefore, the time associ-
ated with this constraint is obtained implicitly, and in an autonomous manner.
This means that the time of control switches (between the two extreme limits)
are also determined autonomously. Collectively, in addition to incorporating
smooth transitions due to multiple time- or state-triggered constraints, CSC
enables us to incorporate switching-function-triggered constraints that govern
bang-bang type control inputs.
The smoothness of the mathematically continuous composite control input
is found to significantly enhance the convergence performance of numerical al-
gorithms that rely on adaptive numerical differential solvers and Newton-type
update schemes, which are most commonly used in solving TPBVPs. Using
all of the above considerations, we are able to formulate and solve low-thrust
trajectory optimization problems involving interplanetary heliocentric phases of
flight when a single-shooting solution scheme is used and with enhanced relia-
bility and efficiency. In fact, we use MALTAB’s built-in numerical solver, fsolve,
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and numerical integration function, ode45, for all of our numerical simulations
to make our results readily reproducible.
The CSC framework allows us to solve such problems in 1) a unified manner,
2) without resorting to different algorithms, and 3) avoid switch time determi-
nation iterative procedures during dynamical motion integration, which is an
essential step in traditional methods to accurately solve such multi-mode sys-
tems.
A second contribution of the paper is an alternative approach to model
the contribution of the planetary gravitational perturbations in the costate dif-
ferential equations when the set of modified equinoctial elements (MEEs) are
used to represent the trajectory of the spacecraft. This is achieved through
a complex-based numerical derivative approach to determine the Jacobian of
the Hamiltonian that is fundamental to deriving the dynamics of the costates.
Key implementation details of this alternative, effective, numerical approach are
highlighted.
The remainder of the paper is organized as follows. Section 2 reviews the
equations of motions and summarizes some of the important factors involved in
modeling a VIVT engine as well as solar array and power sub-systems. Section
3 presents the OCP for a spacecraft that is equipped with a VIVT engine.
Implementation details of the complex-based derivative method are explained
in Section 3. Section 4 presents the CSC framework and its application to
solving fuel-optimal trajectory optimization problems. Section 5 presents the
results. Finally, Section 6 provides a conclusion to the paper.
2. Power System, Thruster and Perturbation Modeling
In this section, we review the solar electric power models and the disturbing
accelerations due to secondary bodies. Equations of motion are given while
taking into account the performance of power sub-system and actuation models.
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2.1. Power Sub-system Modeling
Application of SEP systems for planetary missions is not a new concept [48].
A crucial step in high-fidelity trajectory design for spacecraft that rely on SEP
propulsion is to develop and use appropriate power models since it very signifi-
cantly affects the performance of the engines and the ensuing trajectories. Solar
arrays are responsible for powering the spacecraft and sustaining the operation
of its various sub-systems during the entire time of flight. The SEP system,
of course, may or may not be providing thrust at any point in time along an
optimal trajectory. In some cases, there are multiple engines that can be on (or
not) and in others, the engine design allows for variable Isp, throttle thrust, and
propellant consumption.
Depending on their size, solar arrays generate a nominal beginning-of-life
power, P0,BOL, typically defined at launch time as the power at one astronomical
unit (AU) from the Sun. For a fixed-size solar array, the nominal power value
can change due to two reasons: 1) the distance of the spacecraft from the Sun
changes, and 2) the efficiency of the solar cells degrades over time due to thermal
cycling, plume impingement, radiation, and other environmental effects.
Let r denote the position vector of the spacecraft expressed in any Sun-
centered inertial frame of reference, and let r = ‖r‖ denote the Euclidean norm
of the position vector, that is, the distance to the Sun. Then, the fractional
multiplicative variation of the nominal power due to the aforementioned sets
of physical effects can be approximated [49] by introducing distance- and time-
dependent multiplicative functions as
φ(r) =
1
r2
[
A1 +
A2
r +
A3
r2
1 +A4r +A5r2
]
, (1)
ψ(t) =(1− σ)τ , (2)
where φ(r) denotes the distance-dependent term, ψ(t) denotes the time-dependent
term (due to aging), σ is decay rate of the solar arrays measured as a percentage
per year (usually between 2 to 4 %/year) and τ = τ(t) denotes elapsed time
from the launch time measured in years [49]. The bracketed term in Eq. (1)
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is a quasi-empirical term, which, with approximate solar power system-specific
choices of the five Ai coefficients, approximates the solar intensity induced vari-
ations of the output power from the array. Requiring φ(r) = 1 at r = 1 AU
gives rise to the linear constraint equation
A1 +A2 +A3 −A4 −A5 = 1,
which can be imposed on the fitting processor, thereby eliminating one of A
coefficients in Eq. (1) and reduce the unknowns from 5 to 4. While this ap-
proximation may differ typically from the truth by a fraction of one percent,
we adopt Eqs. (1) and (2) to capture representative radial and time variabil-
ity of the solar power available with the coefficients Ai (i = 1, · · · , 5), which
are determined through fitting measurements from ground tests in laboratories.
Ultimately, the power generated by solar arrays is approximated herein as
PSA(t, r) = ψ(t)φ(r)P0,BOL , (3)
where P0,BOL corresponds to power at t = t0. The power needed to sustain
the operation of sub-systems of a spacecraft as well as the power needed for
operation of Power Processing Unit (PPU) can also be approximated [49] as a
reciprocal power function of r
Ps/c = D1 +
D2
r
+
D3
r2
. (4)
The PPU modulates the power sent to each thruster. The coefficients in
Eq. (4) are difficult to determine since power consumption is a complicated
function of not only the heat transfer, which depends on the distance to the Sun
and available solar power intensity, but also on the orientation of the spacecraft.
Only the dependency on distance is modeled in Eq. (4). For numerical results in
this paper, Ps/c = Pppu and Pppu is assumed to be the required power to operate
all spacecraft sub-systems other than the thruster(s). The coefficients Dj (j =
1, · · · , 3) are determined through simulated tests in ground-based laboratories.
If a sufficiently precise on-board acceleration can be measured, in principle,
a parametric representation analogous to Eqs. (1) and (2) could be updated
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during the mission. The available power to be used for thrusters then becomes
Pava = PSA(t, r) − Ps/c. (5)
Figure 1 depicts the variation of solar array power, PSA, versus distance to
the Sun when 1) only an inverse squared dependency to r, i.e., φ(r) = 1/r2
is considered, and 2) the following values are considered for the coefficients of
φ(r): A1 = 1.321, A2 = −0.108, A3 = −0.117, A4 = 0.108, A5 = −0.013 [50]. It
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Figure 1: Variation of PSA vs. distance to the Sun for P0,BOL = 1 kW; ψ(t) = 1.
is clear that at distances greater than 1 AU (to the right of the vertical dotted
line) the differences between the two approximations are negligible; however,
for trajectories to inner planets (to the left of the vertical dotted line) or for
multi-revolution transfer orbit that passes inside 1 AU, more accurate models
have to be used, otherwise errors larger than 25% may occur [12].
2.2. Variable-Isp, Variable-Thrust Engine Model
In this work, we consider a specific type of engine that is capable of modifying
its specific impulse, Isp, and thrust level, T , simultaneously. The use of VIVT
engines is shown to impact trip times and propellant requirements [51, 52, 53,
54]. This type of engine is considered so that we can demonstrate the utility
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of the proposed indirect optimization framework (since the optimal values of
specific impulse can be expected to switch between different admissible values
[55]).
The input power and the exhaust velocity are adapted as control variables.
For a VIVT engine, thrust magnitude, T , is expressed as
T =
2ηP
c
, (6)
where η is the assumed constant engine efficiency, P is the power input, and
c = Ispg0 is the exhaust velocity, Isp is the specific impulse, and g0 is the Earth’s
gravitational acceleration at sea level. Let αˆ denotes the thrust steering unit
vector, and let m denote the mass of spacecraft; the propulsion acceleration
vector can be written as
uprop =
T
m
αˆ =
1
m
2ηP
c
αˆ. (7)
This particular parameterization of the total thrust acceleration vector (i.e.,
a unit vector, αˆ, and the magnitude of thrust, T ) has its advantages, which
lends itself properly to Lawden’s primer vector theory. As a consequence of
the thrust expression given in Eq. (6), the time rate of change of mass can be
written as a function of (P, c) as
m˙ = −
T
c
= −
2ηP
c2
. (8)
Expressions given in Eqs. (7) and (8) will be used in deriving the equations
of motion. When adopting (P, c) as control variables in the context of any
particular engine, they can be considered real variables that must lie in bounded
sets
{Pmin ≤ P ≤ Pmax}; {cmin ≤ c ≤ cmax}. (9)
2.3. Secondary-Body Perturbation Modeling
For heliocentric phase of SEP-based flight, a two-body model is considered
accurate enough for preliminary analysis. For instance, it is explained that
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for Deep Space 1 mission [3], the preliminary optimal solutions obtained from
Solar Electric Propulsion Trajectory Optimization Program (SEPTOP) were
further optimized through a secondary tool, NAVTRAJ, that use a higher-
fidelity gravitational perturbation model, including secondary bodies and solar
radiation perturbations.
According to [3], for some cases, the errors due to inaccurate modeling of
the power system had a much greater offset on the solution in comparison to
ignoring higher-fidelity gravitational perturbations. Nevertheless, we are inter-
ested in quantifying the importance of these perturbations on the considered
test cases in the present study. In addition, the details of deriving the costate
dynamics are presented for two approaches when secondary-body perturbations
are incorporated into the state dynamics.
Let r and v denote the position and velocity vectors of the spacecraft, respec-
tively, in an inertial frame of reference (I). The acceleration due to secondary
bodies, asb, can be evaluated as [56]
asb = −C
LVLH
I
Nsb∑
j=1
µj
[
r− r⊙
‖r− r⊙‖3
+
r− rj
‖r− rj‖3
]
, (10)
where Nsb is the number of considered secondary bodies, C
LVLH
I is the orthog-
onal transformation matrix that projects the acceleration vector components in
the inertial frame of reference to acceleration vector components in the Local
Vertical Local Horizontal (LVLH) frame and µj denotes the gravitational pa-
rameter of the j-th secondary body. Let uˆr = r/‖r‖, uˆh = r × v/‖r× v‖, and
uˆt = uˆh × uˆr be the expressions for the osculating unit vectors of the LVLH
frame. At each instant of time, the transformation (direction cosine) matrix can
be represented as the three orthogonal LVLH unit vectors as
CLVLHI = [uˆr, uˆt, uˆh]
⊤ . (11)
2.4. Equations of Motion
In the heliocentric phase of flight, the spacecraft motion is predominantly
governed by the gravitational attraction of the Sun. In addition, the spacecraft
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is equipped with an electric thruster or a cluster of thrusters and its mass, m,
changes due to the consumption of propellant. We choose to formulate an OCP
in terms of the modified equinoctial orbital elements (MEEs) [57] since it has
been shown that these elements are very attractive for describing low-thrust
trajectories [34, 58]. We have separated the dynamics of MEEs and time rate
of change of spacecraft mass to facilitate derivation of optimality conditions.
Let x = [p, f, g, h, k, l]⊤ denote the vector of MEEs and let a = [ar, at, an]
T
represent the non-two-body accelerations expressed in the LVLH frame acting
upon the spacecraft. The dynamics of MEEs can be written as
x˙ =A(x, t) + B(x, t)a, (12)
where A ∈ R6×1 denotes the unforced vector part of the MEEs dynamics and
B ∈ R6×3 is the control influence matrix defined in [58].
The MEE set has five slow variables and one (very regular) fast variable, l.
The complete dynamical model including the variation of mass becomes
x˙ =A(x, t) + B(x, t)a, (13)
m˙ = −
2ηP
c2
. (14)
In Eq. (13), the acceleration vector, a, can be conveniently expressed as the
sum of two acceleration terms as
a = uprop + asb, (15)
where uprop denotes the control acceleration vector due to engine(s) (see Eq. (7))
and asb denotes the perturbing acceleration vector due to all secondary bodies
(i.e., the other planets in the Solar System) derived in Eq. (10). There exist other
smaller disturbances such as solar radiation pressure that are not considered in
this work.
We mention that we have previously investigated eight choices of coordinates
and elements in [58] for the class of time-fixed rendezvous-type fuel-optimal
problems that involve indirect trajectory optimization. The MEEs were shown
superior computationally to the seven competing coordinate choices considered
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[58]. The relative merits of the coordinate choices, however, may vary due to
the magnitude of the controls, the gravitational forces as well as the particular
boundary conditions imposed. Furthermore, the geometric insights using some
unique choices of coordinates may, in some cases, lead to other decisions on
“which coordinates are the best”.
3. Fuel-Optimal Indirect Formulation for VIVT Engines
In this section, the TPBVP associated with the fuel-optimal trajectories is
developed. To keep this paper reasonably self-contained, most relevant equa-
tions are derived. In particular, the Hamiltonian, H , plays a central role in
optimal control necessary conditions and we refer to the various terms in H to
derive the Jacobian needed in the costate dynamics. We explain the complex-
based derivative method as an alternative to deriving the costate dynamics.
3.1. Formulation of the Fuel-Optimal Problem
For a fuel-optimal problem, the minimization of the cost functional
J = −m(tf ), (16)
is of interest. We form the Hamiltonian associated with the OCP
H = λ⊤
[
A(x, t) +
1
m
2ηP
c
B(x, t)αˆ
]
− λm
2ηP
c2
, (17)
where λ = [λp, λf , λg, λh, λk, λl]
⊤ denote the costate vector associated with the
MEEs, x and λm denotes the costate associated with the mass state, m.
The control inputs (αˆ, P , and c) have to be characterized such that H
is minimized according to the PMP. The first two control inputs (i.e., αˆ and
P ) appear bi-linearly in H , thereby requiring PMP to be used, whereas the
optimal value of specific impulse can be obtained through the strong form of
PMP (i.e., ∂H/∂c = 0), if the minimizing value of c lies in the admissible range:
cmin < c < cmax, otherwise, PMP must be invoked and c will lie on the boundary
of the admissible region that minimizes H . ‖αˆ‖ = 1, but αˆ(t) is otherwise an
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arbitrary real vector and all {P (t), c(t)} must lie in a bounded feasible set of
Eq. (9).
In the remainder of the paper, the arguments of A and B are suppressed
to have compact expressions. As is evident by inspection of H , the optimal
(denoted by superscript ‘*’) direction of thrust that minimizesH over all feasible
αˆ(t) is the unit primer vector
αˆ∗ = −
B
⊤λ
‖B⊤λ‖
. (18)
Upon substituting the expression for the optimal thrust direction given by
Eq. (18) into Eq. (17) and collecting terms, H can be written as
H = H0 −
[
‖B⊤λ‖
m
+
λm
c
]
2ηP
c
⇐⇒ H = H0 −
[
‖B⊤λ‖
m
+
λm
c
]
T, (19)
where H0 represents control-independent terms. Note that H is written in two
forms: one where power is the control input and one where thrust, T = 2η/c, is
the control input. The optimal power and/or thrust are obtained as
P ∗(S) =


Pmax if S > 0,
0 if S < 0,
or T ∗(S) =


Tmax if S > 0,
0 if S < 0,
(20)
where the power switching function, S is defined as
S ≡
‖B⊤λ‖
m
+
λm
c
. (21)
We have assumed that singular arcs (where S = 0 for a finite time interval) do
not occur during the trajectory. The first term of Eq. (21) is always positive, so S
can change sign only when the second term is a sufficiently large negative number
relative to the first term, and S = 0 switches occur from exact cancellations.
For a VIVT engine, c ∈ [cmin, cmax], where c = cmax leads to the least value of
the second term, which in turn results in the maximum value of S. So, cmax
dictates P = Pmax and T = Tmax. In the numerical results we observed that
λm(t) < 0 along all extremal solutions.
We still have to characterize the optimal value of the specific impulse. H is
a quadratic function of 1/c; thus, it is straightforward to apply the strong form
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of optimality, i.e., ∂H/∂c = 0 and solve for the optimal (minimizing) value of c
as
cop = −
2mλm
‖B⊤λ‖
. (22)
Altogether, H is minimized if cop in Eq. (22) is used as long as its value lies
within the admissible range (cop ∈ [cmin, cmax]). Clearly, the nearest violated
limit is taken if cop lies outside its admissible range.
The optimal c∗ is summarized as
c∗ =


cmax if cop ≥ cmax,
cop if cop ∈ (cmin, cmax),
cmin if cop ≤ cmin.
(23)
The above set of conditions is usually implemented through amax-min struc-
ture as
c∗ = max {cmin,min [cop, cmax]} , (24)
where max[., .] (min[., .]) expression returns the maximum (minimum) of the
two arguments.
Unless the optimal c always satisfies cop ∈ (cmin, cmax), the structure defined
in Eq. (24) is inherently nonsmooth. This non-smoothness is essentially due to
the fact that, at the time of implementation, a set of “if → then” conditional
statements are required to select the optimal values of exhaust velocity. The
particular implementation in Eq. (24) is used in a large class of problems and an
approach to smooth this structure (as is presented herein) has a great application
for a vast class of problems.
There is another source of non-smoothness introduced to the problem through
optimality criterion that specifies when to switch the thruster “on” or “off” (see
Eq. (20)). Our goal is to avoid all non-smoothness by constructing smooth
transitions between not only the three cases of c∗, but the transitions between
possible power inputs. The reason we seek smooth approximations of on-off con-
ditions is to make numerical solutions more convenient, efficient and accurate,
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and as generalized later in this paper to achieve smooth invariant embedding of
multi-mode thrust controls.
We proceed by forming the remaining components of the necessary condi-
tions, namely, the costate dynamics and boundary conditions. At this stage,
let asb = 0 for the sake of simplicity of deriving the costate dynamics (λ˙ =
λ˙two-body). From the expression for H given in Eq. (17) together with the
Euler-Lagrange equation, the dynamics of the costates can be derived as
λ˙two-body =−
[
∂H
∂x
]⊤
, (25)
λ˙m =−
∂H
∂m
= −
‖B⊤λ‖
m2
2ηP
c
. (26)
The costate dynamics associated with the MEEs are given in other references
[59]. However, there is a subtlety involved whereH is indirectly a function of the
solar distance since the solar array output power varies as a function of distance
from the Sun and this dependence has to be taken into consideration when
deriving the costate dynamics (see under “TRAJECTORY OPTIMIZATION”
Section in [12]).
The mathematical expressions for the right-hand side of the λ˙ equations
become lengthier when usb 6= 0. Section 3.3 is devoted to present two alter-
natives for deriving the costate dynamics when perturbations due to secondary
bodies are taken into consideration. Note that the inclusion of perturbations
due to secondary bodies does not alter the mathematical expressions derived for
optimal control inputs (namely, Eqs. (18) through (24)) since these disturbing
accelerations are not functions of control and are only functions of position and
velocity vectors. Nevertheless, they eventually alter the time history of costates,
and indirectly alter the resulting optimal profile of control inputs.
3.2. Two-Point Boundary-Value Problem
Depending on the type of maneuver, different boundary conditions can be en-
forced. In this paper, we are dealing with time-fixed rendezvous-type problems,
where the final mass is free. The position and velocity vectors of the space-
craft in rendezvous maneuvers match their target body counterparts (denoted
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by subscript ‘T’). It is assumed that the spacecraft leaves the Earth’s Sphere of
Influence (SOI) on a parabolic trajectory, i.e., with zero excess velocity v∞ = 0
and that, on a solar scale, the SOI is negligibly small compared to 1 AU and
the inertial velocity of the spacecraft is the inertial velocity of the Earth. This
is a frequently used first approximation in the solar orbit transfer preliminary
mission design. The final boundary conditions (seven equality constraints) can
be written in the vector function form as
ψ(x(tf ), tf ) =
[
[x(tf )− xT ]
⊤, λm(tf ) + 1
]⊤
= 0, (27)
where xT = [pT , fT , gT , hT , kT , lT ]
⊤ denotes the final target state values. Since
final mass is free, the final value of the mass costate has to be -1 (due to
transversality condition). Another unknown of the problem, for multi-revolution
trajectories, is the number of en-route revolutions, Nrev, in the transfer orbit,
which has to be determined. Its value is taken into consideration when the
change in the true longitude, l, is to be enforced as a boundary condition,
lT = l˜f + 2πNrev, (28)
where l˜f is the initial true longitude of the target body (i.e., for Nrev = 0). lT is
essentially the modified true longitude boundary condition based on the value
of Nrev.
Remark: Previous studies have shown that for each specified number of
revolutions belonging to the feasible set of Nrev integers, there is one local
extremal for time-fixed rendezvous-type fuel-optimal trajectories [60]. By seeking
extremals for all feasible Nrev, we can evidently obtain the global extremal.
Let z = [x⊤,m,λ⊤, λm]
⊤ denote the state-costate vector, then, we can write,
z˙ = F = [x˙⊤, m˙, λ˙⊤two-body, λ˙m]
⊤, (29)
where α = α∗, P = P ∗(S) and c = c∗(S) (Note x˙, m˙, λ˙two-body, λ˙m here are
shorthand for the RHS of Eqs. (13),(14),(25),(26)). Once the optimal values of
the control components are substituted into F, the equations of motion can be
integrated numerically, if initial conditions are fully specified.
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In the class of orbit maneuvers we consider, only the initial state x(t0) = x0
and m(t0) = m0 are specified. The final state x(tf ) as well as the final costates
are functions of the initial costate η(t0), where η(t0) = [λ
⊤(t0), λm(t0)]
⊤ is the
vector of unknown variables to be determined such that Eq. (27) is satisfied.
Thus, we have a TPBVP that can be solved if we have a starting estimate
η(t0) within the domain of convergence of the particular algorithm to satisfy
the prescribed boundary conditions. There are seven constraints in Eq. (27) and
seven unknown elements in η(t0). In the next section, the details of applying
the composite smoothing method for solving the resulting TPBVP is presented.
We mention that, the much slower time rate of change and near-linearity of
the MEEs compensate for the more algebraically complicated expressions, as
compared to traditional Cartesian or spherical coordinates [34, 58].
3.3. Derivation of Costate Dynamics
In indirect optimization methods, costates constitute a crucial part of the
necessary information to construct the optimal control. However, derivation
and coding of the governing costate dynamics can become quite tedious and is
an error-prone process for complicated systems such as the one in this study.
Moreover, the choice of coordinates or elements usually has a significant impact
on both the derivation and the solution process when the low-thrust trajectory
optimization problem is considered [34, 58]. The simplest expressions for differ-
ential equations of the costates arise when the set of Cartesian coordinates is
used to represent state dynamics. The expressions of the differential equations
of the costates become lengthier and more involved when the set of MEEs is
utilized. The relations become even more involved with the inclusion of gravi-
tational perturbations such as the zonal harmonics term, J2 [61], and especially
so for higher order series representations of gravitational perturbations. We
mention in passing that the complexity of deriving the costate dynamics (for a
particular coordinate choice) does not generally correlate to the efficiency and
reliability of numerical convergence [58].
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3.3.1. Symbolic Approach
The error-prone process of deriving the costate differential equations can be
avoided by using symbolic toolboxes such as MATLAB’ Symbolic Math Toolbox
to construct the necessary expressions [34, 35] and to a significant degree, au-
tomate code generation. For example, an automated algorithm can be devised
for generating the expressions as well as generating functions (using MATLAB’s
matlabFunction command that converts symbolic expressions to a function han-
dle or a file) that can be readily used for propagating the costate dynamics [34].
Although the algebraic process becomes automated, the generation of files
may take a significant computational time and the functional expressions may
not always be as well optimized for subsequent numerical computation as equiv-
alent expressions derived and programmed by hand. A portion of the time delay
is caused by the fact that matlabFunction looks for repeating expressions and
factorization within the symbolic expressions so that intermediate variables are
introduced to avoid repeated evaluations of such expressions and to improve
the computational efficiency. However, when perturbing accelerations are in-
cluded in state dynamics, the generation of a reasonably efficient code can take
significant time. Even when the generation of symbolic files is successful, the
resulting expressions may “explode” and become so lengthy that evaluation of
such expressions can negate computational advantages of using symbolic expres-
sions. There is an alternative numerical approach for determining the costate
dynamics to near-machine precision, which will be discussed in Section 3.3.2.
For the considered problem, the main disturbances are due to secondary
bodies and the contribution of these disturbances to the Hamiltonian, Hsb, can
be written as
Hsb = λ
⊤
B(x, t)asb(x, t), (30)
where asb is defined in Eq. (10). Therefore, it is possible to treat the derivation
of costate dynamics in two steps: 1) the gravitational acceleration contribution
due to the Sun and control input, which is formulated in the previous section,
and 2) the gravitational acceleration contribution due to the secondary bodies.
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The contribution of the υ-th secondary body to the costate dynamics can be
derived as
λ˙sb,υ = −
[
Hsb
∂x
]⊤
= −
3∑
j=1


[
∂B˜j
∂x
]⊤
λ asb,j

−
[
∂asb
∂x
]⊤
B
⊤λ, (31)
where B˜j denotes the j-th row of asb in Eq. (10). The symbolic expressions
can be generated once and used for other planetary bodies.
The explicit expressions for ∂asb/∂x are rather involved since they depend on
the transformation from the inertial to the LVLH frame, which, in turn, depends
on the position and velocity vectors as well as the perturbation term, all of which
have a non-linear dependence on x. There are certain aspects of the problem
that can be exploited to develop faster algorithms. For instance, the numerical
value of the transformation matrix remains the same at each time instant and
irrespective of the number of planetary bodies; hence, at each time instant, its
value can be calculated and used whenever it is required. Consequently, the
total contribution due to secondary bodies can be written as
λ˙sb =
Nsb∑
i=1
λ˙sb,i. (32)
The contribution of secondary bodies are added to the central body (i.e.,
two-body gravitational model), where the costate dynamics associated with the
MEEs become
λ˙ = λ˙two-body + λ˙sb. (33)
Secondary bodies do not contribute to the costate associated with the mass
since we deal with restricted dynamics, i.e., ignoring the mass of the spacecraft
compared to that of planets.
3.3.2. Numerical Approach Using Complex-Based Derivative Approach
There is a second approach to generate the time history of costates through
the complex-based derivative (CX) method [62]. The application of this method
for generating the State Transition Matrix to be used for facilitating the solution
of fuel-optimal low-thrust trajectories is explained in [34] (see Section III in [34]).
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While being computationally more demanding (typically) compared to the
numerical computation with the symbolic expressions, this approach presents
distinct advantages with respect to the elapsed time for human effort in the
implementation process. The code is also much more compact. In some prob-
lems, such a numerical method becomes faster than the evaluation of lengthy
symbolic expressions of the costates dynamics. This is especially true if one uses
MATLAB, which is an interpretative programming environment. In addition, it
is difficult to apply the symbolic approach to problems in which data tables are
used for interpolation purposes. However, the CX method handles such cases as
a black-box and can usually accommodate interpolation of data tables, although
occasional anomalies arise if iterations cause solutions to converge near table en-
tries where derivatives may be discontinuous (depending on the interpolation
process utilized). These problems can be avoided by using Lagrange interpola-
tion centered on the nearest table entry and considering more local tabulated
data points for support. In addition, it is possible to have complicated dynamics
if one is interested to investigate the impact of higher-order gravity models for
low-altitude planetocentric trajectory design.
Here, the procedure is explained for obtaining the numerical Jacobian value
for one representative costate. The same procedure can be followed for other
costates of the system. Let λ be one of the costates of the problem. Our goal
is to evaluate the numerical value of the time rate of change of the respective
costate, λ˙, which can be obtained as
λ˙ = −
Img[H(x˜)]
γc
, (34)
where x˜ = x + γci denotes a complex version of the state vector in which the
state associated with the costate has a complex component only, and γc denotes
the complex perturbation step size taken in the imaginary direction, i. Img()
returns the imaginary part of the Hamiltonian. Very small complex step sizes
can be taken, i.e., γc = 1.0× 10
−16.
The accuracy of the above approach for obtaining the derivative of a func-
tion is, remarkably, shown to match the analytical partial derivatives with near
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machine precision [62, 63] for a wide range of γc values, in contrast to real-
valued finite-difference approximations, where a “Goldilocks” step size region
exists for obtaining valid partial derivative approximation. Note that the CX
method evaluates the numerical value of the Hamiltonian. Obviously, numer-
ical evaluation of the Hamiltonian is significantly easier than constructing the
associated symbolic expression of the Jacobian. This is a key enabler when we
deal with systems with complicated dynamics.
The relation defined in Eq. (34) is used at each time instant (say, in a stan-
dard Runge-Kutta method) to obtain the Jacobian of the Hamiltonian with re-
spect to the state variables. There is a key point regarding the implementation
of the CX-based method (or any other analogous numerical treatment). In order
to use this method, recall that the Euler-Lagrange equation (λ˙xi = −∂H/∂xi,
i = 1, · · · , 7) sets the guideline for deriving the costate dynamics. In other
words, the costate dynamics do not depend on the structure of the control that
appears in the Hamiltonian. On the other hand, for constructing the numeri-
cal value of the Hamiltonian, information regarding both states and control is
required. However, when one seeks to re-construct the costate dynamics numer-
ically, optimal control inputs (that also depend on states of the system through
switching function and costates) should not be modified at all.
At this stage and in order to clarify a number of important points, we discuss
the implementation of the method when the equations of motion are formulated
using Cartesian coordinates. Comparisons to the analogous implementation are
made when the set of MEEs is used. Further details and discussions of the
resulting algebraic switching function expressions and form of the primer vector
are given in [34, 58].
In fuel-optimal problems, if Cartesian coordinates are used to represent the
dynamics, the unit vector, αˆ = −λv/‖λv‖, is a smooth function that solely
depends on the costate vector associated with the velocity vector. This con-
trol is substituted in the Hamiltonian so that it is possible to determine the
optimal policy for the thrust value (through switching function). The fact that
optimal, αˆ is not a function of the states, x, would not create any problem
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when αˆ = −λv/‖λv‖ is substituted back into the equations of motion (which
will eventually appear in the Hamiltonian). However, the throttle input is a
function of the mass through the switching function
S =
‖λv‖
m
+
λm
c
. (35)
Recall that we need to evaluate the value of the Hamiltonian numerically, but
the numerical evaluation of the costate dynamics should be consistent with the
Euler-Lagrange equations. It is obvious that when λ˙m is calculated numerically,
the switching function will be affected through the mass in the denominator of
the first term. Eventually, this will affect the numerical value of the Hamilto-
nian.
The situation is worse when the set of MEEs is used for dynamic modeling
since both the optimal direction (through B(x)) and the switching function
(through B(x) and m) depends on the the state as
αˆ∗ =−
B
⊤λ
‖B⊤λ‖
, S =
‖B⊤λ‖
m
+
λm
c
. (36)
Ultimately, when numerical approaches are to be used to re-construct the
costate time derivative values numerically, the control has to be computed with
the original state vector, i.e., with no complex component. Then, to determine
the gradient of H , the control inputs are treated as constants wherever they
appear in H expression while the other state-dependent terms will be affected
by a perturbation in the imaginary component.
For the problem under study, the Hamiltonian that is used in Eq. (34) be-
comes
H(x˜) = λ⊤
{
A(x˜, t) + B(x˜, t)
[
2η
m c
αˆ + asb(x˜)
]}
− λm
2η P
( c )2
. (37)
The terms enclosed in boxes should not be updated when the CX-based
method is used. Note also that for VIVT engines, c is also a control input, which
means that it depends on, x as derived in Eqs. (22) and (23). A salient feature of
the numerical approach is that it is amenable to parallel implementation since
each of the states of the system (in our case, seven states) can be perturbed
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(in the complex component) separately and independently; the above outlined
procedure can be followed for each state.
We have developed a parallel code to implement the CX-based method,
but chose not to use it in this paper since the computations were found not
demanding and this parallel tool is not necessary to demonstrate the main ideas.
Even though we need to include the effects of gravitational perturbations due
to secondary bodies, the introduction of these perturbations proves not to be
problematic (for the considered test case) since we already have an excellent
near-optimal solution to start from. The convergence when planetary gravity
perturbations are considered is usually achieved in a small (single digit) number
of iterations and takes only a few seconds for the example herein. The inclusion
of gravitational perturbations due to secondary bodies, and when dynamics is
modeled using the MEEs, with the CX-based method is another contribution
of the paper.
4. Control Smoothing for VIVT Engines
Recently, a generic smoothing approach has been developed, based on HTS
[37]. Its utility has been demonstrated for smoothing bang-off-bang and bang-
bang control inputs on a number of problems including interplanetary and geo-
centric low-thrust trajectory optimization problems [58], rest-to-rest attitude re-
orientation of rigid-body and flexible satellites [37, 64], and low-thrust transfer
from a geostationary transfer orbit to an L1 Halo orbit in the circular restricted
circular three-body model of the Earth-Moon system [30]. Its application for
constructing a smooth transition between regular and singular control inputs
has been readily demonstrated for the maximum-altitude Goddard rocket prob-
lem [65]. It is also used for constructing the optimal switching surfaces that
provide insights to optimal trajectories through which Taheri and Junkins [66]
have answered the Edelbaum’s famous question: “How many impulses?” [67].
In these settings, the HTS method is used to replace the instantaneous sharp
changes in control with a controllably sharp, rigorously continuous smooth ap-
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proximation, where one smoothness parameter controls the sharpness of the
switches. In this case, the homotopic smoothness parameter, ρc (subscript ‘c’
for constraint-related smoothing parameters) lies in the interval ρc ∈ (0, ρc,max].
The upper bound can initially be set to unity (or higher values) to maximize
smoothness and to promote convergence; then a homotopic sweep of the param-
eter, ρc toward zero is used to solve subsequent solutions. However, the solution
is smoothly approaching the instantaneous switch limit as ρc → 0.
The application of the HTS method has been found to be quite an effective
approach since it enlarges the domain of convergence of the resulting TPBVPs
such that, in a large number of cases and, with a moderate number of ran-
dom sets of initial costate guesses, convergence is usually achievable [58]. Note,
when modern adaptive step-size integrators are employed, the continuous ap-
proximation of switches eliminates the necessity for high-precision root-solving
for switch times, which is a significant advantage. For discontinuous controls
with state- and costate-dependent switch times, note that conventional step-by-
step integrators will not yield a valid integration step if a force discontinuity is
contained interior to an integration step. Therefore, without smoothing, con-
ventional integrators must be augmented with a logic to locate precisely the
switch times and to use these times to adjust integration step size values [68].
In the present discussion, we introduce another variant of the HTS method
to construct a composite control by blending a set of distinct controls continu-
ously. The principal guideline is to use a smooth equivalent representation to
replace discontinuous “if → then” conditions as these conditional statements
are the root cause of control non-smoothness. A signed measure of distance
from satisfaction of the “if → then” discontinuity is used as the argument of
a smoothed activation function. In order to use the HTS method, we repre-
sent each of the “if → then” conditions as a continuous approximation of the
constraint that triggers an activation function.
Qualitatively, one can interpret the activation function to be a continuous
sharp step function, which ultimately approaches unity when one (or a set of)
constraint(s) condition is (are) satisfied or 0 when the constraint condition is
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violated. Another key point is that there could be a number of constraints
for which, when all are nearly satisfied, a particular control “dominates” the
other controls. Therefore, multiplicative incorporation of activation functions
(each of which being weighted based on its corresponding constraint violation)
allows us to smoothly approximate the switches. Eventually, a summation over
all possible controls results in a composite continuous control that smoothly
transitions centered on time points where, otherwise, instantaneous switches
would occur.
For instance, let us consider the specific impulse relations defined in Eq. (23).
There are three possibilities for c∗ depending on the value of cop, i.e., c
∗ ∈
{cmin, cop, cmax}. In fact, cmin and cmax are the limits on the value of specific
impulse, which become active if the control violates these limits. A smooth
composite representation of c∗ can be formed as
c∗(ρc) = ζcmincmin + ζcopcop + ζcmaxcmax, (38)
where ζcmin, ζcop , and ζcmax denote the activation functions corresponding to
the lower, intermediate, and upper control inputs, respectively. The activation
function for the lower control bound is defined as
ζcmin =
1
2
[
1− tanh
(
gcmin,1
ρc
)]
, gcmin,1 = cop − cmin ≤ 0, (39)
where one constraint, gcmin,1, has to be taken into consideration. Here, ρc is
the smoothing factor corresponding to the sharpness of the constraint-related
step functions. The activation function for the intermediate control takes a
multiplicative form, ζcop , which can be written as
ζcop = ζcop,1ζcop,2, (40)
where two constraints are blended and their activation functions can be defined
as
ζcop,1 =
1
2
[
1− tanh
(
gcop,1
ρc
)]
, gcop,1 = cmin − cop ≤ 0, (41)
ζcop,2 =
1
2
[
1− tanh
(
gcop,2
ρc
)]
, gcop,2 = cop − cmax ≤ 0. (42)
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In a similar fashion, the activation function for the upper control, ζcmax , can
be written as
ζcmax =
1
2
[
1− tanh
(
gcmax,1
ρc
)]
, gcmax,1 = cmax − cop ≤ 0. (43)
It is straightforward to verify that Eq. (38) is indeed a smooth representation
of the discontinuous c∗ given in Eq. (23). For instance, when gcmin,1 ≤ 0, then
we know that c = cmin is the solution based on Eq. (23). According to the
definition, ζcmin → 1 as cop gets smaller than cmin. At the same time, ζcop → 0
and ζcmax → 0. Also, the smaller the value of ρc is, the faster ζcmin approaches
1. The other controls become dominant if/when their associated constraint(s)
is (are) triggered.
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Figure 2: Typical profiles of c∗ for different ρc ∈ {1.0, 0.1, 0.01} values.
A test problem is considered for demonstration. Let x = [0, 2π], it is as-
sumed that cop = 0.6 sin(x), cmin = −0.5 and cmax = 0.5. Figure 2 depicts the
profiles of composite control, c∗ (using Eqs. (38)-(43)) for different values of the
smoothing parameter.
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The other control input that we seek to smooth is the power input P ∗ de-
fined in Eq. (20), which is usually idealized as having a bang-off-bang profile,
depending on the value of S defined in Eq. (21). Note that the bang-off-bang
structure of power is one of the optimality criteria. In other words, even though
the solar arrays are producing power (and there could be enough power to send
to the engine), it is the power switching function defined in Eq. (20) that sets
the criterion to switch the engine on or off.
It is straightforward to achieve a smooth approximation of such control types
already illustrated in [30] as
P ∗(S, ρb) =
1
2
[
1 + tanh
(
S
ρb
)]
P ∗max, (44)
T ∗(S, ρb) =
1
2
[
1 + tanh
(
S
ρb
)]
T ∗max, (45)
where ρb is the smoothing factor for bang-bang type control. The possibility
of having singular-type power arcs is not considered in this work as they rarely
occur in optimal space flights.
In summary, in the TPBVP associated with the fuel-optimal trajectory of
a VIVT thruster, the following smooth approximations are implemented in the
RHS of the set of state-costate dynamic equations defined in Eq. (29) with
P ∗(S) ≈ P ∗(S, ρb), c
∗ ≈ c∗(ρc). (46)
While we have introduced the HTS smoothing heuristically above, it will be
evident that the optimal instantaneous switches associated with Pontryagin’s
necessary conditions for optimality can be smoothly approximated by making
the values of ρb and ρc sufficiently small. Note that there are two different
smoothing parameters and their values can be different depending on the type
of the problem. More details regarding the difference and judicious selection of
these parameters are given in the Section 5.
4.1. Generalization of Composite Smooth Controls
Let m ∈ N denote the number of scalar control inputs of a system. Let nb,k
denote the number of building-block controls that have to be merged smoothly
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to fully define the k-th control time history, 1 ≤ k ≤ m, and let ub,i denote the
i-th building block control. The composite smooth representation of the k-th
control input can be written as
uk =
nb,k∑
i=1

 nc,k,i∏
j=1
ζi,j

ub,i, k = 1, · · · ,m, (47)
where
ζi,j =
1
2
[
1− tanh
(
gi,j
ρc
)]
, (48)
and nc,k,i is the number of constraints on the i-th building block control, which
are handled by the smoothing functions. Recall that the actual activation func-
tions, ζi,j , have the following forms
ζi,j =


1, if gi,j ≤ 0,
0, otherwise.
(49)
Equation. (48), which is substituted in Eq. (47), represents a smooth approxi-
mation of the actual activation function defined in Eq. (49).
As an example, the case given in Eq. (38) is reviewed. Here, m = 2 since
smooth approximations of both P ∗ and c∗ are sought. Let k = 1 correspond
to c∗ for which nb,1 = 3, as there are three building-block controls, i.e., c
∗ ∈
{cmin, cop, cmax}. Accordingly, there are different number of constraints for each
control, i.e., nc,1,1 = 1, nc,1,2 = 2 and nc,1,3 = 1. Using Eq. (47), we can write
c∗ = u1 = ζ1,1ub,1 + ζ2,1ζ2,2ub,2 + ζ3,1ub,3. (50)
By comparing Eq. (50) with Eq. (38), it is easy to verify that

cmin = ub,1,
cop = ub,2,
cmax = ub,3,
and


ζcmin = ζ1,1,
ζcop = ζ2,1ζ2,2,
ζcmax = ζ3,1.
(51)
4.2. Consideration of No-Power Condition
It is also possible to handle situations in which there is not sufficient power
to energize the PPU. For solar power-driven electric propulsion, this can happen
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at farther distances from the Sun. Such a switch possibility can be characterized
by the smooth approximation
ζno-power =
1
2
[
1 + tanh
(
Pava − Pava,min
ρb
)]
, (52)
where Pava,min is a user-defined minimum power limit. We have used the same
smoothing parameter used for smoothing bang-bang power behavior, ρb to avoid
introducing another smoothing parameter. This constraint acts upon the power
level and it is assumed that the same value of smoothing parameter can be used
for both conditions.
The activation function defined in Eq. (52) should be multiplied by the power
approximation defined in Eq. (46) with
P ∗(S) ≈ ζno-powerP
∗(S, ρb). (53)
4.3. Imposing No-Thrust Time Interval and Thrust Vector Direction Constraints
It is also possible to 1) enforce a no-thrust time interval constraint, and 2)
impose a certain condition on a direction of interest for the thrust vector. Let tl
and tu denote two time instants such that t0 < tl < tu < tf . It is then possible
to define an activation function that is triggered only when t ∈ [tl, tu] as
ζzero-thrust = ζtlζtu , (54)
where
ζtl =
1
2
[
1 + tanh
(
t− tl
ρc
)]
, ζtu =1−
1
2
[
1 + tanh
(
t− tu
ρc
)]
. (55)
Eventually, the function P ∗(S) can be replaced by
P ∗(S) ≈ (1− ζzero-thrust)ζno-powerP
∗(S, ρb). (56)
The capability to impose no-thrust time interval is helpful if one is interested
to perform missed-thrust analyses [50] and also to accommodate events such as
time windows when sensitive science measurements will be made. Note that
one is able to use any other type of state-dependent constraint to enforce a
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particular pattern on thrust. For instance, it is possible to handle shadow
constraints by using a particular angle-like variable. Alternatively, once can
incorporate shadow events by a multiplicative smooth activation function over
a controllably small window centered on an event measured by a Sun-detection
indicator.
Similarly, during a given time period, t ∈ [tl, tu], it is possible to constrain
a particular specified (time-varying or fixed) direction of interest, αˆdesired, for
the thrust vector by replacing αˆ∗ in Eq. (18) with
αˆ∗ = (1− ζtime)
p
‖p‖
+ ζtimeαˆdesired, (57)
where
ζtime = ζtlζtu . (58)
During the time interval, t ∈ [tl, tu], the direction of the thrust vector is re-
oriented away from the unit vector along the primer vector, p, toward αˆdesired.
4.4. Connection Between Smooth and Non-smooth Necessary Conditions
The particular type of homotopy that we have employed in this framework
seeks to establish a smooth representation neighboring all non-smooth compo-
nents of the resulting boundary-value problems. Specifically, real-valued inputs
including the direction of thrust vector and power to the VIVT engine or power
input to each engine and the number of active engines in a multi-mode cluster
of engines (in part 2) have been replaced by smooth representations. Through
choice of the smoothing parameter, approximations can be brought arbitrar-
ily close to instantaneous (discontinuous) switches between a finite number of
modes. Remarkably, this smooth embedding solution can be found through
affordable computational process.
A one- or multiple-parameter family of neighboring smooth OCPs are con-
structed (denoted by superscript ‘s’) such that as the set of homotopy param-
eters (in our problem ρb and ρc) approach a limiting value (0 or 1 depending
on the formulation), the set of optimality conditions of the original MPBVP is
recovered and satisfied. The smoothed problems are found to be much more
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computationally attractive than the formal optimal solution, which require the
discontinuous multi-mode switching.
We construct the smoothed version of the optimality conditions to ensure
the following mapping (invariant embedding):

x˙s = x˙s(zs,Us, t)
m˙s = m˙s(zs,Us, t),
λ˙s = λ˙s(zs,Us, t),
λ˙sm = λ˙
s
m(z
s,Us, t),
U
s
→U
∗
−−−−−−−→
ρ=ρmax→0


x˙∗ = x˙∗(z∗,U∗, t),
m˙∗ = m˙∗(z∗,U∗, t),
λ˙∗ = λ˙∗(z∗,U∗, t),
λ˙∗m = λ˙
∗
m(z
∗,U∗, t),
(59)
where ρ = [ρb, ρc]
⊤ denote the vector of smoothing parameters. Smooth and
optimal control vectors (that consist of all control variables) are given as
Us ∈ [αs(ρ), P ∗(ρb), c
∗(ρc)] ,
U∗ ∈ [α∗(ρmin), P
∗(ρb = ρb,min), c
∗(ρc = ρc,min)] .
The maximum values for the smoothing parameters, ρb,max and ρc,max, are
problem dependent, and their lowest values (ρb,min and ρc,min) would have to be
precisely zero to recover the original solution. In practice, as we sweep ρb and
ρc toward zero we can monitor J(ρ) (Eq. (16)) and usually find ρmin such that
“engineering optimality” is achieved for non-zero ρ values. The control vector
for the considered problem in this paper consists of only three components.
However, it is straightforward to extend same idea to problems with additional
control inputs and continuation parameters, which is treated in part 2.
On the other hand, we have found that the original structure of optimal
control is usually recovered with negligible sacrifice on optimality if, ρ is not
precisely zero (e.g., see [34, 30]). In fact, for a large category of problems, a
smooth approximation of theoretically sharp control inputs are far more prac-
tical. A prominent example of such appealing features is the reorientation of
flexible satellites. Sharp control inputs excites unmodeled dynamics and the
use of “smoothed versions” of instantaneous switch control profiles is ideal to
perform a realistic maneuver [69].
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5. Numerical Results
To demonstrate the utility of the proposed framework, a low-thrust trajec-
tory from Earth to a potentially hazardous asteroid (Dionysus) is considered
[34]. Due to the large change between the inclination, eccentricity, and semi-
major axis orbital elements of the Earth and those of the asteroid Dionysus,
low-thrust trajectories would usually consist of several revolutions around the
Sun and, depending on mass, Isp and propulsion system design, may take up to
several years.
Consequently, it is a challenging problem for the conventional indirect op-
timization methods. Furthermore, the effects of solar array degradation and
perturbations due to secondary bodies can become significant over such pro-
longed multi-year, multi-revolution maneuvers.
The terminal position and velocity vectors are taken from [34] with one
slight modification. Since we are taking into account the perturbing acceleration
due to all planets, the initial position vector cannot match that of the Earth.
Therefore, it is assumed that the spacecraft is on the boundary of the SOI
of the Earth with a positive along-the-track offset of one Earth’s SOI radius.
Therefore, the initial position and velocity vectors of the spacecraft at t = t0
are
r0 =


−4561588.65006029
147076954.664376
−2259.94592436179

 km, v0 =


−30.2650979882182
−0.848685467901138
5.05303606281563× 10−5

 km/s.
(60)
The final position and velocity vectors are
rf =


−305026788.667814
307051467.941918
82899899.5682193

 km, vf =


−4.23872656978066
−13.436307899221
0.565362569286115

 km/s. (61)
The time of flight is fixed at tf − t0 = 3543 days. The initial mass of
the spacecraft is m0 = 4000 kg, its VIVT thruster has an assumed constant
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efficiency of η = 0.65. It is also assumed that the engine design is such that Isp
can vary between 3000 and 6000 seconds. The beginning-of-life power is set to
P0,BOL = 10 kW and σ = 2% solar array degradation per year is considered. It
is assumed that 400 watts of power are needed to energize the PPU and operate
various spacecraft sub-systems during the entire time of flight.
Planetary perturbations in the modeling include the disturbing acceleration
due to all of the planets of the solar system modeled through Eq. (10), from
the innermost planet Mercury to the outermost planet Neptune, Nsb = 8. The
numerical CX-based method is used to evaluate the contribution of planetary
perturbations into costate dynamics.
To quantify the impact of various models, and given the flexibility of the
tool developed in this work, three cases are considered and are listed in Table
1. The difference in these cases is due to the inclusion of degradation in the
efficiency of the solar arrays and planetary perturbation models summarized as
follows
• Case 1: two-body gravitational model without consideration of variation
of power due to change in distance and degradation of the solar arrays,
and no inclusion of planetary perturbations,
• Case 2: two-body gravitational model with consideration of variation of
power due to change in distance and degradation of the solar arrays, and
no inclusion of planetary perturbations,
• Case 3: two-body gravitational model with consideration of variation of
power due to change in distance and degradation of the solar arrays, and
with inclusion of all planetary perturbations.
Compared to other cases, case 1 results in the maximum value of the final
mass due to the fact that solar arrays’ efficiency degradation due to time and
planetary perturbations (albeit not very significant) are entirely ignored. We
can see that the solar power system degradation of 2% per year “costs” about
38 kg of payload in this case. The difference between the final masses in cases
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2 and 3 indicates that planetary gravitational perturbations are of secondary
significance as pointed out in [3]. While the planetary perturbations have a small
impact on the final mass (propellant consumption), they nonetheless result in
trajectory deviations that must be included for a real mission design.
Table 1: Considered cases for the VIVT thruster for the Earth-to-Dionysus problem; ρb =
ρc = 1.0× 10−5.
Case Two-body Power Degradation Planetary mf
# Model Model Perturbation (kg)
µsunr/r
3 φ(r) = 1/r2 ψ(t) asb
1 Yes Yes No No 2848.1426
2 Yes Yes Yes No 2786.2428
3 Yes Yes Yes Yes 2786.2383
Figure 3 depicts the location of the Earth in its orbit at the time of departure
(December 23, 2012), low-thrust trajectory, and location of the asteroid in its
orbit at the end of flight, all in the heliocentric J2000 frame of reference. The
optimal solution corresponds to making five revolutions around the Sun. In
this respect, there is no change to the “optimal” number of revolutions when a
different type of thruster is used [34]. In fact, the amount of propulsive force
generated with the VIVT thruster is approximately on the same scale of the
constant-Isp engine with throttling capability that is investigated in [34]; hence,
we observe no change to the optimal number of revolutions (compared to the
optimal solution reported in [34]). This is in direct relation to the general
fact that number of revolutions is a strong function of the overall propulsive
acceleration.
Figure 4 depicts the time history of the osculating true anomaly, thrust
level, and the specific impulse. The plot that shows the time history of thrust
contains further information. There are three additional curves in the plot
associated with the bounds corresponding to different thrust levels, i.e., Tmax =
2ηPava/cmin, Tmin = 2ηPava/cmax, and Top = 2ηPava/cop (see Eq. (5)). The
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Figure 3: Three-dimensional view of the Earth-to-Dionysus trajectory for case 3.
main difference between these thrust values is due to the value of Isp in the
denominator. In fact, Tmax and Tmin define the boundaries of the envelope
of optimal thrust values, T ∗, while the profile of Top provides not only the
optimal intermediate thrust values, but also the “optimal transition” between
the boundaries. Note that the profile of Top (denoted by the bolder line) crosses
these boundaries; however, thrust values beyond the limits are never adopted
due to the limit on the value of the specific impulse (due to the expression
developed in Eq. (38)).
The osculating true anomaly is plotted to show the regions during which
the maximum thrust value is used. Clearly, the thruster switches to high-thrust
mode at the perihelion passages (θosc ≈ 0) of intermediate quasi-elliptical orbits.
In a similar fashion, the specific impulse switches to its lowest value during the
maximum thrust arcs. As the spacecraft gets farther from the Sun, the interval
during which the specific impulse assumes intermediate values gets larger.
Figure 5 depicts the time history of power produced by the solar arrays
and the power switching function. As the trajectory evolves, the degradation
of solar arrays is more pronounced. The trend of the variation of power with
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time is expected as the distance to the Sun increases, with a consequent drop-
off in solar intensity. The difference between the net power generated by the
solar panel and the one sent to the thruster is always 400 watts. While not
incorporated in the considered test cases, the CSC is capable of considering a
maximum limit on the power produced by the solar arrays. The power switching
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Figure 4: Time history of osculating true anomaly, thrust, and specific impulse for case 3.
function remains entirely positive along the trajectory, which means that the
thruster is operating continuously along the trajectory. The least value of the
switching function occurs at t = 2500 days where it almost touches the S = 0
line. It is possible to have a no-thrust coast arc in the vicinity of this time
with a slight variation of the system design parameters. Figure 6 shows that
the no-thrust condition can occur for case 1 since the power switching function
becomes negative during the no-thrust interval. A comprehensive study on the
power switching function and its local features can be performed, similar to the
one conducted in [66].
The results indicate that accounting for power sub-system dynamics in the
model has a more significant impact on the final delivered mass than, in this case,
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Figure 6: Time history of osculating true anomaly, different thrusts, and Isp for case 1.
39
planetary perturbations. However, the inclusion of perturbing accelerations due
to secondary bodies will slightly alter the direction of the thrust vector along
the trajectory. In order to demonstrate this point, we can parameterize the
direction of the thrust vector (in the LVLH frame) by two angles ǫ and δ. The
former defines the in-plane angle between the projection of the thrust vector
onto the uˆr − uˆt plane of the LVLH frame, αproj, and the uˆt vector (measured
positively clock-wise in the direction of uˆt vector). The latter is the out-of-plane
angle between the thrust vector αproj (measured positively in the direction of
the specific angular momentum vector). Figure 7 depicts the time history of
the in-plane and out-of-plane control steering angles for cases 2 and 3. Figure
8 shows that there exist deviations as large as 2 degrees and 0.5 degrees in the
in-plane and out-of-plane angles, respectively, solely due to the perturbations
from the secondary bodies.
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Figure 7: The in-plane and out-of-plane thrust steering angles vs. time for cases 2 and 3.
Figure 9 shows the time history of the magnitude of the perturbing acceler-
ation of the secondary bodies. The upper (lower) sub-plot shows the magnitude
of the acceleration due to outer (inner) planets. As expected, the largest planets
create greater magnitudes of disturbing accelerations, whereas among the inner
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planets, Earth creates the largest perturbation. Of course, these perturbations
change drastically in the event that the trajectory makes a close encounter with
any of the planets [14].
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Figure 8: Time history of the difference of the thrust steering angles between cases 2 and 3.
Obviously, the final mass is not a sole indication of the advantage of using a
VIVT engine. The actual advantage of using any type of engine or a cluster of
engines is determined through a multi-disciplinary design optimization, where
the mass of the power and propulsion sub-systems, solar arrays, propellant and
their contribution to the overall mass of the spacecraft are accounted for.
Our goal, in this paper, is to demonstrate the utility of the CSC framework
to make the indirect optimization method for such problems amenable to nu-
merical treatment. In addition, incorporation of realistic models for the power
sub-system, efficiency degradation in solar arrays, and planetary perturbations
models combined with the CX-based method provides us with significant flex-
ibility to handle OCPs with complex state dynamics. The CSC framework
enables us to solve OCPs using single-shooting schemes and MATLAB’s fsolve
solver. We recognize that more sophisticated solvers and integrators and the use
of compiled codes (using C++ or Fortran) accelerate these computations. In
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Figure 9: The magnitude of the perturbing accelerations due to planets vs. time for case 3.
part 2 of this series of papers, application of the CSC framework is investigated
for trajectory optimization of a spacecraft with multiple engines.
6. Conclusion
In this work, a framework, called composite smooth control (CSC), is de-
veloped to deal with the problem of designing optimal control strategies for
problems with multiple modes of operation. In particular, spacecraft equipped
with a variable-Isp variable-thrust (VIVT) engine is considered for demonstra-
tion purposes. It is possible to modulate the value of the specific impulse to
gain optimum efficiency, whereas the optimal switches between possible modes
of operation are not known a priori.
Determination of the optimal transition times between the possible modes of
operation of a VIVT engine is not a trivial task. The proposed CSC framework
facilitates the numerical solution of the resulting multi-point boundary-value
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problems and allows us to treat them as two-point boundary-value problems
with continuous control inputs, which is simpler to solve.
For fuel-optimal problems, and for heliocentric phase of flight, the results
indicate that accounting for power sub-system dynamics in the model has a
more significant impact on the final delivered mass than, in this case, plane-
tary perturbations. In the case of a VIVT engine, we have considered a com-
plex multi-year multi-revolution interplanetary trajectory for which the thruster
demonstrates a complex structure that consists of multiple modes of operation
(i.e., values for specific impulse): maximum, minimum, and intermediate val-
ues. The profile of the specific impulse consists of 16 switches. In addition,
implementation of the complex-based derivative approach is explained, where
gravity perturbations due to all planets of the Solar System are taken into con-
sideration, and when the set of modified equinoctial orbital elements are used
for representing the dynamics.
Moreover, the CSC framework has the capability to incorporate shadow-
and time-triggered constraints in a smooth, continuous manner. These con-
straints will result in no-thrust arcs. The CSC framework enables us to impose
time intervals during which the thrust vector has a possibly specific time vari-
able direction. Thus, the methodology presented is promising for expanding
the class of trajectory optimization problems to which indirect optimal control
formulations can be successfully applied.
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