Bioethics emerged in a specific social and historical context. Its relationship to older traditions in medical ethics and to environmental ethics is an ongoing matter of debate. This article analyses the social, institutional, and economic factors that led to the development of bioethics in the UK in the 1980s, and the course it has taken since. We show how phenomena such as globalisation, the focus on 'ethical legal and social issues' and the empirical turn have affected the methods employed, and argue that ongoing controversies about the nature and possibility of ethical expertise will affect its future.
I. INTRODUCTION
Written by a historian and a bioethicist, this article presents an overview of the emergence and development of bioethics in the UK since the 1980s. It is by no means comprehensive, but reflects our perspective after years working on and in bioethics. We believe it provides important context for the topics discussed in other articles in this special issue; not least by helping us reflect on why academics from philosophy, law, and the social sciences began to discuss and help regulate matters that had long been the preserve of doctors and scientists. We aim to identify some key trends without purporting to offer a detailed history.
Derived from the Greek words bios (life) and ethike (ethics), 'bioethics' is one of the most recognisable neologisms of recent decades. The term initially denoted an approach few of us would recognise today. During the 1920s the German pastor Fritz Jahr defined 'bio-ethik' as the assumption of more compassionate attitudes towards animals and plants based on scientific research that showed commonalities across V C The Author(s) 2018. Published by Oxford University Press. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited. species barriers.
1 Unaware of Jahr's work, claiming the term came to him 'with a Eureka feeling', in 1970, the American biochemist Van Rensselaer Potter characterised bioethics as a new 'science of survival' that drew on ecology and biomedical science in order to underpin decision-making in the face of a looming environmental crisis.
2 In contrast to Jahr, who sought to extend moral consideration to non-humans, Potter viewed bioethics as an anthropocentric system of ethics designed to secure 'the future of earth's biological resources for human needs'. 3 Independently of Potter, the Dutch obstetrician André Hellegers and the political activist Sargent Shriver also coined the term 'bioethics' in 1970 when they opened the Joseph and Rose Kennedy Institute for the Study of Human Reproduction and Bioethics at Georgetown University, a private Jesuit institution in Washington DC. 4 Hellegers and Shriver's definition of bioethics is the one we recognise today. Amid growing discussion of the social impact of biological research, the rationing of new medical technologies such as kidney dialysis and the rights of patients and experimental subjects, they viewed bioethics as the scrutiny of ethical issues raised by medicine and the biological sciences. This definition quickly rose to prominence. Between 1972 and 1974, the theologian Warren Reich began work on an Encyclopedia of Bioethics, the philosopher Daniel Callahan wrote an article on 'Bioethics as a Discipline' and the Library of Congress adopted 'bioethics' as a subject heading. 5 'Bioethics' in all these instances focused on advances in biomedical research and clinical practice, not on issues associated with ecology or environmental science.
The focus on medical practice and research appeared to continue a long-standing tradition that had been labelled as 'medical ethics' since the early 19th century, but bioethics differed in one crucial respect. In the USA and elsewhere, medical ethics had long been considered a matter for doctors. Discussion of ethics was confined to professional books and regulatory codes, and few people questioned whether doctors were best placed to determine what constituted good conduct in their own field. 6 When lawyers and religious figures engaged with medical ethics during the 19th century and for much of the 20th century, they sought to consolidate the authority of doctors by clarifying the legal and ethical aspects of contentious issues such as abortion. 7 Pointing to declining confidence in professions during the 1960s and 1970s, caused in part by the growth of radical politics, the exposure of unethical experiments 1 Jahr's work went largely unnoticed during his lifetime, but several authors have recently analysed it as part of the longer 'pre-history' of bioethics and as a possible bridge between bioethics and environmental ethics. This argument appealed to doctors and scientists concerned by public criticism of medical research, and to academics in fields such as philosophy who were keen to utilise their training 'in a more applied way'. 9 It also appealed to politicians such as Senator Edward Kennedy, who argued that federal policy should not emanate 'just from the medical profession, but from the ethicists, the theologians, the lawyers and many other disciplines'. 10 Kennedy was instrumental in persuading President Nixon to establish a National Commission for the Protection of Human Subjects in Biomedical and Behavioural Research; and the act that established this commission notably stipulated that no more than five of its 11 members should be scientists or doctors, with the majority drawn from law, philosophy, theology, social sciences, and the general public.
11 In 1978, the commission issued binding guidelines for experiments involving human subjects in the Belmont Report, which ruled that all researchers should adhere to three core principles of respect for persons, beneficence, and justice. This principles-based approach, outlined in detail by Tom Beauchamp and James Childress's influential 1979 book The Principles of Biomedical Ethics, 'set out a clear and simple statement of the ethical basis of research' and quickly became the dominant framework in American bioethics.
12 By the turn of the 1980s, as the historian David Rothman remarks, 'it was clear that the monopoly of the medical profession in medical ethics was over. The issues were now public and national -the province of an extraordinary variety of outsiders '. 13 Although this definition of bioethics emerged in the USA, it soon became a global phenomenon. Members of several disciplines now scrutinise ethical issues and help regulate the conduct of doctors and biomedical scientists across Europe, in Australia, Canada, Israel, Latin America, Japan, Pakistan, Singapore, and South Korea.
14 As we scrutinise bioethics in these locations it becomes clear that we cannot generalise from its history in the USA. The sociologist David Reubi, for example, shows how the development of bioethics in Singapore during the 1990s owed little to radical politics or the exposure of unethical research, but was part of state efforts to encourage foreign investment in biomedicine. Politicians, Reubi argues, viewed bioethics as central to reassuring incoming scientists and companies that Singapore had rigorous ethical standards and was a safe place to invest.
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These findings prevent us from mistakenly viewing bioethics as a monolithic entity with a universal history, and encourage us to recognise instead that what count as 'bioethical' problems, approaches and solutions differ across specific times and places. This was certainly the case in the UK. Despite public criticism of medical research in the 1960s and 1970s, politicians believed the best solution here was for 'the medical profession to get its house in order', while the British Medical Journal labelled bioethics 'an American trend'. 16 By the 1980s and 1990s, however, members of several professions began to play a leading role in developing laws for new procedures such as in vitro fertilisation (IVF) and embryo research; students increasingly learnt about ethical issues in medicine not from doctors but from philosophers and lawyers, who often worked in new academic centres for medical law and bioethics; interdisciplinary journals considered problems that were previously confined to medical publications; and newspapers portrayed a growing number of philosophers, lawyers, and theologians as 'ethics experts' whose input was central to debates concerning medicine and the biological sciences.
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In this article, we detail how bioethics emerged as a high profile and valued approach in the UK thanks to the interplay between changing political agendas and institutional, professional and personal concerns. We argue that a significant factor in the development of UK bioethics was that politicians in the 1980s and 1990s no longer believed medical researchers should be solely responsible for discussing and resolving ethical questions that arose in the course of their work. From the 1979 election onwards, members of successive conservative and 'New Labour' governments argued that professions should be exposed to outside scrutiny in order to make them publicly accountable. This political shift benefitted individuals who promoted bioethics for different reasons, including the academic lawyer Ian Kennedy, an advocate of civil rights politics who argued it was vital to democratising medicine, and philosophers such as Mary Warnock, among others, who believed engagement with practical issues would make their field relevant. The development of bioethics also stemmed from the way in which early bioethicists presented their work as a vital intermediary: claiming outside involvement with ethical decision-making would 'reduce the burden of responsibility' on doctors and scientists whilst reassuring politicians and the public that 'no nameless horrors were going on in laboratories'. 18 This argument resonated with healthcare professionals who acknowledged 'the era which required paternalism is 15 23 It helped doctors consolidate their professional expertise by limiting disputes, excluding unqualified practitioners and allowing them to position themselves as the only group capable of providing an essential service. Thomas Percival's 1803 book Medical Ethics, for instance, asserted the need for cordial relations and self-regulation among orthodox doctors to maintain the support of patients who could just as easily choose the services of alternative therapists such as homeopathists or bonesetters. 24 To Percival and the medical reformers he influenced in the mid-19th century, any discussion of medical ethics should be produced by doctors and for doctors. This argument resonated with Victorian laissez-faire attitudes towards regulation, and the 1858 Medical 26 Support for self-regulation was strengthened during the 1950s thanks to advances such as effective anti-tuberculosis drugs, open-heart surgery, kidney transplants and the discovery of DNA's helical structure. Many doctors and scientists hailed these projects as evidence of the benefits of professional freedom, and celebratory press coverage portrayed them as pioneering figures who were central to a 'new Elizabethan' era of progress and discovery. 27 But simply focusing on the arguments of doctors or medical researchers cannot tell the whole story. As the sociologist Andrew Abbott argues, professions do not emerge or develop in isolation and we need to move from 'an individualistic to a systematic view'. 28 We cannot fully appreciate the persistence of the belief that ethics was an internal concern without also studying the 'hands off' approach other professions adopted when they considered medical practice and research. The decisions in two medical negligence cases from the 1950s demonstrate how lawyers and judges believed, like doctors and politicians, that 'the medical profession should be held in special regard and interfered with as little as possible'. 29 The first case, Hatcher v Black, arose after a patient claimed they were not informed about possible nerve damage during thyroid surgery. Ruling in favour of the doctors, the judge, Denning J, warned that giving courts the power to decide what constituted negligent behaviour would lead to 'defensive medicine' where doctors thought 'more of their own safety than the good of their patients'. 30 The second case, Bolam v Friern Hospital Management Committee, arose in 1957 when a patient sued doctors for injuries that arose after they failed to restrain him during electroconvulsive therapy and did not warn him of the risks beforehand. 31 Here, as in Hatcher v Black, the judge ruled in favour of the doctors. Their decision hinged not on the possibility of 'defensive medicine' but on the argument that the patient's treatment conformed to standard medical practice. This ruling became known as the 'Bolam test' and was applied to virtually all medical negligence cases, until the UK Supreme Court's 2015 ruling in Montgomery v Lanarkshire Health Board 32 established that, in the context of informed consent, a patient should be told whatever they would want to know about the nature and risks of medical procedures, and not simply 'what the doctor thinks they should be told'. 33 As Margaret Brazier notes, by deciding that medical conduct should be judged according to professional norms, not the expectations of patients or the public, the underlying presumption in the courts for nearly 60 years 'was that "doctor knew best"'. 34 Philosophers adopted a similar stance, albeit for different reasons. In his influential 1903 book Principia Ethica, G E Moore argued that notions of 'good' so central to moral philosophy did not refer to a natural property and that we could not prove an action was good in the same way that, for example, we can demonstrate blood flows around the body. 35 In his iconoclastic 1936 book Language Truth and Logic, A J Ayer drew on Moore's argument and the logical positivism of the Vienna circle to portray moral statements as simply 'expressions of emotion that can be neither true nor false'. 36 To say a course of action was right or wrong, in effect, amounted to little more than saying 'Hurrah!' or 'Boo!'. 37 Ayer claimed that since philosophers should only scrutinise verifiable propositions, 'a strictly philosophical treatise on ethics should make no ethical pronouncements'.
38 His work had a lasting effect on mid-20th century UK philosophy, and on the rare occasions that philosophers responded to the ethical work of doctors and scientists, it was to reaffirm why they avoided normative issues. When the biologist Conrad Waddington told Ludwig Wittgenstein he was writing an essay for Nature on 'science and ethics' in 1942, the horrified philosopher replied it 'was a terrible business -just terrible! You can at best stammer when you talk of it'.
39 C E M Joad was the only philosopher who publicly responded to Waddington's essay, but this was only to chide him for presuming that notions such as 'good' could be easily identified. 40 This collective 'hands off' attitude was evident following the 1967 publication of Human Guinea Pigs by the medical whistleblower Maurice Pappworth, who outlined how NHS patients had been unwittingly exposed to unnecessary and dangerous procedures, such as cardiac catheterisation, as part of medical research. Pappworth claimed that in order to prevent future 'dangers and indignity', it was essential that 'our laws do not place the entire authority to decide what is permissible and what is not in the hands of one professional class'. 41 He argued that medical ethics should no longer be considered a matter for doctors alone, and urged the government to pass a law requiring all research projects to be scrutinised by a 'consultation committee' that contained at least one outsider, 'preferably but not essentially a lawyer'. favourable media coverage of Pappworth's work, the majority of politicians continued to endorse laissez-faire attitudes to regulation. Members of Harold Wilson's Labour government, elected on a promise to turn the 'white heat' of science and technology into economic prosperity, were reluctant to interfere with medical expertise and reiterated that ethical questions were 'for the profession to consider'. 43 The lawyer Cecil Clothier, meanwhile, drew on the ruling in Hatcher v Black when he wrote to Pappworth rejecting calls for statutory oversight. Clothier argued that formal scrutiny was inappropriate when doctors were faced with severely ill patients whose only chance of survival 'could include trying a newly-devised drug if nothing else had done any good'. 44 Fear of litigation and criminal prosecution might prevent doctors from trying experimental procedures in such cases, he concluded, and 'individual assessment' remained the best form of governance. 45 In contrast to lawyers, philosophers and politicians, growing numbers of religious figures began to endorse what the Cambridge theologian Ian Ramsey called 'transdisciplinary' involvement with medical ethics during the 1960s. There were obvious professional motivations behind their argument. Attendance at Sunday school, Protestant churches and religious rites of passages fell away dramatically in the 1960s, and a young generation were less concerned with ethics surrounding faith, God and the afterlife than with the environment, gender, nuclear weapons, and political activism. 46 Ramsey argued it was only by placing itself within interdisciplinary discussion of contemporary issues, including 'medical moral problems', that theology 'may find a new prospect and a new relevance'. 47 He was also clear that interdisciplinary involvement with ethical issues would benefit doctors, helping reconcile them to the problems of increasingly secular and 'pluralist societies' where there was no longer agreement on what constituted a right course of action. 48 Crucially, and in contrast to bioethicists in the USA, Ramsey reassured doctors that input from theologians, philosophers, and others did 'not in any way compromise the surgeon's or physician's responsibility for making decisions', but was simply intended to facilitate 'responsible debate' and help them better understand the moral implications of issues such as organ transplantation or IVF. 49 Ramsey's argument was endorsed by the first editor of a new interdisciplinary Journal of Medical Ethics, the theologian and philosopher Alastair Campbell, who claimed in 1976 that it aimed to help doctors make 'more informed decisions'. Despite the involvement of other professions in discussing medical ethics, Campbell claimed the final decisions 'remain medical ones and the responsibility remains with that profession'. While theologians were central to redefining medical ethics as a 'trans-disciplinary' endeavour in the UK, it was lawyers who went a step further from the late 1970s onwards and began to demand that members of other professions should play an active role in determining what constituted good professional conduct. These calls were led by Ian Kennedy, who notably labelled this more interventionist approach 'bioethics'. 51 Influenced by civil rights politics in the 1960s and 1970s, Kennedy believed that professions should 'respect each person's autonomy, his power to reach his own decisions and act on them'. 52 After encountering bioethics during a spell teaching in the USA during the early 1970s, he claimed to find 'much of value' in the work of the lawyers, philosophers, and religious figures who endorsed outside involvement with medical decision-making. 53 On returning to the UK he argued that discussion of medical ethics here was 'too narrow' and criticised lawyers, politicians, and others for 'saying these are medical matters and shifting responsibility for decisions back to the hapless doctor'. 54 In journal articles and several documentaries for BBC radio, on subjects such as withdrawing treatment from patients with no hope of recovery, Kennedy claimed that doctors and medical scientists 'function within a framework of legal and social rules that go beyond the rules of their particular profession and must be observed'.
55 Like the American bioethicists whose 'brilliant insights' he praised, Kennedy believed the solution was for 'all interested parties' to have a say in developing codes of practice for new or publicly contentious procedures. 56 Kennedy discussed these proposals in detail during his 1980 BBC Reith Lectures, broadcast with the provocative title Unmasking Medicine. The major thrust of the six lectures was that standards for doctors and medical scientists 'will have to be set by others, and the principle of outside scrutiny, a key feature of consumerism, seems inevitable'. 57 This was especially the case with teaching ethics to medical students, which Kennedy argued should be central to the curriculum and undertaken 'not by some superannuated elder statesman nor by the latest star in the medical firmament, but by an outsider, someone who is not deafened by the rhetoric of medicine'. 58 The seemingly confrontational tone of these proposals led some to dismiss Kennedy's lectures as 'doctor bashing'. 59 But he again emulated American bioethicists such as the Yale lawyer Jay Katz, who promised not to 'indict or stifle research', by portraying outside involvement as a help rather than a hindrance. 60 He argued lawyers, philosophers, and others were trained to scrutinise ethical issues and that when confronted by particular dilemmas 'it may be the doctor who is the layman'. 61 Bioethics would, therefore, provide 'great help to doctors in that it offers a guide to what they need to do where none existed before'. 62 Kennedy reassured doctors that he wanted to establish 'a relationship of partners in the enterprise of health', in which outsiders were 'not interfering but trying to help'. 63 Several commentators pointed out that Kennedy's promotion of bioethics resembled Maurice Pappworth's calls for outside involvement in the regulation of medical research. 64 Yet while Pappworth's proposals were dismissed in the 1960s, senior doctors were far more receptive to Kennedy's arguments in the 1980s. This change can be explained by the shifting political landscape that followed the election of Margaret Thatcher's Conservative Party in 1979. Thatcher's government lauded private enterprise and regarded state-supported and self-regulating professions as unresponsive to the entrepreneurial outlook they saw as vital to regenerating the country. Their solution, as Nigel Lawson set out in 1980, was to remodel professions on market lines; and throughout the 1980s, in cases such as teaching, local government and social services, reliance on professional expertise gave way to forms of outside scrutiny that were designed to ensure transparency, value-for-money and accountability to end users who were increasingly viewed as 'consumers'. 65 Ian Kennedy's political background ensured he was no fan of the conservative government, and he often criticised its neo-liberal belief that many aspects of public life 'could be regulated (if that is the right word) entirely by market forces'. 66 But his demands for outside involvement and patient empowerment nevertheless mapped onto the government's desire for publicly accountable and 'customer focussed' professions. This was not lost on doctors. John D Swales, head of the University of Leicester's medical school, acknowledged Kennedy's 'views enjoy the enormous advantage of following the current political tide' and recommended that 'doctors should look closely at what he is saying'. 67 Sir Douglas Black, President of the Royal College of Physicians, similarly believed that Kennedy's views have to be taken seriously, both for their own sake and because they are representative of the forces that seek to effect a radical change in the focus of medicine. 68 The changing 'political tide' was evident in 1982, when the government responded to growing press disquiet surrounding the 'aberrations of the baby revolution' by announcing a public inquiry into IVF and embryo research. 69 In a break from long- Warnock also presented outside scrutiny as beneficial to scientists and doctors. She claimed it would safeguard public and political trust by ensuring. She also argued it would safeguard public and political trust by ensuring 'that no nameless horrors are going on in laboratories', which would allow researchers 'to get on with their work, without the fear of private prosecution or disruption by those who object to what they are doing'.
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Like Kennedy, Warnock promoted outside scrutiny of biomedical research for specific reasons. She was one of a growing number of philosophers who believed the mid-century reluctance to engage with practical issues had rendered the field irrelevant. In a 1960 book on Ethics Since 1900, Warnock complained that philosophy had for too long been characterised by 'the refusal of philosophers to commit themselves to moral opinions'. 74 But she closed the book on an optimistic note by claiming 'the most boring days were over'. 75 Warnock drew here on the work of Philippa Foot, who wrote a 1958 article seeking to counter Moore's 'naturalistic fallacy' by arguing that moral statements could not be separated from the benefits or harms they produced in specific contexts. 76 To Warnock, Foot's work allowed philosophers to focus on 'both description of the complexities of actual choices and actual decisions, and also discussion of what would count as reasons for making this or that decision'. 77 In a 1978 edition of Ethics Since 1900, Warnock argued this approach was vital if philosophy was to become 'a practical subject and therefore more urgent and interesting'. 79 Other philosophers, in turn, believed Warnock's role as chair of the government inquiry into IVF and embryo research demonstrated the value of 'applied ethics', even if they disagreed with her committee's policy recommendations. To Singer, for example, her appointment showed how 'the broader community has willingly accepted the relevance and value of philosophers to practical issues', which was 'particularly notable in bioethics'. 80 Other philosophers were prompted to assert the value of practical approaches after the government cut the block grant it distributed to universities through the University Grants Commission (UGC) in 1981. The government announced that reductions were to be imposed selectively between institutions and subject areas; and given the government's emphasis on meeting 'national needs' and enthusiasm for commercial approaches, academics rightly predicted the UGC would prioritise disciplines that were seen to contribute to economic growth, while penalising those they viewed as unproductive. 81 Letters sent to each university advised Vice-Chancellors to protect 'big science' from budget cuts and 'downgrade the arts'. 82 Senior academics in fields such as philosophy were encouraged to take early retirement and were not replaced, making it easier for politicians and administrators to criticise shrinking departments as 'weak and ineffectual'. These pressures were compounded in 1988, when a new Universities Funding Council announced plans to distribute money based on new 'research assessment exercises' that judged the 'quality' of a department's research according levels of grant income and journal publications.
Many academics in arts and humanities departments recognised that these new criteria favoured the sciences and engineering, and believed they stood a better chance of gaining funding and meeting expectations that research had to confer 'social benefits' if they worked in areas with practical relevance.
83 Some academics and university managers also argued it was 'possible to improve both performance and image by casting down old-fashioned departmental barriers and abandoning worn-out subject divisions'. 84 This combination of factors prompted growing numbers of academics to assert the value of bioethics during the 1980s and 1990s. Bioethics appealed to staff in the humanities who sought funding for applied work, and its presentation as a 'partnership' made it an obvious subject for interdisciplinary collaboration. 85 While budget cuts were not their sole motivation, academics keen to work with like-minded colleagues in other disciplines began to promote outside involvement in teaching medical ethics to senior figures in university medical schools. Their efforts received support from a 1987 Institute of Medical Ethics report and the GMC's 1993 report, Tomorrow's Doctors, which both recommended that ethics should be central to the medical curriculum and presented input from a variety of perspectives as important to giving students 'a clear grasp of the issues involved'. 86 With medical students often demanding that more time be spent discussing ethics, senior doctors welcomed outside involvement as a 'splendid idea'. 87 Growing numbers of philosophers, lawyers, and others subsequently taught ethics to medical students and established new postgraduate degrees aimed primarily at healthcare professionals. Keen to formalise their collaborative work, the academics who taught on these new degrees also began to establish centres dedicated to research and teaching in bioethics and medical law; and by the late 1990s, these new centres brought together individuals from different fields at Bristol, Cardiff, Edinburgh, Glasgow, Keele, King's College London, Liverpool, Manchester, Newcastle, Oxford, Nottingham, Preston, and Swansea. Many of the new centres received praise from university managers as they secured postgraduate fees and grant income from external funding bodies such as the European Commission and the Wellcome Trust: helping academics in philosophy, law and, later, the social sciences assert the value of their work in an increasingly austere and competitive climate.
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III. METHODS IN BIOETHICS
The extent to which national factors shaped UK bioethics is also apparent when we survey the methods bioethicists employed and endorsed in their work. With notable exceptions such as the physician and philosopher Raanan Gillon, who replaced Alastair Campbell as editor of the Journal of Medical Ethics, prominent UK bioethicists largely rejected the principles-based approach endorsed by the majority of their counterparts in the USA. 89 There was little agreement, however, on which methods should take precedence. While some believed that bioethicists with a philosophical background were 'moral experts' or 'specialists in ethics', who could foster consensus by providing a framework for analysing specific issues, others argued that adherence to a particular theory could not capture the range of viewpoints held in pluralist societies and was likely to leave 'people more dogmatic or muddled than before'. 90 The handbook for a module at the University of Manchester's Centre for Social Ethics and Policy, which was established in 1987, embodied this latter viewpoint when it argued that the value of bioethics did 'not lie in its ability to provide answers. . .to the difficult problems faced by healthcare professionals and others', but lay instead 'in its ability, first, to widen awareness of the issues involved and sensitivity to them; secondly to clarify one's thinking about these issues'. But there were also broad similarities between the US and the UK. During the 1980s the disciplines that constituted bioethics on both sides of the Atlantic were primarily law and 'applied ethics', with theologians involved to a lesser extent. Even though many social scientists worked on issues such as IVF and organ transplantation, the majority shied away from engaging with bioethics and instead criticised it for what they saw as a 'tendency to distance and abstract itself from the human settings in which ethical questions are embedded and experienced'. 92 Some philosophers and lawyers took offence at this negative characterisation of their work, viewing the social scientist as 'the team member who does nothing to help but only criticizes team performance', and relations remained 'tentative, distant and susceptible to strain' throughout the 1980s. 93 This changed during the 1990s, however, as social scientists began to outline how bioethics might benefit from sociological or ethnographic perspectives. Motivated in part by the continued demand for practically oriented work, UK sociologists argued that a more 'bottom up' approach could help connect bioethics to the actual expectations of doctors and patients, who often displayed preferences, values, and forms of reasoning different to those prioritised in bioethical texts. 94 Their arguments were well received by many lawyers and philosophers who worked in university centres and the Nuffield Council of Bioethics; and as social scientists published in bioethics journals and helped determine public policy, many began to talk of an 'empirical turn' in bioethics. 95 By the 21st century, social scientists joined colleagues from law and philosophy in describing bioethics as a 'dynamic, changing, multi-sited field', where individuals from a growing number of disciplines 'claim the title of bioethicists'. 96 This development fostered a new research agenda that scrutinised the ways in which the disciplines that constitute bioethics can and should relate, addressing questions such as the extent to which theoretical reflection of a philosophical sort can be integrated with empirical work done by sociologists, anthropologists, and psychologists. It was by no means the case that all scholars working in the field wanted to work in a multidisciplinary way and disagreement continued over the role of empirical evidence in bioethics; and while some took the view that integration was possible and desirable, differences remained over what form integration should take. What was called 'integrative bioethics' suggested the emergence of a new discipline. 97 Advocates of 'integrated bioethics', 98 on the other hand, called for a deep and continual interaction between the constituent disciplines, while others argued that the disciplines needed to maintain their distinctive methodologies and distance, working together in a 'complementary' way. 99 These debates, along with attempts to define the boundaries of bioethics, continue.
Stemming in part from the reaction to issues such as genetically modified food, the empirical turn was also marked by an increasing focus on public involvement with bioethics. While it might be argued that this was not a part of bioethics per se, public participation and 'engagement' was something that bioethicists had to consider in both their funding proposals and outputs. Another change, again related to the relationship between bioethics and different funding agendas, was the 'ELSI-fication' of work from the 1990s onwards.
ELSI emerged after a proportion of the Human Genome Project budget in the USA was set aside to investigate 'ethical, legal and social issues (ELSA)'. Other countries quickly followed suit. In Europe, for instance, ELSA, designating a focus on 'ethical, legal and social aspects', was the acronym of choice. The choice of 'aspects' over 'issues' provided greater scope for input from social scientists, in offering a more rounded than linear approach. Thus, funding bodies (including not only the European Commission but also the Wellcome Trust) had a significant impact in encouraging social science input.
The phenomenon of 'ELSI-fication' meant that scholars who had for years been working on ethical, legal, and social issues now had a recognizable 'brand', but it was not always regarded with approval by those who preferred to identify with their home discipline and they were sometimes (unfairly) accused of jumping on the latest bandwagon. Throughout the period, some scholars who might be identified by the observer as 'bioethicists' regarded themselves as philosophers, legal scholars, or social scientists inspired by the significance of the issues themselves. More recently, the emphasis in European funding has shifted from ELSA to a new acronym: RRI, or 'responsible research and innovation'. This has been defined by Rene von Schomberg as a transparent, interactive process by which societal actors and innovators become mutually responsive to each other with a view on the (ethical) acceptability, sustainability and societal desirability of the innovation process and its marketable products (in order to allow a proper embedding of scientific and technological advances in our society).
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Ethical acceptability is further explained here as being in compliance with the values of the European Union charter on fundamental rights, such as the right to privacy. 101 Bioethics has also been subject to a 'global turn' thanks to the promotion of a new approach known as 'global research ethics' or 'global bioethics'. mean for ethics to be 'global' is not entirely clear, however. Nigel Dower has drawn a distinction between an ethic that is global in application and an ethic that is global in acceptance. 103 The first is arguably easier to achieve than the second, given the cultural differences at work in different parts of the world, but even an ethic that is global only in application is challenging. What does it mean for an ethics to apply globally? A further distinction needs to be drawn between extending, say, discussions of the just distribution of healthcare resources from intrastate to the interstate arena on the one hand, and discussing issues that are global per se on the other. The latter include issues that of their very nature in principle affect the whole globe, as in the cases of climate change and global pandemics, or in discussions of the human genome as the common heritage of humanity.
In dealing with these issues the question arises as to whether theories of biomedical ethics that have been prominent in the west are adequate in other locations and contexts. Bioethicists have discussed whether Kantianism, utilitarianism, and virtue theory, for instance, can feasibly be applied on a global scale. 104 These theories, however, were not developed with bioethics specifically in mind, whereas theories that were, such as Beauchamp and Childress's principles of biomedical ethics, have been canvassed as providing a possible basis for a global bioethics. Raanan Gillon has argued that autonomy, beneficence, non-maleficence and justice are the basis for a global ethics, being universally accepted in some form. 105 But others have countered by arguing that these principles can be universally accepted because they can be interpreted in different ways, so what appears to be agreement in fact masks profound disagreements. Søren Holm, in addition, has argued that the principlism framework may not travel well and reflects a particularly American perspective. 106 At the end of the 20th century and at the beginning of the 21st century there was a notable increase in attempts to move away from the dominance of individualistic thinking in bioethics, including the perceived pre-eminence of autonomy in the four principles. One reason for this was the development of biobank research, leading the World Health Organisation, for example, to say that the balance between the individual and collective needed to be rethought. In speaking of genetic databases they said . . . the justification for a database is more likely to be grounded in communal value, and less on individual gain . . . . . . it leads to the question whether the individual can remain of paramount importance in this context decision-making, whether concerning genetic testing or termination of pregnancy, the power of women to make a choice in relation to partners, clinicians and the prevailing legal system has to be taken into account. As regards global issues, questions of the global distribution of healthcare resources cannot ignore the stark differentials between men and women in some societies, evident for example in sexual and reproductive health and infant mortality statistics. 113 These ideas can be found in writers looking at bioethical issues from different perspectives. For example, Onora O'Neill, using a Kantian inspired approach in addressing issues of transnational justice, argued that while we need a system of abstract reasoning, this does not need to be based on the notion of idealized autonomous agents but humans with limited capacities and varied vulnerabilities who interact. Idealized agents have traditionally been based on the model of men and are thus biased in favour of men. 114 These considerations, in turn, connect feminist, communitarian, and global approaches to the increasing emphasis on public health ethics during the past decade, with issues such as antibiotic resistance, climate change, and obesity now receiving far more attention in bioethics and beyond. But the extent to which this is a new phenomenon is debatable. Justice has always been one of Beauchamp and Childress's four principles of biomedical ethics, 115 and questions about the fair distribution of resources, such as organs and dialysis machines, were credited as a major influence behind the emergence of bioethics in the USA during the 1960s and 1970s. 116 What appears beyond doubt, however, is that the focus on new issues and concerns has fostered a timely re-evaluation of the relationship between individual and collective interests.
IV. CONCLUSIONS
The 'turns' and approaches discussed here represent trends that had the potential to affect the ways in which bioethicists worked, who they worked with, as well as what counted as 'bioethical' issues. They stemmed not only from the pre-existing commitments of those individuals and groups who engaged with bioethics, but also in response both to funding initiatives that followed technological developments, such as whole genome sequencing, and to ongoing research assessment initiatives which continue to emphasise the social and economic impact of university research. New approaches are likely to emerge in response to more recent questions surrounding developments such as gene editing, 3-D printing, and biometric technologies, among other issues, but we should be wary of assuming what form they will take, or who will undertake them. By showing how the contours and influence of bioethics are connected to broader social, financial, and political concerns, history reminds us that its status and authority are likely to change in future. Arguably, the current climate appears less conducive for bioethics than at any period in its history. While the possibility and nature of expertise in bioethics has long been an issue, claims that 'red tape' are today stifling innovation and a distrust of 'experts' in multiple sectors threatens to undermine the goodwill which doctors and politicians showed towards bioethicists in the 1980s and 1990s. 117 At the same time, some bioethicists worry that the academic centres they helped establish face a diminished student intake and an uncertain future, with undergraduate tuition fees of £9,000 per year (at the time of writing) and the ongoing focus on research performance evaluation raising the prospect of universities attaching 'less value to the taught postgraduate courses that have educated so many health professionals in ethics'. 118 The lawyers, philosophers, and social scientists who look to engage with bioethics in years to come cannot presume their input will be welcomed or even deemed necessary, and may have to find new ways of asserting why it benefits doctors, scientists, and the public at large.
