The interactions between turbulent free flow and flow in a porous medium are of key interest in different fields, e.g., meteorology, agriculture, building physics, and aerospace engineering. Properly understanding the strongly coupled exchange processes between the two domains is crucial to describing these interactions. In (Mosthaf et al. in Water Resour Res 47(10):W10522, 2011. doi:10.1029/2011WR010685), a concept for coupling laminar compositional single-phase free flow to compositional two-phase porous-medium flow under non-isothermal conditions was presented. In this study, the existing coupling concept is first extended to turbulent free-flow conditions. This includes the interface conditions between a Reynolds-averaged Navier-Stokes free flow using algebraic turbulence models and a Darcy porous-medium flow. Second, eddy viscosity and boundary layer models for a rough interface are integrated into this model concept. Results from laboratory evaporation experiments are used for comparison of the developed model concept. A sensitivity analysis of the evaporation rate and porous-medium quantities on different model setups, boundary conditions, BeaversJoseph coefficients, and roughness lengths is performed. Results demonstrate how including turbulence, either with eddy viscosity or boundary layer models, affects the evaporation rate. The model concept is able to predict early stage-I and intermediate to later stage-II evaporation rates. Sand-grain roughness concepts are successfully included into the model and show the desired qualitative effect.
Nomenclature

Introduction
A better understanding of the interactions between free flow and flow in porous media is critical for a variety of applications in different fields, like medical science (Chauhan et al. 2011) , building physics (Defraeye et al. 2010) , aerospace engineering (Dahmen et al. 2014) , food processing (Verboven et al. 2006) , and agriculture Fujimaki et al. 2006) . In many of these applications, the processes in the two domains are strongly coupled. Therefore, different modeling strategies for these problems exist. The most detailed, but also very time-consuming, method is a direct numerical simulation (DNS) of the entire problem. This one-domain approach is used, e.g., in Krafczyk et al. (2015) , Hahn et al. (2002) and Breugem and Boersma (2005) . In contrast to these one-domain models, in two-domain models a sharp interface separates the free-flow and the porous-medium domain and two different sets of equations are used to describe the processes in the two domains. Considering two different domains is desirable from a physical point of view. Because the free-flow processes act on smaller spatial and temporal scales than the porous-medium processes, the two-domain approach allows for the detailed modeling of the free flow while still applying simplifying assumptions to the porous medium (Dahmen et al. 2014; Mosthaf et al. 2014; Defraeye 2011) . These different temporal and spatial scales also motivate different numerical treatments of the subdomains (Rybak et al. 2015; Arbogast et al. 2007 ). The effects of coupling turbulent freeflow models to Richards or Darcy-Forchheimer models have been both studied theoretically and applied to heat transfer and drying problems, see Defraeye et al. (2010) , Dahmen et al. (2014) , Lemos (2009) and Pedras and Lemos (2001) .
It is critical to find a suitable coupling concept between the porous-medium and free-flow domains that is capable of properly describing the behavior at the interface. One option is to allow nonzero tangential velocities directly at the interface by replacing the no-slip boundary condition with a slip boundary condition, e.g., Beavers and Joseph (1967) , Saffman (1971) , Sahraoui and Kaviany (1992) , and Nield (2009) . However, these concepts neither account for turbulence, roughness, or saturation effects. The effects of roughness resulting from discrete obstacles on evaporation have been investigated previously, e.g., in Haghighi and Or (2015) and Sugita and Kishii (2002) . Further, porous-medium surfaces are never perfectly smooth and thus the influence of roughness resulting from the matrix material needs to be analyzed. For heat transfer problems, this has been done by Kuznetsov and Becker (2004) and Kuznetsov (2004) . The coupling between the free-flow and porous-medium flow is extremely relevant to evaporation processes from bare soil surfaces. Evaporation from soil surfaces is a vital research subject in the past few years and has been investigated at the pore scale, e.g., (Shahraeeni et al. 2012; Assouline et al. 2010; Yiotis et al. 2007; Laurindo and Prat 1998; Suzuki and Maeda 1968) , at the REV scale, e.g., (Trautz et al. 2015; Zhang et al. 2015; Mosthaf et al. 2014 and Schneider-Zapp et al. 2010) , and at larger scales, e.g., (Vanderborght et al. 2010; Shukla and Mintz 1982 and Penman 1948) .
Evaporation from bare soil surfaces is influenced by different processes and properties in both domains, as shown in Fig. 1 . Although all of the processes shown in Fig. 1 are important, this study focuses on the influence of a turbulent free flow over a rough and permeable surface on the exchange processes. As mentioned above, aspects of roughness and turbulence have been partially investigated in other fields. However, previous studies do not combine models for turbulence and roughness to analyze the effects on coupled processes for all: mass, momentum, and energy transfer in both domains.
Other important aspects of these coupled processes have been studied by different groups. For example, the assumption of local thermodynamic equilibrium for phase transition and energy transfer has been questioned and analyzed, e.g., in Trautz et al. (2015) , Nuske et al. (2014) and Smits et al. (2011) . , Shahraeeni and Or (2010) and Assouline et al. (2010) investigated how the development of wet soil pore patches together with the environmental conditions affects evaporation behavior. The effect of porous-medium parameters (e.g., permeability and porosity) on the evaporation rate has been analyzed numerically (Mosthaf et al. 2014; Ciocca et al. 2014 ) and experimentally (Shokri and Or 2011) .
In this study, the coupled processes are considered by analyzing evaporation from a bare soil surface. During this evaporation process, two different stages are discerned (Lehmann et al. 2008; van Brakel 1980) . The stage-I period is characterized by higher evaporation rates, constrained by the atmospheric demand. The stage-II period, in contrast, is characterized by free flow -laminar/ turbulent -Reynolds-Averaged-Navier-Stokes -single fluid phase (gas) -two components (air, water) -non-isothermal coupling interface -local thermodynamic equilibrium -continuity of fluxes -extension of porous-medium flow -REV concept -Darcy's law -two fluid phases (gas, liquid) -two components (air, water) -non-isothermal
Fig. 2
Concept for modeling non-isothermal compositional two-phase flow in a porous medium coupled to a turbulent non-isothermal compositional single-phase free flow via a sharp interface a falling rate, followed by a constant rate period and limited by diffusive transport through the unsaturated soil (Shokri and Or 2011) . The objectives of this work are (i) to present a numerical model concept that considers turbulence and roughness and can be applied to various coupled porous-medium/free-flow applications, (ii) to analyze the sensitivity of parameters and processes that influence evaporation from rough and permeable surfaces induced by an adjacent turbulent free flow, and (iii) to demonstrate the applicability of the modeling approach by comparing simulation results to existing bench-scale evaporation experiments (Davarzani et al. 2014 ).
Models
In this study, a REV-scale two-domain concept with a sharp interface between the porousmedium and the free-flow domain is used, as shown in Fig. 2 . The transfer fluxes and state variables at the interface are model output. In contrast to other models, which use Richards equation (Defraeye 2011) , consider only one-phase flow (Dahmen et al. 2014) , do not include turbulence (Davarzani et al. 2014) , or are more of theoretical nature (Discacciati and Quarteroni 2009; Lemos 2009; Rybak et al. 2015) , this concept includes two fluids phases inside the porous medium and models non-isothermal component transfer with an adjacent turbulent, roughness-affected free flow.
In the following section, the models for the porous medium, the free flow, and the interface are presented in detail.
Porous Medium
Flow and transport in the porous medium is described using the extended Darcy's law for multiphase flow, e.g., Helmig 1997; the following assumptions are applied: (i) local thermodynamic equilibrium, (ii) two mobile phases (here gas and liquid), consisting of two components (here air and water), (iii) rigid solid phase, (iv) creeping flow with Re < 1, (v) no turbulent/atmospheric pumping, (vi) Newtonian fluids, and (vii) Fickian diffusion:
The phases α are the liquid phase (l) which is the wetting phase and the gas phase (g) which is the non-wetting phase here. The liquid and the gas phase pressures are related by the capillary pressure p c , with p c = p g − p l . In REV models, the capillary pressure is normally a function of saturation, see, e.g., van Genuchten (1980) . Further, α is the fluid density, ν α the kinematic viscosity of the fluid, and v α the fluid phase velocity. K is the intrinsic permeability tensor of the soil and k r,α gives the relative permeability, as a function of the fluid and the fluid-fluid interactions. The gravity vector is denoted by g. The mass balance for the phase components is given by:
in which κ stands for the components water (w) and air (a). The porosity of the porous medium is given by φ, S α denotes the saturation of an REV with a fluid phase α. By definition the fluid phase saturations sum to one: 
The effective porous-medium diffusion coefficient D κ α,pm and the molecular diffusion coefficient D κ α of a component κ in a phase α are different due to the tortuosity τ of the porous medium (Millington and Quirk 1961) 
Further, the molar density of a phase α,mol , the molar mass of the component M κ , and the molar fraction x κ α are needed to calculate the diffusive fluxes.
Because local thermodynamic equilibrium is assumed, the temperature T inside one local REV is the same for all phases. Thus, only one energy equation is needed:
Here, u e α is the specific internal energy of a phase and h α is the specific phase enthalpy. In addition, the specific heat capacity c s and the density of the solid material s are needed. As for the diffusion coefficient, the effective thermal conductivity λ pm is considered to be a mixture of water, air, and soil properties (e.g., the thermal conductivities of the fluid phases λ α and the solid material λ s ). For partially wet soils, it is a function of the phase contents and often derived experimentally, see, e.g., Smits et al. (2010) .
Free Flow
The Navier-Stokes equations describe both laminar and turbulent free flow. As already discussed, simulating free flow and turbulence using DNS is theoretically possible, but computationally expensive. Therefore, turbulence is normally parametrized. In addition to the Navier-Stokes equations, the Reynolds-averaged Navier-Stokes (RANS) equations used for turbulence modeling are introduced. The following assumptions are made with respect to the free-flow models used in this work: (i) one fluid phase, consisting of two components, (ii) Newtonian fluid without dilatation, (iii) no gravitational forces, and (iv) Fickian diffusion.
Navier-Stokes
The single-phase free-flow mass balance is:
All properties are properties of the free-flowing gas phase; to highlight this, the index g is used.
The Navier-Stokes equation is used for the momentum balance. As previously mentioned, gravity is neglected for the free flow:
The shear stress tensor τ g , here neglecting dilatation effects, is represented by:
The mass balance for a component κ inside the gas phase is:
The diffusive component fluxes for the free flow read as:
Finally, the energy balance is given by:
This form of the energy balance equation includes the enthalpy transport by diffusive component fluxes; this means the enthalpy of a component h κ times its diffusive flux j κ g,ff,diff .
Reynolds-Averaged Navier-Stokes
For modeling the effects of turbulence on the exchange processes, different model concepts are available, as shown in Fig. 3 . The Navier-Stokes equations can be transformed to the RANS equations by applying the Reynolds decomposition and a time averaging. For a detailed derivation of the RANS equations, the authors refer the reader to fluid dynamics textbooks, e.g., Wilcox (2006) and Pope (2006) . Turbulence can be modeled by using suitable closure concepts for the turbulent quantities resulting from the averaging process. General assumptions for the RANS equations using an eddy viscosity parametrization are: (i) Flow is incompressible to turbulent pressure fluctuations (which is valid up to a Mach number of 0.3), (ii) isotropic turbulence, and (iii) the Boussinesq assumption which states that the turbulent stresses can be modeled like viscous stresses. 
... In comparison with the Navier-Stokes equations, in the RANS equations the instantaneous values of the transported quantities are replaced by their time-averaged counterparts (indicated by a bar, likev g ). Therefore, the mass balance is written as:
The RANS momentum balance is:
The turbulent shear stress tensorτ g,t has an additional unknown, the eddy viscosity ν g,t , which results from the averaging process:
In this work, the simplest group of closure equations for the eddy viscosity is used: the algebraic turbulence models, see Fig. 3 . These models calculate the eddy viscosity based on algebraic relations between mean flow properties and geometrical information. The simplest example thereof is the Prandtl mixing length:
where l mix = κ y is the mixing length, with the von Kármán constant κ = 0.4 and the orthogonal distance to the closest wall y. Here,ū g denotes the main velocity component. The algebraic eddy viscosity models can be applied under the following assumptions: (i) There is an equilibrium between turbulent production and dissipation and (ii) the eddy viscosity can be formulated based on mean flow quantities and geometrical information. We acknowledge that the algebraic turbulence models are only suitable for simple geometries and more comprehensive models are available in the literature, e.g., Wilcox (2006) . However, here the focus is on the description of exchange processes for simple geometries, and therefore, algebraic turbulence models are appropriate. In this work, the following eddy viscosity models are used: Prandtl mixing length, the Hanna-van Driest modification (van Driest 1956; Hanna et al. 1981) , and the Baldwin-Lomax model (Baldwin and Lomax 1978) .
For the component mass balance, the eddy diffusivity D g,t occurs as a new quantity, accounting for the enhanced turbulent mixing. The simplest way to obtain the eddy diffusivity is to use the Reynolds analogy with a turbulent Schmidt number Sc t = 1:
Now, the component mass balance can be formulated:
with the turbulent diffusive fluxes
For the energy balance, the eddy conductivity λ g,t occurs as a new turbulent quantity, accounting for the enhanced exchange of energy. The Reynolds analogy using the turbulent Prandtl number Pr t = 1 can be used to convert the eddy viscosity to an eddy conductivity:
where c p,g is the specific isobaric heat capacity. This leads to the RANS energy balance equation:
with the turbulent conductive fluxes:
Interface Conditions
Coupling conditions are needed at the interface between the free-flow and the porous-medium region, because different model concepts are used in the two subdomains. The interface conditions are based on those presented in Mosthaf et al. (2014) . Here, two extensions will be made to this approach. The first extension includes the eddy viscosity, eddy diffusivity, and eddy conductivity into the interface conditions for the sake of a consistent model concept. The second modification pertains to the energy balance and includes the enthalpy transported by the diffusive component fluxes in the free flow (h κ gj κ g,ff,t,diff ). Finally, the interface conditions for coupling single-phase turbulent free flow to twophase porous-medium flow under non-isothermal and compositional conditions, based on the assumption of local thermodynamic equilibrium, are obtained. The equilibrium for the total mass flux states:
Here, n denotes the interface normal vector, pointing outside of the respective domain. Two coupling conditions have to be defined for coupling the momentum balances. The first condition balances the momentum tangential to the interface according to the BeaversJoseph-Saffman condition (Beavers and Joseph 1967; Saffman 1971) :
The limitations of this approach to laminar single-phase flow is emphasized here. However, as long as the viscous sublayer is above the porous medium, laminar conditions prevail at the interface. Further, DNS results by Hahn et al. (2002) indicate that in a specific range this condition is also valid for turbulent flow. The Beavers-Joseph coefficient α BJ is a dimensionless material parameter, and t i denotes the ith linear independent interface tangential vector. The second condition balances momentum normal to the interface:
in which I is the identity matrix. For a phase component κ, chemical equilibrium for the continuity of mass fractions,
and the continuity of component mass fluxes,
are imposed. The coupling conditions are completed by the thermal equilibrium for the continuity of temperature,
and the continuity of energy fluxes,
Roughness Parametrization
Sand-grain roughness may affect the boundary layer development which plays an important role for the diffusion-dominated transport near the interface. This section presents two concepts on how the sand-grain roughness of the porous medium can be included in coupled models. Both concepts were originally derived for roughness elements on an impermeable plate, and for both concepts, the determination of a characteristic sand-grain roughness length k s is critical. A correlation with the sand-grain diameter is proposed in Schlichting and Gersten (1997) for roughness elements on an impermeable plate. Kuznetsov and Becker (2004) proposed a model which relates the sand-grain roughness to porous-medium properties.
Eddy Viscosity Models
The first sand-grain roughness parametrization builds upon the eddy viscosity concept. Cebeci (1978) wrote that the eddy viscosity can be modified for the sand-grain roughness parametrization as published by Rotta (1962) under the assumptions of aerodynamically smooth surfaces: The wall friction velocity u * is defined with the velocity gradient at the wall:
The application range of this concepts is limited by the equivalent sand-grain roughness 4.535 < k + s < 2000, which is obtained from a sand-grain roughness length k s by:
This concept is also used by Kuznetsov and Becker (2004) to analyze how energy transfer is altered due to the sand-grain roughness parameter.
Boundary Layer Models
The second approach accounts for roughness only via the coupling conditions. Similar to Mosthaf et al. (2014) and Schneider-Zapp et al. (2010) , the flow and transport is simulated under laminar conditions (Eqs. 4 and 5) and effects of turbulence are integrated through the boundary layer development and change in the coupling conditions. This approach is here within referred to as the BL model later on. It is assumed that (i) diffusion/conduction through the viscous sublayer is the limiting factor for mass/heat transfer, (ii) flow is fully mixed outside the viscous sublayer, and (iii) the starting point for the boundary layer development is known. In this case, the diffusive and conductive fluxes (Eqs. 17 and 20) as used in the interface conditions (Eqs. 25 and 27) are replaced by:
The mass fraction and temperature gradients are replaced by prescribed values at the edge of the boundary layer and the implicitly calculated values at the interface, as shown in Fig. 4 . The viscous sublayer thickness δ v can be calculated with the help of the characteristic dimensionless wall distance y + , the wall friction velocity u * , and the skin friction coefficient c f or the Darcy friction factor f . All equations are given in White (2011).
2 :
For flow along smooth and rough plates, the skin friction coefficient c f can be calculated by different empirical formulations. In this study, the formula presented in Truckenbrodt (2008) is used: ( 31), (32) The second approach uses the Darcy friction factor f . Colebrook (1939) developed an empirical formulation for flow in pipes or ducts which was converted to an explicit formulation by Haaland (1983) :
With the above-mentioned assumptions and concepts, the effects of roughness on the turbulent flow and hence on the exchange processes can be described.
Discretization and Numerical Framework
The presented model concept and its equations ( Schwenck et al. 2015) , which is based on the numerical toolbox DUNE (Bastian et al. 2008b, a) . The code used in this paper is available on request to the corresponding author. The set of partial differential equations is discretized using the box method (Huber and Helmig 2000) . More details on the implementation of the coupling concept can be found in Baber et al. (2012) , whereas Fetzer (2012) provides more information on the implementation of the turbulence models. The monolithic system is solved by a fully implicit scheme using SuperLU (Demmel et al. 1999 ).
Results and Discussion
In this section, the experimental setup is introduced, followed by a presentation of the numerical setup. Afterward, simulation results are discussed, starting with different model setups and closing with a sensitivity analysis of the turbulence models and interface parameters. 
Experiments
Experimental results are taken from Davarzani et al. (2014) ; please refer to this source for a detailed description of measurement devices, materials, and methods. Experimental data/results are available on request to the corresponding author. The wind tunnel/porousmedium experimental setup consists of a free-flow section and a sand box, as shown in Fig. 5 . A detailed view on the sand box and the location of the sensors is shown in Fig. 6 and Table 2 . The porous-medium properties are summarized in Table 3 . Experiments were run for three different wind velocities, as given in Table 4 . A dimensionless analysis shows that turbulent flow conditions prevail and have to be accounted for by the model concept. With a hydraulic radius of d hy = 4 A /U = 0.134 m, even for the smallest velocity the critical Reynolds number Re d,crit ≈ 2300 is exceeded: Measurements of free-flow and porous-medium state variables are used to determine initial and boundary conditions, as shown in Fig. 7 and Table 4 . The mean values are taken as input parameters for the reference simulations. The evaporation rates are obtained from measuring changes in the sand box weight over the course of each experiment. For a better comparison of measured and simulated evaporation rates, the measured rates are post-processed by different floating time average intervals, as shown in Fig. 7 . The 240-min-averaged evaporation rates are referred to as Experiment here within.
Reference Model Setup
The reference cases use the RANS equations and 2-D model setup with the initial/boundary conditions described in Table 4 and Fig. 8 . The reference discretization uses n x = 100 and n y = 50 cells, see Table 5 for more details. The basic assumption, for the numerical modeling presented here, is to consider the experiment as a 2-D system. In reality, the flow is also influenced by the side walls and not only by the porous-medium surface. The hypothesis is that the exchange is driven by diffusion in the free flow near the porous-medium surface and is therefore mainly affected by the viscous sublayer evolving above the porous medium (e.g., Bird et al. 2007; .
To reduce computational costs, only the lower half of the free-flow channel in the section downstream of the heater is modeled (see Figs. 5 and 8) . Velocity, temperature, and humidity values are assumed to be constant over height. For a better definition of the setup, it would be important to have additional experimental measurements at the inlet position (e.g., vertical profiles of these values). For the reference cases, the surface of the porous medium is assumed to be smooth. This assumption will be loosened and discussed in the last section, in which the surface roughness parametrizations are analyzed. Measurements show that the For modeling turbulence, the Baldwin-Lomax model is used for the eddy viscosity, whereas the Reynolds analogy is applied for the eddy diffusivity and the eddy conductivity.
Choice of Numerical Model Setup:
To check the applicability of the above-mentioned simplifications and to assess the sensitivity of the system, three different setups are compared to the chosen reference case (see Fig. 8 ). The first considers a closed top (pipe) instead of only the lower half of the domain. The other setups are used to investigate the influence of the run length on the boundary layer development and its thickness. The evaporation rates for the setups are shown in Fig. 9 . For the short setup, the evaporation rates are higher, because the boundary layer is not developed when passing over the porous medium. The other setups The minimum discretization width h min y occurs at the interface, the cells in y-direction are graded by a factor of 1.2. The L 2 error is given forū g = 1.22 m/s: Each grid refinement is compared against the finest resolution for this direction are more comparable in terms of evaporation rates; the reference and the pipe setup produce almost identical evaporation rates. The reference setup is selected for further study because of its numerical stability.
Grid Convergence: The computed evaporation rate is grid dependent, mainly caused by steep gradients in the surface normal direction. A grid convergence study is conducted separately in the x and y direction for the velocity of 1.22 m/s, as shown in Fig. 10 and Table 5 . It is acknowledged that for higher velocities, the reference discretization may not be enough to prove grid convergence. Nevertheless, it is a good compromise between accuracy and efficiency.
The resolution in x-direction affects the evaporation rate value during stage-I . This can be attributed to the fact that the grid points at the upper corner points of the porous medium are not coupled to the free flow and thus cannot contribute to the evaporation. For the y-direction, a lower resolution leads to a longer stage-I evaporation. In this case, porous-medium cells closer to the surface have larger volumes and thus contain water for a longer time. 
Reference Cases
u g = 0.55 m/s: For the lowest wind velocity, it can already be seen that the stage-I evaporation rates modeled using laminar flow are smaller than those including turbulence, as shown in Fig. 11a . In later stage-II , the evaporation rates for laminar and turbulent cases converge. This agrees with the fact that stage-II evaporation rates are limited by porous-medium properties rather than by atmospheric conditions. Especially in stage-II , which approximately starts after ∼3 days, simulation and experimental results fit well; as shown in Fig. 11b , the gradients of the water mass loss curves are very similar. However, using the measured free-flow conditions as input parameters rather than a constant wind velocity, the evaporation rate shows more variability. The velocity variations lead to significant variations in the evaporation rate, as shown in Fig. 11a . Using the measured freeflow conditions in all three parameters (i.e., velocity, temperature, and water mass fraction) does not allow for the correct estimate of the evaporation rate. Nevertheless, variability in the free-flow conditions does not cause variability in stage-II evaporation rates. Furthermore, none of the resulting rate fluctuations are visible in the cumulative mass loss plot shown in Fig. 11b . u g = 1.22 m/s: Fig. 12a shows, as expected, that the difference between laminar and turbulent modeling becomes more significant at higher wind velocities. In this setup, the effect of the measured values, imposed as boundary conditions, is more pronounced and the fluctuations are less frequent with higher amplitudes. The fluctuations in the early stage-I evaporation rate can qualitatively be reproduced. Again, measured and simulated stage-I evaporation rates are in quite good agreement. For the simulations, the transition to stage-II is much sharper than in the experiment, because the REV concept cannot reproduce the pore-by-pore drying of the surface. Especially for larger wind velocities or larger distance between the evaporating pores, the evaporation rate may already drop during stage-I , see Shahraeeni et al. (2012) . This behavior is observed here. The stage-II evaporation rates can be matched in a time-averaged sense. As before, varying the free-flow boundary conditions does not affect simulated stage-II evaporation rates. Therefore, other factors (e.g., errors in measurement, wrong averaging interval, non-homogeneous soil properties, heat transfer through the side walls of the soil box) have to be responsible for the measured fluctuations.
In the cumulative mass loss plot shown in Fig. 12b , the measured variations in the evaporation curves are visible as small kinks of the curve. From this plot, it can be seen that the transition to stage-II is predicted too early. At the end of the simulation, the predicted evaporation rate is underestimated by about 15 %. Although the laminar case strongly underestimates the stage-I evaporation, its final prediction of the water mass loss is almost comparable to the prediction of the turbulent case (with a difference of about 4 %). Figure 13 shows vertical profiles above the porous medium. It can be seen how the boundary layers for temperature and water mass fraction are increasing while flowing along the porous medium. Further, it depicts the importance of the eddy viscosity and the fluid viscosity to flow and transport processes. u g = 3.65 m/s: For the highest wind velocity, the difference between the laminar and the turbulent case becomes most significant, reaching a difference of almost 5 mm/d during stage-I evaporation, as shown in Fig. 14a . The influence of measured free-flow properties on the simulated evaporation rate can hardly be evaluated, due to a rapidly decreasing stage-I evaporation rate and a very early drying out of the porous medium. Figure 14b shows the cumulative mass loss with a different behavior than in the previous plots. First, higher evaporation rates lead to steeper gradients in the cumulative mass loss curves. Because of the steeper gradients, early stage-I evaporation rates seem to be approximated as good as for smaller wind velocity cases. However, this is difficult to deduce only by the evaporation rate plot (Fig. 14a) . Second, simulated stage-II evaporation rates are higher than measured values. This, in contrast, can hardly be seen in the evaporation rate plot. It has to be remarked that the measured, porous medium controled, stage-II evaporation rates are much lower than for the previous velocities. But as the porous medium was the same for all experiments, the measured stage-II evaporation rates for the different velocities should be more or less equivalent (as it is for the simulations). Further, negative evaporation rates are observed for stage-II . This can be attributed to the averaging interval and experimental errors (e.g., scale resolution and sensitivity) as negative rates are observed in the original cumulative mass loss data set.
Porous-Medium Quantities
In this section, the effects of evaporation on the evolution of saturation and temperature are compared for simulations and experiments. For this comparison, data from sensor 3 and sensor 8 are used ( Fig. 6 ; Table 2 ).
Temperature: The evolution of the porous-medium temperature for the two sensor locations is shown in Fig. 15a . Measurements are compared to the reference case with an isolated porous-medium sand box and a case in which the temperature is kept constant at the porousmedium boundaries. For the case of an isolated box, the simulated and measured temperature evolutions are quite different. This is due to the perfect isolation which means that there is no opportunity for the porous medium to compensate for the energy loss by evaporation, resulting in very low temperatures at the end of stage-I . After the porous medium is dried out, it is continuously supplied with energy from the free flow and finally reaches the free-flow temperature. This behavior cannot be seen in the measurements. For the second setup with a constant temperature at the porous-medium boundaries, it is seen that (i) the temperature does not constantly decrease during stage-I , (ii) the porous-medium temperature is relatively more affected by the measured free-flow boundary conditions and the resulting fluctuations qualitatively match the observed behavior, and (iii) the porous-medium temperature does not approach the free-flow temperature toward the end of the simulation.
Of course, these two concepts are the extreme cases for the porous-medium boundary conditions. The prediction of the temperature evolution inside the porous medium is better when using a constant temperature around the porous medium. But this case drastically overestimates the stage-I evaporation rates compared to measurements; here the isolated case fits better (Fig. 16 ). This analysis shows that the heat loss has a strong influence on the temperature distribution. For future experiments and simulations, it is necessary to find a better way to quantify and account for these losses. Figure 15b shows the saturation evolution over time. The simulated saturation curves look similar to those from Davarzani et al. (2014) . Also similar in both studies is that the near soil surface saturation evolution is better approximated than at deeper depths. The residual saturation is reached faster in simulations than in the measurements. Davarzani et al. (2014) concluded that this discrepancy in stage-II saturation distribution comes from overestimating the temperature variations in the porous medium. This is supported by the fact that a porous medium with constant temperature boundary conditions better approximates the measured temperature profiles and leads at least in the first days to a better match with measured saturations (Fig. 15b) . Nevertheless, this effect is not large and it is assumed that other effects have to contribute, especially as in 7.5 cm depth, the shapes of the profiles are significantly different. Further possible factors are (i) linearizing the p c -S l curve at very low water saturation leads to an overestimation of liquid water flow (e.g., Ciocca et al. 2014; Mosthaf et al. 2014) , (ii) relative permeability functions affect the flow behavior and saturation distribution during the evaporation process, (iii) different hydraulic properties around the sensors or with depth may affect the saturation measurements (Assouline 2006) , and (iv) film and corner flow also have an influence as highlighted in a study on evaporation from pore networks (Laurindo and Prat 1998) .
Saturation:
Turbulence Models
The evaluation of the influence of turbulence and turbulence models is structured in two parts: First, the influence of the eddy viscosity model is analyzed, and second, the impacts of eddy diffusivity and eddy conductivity models are investigated.
Eddy Viscosity Models: In Fig. 17 , the evaporation rates for eddy viscosity models are compared. It can been seen that including an eddy viscosity model, hence including the turbulent momentum transport, but still using laminar mass/heat transport already leads to higher evaporation rates. This is caused by changes in the velocity profile and thus in the resulting boundary layer. The influence of turbulence is higher for the atmospheric controled stage-I evaporation rate. Compared to the laminar case, there is no difference in stage-II evaporation rates.
The Prandtl mixing length model leads to higher evaporation rates, although the nearinterface velocities are higher for the other two models. As already mentioned, near the interface the diffusive transport of water vapor is very important and the Prandtl model does not account for a dampening of the eddy viscosity inside the viscous sublayer and toward the interface. This results in much higher eddy diffusivities near the evaporating surface and thus keeps a higher atmospheric demand. The Baldwin-Lomax and Hanna-van Driest models are quite similar to each other, the latter with slightly higher evaporation rates, because of higher velocities close to the interface and a higher eddy diffusivity throughout the domain. Eddy Diffusivity and Eddy Conductivity Models: Compared to the eddy viscosity models, the influence of the eddy diffusivity and eddy conductivity models is small, as shown in Fig. 18 . The same models for eddy diffusivity and eddy conductivity are used on top of the BaldwinLomax model for the eddy viscosity. Using different turbulent Schmidt and Prandtl numbers (Sc t = 0.63, Pr t = 0.85), instead of unity as for the Reynolds analogy, leads to the expected higher evaporation rates. Deissler's model (Deissler 1954) , which has the advantage of being independent of the eddy viscosity model, the Hanna-van Driest model, and the Reynolds analogy give almost the same results.
These results indicate that the choice of the eddy diffusivity and eddy conductivity model is of minor importance and the Reynolds analogy is a good first assumption for these kind of problems. Further, the hypothesis that stage-I evaporation rates are mainly affected by the laminar transport through the viscous sublayer, e.g., , may be supported. 
Interface Parameters
This section focuses on the influence of properties of the porous-medium/free-flow interface.
Here the effect of the Beavers-Joseph coefficient and of the sand-grain roughness is studied. As explained above, different formulations to link the sand-grain roughness to soil properties exist, e.g., to relate the sand-grain roughness with the median grain size diameter or to use the Kozeny-Carman equation, see Kuznetsov and Becker (2004) . Both values (d 50 = k s = 0.52 mm and k s = 0.24 mm) are inside the range of values considered in this study. To show the influence of this parameter, the sand-grain roughness is varied over three orders of magnitude to numerically investigate its influence on the evaporation rates.
Beavers-Joseph Coefficient: Different studies pertaining to the sensitivity of evaporation rates on the Beavers-Joseph coefficient α BJ have been carried out for Stokes flow or laminar flow, e.g., Baber et al. (2012) and Davarzani et al. (2014) . All conclude that the α BJ coefficient has little influence on the evaporation rate. However, in Fig. 19 an influence of the BeaversJoseph coefficient on the evaporation rate is observed. The different observations may be explained by 0.1 as the lowest α BJ value in Baber et al. (2012) or by the plot type in Davarzani et al. (2014) , because cumulative mass loss plots shadow effects occurring during stage-I . For turbulent conditions, the influence on the evaporation rate is small compared to the magnitude of variation in α BJ . Nevertheless, the influence on the slip velocity is more noticeable, see Table 6 . For high α BJ values, the influence on the slip velocity decreases as the no-slip Truckenbrodt (Tr) condition is approached. For low α BJ values, the resulting slip velocities for laminar and turbulent models are both relatively high. The larger influence of α BJ on the evaporation rate for the laminar case is explained by a relatively stronger increase in the near-interface velocities and gradients. Further, in the laminar case, the velocity profile is affected over a larger height and the relative increase in velocity is higher compared to the turbulent case.
Roughness Via Eddy Viscosity Models:
The sand-grain roughness is only used for the Hannavan Driest turbulence model. Forū g = 1.22 m/s and the lowest sand-grain roughness k s = 0.1 mm, the critical value for enabling Eq. 30 is not reached. For k s = 1 mm, the roughness parametrization becomes active, but no effect on the evaporation rate can be observed, Fig. 20 . For the largest considered sand-grain roughness (i.e., 10 mm) the evaporation rate increases. This can be explained by looking at the viscous sublayer heights presented in Table 7 . There it can be seen that for the largest roughness length, the viscous sublayer is smaller than the roughness and thus turbulent flow influences the processes at the interface, see, e.g., Schlichting and Gersten (1997) . For higher velocities, the critical roughness length, needed to see a response in the evaporation rates, becomes smaller. Forū g = 3.65 m/s a value of k s = 1 mm is sufficient to increase the rates.
For both velocities, the results are qualitatively as expected: Larger roughness lengths or higher velocities lead to more turbulent transport near the soil surface and hence increase the exchange fluxes between the two domains. The question how the results quantitatively 
Roughness Via Boundary Layer Models:
The roughness parametrization with boundary layer models requires an additional parameter y + to convert the dimensionless wall distance to a boundary layer thickness (see Eq. 31). We consider a value of y + = 10 to represent the end of the viscous sublayer. A value of y + = 30 marks the beginning of the logarithmic region. From Eqs. (31 and 33), it can be seen that the diffusive fluxes are inverse proportional to the y + value. This can be observed in Fig. 21 that for y + = 10 and hence the smaller boundary layer, the evaporation rate is about three times higher than for y + = 30. The application of these boundary layer models is only justified as long as a viscous sublayer is present. For aerodynamically rough surfaces, this is not the case. Table 7 shows that k s = 10 mm corresponds to the fully rough case forū g = 1.22 m/s.
The two boundary layer models after Colebrook and White (CW, Eq. 35) and Truckenbrodt (Tr, Eq. 34) predict higher evaporation rates than the EV model. Nevertheless, both models produce quite different results. Although the CW model was developed to capture the entire range from smooth to aerodynamically rough surfaces, the evaporation rate by the CW model is almost 50 % higher than the rate simulated with the EV model. In contrast to CW model, the Tr model is restricted to aerodynamically rough surfaces. For the qualitative analysis performed here, it was assumed that the fully rough skin fiction value is an acceptable approximation for aerodynamically smooth surfaces. This is questioned by the difference in evaporation rate for the two roughness lengths.
Conclusion
In Sect. 2, a model concept for coupling turbulent free flow, using the RANS equations, and porous-medium flow, using extended Darcy's law is presented. The results in Sect. 3 indicate that the effect of turbulence on the exchange behavior may be decisive, especially during stage-I evaporation. Therefore, simulation concepts for evaporation from bare soil surfaces have to properly account for turbulence effects.
Results show that a considerable amount of uncertainty in the simulated evaporation rate originates from the chosen model setup and the boundary conditions in both the free-and the porous-medium flow regions. This indicates that detailed measurements and well-defined experimental setups are required for bridging the gap between experiments and simulations. Possible sources of error in the presented numerical simulations are (i) the 2-D setup and parametrization of turbulence, (ii) the assumption of local thermodynamic equilibrium inside the porous medium, and (iii) the assumption of a constant inflow profile or effects resulting from the neglected heater section on the free flow.
Generally, the predicted stage-I evaporation rates are in good agreement with the experimental data. Fluctuations in the evaporation rate are partly reproduced by using measured free-flow boundary conditions. Also stage-II evaporation rates agree very well with the measured evaporation rates, except in the case ofū g = 3.65 m/s; here, the discrepancy is assumed to arise from the measurements. However, the model is not able to predict the shape and time of the transition from stage-I to stage-II evaporation. The simulated transition between stage-I and stage-II is sharper than the measured transition in the experiments. Further, it was not possible to predict the cumulative evaporated water mass at the time the transition occurs. With respect to porous-medium saturation, it is observed that the extended multiphase Darcy's law is not able to reproduce the measured saturation profiles. Similar to Davarzani et al. (2014) numerical and experimental saturations do not match well a few centimeters below the soil surface.
Differences in evaporation rate due to different turbulence models are rather small. Only the Prandtl mixing length model does not consider a dampening of the eddy viscosity toward the wall; therefore, the evaporation rates are higher, because the Reynolds analogy is used for the eddy diffusivity and conductivity. Different eddy diffusivity and eddy conductivity models have a small influence on the exchanged mass fluxes.
The Beavers-Joseph coefficient does affect slip velocities, but the effect on evaporation is small for the analyzed scale. For the same wind velocity, when using a laminar concept, the effect on the evaporation rates and near surface velocities is larger than when modeling the turbulence. Nevertheless, low α BJ values are needed to see any effect on the evaporation rates at all.
Including a roughness parametrization fulfills the expected qualitative behavior; higher surface roughness leads to higher evaporation rates. In contrast to the eddy viscosity model for roughness, the roughness parametrizations with boundary layer models introduce more parameters and thus more uncertainty. However, effects of the sand-grain roughness are only visible for high velocities or large grain sizes (e.g., gravel). A detailed quantitative comparison of the effect of roughness in models and experiments is still necessary.
