We study the asymptotic behavior of C 2 -evolutions u = u(x, t) under a given action of the m-Hessian evolution operators and boundary conditions. We obtain sufficient (close to necessary) conditions for the convergence of solutions to the first intialboundary value problem for the m-Hessian evolution equations to stationary functions as t → ∞. Bibliography: 19 titles.
Introduction
The development of the modern theory of stationary Hessian equations [4] , [5] , [1] , [11] brought out a natural problem of its extension onto evolution Hessian equations. Apparently, the first examples may be found in the book [15] , where fully nonlinear equations have been considered in frames of N.V.Krylov theory of Bellman equations. One of them is a parabolic Monge -Ampere equation, which also has been considered in the paper [18] , − u t det u xx = f > 0, (x, t) ∈ Q T = Ω × (0; T ), Ω ⊂ R n .
(1.1)
Later on some sufficient conditions for existence of admissible solution to the first initial boundary value problem for equations − u t + tr 1 m m u xx = f > 0, (x, t) ∈ Q T = Ω × (0; T ), m = 1, . . . , n (1. 2) have been found in the paper [9] . Then equations (1.2) looked as the most natural fully nonlinear analogs of heat equation, m = 1.
On the other hand the first initial boundary value problem for logarithmic parabolic Hessian equations − u t + log tr m,l u xx = f, tr m,l u xx := tr m u xx tr l u xx , 0 ≤ l < m ≤ n (1.3)
had been involved in development concerning Hessian integral norms. These norms were introduced in the paper [19] , where admissible solvability of the first initial boundary value problem for (1.3) with l = 0 had been proved and applied to establish some imbedding theorems. For general choice of l, m this solvability was proved in [17] , where also the asymptotic behavior of admissible solutions was under consideration. In the paper [17] the goal was to prove Poincare type inequalities for Hessian integral norms.
Further generalization of equation (1.3) may be found in the paper [2] , where solvability of the relevant parabolic problems were used as a main tool to establish some variational properties of stationary Hessian equations.
In this paper our principal concern is to consider asymptotic behavior of classic solutions of the first initial boundary value problem for m-Hessian evolution equations The m-Hessian evolution operators (1.5) including m = n + 1 have been introduced in the paper [8] . The idea was to connect parabolic Monge -Ampere equation (1.1) with heat equation and to find sufficient conditions for solvability of the problem (1.4) in the weak (approximate) sense via parabolic extension of Alecksandrov -Bakel'man maximum principle [14] , [16] , [18] . It was assumed in [8] that the first initial boundary value problem for considered equations a priori has m-admissible solutions. Later on sufficient conditions for such solvability were presented in the paper [7] . Notice that in the earlier paper [18] this approach was applied to parabolic Monge -Ampere equation (1.1).
To give a sample of our results consider two dimensional case, i.e., Ω ⊂ R 2 . If m = 1 operator (1.5) is the heat operator, while
> 0 and let u be a strictly convex inΩ C 2 -function. Then there exists ν = ν[u] such that det u xx ≥ ν > 0. Theorem 1.1. Assume there is a point x 0 ∈ Ω such that ∆u(x 0 , 0) > 0 and
It may be said that under conditions of Theorem 1.1 a function u = u(x) attracts evolutions {u = u(x, t)} if the functions f = det u xx , x ∈Ω and Φ = u| ∂Ω attract {f = E 2 [u]}, (x, t) ∈Ω × [0; ∞), {ϕ = u(x, t)}, (x, t) ∈ ∂Ω × [0; ∞) respectively. Notice that function u(x, 0) from above theorem has no obligations to be convex but it upgrades to convex in time.
Remark 1.2. We notice firstly that inequality E 2 [u] > 0, (x, t) ∈Q T does not admit points x ∈ Ω such that ∆u(x, 0) = 0. Indeed, if so the eigenvalues of u xx are of different sign either vanish. Hence,
Suppose now that ∆u(x, 0) < 0, x ∈Ω, i.e., x 0 from Theorem 1.1 does not exist. If there is a convex solution v to the Dirichlet problem det v xx = det u xx , v| ∂Ω = −Φ, then −v attracts u(x, t) due to Theorem 1.1.
The second observation from Remark 1.2 carries out
The point of Corollary 1.3 is that the problem (1.6) has exactly two solutions, which are a convex one u and −u. According to Remark 1.2, u(x, t) converges to u if ∆u(x, 0) > 0 and to −u otherwise.
All these may be extended to an arbitrary dimension but formulation of relevant results requires new geometric and algebraic notions, which are collected in Section 2.
One may see now why parabolic Monge -Ampere equation ( In Section 3 we formulate and discuss the main result of the paper. The basis of its proof is the appropriate comparison theorem, what presupposes construction of barriers. The stems of these barriers are chosen as solutions of auxiliary linear first order ordinary differential equations and exposed in Section 4. Section 5 contains a proof of theorem from Section 3.
Notations and definitions
We denote the space of N × N symmetric matrices by Sym(N ) and by T p (S) the p-traces of S ∈ Sym(N ), which are the sum of all principal p-minors of S, 1 ≤ p ≤ N , T 0 (S) := 1.
The cones (2.1), m = 1, . . . , N are the basis of the theory of m-Hessian partial differential equations and they admit different definitions. Constructive Definition 1.1 has been introduced in the paper [4] , while one of the first may be extracted from the paper [3] (see also [13] , [10] ). Namely, m is concave inK m [13] and as a consequence, T m is non negative monotone in
Notice that the set of N -positive matrices contains all positive-definite matrices and only them. Although the simplest way to verify positive definiteness of S ∈ Sym(N ) is to apply well known Sylvester criterion. Quite recently the second author discovered generalized version of Sylvester criterion and extended it to m-convex matrices, [12] .
Denote by S <i1,...,i k > ∈ Sym(N − k) a matrix, derived from S ∈ Sym(N ) by crossing out rows and columns numbered by i 1 , . . . , i k .
Theorem 2.4 (Sylvester criterion). Let S ∈ Sym(N ).
(i) Let i be some fixed index,
Then the inequality T m (S) > 0 is necessary and sufficient for m-positiveness of S.
(ii)The existence of at least one collection of numbers
is necessary and sufficient for m-positiveness of S.
, Theorem 2.4 turns into classic Sylvester criterion.
Our further proceeding will be restricted to the special subspace of Sym(N ). Namely, we take into consideration the set
In order to emphasize this speciality we introduce on the subspace (2.3) new notations for traces T p and cones (2.1):
The Sylvester criterion for m-positive matrices 1 < m < N carries out a refined version of description of K ev m . Namely,
where u xx is Hesse matrix of u.
Notice that in contrast to matrix cone (2.6) a functional cone (2.8) is closed on the bounded in C 2,1 (Q T ) sets of functions. Indeed, let u ∈ C 2,1 (Q T ). Then a matrix set
Definition 2.5. We say that operator (2.7) is the m-Hessian evolutionary operator and a function u ∈ K ev m (Q T ) is m-admissible inQ T evolution. In our applications we need the following consequence of Remark 2.3 and (2.6).
The development of the theory of Hessian equations has brought out some new notions in differential geometry and the first description of some may be found in [1] as necessary conditions for admissible solvability of the Dirichlet problems. In the papers [13] , [10] , [6] some versions of these requirements were considered independently of differential equations as the set of new geometric notions. Namely, let ∂Ω ∈ R n be C 2 -hypersurface with positionvector X = X(θ) and metric tensor
i . In some vicinity of M 0 ∈ ∂Ω we introduce the set of matrices τ = (τ
Notice that (X (i) , X (j) ) = δ ij and (2.9) provides Euclidean moving frames for ∂Ω. The freedom of choice of τ supplies rotations in the tangential plane. The second item in (2.9) provides the set of symmetric matrices K[∂Ω],
where n is the interior to ∂Ω normal.
Definition 2.7. We say that a matrix (2.10) is the curvature matrix of ∂Ω and functions
By construction the curvature matrices are geometric invariant in the sense that theirs eigenvalues are the principal curvatures of ∂Ω. On the other hand, p-curvatures are absolute geometric invariants admitting natural numbering by p throughout ∂Ω. It is also remarkable that if ∂Ω is C 2+k -smooth, then {k p } As to the principal curvatures of Γ ⊂ R n+1 , it is known that at least m of them are positive in the points of m-convexity but otherwise it is only true for m = n, i.e., for strictly convex hypersurfaces in common sense.
Exposition of the problem
We rewrite the first initial boundary value problem for the m-Hessian evolution equation (1.4), (1.5) in terms (2.7):
and relate to (3.1) the Dirichlet problem
The main goal of the paper is to present the proof of Then lim t→∞ |u(x, t) − u(x)| = 0, x ∈Ω.
The following proposition shows that assumption (ii) may reduce the situation to the empty set, whatever smooth data in the problem (3.1) had been. Theorem 3.2. Let assumption (i) be satisfied. Assume in addition that there is a point x 1 ∈ Ω such that a matrix ϕ xx (x 1 , 0) is not (m − 1)-positive. Then there are no solutions to the problem (3.1) in C 2,1 (Q T ), whatever small T > 0 had been.
Indeed, assumptions of Theorem 3.2 are incompatible due to Remark 2.3. The principal goal in the theory of differential equations is to look for close to necessary sufficient conditions, which guarantee a solvability of the problems under consideration. Concerning the problem (3.1) such conditions were presented in the paper [7] and we formulate a refined version of Theorem 1.2 from there.
and f, ϕ satisfy compatibility condition
Then there exists a unique in C 2,1 (Q T ) solution u to the problem (3.1) and u ∈ K ev m (Q T ). Moreover, u ∈ C 2+α,1+α/2 (Q T ).
It follows from Theorem 3.2 that condition ϕ(x, 0) ∈ K m−1 (Ω) is necessary for solvability of the problem (3.1) in C 2,1 (Q T ) for odd n. In even dimensions it may be substituted on −ϕ(x, 0) ∈ K m−1 (Ω) and in this sense is also necessary.
The analog of Theorem 3.3 for a stationary problem (3.2) has been proved in the paper [1] , Theorem 1.2. We reformulate it in our terminology.
Then there exists a unique m-admissible solution u to the problem (3.2).
It was discovered in [1] that a requirement k m−1 [∂Ω] > 0 is necessary for solvability of the problem (3.2) if Φ = const (see also [13] ). More precisely, if there is a point M 0 ∈ ∂Ω such that k m−1 [∂Ω](M 0 ) < 0, there are no solutions to m-Hessian equation (3.2) attaining constant Dirichlet condition in C 2 (Ω). To demonstrate this speciality for m-Hessian evolution equations we formulate a non existence result.
Assume there are x 0 ∈ ∂Ω, t 0 ∈ (0; T ), r > 0 such that
Then there are no C 2,1 -solutions to the problem (3.1), (3.3) for t ≥ t 0 .
Proof. Indeed, suppose the contrary and there exists a solution u ∈ C 2,1 (Q t0 ). Then it is a unique and with necessity u ∈ K ev m (Q t0 ). Hence, u(x, t 0 ) ∈ K m−1 (Ω). But it follows from equation (3.1) that T m (u xx )(x 0 , t 0 ) > 0 and by continuity u(x, t 0 ) ∈ K m (Ω) ∩ B r1 (x 0 ) with some 0 < r 1 < r. Moreover, ∂Ω ∩ B r1 (x 0 ) is a level surface of m-admissible function due to assumption ϕ(x, t 0 ) = C in B r (x 0 ) and therefore k m−1 [∂Ω](x 0 ) > 0. This contradiction proves Theorem 3.5.
The crucial step to establish classic solvability of fully nonlinear second order differential equations is to construct a priori estimates of solutions on the basis of various comparison principals. In order to prove Theorem 3.1 we follow this pattern and involve in our reasoning the simplest one.
Proof. Consider an auxiliary function w ε = w − εt, ε > 0 and compute
Since w is m-admissible evolution and due to (2.6), (2.7), w ε ∈ K ev m (Q T ). Moreover, it follows from (3.4), (3.5) that for w ε we have
Assume that sup
and denote
, what contradicts to the first inequality in (3.6) and assumption (3.7) is impossible. That means (x 0 , t 0 ) belongs to ∂ ′ Q T and the second inequality in (3.6) is valid for all (x, t) ∈Q T . This is equivalent to w − v ≤ εT and tending ε to zero we conclude Theorem 3.6.
There are two possible applications of Theorem 3.6. The first is to construct v satisfying (3.4) and to estimate m-admissible evolution w from above. In this case we say that v is an upper barrier for w. Otherwise, w is a lower barrier for v.
Auxiliary functions
The following two propositions are obvious.
Lemma 4.1. Let θ be a solution to equation (4.1) with
Now we introduce the second auxiliary function σ = σ(t) via the equality 
In the situation of Lemma 4.2 we keep to notations θ − , σ − . The analog of relations (4.6) in this case sequels (4.5), (4.4) and if θ 0 ≥ 1 reads as
In order to prove Theorem 3.1 we apply Theorem 3.6 with barriers in the form
where σ = σ(t) and a positive constant A > 0 are to be chosen, u = u(x) is a given C 2 -function. The following identity is crucial in further reasoning
Remark 4.3. We always suppose that u is an m-admissible in Ω solution of the problem (3.2) and there are parameters ν m , µ k such that
(4.10)
On asymptotic behavior of m-Hessian evolutions
Consider firstly evolutions in a bounded cylinder Q T and begin with construction of upper bound for m-admissible evolutions.
Assume there exist non increasing functions h
where θ + = θ is given by (4.2) with To confirm the first inequality from (3.4), we make use of (4.9) and represent 
i.e., the first inequality in (3.4) is also true. So, conditions of Theorem 3.6 are satisfied for w = u, v = V + . Hence, u − V + ≤ 0 in Q T and the inequality (5.2) is a matter of straightforward computing.
It turned out that Theorem 3.6 provides a lower bound for C 2,1 -evolutions under weaker in a way conditions, than (5.1).
where θ − = θ is given by (4.2) with Proof. This time we are to apply Theorem 3.6 to with some ν > 0. It is obvious that u 1 , −u 2 are the solutions of two problems similar to (5.11) but this time with f i ≥ ν/2, i = 1, 2. Now we associate with (5.14) evolutions u i , i = 1, 2, u = u 1 + u 2 , satisfying relevant analogs of assumption (5.12) . We see that all conditions of Theorem 5.3, m = 1 hold for u 1 , −u 2 , what carries out desirable relation (5.13).
