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Orthogonal metal [1–3] is a new quantum metallic state that conducts electricity but acquires no
Fermi surface (FS) or quasiparticles, and hence orthogonal to the established paradigm of Landau’s
Fermi-liquid (FL). Such state might hold the key of understanding the perplexing experimental
observations of quantum metals that are beyond FL – dubbed non-Fermi-liquid (nFL) – ranging
from the Cu- and Fe-based oxides [4–7], heavy fermion compounds [8–11] to the recently discovered
twisted graphene heterostructures [12–15]. However, to fully understand such exotic state of matter,
at least theoretically, one would like to construct a lattice model and solve it with unbiased quantum
many-body machinery. Here, we achieve this goal by designing a 2D lattice model comprised of
fermionic and bosonic matter fields coupled with dynamic Z2 gauge fields, and obtain its exact
properties with sign-free quantum Monte Carlo simulations. We find as the bosonic matter fields
become disordered, with the help of deconfinement of the Z2 gauge fields, the system reacts with
changing its nature from the conventional normal metal with a FS to an orthogonal metal of nFL
without FS and quasiparticles and yet still responds to magnetic probe like a FL. Such a quantum
phase transition from a normal metal to an orthogonal metal, with its electronic and magnetic
spectral properties revealed, is calling for the establishment of new paradigm of quantum metals
and their transition with conventional ones.
I. INTRODUCTION
As one cornerstone in condensed matter physics, Lan-
dau’s Fermi liquid (FL) theory teaches us that at zero
temperature, a Fermi liquid has a Fermi surface (FS)
marked by the momenta of gapless quasiparticle excita-
tions, similar to its noninteracting counterpart. When
the electron number is held fixed, the volume inside the
FS is invariant upon interaction. This is the statement
given by Luttinger at 1960 [16], and by now the pertur-
bative argument has become the Luttinger’s theorem and
later Oshikawa modernized the argument from a topo-
logical perspective [17, 18]. Under these guidelines, the
volume inside the FS is conserved even in an interacting
FL, and the reduction of FS must come from the breaking
of translational symmetry which enlarges the elementary
unit cell of the problem at hand.
Interestingly, as it is often happened in physics, exper-
imental discoveries could be well ahead of theoretical un-
derstandings. By now, there are ample examples of cor-
related electron systems that share the deviant behavior
that strongly violates the relation between the volume
of quasiparticle FS and the electron filling. These sys-
tems are in general dubbed as non-Fermi liquid (nFL) –
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ranging from the Cu-, Fe-, Cr- and Mn-based supercon-
ductors [4, 5, 7, 19–21], heavy fermion compounds [8–
11], to the recently discovered twisted graphene het-
erostructures [12–15]. Although it is generally accepted
that their behavior is a result of electron-electron inter-
action and perhaps disorder, but despite many propos-
als over the decades, such as the fractionalized FL [18],
FL∗ phase [22–24] and SYK type of nFL [25], which are
shown to exist by recent quantum Monte Carlo simula-
tion [26, 27], there exist no universally accepted theory
that could describe their behavior. While explaining ex-
perimental observations is the ultimate goal of any the-
ory, as a first step, simple lattice models that have metal-
lic ground states but do not fall into the FL theory and
manifest no quasiparticle FS are highly desirable. Even
such level of model and its unbaised solution, in corre-
lated electron systems higher than 1D, does not exist.
Whether the realization of a nFL in a correlated elec-
tronic model with either reconstruction or complete de-
struction of FS without symmetry breaking can be re-
alized in a concrete manner, is the question we address
in this work. Here we show, that such a nFL model
with no quasiparticle FS can be constructed in a corre-
late electron system and solved with unbiased large-scale
quantum Monte Carlo simulations. The destruction of
the entire FS can indeed happen without any symmetry-
breaking, and a continuous quantum phase transition
from normal metal (NM) of FL to an orthogonal metal
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FIG. 1. Metal and its awkward cousin. (a) The lattice model in Eq. (1), on a square lattice, there are composite fermions
ci,α = fi,αS
z
i on each site i, comprised of orthogonal fermion field fi,α and Ising matter field S
z
i . The Z2 gauge field σzb lives
on the bond b. The blue ellipse stands for the situation in which the composite fermion is a well-defined quasiparticle. (b)
The FS of the system inside the NM phase (h < hc). The blue circle encloses the area of FS corresponding to the density of
c fermions. This is consistent with the Luttinger’s theorem. (c) The hidden FS of the system inside the OM phase (h > hc).
The red circle encloses the same areas as the blue one in (b) but since the c fermions lose coherence inside OM, the red FS
cannot be detected from single-particle spectral probes. The quantum phase transition from (b) to (c) signifies the breakdown
of the Luttinger’s theorem without symmetry breaking.
(OM) of nFL manifests. The OM phase thence discov-
ered, is a new state of quantum metal beyond the estab-
lishing paradigms in condensed matter physics. In par-
ticular, it differs from the FL∗ phase as the former has a
hidden FS formed by fractionalized fermionic excitations
carrying electric charges and spins, while the latter has a
conventional FS made of conventional quasiparticles, co-
existing with a gapped topological order containing only
gapped fractionalized excitations.
II. MODEL, MESSAGE AND METHOD
Our model, inspired by the proposals of orthogonal
fermion construction [1, 3, 28], has the following Hamil-
tonian on a 2D square lattice, H = Hf +Hz +Hg, where
Hf = −t
∑
〈i,j〉
(f†i,ασ
z
b〈i,j〉fj,α + h.c.)− µ
∑
i
f†i,αfi,α,
Hz = −J
∑
〈i,j〉
Szi σ
z
b〈i,j〉S
z
j − h
∑
i
Sxi ,
Hg = −K
∑

∏
b∈
σzb − g
∑
b
σxb . (1)
The model is depicted in Fig. 1 (a) with the parameters
simplified in the following manner: for the f orthogonal
fermion part Hf , we set its nearest neighbor hopping am-
plitude t = 1, and the chemical potential µ = 0 to fix the
half-filling of the f fermions (in the Appendix.II, we also
show results away from half-filling); for the Ising mat-
ter field part Hz, we set nearest neighbor ferromagnetic
interaction J = 1 and use the transverse field h as the
control parameter for the quantum fluctuations; for the
Z2 gauge field part Hg, we set K = 1 such that zero flux
per plaquette  is favored, and g = 0.5 is small enough
to not break the Z2 topological order in Hg, yet still large
enough to provide sufficient gauge fluctuations.
The physical – gauge neutral – fermionic degree of free-
dom in our model, is the composite (c) fermion made out
of the orthogonal fermion f and Ising matter field Sz,
in that, c†i,α(ci,α) = f
†
i,αS
z
i (fi,αS
z
i ), denoted as the blue
ellipse in Fig. 1 (a) and (b). It is the FS structure of
the c-fermions that we will pay most of our attention to
in this paper, denoted as the blue circle in Fig. 1 (b).
And our main finding is that when the f fermions form
a metallic state in the presence of Z2 topological order of
the σ gauge field and the disordered phase of the Sz mat-
ter field, the FS of the c composite fermions vanishes with
their quasiparticle fraction reduced to zero. This appears
to violate the Luttinger’s theorem in having a symmet-
ric metallic state without FS, as illustrated schematically
in Fig. 1 (c): A generalized Luttinger’s Theorem is only
recovered if a hidden FS of the fractionalized f -fermion
is also accounted for [28, 29]. As we tunes the Z2 gauge
field towards confinement, by means of controlling the
quantum fluctuations in the Ising matter fields, the entire
system goes through a continuous transition after which
the FS of the composite fermions is recovered. This is
illustrated in Fig. 1 (b).
The phase with Z2 deconfinement as well as the van-
ishing of quasiparticle of composite fermions and their
FS is a new state of quantum metal [1–3, 30] (following
the literatures, we denote it as orthogonal metal, or OM
in short), and the continuous quantum phase transition
from it to the normal metal, or NM in short, of compos-
ite fermion carrying the flavor of Higgs transition of Ising
gauge field [31, 32]. In the NM phase, a gauge-neutral
string-order in the Ising matter field is developed and the
coherent fermionic quasiparticles reappear. These results
provide concrete material for future field theoretical anal-
ysis.
To be able to solve the Hamiltonian in Eq. (1) in
an unbiased manner, we employ determinantal quan-
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FIG. 2. Fermionic and bosonic responses. (a), (b) and (c): the spectra at the FS A(k, ω = 0) ∝ G(k, β/2) of composite fermion
c for L = 24, T = 0.1, g = 0.5 systems. For h = 0.4 ((a), h < hc, NM), h = 2 ((b), h ∼ hc, QCP) and h = 4 ((c), h > hc, OM).
(d), (e) and (f): spin susceptibility χ(q, ω = 0) for the same parameter sets. It is clear that in the NM phase (a), the dimond
shape FS gives rise to the magnetic instability at q = (pi, pi) in (d), but as the NM evolves into OM, the FS vanishes as shown
in (b) and (c), its magnetic response does not change in any obvious way, (e) and (f), that, there still exists the instability at
q = (pi, pi) despite of the fact that there is no FS to be nested. This is the special properties of the OM that it responds like a
metal (magnetically and electronically) but there is a gap in its A(k, ω = 0).
tum Monte Carlo (QMC) simulations. The generic
method description of simulating fermionic degrees of
freedom coupled to critical bosonic fields can be found
in the review [33] and the simulation performed here
is close to the ones in Ref. [34, 35], with the complex-
ity that now the two sets of fields, Ising matter field
Szi and Z2 gauge field σzb have to be updated sequen-
tially, see the Method section for details. The physi-
cal observables calculated are all gauge-neutral such as
the dynamic Green’s function of the composite fermions
G(k, τ) = 1N
∑
i,j,α e
ik·rij 〈c†i,α(τ)cj,α(0)〉 with N = L2
and τ ∈ [0, β]. As will be clear in the results section,
G(k, τ = β/2) is used to approximate the composite
fermion spectral function at the Fermi level A(k, ω = 0)
and to extract the quasiparticle fraction ZkF . Other
physical observables are given in the Method section.
We also notice the similarity of our OM phase with that
discovered in recent works [28, 36, 37]. The Higgs transi-
tion between NM and OM in this work is replaced with
a finite temperature crossover in Refs. [36, 37], as in the
latter, the system behave as a conventional square lattice
Hubbard model at low temperature. Also, in Ref. [28],
via QMC study of an extended model, quantum phase
transitions between metals without symmetry breaking
is discovered and one of the metallic phase is an orthog-
onal semi-metal.
III. SYMMETRY
Before presenting the numerical results, we would first
like to analyze the symmetry properties acquired by
model in Eq. (1).
First, there is a Z2 gauge symmetry. The Hamilto-
nian is invariant under the following gauge transforma-
tion fi,α → ηifi,α and Szi → ηiSzi , where ηi = ±1 is
a site-dependent Z2 factor. Correspondingly, we can
define local operators Qi = (−)ni,fSxi
∏
b∈+i σ
x
b with
ni,f =
∑
α f
†
i,αfi,α and +i stands for the four bonds ori-
ented from site i, which performs the gauge transforma-
tion on site i. It can be shown that [Qi, H] = 0 for all the
sites, so the eigenvalues of Qi = ±1 are conserved quan-
tities, and they span an infinite set of local Z2 gauge
invariants. In particular, we consider the subspace of
states satisfying the constraints Qi = 1. They form the
Hilbert space of a Z2 gauge theory, with even Z2 gauge
structure [18] and the constraints Qi = 1 play the role of
the Gauss law. One important consequence of the gauge
symmetry is that only gauge-neutral operators can have
nonvanishing expectation values. For example, 〈c†iαcjα〉
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FIG. 3. QCP and string operator. (a) The internal en-
ergy derivative as a function of h, it is clear that the energy
derivative is a continuous function with change of slope at
hc = 2.2(2), denoted by the red dashed line. The results are
for L = 10, 12 and 16 systems. (b) The second derivative of
the internal energy, a peak is seen at hc = 2.2(2), denoted
by the red dashed line, consistent with the position in (a).
(c) The correlation of string operator C(r) at different h as a
function of distance along the xˆ lattice direction. Inside the
NM phase (blue curve with h = 0.4), the string operator de-
velops long-range order, and such order is gradually reduced
as h approaches hc (red curve with h = 2), and inside the
OM phase (black curve with h = 4), the correlation is expo-
nentially small even in a finite size system. These results are
obtained from L = 24, β = 10 system.
may be nonzero, but 〈f†iαfjα〉 will always be zero, as we
shall see later in the results of our simulation.
Second, the model Hamiltonian has a global Z2 sym-
metry Szi → −Szi . In our simulation, the quantum fluc-
tuations in the Ising matter field, controlled by the trans-
verse field h will drive the OM to NM transition which
breaks this symmetry in the latter phase. The OM-to-
NM transition should be regarded as a Higgs transition
related with that in the Ising-Higgs gauge theory [32],
because when combined with the fermion-parity symme-
try fiα → −fiα, the Z2 symmetry operation is realized
as a Z2 gauge transformation with ηi = −1 on all sites.
Since the fermion-parity symmetry can never be broken,
the breaking of the Z2 symmetry is equivalent to the
breaking of the combined symmetry, which is a gauge
symmetry, results in the Higgs transition. Being a Higgs
transition has two consequences: First, the transition will
eliminate the Z2 gauge field from the low-energy effec-
tive theory in the NM phase. As we shall see later, this
means that the transition will terminate the Z2 topolog-
ical order in the OM phase, and realizes a traditional
NM of Fermi-liquid. Second, it implies that there is no
local bosonic order parameter for the symmetry break-
ing and the probe of such order will rely on the string
operator constructed out of the Ising matter field and
Z2 gauge field, even though the topological order in the
gauge field is absent. In other words, after the Higgs
transition and inside the NM phase, the Z2 symmetry,
as a part of the gauge symmetry, cannot be truly broken
(because a symmetry-breaking phase is defined by the
long-range order of a local bosonic order parameter).
Third, the model has a global U(1) charge-conservation
symmetry fi,α → fi,αeiθ. Both f and c fermions carry
unit U(1) charge. The presence of this symmetry allows
us to define the filling of the c-fermions, and results in
the Luttinger’s counting in the NM phase. We shall see
that the theorem is violated in the OM phase, despite of
the fact that this U(1) symmetry is not broken, in fact
none of these three symmetries are broken inside the OM
phase and this manifests the non-trivial properties of the
OM phase discovered in this paper.
Last, there is a particle-hole symmetry fi,α → ±f†i,α
on the two sublattices, respectively. The particle-hole
symmetry pins the density of the physical fermion ci at
half-filling, when no chemical-potential term is added (in
the Appendix II, we show results away from half-filling).
IV. QUANTUM PHASE TRANSITION
BETWEEN NM AND OM
With the above analyses in mind, we are now ready to
discuss the NM-to-OM quantum critical phase transition
revealed by our QMC results.
The most straightforward way to observe this transi-
tion is to measure the FS of the composite fermion. The
upper panel of Fig. 2 demonstrates the evolution of the
FS as one moves along the axis of h. The system size
is L = 24 and the inverse temperature β = 10. What is
plotted here is the dynamic Green’s function of c fermions
G(k, τ) over the Brillioun zone and it can be used to ap-
proximate the spectra as A(k, ω = 0) ≈ βG(k, β/2) in
the limit β → ∞ [36, 38–40]. It is clear that for small
h [see Fig. 2 (a)], the FS is identical to that of an non-
interacting one with high and sharp spectral weight on
the FS, indicating that this is a normal metal phase: the
area enclosed by the FS equals to one-half of the Bril-
louin Zone, which satisfies the Luttinger’s theorem as the
fermion filling is fixed as one per site. As h increases, the
spectral weight on the FS decreases, and vanishes at the
critical value hc ∼ 2 [Fig. 2 (b)]. This is also reflected in
the plot of the spectral weight in Fig. 4 (a), as will be elu-
cidated later. In particular, the evolution of the FS shows
no sign of any symmetry-breaking across the transition
(change of the shape of the FS, if it were to be consistent
with Luttinger’s theorem), it is only the spectral weight
along the FS vanishes. Finally, for h > hc, the FS com-
pletely disappears [Fig. 2 (c)]. In this phase, the system
behaves like an insulator from a spectral perspective, if
one were able to perform ARPES experiment on the OM
phase, the experimentalist will detect an insulator with
single particle gap.
The absence of the FS appears to violate the Lut-
tinger’s theorem (note that the fermion filling is still fixed
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FIG. 4. Single particle and magnetic residual. (a) Z(kF ) ∼
G(k, β/2) for L = 12, β = 10 systems as a function of h at two
difference momenta (pi, 0) and (pi/2, pi/2). Z(kF ) starts from
1 deep inside the NM phase and gradually reduces to zero at
the quantum phase transition between NM and OM. Inside
the OM phase Z(kF ) = 0. (b) the magnetic susceptibility
χ(q, ω = 0) with q = (pi, pi). The response is a constant in
both phases and at the critical point, meaning that the OM
phase although has no single particle residual, is a metal in
disguise in its magnetic response. (c) Average charge density
as a function of chemical potential: 〈n〉(µ) for h = 4 inside
the OM phase. The charge density n varies continuously with
respect to µ, indicating that there is no charge-insulating re-
gion.
at one by the particle-hole symmetry), unless the volumn
of a hidden f -fermion FS is also included. Such an exotic
phase state, which actually has metallic responses from
other perspectives as will be revealed below, is an OM
beyond existing paradigm of metals, and it is the major
discovery of this work.
Next, we examine the OM more closely. Despite of the
absence of FS, as indicated by the upper panels of Fig. 2,
there is still a hidden FS, which is associated with the
f -fermions, as required by the Luttinger’s theorem. This
can be observed through the magnetic response. Fig. 2
(d), (e) and (f) show the magnetic response of the system
across the NM-to-OM transition. What is calculated is
the magnetic susceptibility of the c fermions, χ(q, ω =
0) = 1βN
∫ β
0
dτ
∑
i,j e
iq·rij 〈(n↑i,c−n↓i,c)(τ)(n↑j,c−n↓j,c)(0)〉.
This quantity is gauge-neutral and demonstrates the
magnetic response of the system (notice that χ is also
the magnetic susceptibility of the orthogonal fermion f ,
as c is related to f by ciα = fiαS
z
i , and (S
z
i )
2 = +1.)
It is very interesting to see that there is little change in
the χ(q, ω = 0) across the NM-to-OM transition, from
Fig. 2 (d) to (f). Inside the NM phase, the strongest
magnetic responses are at q = (pi, pi), which stems from
the nesting of the dimond-shape FS in Fig. 2 (a), such
a FS having antiferromagnetic instability is well-known
and investigated [41]. Hence, the (pi, pi) peak in the NM
phase can be attributed to the c-fermion FS. However,
close to and inside the OM phase [Fig. 2 (e) and (f)],
despite of the absence of FS, the χ(q, ω = 0) still peaks
at q = (pi, pi) and the amplitude of the susceptibility is
almost unchanged, this is further illustrated in Fig. 4
(b) as a function of h, will be elucidated later. This
means that there still exists a FS structure comprised
of the f fermions, whose magnetic response resembles
that of a non-interacting half-filled square-lattice fermion
model. Although the OM is a strongly interacting phase,
in which the f fermion, Ising matter field Sz and the Z2
gauge field σz are strongly coupled together, and that
it wouldn’t respond to the single-particle spectral probe,
but Fig. 2 (e) and (f) show that the OM is metal in dis-
guise and has the same magnetic responses as that of the
NM phase with FS instabilities.
Next we turn to the continuous quantum phase transi-
tion between the NM and the OM phases. Since there is
no local order parameter associated with this transition,
we cannot performed the usual finite size analysis based
on the correlation functions associated with the order pa-
rameter for this transition. Therefore, to determine the
precise position of the QCP, one can monitor the energy
derivative and the second derivative over the control pa-
rameter h, which is shown in Fig. 3 (a) and (b), this is also
a common measurement for detecting the position of the
transition [42, 43]. ∂〈E〉/∂h = 1N
∑
i〈Sxi 〉 serves as the
first order derivative of the internal energy of the system
over the control parameter of the transition [42], and a
change of the slope can be seen at h = hc = 2.2(2) (high-
lighted by the vertical dash line). Since the first order
derivative of the internal energy is still continuous, that
NM-to-OM transition shall be a continuous transition as
well. The position of the transition is more obvious in
the second derivative in Fig. 3 (b), with three different
system sizes L = 12, 14 and 16, the change of the slope
in Fig. 3 (a) manifests as a clear peak here, and the posi-
tion of the peak, highlighted by the vertical dashed line,
is again at hc = 2.2.
As discussed in previous section, this transition is a
Higgs transition, because the order parameter Szi car-
ries a nontrivial Z2 charge. As a consequence, the phase
transition cannot be observed by directly measuring the
correlation function of 〈Szi Szi+r〉. (In a gauge theory,
all non-gauge-invariant correlation functions vanish [31].)
Instead, this Higgs transition can be detected by con-
structing a string operator, C(r) = 〈Szi
∏i+r
i σ
z
b∈xˆS
z
i+r〉,
which measures the gauge-invariant correlation function
of the Ising matter field attached with string of Z2 gauge
fields connecting the sites i and i + r. The results are
6shown in Fig. 3 (c). For the sake of simplicity, we have
chosen a path along the xˆ direction of the lattice. It is
clear that at h < hc (the blue curve of h = 0.4), when
the system is inside the NM phase, the string operator
demonstrates a hidden long-range order, although there
is no long-range order of any local operator and thus no
real symmetry-breaking in the system. As h gradually
increases towards hc, the long-range order in C(x) be-
comes weaker (such as the red curve for h = 2.0), and
when h > hc at h = 4.0, the correlation is completely
short-ranged, meaning that inside the OM phase there is
no long-range order in the string order. The observation
of the string order parameter confirms our understanding
of the two phases: In the OM phase, the Z2 gauge field is
deconfined [28, 44, 45], which comes hand-in-hand with
the vanishing FS of the c fermions, hidden FS of the f
fermions and appearing of Z2 topological order of the σz
gauge field. In the NM phase, the ordering of C(r) has
two consequences: Z2 topological order disappears (Z2
gauge field is “Higgsed”), and the hidden f -fermion FS
becomes a c-fermion FS because c and f fermions can be
identified as ci = fiS
z
i . Due to its topological and in-
teracting nature, the quantum critical properties of the
OM-NM transition such as its field theory description
and exponents will be of highly theoretical interests and
will be addressed in future studies.
V. DISCUSSION
The quantum phase transition from NM to OM is
highly non-trivial as it is where fractionalization, dynam-
ical gauge fluctuations, a hidden FS and a topological
order all come together. The more detailed information
at and across the transition will be helpful for the fur-
ther development of the theoretical description of this
QCP. Fig. 4 (a) provides spectral weight/single-particle
residual, Z(kF ) ∼ G(kF , β/2), at two different momenta
across the transition. It is clear that for both kF = (pi, 0)
and (pi/2, pi/2), single-particle residual continuously re-
duces to zero at hc. Deep inside the NM (h < hc),
Z(kF ) ≈ 1, signifying FL nature of the phase; deep in-
side the OM (h > hc), Z(kF ) ≈ 0, signifying the nFL
nature of the phase. The associated magnetic suscepti-
bility, χ(q, ω = 0) with q = (pi, pi), is shown in Fig. 4 (b)
as a function of h. As discussed in the Fig. 2, the χ(q)
does not develop any singularity across hc, instead, it is
kept almost a constant throughout. In the meantime,
Fig. 4 (c) depicts the average fermion density 〈n〉 as a
function of chemical potential, for h = 4 inside the OM
phase. The plot shows a continuous curve with no in-
compressible region, i.e. no flat segment in 〈n〉(µ), which
further support that the OM phase is not a charge in-
sulator. This, combined the Fig. 4 (b), are intriguing
in that both NM and OM behave in the same way in
magnetic and charge response, yet NM is a metal from
single-particle spectrum while OM is an insulator in that
respect.
The discovery of the OM phase and the apparently
continuous quantum phase transition between NM and
OM, paves the way to further investigate quantum metals
that are beyond Landau’s Fermi liquid paradigm. What
is unique in our finding here is that the lattice model in
Eq. (1) is solved in an unambiguous manner with QMC,
which solidifies the existence of OM phase and its QCP
with NM. Together with works such as Ref. [36, 37] where
a similar OM state is discovered at finite temperature and
Refs. [34, 44–46] where the deconfinement-confinement
transition of the Dirac fermions are revealed and Ref. [28]
where an orthogonal semi-metal is discoveried, our re-
sults have now completed the models upon which the new
paradigm of quantum metals can be firmly established.
That is, without symmetry-breaking of any type, a FL
can go through a QCP to a OM with no quasiparticle
fraction but still responds towards other perturbations,
just like a metal, due to the existence of a hidden FS
with fractionalized fermionic degrees of freedom carrying
charges and spins. It is not immediately clear that our
findings could explain the perplexing experimental obser-
vation in nFLs such as those in the pseudogap in high-Tc
superconductors, heavy fermion compounds, etc. But it
is clear that since the awkward cousin of metal is final-
ized found, given time and patience, we will be able to
know he/she better and could hope to eventually make
the acquaintance with the entire family, in which more
interesting characters are awaiting.
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8Appendix A: Quantum Monte Carlo Implementation
After descritizing the imaginary time β = ∆τLτ , and
performing the trace of Ising matter degrees of freedom in
the Sz basis, tracing of Z2 gauge field degrees of freedom
in σz basis, and tracing of fermion degrees of freedom in
the occupation number basis, the partition function can
be written as
Z =Tr
(
e−βH
)
(A1)
= exp
∑
l,〈i,j〉
∆τJSzi (l)σ
z
b (l)S
z
j (l) +
∑
i,〈l,l′〉
γsS
z
i (l)S
z
i (l
′)
×
exp
∑
l,
∆τK
∏
b∈
σzb (l) +
∑
b,〈l,l′〉
γσσ
z
b (l)σ
z
b (l
′)
×
[
det
(
I +
1∏
l=Lτ
exp (V (l))
)]2
, (A2)
where γs = − 12 ln (tanh(∆τh)), γσ = − 12 ln (tanh(∆τg)),
and matrices V (l) (imaginary time-slice index l takes val-
ues 1, · · · , Lτ ) have elements V (l)〈i,j〉 = ∆τtσzb (l) and
V (l)i,i = ∆τµ. The square outside of the determinant
comes from two speicies of fermion (spin up and down).
As the bosonic part of weights are always positive, and
the fermion part of weight is a square of determinant
of real matrix, the whole weight will be always semi-
positive, and it is absence of sign problem.
We will use determinant quantum Monte Carlo to sim-
ulate this model, which has been widely used in simu-
lating fermion boson coupled lattice models and more
details can be find in Refs. [33]. The local updates are
performed on the Ising matter field {Szi } and Z2 gauge
fields {σzb} in a space-time configurational space with vol-
ume Lτ × L × L, where Lτ = β/∆τ with ∆τ = 0.1 and
β = L =12, 14, ..., 20, 24.
Appendix B: Away from Half-Filling
In this section, we provide the evolution of the FS away
from the half-filled case. In Fig. 5 the filling of the f -
fermion is at 0.7 with L = 20 and T = 0.1, and all the
other parameters are the same with those in Fig. 2 of the
main text. Fig. 5 (a) and (d) are the A(k, ω = 0) and
χ(q, ω = 0) at h = 0.5. The system is inside the NM
phase and since the nesting condition of the FS is less
ideal, the magnetic susceptibility has maximal shifted
slightly away from the q = (pi, pi). When h = 2.0, close
to the NM-OM transition, the A(k, ω = 0) becomes very
small [Fig. 5 (b)], signifying the losing of coherence in the
gauge-neutral c-fermions, but the its magnetic response
still persists [Fig. 5 (e)]. And when the h = 4.0, the sys-
tem is well inside the OM phase, Fig. 5 (c) demonstrate
the vanishing of the FS without any form of symmetry-
breaking, i.e., violation of the Luttinger’s theorem, and
Fig. 5 (f) depicts the same magnetic response as those
of Fig. 5 (d) and (e), namely, although the OM phase is
an insulator from the single-particle perspective, it still
reacts toward external perturbation as if it were metal.
In any way, the NM-OM transition shown in Fig. 5 is
more robust than that of Fig. 2 in the main text, as the
magnetic instability is actually weaker at filling 0.7 than
the perfectly nested case at half-filling, which supports
even strongly to the existence of the OM phase and the
non-trivial QCP between it and the NM phase.
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FIG. 5. Fermionic and bosonic responses at filling 0.7. (a), (b) and (c): the spectra at the FS A(k, ω = 0) ∝ G(k, β/2) of
composite fermion c for L = 20, T = 0.1, g = 0.5 systems. For h = 0.5 ((a), h < hc, NM), h = 2 ((b), h ∼ hc, QCP) and
h = 4 ((c), h > hc, OM). (d), (e) and (f): spin susceptibility χ(q, ω = 0) for the same parameter sets. It is clear that in the
NM phase (a), the near diamond shape FS gives rise to the magnetic instability a bit away from q = (pi, pi) in (d), but as the
NM evolves into OM, the FS vanishes as shown in (b) and (c), its magnetic response does not change in any obvious way, (e)
and (f), that, there still exists the instability at same positions of (d) despite of the fact that there is no FS any longer at QCP
and in OM phase. This is the special properties of the OM that it responds like a metal (magnetically and electronically) but
there is a gap in its A(k, ω = 0).
