We study minimax rates for denoising simultaneously sparse and low rank matrices in high dimensions. We show that an iterative thresholding algorithm achieves (near) optimal rates adaptively under mild conditions for a large class of loss functions. Numerical experiments on synthetic datasets also demonstrate the competitive performance of the proposed method.
Introduction
In recent years, there has been a surge of interest in estimating and denoising structured large matrices. Leading examples include denoising low rank matrices [10] , recovering low rank matrices from a small number of entries, i.e., matrix completion [7, 6, 13, 14, 20] , reduced rank regression [3] , group sparse regression [29, 17] , among others.
In the present paper, we study the problem of denoising an m × n data matrix
The primary interest lies in the matrix M that is sparse in the sense that nonzero entries are assumed to be confined on a k × l block, which is not necessarily consecutive. In addition to being sparse, the rank of M, denoted by r, is assumed to be low. Thus, M can be regarded as simultaneously structured as opposed to those simply structured cases where M is assumed to be either only sparse or only of low rank. To be concrete, we assume that Z consists of i.i.d. additive Gaussian white noise with variance σ 2 . In the literature, the problem has also been referred to as the sparse SVD (singular value decomposition) problem. See, for instance, [28] and the references therein.
The interest in this problem is motivated by a number of related problems:
1. Biclustering. It provides an ideal model for studying biclustering of microarray data. Let the rows of X correspond to cancer patients and the columns correspond to gene expression levels measured with microarrays. A subset of k patients can be clustered together as a subtype of the same cancer, which in turn is determined by a subset of l genes. Moreover, the gene expression levels on such a bicluster can usually be captured by a low rank matrix. See, e.g., Shabalin et al. [23] , Lee et al. [15] , Butucea and Ingster [5] , Sun and Nobel [26] , Chen et al. [8] .
2. Recovery of simultaneously structured matrices with compressive measurements. There has been emerging interest in the signal processing community in recovering such simultaneously structured matrices based on compressive measurements, partly motivated by problems such as sparse vector recovery from quadratic measurements and sparse phase retrieval. See, e.g., [24, 16] and the references therein. The connection between the recovery problem and the denoising problem considered here is partially explored in [21] . An interesting phenomenon in the recovery setting is that convex relaxation approach no longer works well [22] as it does in the simply structured cases.
3. Sparse reduced rank regression. The denoising problem is also closely connected to prediction in reduced rank regression where the coefficient matrix is also sparse. Indeed, let n = l, then problem (1) reduces to sparse reduced rank regression with orthogonal design. See [4] and [19] for more discussion.
The main contribution of the present paper includes the following: i) We provide informationtheoretic lower bounds for the estimation error of M under squared Schatten-q norm losses for all q ∈ [1, 2] ; ii) We propose a computationally efficient estimator that, under mild conditions, attains high probability upper bounds that match the minimax lower bounds within a multiplicative log factor (and sometimes even within a constant factor) simultaneously for all q ∈ [1, 2] . The theoretical results are further validated and supported by numerical experiments on synthetic data.
The rest of the paper is organized as follows. In Section 2, we precisely formulate the denoising problem and propose a denoising algorithm based on the idea of iterative thresholding. Section 3 establishes minimax risk lower bounds and high probability upper bounds that match the lower bounds within a multiplicative log factor for all squared Schatten-q norm losses with q ∈ [1, 2] . Section 4 presents several numerical experiments which demonstrate the competitive finite sample performance of the proposed denoising algorithm. The proofs of the main results are presented in Section 5, with some technical details relegated to Appendix A.
Problem Formulation and Denoising Method
Notation For any a, b ∈ R, let a ∧ b = min(a, b) and a ∨ b = max(a, b). For any two sequences of positive numbers {a n } and {b n }, we write a n = O(b n ) if a n ≤ Cb n for some absolute positive constant C and all n. For any matrix A ∈ R m×n , denote its successive singular values by σ 1 (A) ≥ · · · ≥ σ m∧n (A) ≥ 0. For any q ∈ [1, ∞), the Schatten-q norm of A is defined as A sq = ( m∧n i=1 σ q i (A)) 1/q . Thus, A S 1 is the nuclear norm of A and A S 2 = A F is the Frobenius norm. In addition, the Schatten-∞ norm of A is A S∞ = σ 1 (A) = A op , where · op stands for the operator norm. The rank of A is denoted by rank(A). For any vector a, we denote its Euclidean norm by a . For any integer m, [m] stands for the set {1, . . . , m}. For any subset I ⊂ [m] and J ⊂ [n], we use A IJ to denote the submatrix of A with rows indexed by I and columns by J. When either I or J is the whole set, we replace it with * . For instance, A I * = A I [n] . Moreover, we use supp(A) to denote the set of nonzero rows of A. For any set A, |A| denotes its cardinality and A c denotes its complement. A matrix A is called orthonormal, if the column vectors are of unit length and mutually orthogonal. For any event E, we use 1 E to denote the indicator function on E, and E c denotes its complement.
Problem Formulation
We now put the denoising problem in a decision-theoretic framework. Recall model (1) . We are interested in estimating M based on the noisy observation X, where M is simultaneously sparse and low rank. Let the singular value decomposition (SVD) of M = UDV ′ , where U is m × r orthonormal, V is n × r orthonormal and
In addition, since the nonzero entries on M concentrate on a k × l block, U has at most k nonzero rows and V at most l. Therefore, the parameter space of interest can be written as
We will focus on understanding the dependence of the minimax estimation error on the key model parameters (m, n, k, l, r, d), while κ > 1 is treated as an unknown universal constant. Without loss of generality, we assume m ≥ n here and after. Note that it is implicitly assumed in (2) that m ≥ k ≥ r and n ≥ l ≥ r.
To measure the estimation accuracy, we use the following squared Schatten-q norm loss functions:
The model (1), the parameter space (2) and the loss functions (3) give a precise formulation of the denoising problem.
Approach
From a matrix computation viewpoint, if one seeks a rank r approximation to a matrix X, then one can first find its left and the right r leading singular vectors. If we organize these vectors as columns of the left and the right singular vector matrices U and V, then the matrix (UU ′ )X(VV ′ ) has the minimum Frobenius reconstruction error for X among all rank r matrices, since U ′ XV will be a diagonal matrix consisting of the r leading singular values of X. On the other hand, if one wants to enforce sparsity in the resulting matrix, it is natural to utilize the idea of thresholding in the above calculation. Motivated by the above observation and also by an iterative thresholding idea previously used in solving sparse PCA problem [18, 30] , we propose the denoising scheme in Algorithm 1 via two-way iterative thresholding. Without the two thresholding steps, the iterative part of the algorithm computes the leading singular vectors of any rectangular matrix, and can be viewed as a two-way generalization of the power iteration [12] .
In the thresholding steps, we apply row-wise thresholding to the matrix U (t),mul (resp. V (t),mul ) obtained after the multiplication step. In the thresholding function η(x, t), the second argument t > 0 is called the threshold level. In Algorithm 1, the first argument x is always non-negative. In order for the later theoretical results to work, we impose the following minimal assumption on the thresholding function η:
Examples of such thresholding functions include the usual soft and hard thresholding, the SCAD [11] , the MCP [31] , etc. Thus, for instance, when thresholding U (t),mul , if η is the hard thresholding function, then we are going to keep all the rows whose norms are greater than γ u and kill all the rows whose norms are smaller than γ u . For other thresholding function, we shrink the norms according to η while keeping the phases of the row vectors. Throughout the iterations, the threshold levels γ u and γ v are pre-specified and remain unchanged. In order for the theorem to work, these levels can be chosen as in (9) below. Right-to-Left Multiplication: U (t),mul = XV (t−1) .
2
Left Thresholding:
Left Orthonormalization with QR Decomposition:
Left-to-Right Multiplication: V (t),mul = X ′ U (t) .
5
Right Thresholding:
Right Orthonormalization with QR Decomposition:
7 Compute projection matrices P u = U U ′ and P v = V V ′ , where U and V are U (t) and V (t) at convergence. 8 Compute denoised matrix M = P u X P v .
To determine the convergence of the iterative part, we could either run a pre-specified number of iterations or stop after the difference between successive iterates are sufficiently small, e.g.,
where ǫ is a pre-specified tolerance level.
Initialization To initialize Algorithm 1, we need to further specify the rank r, the noise standard deviation σ and a starting point V (0) for the iteration. For the ease of exposition, we assume that r is known. Otherwise, it can be estimated by methods such as those described in [28] . When we have Gaussian noise and kl < 1 2 mn, the noise standard deviation can be estimated by
Finally, to obtain a reasonable initial orthonormal matrix V (0) , we propose to use Algorithm 2 for the case of Gaussian noise.
Remark 1. In practice, Algorithm 1 and Algorithm 2 are not restricted to the denoising of matrices with Gaussian noise. With proper modification and robustification, they can be used together to deal with other noise distributions and/or outliers. See, e.g., [28] .
Theoretical Results
In this section, we present a minimax theory underlying the denoising/estimation problem formulated in Section 2.1. Output: Estimators U = U (0) and V = V (0) .
1 Select the subset I 0 of rows and the subset J 0 of columns as
ν ) is the ν th leading left (right) singular vector of X (0) .
Minimax Lower Bounds
There exists a positive constant c that depends only on κ, such that for any q ∈ [1, 2], the minimax risk for estimating M under the squared Schatten-q error loss (3) satisfies
where the rate function Ψ q (m, n, k, l, r) = r
A proof of the theorem is given in Section 5.1.
Remark 2.
Regardless of the value of q, the lower bounds reflect two different scenarios. The first scenario is the "low signal" case where
In this case, the first term in the lower bound (1) dominates, and the rate is achieved by simply estimating M by 0 ∈ R m×n . The second scenario is when (8) does not hold. In this case, the second term in (1) dominates. We note this term is expressed as the sum of two terms. As to be revealed by the proof, the first summand is an "oracle" error term which occurs even when the indices of the nonzero rows and columns of M are given by an oracle. In contrast, the second summand results from the combinatorial uncertainty about the locations of these nonzero rows and columns.
Minimax Upper Bounds
To state the upper bounds, we first specify the threshold levels used in Algorithm 1. In particular, for some sufficiently large constant β > 0, set
For Theorem 2 to hold, it suffices to choose any β ≥ 4. In addition, we specify the stopping (convergence) rule for the loop in Algorithm 1. For
r be its r th largest singular value. Define
and
We propose to stop the iteration in Algorithm 1 after T steps. Last but not least, we need the following technical condition.
Condition 1.
There exists a sufficiently small absolute constant c, such that m ≥ n,
In addition, there exists a sufficiently small constant c ′ that depends only on κ,
With the above definition, the following theorem establishes high probability upper bounds of the proposed estimator.
Theorem 2. Let Condition 1 be satisfied. In Algorithm 1, let V (0) be obtained by Algorithm 2 with α ≥ 4 in (7). Let γ u and γ v be defined as in (9) with β ≥ 4. Moreover, we stop the iteration after T steps with T defined in (10) , and use U = U ( T ) and V = V ( T ) in subsequent steps. For sufficiently large values of m and n, uniformly over F(m, n, k, l, r, d, κ), with probability at least
where C is a positive constant that depends only on κ and β.
The proof of the theorem is given in Section 5.2.
Remark 3. Under Condition 1, for sufficient large values of m and n, (8) cannot hold, and so the relevant lower bound is cσ 2 Ψ q (m, n, k, l, r). In comparison, when k ∧ l ≥ (1 + ǫ)r for any universal small constant ǫ > 0, the upper bounds in Theorem 2 always matches the lower bounds for all q ∈ [1, 2] up to a multiplicative log factor. If in addition, log m = O(k ∨ l) and k = O(m a ) and l = O(n a ) for some constant a ∈ (0, 1), then the rates in the lower and upper bounds match exactly for all q ∈ [1, 2].
Remark 4. The proposed estimator is adaptive since it does not depend on the knowledge of k, l and q. Its dependence on r can also be removed, as we explain in the next subsection.
Rank Selection
We now turn to data-based selection of the rank r. Recall the sets I 0 and J 0 defined in (7) . We propose to use the following data-based choice of r:
where for any i ∈ [m] and j ∈ [n], δ ij = √ i + √ j + 2i log em i + 2j log en j + 8 log m. We note that it is straightforward to incorporate this rank selection step into Algorithm 2. Indeed, we can compute r right after step 1 and replace all r in the subsequent steps by r. The following result justifies our proposal. A proof of the proposition is given in Section 5.3. According to Proposition 1, we can use r as the input for rank in Algorithm 1 and the conclusion of Theorem 2 continues to hold.
Simulation
In this section, we demonstrate the performance of the proposed denoising method on synthetic datasets.
In Table 1 reports the average values of L q (M, M) for q = 2 and 1 and their standard errors out of 100 repetitions for each value of a. Throughout, we use (6) to estimate σ, Algorithm 2 with α = 4 to compute V (0) and (12) to select the rank. In Algorithm 1, we set β = 3 and we terminate the iteration once (5) holds with ǫ = 10 −10 . The thresholding function η is fixed to be hard thresholding η(x, t) = x1 |x|>t . In all the repetitions, the proposed r in (12) consistently yields the right rank r = 10. From the results in Table 1 , we conclude that the reconstruction error is stable across different choices of the singular values of M, which agrees well with the theoretical results in Theorem 2. We note that the magnitude of the average errors reported in Table 1 is also expected. For reference, under the simulation setting, the oracle risk term for the Schatten-2 norm, modulo a constant factor, should be σ 2 r(k + l) = 1000, and for the Schatten-1 norm, modulo a constant factor, should be σ 2 r 2 (k + l) = 10000.
In the second experiment, we fix m = 2000, n = 1000, r = 10 and the singular values of M are (d 1 , . . . , d 10 ) = (200, 190, . . . , 120, 110). On the other hand, we consider four different combinations of sparsity parameters: (k, l) = (50, 50), (50, 200), (100, 200) and (100, 50). For each (k, l) pair, the way we generate U, V and X is the same as that in the first experiment. Moreover, the tuning parameter values used in denoising are also the same as before. In all the repetitions, r in (12) consistently select r = 10. In Table 2 , we report the average values of L q (M, M) for q = 2 and 1 and their standard errors over 100 repetitions. Moreover, we report the rescaled average loss where the rescaling constant is chosen to be r 2 q −1 (r + log m)(k + l), the rate derived in Theorem 2. By the results reported in Table 2 , we see that for either loss function, the rescaled average losses are stable with respect to different sparsity levels specified by different values of k and l. Again, this agrees well with the earlier theoretical results. Table 2 : Average losses (with its standard error) and average rescaled losses of M out of 100 repetitions for different sparsity levels.
Proofs

Proof of Theorem 1
Proof of Theorem 1. To establish the lower bound, first consider the subset
where we further require supp(V) = [r]. Thus, except for the first r columns, all columns of M are zeros. So, by a simple sufficiency argument, we may assume that n = l = r. In this case, the problem of estimating M under model (1) can be viewed as a special case of sparse reduced rank regression where the design matrix is the identity matrix I m . Therefore, [19, Theorem 2] implies that inf
By symmetry, we also have
We complete the proof by noting that for any a, b, c > 0, (a∧b)∨(a∧c) = a∧(b∨c) ≍ a∧(b+c).
Proof of Theorem 2
To prove Theorem 2, we follow the oracle sequence approach developed in [18] . Throughout the proof, we assume that σ = 1 is known. The case of general σ > 0 comes from obvious scaling arguments. In what follows, we first define the oracle sequence and introduce some preliminaries. Then we give an overview of the proof, which is divided into three steps. After the overview, the three steps are carried out in order, which then leads to the final proof of the theorem. Due to the space limit, proofs of intermediate results are omitted.
Preliminaries We first introduce some notation. For any matrix A, span(A) stands for the subspace spanned by the column vectors of A. If we were given the oracle knowledge of I = supp(U) and J = supp(V), then we can define an oracle version of the observed matrix as
With appropriate rearrangement of rows and columns, the I × J submatrix concentrates on the top-left corner. From now on, we assume that this is the case. We denote the singular value decomposition of X by
where U, D, V consist of the first r singular triples of X, and U ⊥ , D ⊥ , V ⊥ contain the remaining n − r triples (recall that we have assumed m ≥ n). In particular, the successive singular values of X are denoted by
With the oracle knowledge of I and J, we can define oracle versions of Algorithm 2 and Algorithm 1. In the oracle version of Algorithm 2, we replace the subsets I 0 and J 0 by I 0 = I 0 ∩ I and J 0 = J 0 ∩ J, and the output matrices are denoted by U (0) and V (0) . In the oracle version of Algorithm 1, X is replaced by X and V (0) is replaced by V (0) . The intermediate matrices obtained after each step within the loop are denoted by U (t),mul , U (t),thr , U (t) and V (t),mul , V (t),thr , V (t) , respectively. We note that for any t, it is guaranteed that
To investigate the properties of the oracle sequence, we will trace the evolution of the columns subspaces of U (t),mul , U (t) , V (t),mul and V (t) . To this end, denote the r canonical angles [12] between span( U (t),mul ) and span( U) by π/2 ≥ φ
u,r ≥ 0, and define sin Φ
Moreover, denote the canonical angles between span( U (t) ) and span( U) by π/2 ≥ θ 
The quantities φ
v,i and sin Θ (t) v are defined analogously. For any pair of m × r orthonormal matrices W 1 and W 2 , let the canonical angles between span(W 1 ) and span(W 2 ) be π/2 ≥ θ 1 ≥ · · · ≥ θ r ≥ 0 and sin Θ = diag(sin θ 1 , . . . , sin θ r ), then [25] sin
Overview Given the oracle sequence defined as above, we divide the proof into three steps. First, we show that the output of the oracle version of Algorithm 2 gives a good initial value for the oracle version of Algorithm 1. Next, we prove two recursive inequalities that characterize the evolution of the column subspaces of U (t) and V (t) , and show that after T iterates, the output of the oracle version of Algorithm 1 estimates M well. Last but not least, we show that with high probability the oracle estimating sequence and the actual estimating sequence are identical up to 3T iterates and that T ∈ [T, 3T ]. Therefore, the actual estimating sequence inherits all the nice properties that can be claimed for the oracle sequence.
In what follows, we carry out the three steps in order.
Initialization We first investigate the properties of X, I 0 , J 0 and V (0) . Note that for any orthonormal matrix W, WW ′ gives the projection matrix onto span(W). The following lemma quantifies the difference between the leading singular structures of X and M. Lemma 1. With probability at least 1 − m −2 ,
and for any i ∈ [n],
where the last equality holds under Condition 1.
Proof. By symmetry, we only need to spell out the arguments for U in (18) . By definition, X = UDV ′ + Z where (after reordering of the rows and the columns) Z = Z IJ 0 0 0 . Thus, we have
Here, the first inequality holds since rank(UU ′ − U U ′ ) ≤ 2r and the last inequality is due to Wedin's sinθ theorem [27] . By the Davidson-Szarek bound [9] , with probability at least 1 − m −2 ,
This completes the proof of (18).
On the other hand, Corollary 8.6.2 of [12] implies that
Together with the above discussion, we obtain the first inequality in (19) . The second inequality is a direct consequence of Condition 1. This completes the proof.
Next, we investigate the properties of the sets selected in Algorithm 2. For some universal constants 0 < a − < 1 < a + , define the following two deterministic sets Proof. By symmetry, we only show the proof for I 0 here. The arguments for J 0 are similar. On the one hand, we have
Here, the last inequality holds for fixed a + ≥ 2, α ≥ 4 and all sufficiently large (m, n) such that 2a + α √ n log m ≤ n/3, which is guaranteed by Condition 1.
On the other hand, for x =
, we have
Here, the fourth inequality holds for fixed α ≥ 4, a − ≤ 
Proof. Let X (0) be the matrix defined in Step 2 of Algorithm 2, but with I 0 and J 0 replaced by I 0 and J 0 . Then we have
Here, the first equality is from (17) . The second inequality holds since rank(
, and the last inequality is due to Wedin's sinθ theorem [27] . To further bound the rightmost side, we note that X (0) and X are supported on I 0 × J 0 and I × J respectively, with I 0 × J 0 ⊂ I × J. In addition, (I × J)\( I 0 × J 0 ) is the union of two disjoint subsets (I\ I 0 ) × J and I 0 × (J\ J 0 ). Thus, the triangle inequality leads to
We now bound each of the four terms in (21) separately. For the first term, on the event such that the conclusion of Lemma 2 holds, we have
Here, the last inequality is due to I 0 − ⊂ I 0 , the definition of I 0 − in (20) , and the facts that M i * ≥ d r U i * for all i ∈ [m] and that |I\ I 0 | ≤ |I| ≤ k. By similar argument, on the event such that the conclusion of Lemma 2 holds, we can bound the second term in (21) as
To bound the last two terms, we first note that on the event such that the conclusion of Lemma 2 holds, both terms are upper bounded by Z IJ op . Together with the Davidson-Szarek bound [9] , this implies that with probability at least 1 − m −2 ,
Assembling the last five displays and observe that d r ≥ 0.9d r for sufficiently large values of (m, n) on the event such that the conclusion of Lemma 1, we obtain the first inequality in the conclusion. The second inequality is a direct consequence of Condition 1. This completes the proof.
Evolution We now study how the column subspaces of U (t) and V (t) evolve over iterations. To this end, let
where d i denotes the i th singular value of X.
Let Condition 1 be satisfied. Then for sufficiently large values of (m, n), on the event such that the conclusions of Lemmas 1-3 hold, 1) For any t ≥ 1, if y t−1 < 1, then
2) For any a ∈ (0, 1/2], if
then so is x t . Otherwise,
The same conclusions hold with the ordered pair (y t−1 , x t ) replaced by (x t , y t ) in (25)-(26).
Proof. 1)
In what follows, we focus on showing the first inequality in (24) . The second inequality follows from essentially the same argument.
u F . We first show that
Recall the SVD of X in (14) . In addition, let the QR factorization of U (t),mul = Q (t) R (t),mul . By definition, U (t),mul = X V (t−1) . Premultiplying both sides by U U ⊥ ′ , we obtain
In addition, let
By the last two displays, we have
Thus,
op .
By Corollary 5.5.4 of [25] ,
Here we have used the assumption that y t−1 < 1. Together with the facts that
op = 1, this leads to (27) . Next, we show that
To this end, let
Then, by (17) and the triangle inequality, we obtain
To bound w t , note that Wedin's sinθ theorem [27] implies
In the oracle version, U (t),mul has at most k nonzero rows, and so U (t),mul − U (t) F ≤ kγ 2 u . For any unit vector y ∈ span( V (t−1) ), decompose y = y 0 + y 1 where y 0 ∈ span( V) and y 1 ∈ span( V ⊥ ). Then by definition, y 0 ≥ cos θ
Thus, for any unit vector
Assembling the last three display, we obtain (28) . Finally, the first inequality in (24) comes from (27) , (28) and the triangle inequality.
2) Given (24), we have
and that y 0 ≤ (1 − ρ) 2 for sufficiently large values of (m, n) due to Condition 1 and Lemma 1. The proof of part (2) then follows from the same argument as in the proof of Proposition 6.1 in [18] .
Convergence We say that the oracle sequence has converged if
This choice is motivated by the observation that
1−ρ is the smallest possible value for x t and y t that Proposition 2 can lead to.
Proposition 3. Let Condition 1 be satisfied and T be defined in (11) . For sufficiently large values of (m, n), on the event such that the conclusions of Lemmas 1-3 hold, it takes at most T steps for the oracle sequence to converge in the sense of (29) . For any t, let P
Then there exists a constant C that depends only on κ, such that for all t ≥ T ,
Proof. To prove the first claim, we rely on claim (2) of Proposition 2. Without loss of generality, assume that m = 2 ν for some integer ν ≥ 1. So ν = log m/ log 2. Let t 1 be the number of iterations needed to ensure that x t ∨ y t ≤
. Note that when (25) does not hold, (26) ensures that
Thus, it suffices to have 1 −
, it suffices to set
Next, let t 2 −t 1 be the number of additional iterations needed to achieve x t ∨y t ≤ 1.01ω/[(1− 2 )]. Recursively, we define t i for i = 3, . . . , ν, such that
Repeating the above argument shows that it suffices to have t i − t i−1 =
We complete the proof of the first claim by noting that T ≥ t ν for sufficiently large m, n under Condition 1.
To prove the second claim, let P u = U U ′ and P v = V V ′ . Then we have
Here, the equality (31) is due to the definitions of P u , P v and the fact that U, D and V consist of the first r singular values and vectors of X. The equality (32) holds since X op = d 1 and
v op = 1 as both are projection matrices. Finally, the inequality (33) holds since P (t) (17) , the definitions in (23) and (29), and the fact that on the event such that (19) holds, d 1 / d r ≤ 2κ when m and n are sufficiently large. This completes the proof.
Remark 5. It is worth noting that the conclusions of Proposition 2 and Proposition 3 hold for any γ u > 0 and γ v > 0, though they will be used later with the specific choice of γ u and γ v in (9).
Proof of Upper Bounds
We are now in the position to prove Theorem 2. To this end, we need to establish the equivalence between the oracle and the actual estimating sequences. The following lemma shows that with high probability, the oracle sequence and the actual sequence are identical up to 3T iterates.
Lemma 4. Let γ u and γ v be defined as in (9) with some fixed constant β ≥ 4 and let Condition 1 be satisfied. For sufficiently large m and n, with probability at least
J c * = 0, and so U (t) = U (t) and V (t) = V (t) .
Proof. First of all, by Lemma 2, with probability at least 1 − O(m −2 ), J 0 = J 0 ⊂ J + ⊂ J, and so
We now focus on the first iteration. Define event
On I c * = 0 and U (1) = U (1) . Further define event
Then by similar argument, on the event
J c * = 0 and V (1) = V (1) . We now bound the probability of (E 
[l] * op .
For the first term on the rightmost side,
2 ∼ χ 2 r , and so by Lemma 6 , with probability at least 1 − O(m −β ),
For the second term, we first note that V (0)
[l] * op = 1 since it has orthonormal columns. Moreover,
By Lemma 6, with probability at least 1 − O(m −β ),
By Lemma 7, for any j ∈ [l], with probability at least 1 − O(m −(β+1) ),
Here, the last inequality holds for sufficient large values of m and n, since Condition 1 implies that (log m)/k ′ = o(1). By the union bound, with probability at least 1 − O(m −β ), for sufficient large values of m and n,
since Condition 1 ensures that l/k ′ = o(1). Assembling the last six displays, we obtain that for any β > 1, with probability at least 1 − O(m −β ),
Applying the union bound again, we obtain that when β ≥ 4 in (9),
Similarly, for any j ∈ J c , U (1) depends on Z ij only through Z iJ c . Therefore, by analogous arguments, we also obtain (34) for (E 1 v ) c with any fixed β ≥ 4. Turn to subsequent iterations, we further define events
Iterating the above arguments, we obtain that on the event
J c * = 0, and so U (t) = U (t) and V (t) = V (t) . Moreover, by similar argument to that for (34), we can bound each P{(E 
This completes the proof.
Lemma 5. Let T be defined in (10) . With probability at least
Proof. By definition (9) and (11), we have
On the other hand, note that 1/ log 2 ≥ 1.44 and that log(k ∨ l) ≤ log m under the assumption that m ≥ n, and hence
On the other hand, on the event such that the conclusions of Lemmas 1-3 hold, we have
Hence for sufficiently large values of m and n, log γ 2 > 1 and with probability at least 1
When the above inequalities all hold, we obtain T ∈ [T, 3T ].
We are now in the position to prove Theorem 2.
Proof of Theorem 2. Note that on the events such that the conclusions of Lemmas 1-5 hold, we have
Here, the first and the second inequalities are both due to the triangle inequality. The second equality is due to Lemma 5 and the facts that supp( U (t) ) ⊂ I, supp( V (t) ) ⊂ J and that U and V collect the first r left and right singular vectors of X.
We now bound each of the three terms on the rightmost side of the last display. First, on the event such that the conclusions of Proposition 3 and Lemma 5 hold, we have
Next, by similar argument to that leading to the conclusion of Lemma 3, with probability at least 1 − O(m −2 )
Last but not least,
Assembling the last four displays, we complete the proof for the case of Frobenius norm, i.e., q = 2. To obtain the result for all q ∈ [1, 2), simply note that for any matrix A, A sq ≤ (rank(A)) 
Proof of Proposition 1
Proof of Proposition 1. Without loss of generality, assume that σ = 1. We first show that r ≤ r with probability at least 1 − O(m −2 ). To this end, note that
By the interlacing property of singular values, we know that for Z, a m × n standard Gaussian random matrix, Here, the second inequality is due to To show that r ≥ r with probability at least 1 − O(m −2 ), we note that on the event such that the conclusions of Lemmas 1-3 hold, σ r (X I 0 J 0 ) = σ r ( X 0 ) = d 
A Appendix
Lemma 6 (Lemma 8.1 in [1] ). Let X follow the non-central chi square distribution χ 2 ν (δ) with degrees of freedom ν and non-centrality parameter δ ≥ 0. Then for any x > 0, P X ≥ ν + δ + 2 (ν + 2δ)x + 2x ≤ e −x , P X ≤ ν + δ − 2 (ν + 2δ)x ≤ e −x .
Lemma 7. Let X and Y be two independent χ 2 ν random variables. Then for any x > 0,
Proof. By the triangle inequality,
By Lemma 6, for any x > 0, each of the following holds with probability at least 1 − 2e −x :
|X − ν| ≤ 2 √ νx + 2x, |Y − ν| ≤ 2 √ νx + 2x, and |Y | ≥ ν − 2 √ νx.
Assembling the last two displays, we complete the proof.
