This paper presents third-order-inviscid implicit edge-based solvers for three-dimensional inviscid and viscous flows on unstructured tetrahedral grids. Third-order edge-based scheme has been implemented into NASA's FUN3D code for inviscid terms. Second-order edge-based hyperbolic Navier-Stokes schemes, which achieve third-order accuracy in the inviscid terms, have also been implemented. Some key improvements are reported for the hyperbolic NavierStokes schemes. Third-order accuracy is verified by the method of manufactured solutions for unstructured tetrahedral grids. Developed schemes are compared for some representative test cases for three-dimensional inviscid and viscous flows.
I. Introduction
Edge-based discretization has been widely used in practical Computational Fluid Dynamics (CFD) solvers [1, 2, 3, 4, 5, 6, 7] for inviscid and viscous flow applications. Refs. [8, 9] show that the node-centered edge-based discretization achieves third-order accuracy for hyperbolic systems on arbitrary simplex-element grids, triangles in two dimensions (2D) and tetrahedra in three dimensions (3D) with quadratic least-squares (LSQ) methods and linearly-extrapolated fluxes, and third-order accuracy has been confirmed later in Ref. [10] . The third-order edge-based discretization is highly economical in that the residual is computed over a single loop over edges with a single numerical flux evaluation per edge. Moreover, it delivers third-order accurate solutions on linear tetrahedral grids even for curved geometries [11] . Ref. [12] extended the third-order scheme to the viscous terms in 2D, and Refs. [13, 14] extended it to 3D prismatic strand grids by combining it with a high-order finite-difference scheme applied in the direction normal to a surface. Our interest, on the other hand, is to extend the thirdorder scheme to Navier-Stokes formulations on purely tetrahedral grids for improving practical unstructuredgrid turbulent-flow solvers, allowing accurate and robust simulations with arbitrary isotropic/anisotropic grid adaptation for complex geometries [15, 16, 17, 18, 19] . This paper reports progress in the development of thirdorder edge-based schemes for 3D turbulent flows, culminating an effort published in a series of papers [11, 20, 21, 22, 23, 24] . The schemes are implemented in the framework of NASA's FUN3D code [1] , which is a well-validated 3D unstructured-grid solver developed by NASA Langley Research Center.
In this paper, we focus on Navier-Stokes formulations and consider two approaches. The first approach is a straightforward application of the third-order edge-based scheme to the inviscid terms using quadratic LSQ gradient reconstruction and linearly-extrapolated inviscid fluxes. The default FUN3D viscous scheme (i.e., the P 1 continuous Galerkin discretization) is added to the inviscid scheme. The second approach is the hyperbolic Navier-Stokes (HNS) method [23, 24, 25, 26] , which reformulates the viscous terms as a hyperbolic system with the solution gradients introduced as additional unknowns. In the HNS method, third-order accuracy in the inviscid terms can be achieved without quadratic LSQ methods [24] because second-order accurate gradients are directly obtained as unknowns. The HNS schemes have been demonstrated for 3D flows in Ref. [26] . This paper introduces some key improvements to the methodologies presented in Ref. [26] . Both approaches are implemented in FUN3D, verified, and applied for inviscid and viscous flow problems.
It should be noted that the relative merits of the two approaches are not immediately clear. Although the HNS schemes have an advantage of achieving third-order accuracy in the inviscid terms without the discretization stencil extension required for a quadratic LSQ fit, the schemes use extra variables to form a hyperbolic viscous system. The combination of the inviscid third-order scheme and the Galerkin viscous discretization does not require additional variables and equations. However, it requires the discretization stencil extension beyond neighbors of the neighbors and quadratic LSQ gradients that may not be robust on practical 3D unstructured viscous grids. Another important aspect is that the HNS schemes are known to produce high-order and highquality gradients (e.g., viscous stresses, heat fluxes, and vorticity) on irregular unstructured grids [23, 24, 26] while the first approach can produce only first-order accurate gradients (unless the inviscid terms dominate) polluted by numerical noise on irregular grids. Moreover, the HNS solvers are known to eliminate numerical stiffness arising from second derivatives in the governing equations and converge faster on fine grids than conventional solvers [23, 24, 25, 26] . Efficiency comparison is, thus, not a simple matter, and will be even more complicated if other aspects, such as solver constructions, code optimizations, other discretization alternatives, etc., are brought into discussion. For example, if one focuses on gradient accuracy (e.g., viscous drag), the complexity and efficiency of the HNS schemes need to be compared with those of third-order methods such as P 2 continuous or discontinuous Galerkin schemes. For these reasons, this paper focuses on accuracy and robustness rather than computational cost and efficiency, towards third-order edge-based unstructured-grid solvers that can solve any problem that the current state-of-the-art second-order solver can solve.
There exist other techniques for improving accuracy of node-centered schemes for the inviscid terms. These methods [27, 28] are based on high-order reconstructions and fundamentally different from the third-order method considered here. The methods are not truly high order on general unstructured grids because the flux integral is approximated by a low-order quadrature formula. The third-order edge-based scheme discussed in this paper achieves third-order accuracy on general simplex-element grids without high-order quadrature due to the exactness of quadratic flux integration on simplex-element grids. Also, a subtle but important difference is that the schemes [27, 28] attempt to directly reduce (if not eliminate) second-order truncation errors of the inviscid approximation whereas the edge-based scheme generates a second-order truncation error containing derivatives of the inviscid terms, which thus vanish on exact solutions or equivalently at a zero residual limit [11, 20, 22] . The property of achieving high-order accuracy by vanishing residuals, often called the residual property, is common to economical high-order methods such as the residual-compact method [29] and the residual-distribution method [30] . The residual property allows constructions of high-order schemes with a relatively compact stencil, but it requires compatible discretizations for inviscid, viscous, and source terms to preserve the design accuracy [20, 30] .
The paper is organized as follows. In Section II, the governing equations are described. In Section III, the node-centered edge-based discretization is described, and an improved HNS scheme is presented. In Section IV, a general boundary flux quadrature and boundary conditions are discussed. In Section V, numerical results are presented. Finally, Section VI concludes the paper with remarks.
II. Governing Equations

II.A. Form of Governing Equations
We consider governing equations of the form:
where τ is a pseudo time, P is a local-preconditioning matrix (which is a simple diagonal scaling matrix), U is a solution vector, F is a flux tensor, and S is a source term. In this paper, we focus on steady problems, and therefore seek steady solutions in the limit of the pseudo time. Unsteady computations performed by implicit time-stepping schemes will be reported in a subsequent paper. For inviscid flow problems, the governing equations are the Euler equations with P is the identity matrix, U is a vector of conservative variables, F = F i is the inviscid flux tensor, and S = 0 except in the cases of manufactured solutions, where source terms are generated to enforce a given exact solution. For viscous flow problems, the governing equations are the NavierStokes equations, where the flux tensor consists of the inviscid and viscous parts:
In the case of the HNS equations, we employ the HNS20 system [24, 26] , where U has extra variables as mentioned below, P is a diagonal matrix that scales the equations for the extra variables, and S contains source terms associated with the hyperbolic formulation. The extra variables are called the gradient variables, and they are proportional to the gradients of the primitive variables when the pseudo-time terms vanish or ignored:
where ρ is the density, v = (u, v, w) is the velocity vector, T is the temperature, γ is the ratio of specific heats, and
V min is the minimum dual control volume of a given grid [26] (i.e., ν ρ is a global constant), µ is the viscosity given by Sutherland's law, and P r is the Prandtl number. See Refs. [24, 26] for more details of the HNS20 system. All solutions are non-dimensionalized by free-stream values except that the velocity and the pressure are normalized by the free-stream speed of sound and the free-stream dynamic pressure, respectively [1, 31, 26] .
II.B. Length Scale for HNS
The HNS20 system has relaxation-time parameters [23, 24, 25, 26] :
where
and L is a length scale defined, in the previous studies, as
It has been pointed out [32, 33] that the length scale must be reduced for high-Reynolds-number boundary-layer flows, or iterative solvers may diverge. The following modified length scale effectively resolves the issue in many cases:
where L r is the optimal length scale derived for the advection-diffusion equation in Ref. [34] , and Re Lr is the free stream Reynolds number based on L r . The modified length scale is applied only to T v for problems presented in this paper. Whether the above formula is the optimal one remains an open question. A complete account of high-Reynolds-number issues will be given in a separate paper.
III. Node-Centered Edge-Based Scheme
III.A. Discretization
The governing equations are discretized on a tetrahedral grid by the node-centered edge-based method. The discretization at a node j is defined as
where P j is the diagonal scaling matrix, V j is the measure of the dual control volume around, {k j } is a set of neighbors of the node j, Φ jk is a numerical flux, and A jk is the magnitude of the directed area vector, which is a sum of the directed-areas corresponding to the dual-triangular faces associated with all tetrahedral elements sharing the edge [j, k] (see Figure 1 ). The numerical flux is computed at the edge midpoint. The linear reconstruction is performed with solution gradients computed by a linear/quadratic LSQ fit. In the HNS method, the edge-based dfiscretization is applied to both the inviscid and viscous terms. Two types of HNS20 schemes are considered: HNS20-I and HNS20-II [23, 24, 26] . The former corresponds to the edge-based discretization directly applied to the HNS20 system, and the latter is obtained from HNS20-I by replacing LSQ gradients of the primitive variables by the gradient variables. The HNS20-II scheme has an advantage of achieving third-order accuracy in the inviscid limit [24] . In this paper, we introduce an improved version of the HNS20-I scheme, designated as HNS20-I(Q), which can also achieve third-order accuracy in the inviscid limit. The details of HNS20-I(Q) will be given in Section III.E. For conventional schemes, we consider the default FUN3D inviscid scheme and the third-order inviscid scheme, which are designated as FUN3D and FUN3D-i3rd, respectively. In both FUN3D and FUN3D-i3rd, the Galerkin discretization of the viscous terms, which can be implemented as a loop over edges for tetrahedral grids, is added for viscous flow problems. These discretizations are summarized in Table 1 . The discretization yields a global system of residual equations, which is solved by an implicit defect-correction solver similar to the one described specifically for the HNS schemes in Ref. [26] . The linear relaxation is performed by a multi-color Gauss-Seidel scheme available in FUN3D. In this study, we perform 15 linear relaxations per implicit iteration for all cases. The residual Jacobians are constructed as summarized in Table 1 . The Jacobian matrix is constructed exactly for the Galerkin viscous discretization, and approximately for other discretizations by the linearization of first-order-accurate residuals. The inviscid Jacobian is constructed by the linearization of Van Leer's flux vector splitting scheme. The Jacobian consists of 5×5 blocks for FUN3D and FUN3D-i3rd, and 20×20 blocks for HNS20-I, HNS20-I(Q), and HNS20-II. The Jacobian is updated based on an efficient algorithm available in FUN3D, which automatically adjusts the Jacobian-update-frequency based on residual reduction. The pseudo-time term in Equation (III.1) is discretized by the first-order backward Euler scheme, and the pseudo time step is defined locally with CFL = 200 for all cases unless otherwise stated. In future, the implicit defect-correction solver will be incorporated, as a variable preconditioner, into a Newton-Krylov solver [35, 36] .
III.B. Third-Order Accuracy in the Inviscid Terms
The edge-based quadrature used in the discretization (III.1) is known to be exact for linearly-varying fluxes on arbitrary simplex-element (triangular/tetrahedral) grids and thus sufficient for second-order accuracy on such grids. However, it is formally first-order accurate on other types of elements unless certain regularity conditions are satisfied (see Ref. [37] and Appendix E in Ref. [38] ). A recent study [8, 9] revealed that the discretization (III.1) can achieve third-order spatial accuracy (in the case of ∂U/∂τ = 0 and S = 0) on arbitrary simplexelement grids with two modifications: quadratic LSQ instead of linear LSQ for nodal gradients, and linearly reconstructed fluxes instead of fluxes evaluated from linearly reconstructed solutions. A distinguished feature of the third-order edge-based discretization is that it does not require high-order quadrature formulas. The residual is computed in a loop over edges with a single numerical flux evaluation per edge, similar to the secondorder discretization. This edge-based discretization is different from a typical (not edge-based) finite-volume discretizations. Figure 2 illustrates the difference on a triangular grid. In a typical finite-volume method, the flux integration is performed over the dual-control volume boundary with a quadrature rule applied to each straight boundary piece. With this midpoint quadrature, where fluxes are evaluated at the midpoint of the dual interval as illustrated in Figure 2 (a), the finite-volume method is second-order accurate for any type of element. In the edge-based method, the flux integration uses a flux evaluated at the edge midpoint, as illustrated in Figure  2 (b). The edge-based quadrature is more economical, with a significantly fewer flux evaluations especially in 3D [39] . For third-order accuracy, a typical finite-volume method requires a high-order quadrature formula with at least two quadrature points per straight dual interval, as illustrated in Figure 2 (c). In 3D, three points per triangular dual face (as shown in Figure 1(b) ) will be required [40] . The edge-based discretization (III.1) can achieve third-order accuracy with exactly the same edge-based quadrature (see Figure 2(d) ) on simplexelement grids in both 2D and 3D. It is also important to note that the third-order edge-based discretization is a special feature relying on the combination of the edge-based quadrature and the linear extrapolation. While a third-order finite-volume method requires a quadratic extrapolation to obtain the solution and the flux at a quadrature point, the edge-based method can be third order with the linear extrapolation [11] .
The third-order edge-based discretization (III.1) eliminates second-order errors in a special manner, relying on the combination of the edge-based quadrature and the linear flux extrapolation. As discussed in Refs. [20, 22] , third-order accuracy is achieved by ensuring that the second-order truncation error contains only derivatives of the target equation. For example, the truncation error T j for the inviscid terms on a regular grid composed of right isosceles triangles can be obtained by substituting a smooth solution into the residual as
where h denotes the length of the leg of the right isosceles triangle. The second-order error term vanishes when the solution satisfies divF i = 0. This mechanism, often called the residual property and shared by other methods such as the residual-compact method [29] and the residual-distribution method [30] , implies that a careful discretization is necessary if other (not inviscid) terms are present. If source terms are present in the target equation (i.e., S ̸ = 0), then a special quadrature formula is required for the source term to preserve thirdorder accuracy. The source term S must be discretized in such a way that it yields the following second-order truncation error:
so that the second-order error vanishes for exact solutions satisfying divF i − S = 0. The same treatment is applied to the physical time derivatives, which can be incorporated as a source term for unsteady computations [12] . In this study, we focus on steady problems, and therefore relevant source terms are those generated by manufactured solutions used for accuracy verification.
Two techniques are available to guarantee the property (III.3). One is an extended Galerkin formula [12] , and the other is a general divergence formulation of source terms [20] ; here we employ the latter. In the case of Navier-Stokes FUN3D-i3rd discretization, it is clear that the second-order truncation error will not vanish in general, except for the continuity equation (which has no viscous terms). Therefore, the overall accuracy will be second-order in general [22] . Third-order accuracy is expected only in regions where the viscous terms are negligibly small compared with the inviscid terms, i.e., divF i − S ≈ 0, for example, away from boundary layers.
III.C. Numerical Flux
The numerical flux is constructed as a sum of an inviscid flux Φ i jk and a viscous flux Φ v jk :
For all methods, the inviscid flux is computed by the Roe flux:
where the subscripts L and R indicate values at the left and right sides of the edge midpoint, and F i n and A i n are the inviscid flux projected along the directed area vector and its Jacobian. The absolute Jacobian A i n is evaluated by the Roe-averages [41] . The viscous flux is given by the P 1 continuous Galerkin discretization in FUN3D and FUN3D-i3rd. In the HNS method, the viscous flux is the upwind flux:
where F v n and A v n are the hyperbolic viscous flux projected along the directed area vector and its Jacobian, and |PA av n | is the artificial hyperbolic dissipation required to avoid accuracy deterioration in the HNS velocitygradient variables (II.2) [24, 26] . For the viscous flux, the dissipation matrix is evaluated by the arithmetic averages. See Ref. [26] for more details.
III.D. Solution Reconstruction and Flux Extrapolation for FUN3D and FUN3D-i3rd
The Galerkin viscous discretization does not require solution reconstruction at a face, and therefore the discussion below is relevant to the inviscid fluxes only. The solutions are linearly reconstructed at the midpoint of each edge. The reconstruction is performed for the primitive variables:
The left and right states W L and W R are reconstructed from the two end nodes of the edge [j, k]:
, ∇W j and ∇W k are LSQ gradients of W computed at the nodes j and k, respectively. Linear and quadratic LSQ fits are used for FUN3D and FUN3D-i3rd schemes, respectively. The left and right conservative variables, U L and U R , are then obtained algebraically from W L and W R , respectively. A quadratic LSQ fit has been implemented in FUN3D by using a two-step implementation as described in Ref. [22] . Unlike the linear fit, which is defined on a compact stencil (see Figure 3 (a)), the quadratic fit has a larger stencil involving the neighbors of the neighbors (see Figure 3 (b)). Nevertheless, in the two-step implementation, each step involves only the neighbors and therefore it is simple to implement in a parallel code. At many nodes in a tetrahedral grid, the number of neighbors is sufficient to form a valid quadratic fit. However, adding neighbors of the neighbors is necessary for robust iterative convergence.
In the FUN3D scheme, the left and right inviscid fluxes are evaluated from the reconstructed solutions:
In the FUN3D-i3rd scheme, the left and right inviscid fluxes are linearly extrapolated to the midpoint [8, 9] :
It is emphasized that the flux extrapolation must be linear to achieve third-order accuracy; a quadratic extrapolation leads to second-order accuracy [11, 24] .
III.E. Solution Reconstruction and Flux Extrapolation for HNS20-II and Improved HNS20-I
In the HNS schemes, the solution reconstruction is conducted for both the inviscid and viscous fluxes. The linear reconstruction (III.8) is performed for the following variables:
(III.12)
The left and right inviscid fluxes are linearly extrapolated as in Equations (III.10) and (III.11). The left and right viscous fluxes are evaluated from reconstructed solutions:
The gradient ∇W is computed at each node by the linear LSQ fit, and the resulting scheme is called Scheme-I [21] or HNS20-I to be specific to the system considered here. In the HNS method, a more economical construction is possible because the gradient of the primitive variables [ρ, u, v, w, p] can be directly obtained from the gradient variables:
In this case, we do not need to compute LSQ gradients for the primitive variables [ρ, u, v, w, p] . This economical version is called Scheme-II [21] or HNS20-II. In the second-order HNS schemes, HNS20-I and HNS20-II, the gradients of the primitive-variable are obtained by the gradient variables with second-order accuracy. Therefore, the HNS20-II scheme achieves third-order accuracy in the inviscid terms (without using the quadratic fit). This is not possible with HNS20-I because the nodal gradients used in the reconstruction are computed by linear LSQ gradients which are only first-order accurate. However, it can be made possible by a simple modification as we discuss below. During the development of HNS schemes within FUN3D, we encountered a robustness issue with the HNS20-II scheme for high-Reynolds-number flows involving boundary layers. As a robust alternative to HNS20-II, we developed an improved version of HNS20-I that can also achieve third-order accuracy in the inviscid terms. Instead of using the linear LSQ gradients for the primitive variables, we propose to construct quadratic LSQ gradients by adding a curvature term to the linear LSQ formulation. Consider a quadratic polynomial of the density around a node j,
where the superscript t indicates the transpose, k denotes a neighbor of the node j, and H ρ j is the Hessian of the density at j. The Hessian is the second-derivative matrix of ρ, and available in HNS20-I as the linear LSQ gradient of r:
Therefore, the only unknowns in Equation (III.15) are the gradients of ρ:
It, therefore, results in a linear LSQ problem over a compact stencil (see Figure 3 (a)), and can be solved, in the LSQ sense, for (∂ x ρ) j , (∂ y ρ) j , and (∂ z ρ) j . In practice, the gradient is computed as
where C jk is a vector of linear LSQ coefficients that are pre-computed and stored (see, e.g., Ref. [22] ). It is emphasized that the resulting quadratic LSQ gradient ∇ρ j depends only on the neighbors (unlike the quadratic LSQ gradient discussed in the previous section). Therefore, the residual stencil remains as compact as the FUN3D scheme, i.e., up to the neighbors of the neighbors. The same can be applied to the velocity and pressure gradients:
with their Hessians directly evaluated at the node j as 
where (∇g u ) j , (∇g v ) j , (∇g w ) j , and (∇q) j are linear LSQ gradients of g u , g v , g w , and q, respectively (which are already available in HNS20-I), ⊗ denotes the dyadic product, and the gradient of the scaled viscosities are evaluated by
The resulting gradients will be second-order accurate in the inviscid limit where the primitive variables are obtained with third-order accuracy. This compact quadratic LSQ method is designated as c-quadratic (curvaturecorrected quadratic fit). A particularly attractive feature of c-quadratic LSQ fits is its compact stencil equivalent to that of the linear LSQ fits. As a result, the resulting HNS scheme, called HNS20-I(Q), retains the same stencil extent as a second-order edge-based scheme (e.g., FUN3D) even with quadratic LSQ fits. See Table 1 for comparison. HNS20-I(Q) has been found to be much more robust than HNS20-II for practical problems. As summarized in Table 2 , the HNS20 schemes produce second-order accurate gradients via the gradient variables in general. As a consequence, the Hessian can be obtained with first-order accuracy by a linear LSQ fit applied to the gradient variables. First-order accurate Hessians can be obtained in the inviscid limit by FUN3D-i3rd. It is important to note that on unstructured grids, quadratic LSQ gradients are second-order accurate only if the solution values are at least third-order accurate; the gradients are first-order accurate, in principle, if the solution values are second-order accurate. The entire quadratic-fit algorithm is not expected to be exact for quadratic solutions unless the nodal solutions are computed by an algorithm that is exact for quadratic solutions, i.e., by a third-order scheme. From this point of view, second-order accuracy in the gradients (and first-order accuracy in the Hessian) is a special property of the second-order HNS schemes, which is rarely observed in other schemes.
IV. Boundary Treatment
IV.A. Third-Order Boundary Flux Quadrature
At a boundary node, the residual needs to be closed by boundary flux contributions unless boundary conditions are imposed strongly by directly specifying the solution values. Accuracy of the edge-based discretization is then dictated by the boundary flux quadrature, and the form of the quadrature depends on the type of elements adjacent to the boundary [11, 38, 42] . For first-order schemes, a point evaluation is sufficient, but for second-order schemes, a special quadrature formula is required to guarantee linear exactness in the flux integration. A comprehensive list of second-order quadrature formulas for quadrilateral/triangular elements in 2D and hexahedral/tetrahedral/prismatic/pyramidal elements in 3D can be found in Appendix E in Ref. [38] .
For third-order accuracy, these formulas should not be used [11] . To preserve third-order accuracy, a general boundary-flux quadrature formula has been derived in Ref. [11] . Consider a dual face of a control volume around a boundary node j as shown in Figure 4 . The residual at the node j needs to be closed by the flux contribution across the boundary dual face. The boundary flux contribution should be computed by the following quadrature formula:
where n B denotes the boundary element normal vector andn B = n B /|n B |. This is a general boundary-flux quadrature formula on the dual boundary face [j, 2, 3] for tetrahedral grids: accuracy is preserved up to thirdorder in the boundary discretization [11] . Note that the coefficients 1/2 and 1/4 are misplaced in Ref. [11] ; it is corrected in the above.
The general boundary-flux quadrature formula guarantees that the flux integration is exact for quadratic fluxes on linear triangular boundary grids [11] . Therefore, high-order curved grids are not required for curved geometries. This is a very attractive feature for practical applications since third-order accuracy can be achieved with existing tetrahedral grids used for second-order computations. However, high-order accurate surface normal vectors are required, in principle, for boundary conditions involving the surface normal direction [11] . Furthermore, high-order integration is required to evaluate integrated quantities over a solid body of interest, e.g., the drag coefficient, with high-order accuracy.
It is important to note that the fluxes Φ j2 and Φ j3 in Equation (IV.1) are computed at the midpoint of the edge [j, 2] and [j, 3], respectively, with the linear reconstruction and flux extrapolation, similar to the interior scheme (III.10) and (III.11), but withn B as the face normal vector. On the other hand, the flux Φ jb is determined directly at the node j, incorporating physical boundary conditions, as discussed in the next section.
IV.B. Boundary Conditions
Physical boundary conditions are imposed weakly, except on viscous walls, through the numerical flux evaluated at a boundary node, j, with the two states:
where W j is the vector of solution variables at the boundary node j, and W b is the state specified by a boundary condition. For example, at an outflow boundary, W b is set by the solution variables at j with the pressure replaced by the free stream pressure (the so-called back pressure condition). The boundary flux Φ jb is then determined by the Roe flux, which recognizes the local characteristic directions and takes appropriate states for the flux computation. Alternatively, the flux Φ jb may be directly specified by a boundary condition, which is employed here for the inviscid slip-wall condition. Some representative boundary conditions are listed below (∞ subscript denotes free stream values):
2. Subsonic outflow (Back pressure):
3. Slip condition at inviscid wall (H j is the specific total enthalpy at the node j):
4. No-slip condition at viscous adiabatic wall:
In the above, the normal vector n * , in the direction of which boundary conditions are imposed, needs to be defined. Three different choices are considered for n * :
Exact normal at node j,
Lumped normal at node j.
(IV.7)
For third-order accuracy, the normal vector n * needs to be sufficiently accurate, i.e., exact for a quadratic geometry [11] . However, in the current implementation, we employ the normal vector already available in FUN3D, which is exact only for linear geometries in general, and investigate the effect of the low-order accurate surface normals. Exact normals can be determined analytically for geometries considered in this paper. The lumped normal vectorn lumped j is a default normal at node available in FUN3D, which is defined as the unit vector of the sum of the element-normals over the triangular boundary elements sharing the node. Implementation of more accurate surface normal vectors is left as future work.
At a node on a viscous wall, all schemes employ the strong condition:
where E is the specific total energy, T aw is an adiabatic wall temperature, and M ∞ is the free stream Mach number. In actual implementation, the residuals for the momentum and energy equations are first computed with the weak boundary condition (IV.6), and then replaced by these algebraic equations (IV.8).
V. Numerical Results
V.A. Inviscid Results: FUN3D and FUN3D-i3rd
In this section, we consider the FUN3D and FUN3D-i3rd schemes to study the effect of the third-order inviscid scheme and verify the boundary procedures. Both schemes are implemented in the FUN3D code, and all computations are performed with the FUN3D code. The implicit solver is taken to be converged when the root-mean-square (RMS) norm of the residuals reaches 10 −14 . For all problems, we take γ = 1.4, P r = 0.72, and T ∞ = 300[K].
V.A.1. Accuracy verification
Accuracy of the third-order edge-based inviscid scheme has been verified by the method of manufactured solutions. To examine effects of the second-order Galerkin viscous scheme on third-order inviscid accuracy, we perform the verification with the Navier-Stokes equations for a range of Reynolds numbers. A smooth sine function is set as the exact solution by introducing source terms into the Navier-Stokes equations, with M ∞ = 0.3. The source terms are discretized as described in Section III.B for preserving third-order accuracy. The discretization error is measured over a series of irregular tetrahedral grids with 8 3 , 16 3 , 32 3 , and 64 3 nodes in a cubic domain with a strong implementation of the Dirichlet condition. A representative mesh spacing h V is estimated as the L 1 norm of the cubic root of the control volume. As shown in Figures 5 and 6 for the coarsest grid, the grids are irregular with randomly perturbed interior nodes. Computations have been made for a range of Reynolds numbers. Discretization error convergence results are shown for the primitive variables, (ρ, u, v, w, p) in Figures 7-11. Figures 7-9 show that second-order accuracy is observed in FUN3D-i3rd solutions in low Reynolds number cases, and the errors are smaller than the FUN3D solutions, in particular, in the density and the pressure. The improved FUN3D-i3rd accuracy could be attributed to the fact that the discretization of the continuity equation is third-order for all Reynolds numbers. For Re ∞ = 100 and 1000, as shown in Figures  10 and 11 , where the inviscid terms dominate, third-order accuracy is observed for all the variables as expected.
V.A.2. Inviscid flow over a hemisphere cylinder
To verify third-order accuracy for a realistic configuration, an inviscid flow over a hemisphere cylinder is considered with M ∞ = 0.3 and zero angle of attack. For this problem, the governing equations are the Euler equations. Free stream boundary condition is applied at inflow, and the back-pressure condition is applied at outflow. On the hemisphere-cylinder surface, the slip condition is imposed weakly as described in Section IV.B.
For this problem, no exact solutions exist, and therefore we use spurious entropy generation as a measure of the error. Five tetrahedral grids with 110404, 262535, 535829, 927958, 1607469 nodes are used for accuracy verification. See Figure 12 for the coarsest grid. Consistent refinement check has been performed for these grids: a grid spacing estimated from the number of nodes, h N = N −1/3 , where N is the number of nodes in the grid, and a spacing h V computed as the L 1 norm of the cubic root of the control volume have been confirmed to be reduced at the same rate in the grid refinement. Entropy error convergence results are shown in Figure  13 , where the L ∞ norm of the entropy has been computed based on all the nodes in the domain. The FUN3D scheme gives second-order convergence in the entropy as expected. The FUN3D-i3rd scheme gives third-order convergence with any of the normal vectors (IV.7) as long as the general boundary flux quadrature (IV.1) is used. The results indicate that all the surface normal vectors are accurate enough to produce third-order results. To show the importance of the boundary flux quadrature (IV.1), results obtained with the second-order boundary flux quadrature [11, 38, 42] are also shown and indicated by FUN3D-i3rd (n B )-Q1. Clearly, only second-order convergence is observed although the entropy errors are smaller than those obtained by the FUN3D scheme. The maximum entropy error was found to occur at the stagnation point in the case of FUN3D, while it occurred at a node located in the junction of the hemisphere and the cylinder in the case of FUN3D-i3rd.
V.B. Viscous Results
In this section, we consider all schemes, FUN3D, FUN3D-i3rd, HNS20-I, HNS20-I(Q), and HNS20-II, for viscous flow problems. All schemes are implemented in the FUN3D code, and all computations are performed with the FUN3D code. The implicit solver is taken to be converged when the RMS norm of residuals reaches 10 −12 unless otherwise stated. Again, we take γ = 1.4, P r = 0.72, and T ∞ = 300[K] for all problems considered.
V.B.1. Accuracy verification
Accuracy of the HNS schemes has been verified by the method of manufactured solutions as described in Section V.A.1, and compared with accuracy of the FUN3D and FUN3D-i3rd schemes. The grids are similar to those used in the previous case with 15 3 Figure 16 for the pressure as a representative of the primitive variables. Figure 16(a) shows that all solutions converge with second order for Re ∞ = 1. FUN3D and HNS20-I errors are comparable and the largest among the five schemes. FUN3D-i3rd and HNS20-I(Q) errors are comparable and much smaller than FUN3D and HNS20-I errors. The lowest error level is achieved by the HNS20-II scheme. Figure 16(b) shows the results for Re ∞ = 10 4 . Here, as expected, FUN3D-3rd, HNS20-I(Q), and HNS20-II solutions yield third-order accuracy in the pressure whereas FUN3D and HNS20-I solutions remain second-order accurate. Again, the HNS20-II solution achieves the lowest error level, the HNS20-I(Q) solution comes next, and then the FUN3D-i3rd solution.
Gradient accuracy is shown in Figure 17 for ∂ x p. Gradients are computed by linear LSQ fits in the FUN3D scheme and by quadratic LSQ fits in the FUN3D-i3rd scheme. The gradient variables are used in the HNS schemes. Figure 17(a) shows the case Re ∞ = 1. As expected, the second-order asymptotic convergence is observed for the HNS schemes. The quadratic LSQ gradients in FUN3D-i3rd are more accurate than the linear LSQ gradients in FUN3D solutions and even than HNS20-I gradients, but the convergence rate deteriorates to first order on fine grids. Figure 17(b) shows results for Re ∞ = 10 4 , which confirm that the gradients are firstorder accurate for the FUN3D scheme, and second-order accurate for the FUN3D-i3rd, HNS20-I, HNS20-I(Q) and HNS20-II schemes.
Accuracy of ∂ xx p is shown in Figure 18 . Second derivatives are computed by applying twice the linear LSQ fit in the FUN3D scheme and the quadratic LSQ fit in the FUN3D-i3rd scheme. LSQ gradients of the gradient variables are used in the HNS schemes. Figure 18(a) shows the case Re ∞ = 1. As expected, the first-order asymptotic convergence is observed for the HNS schemes, and an inconsistent behavior is observed in the FUN3D and FUN3D-i3rd schemes. Nevertheless, the FUN3D-i3rd scheme yields significantly more accurate Hessian than the FUN3D and HNS20-I schemes. In the higher Reynolds number case, the Hessians computed by the FUN3D-i3rd and HNS schemes are first-order accurate as expected. See Figure 18 (b). An interesting observation here is that the gradient error for Re ∞ = 10 4 is higher in the FUN3D-i3rd scheme than the HNS schemes, but the Hessian error is much smaller in the FUN3D-i3rd scheme than the HNS schemes.
Grid
Nodes FUN3D FUN3D-i3rd HNS20-I HNS20-I(Q) Table 3 : Drag coefficient convergence for sphere computations. The residuals converged to the tolerance within 3,000 iterations in all cases except FUN3D and FUN3D-i3rd for Grid4, which did not reach the tolerance in 30,000 iterations and thus stopped at 30,000 iterations. Table 4 : Drag decomposition for sphere computations.
V.B.2. Gradients on skewed grid
To demonstrate the quality of the gradients predicted by the HNS schemes, we performed computations on a highly skewed grid in a rectangular domain (x, y, z) Figure 19 . The parameters are taken as M ∞ = 0.5 and Re ∞ = 25. The grid has 33×33×33 nodes randomly perturbed in y and z directions Figure 20 shows the section of the grid at x = 0.5. We focus on the gradient component ∂ z u, which is relevant to the viscous stress component in a boundary layer. Results are summarized in Figure 21 . The contour plot of the exact values of ∂ z u is given in Figure 21 (a). All contours have been plotted within the range of the exact contours. The gradients are computed by linear LSQ fits in FUN3D, quadratic LSQ fits in FUN3D-i3rd, and by the gradient variables in the HNS schemes. These contour plots show that the HNS schemes can produce a smooth and accurate derivative on a highly-skewed tetrahedral grid, and the LSQ gradients are very inaccurate and far beyond the exact range. The quadratic LSQ gradient is more accurate than the linear LSQ gradient, but it still shows irregular contours. The ranges of the HNS derivatives match very well the range of the exact derivative. The HNS20-I(Q) scheme produces smoother contours than the HNS20-I scheme.
These results indicate that the HNS schemes will be useful for turbulent-flow solutions that are highly sensitive to accuracy of gradients used for the source terms in turbulence models. For such applications, schemes employing LSQ methods for gradient evaluations may encounter difficulties on adapted viscous tetrahedral grids.
V.B.3. Low-Reynolds-number flow over a sphere (Re
To study effects of third-order inviscid accuracy for low-Reynolds number flows over curved geometries, we consider a laminar flow over a sphere with M ∞ = 0.15 and Re ∞ = 101. The Reynolds number is defined based on the diameter of the sphere. An experimental value of the drag coefficient is given by C D = 1.08 [43] . This is similar to the case considered for the HNS20-II scheme in Ref. [26] , but the grids are purely tetrahedral and severely distorted with random perturbation applied to interior nodes (see Figure 22) . The sphere surface is systematically triangulated with no singularities (see Figure 23) , and a similar triangulation is used on the outer boundary, which is also a spherical surface and located at the distance of 100 times the diameter of the sphere. The viscous wall condition and the free stream condition are applied to the inner and outer boundaries, respectively. Four levels of tetrahedral grids have been generated with randomly perturbed nodes: 5668, 50228, 466830, and 1656714 nodes. The coarsest one is shown in Figures 22 and 23 .
The HNS20-II scheme has been found to suffer from convergence difficulties, and therefore no results are available (It runs fine for grids without nodal perturbations). Results obtained by other schemes are summarized Grid Nodes FUN3D FUN3D-i3rd HNS20-I HNS20-I(Q) Table 5 : Drag coefficient convergence for Joukowsky airfoil computations. The residuals converged to the tolerance within 3,600 iterations in all cases.
Grid Nodes FUN3D FUN3D-i3rd HNS20-I HNS20-I(Q) Tables 3 and 4 . Surface pressure contours on the finest grid are shown in Figure 24 . No major differences can be seen on the surface pressure, but the contours in the interior domain reveal a striking difference between second-and third-order inviscid schemes. As shown in Figure 25 , the second-order schemes, FUN3D and HNS20-I, yield noisy contours in the domain, but the third-order inviscid schemes, FUN3D-i3rd and HNS20-I(Q) produce very smooth pressure distributions. This feature has been observed previously for HNS20-II on irregular triangular grids in Ref. [24] and on tetrahedral-prismatic mixed grids in Ref. [26] .
To examine gradient accuracy, we compare the vorticity contours in Figures 26 and 27 . Surface vorticity contour plots in Figure 26 show that HNS20 schemes yield, as expected, very smooth distributions whereas FUN3D and FUN3D-i3rd yield noisy vorticity contours. The same can be seen in the interior domain as shown in Figure 27 . It is observed that the HNS20-I(Q) scheme gives slightly smoother contours than the HNS20-I scheme; the inviscid approximation is third-order in the former and second-order in the latter. Observe also that quadratic LSQ gradients in the FUN3D-i3rd scheme do not seem to bring significant improvement over the linear LSQ gradients in the FUN3D schemes for the vorticity.
Despite the striking differences in the pressure and vorticity contours, no major differences are observed in the drag coefficient for fine grids as shown in Table 3 and Figure 28 . Similarly, no significant differences are observed in the pressure and viscous drag components (see Table 4 and Figure 29 ). See also Figures 28(a) and 28(b) . It seems to indicate that the low-order force integration algorithm, which assumes linear variation in the pressure and the viscous stresses (the default quadrature in FUN3D), has a large impact on accuracy of integrated quantities over a spherical surface, not benefiting from accurate viscous stresses produced by the HNS schemes on the surface. In the HNS schemes, it can be improved by using a higher-order quadrature, which is possible because the first-order accurate gradients of the viscous stresses are available at boundary nodes. Combined with a high-order local surface reconstruction, it may bring improvements in the drag prediction over a spherical surface and other curved geometries. ∞ = 1, 000) A laminar flow over a Joukowsky airfoil at the angle of attack 2
V.B.4. Moderate-Reynolds-number flow over a Joukowsky airfoil (Re
• is considered for a moderate Reynolds number of 1000. The Reynolds number is defined based on the chord length of the airfoil. The flow conditions are M ∞ = 0.5 and Re ∞ = 1, 000. The Joukowsky airfoil is defined by a set of parameters: ℓ = 0.25, ϵ = 0.3, and κ = 0.0 (see Ref. [31] for the definitions of the parameters). The outer boundary is a circle located at the distance of 100 times the chord length. The viscous wall condition and the free stream condition are applied to the airfoil surface and the outer boundary, respectively. On the two boundary planes located at y = 0 and y = 2, a periodic boundary condition is imposed. Note that the domain is 3D, and therefore the case is equivalent to a Figures 30 and 31 . It is emphasized that the grid lines are not orthogonal to the viscous surface due to the random perturbation, modeling adaptive viscous grids. For this problem, the tolerance is set to be 10 −10 . The quadratic LSQ matrix was found to be singular at some nodes in Grid3 and Grid4, and as a temporary fix, such quadratic LSQ fits were replaced by linear LSQ fits. This fix was necessary to obtain results for the FUN3D-i3rd scheme. As in the sphere case, the HNS20-II scheme suffers from convergence difficulties, and therefore no results are available.
Results are summarized in Tables 5 and 6 , and Figures 32-39 . As in the sphere case, the third-order inviscid schemes, FUN3D-i3rd and HNS20-I(Q), yield much smoother pressure contours than second-order schemes, which can be seen in Figure 32 for Grid 1, and in Figure 35 for Grid 2. Also, superior gradient accuracy by the HNS schemes can be seen in the vorticity-magnitude contours as shown in Figure 33 for Grid 1, and in Figure 36 for Grid 2. The vorticity magnitude |ω| = |curl u| was computed by LSQ gradients in the FUN3D and FUN3D-i3rd schemes, and by the gradient variables as |curl u| = |Eg t | in the HNS schemes, where E is the third-rank alternating tensor of the Eddington epsilon [31] . Hessian contours are also shown for ∂ zz u in Figures 34 and 37 . Observe that the FUN3D-i3rd and HNS schemes produce significantly more accurate Hessian contours than the FUN3D scheme. Also observed is that the FUN3D-i3rd scheme gives more accurate and smooth Hessian than the HNS schemes, which is consistent with the observation made in the accuracy verification study in Section V.B.1.
For this problem, the HNS schemes provide a significant improvement in the drag prediction. Table 5 and Figure 38 show that the drag coefficient converges very rapidly especially with the HNS20-I(Q) scheme. The FUN3D-i3rd and FUN3D schemes give similar results for fine grids because the quadratic LSQ fits encountered a problem at many nodes and were replaced by linear LSQ fits. A more sensible comparison based on the number of degrees of freedom (DoFs) is shown in Figure 38 for the FUN3D and FUN3D-i3rd schemes, where N is the total number of nodes; and h DoF = (4N ) −1/3 for the HNS schemes, which carry four times as many variables as the FUN3D and FUN3D-i3rd schemes. Figure 38(b) shows that the HNS20-I(Q) scheme gives more accurate drag prediction than others even for the same number of DoFs, i.e., for the same number of discrete solution values. In contrast to the sphere case, the viscous drag dominates for this type of slender geometry. This is confirmed by the pressure and viscous drag decomposition as shown in Table 6 and Figure 39 . The results indicate that improvements for integrated quantities can still be expected without high-order quadrature. Seven tetrahedral grids are generated: 3384, 8064, 65024, 238368, 554880, 1071840, and 1838400 nodes. Nodal perturbation is not applied to these grids, and thus the grids are relatively regular. Figure 40 shows the coarsest grid. A parabolic stretching has been applied across the boundary layer in order to resolve the boundary layer equally along the flat plate (see Figure 40(b) ). The cell aspect ratio is of O(10 3 ) in the boundary layer region over the flat plate. A reference value of the drag coefficient is 0.001328 based on a theory for incompressible viscous flows [44] . A symmetry boundary condition is used at boundary planes at y = 0 and y = 0.5, and also at z = 0 ahead of the flat plate. Free stream condition is used at the inflow boundary (x = −2), and the back pressure condition is used at the top (z = 3) and outflow (x = 1) boundaries. Again, no results are available for the HNS20-II scheme due to convergence difficulties.
Despite a regular structure of the grids, third-order schemes encountered issues. Quadratic LSQ fits in the FUN3D-i3rd scheme failed at some nodes and were reverted to linear LSQ fits as described in the previous section. In the HNS20-I(Q) scheme, a singularity at the leading edge was found to cause difficulties in convergence. Again, a temporary fix was introduced, which turns off the Hessian correction in the c-quadratic fit in a small region within the distance of 10 times the boundary layer thickness 5.5/ √ Re ∞ from the leading edge. Then, the HNS20-I(Q) scheme converged for all cases; a smaller CFL number of 100 had to be used for Grid4 and Grid 7. The FUN3D and HNS20-I schemes are quite robust, and results were obtained on all grids with no difficulties.
Comparing the HNS schemes and the FUN3D scheme in Table 7 and Figure 41 , one can see that the HNS schemes, especially HNS20-I(Q), give a superior drag convergence. It indicates that the surface integration accuracy has no large impact on integrated quantities on such a non-curved geometry. Hence, improved gradient Table 7 : Drag coefficient convergence for 3D flat plate computations. CFL = 100 for HNS20-I(Q) on Grid4 and Grid7. The residuals converged to the tolerance within 25,000 iterations in all cases.
accuracy by the HNS schemes is immediately observed in the drag coefficient. The FUN3D-i3rd scheme, on the other hand, does not show improvements over the FUN3D scheme, apparently because quadratic LSQ fits were replaced by linear LSQ fits in a region having a large impact on the drag coefficient. A more practical comparison is shown in Figure 41(b) . It clearly indicates that the HNS schemes yield more accurate drag prediction for the same number of DoFs (i.e., for the same discrete problem size). It is noted that the grids are not perturbed and thus quite regular, but the order of accuracy in the gradients at the wall is first-order in the FUN3D scheme and second-order in the HNS schemes.
VI. Concluding Remarks
The initial development of third-order edge-based schemes in NASA's FUN3D code has been presented. Purely inviscid schemes have been compared for second-and third-order accuracy. Third-order accuracy has been verified for the inviscid terms by the method of manufactured solutions and by convergence of the entropy error for a smooth flow over a hemisphere cylinder. Hyperbolic Navier-Stokes (HNS) schemes have been verified and tested for laminar test cases. An improved version of an HNS scheme has been introduced and found to be robust and accurate for the laminar cases considered. It was found that pressure distributions were improved by third-order inviscid schemes even for relatively low Reynolds number flows. The gradient accuracy was also found to be improved by the third-order inviscid scheme, and greater improvements were observed by the HNS schemes for practical cases. Grid convergence results for drag prediction in the airfoil and flat plate cases show that HNS schemes can provide more accurate predictions for the same number of discrete unknowns (degrees of freedom).
The numerical results indicate that the HNS schemes will be useful especially on fully adaptive viscous grids, i.e., grid adaptation can be applied in the entire domain including boundary layers without degrading accuracy in both the solution and the gradients. Moreover, the HNS schemes provide a first-order accurate Hessian, which is expected to provide a more reliable guide for anisotropic grid adaptation [45] . Note that conventional second-order schemes can provide no (i.e., zero-th order) accuracy for Hessian on unstructured grids. The superior gradient prediction capability is expected to play a key role in various other areas: turbulence model discretizations, which require accurate evaluations of the vorticity or the strain tensor in their source terms, a hypersonic heating prediction problem on tetrahedral grids [46] , etc. Studies aiming at improvements to quadratic LSQ gradients on viscous grids, high-order force integration on curved geometries, a theoretical investigation for high-Reynolds-number issues for HNS schemes, and extensions to unsteady flows are currently underway and will be reported in subsequent papers. 
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