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ABSTRACT
The firs t type of active RC networks referred  to in the title  use 
operational am plifiers, and the second use negative-impedance 
converters (NXCs).
Five networks using operational amplifiers, of which two are new,
are  found to be special cases of the same general network. They
all realize a transfer function using single inversion. They are  compared
(1) Experimentally (all realizing a fourth order function).
(2) Theoretically (second order function) with respect to
(a) sensitivity to all passive components varying sim ult­
aneously (an appropriate sensitivity measure is 
introduced),
(b) sensitivity to an arrangement they employ to produce 
-1 voltage gain,
(c) the e rro r  introduced by the finite gain of the operational 
am plifier.
One of the networks using two operational am plifiers, which is 
particularly suitable for the realization of any fourth order function, 
is found to be superior to all the o thers.
An equivalent circuit of an uncompensated (non-ideal) NIC is incroddcSd. 
Two well known synthesis procedures, those of Linvill and Yanagisawa, 
are  extended, subject to a definite restriction, to use non-ideal NICs; 
the procedures a re  verified experimentally by realizing high-Q second 
order functions and the fourth order Bessel delay function.
The sensitivity of four high-Q networks suitable for use with 
non-ideal NIC is studied and some useful properties of these 
networks discussed.
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The param eters of two-port networks are defined as follows;
*1    *2
—£------ 1 j----- *—
E, E '1 2
E1 " Z11X1 + Z12I2 h  = yl l El  + y12E2
E2 ” ^ l 1! + Z22!2 I2 = y21El  + y22^2
E1 = ^ l h  + h12E2 h  = gl l El  + g12*2
ll  = h21Xl  * h22E2 E2 " g21El  + g22X2
Ei = a e 2 -  ^
*1 = CS2 ~ DI2
List of abbreviations.
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INTRODUCTION AND SCOPB.
Active RC-networks are combinations of ’’active elements” (amplifiers, 
NICs, etc) and passive RC-networks. They are very useful in the 
simulation of complex functions at low frequencies where the use of 
inductors is out of favour mainly because of cost, size and imperfection. 
Passive RC-networks alone are not suitable either, because their poles 
are restric ted  to the negative rea l axis of the s-p lane.
One can classify the active networks according to the active elements 
they employ. In this thesis we are concerned with the following two types:
a . Active networks using operational amplifiers, and particularly a 
class of five networks of this type with the common property of using 
single inversion. Single inversion of a function is achieved with a feed­
back loop around the operational amplifier, the function being realized 
by the feedback network.
b. Two active networks using NICs, for the realization of transfer 
functions (Linvill’sand Yanagisawa’s).
The main objectives of this thesis are as follows:
1. To study and compare the five operational amplifier networks which 
use single inversion.
2 . To investigate the possibility of using non-ideal NICs in network 
design and study the sensitivity of the resulting networks. All existing 
synthesis procedures using NICs consider them as ideal active elem ents.
- 13 -
In practice ideal behaviour can only be approximated over a certain 
range of frequencies and loads, and this is conventionally done at the 
expense of additional passive elements compensating for their in­
accuracies . It is also possible that in production NICs there will be 
deviations from the ideal element because of spreads in the component 
values. Thus the question arises whether it is possible to extend exist­
ing synthesis procedures to use non-ideal NICs in network design.
Active and passive elements, especially the former, are  influenced by 
environmental conditions and aging. Therefore the sensitivity of active 
networks to variations in their element values is a very important problem .
The sensitivity of NIC networks has been studied extensively but that 
of operational amplifier networks has not. It is therefore useful to use 
some of the results from the sensitivity study of NIC networks in the 
study of operational amplifier networks, when this is possible.
Scope
In Chapter 1 the most useful ideal active elements, and ideal transform ers 
and gyrators, are reviewed. Their properties are studied using the AD- 
and BC-planes introduced from considerations of their ABCD m atrix.
Chapter 2 examines active networks using operational am plifiers. Most 
of the existing networks are very briefly reviewed and a differential 
analyzer circuit, initially introduced by Thomson for a third order a ll­
pass function, is extended to realize all-pass functions of any o rder.
The five networks using single inversion are examined with respect to 
the functions they can realize, the number of passive and active elements 
they require, e tc . A fourth order function with a pair of imaginary zeros 
and two pairs of complex conjugate poles, one near the imaginary axis,
is realized by all of them, and their experimental amplitude responses 
are compared. An improved method is given for synthesizing two of 
the networks with reduced numbers of passive elem ents.
In Chapter 3 two synthesis procedures using ideal NICs are extended to 
use non-ideal NICs. An equivalent circuit of a non-ideal NIC is suggest­
ed. A fourth order low-pass Bessel delay function is realised in one 
stage using first an ideal and later a non-ideal NIC . The object of this 
realization is to show that it is possible to realize fourth order functions 
of low selectivity in one stage with good accuracy. Sxperimental response 
are compared for the two cases . Further realizations concern highly 
selective second order functions. The effect on the response and the 
poles of the function is examined when a non-ideal NIC replaces an ideal 
one in a highly selective network designed to use an ideal NIC.
The two procedures can be extended to use a non-ideal NIC only if the 
param eters of the converter are known. Methods are given for the 
measurement of the required param eters.
In Chapter 4 existing sensitivity m easures are reviewed. These measures 
concern the sensitivity of the network function to one element, passive or 
active, varying one at a tim e. A new measure is introduced suggested to 
the author by Ream, concerning the sensitivity of the amplitude response 
of a network to all its elements varying simultaneously. This measure is 
used to compare (a) two passive RC networks realizing the same function 
with different numbers of components, (b) two active networks realizing 
a fourth order function using NICs.
The sensitivity of the five networks which are examined in Chapter 2 is 
studied in Chapter 5 using the new sensitivity m easure. The e rro r
-  15 -
resulting when the operational amplifier is not ideal is also examined. 
Finally the networks are  compared with each other.
Finally in Chapter 6 we study the sensitivity of second order high-Q 
networks using ideal or non-ideal NICs to variations in the passive 
and active elements * Some of their properties which are useful for 
their accurate adjustment are put forward.
i
-16-
CHAPTER 1 
ACTIVE ELEMENTS/
1 .1 . Introduction
The ideal active elements are  one or two-port devices with properties 
that make them very useful in network synthesis. Some active elements 
are more practical than others in the sense that their realizations 
approach the ideal more closely.
In this chapter the most useful ideal active elements are  reviewed. 
Section 1.2 gives a table of these ideal active elements. Two types of 
ideal passive elements are given in section 1.3 for comparison and 
because they are  used in the development of the coming sections. The 
study of the properties of the ideal elements is carried  out in section
1.4 using the AD- and BC- planes introduced from considerations of 
their ABCD m atrix. Finally, section 1.5 examines briefly two types 
of practical active elements, which are to be used in later chapters.
1 .2 . Ideal active elements
The most important ideal active elements in network synthesis fall 
into four groups. These are:
I. Ideal Controlled Sources
n . Negative Impedance Converters
in . Negative Impedance Inverters
IV, Negative Resistance
Table 1.1 Ideal Active Elements
Description Symbol
Voltage - Contr olled 
Voltage Source 
(VCVS)
Current Controlled 
Voltage Source 
. (CCVS)
"Ej 6>gEf E3
4-
ABCD
Matrix
i / y 0
o.
1/z
Reciprocal or 
non-reciprocal
Non-
reciprocal
Non-
reciprocal
 1I
Group
Current Controlled 
Current Source 
(CCCS) .
Voltage Controlled 
Current Source 
(VCCS) PL o
o
J A
i /y
o
Non­
reciprocal
Non­
reciprocal
Voltage 
Negative Impedance 
Converter (unity 
ratio)
VNIC
h i
0
0 Non-
reciprocal
Current 
Negative Impedance 
Converter (unity 
ratio)
Voltage 
Negative Impedance 
Converter (E2/E^= -k)
INIC 0
-1
Non­
reciprocal
Ex m c W2
1
k
0
Non-
reciprocal
Current 
Negative Impedance 
Converter ( ^ / I ^  = k)
i.
E-
I*
in ic  ; „ 
k2 iE2
f l /k
L o
Non­
reciprocal
Negative Impedance 
Inverter
»—-r
NIV Reciprocal
Negative Impedance 
Inverter NIV p Reciprocal
Negative Resistance
! •nAAAAA'-*
reciprocal
-18-
Table LI shows the different types of these elements together with their 
symbols and ABCD m atrices. The firs t three groups consist of two- 
port devices while the fourth is one-port.
1 .2 .1 . Ideal Controlled Sources
An ideal controlled source is a source whose strength (voltage or current) 
is proportional to another quantity (voltage or current) in some part of 
the network. Table 1.1 lists the four types of controlled sources. Their 
characteristic feature is that the ABCD m atrix has just one non-zero 
element. Among them only the CCVS and the VCCS are  basic devices.
A VCCS followed by a CCVS gives a VCVS and reversing the order gives 
a CCCS.
21.2,2 Ideal Negative Impedance Converters .
An ideal negative impedance converter (NIC) is a two-port device which 
presents across one of its ports the negative of the impedance that is 
connected across the other po rt. The converting action may be produced 
by reversing either the polarity of the output voltage with respect to the 
input voltage or the direction of the output current with respect to the 
input cu rren t. In the f irs t case a voltage NIC (VNIC) is produced, and 
in the second a current NIC (INIC). The NIC thus defined has unit pro­
portionality factor between the reversed quantities (unity-gain NIC).
3 4The most general type of NIC called generalized-NIC 9 (GIC) has 
param eters which a re  functions of the complex frequency variable.
1.2.3.  Negative Impedance Inverters
A negative impedance inverter (NIV) is a two-port device whose input 
impedance at one port is the negative reciprocal of the terminating 
impedance at the other port. As in the case of the GIC, a generalized
-19-
NIV has transm ission param eters dependent on the complex frequency 
variable*
1*2.4. Negative Resistance
A negative resistance is a one-port device which satisfies the equation:
E =-IR , R > 0
where E is the applied voltage and I the resultant current. An ideal 
negative resistance would supply unlimited power; it would also cancel 
a positive resistance.
1.3 . Some ideal passive two-ports
In the following, reference is made to some ideal passive two-port 
devices. These are  listed in Table 1 .2 . Most practical gyraters, 
however, require external power supplies. The ideal transform ers and 
gyrators a re  classified in groups 2 and 3 respectively because they have 
sim ilar ABCD m atrices.
1.4.  AD- and BC- plane representation of two-port devices
Huelsman ^ has suggested the exploration of some properties of the 
two-ports through their representation in the AD- plane. This study is 
extended here using the BC- plane too, while some more two-ports 
represented on the AD- plane a re  also examined. In the discussion to 
follow only two-ports with two of A, B, C, D zero are  considered. Two 
cases are  of interest:
Case a:
- 20 -
!
Table 1,2.  Some passive two-pert devices.
s..... ...1
■
Description
1
Symbol ABCDMatrix
Reciprocal or 
non-reciprocal Group
1
Ideal 
Transform er 
(normal polarity)
. 1 ; n.
J  V
f i  0 |i nf
IP n .
Reciprocal
2
2
Ideal 
Transform er 
(reversed polarity)
. l : n
c * .
f -  0
r
I0 ”n :
Reciprocal
1
Ideal
Gyrator
G
N
|-I 
o 
0
* * .....- 
* *
Non-reciprocal
3
1
Ideal
Gyrator
G
X
0 -1
G
-G 0
Non-reciprocal
- 21 -
i . e .
Case b: 
i . e .
Some features of AD- and BC- plane representation are  firs t explored 
before an attempt is made to represent the ideal active and passive two- 
ports on these planes.
1.4.1. Some features of AD- and BC- planes.
These are  as follows:
1 .4 .1 .a* Reciprocity
The condition for reciprocity of a two-port in term s of its transm ission 
m atrix is as follows:
AD-BC = 1 (1.4.3)
For the two-ports under consideration here Eqn (1,4.3 ) takes the 
following forms:
Case a; AD = 1  (1.4.4)
Case b: BC =-1 (1.4.5)
On the AD- and BC- planes Eqns. (1.4,4) and (1.4.5) a re  represented 
by the two hyperbolas shown in Figs. 1.1 and 1,2 respectively.
% = AE-2 
11 — -DI2 (1.4.1)
A = D = 0 I, C ? !  0
E -BT
Ir  = c e 2 (1.4.2)
1 .4 .1 .b . Impedance Transformation
Let a two-port be terminated at port 2 in an impedance as shown 
in Fig. 1 ,3a. The input impedance Z -n at port 1 for the two cases a 
and b is the following:
Case a  ^ a  E2 A
Z. =  =   •   =   z«m 2
II D -I2 D
or 1
za
in —  z2 : ka “ T  (1.4.6)
Case b
or
Ej B -I2 B 1 
Zln " \  C E2 C z 2
z .  = kK —  ; k, = -5- (1.4.7)m b z2 b
Similarly if an impedance z^ is connected across port 1, Fig. 1 .3 .b ., 
the input impedance at port 2 will be the following:
Case a e 9 D Ei
Case b
■ ,  _ E , _ B -I, i
out " — ----------- _ L  = kb -  (1.4.9)
I2 C El I
From Eqns. (1.4.6) and (1 .4 .8), l/ka and ka a re  dimensionless 
proportionality constants between the input impedance at one port and the
impedance which is connected across the other port. We shall refer 
to ka as the impedance transformation constant,
Similarly from Eqns. (1.4.7) and (1.4.9) k^ transform s the inverse of 
an impedance connected across one port to the impedance seen at the 
input of the other po rt. The dimensions of k^ are J impedance J ^ .
We shall refer to k^ as the gyration constant. If B = 1/C (B and C real), 
then \/k^ is the gyration resistance {Vg )»
Fig. 1.4. and Fig. 1 .5 . show the loci of constant ka in the AD- plane, 
and constant in the BC- plane, respectively.
1 .4 . I . e .  Power Transformation .
Let e^ (t) and i j  (t) be the voltage and current at the input term inals 
and e2 (t) and i2 (t) those at the output term inals of a two-port (Fig. 1 .6).
The power supplied to the network at port 1 is
pin = ei  ft) - (t) (1.4.10)
The power supplied by the network at port 2 is
Pout = ~e2 ft) ■ h  ft) (1.4.11)
Write
^out ~ k-p ^in (1.4.12)
where kp is the "power transformation constant". Since ,
E2 , I2 a re  the transform s of e1 (t), i^ (t) , e2 ( t ) , i2 ( t ) 
respectively, has the following values:
- 24 -
Case a
k 1V AD (1 i4;13)
Case b
1 (1.4*15)k,P BC
Fig. 1.7.  shows the loci of constant kp in the AD- and BC- planes.
1.4.2,  Network Representation in the AD- and BC- planes.
Any point on the AD- or BC- plane corresponds to a two-port device 
which has at least two transm ission param eters zero; any network 
belonging to the networks of case a or case b corresponds to one and only 
one point in one of the two planes. This representation can help one to 
study the properties of the ideal two-ports. The two-ports in Table
1.1 and Table 1.2 can be represented on the two planes as follows:
1 .4 .2 , a.  Ideal Controlled Sources.
Each type of ideal controlled source is represented by one of the axes as 
shown in Fig, 1,8.  (a and b). Each point of either axis corresponds to a 
particular ideal controlled source whose strength is given by the distance 
of the point from the origin.
1 .4 .2,b.  Ideal NICs.
The ideal NICs have
k 1P
k,a
AD
The two hyperbolas in the second and fourth quadrant in the AD- plane 
in Fig. 1.9.  represent ideal VNIC and INIC circuits respectively. These 
NICs can be considered as resulting from the cascade connection of an 
ideal transform er and an ideal unity-gain NIC. For example for the NIC 
3 in Table 1.1 we may write:
- JL_ 
k
0
=
j _
k
0
X
-  1 0
0 k _ . 0 ¥
7
i .
. 0 1
VNIC Ideal Transform er VNIC (unity-gain)
Also for the INIC 4 in Table 1.1 we may w rite:
" 1
k
0 * = 1
k
u
X
’ 1 0  "
, 0 -k . 0 .  0 -1
INIC Ideal Transform er INIC (unity-gain)
I .4.2.C.  Ideal NIVs. 
The ideal NIVs have
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i .e .  they are reciprocal. They are represented by the two hyperbolas in the 
BC- plane shown in Fig. 1.10. Here again any NIV can be produced from the 
cascade connection of an ideal transform er and a unity gain NIV.
1.4.2.d.  Ideal Transform er
The two-ports of group 2 in Table 1 .2 . have
kp = 1
h  w
AD = 1
i .e .  they are reciprocal. They are represented by the two hyperbolas in the 
AD- plane as shown in Fig. 1.11.
1 .4 .2 . e . Ideal Gyrator
The elements of group 3 in Table 1.2 have
kp = i
^b ~ Vg2
BC = 1
i . e .  they are non-reciprocal. They are represented by the two hyperbolas in 
the BC- plane as shown in Fig. 1.12.
Note that the gyrators represented by the hyperbola in the third quadrant are 
the same as those in the firs t quadrant but with the input and output term inals 
interchanged.
1.4.3.  Other two-ports represented in AD- and BC4- planes.
For an active network the maximum power gain is g reater than one i . e .  
power gain at a given frequency maximinized with respect to all possible- 
passive term inations. . Therefore in the first and third quadrant of the 
AD- plane the ideal transform er hyperbolas (kp = 1) separate the active 
from the passive region as shown in Fig. 1.13. The active two-ports in 
the shaded region are  amplifiers with a transm ission m atrix
a 0
0 d
-27-
where either a or d or both depend upon the load. If a is independent of the 
load the amplifier is a voltage controlled voltage amplifier; if d is . 
independent the amplifier is a current controlled current am plifier. The 
networks in the passive region are , together with the amplifiers mentioned 
above, non-reciprocal.
All two-ports corresponding to points in the second and fourth quadrant of 
the AD- plane present negative resistance at one port when* there is a 
positive resistance across the other port. But a negative resistance is an 
active device; therefore such two-ports are  not passive.
Similarly, in the BC- plane the hyperbolas in the firs t and third quadrant 
representing the ideal gyrator (kp = 1) separate the active from the passive 
region as shown in Fig. 1.14. The active two-ports in the shaded region are  
also non-reciprocal and have a transm ission m atrix of the form
0 b
c 0
where again either b or c br both depend upon the load. If b  is  independent 
of the load the amplifier is a voltage controlled current supplying device; if c is
independent of the load the amplifier is a current controlled voltage supplying
device.
.r
Any two-port corresponding to a point in the second and fourth quadrant of the 
BC- plane has the property of an NIV. Again, i t  is impossible fo r a passive 
network to be represented th e re .
The four different types of amplifiers corresponding to the points in the 
shaded regions in Figs, 1.13 and 1.14 can be described as power amplifiers
- 28-
since power must be supplied to them . This is where they differ from 
the ideal controlled sources. In the latter the power flowing in is zero 
always, while the output power depends upon the load. In the power 
amplifiers, if the product of the non zero transm ission param eters is 
independent of the load, the output power is only controlled by the input 
power. The equivalent circuits of the power amplifiers a re  shown in Fig. 
1.15.
Finally in the second and fourth quadrant of the AD- and BC- planes kp 
is negative. The interpretation of a negative kp is that such two-ports 
are  capable of producing negative impedance. The negative impedance 
appears at the port where the input power is supplied to the two-port .
But a negative impedance sends power to the circuit to which it is 
connected. Therefore the input power to the two-port is considered 
negative and kp according to its definition is negative too.
1 .5 , Practical active two-ports
In the following chapters two types of active elements a re  employed:
VCVSs with infinite gain and NICs. An ideal VCVS with infinite gain can be 
approximated well by an operational am plifier. The operational amplifier 
is considered to have very large negative gain, and zero input and infinite 
output admittance. With a resistance in the feedback an operational 
amplifier also is a good approximation to a CCVS.
The principle on which the VNIC and INIC are  based is shown in
Figs# 1.16 and 1.17 respectively. Many NIC realizations of these two
8-18basic circuits have been published . F igs. 1.18 and 1.19 show two
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NIG realizations using CCCSs. It has been shown 19 that if these 
sources are replaced by any of the other ideal controlled sources the 
resulting circuits also represent NICs.
Two practical NICs using transisto rs are  shown in Figs* 1*20 and 1.21
(Ref. 8 and 10). In the practical NIG circuits the non-converted quantity
(voltage or current) is usually the same at both ports. The converted
6quantity (current or voltage) can be adjusted over a wide range of 
values. Thus we will have:
VNIG : Ex = -KE2 , ^  = -I2
K >  0
INIC : E1 = E2 , i j  = KI2
These practical NICs are represented in the AD- plane by two lines 
parallel to the axes as shown in Fig. 1 .9 .
1*6. Conclusions
In this chapter the existing ideal active elements have been reviewed.
It has been shown that by using the AD- and BC- planes the properties of 
the ideal active two-ports can be easily studied. Also this approach has 
facilitated the study of two lossless ideal two-ports, (namely the ideal 
transform er and the ideal jy ra to r), and the power am plifiers. Finally, 
two types of practical active two-ports, the operational amplifier and
practical NICs, which are to be used in the chapters to follow, have been
looked into briefly.
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CHAPTBR 2
SYNTHESIS OF TRANSFER FUNCTIONS USING OPERATIONAL 
AMPLIFIERS, ,
2 ,1 . Introduction
The simulation of complex transfer functions can be achieved rather 
easily on an analogue computer. However, it is a practical objective 
to achieve this realization with the minimum possible equipment. 
Practical considerations exclude the use of inductors in transfer 
function synthesis at low frequencies but the poles of the transfer 
function of an R O passive network are restric ted  to the negative rea l 
axis of the s-plane. Hence an effective method is to combine passive 
RC-networks with the operational amplifiers of the analogue computer.
In this chapter some networks using this combination according to the 
method of single inversion are studied. Section 2 .2 . gives a review 
of the literature including differential-analyzer methods. One of the 
latter realizing a third order all-pass function is extended to realize 
all-pass functions of any o rder. In Section 2 .3  to 2.5 five networks 
using single inversion are  examined, two of which (2 & 3) are  original, 
and are used to realize a fourth order function with a pair of imaginary 
zeros and two pairs of complex poles, one pair being near the imagin­
ary ax is . Such a function is generally considered rather difficult to 
rea lize . Experimental responses of the networks are given. Also in 
Section 2 .3  a quick method for realizing biquadratics using one opera­
tional amplifier is given and the resulting networks are compared with
37a recently published method . In Section 2 .6  a method to synthesize 
two of the networks with reduced numbers of passive elements is given.
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Finally in Section 2.7, a summary of the main features of the networks 
using single inversion is given for comparison.
Experimental details
The required operational amplifiers in networks 1-5 described below 
were taken from an analogue computer (CD10 Solartron).
Model : AA1054 Solartron.
Gain: 10 at DC
10 at lOOc/s.
Output: 100Vat 10mA max.
Daily drift: Typically 20 £tV.
Frequency response of networks 1 and 2 was obtained using an XY 
plotter (EAI 1100-E Variplotter).
Dynamic accuracy for pen and arm  + 0.1% for plotting speeds 
up to 10 inches/sec and + 0.2% for plotting speeds up to 20 
inches/sec.
Input impedance : pen 2 MQ 
arm  3 M ft 
Full scale voltage: pen up to 200V 
arm  up to 300V
Frequency response of networks la , 3, 4, 5, was obtained using a 
Resolved Component Indicator (Model VP 253, 0 .5 c /s  - Ifcc/s, Solartron).
Accuracy of indication + 3% of full scale on all ranges.
Input impedance: 2MQ
Noise and harmonic rejection better than 40 db.
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2 .2 . General survey
We term  ‘general' those methods by which we can realize any physi­
cal stable rational transfer function. Such a transfer function may 
have zeros anywhere in the s-plane and poles anywhere in the left 
half s-plane; that is it will have the following form:
F (s) = + + - " + C *° (2 ,2 .1)
D(s) P  ns n + P  n l s s ' 1 +  . . . +  P  o
with m i n ,  0<\ rea l and D(s) Hurwitz.
A non-general method will be called particular* • Tlie various methods 
of synthesis can also be classified into methods expensive in equipment 
and methods not expensive in equipment. A method is considered ex­
pensive if it solves the realization problem using a differential analyzer 
approach. It is considered not expensive if, by combining operational 
amplifiers and RC-passive networks, the number of necessary active 
elements is sm aller than the corresponding number in the differential 
analyzer c ircu it.
2.2 X . Methods expensive in equipment
General methods 
20Noronha gives a collection of differential analyzer approaches to
the simulation of any transfer function, used by (among others) King
21 22 23and Rideout , Mathews and Seifert , Somerville and Tomlinson ,
24and Tomlinson in their studies of delays and f i lte rs .
(b) Particular methods
Special circuits for all-pass functions are given by Morrill
26 27Cunningham (second order) and Thomson (third order).
Thomson's circuit is rather interesting, because it can be extended 
as follows to realize an all-pass function of any order n. The a ll­
pass transfer function
D(-s) _ (-8) n + ,( -s )n"X + . . .+  0 O
F(s) =   ~     (2 .2 .2)
D(s) sn + R  n_x s + . . . + 0 0
= S(s) -  0(s)
E (s)-+  0(s)
is written as
F(s) = -1 4 - 21 4- Q(s)/E(s) (2.2.3)
where E(s) contains the even powers and 0(s) the odd powers of s .
Next expand 0(s)/S(s) as the continued fraction
28a, b, q are positive since D(s) is Hurwitz
This leads to the differential analyzer circuit as shown in Fig .2 .1 ,  
which realizes ( - l)n F(s) as E /E ..O i
2 .1 .2 . Methods not expensive in equipment
(a) General
29Armstrong and Reza have proved that any second order transfer 
function can be realized by a single feedback loop. As a resu lt of 
this two general methods can be established for the realization of any 
high order transfer function.
(i) Low-order stages in p a ra lle l.
The high order transfer function is decomposed into partial fractions, 
which are of first order (real poles) or second order (complex conjugate 
poles). The fractions with rea l poles are realized by passive R e­
structures, those with complex poles by active structures with single 
feedback loops. All resulting networks are placed in parallel.
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(ii) Low-order stages in cascade.
The required transfer function is written in factored form with factors 
of first and second o rd e r . Each quadratic factor is realized as before 
and the resulting networks are connected in cascade. The first order 
term s may be grouped together and realized by a single RC-passive 
structure which is connected in cascade with the cascade connection 
of the quadratic fac to rs.
Armstrong and Reza also presented a method of active ladder rea liz ­
ation, but this is not always applicable.
Since in these methods each quadratic factor needs at least one opera­
tional amplifier for its realization the number of operational ampli­
fiers needed in the realisation of a high order function is at least the 
number of quadratic factors in the function.
There are two general methods, however, where theoretically the 
number of operational amplifiers necessary for the realization cf any 
transfer function is particularly low. These are:
(i) The method of single inversion where two operational amplifiers 
are required (see sections 2 .4 and 2 .5.1)
30(ii) Taylor’s method , based on the application of feedforward and 
feedback to a uniform RC-ladder network. The number of opera* 
tional amplifiers required is th ree .
31Finally, Sallen and Key’s method can be used with operational 
amplifiers as the active elements to realize any transfer function. 
This and Taylor’s method are not considered here.
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(b) Particular methods.
32Bridgman and Brennan studied the network in Fig. 2.2, which can
realize a pair of complex poles with the minimun number of passive
elem ents. They have given a list of 20 combinations of simple R’s
and CTs replacing the impedances %. and the transfer functions of thei
resulting networks.
By creating more nodes in the ladder (to the left of the network),
33 34,35Wadhwa and Aggarwal realized transfer functions of order
higher than two. However there are too many restrictions on the
transfer functions to make the extended network very useful. A
systematic method to design a network with one operational amplifier
and minimum number of passive elements has been given by Pande and
Shulka^.
37Holt and Sewell combined in cascade the network in Fig. 2.2 and a 
passive structure realizing complex zeros or zeros on the juJ - axis 
to realize biquadratic functions. Some disadvantages of this network 
are discussed in Section 2 .3 .2  .
38 39Single and Stubbs and Single used Fig. 2 .2 as the building block 
in the realization of all-pass delay functions.
Ream has proposed a method to realize any all-pass function of even
order by feeding forward currents in a cascade connection of second
40order blocks, and this has been extended and improved by Zai
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2 .3 . The method of single inversion (Fig. 2.3) using one operational 
amplifier (Network 1)
The methods to be described here and in the following sections are 
based on the configuration Fig .2 .3 .  If the amplifier has infinite 
input impedance, zero output impedance and gain -A we have
a
y21
b - i  a b .
y 2 1  “A  t o ”  +22 22
(2.3.1)
Assuming
we get
b
y21 / /
E
E.i
A '1 /  ^
A <y22
a
yJ L
b
y21
b . 
+ y22> (2.3.2)
(2 .3 .3)
Tb.e procedure for synthesizing the transfer function F(s), Eqn(2.2.1) 
is to manipulate it into the ratio of transfer admittance functions when 
it is realized by Eqn (2 .3 .3) as Eq/E^.
Depending on whether networks a and b are to be passive or active 
various numbers of operational amplifiers may be used in the con- 
figuration.
Using one operational amplifier (network 1, Fig. 2.3) requires that 
networks a and b are RC-passive in which case
y21 = y12 (2 .3 .4)
If the poles (zeros) of F(s) are simple negative rea l network b (a) is 
reduced to a two-terminal network. This network was firs t introduced
41by Bradley and McCoy , who gave a list of 3-term inal networks for 
use as networks a and b . They worked in term s of short-circuit (s .c .)  
transfer impedancesrather than transfer adm ittances. The s .c .  transfer 
impedance of a 3-term inal network is defined as the ratio of the input 
voltage to the output current with the output term inals short-circuited. 
The component values can be found by coefficient matching. The highest 
order of F(s) which can be realized using the networks of the list is two.
A systematic procedure to realize F(s) of any order was firs t given by
22 42Mathews and Seifert and exactly the same recently by Hakim .
43 44Paul * used RC-ladders in parallel in combination with potentio­
m eters in place of network a and b to simulate second and fourth order 
functions with adjustable coefficients. The author developed it independ­
ently before he realized that it was known and before Hakim’s publica­
tion. The reason for examining this method here is because of its 
relation to the others as a special case of the method of single inversion.
The synthesis procedure is as follows:
Given an F(s), Eqn(2.2 .1), with non-positive-real zeros, a poly­
nomial Q(s) is selected having only negative simple rea l zeros and 
degree equal to or one less than the highest power of s in F(s). Then 
N(s) and D(s) are  divided by Q(s) and the following identifications 9SB 
made:
.  va = , - yb = P M  (2.3 .5)
21 Q(s) 21 Q(s)
Next y ^  and y ^  a te  selected to have the same poles as y ^  and 
and zeros on the negative rea l axis interlacing with the poles, with a 
zero nearest to the origin. Networks a and b are then synthesized as 
unbalanced passive RC 3-term inal networks.
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& bThe selection of and 3^2 can ^  avoided by partitioning as explained 
below. Mathews and Seifert suggest selecting Q(s) by tr ia l and e rro r  
as the one resulting in the least spread in the element values. A way 
of selecting Q(s) with respect to another criterion is given in 2 .3 .2  
and 2 . 6 .
2 .3 .1 . T ransfer functions realizable by the method.
The poles and zeros of F(s) are  realized as transm ission zeros of
RC-passive networks. Transm ission zeros on the negative rea l axis
are easy to realize Complex transm ission zeros can be
28realized by any general procedure such as GuillemuTs , Fialkow-
46 47G erst’s o r Dasher s .
Hakim confines the zeros of F(s) to the left-half s-plane, but they can
be in the right-half too provided a ll coefficients of N(s) are  positive.
46However, if some of these are  negative they can always be made 
positive by multiplication of numerator and denominator of by a 
suitable polynomial. This of course results in increased numbers of 
passive elements and consequently in increased sensitivities, since the 
cancellation of the surplus factors cannot be perfect.
Let
niin , ,a  = j ] arg  z. | (2 .3 .6)
48where z. are  the zeros of F(s). It has been proved that for the 
realization of the transm ission zero to be possible by an unbalanced 
RC structure, the minimum perm issible value of a is a = TT/n, where 
n is the degree of the polynomial containing the z e ro . Multiplication of 
the polynomial by a surplus factor increases n and thus a decreases but
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not to z e ro . The realization of positive rea l zeros by unbalanced RC 
networks is impossible.
Some features of the three methods of RC-passive network synthesis 
mentioned above are as follows:
GuilleminTs method . Transmission zeros can lie anywhere in the 
s-plane, excluding the positive rea l axis, but the method suffers from 
low transm ission gain and large number of elem ents.
Fialkow and G erst’s method. Transmission zeros can lie anywhere 
in the s-plane, excluding the positive rea l axis. The problem of low 
gain is overcom e.
Dasher *s method. The main characteristic, which does not exist in 
the previous two methods, is that there is a group of elements, a 
section, which controls the location of each pair of transm ission 
z e ro s . This is important when the elements of the completed network 
are adjusted to compensate for inaccuracies in component values. 
Gain constants are usually higher than in Guillemin’s method and the 
number of elements sm aller. Zeros can lie only in the left half s- 
plane including the ju i -ax is .
Example.
To illustrate the method of Fig. 2 .3  we synthesize
N(s) (2 .3 .7)F(s) =
(s -h s 4* 0,5) (s + 0.4s ■+■ 1.04)D(s)
The reason for selecting this F(s) is that it has two pairs of complex 
poles, one near the j uj -axis, and m o imaginary zero s. Since its 
poles and zeros are realized as the zeros of transfer admittances of
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3-term inal RC-passive networks the realization becomes rather 
difficult.
We first select the arb ritary  polynomial .Q(s) to be
Q(s) = (s + 1) (s + 3) (s + 5) (s + 7) (2.3.8)
(The reason is the following: As explained below, to simplify the
design we intend to select another polynomial S(s) whose zeros lie 
between the zeros of Q(s) and for convenience in the arithm etic the 
zeros of the two polynomials are  chosen to be simple num bers.)
The following identifications are made:
2N(s) s + 4
-y o i  = - y?o = —  = --------------------------------------------  (2.3.9)
Q(s) (s + 1 ) ( s + 3) (s + 5) (s + 7)
, , D(s) (s2 + s + 0.5) (s2 + 0 .4 s + 1,04)
* %  = '  y12 ^ ~  =    <2 -3 -10>Q(s) ( s + 1 ) (s + 3) (s + 5) (s + 7)
3.To synthesize networks a and b the driving point admittances y_9 and 
by~« must normally be selected. But this can be avoided and the arith-
a bmetic greatly simplified if y ^  and y ^  are realized by partitioning,
i . e .  realizing the required y ^  as the overall transfer admittance of
two networks in cascade (Fig. 2.4), each realizing half the tran s­
mission zero s. Then
# H
y12 *  y12
_ y  = -------------  (2.3.11)
f n
y22 +^11
Thus the problem of designing a network realizing two pairs of tran s­
- 48 -
mission zeros is changed into the problem of synthesizing two networks 
each realizing one pair of transm ission zeros* . Preliminary work 
showed that Dasher *s method was more suitable for the realization of
a ij
y^2 and y ^  than Guilleminrs o r Fialkow and G erstTs, especially with 
regard to the spread in element values.
a bTo v/rite y ^  and y ^  In the form of Eqn (2.3.11) an arb itrary  polynomial 
S(s) is selected such that the ratio Q(s)/S(s) is realizable as a driving 
point admittance; thus S(s) must have only negative rea l zeros which 
interlace with the zeros of Q(s), a zero of Q(s) being nearest to the 
origin. Let
+ 4 )(s  + 6) (2.3.12)
band y ^  can now be carried  out following the
The resulting networks a and b are  shown in F igs.2 .5  and 2 .6 respect­
ively.
Networks a and b were denormalized for the zero to occur at 2 c / s . The 
amplitude response of the overall active network is shown in Fig. 2 .7  (It 
was impossible to get a satisfactory response with the zero at 20 c /s , as 
was done with the networks described below. The reason is explained in 
Section 5 .2 .1). For all networks described in this chapter the denorma­
lized impedance level was r  = I M A .
* Daslier’s and Fialkow-Gerst’s methods need particular attention to 
numerical accuracy since round-off e rro rs  in the calculations acrurr.'In.te 
and propagate through the development. Using partitioning the accuracy 
is greatly improved.
S(s) = (s + 2 ) (s
9The realization of y- 9 
45standard procedure.
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2 .3 .2 . Realization of biquadratics; network l a .
The method described above is particularly suitable for the realization 
of biquadratics. Let-z , -z = - (o + j cu be the pair of zeros of y „O O 0“  o t2
Each zero-producing section in Dasher’s procedure has the following
49y-param eters :
^12S- y 12 = « s + k  - —  ) (2.3.13)
s + 0 c
^12Sy . . = k ( s + k  ' •+ a -----  ) (2.3.14)
11 o c  0s+ 6 -c
J Jj. g
y00 = k(s + k 4- — -J5— \  (2.3.15)22 oc , Ja. s + G ■ £
where _ 9 9
6  +Ulz ( 6  - S  ) +u*
k = -----2^ ----’ k -------L------ 0 (2,3.16)
oc _  12
G c c
These sections are-shown in Figs. Al, A2, and A3 (Appendix A).
If a = 1 Eqns (2.3.14) and (2 .3.15) become
yu  = y22=k(s+koc + ^ ! _ )  (2.3.17)
Choosing
js-2  . .2
S  = 2 §  o r &  -  - ---------- ~—
C °  °  2 So
the zero-producing sections in F igs. Al and A2 take the forms shown in 
Fig. 2 ,8a and b respectively. Fig. 2 .8c results from Fig. A3 when the
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zeros are  on the j u» -a x is .
The procedure to realize a biquadratic using the sections in Fig. 2.8 in 
the network in F ig . 2.3 is the following:
2
Let N(s) 1 s + ©(- s + or
F(s) = --------- =— -- =------   — (2.3.18)
D(s) k s +
F irst find the zeros of D(s). Let them be-z , -z = - 6  +  j u i  •
2 2 0 °  o —“ o
Choose 6" = 2 & or 6  = ( & + u i ) /2 . Use this to form the poly-c o wc o o
nomial O(s) i .e .  C (s) = s + €T . Thenc
2 ^s + Or. s + oc
- y h  = ----------- = —  (2.3.19)
s + e c
b k ( s 2 + $ x s + ^ o) 
s + Q
- y 12 = -------------------------- —  (2.3.20)
b b bNext expand in the form of Eqn (2 .3.13) and choose y ^  ^ 2 2  as
given by Eqn (2.3.17) . Then network b will be that of Fig. 2 .8a or 2 .Bb
depending on the choice of
aTo synthesize network a expand y12 in the form of Eqn (2.3.13) and
cLselect y22 in the form of Eqn (2.3.15) or (2.3,17) depending on whether 
a symm etrical network is desired. Then network a will be one of those
in F igs. A l, A2 or A3 depending on the magnitude of <5 relative to the
a crea l part of the zeros of y ^ ,
If G(^  = 0 network a will be that in Fig. 2 ,8c.
Thus any biquadratic can be realized using one operational amplifier and 
9, 10 or 11 passive elem ents.
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Network la
We can use this simplified method to realize F(s), Eqn (2.3.7), in two 
cascaded stages each realizing a 2nd order function. Let
2 ^  Ag + 4
F1 = ~ 2 --------------------------- (2.3.21)
s + s + 0.5
F2 =    (2.3.22)
s + 0.4s + 1.04
with F = F F .
X M
The poles of F. are -p, -p = -0 .5  + jO.5 and 0  is selected to be jl — c
S c 2 = 1
Following the procedure outlined above the network realizing F^ is
found to be that in Fig. 2 .9 . Similar procedure leads to the network
in Fig. 2.10 which realizes F9 . Here s  was chcrsen equal toz c
2 2 0.2 + 1
Q  =   = 2..6
C 2 * 0.2
Fig. 2.11 shows the amplitude response of network la  which is the 
cascade connection of these two networks denormalized for the zero 
to occur at 20c /s .
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Comparison of the network in Fig. 2 .9  with the corresponding
37network of Holt and Sewell .
Holt and Sewell’s network realizing a biquadratic of the form of F^ 
is shown in Fig. 2 .12. This network has three main disadvantages 
with respect to Fig. 2 .9 .
(a) It uses more passive components.
(b) Successive stages cannot be cascaded without isolation.
(c) Its dc gain may be less than the prescribed value, whereas the
dc gain of network in Fig. 2 .9  can be set, nearly, to any desired value 
by the proper choice of impedance levels of networks a and b .
2 .4 . Using two operational am plifiers. (Networks 2 & 3)
a  t
An extra operational amplifier can be used to make y2^active.
This resu lts in fewer passive elements and sim pler design.
The resulting two networks are shown in Figs .2 .1 3  and 2 .14 . The
a bnetwork with y  ^ active will be called network 2 and that with y ^
active network 3. In the figures y ., y0, y and y represent driving-
X A o 4
point admittances but they can also be transfer admittances of three- 
term inal networks. The extra amplifier is set to have gain -1, ' 
although it could have gain -K .
The transfer voltage ratios of these networks are the following:
E
Network 2: E. (2 .4 .1)
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Network 3:
E0 
E.1
___________r21_______________
y3 ~ y4 + I (y3 + y4 + y22)
(2.4.2)
If
b
y2I (yl  + y2 + y22>
y3 ~ y4 A • <y3 + y4 + y22>
then Eqns (2 .4.1) and (2 .4.2) become
Network 2: o
ENetwork 3: o
E.
i
yi
21
a
2^1
(2 .4.3)
(2 .4.4)
a bThus y ^  and y of Fig. 2 .3  have be come
, « a in network 2: -y_. = y, —yrt•^ 21 y2
bin network 3: -yrt1 = y_ —y .21 3 J4
The synthesis procedure for networks a and b of network 2 is as follows: 
An arb itrary  polynomial Q(s) is selected with simple zeros on the negative 
real axis and of degree equal to or one less than D(s). As for network 1, 
N(s) and D(s) are  divided by Q(s) and the following identifications made:
a
~y 21 = y i
N(s)
Q(s)
- y.
b
21
b
”y12
D(s)
Q(s)
(2 .4 .5)
(2.4.6)
Then a partial fraction expansion of N(s)/sQ(s) is performed and the 
result is written as follows:
k s + k + y k* s -, ~ <2 4 7)
Q(s) 00 O ^ S + G .  s + G:
1 ^
Next is identified with the sum of the positive term s in (2 .4 .7) and
with the sum of the negative te rm s . Each term  in (2 .4 .7) is then
realized by one of RC networks in Fig. 2.15 and the synthesis of y^
and y9 completed by placing them in parallel according to (2 .4 .7). The 
bsynthesis of is carried  out as for network 1.
50 ^ - -3 -0
Q(s) can be chosen by Horowitz decomposition|oFN(s) if the degrees
of N(s) and D(s) are the sam e. If they are not, procedure of section
2.6 can be applied.
The procedure to synthesize network 3 follows the same pattern. Here 
the selection of Q(s) can always be made by Horowitz decomposition of 
D(s), since the degree of D(s) has been assumed to be greater than or 
equal to that of N(s).
Example.
To realize F(s), Eqn (2 .3.7) both by networks 2 and 3.
Synthesis of network 2. As network b we will use the corresponding 
network b of network 1 (Fig. 2 .6 ). Using the same Q(s) as before we
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Expanding N(s)/sQ(s) into partial fractions we get:
4 13 s , 53 s 5 s _ 29 s
yl  ~ y2 = 105 48 s + 3 336 s + 7  '  48 s + l ’ 80 s + 5
(2.4.9)
Each term  in Eqn (2 .4.9) is realized by one of the networks in Fig. 2 .15. 
The resulting network is shown in Fig. 2 .16. The amplitude response 
of this network denormalized for the zero to occur at 2 c /s  is shown in 
Fig. 2 .17.
Synthesis of network 3 . The Horowitz decomposition of D(s) is:
D(s) = (s + 0.3237) ( s +2.2275) - 3.701s (s+ 0 .8119)2 (2.4.10)
We select as Q(s) the following
Q(s) = 3.701 ( s + 0.3237) ( s + 0.8119) ( s +2.2275) (2.4.11)
2s + 4
y21 ~ Q(sJ 3.701 ( s + 0.3237) ( s +  0.8119) ( s + 2.2275)
and
2 2 (s + 0 . 4 3  + 1.04) ( s + s + 0.5)
y3 "y4 " 3.701 (s +0.3237) (s +0.8119) (s + 2.2275)
£LNetwork 3 is shown in Fig. 2 .18. The synthesis of y^^ was carried  out 
using the partitioning technique and Dasher’s method. The arb itrary  
S(s) was selected to be
Therefore
a _ N(s)
S(s) = (s + 0.5) (s + 1.5)
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The network was denormalized for the zero to occur at 20 c / s . Its ampli­
tude response is shown in Fig. 2.X9.
Comparing network 2 and 3 we see that the form er uses more passive 
components. However network 2 can realize any transfer function whereas 
network 3 will need additional passive elements for the realization of zeros 
in the right-half s-plane, as explained in Section 2 .3 .1 . Also zeros on the 
positive rea l axis cannot be realized by network 3.
2 .5 . Mathew’s and Seifert’s c ircu its. (Network^4 and 5 )
—  -  - i - -    n • i—  - - - - -  -  — —  —     ■ ■■ ■ - —  — —  — -
a bIf both y ^  and y ^  are active the resulting network is shown in Fig. 2.20. 
The transfer voltage ratio of this network, where y^ * y is
Eqn (2 .5.1) becomes
This network was suggested by Mathews and Seifert . The two extra
amplifiers are used to produce the negative signs in the numerator and
denominator of E /E ..0 1
The synthesis procedure is as follows: Given F(s), Eqn (2 .2.1) a poly­
nomial Q(s) is selected with simple zeros on the negative rea l axis and
Eo
(2.5 .1)
Assuming
1
- 57 -
degree one less than the degree of D(s). Next N(s) and D(s) are divided 
by Q(s) and the ratios N(s)/sQ(s) and D(£)/sQ(s) are expanded into partial 
fractions. Then y . , y0 and yQ, y are formed and synthesized as the
cl hactive admittances y ^  and y ^  in network 2 and 3 respectively. Q(s) is 
selected through the Horowitz decomposition of D(s). Network 4 can 
realize any transfer function.
Example.
The F(s), Eqn (2.3.7), is  to be realized using three operational ampli­
fiers . The Q(s) to be used is that in Eqn (2.4.11). Following the pro­
cedure outlined above we find the desired network to be that in Fig. 2.21. 
The amplitude response of network 4 denormalized for the zero to occur 
at 20 c /s  is shown in Fig. 2 .22.
2 .5 .1 . Modification of network 4 . (Network 5)
51Lovering has shown that the number of operational amplifiers in
network 4 can be reduced by one if Fig. 2.20 is redrawn as in Fig. 2.23,
In fact, E /E . for this network is 
0 1
io , . ZildjVl. . ,2.S.3)
B, ’ 3 »d %  ■>„ b3 -*»4
where IC = Yc/y d * For K = 1 Eqn (2 .5 .2) resu lts . The procedure 
to synthesize network 5 is the same as for network 4.
Fig. 2,24 shows the amplitude response of network 5 realizing F(s), 
Eqn (2 .3 .7 ). y ^ . .  ,yA were the same as those of network 4 . In the 
stop band the attenuation was found to decrease monotonically. No 
transm ission minimum was observed at 20 c /s  where the attenuation
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was expected to be infinite.
In Eqn (2.5.3) K can take values other than 1, thus making the design 
of and possibly more flexible. This possibility did not exist in 
Love ring’s network as it was published. In this respect Mathews and 
Seifert’s network is even more flexible, since the gain of the reversing 
amplifiers affects only one of y^ and y ^ .
In practice it was found that after the networks in F ig s. 2.21 and 2.23 
had been built, y and y could be interchanged. However, interchangeX d*
of y and y . resulted in saturation of the operational amplifier which 
binverts y ^ . This was explained as follows:
When y and y were interchanged there was no negative feedback atO hi ,
dc across the operational amplifier; on the contrary the feedback at 
dc was positive, as can be seen from Fig. 2 .21 . Thus any drift at 
the output of the operational amplifier was fed into its input with a 
positive sign and this resulted in instability.
2 .6 . Improved method to synthesize networks 1 and 2
After networks 1 and 2 realizing F(s), Eqn (2 .3.7) had been built and 
tested an improved method to synthesize them was found. This method 
is developed here for a fourth order function
F(s) = M  = ~ 2 —  2- — -n -------- n -  £ .6 .1 )
(sW^s+PoHs + M  + P0>D(s)
with two pairs of complex poles
" Pr  “ Px = - + jU ij
-  59  -
- P2. -p2 = - S 2 + j W2
For the zeros of F(s), what was said for networks 1 and 2 in 2 .3 .1  and
2.4 respectively, applies.
The idea is to use networks 2 ,8a and 2 ,8b as the two networks into which
network b is partitioned (Fig. 2.4), in order to reduce the number of the
passive elements required. To do this first choose
2 2 
S i  +
S c  = 2 S ,  or ------------------------  (2 .6 .2 )
2
S c  = 2 s ,  or  -  — ----  (2 .6 .3)
2 S 2
and make the following identifications 
2 ., s + 3 l s + 3 oy12 = ------------  —-------- (2.6 .4)
s + S ’cj
2 tt ^  t*
-y12 = -----------------   (2 .6 .5)
s + S c ,12
1 _Next expand (2 .6 .4) and (2 .6 .5) in the form of (2.3.13) and form y* ^
y2 2 andyn  = y22 using ( 2 -3 *17)*
(s + c ) (s  + c )
y k  = y2 2 = —  (2-6 *6)
S +■ W C j
(s + d -) (s + d?)
*11 = *22 =  -------------- Z   <2 -6 -7>s +
The two subnetworks in Fig. 2.4 are now completely determined and 
their component values can be calculated using the relations in Fig. 2 .8a 
and 2 .8b . Then connected in cascade gives network b . Substituting in
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(2.3.11) from (2.6.4) to (2.6.7) gives
(s2 + P ’ S + p p  (s2 + p » 8  + £ ’J)
■yi2 *
( s + c^) (s + c^) (s -J-Sc^lKs + (s + ^  +
or D(s)
2 (s + a1) (s + a2> ( s -f* a^)
where
Q(s) = 2(s + a 1) (S + a 2) (s + a.^ (2.6.9)
O(s) is the num erator of which is a driving'*point admittance
of an R O passive three term inal network. Therefore all zeros of Q(s) 
are distinct negative rea l.
2 .3 . and 2 .4 . F ig . 2.25 shows network 2 designed according to this method 
to realize (2 .3 .7 ). The reduction in the number of the required passive 
elements is considerable.
The method can be extended to higher than fourth orders but it is more 
suitable for a fourth order function. The main disadvantage of the method 
is that of having to find the roots of Q(s), which for a fourth order function 
is a polynomial of third degree. In rea liz in g  functions of higher than 
fourth order finding the roots of Q(s) will be even more involved. Thus 
functions of orders higher than the fourth is better to be realized as the 
cascade connection of fourth or lower order stages. The cascaded stages 
do not need to be isolated.
£LThis Q(s) can, now, be used in the design of y ^  as it was explained in
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2 .7 . Summary and conclusions
Table 2.1 gives a summary of the main features of the six networks 
examined above.
The number of passive and active elements appearing in the firs t two 
rows are the numbers used by each network to realize F(s), Eqn (2.3 .7).
In counting the active and passive elements each operational amplifier 
was considered as a VCVS. Thus each amplifier with -1 gain is considered 
to use one operational amplifier and two passive elements (resis to rs). The 
numbers in parenthesis in the second row for networks 1 and 2 give the 
required passive components if these networks are designed by the method 
given in 2 .6 .
In the realization of transfer functions of order higher than the fourth the 
necessary number of passive elements will increase in all networks,, but 
the number of active elements will increase only in network l a .
A method is considered easy, if the arithm etic for the realization of a 
high order function is not too involved; for example we consider the 
synthesis of network 1 as difficult .
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Table 2 .1 . Features of networks 1 to 5.
FEATURE
NETWORK
1 la 2 3 4 5
Number of active 
elements 1 2 2 2 3 2
Number of passive 
elements
26
(18) 17
25
(17)
20 19 17
Any function 
realizable? No No Yes No Yes Yes
Easy to design? No Yes No No Yes Yes
Can provide for 
non-zero source 
impedance?
Yes Yes No Yes No No
Case A 7-10 7-10 9-12 9 11 9
Case B 9-11 9-11 10-13 11-13 12 10
Case A. Number of passive elements required to realize F(s) with a 
single pair of poles.
Case B. Number of passive elements required to realize a biquadratic 
with zeros in the left-half of the s-p lane .
The last two rows in the table re fe r to realizations of two types of second 
order functions. The number of active elements is the same as for realiza­
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tion of F(s), Eqn (2.3.7), except for network l a .
The experimental responses of all six  networks realizing a ra ther 
awkward fourth order function suggest that networks la , 4 and 5 can 
work more satisfactorily than networks 1, 2 and 3 at frequencies higher 
than 5c/sec. Also these three networks, especially network la , involved 
the least complication in design.
However, in realizing second order functions with zeros in the left-half 
s-plane, network 1, designed as in Section 2 .3 .2 , has many advantages 
over the re s t  so far as numbers of passive and active elements are 
concerned.
Before any further conclusions are drawn some more factors must be 
taken into consideration. This is done in Chapter 5.
Sign reversing amplifier.
Sign reversing integrator 
Time .constant = 1 sec.
n = odd
n = even
Pig.2.1. Thomson’s differential analyzer circuit extended 
to simulate any all-pass function of order n.
As suming A^> 1 ,
7 <7 7
3 "A 5
Z^ ^ "5 < 2 “fr- ^ p + Z- j ^ 2 ^ t  + Z-  ^Z^ Z ^ ■+ Z p 2 ^
Fig.2.2. Network to realize a pair of poles with minimum 
number of elements.
Network a
-A.
Fig.2.3. General network in the method of single inversion, 
(In network 1 networks a and, b are HC-passive. networks).
- 66 -
11
22
Pig.2,4.. Network partitioning.
vVNA-AAA—^ — A A A --~® — A A A -
- :1~ • 3 3 3 1 1 0 H
II 0 . 2 6 6 7 P
R 0 = I . 3 0 4  a  ■ C9 = 0 . 5 5 1 P
h = 0 . 6 9 5 7  A ■ . C3=
1-i- • 1 1 3 P
iiP-i 3* f l  ■ _A i " QJ  • 889 P
P * =x-c; 0 . 8 9 6 9 H  3 o v - 2 *7 5 0 4 P>
W = 0 . i o n  n . ' ;
11
> 
t-
Ph 0 , 0 2 27 2  a
Pig.2.5« Network a of network 1 whose y-; ^  is given 
by Ecm(2.3.9). ■ -
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H1 = 8 a 0 = 5 . 1 2 2  F
E ? = 0 . 0 4 1 3 7 1 1 C2= 0 . 9 2 1 9  F
0 , 4 - 8 7 5 1 1 ° 3 =
0 . 2 1 8 8  F
3 . 9 8 9  SI  ' ; A = 0 . 3 9 9 9  F
7 6 . 3 9  57 c s = 0 . 0 2 0 8 8  F
R g = - 1 . 0 8  89  SI O II 0 . 0 0 4 7 8 2
R7 = 7 . 6 2 8  <1 C7 ~
0 . 1 2 3 1  F
Pig.2.6. Network b of network 1'whose I s  given by
Eqn(2 . 3 . 1 0 ) .
- Calculated
O O O .  Experiments,!
N i i ■ ■ -— O— — „o— <~^(>-^0'^DKXl0C0
°X
A
\
-
\
. °\
. \
1\o
f x
i » ..i.. .1— 1 1 1.1. __ i___i i i i i iii____Q__i__i_i—i—i—i—ljE—
0 .0 1  . 0 .1  1 10
f(c/s)
Fig.2.7. Amplitude response of network 1 realizing P(s), 
Eqn(2. 3.7). (FA ~Q. 2Y. Aaximum attenuation 5od.b at 2e/s).
ections producing
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i n
2F
50
Fig. 2. 9. Network realizing F, ,Ifqn(2. 3. 21)
1 .Q
'ig.2.10. Network realizing ?0,Eqn(2.3.22).
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d'yJ
60
O. Jl
0 ct 10U.1 8. b €r d
O O O Experimental
 >nn--f-1 rv  ‘■^ ** (3 )
i i - i I I t-4 . i. _j_____l___ i i__1_i_l.J-.i I 1 1 1 __ L . J - J - L ' . a -
1 10
f ( c /s^
±UL
o )
Fig. 2,11. 'Amplitude response of network ja . realizing F( s ), 
Lon(2.3-7). ■ (11= ,2V. Maximum. attenuation 66.6111 at 19. 8 c/s)
Pig.2.12.Holt and 
of the form of F1 ’
well's network realising 
\j *
bi qua rlrs tic
qn( 2.3.21^
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Passive 
HO network
Pig.2.13. Network 2.
'G= k
a
Pas 3 ive
.e two rk
o
k • Y= k sW-* 00
k. , C- k./fet
1 1/ ^  i
P ig. 2.14. N e twork 3. 
Y= k
Y= k.i8/(s+<3'i)
F ig .  2 .15
t?
7L‘
R,
2 6 . 25fl
3.69241
r 3= 6 . 34a '
V  9 .6 H  
.Rr = 2 . 7 5 3 A
n
v _ /  — : 0,.09028 F
r\
t,02253 F
V 0 . .1042 P
Cc-: 0,,0725 F
Network 1 is 
as in Pig.2.6
Fig.2,16 . ' Network 2 realizing P(s ), Fqn(2.3.7)
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o o o err
db
20
60
0 . 0 1 nJ .0 1 1
(e/s)
Fig.2.17. Amplitude response of network 2 realising F(s), 
Fqn(2.3.7). ; (FA-Q.2.Y.. Maximum, attenuation 56db at 2c/s).
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Hi=
T> ~
4- L 2
1 =
^ 4 -  
P =
x 5
H/-=o
IU=
/
Rg=
p  —  
- 9 “
2.12511 
1.4iSl 
0.-7976 $1. 
1 .2 0 2  Cl 
0,8525£1
C
4 .1 6 6  >1 
/I "3 f" o o
* +  «  J  c &  * .
0.791851 
0.334 SI
-] = 2.33 F
0o~ 0.8125 1 £
0 . 0.4701 3' 
0.3i: 
1.39 P
cA= 119 1
C6= 0.2702 P 
C? = 0 .2 8 3  P 
Cg=r 3.902 P 
CQ= 1.344 P
Pig.2.18 >r!v 3 realising P(s), Eqn(2. 3.7) .
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Calculated.
O O O Experiment
0
db
20
40
60
io0.1 1
f ( c / s )
ig.2,19. Amplitude response of network 3 realizing F ( s ) , 
q n (2.3,7). (i:.=10Y. Maximus attenuation 58db at- 19.8c/'s)
C2= 2.764 F 
C3= 11.39 P
C,= 0.1811 P4 . .
C‘ = 0,2702 F 5
C,—  0.283 Po
G?= 3.9.02 P
Cg= 1.344 P
0.54170. 
0.4457S1 
0 .2713 SI. 
2.479 SI'
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Calculated
ab
00 O Ex peri
20
0
60
10.1 10 -J
Fig.2.22. Amplitude, response of network 1 realizing F(s) 
Een( 2.3.7). (IE =2V. IT.axiraum aftennation 5Sdb at 19. 9c/s )
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9 . 23.
Calc t e
o c  o
db
4.0
60
0.1 1 10 100f ( c / s )
Fig'. 2'. 24." Iraplitude response of network 5 realizing F (3 ),
Fqn(2.3.7). (£.= 2Y. No maximum attenuation was observed around
20c / s ) .
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in
R1 = 0 . 3 9  £1  
Rp= 1* 689 O- 
C~ = 0*4724 F 
R~ = 0 * 3 3 6 2  Cl 
G^= 22.03 F 
E~~ 5 . 4 8 8 .
.■C’= 0.035951 f
■ 4
r^ =  2 . 5 n .
C[-= 2 F 
Rg= 0.09615O. 
C6='l F 
H? = 1 _TL 
C.7= 2 F
Fig.2.25. Network 2 realizing 
F(s)= — — --
2 ,s + 4
( s‘" + 0.4s+l. 04 ) (s +s-f0.5)
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CHAPTER 3.
SYNTHESIS OF TRANSFER FUNCTICMS USING NIGs.
3 .1 . Introduction
An NIG can be used as the active element in the realization of rational
functions, Active networks using NIGs can realize a function either as
9
a transfer function ( i .e . a transfer impedance , a transfer voltage
52 53 54 55
ratio * 1 or a transfer admittance ) or as a driving point
function^3 ^  Synthesis techniques have also been established 
59 60’ for N-port networks using NIGs.
Among all these Linvill’ s and Yanagisawa* s methods a re  the simplest 
and most popular in transfer function synthesis. These methods assume 
the availability of ideal NIGs.
However a practical NIC can only approximate the ideal over a rather 
limited range of frequencies and loads. It is also possible that the 
characteristics of production NIGs will vary because of spreads in the 
component values . Thus the question a rises  whether it is possible to 
extend existing synthesis procedures to use non-ideal NICs in network 
design. In this chapter this possibility is looked into for the Linvill 
and Yanagisawa networks. An equivalent circuit for the non-ideal NIG 
at audio frequencies is suggested in Section 3 .2 . In Sections 3.3 and 3.4 
Linvill1 s and Yanagisawa’s methods are  reviewed and extended to use 
non-ideal NIGs, Section 3.5 deals with some new methods of measuring 
the param eters of a non-ideal NIC,
-80-
Section 3.6 introduces Sections 3.7 to 3.9 where experimental results 
a re  given from realizations of (a) a fourth order Bessel delay function 
assuming an ideal VNIC (Section 3.7), (b) the same function and a high-Q 
function (Q = 20) using a non-ideal NIG in Linvill networks (Section 3 .8), 
and (c) the same high-Q function and a band-pass function with Q= 20 
using a non-ideal NIC in Yanagisawa networks (Section 3 .9),
Section 3.10 examines the effect on a high-Q function and its poles of 
replacing an ideal by a non-ideal NIG in a Linvill and a Yanagisawa 
network.
Section 3.11 discusses the e rro r  introduced in Linvill and Yanagisawa 
networks using non-ideal NICs if an assumption made in Section 3.3 and
3.4 is not valid.
Finally a possible simplification in the equivalent circuit of the non-ideal 
NIC is suggested and its implications a re  examined in Section 3.12.
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3 .2 . Ideal and non-ideal NIGs.
In Fig. 3.1a a two-port network is term inated at port 2 in an impedance 
Z k  . The input impedance Z^n at port 1 is given by
Zin = = <gu  -  f l2 _ g 2 j_ )  -1 (3.2.1)
h  S2 2 + ZL
For the two-port to be an ideal NIC13- it is necessary and sufficient that
&11 = &22 ~ ^  Sj.2 £21 ~ 1 (3.2.2)
Similarly if ZT is connected across port 1, Fig. 3.1b, the impedance seen 
across port 2 will be
Zout = —  = s 22 -  SnS21  (3.2.3)
12 S n  + 1/ z L
Again for the two-port to act as an ideal NIC conditions (3.2.2) are  both 
necessary and sufficient.
£  £ 4  b i fir a  </A/;
If both and g a re  positive the NIC is an/ NIC. j The absolute value of
g l2 and is usually taken as unity.
In term s of h-param eters conditions (3.2.2) are  written as follows:
Ideal INIC: h ^  = 0 , = 0, h12 = ^21 ~ (3.2.4)
Ideal VNIC: hu  = 0, h22 = 0, h12 = h21 = -1 (3.2.5)
The ratio -K = is usually called the conversion factor of the NIC.
An NIC has one port short-circuit stable (s .c .s ) , and the other open- 
circuit stable (o .c .s ) . Stability in NIC circuits has been discussed by 
M errill^ and others ^  ^
- 8 2 -
If conditions (3.2.2) are  not satisfied the NIG is called non-ideal.
The non-zero param eters and (or ^11 anc* ^22^ 3 .2a,
a re  called parasitic immittances of the NIG. A way of compensating 
for these, due to M errill, is shown in Fig. 3.2b, where Z compensates 
for $22 and V Zb tor gn .
11The compensation of a transisto r MG for g-q and ^ 2  *s restric ted
to audio frequencies because of the collector capacitance (especially in
11VNICs). But it has been shown that the useful frequency range can 
be extended to higher frequencies. Fairly accurate NIC circuits have 
been reported in the literature ^  and they have been used in the 
synthesis of active networks meeting important specifications.
However, it is interesting to see whether an uncompensated (non-ideal) 
NIC can be used in network synthesis instead of a compensated one. If 
this is so, it will be possible for simple NIC circuits to be used in 
active networks instead of ideal ones, which usually require additional 
components for accurate adjustments of K and compensation for non­
zero gx 2 and g22*
In searching for a model of a-.non-ideal NIG we can sta rt with the 
equivalent circuit in Fig. 3 .2a , In general g-Q at audio frequencies 
can be considered as the parallel combination of a resistance and a 
capacitance, although usually it is considered purely resistive . §22 
which is usually sm all, can be considered resistive^ , ■*••*-> (At 
very low frequencies in non-direct coupled converters, depending on the 
value of the blocking capacitors, g-Q and g22 increase in magnitude),
Also Kg -  g i2 ^21» *n general, is not unity, but it is constant over the
II
range of audio frequencies .
Then the equivalent circuit of a non-ideal NIG in term s of its g-param eters
is as shown in Fig. 3.3a, and in term s of its h-param eters as shown in
Fig. 3.3b, where
^11 “ &22 ~
h22 = Si  l  =-jjr + sCss
The subscripts in R , R and C have been chosen to indicate the portv  b  b
where they appear.
Table 3.1 gives values of the param eters of the non-ideal NIC in F igs. 3.13 
and 3,14 measured (see section 5.4) at 1000 c /s , with a load of lOOOfl,
Table 3.1
gl l  ^22* g22 h^ll^  K
Rs (kn )  Cs ( p F )  < H  )
11.6 530 19 0.826
18.6 760 39 0.895
The equivalent circuit in Fig. 3.3 was found accurate so far as 
and g22 (h ^ )  are  concerned but K was constant (within 1%) only up to 
8 kc/s for Fig. 3.13 and 6 kc/s for Fig. 3.14.
Non-ideal NIG
Fig. 3.13 
Fig. 3.14
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93 .3 . Linvill1 s synthesis method
A function of the form of (2.2.1) can be realized as the transfer impedance
Z = ^221 — ■
h
i — o (3.3.:
2
of the active network shown in Fig. 3 .4 . Z2  ^ is found to be
. a  b
Z21 % g21 z;21 z 21 (3.3.2)
Z11 + g22 + gl l Z 11 Z22 + ^ l l g22~g12 g21^z 22
where the g-param eters are  those of the NIG; or using h-param eters;
Z2 1 =  ~h21 Z 21 Z21_________  (3.3.3)
Z2 2 + hH + h22 Z22 Zl l + (hl l h2 r h12h21)Zl l
3.3 .1  Using an ideal NIC.
For an ideal INIC with g- _ = g„- = 1, Eqn (3.3.2) becomes
12 21
a b
_  z  . z
Z =--------------------- ---------21__  (3 . 3 .4)
b a
11 22
Similarly for an ideal VNIC, Eqn (3.3.3) becomes
a b
r - r  Z ')  1  *  Z  ty -j
J21 = (3.3.5)
Z22 * Z11
Linvill* s procedure is as follows: 
F irst select a polynom ial
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VI
Q (s) = y
i = 1
with distinct negative rea l zeros and of degree equal to that of D (s).
Next write Eqn (2,2.1) as
N (s) /  Q (s)
F (s) = ------------------
D (s) /  Q (s)
and expand D (s) /  Q (s) into partial fractions. Then collect all term s
bwith positive residues and identify their sum with z  ^ if an IMIC is 
aused or with z 0 if a VNIC is used. Similarly identify the sum of the
a uterm s with negative residues with z ^  if an INIC is used or with z ^
2Lif a VNIC is used. The zeros of F (s) are  shared between z and
z . The poles of z and z are  those of z and z respectively.21 21 21 22 11
Finally networks a and b are synthesized by standard RC passive
procedures. The zeros of Q (s) may be chosen by the Horowitz
50decomposition procedure .
Linvill* s method gives simple networks when the zeros of the transfer 
function are  at zero and infinity. Complex zeros entail balanced networks 
or unbalanced twin-T and bridged-T networks with a consequent increase 
in the number of passive elements required.
3 ,3 .2 . Using a non-ideal NIC
If the param eters of the non-ideal XNIC or VNIC are known, it is possible 
to correct a Linvill network to give the desired response, under the 
following restric tion  ;
(s + Or.) (3.3.6)
The transfer function to be realized must have at least one zero at 
infinity.
The possibility of using non-ideal NIGs in Linvill* s networks has not 
been described before, to the author* s knowledge. The method is 
as follows:
a . Using non-ideal INICs.
Suppose the non-ideal NIG in Fig. 3.3a is to be used in the Linvill 
network, Fig. 3 .4 . Let the NIC be of the current-inversion type.
If g f i  = 0 , g^2 = 8 , Eqn (3,3.2) becomes
a b
nr _ ^21 Z 21 Z21
*21----------------- “ ------- —-—-----------  (3.3.7)b v  az - z
11 g 22
where Kg = g 12g2 i .
Network a must be scaled for K . Non-zero and g ^  can then be 
absorbed by networks a and b, provided these networks have the forms 
shown in Fig. 3 .5a . The absorption is effected as shown in Fig. 3 .5b.
The need for G^ across the output term inals of network a implies that 
the overall network will have zero transm ission at infinite frequency, 
consequently F (s) must have at least one zero at infinity.*
* Infinite frequency, here and elsewhere, is mentioned solely to a ssist 
theoretical discussion. Of course, the equivalent circuit of the non­
ideal NIG is frequency lim ited. Hence, infinite frequency may be taken 
to be any frequency well above audio.
The steps for the synthesis and correction for the converter inaccuracies: 
are as follows:
1. Design the normalized network considering the INIC 
as ideal.
2. Denormalize to the impedance level and frequency desired.
3. Scale network a by K by multiplying all capacitances by
g
K and dividing all resistances by K . g * 8
4. Correct the values of R , C and R according to R , C
i  i. 2 S S
and Rq respectively.
For the correction of a Linvill network using a non-ideal INIC to be 
possible it is sufficient that:
(i) Q (s) lias only distinct negative real zeros.
(ii) The degree of Q (s) is equal to the degree of D (s).
Proof of sufficiency of (i) and (ii).
Since z and z ^ must be passive RC driving-point impedances, (i)
22 11
is obvious.
To prove condition (ii) expand D (s) /  Q (s) into partial fractions:
= . 7 1  (3.3.8)-
The term  k / s  will certainly appear if Q (s) is selected through Horowitz o
decomposition of D (s), which always results in Q ( 0  ) = 0 .
To be able to extract a shunt capacitor and a shunt resistance from
clz . Fig, 3 .5 a . we must have 22
Z 2 2  (  DO ) =  0
0 < z 22 (0) < ° °
ctTherefore in (3.3.8) z ^  niust be identified as
a 
z  22
bwith k and k / s  assigned to z , , .  Thus if k and k are positive, K, and W O 11 <X* o 1Q.in Fig, 3.5a can be extracted from z 22*
Now, Q (s) and D (s) have zeros in the left half s-plane, therefore all their 
coefficients and J3>  ^a re  positive. k ^  is the ratio of the leading
coefficients of D (s) and Q (s) therefore it is positive. This immediately
bassures the extraction of the resistance = kcs( Fig. 3.5a) from z 
Finally if Q (q) = 0
k = lim  (—R.Sfe) ) = fto 
° s-*o Qi
1
k.
k .V  0 . <T. 4 0
and since and are  positive, kQ is positive, or zero if Q (Q) f  0
b . Using non-ideal VNICs.
Similar treatm ent using the h-param eters of the non-ideal VNIC,
as suggested by (3.3.3), reveals that it is possible to use a non-ideal
a bVNIC in Linvill* s networks. In this case the roles of z __ and z , ,
22 11
are  interchanged, that is, network a must be able to absorb the param eter 
h ^  and network b the param eter h ^  °f the non-ideal VNIC.
Again F (s) must have at least one zero at infinity for the absorption
of hn- by network b to be possible. Conditions (i) and (ii) a re  again 
22
sufficient.
523 .4 . Yanagisawa*s synthesis method
A function of the form of (2.2.1) can be realized as the open-circuit 
transfer voltage ratio of Fig. 3 .6a . Analysis of this network gives
F = | 0 = h21y ^ , „ ' y 2 i y | , h l , l k ---------- (3.4.1)
1 2 4  (y22h l l +  1)+4 ^ u h 2 2 - h 12h2 R h 22
where the h-param eters are  those of the NIC .
As in the case of Linvill* s network an ideal or a non-ideal INIC can be used.
It can be seen from (3,4.1) that if a VNIC is used, since h  ^will be negative, 
both term s in the numerator will be of the same sign. Thus the 
action of the VNIC is applied only to the denominator, which makes a 
VNIC less useful than an INIC in Yanagisawa* s method.
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3.4 .1  Using an ideal INIC
If an ideal INIC is used (3.4.1) becomes
a b
y?l “ y 21F -  21 (3.4.2)
b a
y 22 ‘  y22
Since y and y cannot be synthesized separately Yanagisawa did not use
his basic configuration to develop his method but he suggested the inverse -L
64configuration shown in Fig. 3 .6b. However Branner has suggested using
65, 66methods of polynomial decomposition and the basic Yanagisawa
network for the realization of F (s).
We write
F (s) (N l/Q l) - (N2 / q 2 )
D(s) (Pi/qi)  - ( P 2/q2>
where Px/q^ and p2/ q 2 are  RC-driving-point admittance functions, 
Then we make the following identifications:
y21 = N2/q2 ’ 7 22 = P2 / q2 (3.4.4)
y 2bI = Nl /q l  ’ y22 = <3-4.5)
Networks a and b are  synthesized according to standard procedures. 
Alternatively, using the inverse-L  configuration we get 
F = ya " Ya (3.4.6)
ya ' Ya + V Yi
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Yanagisawa* s procedure is as follows; F irst write
w/ \ N(s)*<8) =    (3.4.7)
N(s) +.D(s) - N (s)
Next select a polynomial
n - 1
Q(S) = -7 j- (s + flr) (3 .4 .C)
I *
i = 1
with n-1 distinct negative rea l zeros where n is the degree of D(s). Then 
expand N(s)/sQ(s) and £ D (s) - N (s) J /sQ  (s) into partial fractions and 
make the following identifications:
N (s) , , , n - 1  k.s /0 .y -Y = s + k + ■ ■ (3.4.9)
Q (s) s + cr.
i = 1 1
, ,  V  -  D  ( S )  '  N  < S )  -  k  q +  k '  +  v '
"b b - --------------------- -  k*>S + k ° + V L  <3 ’4 -10>
i  = 1 S +  <7.
'  1
Realize the term s with positive residues by y and y , and those witha D
negative residues by Y and Y. .a d
The selection of Q (s) for second order functions can be made as described 
56by Sipress , that is
2 2 2
f e l = S G +  W 0
where (- 6“ + j tU ) a re  the poles of F (s). No way has been foundo - o
of selecting Q (s) for higher order functions, but Sipress suggests 
that highly-selective functions of order higher than two should be 
realized as the cascade connection of second-order stages*
3 .4 .2 . Using a non-ideal INIC
A non-ideal INIC can be used in some Yanagisawa networks, but
(i) The transfer function F (s) must have a zero at infinity.
(ii) F (s) will be realized, in general, to within a constant m u lt|p |p r
The idea, again, is to give the associated networks the proper forms to 
compensate for the non-ideal param eters.
Of the two Yanagisawa configurations Fig. 3.6a is more suitable for use 
with a non-ideal INIC than Fig. 3.6b, though in some cases it is possible 
to use the latter a lso .
Suppose a non-ideal INIC is to be used in Fig. 3 .6a . If h ^ ,  h ^  are  
zero, Eqn (3.4.1) becomes
a
(3.4.12)
But h in an INIC differs very little from unity (see Section 1 .5). Taking 
therefore h ^  = 1 and
(3.4.13)
we can write (3,4.2) as
a b
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Network a can be scaled to provide for a non-unity value of Then 
if networks a and b are  as in Fig. 3.7a non-zero INIC param eters
h. and h 0 can be absorbed by them as shown in Fig. 3 .7b. ThusX x jLiZi
given h , h and K the steps to design the correct network using the xx n
non-ideal INIC are as follows:
Design the normalized network according to (3.4.2) regarding 
the INIC as ideal.
Benormalize the element values with respect to the frequency 
range and admittance level required .
Scale network a by K^, that is, multiply all resistances by
and divide all capacitances by .
Correct the values of R^, and C^ in Fig. 3.7a using the
values of h , . and h0_.11 22
The need for C across the output term inals of network b implies that 
the overall network will have zero transm ission at infinite frequency. 
Consequently F (s) must have at least one zero at infinity.
Usually the ratios N.AU and N /q  must be multiplied by a constant so as
46to satisfy the Fialkow-Gerst conditions . According to these conditions 
the numerator coefficients of y of an RC- passive 3-term inal network 
cannot be g reater than the corresponding coefficients of y ^  or y ^ *
From (3.4.3) we get
F (s) = N <s>/ Q <s)
D ( s ) /Q ( s )
1 .
2 .
3.
4 .
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where Q = q, q0. For the correction of a Yanagisawa network using a 1 2
non-ideal INIC to be possible, it is sufficient that
(i) Q (s) has distinct negative real zeros, excluding s = 0.
(ii) The degree of Q (s) is one less than the degree of D (s).
Proof of sufficiency.
cl i3Condition (i) is obvious if y and y T' are  to be RC driving-point
A A 1 X
admittances.
To establish (ii) expand D (s)/ sQ (s) into partial fractions to get
D (s) _ , , i , \ ~ k Hs V  M  ^
 3 o x  ——  “ y  -J— (3.4 .15)
Q (s) or. s + (T.i j
bThe appearance of C across the output term inals of y merely means that
A A A
b
^22 ( 00 ) -  oO (3.4.16)
bSince y is the sum of the term s with positive residues in (3.4.15),
A A
Eqn (3.4,16) is satisfied if is positive. This is always the case, however, 
since k ^  is the ratio of the leading coefficients of D (s) and sQ (s) which 
are positive. R9 appears in parallel with C , Fig. 3,7 a if k y  0.
k = limQ s —>~o
D (s)
I (s)
o
which is always positive since and Qq a re  both positive. Thus
£
y 99 * > r  (3.4,17)
s + <5\
which is finite at s = oo , enabling R to be extracted.
I  -
3 .5 . Measurement of the NIG param eters.
Knowledge of the non-ideal NIG param eters was assumed in Sections 
3 .3 .2  and 3 .4 .2 . The param eters needed are  g  ^ (or ^22 ^°r  
•hu ) and KM = gu  (or I<h = h ^  ). The methods to be 
described in this section for the measurement of the converter 
immittances are  believed to be original. The method for the measurement 
of K ( o r  IC ) is  an adaptationto the non-ideal NIC case^ of Linvill* s
s  9 h
method for the measurement of K of an ideal VNIC.
These methods are  as follows;
3 .5 .1 . Measurement of g_ (or h . ,)  (Fig. 3 .8),
ll XI
This can be m easured by a bridge. If the bridge signal is too high for
the converter to work without distortion, a resistance R is inserted in
series with the NIC. To increase the accuracy of the measurement, g ^
is found by comparison as shown in the figure, A check at frequencies
other than that of the bridge can be made provided the bridge has the 
s .necessary accesories.
3 .5 ,2 . Measurement of g ( or h ) ( Fig. 3 .9 ).
1X
Again a bridge is employed. For the measurement to be possible the 
connections must be as follows:
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a . Bridge set to m easure resistance.
b. Earth connection of the NIG connected to term inal HI.
c . The other term inal of the NIG connected to det. + ve.
d. An external variable capacitor connected between HI 
and the earth of the bridge.
At balance we have
R_ R = R R ■ (3.5.1)B r  s
and
Rn C -  R C (3.5.2)B v s s
R is given by the bridge setting. Combining (3.5.1) and (3.5.2) gives s
G = R C / R  (3.5.3)s v r
whence G can be found since R and R are  given in the bridge specification, s r
and G^ is known or can be separately m easured.
Because of the order of magnitude of R and C , the latter cannot bes s
measured by the same bridge set to m easure capacitance.
It can be seen from Fig. 3.9 that the NIG and the bridge must not have a
common earth . The method is affected by the impedance between the two
earths, (capacitance between bridge and NIC, or between bridge - expe r  im e nter -
NIC etc). Particular care must be taken to isolate the bridge from the
device under te s t. In general if G is very small, up to 50 pf say, thes
method will not be accurate. This was not the case in the author1 s 
m easurem ents.
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3 .5 .3 . Measurement of K (or K ) (Fig, 3,10)------------------------ g  h  ~----------
R is varied until a null voltage occurs at A, as detected by an amplifier 
tuned to the frequency of the source followed by a low-pass filter and a 
CRO. The capacitor C is used to cancel thus leaving g ^  -  1/ R .
Then at null we have
K? = (R + g22) ( l  + Gg RL) / R L (3.5.4)
where G = 1/R , and g , a re  known,
S S
If the input and output of the NIC are interchanged the- original K
$
becomes the new K, .h
The cut-off frequency of the filter is chosen to be equal to or a little 
higher than the frequency of the signal. If the selective amplifier 
attenuates the signal at high frequencies the filter can be dispensed with.
The selective amplifier used is shown in Fig. 3.11. Its gain is higher than
34 db at 1000 c /s .  It was designed according to the principles given by 
67Stewart
9
This method has been used with a different detector to set the conversion
factor of a compensated NIC equal to -1 very accurately. With = R
and without the capacitor C, the compensating impedances Z and Z  t Fig.a o
3.2, a re  adjusted to give null voltage at A. Internal adjustment of the NIC 
is also necessary. Then the accuracy of K depends on the accuracy of 
R and R.Li
3 .5 .4 . ' Accuracy.
The accuracy in the measurement of g  ^ (or h ^ )  &nd (°r  *S
important, mainly because of their role in the measurement of K (or K. ).g h
The accuracy of measuring g (h ) is limited by the accuracy of the
11 22
bridge. The author used a Marconi Universal Bridge TF 2700, 
transistorized, with a basic accuracy (checked) of + 1% of the measured 
values.
The measurement of (h ^ ), made by comparison, is limited by the 
accuracy of R , which can be made as accurate as desired. The 
resistance box used had an accuracy of + 0 . 1%.
The null in the measurement of K (K ), Fig. 3,10, was obtained by
g
changing R in steps of 1 £1 . RT was 1 fcn and the frequency of the
JL
signal lK c /s . The resistance boxes used for R and R had an accuracy
JL
of 0.1%. The e rro r  in K caused by e rro rs  in g and g ^  depends also 
on the values of the converter immittances relative to the values of RjLi
and R . Thus K (K.) can be measured with an accuracy of + 1% or g n ■ —
better.
These methods of measuring the converter param eters may be used in 
studies of the variation of the param eters with age and d .c . voltage supply.
3 ,6 . Realization examples: general.
One fourth-order function and two second-order functions with poles near 
the j u* -axis, were chosen to illustrate the procedures explained in 3,3 
and 3 .4 . Though NIG realization of a fourth order function is usually 
achieved by cascading two second-order stages, this is not necessary when 
the function is not highly selective. To illustrate this the fourth-order 
Bessel low-pass delay function is realized in one stage using firs t an ideal
and then a non-ideal VNIC.
To investigate the usefulness of non-ideal NICs in active network
synthesis, further realizations have been carried  out for highly selective
second-order functions (Q = 20). Highly selective functions have been 
56proved to be very sensitive to variations in the active element, so 
these syntheses test the accuracy of the methods of measuring the converter 
param eters.
The NICs used in the realizations are  shown in Figs. 3.12 to 3 .14.
Fig, 3.12 shows a Linvill VNIC hav(p|K = 1 *f 0.01 for frequencies 
between 80 c /s  and 10 kc /s and resistive loads 100Q to 11 ; it was
used as an ideal VNIC in the network described in Section 3 .7 . The other 
two NICs are  non-ideal: Fig. 3.13 is a Yanagisawa INIC and Fig. 3.14 a 
Linvill VNIC.
Frequency response was m easured with a resolved component indicator 
(Solartron Model VF 250, 20 c /s  - 20 kc /s: accuracy of indication + 2% 
of full scale on all ranges; input impedance greater than 50 MO in 
parallel with approximately 15 pF for both signal and reference input).
The components used to build all networks were selected to within 1 % 
of the required values among components of -I- 10% tolerance.
The response was measured with no adjustment of the components after 
the networks had been built. Further realizations and experimental results 
a re  given in Appendix B.
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3 .7 . Realization of a fourth order function assuming an
ideal VNIC.
68The fourth-order Bessel low-pass delay function is
F (s) =   (3.7.:
K } s + 10s + 45s + 105s + 105
The required polynomial Q (s), selected by Horowitz decomposition of 
D (s), is
Q (s) = s (s + 1,9406) (s +. 3 .11G8 ) (s + 5.2805).
Following the procedure described in 3 .3 .1  we find that the required 
network is that shown in Fig. 3 .15, The denormalized component values 
give an impedance level of 1000-Tl and a delay of 1 /2Tf m sec. The 
VNIC in Fig. 3.12 was used. The impedance level of the network, and the 
delay, were chosen to suit the VNIC •
The amplitude and phase response of the network are shown in Figs.
3,16 and 3 .17. /
3 ,8 . Linvill networks using non-ideal NICs.
3 .8 ,1 , Realization of a second-order function using the non-ideal
INIC in Fig. 3.13.
The function to be realized is
F ( s )  = — 2--------   —  (3.8.1)
s + 0.05s + 1
Horowitz decomposition of the denominator gives 
Q (s) = s ( s + 1)
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The required network is shown in Fig. 3,18a. Since appears across 
the current generator it can be used to absorb the non-zero impedance 
of a voltage generator as shown in Fig. 3.18b,
The correct values of the components given in Table 3 .2 .  last column 
were found as follows. F irst a network was designed for an ideal INIC 
denormalized to an impedance level of lOOOjfl and a frequency of 1000 
c / s .  This will be called the uncorrected network . The actual non-ideal 
INIC, however, was used in the network.
Next the network was corrected for the non-ideal INIC: network a was
scaled by K and then g , . and gnn were absorbed in networks a and b .J g 11 22
The corrected and uncorrected networks were built and tested . Their 
amplitude responses together with the theoretical ones are shown in 
Fig. 3 .19.
3 .8 .2 . Realization of fourth order Bessel delay using the non-ideal 
VNIC in Fig. 3.14.
This VNIC is used instead of Fig. 3.12 in the network in Fig. 3.15 
realizing the function (3 .7 .1). The correct values shown in Table 3.3, 
last column, were found as in the previous paragraph.
The amplitude and phase response of the corrected and uncorrected 
networks together with the expected ones are  shown in Figs. 3*20 and 
3.21 respectively. Comparing these responses with the corresponding 
ones in F igs. 3,16 and 3.17 of the network using the ideal VNIC we see 
the following:
a . In the pass-band ( up to 3 db point) the frequency response 
of the network in Fig. 3.15 and that of the corrected one 
using the non-ideal VNIC are  comparable.
b . At frequencies higher than the 3 db point the e rro r  is 
higher in the network using the non-ideal VNIC. The 
reason for this is that of the non-ideal VNIC is reduced 
at these frequencies, and is more sensitive to load changes 
than the K of the ideal NIC.
c . Finally the e rro r  in the amplitude response of the uncorrected 
network is g reater than the e rro r  in its phase response and 
this suggests that the amplitude is more sensitive than the 
phase to variations in the avtive elem ent,
3 .9 , Yanagisawa networks using non-ideal INICs.
Two highly selective second order functions a re  realized using a non- 
ideal INIC according to Yanagisawa* s method.
3 .9 .1 . Low -pass function .
Let
F (s) =  H------------ (3.9.1)
s 2 + 0.05 s + 1
Horowitz decomposition of the denominator gives
Q (s) = s + 1
Next (3.9.1) is written as
s + 1 - (1 .95s /s+  1)
1.95H - H (1 .95s/s + 1)
F (s) = ------------------ 5------------------- '  (3.9.2)
-103-
where 1.95H = H, so that in (3.4,14) we have
~ Kh y 21 = H* <1*95s/ s + 1 >> \  y ^ 2 = <1*95s/ s + 1> (3.9.3)
- y ^  = 1.95H y °  = s + 1 (3.9.4)
For the Fialkow-Gerst conditions to he satisfied
h ' <  1/1.95 = 0 .51
This is an upper bound; in fact H must be small enough so that R ^  R
¥
in Fig. 3 .7 . We choose H = 0 .2 ; the resulting network, realizing 
(3.9.1) with H = 0 .39 , is shown in Fig. 3.22. With denormalization 
constants r  = 1000 £1 and U) = 200Gtt ra d /s , the uncorrected and 
corrected networks are  found as explained in 3 .8 .1 . Component values 
of these networks are  given in Table 3 .4 . The amplitude response of both 
networks is shown in Fig. 3.23.
Figs. 3.19 and 3.23 show that Linvill network using a non-ideal 1NXC is 
more accurate than the corresponding Yanagisawa network.
3 ,9 .2 . Band-pass function.
Let
F (s)
Choose
Hs
s + 0.05s + 1
(3.9.5)
Q (s) = s + 1
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and write
F (s) Hs/(s + l ) (3.9.6)
s + 1  - ( l,9 S s/ s + 1)
With H = 1 .9 5 ,  (3.4.14) gives
-Kh y *2 = 1 .95s/(s + 1) Kh y ®2 = 1 .95s/(s + l) (3.9.7)
The required network is shown in Fig. 3.24*
Component values of the corrected and uncorrected networks are  given 
in Table 3 ,5 . The amplitude response of both networks is shown in
Fig. 3.25. It is interesting that this network using an ideal INIC has
69been suggested recently by Huelsrnan as a high Q circuit.
3 .10. Effect of the non-ideal NIC on the transfer function of
Figs. 3.19, 3.23 and 3.25 show that the effect of using a non-ideal NIC 
in a network designed to use an ideal NIC is a great reduction in the Q 
of the c ircu it. This effect is examined in this section as follows: the 
transfer function of the uncorrected network is found using the converter 
param eters which were used to obtain the corresponding corrected 
network. The amplitude response of this function is then compared with 
the experimental one of the uncorrected network. The effect on the poles 
of the function is also examined.
b
0 (3.9,8)
the network
-105-
1 Linvill*s network, (Fig. 3.18).
The normalized param eters of the non-ideal INIC in Fig, 3,13 are  
derived from Table 3 .2 .
gu  = G + sC = 0.08621 + 0,00333s U
Substituting in (3 ,3 .2) we get for the network (uncorrected) in Fig, 3.18 
(with Q = 20)
Eqn (3.10.1) gives the actual function realized by the uncorrected network 
instead of (3 ,8 .1 ). The amplitude response of (3.10,1) is shown in 
Fig. 3.19 as ’ calculated uncorrected response*. Good agreement 
between the calculated and experimental curves of the uncorrected 
network is observed justifying the equivalent circuit of the non-ideal NIC 
described in 3 .2 .
S22 r o ^
Z, 1.901 (3.10.1)T s + 0.593 s + 1.139
The poles of (3.10,1) are  at
- 0.297 + j 1.025
whereas the poles of (3.8.1) are  at
- 0.025 + j 0.9997
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1.e. the non-ideal NIG moves the poles away from the j w  - axis, 
nearly parallel with the real ax is. This pole movement results mainly 
in reduction of Q and a slight reduction of the centre frequency 
(Section 6 .2 .)
2. Yanagisawa*s network (Fig. 3.22)
Following the same procedure as before, and using the h-param eters of 
the non-ideal NIC given in Table 3.4, we find after substituting in (3.4.1) 
that the actual function realized by the uncorrected network is:
= 0.07627s + 0.3125
g s^ + G.485s +1,045
i
The amplitude response of (3.10.2) is shown in Fig. 3 .2 .3  (calculated 
uncorrected). Comparison of the response of the uncorrected networks 
in Figs. (3.19) and (3.23) shows that the Q of the uncorrected Yanagisawa 
network is slightly higher than that of the corresponding uncorrected 
Linvill network. In fact the poles of (3.10.2) are
- 0.2425 + j 0.993
i .e .  the rea l part is affected a little less than in LinvilTs network.
Another feature of (3.10.2) is that one of the zeros of (3,9.1) has been 
moved from infinity to s =-4,924
However its effect on the amplitude response is not significant at frequencies 
around the centre frequency.
Similar results can be obtained if the uncorrected network in Fig. 3 .24 
is examined.
Since the non-ideal VNIC in Fig. 3.14 has param eters sim ilar to those 
of Fig. 3.13, its effect on F (s) should be sim ilar.
3 .11 . E rro rs  due to non-unity value of g or h .
In all examples above it was assumed that g  ^ or h ^  was unity; this may
not be true for all converters. We wish to find the effect, in Linvill
and Yanagisawa networks using non-ideal NICs, wheng or h f  1,
21 12
1, Linvill networks
A non-unity value of g affects only the constant multiplier within which
21
F (s) is realized, as can be seen from (3.3.2) and (3 ,3 .7). Since at audio 
frequencies, to which our study is restric ted , g ^  remains constant, the 
shape of the amplitude response curve is unaffected. But in any case a 
Linvill network realizes a transfer function usually to within a constant 
m ultiplier.
This result is also true for networks using non-ideal VNICs.
2. Yanagisawa networks
If hj^ f  1 Eqn (3.4.14) becomes
F , ( s ) =  (Kh/h 12) y 2X '  y 21 (3.11.1)
b „  a
y 22 * Kh y 22
instead of
Subtracting (3^11.2) from (3.11.1) we get
I<h (1 - h . . )  y a^  12 21 (3 .H .3 )
h „  b V I s-
V22 "  22
In the case of the high-Q function, for example, substituting in (3.11.3) 
from 3 .9 ,1  gives
= h12 '  1 (3.11.4)
h12
Thus Yanagisawa networks are  affected more by a non-unity value of 
h^2 than Linvill* s networks are  by a non-unity value of g^ .
3.12. A possible simplification in the equivalent circuit of the
non - ideal
From Tables 3.2 to 3 .5 , the C of the two non-ideal NICs used in thes
realizations is less than 1% of the value of the capacitor which absorbs i t .
If components of tolerance 1% or higher a re  to be used in the realization of
a function at low frequencies, C can be neglected. Thens
gl l  = h22 —  V R (3.12.1)
S22 ~ hl l  %  (3.12.2)
The implication of this is as follows:
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1. Linvill ’ s method
For the absorption of and g ^  by networks a and b to be possible it 
is necessary that (section 3 ,3 ,2 )
(0) < DO (3.12.3)
( o o ) < DO (3.12.4)
Sufficient conditions are  those in section 3 .3 .2 .
Since there is no need for across the input term inals of the INIC,
£Lz ( oo ) may be nonzero. Thus the function F (s) under realization
MM
may have numerator and denominator polynomials of the same degree.
2. YanagisawaTs method
For the absorption of h ^  and h ^  by networks a and b it is necessary that
0 < y 22 ( oo ) < OP (3.12.5)
0 < y 2b2 (0) <  oo (3.12.6)
Sufficient conditions are those in section 3 .4 .2 .
b y .Since there is no need for across port 2 of the converter, y ^  ( °° )  maY 
be non infinite. Thus F (s) may have numerator and denominator polynomials 
of the same degree.
Note, further, that C can be neglected in realizations of low-Q functionss
which a re  not so sensitive to variations in the component values.
< z 22
0 < z 11
3.13. Conclusions.
Theoretically, it is possible to use non-ideal NICs in Linvill and 
Yanagisawa networks provided the converter param eters are known. The price 
is a restriction in the transfer functions realizable by these networks, namely 
that they must have a zero at infinity.
It was shown that in practice a non-ideal NIC can be used instead of an ideal
one in the realization of a not-highly-selective fourth order function (Bessel
delay). In realizations of highly selective functions high accuracy in the
measurement of the converter param eters is necessary. The ones described
in this chapter give K or K with an accuracy of + 1%, but this is far lessg n -
than the accuracy of setting the K of an ideal NIC which has been reported in 
the lite ra tu re . However, more accurate methods of measuring KT or might 
be found and then it will be possible to build more accurate networks using non­
ideal NICs.
When the non-ideal NICs used in this chapter replace an ideal NIC in a Linvill 
or Yanagisawa network the resu lt is a pole movement away from the j w - axis, 
and nearly parallel to the rea l axis for high-Q networks. This pole movement 
corresponds to a reduction in the Q of the c ircu it.
It is possible to neglect C in the equivalent circuit of the non-ideal NIC ins
realizations of low-Q functions, since low-Q functions a re  not very sensitive 
to variations in the component values.
The extension of Linvill1 s and Yanagisawa* s methods to non-ideal NICs 
is valid at low (audio) frequencies • At higher frequencies the simple model 
of the non-ideal NIC, which was used above, is no longer valid. But this is 
not a serious disadvantage since at present active networks a re  used only at 
low frequencies where they are  superior to the conventional RLC passive 
networks.
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Fig.3.6. :Yanagisawa1s configurations.
(a) Basic configuration.
(b) Using inverse-L networks.
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(b) Networks a and b corrected.
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Fig.3.14. A "non-ideal” VNIC (Linvill).
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I Ideal
VNIG
Elements ' / I  Normalized Denormalized
values values
. i a  . Ik  a
G1  0 .2433  P ' 38720pF
H ' 6 . 6 5 6 CL 6 . 656k a
C, 0 .06027 F 9592pF
a "  1 . 3 ’• 9 ST 1 .3 4 9 1 tn
0 , ' 0 .2251  F . 35830 pF
E . 5 .442 SI 5.442kO .
C, ; ' 0.05907 F ' 9401pF
Fig.3.15. Network realizing 4th order Bessel delay 
function. (1-^ = lOpA)
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Pig.3*16. Amplitude response of. network in Pig.3*15.
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The current generator can be>replaced by a voltage gene­
rator '(b) v/hose internal impedance has been .incorporated 
in R^. - . ' '
TABLE 3.2.
E le m e n t s N o r m a l iz ­ed v a l u e s
Denormal­
i z e d  to 
I k  St and 
I k c / s
C o r r e c t e d  to
y ) .  826
g? P=19Sl,Rq=H.-6k£»
C =530pPo
E i 1.95S1 1 . 9 5 k SI : 2 . 3 6 l k H . 2 . 9 6 4 k n
C1
0 .5 1 2 8  F 0.08161jiF 0 . 06741pF 0 . 06688p.F
E , i a i k  n l k H . 9 8 1 H
C2
1 F 0.1592|aF 0.1592fiF ' 0 . 1 5 9 2 p
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O O O  CorrectedRelative 
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900800 11001000 : 1200
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' Fig.3.19.Amplitude response of the Linvill network 
realizing the function (3.8?!). (E^= 10 mV)
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Fig.3.22. Network for the Yanagiaawa realization of .the func 
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I
INIG
Fig.3.24. Yanagisawa network realizing the hand-pass func­
tion Hs/s^+O.05s+l.
TABLE 3.5.
E lem ents N orm aliz­ed v a lu e s
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 • Caleula.ted
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• Pig.3.25. Amplitude response of Yanagisawa realizationO
of the band-pass function^ F(s )= E s / ( s +0.05s+l) (E-^ =10 mV)
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CHAPT2R 4
SSNSITIVITY CONSIDERATIONS IN ACTIVE NETWORKS
4 .1 . Introduction
The sensitivity of a network to variations in its element values is very 
important in network synthesis, especially with active networks. It 
should always be taken into consideration in comparing different networks.
In the design of active networks special care should be taken to minimize 
the sensitivity to variations in the active element, which also usually results 
in minimization of the sensitivity to variations in the passive elem ents. To 
do this, various procedures have been reported.
In this chapter the concept of sensitivity is examined. Section 4.2 is a 
general survey of existing sensitivity measures, and Section 4.3 considers 
briefly sensitivity and its minimization in active networks. In Section 4.4 
a measure of the sensitivity to all elements varying simultaneously is 
introduced which was suggested to the author by Ream. This is used as a 
criterion in the comparison of (a) two passive, (b) two active networks in 
Section 4 .5 . In Section 4 .6  an attempt is made to correlate this criterion 
with the problem of selecting the element to lerances.
4 .2 . Sensitivity Measures
70The concept of sensitivity was firs t introduced by Bode . Today the 
reciprocal of Bode's function is widely used and it is defined as follows:
The sensitivity of F with respect to the param enter k is
SF = (4 .2 .D
k 3  Ink F 3  k
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71Root sensitivity for polynomials was defined by Truxal and Horowitz
as
= ( 4 -2 -2)
where p is any root of a polynomial. The following definition has also
.50, 56, 72, 73been used
i  = k | - k -  (4 -2 -3)
If F is given by
m . .
g T T ( s + z . )
F(s,k) = — -J------- J -  (4 .2 .4)
TT (s+pl)
i
the relation between Eqn (4 .2 .1) and Eqn (4.2 .^) is found to be
Sl = €  + - T —  - f  ^  —r —  (4.2.5)k k X  k s + z .  /  k s +p.
i=o A i-o 1
This resu lt shows that each root sensitivity is most important for s in
the vicinity of that ro o t.
The coefficient sensitivity of a polynomial D(s, k) was also defined by
•<- 50 Horowitz as
= 3p i/D i 2 5)
"k 3 k/k (4 .^ .0)
where n
D(s, k) =' y  p ^ k js" '1 (4 .2 .7)
i = o
Coefficient sensitivity is useful since factorization of polynomials is 
thereby avoided.
Fl£ is useful to relate the sensitivity function S to the magnitude and
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phase of F . If
F = f F  j exp (jarg F) (4.2.8)
then
s£  = Sk|F | + j (arg F) s“ g F (4.2.9)
that is
Resf = sW  (4.2.10)
1C xC
Im S, = a r g F s f rgF  (4.2.11)k k
A collection of sensitivity formulae has been presented by Gorski - 
74Popiel .
^ensitivity in active networks
In active networks the transmittance can Vary due to variations in the
50active or passive elem ents. Ithas been shown that the sensitivity to
the passive elements is generally of the same order as the sensitivity
to the active elem ents. In fact, in some cases the sensitivity to the
75active element can be very small .
,F ( jw) for active RC filters have been madeAttempts to minimize ~
76 77by Bongiorno and Khazanov with F(s) in (4 .2 .1) being the entire
transm ittance. Bongiorno gives a graphical solution of the second-order
case, whereas Khazanov recommends a root locus approach. In the case
50of RC-active filters using NICs Horowitz has developed a procedure to 
decompose the denominator into the difference of two polynomials the 
zeros of which are interlaced along the negative rea l a x is . An alternative 
approach is to express the denominator polynomial as the sum of two other
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appropriate polynomials and carry  out the summation using negative 
78feedback. Herbst uses such a procedure to decompose a quadratic 
denominator in order to produce phantom zeros lying on the j w -axis 
of the s-plan/e and exactly opposite the two poles of the transfer 
function. Phantom zeros are complex frequencies at which signal 
transm ission through the feedback network component of a single-loop
feedback amplifier is reduced to ze ro . In order to realize the phantom
79 80zeros, Herbst uses Kuh*s network. Hakim has shown, however,
that for certain damping ratios H ersfs procedure leads to poor pole
sensitivity and that this limitation can be overcome by allowing the
phantom zeros to assume complex conjugate values inside the left half
of the s-plane. Thus a prescribed pole sensitivity can be realized,
t»
which can be less than the attainable by Horowitzfs or H erst’s decom­
position of the same polynomial.
Since in most of the methods of Chapters 2 and 3 the denominator is „ 
expressed as the difference of two other polynomials, only Horowitz*s 
decomposition is applicable. This decomposition is briefly looked into 
in the next paragraph.
4 .3 .1 . Horowitz *s de compos it ion
The denominator of Eqn (3.3.4), in the realization of transfer 
function F(s) by Linvill's method can be written as follows:-
■ b „  a dl < s > ^ . V 8>
ZU  '  22 " q i <s) - K q2 (s) (4-3,1)
where the polynomials di (s)> q ^ s), d ^s), q^(s) fulfill the requirements 
for the ratios d^/q^, d2/q 2 to be passive RC driving-point impedances.
- 134 -
We can rew rite (4.3*1) as follows:
d l  %  ' K d2 q l A A (s) -K B B (s)o o
Q(s)
A (s + a.) - KB j<s + b.)O ' * 1 O 1 ’ '  1
1—ri i D D (s) o (4.3.2)
C(s) Q(s)
where
(4 .3 .3)
b aFor both and to be RC driving-point impedances A(s) and B(s)
must be selected as follows:
, (a) The zeros of each polynomial must be negative r e a l .
(b) If at any point a count is made of the zeros of A(s) and B(s) to 
the right of that point, the magnitude of the difference between 
the number of zeros of A(s) and those of B(s) must not be more 
than one. This is because the poles and zeros of an RC imped­
ance alternate.
There are an infinity of pairs of A^ A(s), B(s) available to achieve 
the decomposition of D(s) (with leading coefficient D ). From each de* 
composition a Q(s) can be obtained using (4 ,3 .1) and (4 .3 .3 ),
The problem of optimizing the decomposition, and thus, finding the 
optimum Q(s), is considered as follows. In Eqn (4 ,3.2) (D^ = 1 with­
out loss of generality)
D(s) = Aq A(s) -K Bq B(s) (4 .3.4)
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is a function of K and may be written as
D(s, IC) = A A(s) -K B B(s) = Y A .  s”' 1 - k T b . s ^ 1 o o i c—— i
or
D(s,K) = ^ j(A  -K B ) s n_1 (4.3.5)
The sensitivity of an}r coefficient of D(s) to K is
KB.
>i l (4 .3 .6)k D.l
and is therefore minimized in magnitude by choosing the coefficients
Horowitz has shown that the minimization of any coefficient can be 
achieved only by the simultaneous minimization of all coefficients, 
expect for and which may be minimized independently.
The optimum decomposition resulting from Horowitz*s study is given 
for the following cases:
Case 1
D(s) of even degree with no negative rea l z e ro s .
The optimum decomposition is
of KB B(s), and consequently, those of A^A(s) as small as possible.
n/2  n/2
D(s) =y~T ( s + a  ) - BqS ] ~ [  (s + b .) (4 .3 .7)
i = 1 i
where all a., b. are in accordance with the constraints (a) and (b) forl i
. .
A(s) and B(s) set above. is a positive rea l number.
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Case 2
D(s) of odd degree with no non-positive rea l zeros.
In this case write
<n±n/2  (n - l)/2
D(s) = s | (s + a p  - j | (s +b^) (4 .3 .8)
. i = 2  i = l
Case 3
D(s) has one or more non-positive rea l zeros.
In this case write
D(s) = (s) 1 [ (s + p.) (4 .3 .9)
where D^(s) has no zeros on the non-positive rea l axis and p  ^ >  0
for each i .  The optimum decomposition of I)(s) can be found from one 
of the two previous cases.
Let it be
(s) = Aj,(s) "B^B^s) (4.3.10)
Then the limiting optimum decomposition of D(s), which can be approach­
ed as closely as desired but never exactly attained for RC-negative 
RC realization, is
D(s) = A1(s )T 7  ( s + P i )  - B ^ s j T T C s  +Pj) (4.3.11)
In all three cases the n unknowns a, . .  .a  , B , b0 . .  .b or a . . .
X Ily Jml O  «  1\ f  6* «
a , B , b , . , .  b % can be found by coefficient matching in the equations n-H o 1 n - l
to^vhich they belong. The resulting n algebraic equations are non-linear, 
and when n is large they may be difficult to solve. There is a procedure 
for determining the n unknowns without having to solve the n equations.
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72This was developed by Calahan and is applicable when D(s) is in 
factored form .
Some additional properties of the Horowitz decomposition are
1 . It is unique.
722 . It minimizes zero sensitivity too. This was proved by Calahan .
3. It minimizes sensitivity at all frequencies.
4 . Usually it minimizes the sensitivity to passive elements in addition 
to the minimization of the sensitivity to variations in K.
4*4. The variance as a measure of the 'overall sensitivity.
The sensitivity m easures reviewed in section 4.2 refer to the variation
of one element at a tim e . The sensitivity of the network to the active
56element has been used , as an important factor in the comparison of 
different synthesis techniques,. But it is also interesting to have a measure 
of the overall sensitivity of the network to all its elements varying sim ult­
aneously. One such measure is the variance of the magnitude of the frequency 
response function of the network.
Consider a function F(s) realized by a network, active or passive. In 
general
F F (s, x^, x^  • • •? (4.4.1)
where x., i = 1,2l , . * •n, are the network elem ents passive or active.
2 2 The variance (F) of F due to the variance C (x^ ,) of the component x.
is defined as
(4 .4 .2)
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The total variance g- of F due to the variances of all components will
r
be
(4.4.3)
provided the x  ^are independently distributed.
In order to determine s  (x^) we suppose that each x^  has been picked
from a large population of sim ilar elements, whose values have a certain
distribution around their nomiaal value. This is a reasonable assumption
if we consider all components of a certain value and tolerance in the initial
batch immediately after their production. The kind of distribution depends
on the way the components are  produced. Two reasonable distributions,
which have been quoted by some manufacturers, are the normal and the 
2rectangular. 5  (x^) is determined in Appendix C for both distributions
under the additional assumption that the standard deviation of x., which is 
defined as the V  <5^(x.), is proportional to the nomial value of the 
component x .. Results are as follows:
(a) For normal distribution (10% tolerance)
6 2 (x .) = 0 .0 0 2  fj.2 (4 .4 .4)
(b) For rectangular distribution
(4.4 .5)
where lOQkj is the percent tolerance of the component x. l
4. 5 .  Use of variance to compare two networks
4 .5 .1 . Two passive networks 
Consider the transfer function
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F (s )  =  ■ j J l + . P J .5L  ( 4 .5 .1 )
(s +1) (s + 3)
This can be realized as the open circuit voltage transfer ratio
'  y12 /’y22
of an PvC-passive network with
-y  .= -£ ig -± .°--5.L  (4 .5 .2)
(s +2) (s +4)
( s +1) (s + 3) y - = (4 .5.3)
(s + 2 ) (s -f 4)
The procedure to realize the transm ission zeros at 0 and -0 .5  is to 
shift the zeros of to those of y ^ . This zero shifting can be accomp­
lished in one or more step s. Kuo has proved that the sensitivity of a 
transm ission zero to the elements responsible for its realization can be 
reduced by increasing the number of the shifts producing the z e ro , But 
increase in the number of zero shifts increases the number of the necess* 
ary elements, and the question arises whether the overall sensitivity of 
the network increases.
As a criterion we use here the variance of the responses of two networks
realizing F(s) with different numbers of zero-producing sh ifts . The two
networks are shown in Fig, 4 .1a and Fig. 4 .1b . In Fig. 4 .1a the zero
at - 0.5 is produced by one shift, while in Fig. 4.1b the same zero is
produced by two sh ifts. The extra zero shift results in two additional
elem ents. Fig. 4.2 shows the plot of against frequency for the two
networks. In the calculation the distribution of x. was assumed normal
12and Eqn (4.4.4) was used in the calculation of 6  ( x j .  Increasing the 
number of zero shifts reduces the sensitivity at most frequencies. How­
ever, this reduction is not large enough to make Fig. 4.1b preferable
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to Fig. 4 .1a .
4 .5 .2  Two active networks
The use of an NIC in the realization of a transfer function is custom­
arily restric ted  to second-order functions; beyond this, in highly select-
55ive filters, the sensitivity to variations in the active element is excessive
Higher-order functions can be realised as a cascade of second-order
82blocks, each using one NIC isolated by am plifiers. Hue Is man has 
suggested a network using two NICs for the realization of fourth and 
higher-order functions, in which the coefficient sensitivity to the active 
element can be made very small, and there is no need of isolating ampli­
fiers . However, this configuration uses additional passive elements and 
one needs to know whether the increased sensitivity to the passive elements 
negates the advantages of the configuration.
We shall compare the sensitivity of Huelsman*s circuit to that of the
c2Yanagisawa’s network^ using two INIC second-order stages isolated by 
an am plifier. The function realized will be the fourth order low- pass 
Butte rworth function
F(s) =
(s2 + 1.8477s + l ) ( s 2 + 0.7653s +1)
Huelsman's and Yanagisawa Ts networks are shown in Fig. 4 .3a and F ig .4 .3b 
respectively. Fig. 4.4 shows <Sp against frequency for the two networks, 
Curve A corresponds to Huelsman*s network and curve B to Yanagisawa *s. 
Curve C represents jp (j to )|against uj. In the calculation of 6 the same 
assumptions were made as in the case of the passive networks, and only the 
passive elements were taken into account. The active elements were assum ­
ed ideal.
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The sensitivity of Hue Is man’s circuit is worse than one would expect 
from the number of passive elements used. This suggests that certain 
term s in Eqn (4.4.3) are dominant. Inspection of the individual term s 
showed that the circuit is extremely sensitive to the 3.7F and 1.85F 
capacitors.
4*6*' Variance and the problem of selecting tolerances
2If a relationship between the tolerance of the components and 6“ (x.) is 
known, then from variance calculations the proper tolerance of the com­
ponents can be selected to keep the response within specified e rro r  lim its . 
However, many manufacturers, when asked by the author at the 1965 
Electronic Components exhibition, were not able to give satisfactory 
information with regard to the actual distribution. Some said that the 
distribution is normal but not around the nominal value, while most of 
them did not know.
The problem of the actual distribution becomes more involved since the 
component values are bound to change with storage time and enviromental 
conditions. A manufacturer said that these changes can be as high as 15% 
within six months.
In spite of all these difficulties encountered, the problem of the actual 
distribution seems to be worth investigation.
4.7.  Conclusion
gives the mean-square e rro r  of the magnitude of the frequency response 
function due to independent and identically distributed variations in the element 
values. As sue h it must be considered as giving not the worst e rro r  but a
- 142 -
measure of the probability distribution of e r r o r s .
The suggested variance criterion cannot replace other c riteria  in the 
comparison of two networks but it can supplement them . Further 
examples are given in the next section.
1 a
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10.42 0.02917 0.3447
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Pig.4.1. Two passive RC networks realizing the trans
y
fer function s(s+0.5) “"2
(s+l)(s+3)
(a) Six-element network. 
(!) Eight-element network. 
Values in.n and P..
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Fig.4.2. (Tp of networks in Fig.4.1.
A: 6-element network. 
B: 8-element network.
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Fig.4.3.(a) Huelsman's network.
(b) .Yanagisawa’s - network 
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Fig.4.4. Standard deviation of |F(jw)| for Huelsman's net­
work (curve A), and YanagisawaVs network (curve B)i Curve C 
is the plot of |F(jw)J:, the 4th order low-pass Butterwo'rth 
function. :
- 147 -
CHAPTER 5
SENSITIVITY OF THE NETWORKS USING OPERATIONAL AMPLIFIERS
5 .1 . Introduction
The main object of this chapter is to compare the sensitivity of networks 
1-5 of Chapter 2 . For this purpose each network is made to realize the 
function
F(S) =  £------------------------- (5 .1 .1)
s + jBs + 1
where j$= 1/Q < 1.
For each network an appropriate synthesis is given followed by a study 
of the e rro rs  arising from variations in the following elements in turn:
(a) The elements of the RC passive networks; since there are 
many elements an appropriate measure is the rm s sensitivity
& . This is calculated for Q = 2.Jl
(b) The elements producing the -1 voltage gain. This will norm­
ally be realized by two nominally equal res isto rs around an 
operational am plifier. For convenience, the whole is regard­
ed as having exactly 180° phase shift and nominal gain K = 1, 
and the sensitivity is taken with respect to K.
(c) The main operational am plifier. This is assumed to have 
exactly 180° phase shift and gain A 1. The effect of 
finite A is expressed as a percentage amplitude e r ro r .
Section 5.2 is devoted to analysing this effect.
The synthesis of the networks and the study of these e rro rs  is presented 
in Section 5.3 - 5 .6 .
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In Section 5.7 we examine an approximate formula for the e rro r  due 
to finite gain of the main operational am plifier.
Finally in Section 5.8 the pole sensitivity of the networks to a passive 
component is found for a general function, and used to calculate the 
pole sensitivity of the networks realizing (5 .1 .1) with Q = 2 .
5.2.  Effect of finite gain of the main operational am plifier.
If the amplifier in Fig . 2 . 3  has infinite input impedance, zero output 
impedance and voltage gain -A we have:
„  a
' —r —  (5.2.1)'21
22 y 2 2 ‘
Write
a
■*21 = k]
N(s) = k D<s > 
21 2
22 + y
Then E
22
kxN
P(s)
C(s)
k2D + A ^ P
whereas the desired transfer function is
F =
kxN
k2D
We define the percentage ^ mplitude^ e rro r  £ as
E /E .\  o i*£ = 100 j 1 -
\
I F
(5.2.2)
(5 .2 .3)
(5 .2 .4)
(5 .2 .5)
(5 .2 .6)
This is found in the following sections for networks 1 to 5. We can 
write (5 .2 .4) as
o kxN (5.2 ,7)E. 2i
Substituting in (5.2.6)
P (5.2 .8)Ak2D
For the e rro r  to be small we must have
P| «  I Ak^ (5 .2 .9)
P and D are of the same degree n, so a sufficient condition is that the
The author has not made a detailed study of this condition but he has 
found in practice that Q(s) should be chosen not to have coefficients 
large compared to those of D(s). For those networks (3 to 5) with 
network b active we have
decomposition of D(s)
5 .2 .1 , Example of unsatisfactory synthesis due to finite gain A.
It was stated in 2 .3 .1  that the network 1 realizing (2 .3 .7) would not 
behave satisfactorily when the zero of F(s) occurred at 20c/s, whereas 
it was satisfactory when scaled for the zero to occur at 2c / s .
coefficient of each s1 in P is small compared to the corresponding coef - 
ficientAK^D.
b
and so the num erator coefficients of y99 are minimized by the Horowitz
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Analysis of the networks in Figs .2 .5  and 2 .6, which are networks a 
and b of network 1, gives
a , b P(s)
Yoo + Y' ~22 y22 Q(s)
33.18s4 + 300.1s3 + 578.7s2 + 335.9s + 69.36 (5.2.10) 
(s + 1) (s + 3) (s + 5) (s + 7)
The constant multiplier k2 of y 2^ is found to be
lc2 = 0.1311
whereas D(s) is
D(s) = s + 1 .4s3 + 1.94s2 + 1.24s + 0.52 (5.2.11)
The specifications of the operational amplifier used show that its open -
4circuit gain between lOc/s and lOOc/s is of the order of 10 . Taking 
4A = 10 we find that
4 t ~ = 0.0253s4 + 0.2289s3 + 0.4414s2 + 0 .2562s+0.0529 (5.2.12)
2
Comparing coefficients of equal powers of s in (5.2.11) and (5.2.12) we
✓ 4see that (5 .2 .9) does not hold for frequencies where A S 10 . At lower
6 7frequencies, however, up to 2c/s A is of the order of 10 (at dc A m  10 ) 
which is high enough for (5 .2 .9) to be valid at these frequencies and so 
for the network to work satisfactorily .
5 .3 . Network 1 (Fig. 5.1)
3. bTo realize (5 .1 .1) by network 1 a suitable choice of Q(s), y22 and y22 is
Q(s) = s +1
a s +
r22 = s + 1
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b s2 + 2 .5s +1 
y22 " s + 1
which gives
a
“y21 =
. b 
"y21 =
where |8 = 1/Q .
Hie advantages of this choice are:
1. Network b has the same form for any Q > 1. This is because the
negative of the zero of 0 (s) is always greater than \  which is the
bnegative of the real part of the zeros Y2i  • the zero pro­
ducing section in Fig, A.3b can be used for any Q 1.
2 . k^ = = 1  for any Q . Hie proof that k^ = 1 follows from a
3.development of y^2> the proof that = 1 is given in Appendix A . 
Thus F(s) is realized within unity constant m ultiplier.
3. Inequality (5.2.9) can be satisfied with
P(s) = S2 + 3.5s + 1 +
up to high Q without the need for extremely high A .
Sensitivity to passive elements
Q = 2 was selected in (5 .1 .1 ). With this choice, e_ , can be calculated 
to sufficient accuracy using the digital computer program described in 
Appendix G. As in the examples in Chapter 4, 6 '(x) was selected to be
S-2(x) = 0.002 2
where I t  is the nominal value of the passive component x. The same
(s + 0.5) (s + 2) 
s + 1 (5 .3 .2)
s + 1 
2
(5.3.3)
(5.3.4)
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G  (x) is also selected for the other networks (2 to 5). S’ „  for network
b
1 is shown in Fig. 5.2 curve 1. In Fig. 5.3 network 1 is redesigned to 
use a four-element section as network b, and realizes F(s) with Q = 2.
6 ” of this network is shown in Fig. 5.2, curve la* In the same 
figure |F(j co)Jis also shown.
Comparison of curves 1 and la  shows that F ig . 5.3, with nearly the same 
<3 p  as Fig. 5.1, is slightly more sensitive to variations in each individ­
ual component. Since both networks use the same network a, the sensit­
ivity to the components of network b is increased by reducing the number 
of the components.
This result is consistent with the discussion in 4 .5 . Sensitivity to the 
elements producing the -1 voltage gain is not applicable here .
E rro r due to finite gain of the main operational am plifier.
The e rro r  £ is calculated using (5.2.6) with the y-param eters given 
above for the calculation of the actual and desired outputs. For conveni­
ence the calculation was made at w= 1 ra d /s e c . This was repeated for 
various Q in F(s). It is plotted against Q in Fig. 5.4, curves 1, with A 
as param eter.
42 a bHakim has suggested selecting y22 = y22 in the synthesis of networks
a and b in order to improve the stability performance of the operational
am plifier. Such a selection here would lead to an increase in the number
of components of network a by one and to increased coefficients of P(s).
4Calculation of £ for A = 10 gives curve la in Fig. 5 .4 . This shows that 
appart from an increase in the required passive elements the e rro r  due to 
finite gain of the operational amplifier also increases considerably. Thus
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the criterion in 5.2 seems more reasonable than Hakim*s suggestion.
5 .4 . Network 2 (Fig. 5.5)
We are using as network b the corresponding one in Fig. 5 .1 . Then
N(s) _ r> £ s /c , 1V
Q(s) = Y1 y2 = s +1
i Thus F(s), (5.1.1), is realized for any Q.
€>_ for Q = 2 is calculated as for network 1 and plotted in Fig. 5.6 curveJr
2 . Curve 1 corresponds to network 1, Fig. 5.1, and it is replotted for 
comparison. The two curves nearly coincide at all points.
The sensitivity to the element producing the -1 voltage gain is found as 
follows:
We have
F(s) = yl  " Ky2b (5.4.2)
y21
Then
F S F  K y2=  -----  (5.4.3)K £  K F - yi
and after substitution from (5.4.1)
S^. = -s  (5.4.4)
The percentage amplitude e rro r  £ due to the finite gain of the main opera­
tional amplifier for 1 is calculated as for network 1. It is shown in 
Fig. 5.4 curve 2.
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5 .5 . Network 3 (Fig. 5.7)
Horowitz decomposition of D(s) gives
D(s) = ( s + 1 )2 - (2 - £ ) s
Therefore again
Q(s) = s + X
and
y3 - y 4 = s + 1  - (2 - £ )  (5 .5 .1)
Since Q(s) is the same as that chosen for the synthesis of network 1, 
network a of Fig. 5.1 is used as the corresponding one for network 3. 
Then network 3, Fig. 5.7, realizes F(s) within unity constant multiplier 
for any Q ( = 1 / p  ).
S’p  for Q=2 is shown in Fig. 5.6 curve 3.
(5.5.2)
(5 .5.3)
(5 .5.4)
(5.5.5)
Finally the e rro r  £ calculated as before is shown in Fig. 5.4, curve 3.
Hie sensitivity of F(s) to K is found as follows:
We have a
' y21 F(s) = ------ -
y3 -Ky4
Then
K y3 - Ky4 
and after substitution from (5 .5 .1) we get
= (2 - £ ) s  F ( s ) /£
which at s = j  gives
= 2Q ~ 1
x\.
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5 .6 . Networks 4 and 5
These networks are shown in Figs. 5.8 and 5.9 respectively. They 
both use as network a the corresponding one in Fig .5 .5  and as net­
work b the corresponding one in F ig .5 .7 .
0  r-,, for Q = 2, which was found to be the same for both networks, is F
shown in Fig. 5.6, curve 4, 5.
In order to find the sensitivity to the elements producing the -1 voltage 
gain we observe that for
yl  "Kay2Network 4: F(s) =
Network 5: F(s) =
y3 ~ ^>y4 
yl  - Ky2
y3 -Ky4
Then the sensitivity to K is as follows :
FNetwork 4: S .^ = -s  (5.6.1)
a
SF = (2 - £ ) s  F(s)/g> (5 .6.2)
and at s = j
■F = 2 Q - 1 (5.6.2a)
Network 5: SF = - s  + (2 -  ^ ) s  F (s)/ (5.6.3)
and at s = j
If ! Fs i ; 1* r  s *  * 2 o  - 1 (5.6.3a)K e K
The e rro r  6 is shown as curves 4 and 5 in Fig. 5.4 for networks 4 and 
5 respectively.
- 156 -
5„7. Approximate formula for £  .
In Fig. 5.4, the e rro r  curves are nearly parallel straight lines for 
Q up to 100 and the distance between consecutive corresponding curves 
for different A is nearly the sam e. These suggest that € is propor - 
tional to Q/A to a good approximation.
From (5 .2 .8) for network 1, for example, we have at ui= 1
6 =* \/3 .52 + p 2 S  (5 .7 .1)
4In Fig. 5.10, curve 2, s  is plotted from (5 .7.1) for A = 10 . Curve 
1 is the corresponding one in Fig. 5.4 (calculated from (5.2.6)}. Finally, 
curve 3 gives the deviation A  & of the two e rro r  curves from each o ther. 
Thus (5 .7 .1) can be used to calculate £ for network 1 for Q ^  100.
Similar results can be obtained for any of the other networks, for 
A > 10 and Q <  100.
5*8, Pole sensitivity of the networks.
In this section we examine the pole sensitivity to variations in a single 
element of the five networks realizing (5.1.1) with Q = 2.
We find firs t the pole sensitivity to a component of the networks realiz­
ing a general function and then apply the results to the networks rea liz­
ing (5 .1.1) with Q=2.
5 .8 .1 . To find SP.
X
A function F(s) is realized by the networks under consideration as
'21
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y.a
b.1 21 m
wnere
- y 21
b
^ 2 1
TT (s+z.)
1 =  1 1y = k. ------—----------a 1 n - 1
(s 4- 6  )
i = l  ain
Yb k2 n - 1
J J l  (s + p i}
m
X T  (s + <0 ^ )
i = 1 .n - 1
so that
F(s) = k X < s + z i> i H < s+  v
n - 1 n
T T  (s + G .) f T  (s +p )• h d l J u i.1 = 1  1 = 1
(5.8.1)
(5.8.2)
(5.8.3)
(5 .8.4)
where k = k ./k n . Also & . = ^  but their variations due to varia- 1 1  ai bi
tions in the component values are independent of each other, since each
component belongs either to y or to y, .a d
Consider the function
F(s) (5 .8.5)
and differentiate at one frequency to get
dG dk 4-
X—i d ^  . JCL. dp. J 2. dz-. i h ly ai + v _ii . > _l . y
*•' s 4- ^  s+o .. s 4* z
d e bi
G k ' — s +  . ' s4p. 4-~- - . s + s t .i r ]  ai u ]  J*1 1 1*2 bi
(5 .8 .6)
Assume now a movement dp^ in the pole -p ^ . Then at s = - p^ we get 
from (5 .8 .6)
] -dG
s « - p
G
s 4- p.
dpr
s = - p.
(5.8.7)
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This is so because all the other term s in the right of (5 .8 . 6) become
zero at s = - p .t
Assume that this pole displacement dp^ has been caused by a change
dx in the component x belonging to network b . This variation in x
causes a variation dG in G and dyT in y. . dG and dy, are related toj d b Jb
each other and this relationship is found as follows. Using (5.8.5) and 
(5 .8 .1) we observe that
whence
sG
yb
dG =
= 1
G
dy> (5 .8 .8)
At s = - p this becomes r
’ [dG ] G
s = - *
dyt
- p.
(5 .8 .9)
Combining (5 .8 .7) and (5.8.9) gives
s +p.
dpr  * [ - y r 1 -  dyb] s = - P.
which after using (5,8.3) becomes
dpr  = Res . D(s) 
s = -
b s (5.8.10)
Eqn (5.8.10) gives the displacement of the pole - p^ due to the change 
dx in the component x as a function of the change dy^ at s = - p^ of y^ 
caused by dx. This is the re q u ire d  relationship between the pole 
movement and the variation in the component value ( which is contained
in dy^ ), whence the pole sensitivity is found to be
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x d (lnx) kg
dpr 1
or
(5.8.11)
s = - p.r
Similarly working with F(s) instead of G(s) one can find that the sensiti-
5.8*2* Pole sensitivity of the networks realizing (5 .1 ,1) with Q = 2 .
Since networks, 1, Fig. 5.1, and 2, Fig. 5.5 have the same feedback 
network, the sensitivity of the poles of F(s) to variations in the component 
values will be the sam e. Similarly the sensitivity of F(s) will be the same 
for networks 3,4 and 5, appearing in Figs. 5.7, 5.8 and 5.9 respectively.
The poles of F(s), Eqn (5.1.1) with Q = 2, are
vity of the zero to the component x belonging to network a is given by
s = - z
r
- p =-0.25 + j0.9682
- p =-0.25 -  j0.9682
The sensitivity of the pole -p to the components of network b in Figs .5 .1  
and 5.7 is given in Tables 5.1 and 5 .2 . It was calculated using (5,8.11)
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Table 5 .1 . Pole sensitivity of network sin Fig. 5.1 & 5 .3 .
Element
Network in Fig. 5.1 Network in Fig. 5.3 
•
Element
values
Pole sensitivity Element
values
Pole sensitivity
R3 0.75 Si **0.38+J0.183 0.25 n -0.098-jQ.551
S 2/3 F 0,Q23-j0.196 IF -0 .2 5 -jO.581
R4 0 .2 5 0 0.221-jO,314 0.25 0 . -0,O98-jO,551
C4 2 F 0 .047-jO.081 16F -0.Q32-j0.581
R5 0.375n -Q.Q9-jQ.179
C5 16/3 F 0.301-j0.265
C6 0.5 F -0.125-j0.29
Table 5 .2 . Pole sensitivity of network 3, Fig. 5 .7 .
Elements Element
values
Pole sensitivity
R3 1 O 0.455 - j0.352
s I F -0.25 - j0.581
R4 2/3 O -0.599 * j0.056
C4 1.5 F 0.452 - j0.397
Rc 1 0 0.682 -1- j0.176
Rd
i  a -0.75 - j0.194
In Table 5.1 the sensitivity of -p to the components of network b in 
F ig. 5.3 is also given (column 5). Comparing these values with those 
in column 3 of the same table we see that the pole sensitivity of F ig . 3 
using sm aller number of components in network b is la rg e r . This
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result was expected from the result obtained in 5.4 where forr
these networks were found to differ slightly.
Comparison of the pole sensitivities in Tables 5.1 and 5.2 gives that 
network 1 has better pole sensitivity than network 3. However the 
order of magnitude is the same for almost all components.
5 .9 . Conclusions
Of the five networks studied, networks 1 and 2 have the lowest s  at 
all frequencies and also the lowest pole sensitivity to passive and active 
elem ents. The pole sensitivity to the passive elements responsible for 
the realization of the poles in networks 1 and 2, increases by decreasing 
the number of passive elements in network b. However this increased 
pole sensitivity is still lower than that of networks 3, 4 and 5 (see 
Tables 5.1 and 5 .2).
Networks 1 and 2 demand the lowest gain from the operational amplifiers 
for the realization of a pair of poles very near the j uj -ax is . This is in 
contradiction with the experimental results in Chapter 2, where these 
two networks realizing a fourth order function had to be scaled down to 
lower frequencies, where the amplifier gain is higher, to work sa tis­
factorily. However this has been explained to be due to a wrong selec­
tion of Q(s), the "arb itrary” polynomial necessary in the design of
networks a and b using the partitioning technique. This led to the
a bsuggestion of the proper selection of y^  and y and Q(s), which then 
resulted in a better performance of networks 1 and 2.
The suggested Horowitz choice of O(s) in the synthesis of networks 3, 4 
and 5 reduces the amplitude e rro r  due to finite gain of the operational 
am plifiers.
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Combining the results of this Chapter and those in Chapter 2, and 
taking into account the improved method of designing networks 1 and 2 
suggested at the end of Chapter 2, it seemsthat network 2 is the best 
choice, at least for the realization of any function up to fourth o rd e r.
Its main characteristics are as follows: it realizes any transfer 
function with the minimum number of active elements and a not excess­
ive number of passive elem ents. It has minimum e  , minimum poler
sensitivity and minimum percentage amplitude e rro r, and its design 
is not complicated.
For realization of a function whose order is a multiple of four, cascaded 
fourth order stages realized by network 2 are probably the best choice.
A simple approximate formuld gives the percentage amplitude e rro r
3£ for Q up to 100 and A > 10 .
E.1=Q-1
cn =Q/ Q-l
H,
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0.5 Q
C4~ 2.5Q-l 
C = ( 2 ■ 5Q - l ) ( Q -l ) 1 T|1
n 0.5Q (2Q-1) 
u, 5 (2.5Q-1)2(Q-1)
_(2.5Q-l)
5 Q(Q-0.5)2 0 - 1
3 2.5Q-1
C r — 1/Q
n _2-5Q-l Q-l 
3” 2Q-1 - Q : E
' ; , \  O
Pig.5.1. Network 1 realizing F(s)=|3/(s +|3s+l) with j$=l/Q, 
Component values in f t  and P.
u j (rad/sec).
Pig.5.2. for network 1 ( curve.. 1)and network in Pig. 5. 3
(curve fa).- Curve P is the amplit,ide response of
F (s )=  0 . 5 / ( s H 0 . S s + l )
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Pig.5.3. Network 1 -realizing p( s )=0.5/(s +0.5s'+1) with 7 pa 
-^ QO sive elements. ■
4
10
10
: 1 10 100 . Q- 0 1000
Fig. 5»i .Percentage a,raplitude error £ due to finite gain of the 
ms in operational amplifier : for orks 1 'to•. 5.Numbering', i
the curves corresponds to;, network . number.
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-A.
Pig.5.5..-. Network 2 realizing P(s ),Eoxn(5.1.1) .Feedback
network is the one in Fig.5.1.
0 . 2
<7,
0.1
0.1 1 (rad/sec)
Pig.5.6. frp for the five networks using inversion method rea­
lizing P(s)=0.5/(s^+0.5s + l). Numbering of the curves corres­
ponds to network numbering.
Fig.5.7. Network.3 realizing F( s), Eqn( 5.1.1).Component values 
in Cl and F.
K1=Q
h2=q
R =R. =1 a b
E3=l /H4=1/q
c3=i  c 4 =<
C2=l/Q R0=Rd=l
H.
2 Q-l
Q
KH r
V  r A A f l  V  *a j pv i d «
r—
*3"vAAr
E
Fig.5.8. Network 4 realizing F(s),Eqn(5.1.1). Component va­
lues in SI and F.
E.m
1 H  i v f ^ v
R
Fig.5.9. Network 5 realizing F(s),Eqn(5.1.1). Component va­
lues the same with those in.Fig.5.8.
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lOCi 
6 -
>
1 0 - .
1
O.ll_
1
Pig.
0.1
10 100 1 0 0 0  •
>.10. Error. :for network 1 with A=10^. ■ 
Curve 1 as found in 5*3.
Curve 2 as found using the relation &
Q
PQ
Curve 3 gives the deviation of 2 from 1.
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CHAPTER 6.
SENSITIVITY OF HIGH-Q NETWORKS USING NICs
6,1 Introduction.
High Q networks a re  very sensitive to variations in their param eters,
In this Chapter the sensitivity of high Q networks using NICs is examined.
As a preliminary some properties of the high Q networks are  presented in 
Section 6 .2 , These networks are the three examined in Chapter 3 and 
a fourth realizing the band-pass function
according to Linvill* s method.
In Section 6.3 the sensitivity of these networks to the conversion factor 
of the ideal or non-ideal NIC is found for any Q, and the sensitivity of two of 
these networks to the passive components is found for Q = 20.
Three networks, F igs. 3.18, 3.22 and 3.24, have been used in the 
realization of a high Q second order function. The firs t two, a Linvill 
and a Yanagisawa, realize a pair of complex poles ae4-a=gero at
The band-pass function can also be realized by a Linvill network as follows: 
Y/rite the band-pass function (6.1.1) in the form
F (s) =
j . ' ,s + Q s + 1
(6. 1 .1)
6.2 High Q networks
<ILjl iL lw l, c l  V a-vuctg isoa/tTct}
Cist 4ltJL Of'i^tT'1 (  i 0\4 J .
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F (s) = -------- S/* (s + 1 )  ........... (6.2.1)
(s + l ) / s  - q / (s + 1)
where q = 2Q - 1
Q
and make the following identifications:
Z 22 = l h ~  °2L (6-2’2>
z b = - 5 ± i -  2 b; = _?___  = 1 (6.2.3)
11 s 21 s
The required network using an INIC is shown in Fig. 6 .1 . This network
is not suitable for the absorption of g 0 of a non-ideal INIC, therefore
bit cannot be corrected to use a non-ideal INIC. However z ^ ( o o )  =
therefore a series resistance can be extracted from z *1 which can be used
b >to absorb For this to be possible we select z ^  = k with k <. 1.
If k = 1/q then F (s) is realized within unity constant m ultiplier. The 
resulting network, Fig. 6.2, requires now five passive elements instead 
of four but it can be used with a non-ideal INIC.
Thus we have four networks suitable for use with a non-ideal NIC which 
can be used to obtain very narrow band-pass charac teristics. Their 
main features a re  simplicity and optimum pole sensitivity since all have 
Horowitz decompositions.
Analysis of networks in Figs. 3.24 and 6.1 gives the following: 
Yanagisawa network
. -K sG. S~ .F (s) =   1 2  (6.2.4) •
s 2 + (g 1s 1+g 2s2 - k g 1s2) ^ g 1g 2s 1s2
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Linvill Network
Z sSx (6.2.5)
where G. = 1/P., and -  1/Ck. Eqn (6.2.5) applies also to Fig. 6.2
but with = 1/(R0 + R*) and a different constant m ultiplier.
Z* J* O
The Q of each network can be changed (see Appendix D) by changing the
real part of the poles without affecting their modulus. In (6.2.4) and
(6.2.5) this is possible by varying the K of the converter. However a
change in K will resu lt in changes in the parasitic immittances of the
converter which can be compensated in an ideal NIC by readjusting the
compensating impedances Z and Z (Fig* 3.2b).a o
Since the centre frequency is equal to the square root of the constant term  
in the denominator of (6.2.4) or (6.2.5) (see Appendix D), it can be changed 
by the simultaneous adjustment of G and G (or S and S ) without affecting.1 Jt X JL
Q . These two observations can be used as a guide for the correct setting 
of Q and the centre frequency of the two networks after they have been 
built.
When non-ideal NICs are  used in these networks the centre frequency can 
be adjusted independently of Q but not vice versa for large changes of K, 
since changes in K affect and which then affect G^ and G^.
In the case of the network in Fig. 3,18 we have
(6. 2 *6)
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and the previous argument can be approximately applied for high Q 
(see Appendix D). However this is not true in the case of Fig, 3.22, 
whose transfer function has not the simple form of (6 .2 ,6).
Great care must be taken during these adjustments of Q and centre 
frequency, since a small change of any component in the wrong direction 
may lead to instability. The percentage variation in each component, the
rem ainder being unchanged, which produces instability in Fig. 3,18 for
> 63Q = 1G, has been given by Storey and Cullyer as -1% in R^, 1% in
and and -0.52% in K.
6 .3 , Sensitivity of the networks realizing high-Q functions.
The pole sensitivity of second order high-Q networks using ideal NICs
56has been studied by Sipress . In this section we will study the sensitivity 
of the amplitude of the transfer function of the networks in Figs. 3.18, 3.22, 
, 3,24 and 6 .2  to the conversion factor of the non-ideal NIC. This is carried
out at s -  j and for a general Q . The results a re  also valid in the case of 
an ideal-NIC network. The sensitivity of the passive elements is also 
found for two of these networks.
1. Sensitivity of Fig. 3.18 to K ,
§
The transfer impedance of the network realiz ing .
F (s) = 1 (6.3.1)
s + Q s + 1
within a constant multiplier is
a b
Z12
*7 • *7
21 21 (6.3.2)
b VSx Z
22
a
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where g , Eqn 3 .3 ,7 , has been assumed unity.£ A
With Q (s) = s ( s+1) (optimum) we have
a q a Az  = — — or zg 22 s + 1  22 s + 1
a Qj p AK z = ------  or a =
S 21 s + 1 21 ^” 7 "
b = s + 1 b
11 s  ’ z 2 l
where
q = 2 - Q * and A = q/K
Substituting in (6,3.2) and using (4,2,1) we find that at s = j
Z21
! = 2 Q - 1K
2. Sensitivity of Fig, 3,22 to 
Here (6.3.1) is realized as
F (s)
a b
V = V 2l~y21
y 22 ' Kh y 2a2
(6 ,3 ,3a)
(6.3.3b)
(6,3.3c)
(6.3.4)
(6.3.5)
where
where q = 2 - 0  * , A= q/1 7  and K is the constant multiplier within which 
F (s) is realized. Substituting in (6,3,5) and using (4.2.1) we get at 
s = j
€?
f* = 2 0h
u3.7)
3, Sensitivity of Fig. 3.24 to K , 
Here
F (s) = 8 (6.3.8)
s2 + Q ' Xs + 1
is realized as (6,3.5), where
„  a qs a As 0 n vI4-, — -------  or    (6.3.9a)h 22 s + 1  22 s + 1
Kya =  flg— or « =   (6.3.9b)
"h 21 s + 1  or y 2l  s + 1
7 22 = S + 1  ’ 7 21 = ° (5.3.9c)
where q and A are  as before. ( Note that a VNIC can also be used in this 
network). Substituting in (6.3.5) and using (4.2.1) we find at s = j
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4. Sensitivity of Fig, 6.2 to K .
g
Replacing q b y  A ~ q/K in (6.2,2), and giving the z-param eters of
S
networks a and b in (6.3.2) their values from (6.2.2) and (6.2.3), we 
find, using (4.2.1), that at s = j
lz  21!
SK = 2Q - 1 (6.3.11)
Thus the amplitude sensitivity at s = j is the same for all four networks.
If the two functions are  realized by the Yanagisawa inverse-L  configuration 
each network requires 6 passive elements with sensitivities to K at 
s = j as follows: network realizing (6.3.1):
s t '  = 2Q - 1; (6.3.12)
network realizing (6.3.8):
s t  = 3Q - 1 (6.3.13)
£
these  being the minimum (with respect to Q (s) ). None of these networks 
is suitable with non-ideal NICs.
Among all the networks suitable for non-ideal NICs, the ones which use 
fewer passive components (four) a re  Figs. 3.18 and 3,24. The 
sensitivity of these two is given in Table 6.1 for Q = 20.
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Table 6 ,1 . Sensitivity of networks with Q = 20
Component
Sensitivity of F at s = j
Fig. 3.18 Fig. 3.24
R1 20 -20
R2 -2C 20
C1 -20 20
c 19 -20
2
k y  g’ "h 39 39
The sensitivities to passive elements are  of the same order as the
sensitivity to K and IC . There is therefore no point in making the 
S
conversion factor much more accurate than the passive components,
6 .4 . Conclusions.
In three of the high-Q networks, independent adjustments cf Q and the 
centre frequency are  possible; hence these three networks can be easily 
adjusted tG meet the required specifications very accurately.
For all high-Q networks using non-ideal NICs the sensitivity of the
amplitude response to K or K at the centre frequency is 2Q - 1. Hie
g n
sensitivity to the passive elements is  nearly the same for all components, 
and is of the same order of magnitude as the sensitivity to the active 
element . Thus there is no need for higher accuracy in the active element 
than in the passive components of networks a and b.
.6.1. Linvill network realizing the function
F( s )
s^+ Q ^ s + l
s/S/V ■ --" j I
INIC
QHC.k-» COS
2. linvill network realizing the function
  --- , suitable for use with..a non-ideal O J C
s + Q s+1
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CONCLUSIQNS
Some properties of the ideal active and passive elements can be easily 
studied by using the AD- or BC- plane.
Of the five operational amplifier networks examined, network 2 was 
shown to be superior for realizations of functions up to fourth order. 
Higher order functions are better realized by cascadin g lower order 
stages to avoid computational and other difficulties.
5* has been shown to be useful as a m easure of the sensitivity of a 
network to all its elements varying simultaneously. It cannot replace 
other criteria  in the comparison of two networks but it can supple­
ment them.
Mon-ideal NICs can be used instead of ideal ones in some Linvill and 
Ysnagisawa networks provided their param eters are  known. The 
accuracy of the methods of measuring the param eters of a non -ideal 
NIC described in Chapter 3 is of the order of 1%. The sensitivity of 
the networks to their passive components has been found to be of the 
same order of magnitude as the sensitivity to the conversion factor of 
the converter, therefore there is no need to use passive components of 
tolerance better than 1%. (However, this is not good enough for high 
selectivity filters where the sensitivity to passive and active elements 
is very high and only e rro rs  of -f 0.1 db in the pass-band are allowed). 
On the other hand the param eters of a compensated NIC can be 
adjusted to the ideal values with an accuracy of the order of 0.01% 
(equal to the accuracy of the best resistance). Therefore unless 
methods of measuring the param eters of a non-ideal NIC with the same 
accuracy are found the use of non-ideal NICs in network design will
be of academic interest only.
According to many workers in the field the most important point in the 
design of active networks is their sensitivity to variations in the active 
elements. Networks 3, 4 and 5 and the four high-Q NIC networks have 
been found (Chapters 5 and 6) to have
In’/
S * -  2Q - X
K
Perhaps the most accurate and stable NICs are  those produced from
19combinations of two or three operational amplifiers . The -K in 
networks 3, 4 and 5 is produced by an operational amplifier and two 
nominally equal resisto rs  around it. It is logical to expect that this 
K will be more accurate and stable than that of an NIC realized by 
operational am plifiers. In fact, this can be shown to be so by examining 
the param eters of these NICs given in Ref. 19. Therefore, a function 
will be realized more accurately by one of networks 3, 4 or 5 than by 
an NIC network. Thus network 2, whose performance is better than that 
of networks 3, 4 and 5, becomes even more important for realizations 
of high-Q functions.
Suggestions for further work.
The following work seems worth investigation:
1. Study of the percentage amplitude e rro r  of the operational amplifier 
networks considering the gain -A of the operational amplifier as a function 
of U) and for functions of higher than 2nd order. This can possibly 
reveal the highest order of the functions each network can realize with a 
certain e r ro r .
2. More accurate methods for measuring the param eters of a non­
ideal NIG should be found in order to increase the accuracy of networks 
using non-ideal MIG s .
3. The actual distribution of the component values around their nominal
value is needed for the results of dk, calculations to be more useful. ThisF
may solve the problem of selecting component tolerances,
4. Microminiaturization seems to be the future pattern of development
of the active networks . Because of difficulties in controlling the component 
tolerances in m icrocircuits the active elements produced by them may 
not be as near to the ideal as the conventional active elem ents. Then 
existing synthesis procedures might have to be extended for use with non­
ideal active elements as it was done here in the case of Linvill* s and 
Yanagisawa’s methods.
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APPENDIX A. ■
REALIZATION OF COMPLEX TRANSMISSION ZEROS BY PASSIVE 
RC- NETWORKS.
A .I .  Zero-producing sections for complex transm ission z e ro s .
Let the required pair of transm ission zeros be
- z z = - <$ + j UJo . o  o -  o
This can be realized  as the zeros of the transfer admittance or transfer 
impedance of one of the networks in Figs. A .l , A.2 or A .3 .
The y-param eters of these networks are
k12S
‘*12 = " y21 = k(s+koc - ■ +~'ff" > (A*X)c
k12S
Y u = k ( s  + koc + a 7 ~ r r ) (A-2)
1 kX2S
y22 = k + koc + a s + 6  * *A ' 3*c ..............
49These param eters assume the condition of compactness, that is at
any pAle
r U  ■ r 22 r l 2 "  0
where
yu  ^12 ^12
r , ,  = Res -------» r 0n = ^ s  - 2 - ,  r , n = Res11 s 22 s 12 s
However if there are any noncompact poles in the y-param eters of the 
required networks the excess in the residue of y^2» for example, over
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the amount necessary for compactness can be removed as a shunt branch 
across the output of the section.
The z-param eters of the networks corresponding to the y ones in (A .l) 
to (A.3) can be found, using the z-y relationships, to be
zi 2 = z2 i  = kz (1 + ~ T ~  '  iTTiT ) <A -4)
O C
^  c 1 k12
Zn  = k2 + - i r  + i  <A -5)
OC
z22 = k2 (1 + ~ r  + a > <A-6)
O C
where
kz = -  YT—  <A-7)(a + 1) kk12
Again the excess in the residue of for example, over the amount 
necessary for compactness can be removed as a series branch at the 
input of the section.
bA .2 . Proof that y^> Eqn (5.3.4) can be realized within unity constant
multiplier for any Q . 
From (5.4.2)
b
2^1-y^. iu> = 1
and from the zero producing section, Fig. A.3b, which is used to
.. brealize y ^ ,  we get
■y21 <°> = < l i p  + i f f  >_1
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bTherefore the constant multiplier within which y^  is realized is
b
y21(0) 1 ,  *  
k2 = -  r  <-5 —  + - A - >  <A -8>y21(0) 1 1
Now expand (5 .3.4) and (5 .3 .2)in  the form of (A .l) and (A .3) to get
- 4  = 3+1 - ITT" <A’9>
b i i i  0.5s 1
y22 * ---------  (A .10)
s + 1
where 2 0 - 1q = Q
Coefficient matching in (A .l), (A .9) and (A«2), (A. 10) gives
ko " 1’ koc k12 “ q’ a 0?:
Using the relations given in Fig. A.3b we have
G, = k k (a + 1) = —q—— -1 oc q
and
GU1 _ q + 0.5
a 0.5
Substituting in (A.8) we find
v = 1,
q + 0.5
that is, k2 is independent of Q .
(a)
i r G
•M /V 1
-o
C-^ k
G1= kkoe(a + 1)
C2=
k k ^ ^ (a  + 1)
a<r 7 ~
k rtrt=oc
k. «=
i  &+ vo 0______0_
<5-
(D)
•12
'-eo“ So )2+ %■
. <7
G -  c2_ . 2CT0 - C- 2
o H I
I k
Gi= k ( 2 7 . -  0 * '  o  o
g2= kk1 2 ( a + l )
IIC\J
o a  + 1  p 
a <T. u2
C '
Fig.Al. Zero-producing section; 26* C .o c
G1 
■VsAr-
'1 C g a
x ^
■I h r
AAAr 1
t , /a
(a)
•o o-
C^= k(a+l)
Gn = kk a 1 oc
k k i2 (a + l)
oc
k 1 2 = -
■:. a
.  ■ G2
20-0 - k0c
a " 
%
6~c
(c 'c -  < a ) 2+ujo
C!=
( * )
k(2^ r0 - kop)
<r.
G-, - kk i  oc
G.
C2"
kk1 2 ( a + l) ' 
” “a 
k k i 2 (a + l)
Fiscr.A2* Zero-producing section; 2(7o^(^0 + w0)/6*c
(a)
G„/a
G-
O Cr
■AAAr
G ^/a
G~
(*>)
ci=
Gi =
G2“
C3=
k(a+l)
k k(a+l) oc
k(a+l)2(6-„ - 2ff.,)/2(Ta' c o o
2ffo C2
kk0c(a+X)2
k 0c=
k 1 2 ”
,a ■ Si
ffo + %
<r
(C . -  5"„)2+uji0 C' 0
2k<TP  o
°1 6-
G1 = k k ,  (a+1) 1 oc '
C = 26 ' . )2 ■ <TC c o
<y (a+1)
& 2 =  -  C2 .
n a+1 n 
3” S 3 7 ~  G1
Eig. A3. Zero-producing section; 2 6“ .0 0
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APPENDIX B.
MORE EXPERIMENTAL RESULTS FROM NETWORKS USING NON-IDEA: 
NICS.
Some more experimental verification of the discussion in Chapter 3 is 
presented here . The networks are as follows.
B . l . Linvill *s method
A second order Chebyshev low-pas3 function with 3db ripple in the pass- 
band was realized. The function is
t?/ \ 0.7079F(s) = ---------------------------------(B .l)
s 4* 0.6449s 4- 0.7079
The required network using an INIC is of the form of Fig. 3.18. The 
component values of the corrected and uncorrected networks are given 
in Table B .l . The experimental amplitude response of these networks 
is given together with the expected one in Fig. B .l .
B.2. Yanagisawa*s method
a . A network with Q = 10.
The transfer function is
H (B.2.)F(s) =
s + 0.1s + 1
The required network is of the form of Fig. 3.22. Component values 
of the corrected and uncorrected networks are  given in Table B .2. (with 
Q(s) = s 4-1 and H = 0.38). Their experimental amplitude response 
is shown together with the expected one in Fig. B .2. The e rro r  in the 
response of the corrected network is less than the e rro r  of the co rres­
ponding network realizing the function with 0  = 20. This is expected
-  186 -
since in 6.3 it was proved that the sensitivity to increases with Q.
b . Second order Bessel delay function.
Here
F(s) =     (B.3.)
s + 3s + 3
Horowitz decomposition of denominator polynomial gives
rO(s) = s + V3
Following a procedure sim ilar to that in 3 .9 .1  we find that the required 
network is that in Fig. B.3. Component values of the corrected and un­
corrected networks are given in Table B.3. The amplitude and phase 
response of these networks are shown in Figs. B.4 and B.5 respectively. 
Although the phase has beep corrected the amplitude has not? this suggests 
that the phase is more sensitive than the amplitude in this network. This 
contrasts with the result in 3 .8 .2  for the fourth order Bessel delay func­
tion, and the contrast has not been accounted fo r .
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k T 1 C a l c u l a t e d  • 
U n c o r r e c t e d
O O O C o r r e c t e d
db
10
20
1000100 f  ( c / s ' )
• F i g . B . l .  A m p l i tu d e  r e s p o n s e  o f  s e c o n d  o r d e r  Chebyshev  f i l t e r
with a 3db ripple in the pass-
f ABLE
-hand. ('E^ = 
B . l .
50mV).
Elements Normaliz­ed values
Denormal­
ized 
r=1000O 
f=1000c/s
Cor: 
X. =0.87
■s
rected to 
g =17A,R =14.9101
Cq=550pF ;
A  ■ 
A -  
r 2 
C2
1.234.0. 
0.9635 F;
i a  
1.188 F
1. 234EO. 
0.1533pF 
■ 1 kSl 
0.1892pF
l. 4l9kn 
0.1333|iF 
l k n .
0 . 1892faF
1.568ka 
0.1327|iF 
9830. 
,4 0.l892p
20
C a l c u l a t e d
R e l a t i v e
Gain
(at>)
—  ~ V  U n c o r r e c t e d  
® C o r r e c t e d
10
800 900 1000 1100 1200  
f ( c / s )
1300
P i g . B . 2 .  A m p l i tu d e  r e s p o n s e  o f  t h e  n e tw o r k  w i t h  
Q=10. (E1 =X0 mV). ■ TABLE B .2 .
E le m e n ts N o rm a l iz ­ed V a lu es
Denorm.to  
lkQ., l k c / s
Corr<
ICh =0.832
s c t e d  to  C =5 's
hi;L:=i8a,:Rq= i i .
Ri ! . 0 .5 2 6 3 a 526A 438 n . • 4 2 0 a
1 . 5 2  F 0 .2419 |iP 0 .2907 |i? 0 .2907pP
c i 0 .3 8  F 0.06048^1 0.07269jJ.X? 0 .072  6 9}iP
R2 1 . 61 3a 1 .6 l3 k f t 1 .6 1 3 k a 1 . 868 a '  /
C2 1 p O .I592\iP 0.1592^1? 0.1587\iP
R3. 2 . 6 3 2 a 2 .6 3 2 k a 2.63'2kfl. 2 .6 3 2 k a
Op?
8 k n
- w w
T>
2INIC
Fig.B.3. Network-, for the realization of the func­
tion in Eqn 1.3. :
TABLE B.3.
Elements Normaliz­ed values
Benormal­
ized 
r=1000A, 
f=1000c/s
Cor
Kh=0.825
rected to 
hii=17ll1Rs=11.7kn 
Cg=530jiF
.i h : 2.155a 2.155EH i.778kn 1.761kO
. A  S  : 0.2679 F 0.04264-]i.P 0 . 0 5 1 6 8 jiE 0.05168p
e 2 0.78860 789 a 7890 '84 60.
C2 !  F ' 0.1592}iF 0.1592p.F 0 .1 5 8 7 \ i F
R3 2.155^ 2.155kO 2*155ka
2.155kSV
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Calculated
Uncorrected
O O O Corrected
db
10
20
100 1000 ;
f ( c / s )
Fig.B.4. Amplitude response of 2nd order Bessel, delay func­
tion, (1-^ =1 Oji A. rms).
C alcu la ted .
U n c o rre c te d
C o rre c te dPhase
Lag
(deg.),
100
1000 2000 3000
f ( c / s )
Pig* B5* Phase re sp o n se  o f  second  o rd e r  B e s s e l  d e la y  
f u n c t io n .
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AFPENDDC C.
CALCULATION OF VARIANCE
2C .l .  Determination of <y (x^).
We suppose that each x h a s  been picked from a large population of 
sim ilar elements, whose values have a certain distribution around their 
nominal value. This is a reasonable assumption if we consider all com­
ponents of a certain value and tolerance in the initial batch immediately 
after their production. The kind of distribution depends on the way the 
components are produced. Two reasonable distributions, which have 
also been quoted by some manufacturers, are the normal and the rec t­
angular.
2<T (x^) can be found from these distributions as follows:
1 . Normal distribution.
Let p  be the expected value, and x the actual value, of the component.
If <p(x) is the probability density function of x then,
( f ix)  = < 2 T rfiV *  e x p -  [ (x - / 2 6 2 j (C .l)
where <T ^  is the variance. Suppose
<T = <rQjx (C.2)
where <Tq is a constant, i .e .  all components have the same ‘relative 
e r ro r1.
In practise a component with too much e rro r  will be rejected by the 
m anufacturer. We assume arb itrarily  that 5% of the population is
- 193 -
rejected so that the limits of acceptance are |.t+  1 .96<r . Hie probability 
density function of the truncated distribution is
^ X(x) = ^  (x) 
0.95
x -jx  | < 1 .96cr (C.3)
= 0 , | x - j 0.96(3*
Its variance is
|^+ 1.96(5*
6 ^  = { (x - jX)2 Cpx(x) dx
H - i - M G  C>o
2 ^<T
0.95 1 - \/2TT
1.96
2 , 2u exp (- 2 u ) du (C .4)
where u =   having used (C .l)  and (C .3). We have from integra-
<y
oo
tion by p a r ts ,
fo
fT j 2 2 fl f  f  2 f 2 '
\ j r f j n  exp (- i  u ) du = V ^  j  J exp ‘^ i  u ) du * | u exP ) \
1.96 1,96 1.96
= 0.05 + 1.96 e2p ( - l  • 1.962)
Substituting in (C.4) we get:
S 2 = 0.76 <72 = 0.76 S 2 Ll21 O *
Assuming a component tolerance of 10% we have:
(C.5)
.96 * (7 = 0.1 |
whence
<7 = 0.051o
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and substituting in (C.5) gives
A ^
d 1 = 0.002 jx. (C.6)
2 . Rectangular distribution.
Let x have a rectangular distribution with jx the expected value. If the 
lim its of component acceptance are (1 + b) |x, it can be found, following 
sim ilar procedure as before, that
2 1 , 2 . 2(7 -  - j -  b jx (C.7)
2C .2 . A digital computer program to calculate 6  ^ .
Numerical differentiation can be used to calculate B | r 0 x . .  The pro­
gram  instructs the machine to compute the following:
1. The component values x^, . . .  x^ of the network having the 
transfer function F(s).
2 . The value of ) F (j to) J = M when one x. is replaced by 
( l+ h k )x ^  where k = - 2 .5  (1 )2 ,5 .
3. The <3M/ o:< using 33essel*s formula truncated after the 
third term :
l r - =  s  < -  k  + 4  ( c -8)i
4 . The (J2 using formula (4 .4 .3).
83Since numerical differentiation is an unstable process one must be 
careful in choosing h . For low Q networks h » 0.05, say, is recom ­
mended but it is always advisable to test the accuracy with h «= 0.02.
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For high - Q networks the results may be completely wrong with h = 0.05; 
sm aller h will be needed and perhaps more term s in (C .8). However the 
results around the maximum-M frequency will be suspect.
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APPENDIX D.
HIGH Q FUNCTIONS,
Consider the function
F(s> = —g----— ---------» <D4)
S +  2 T uji 3 +  Uj ^ n n
We will examine the following two cases:
1 . N(s) = H, where H a constant giving
F (S) = — -------------------- (D .2)
s + 2F'uj sJ n n
2. N(s) = Hs, giving
F2(s ) = —2—  - ■ —  - j  (D .3)
s + 2 V Uj s + uj J n n
Both functions have the same poles:
+ jw 0 = - j r ^ n +
whence
(7o
2 2 , 2UJ ~ 6 + Wn o o
ijj being the natural frequency of F(s).
n
There is a maximum in the amplitudes of and at the following 
frequencies
F.: W 2 = Uj2 - ff2 = UJ2 ( l - 2 r 2) (D.5)1 max o o n
that is uj of F. depends on ^ ,
F„: UJ 2 = S 2 +W  = u )2 (D.6)2 max o o n
that is ui of F„ is independent of C» max 2 J
From (D.5) it follows that |F^ (ju>)|has a maximum only when u; ~  (T 
that is when
y  6  0.707
whereasjF (jw)Jhas a maximum for any .
The phase at w  is max
arg F1 (JWmax) = - 90°
arg F (j w  ) = 0z max
The circuit Q is defined as
Q = J y  (D.7)
Thus the value of Q varies inversely with the damping ra tio . Using 
(D.4) it can be seen that the closer the poles are to the ju)-axis the 
higher is Q.
In term s of O the poles are
Then U) becomes max
F , : \jJ -  uj (1 -  * ) that is to and 0  are not1 max n ^ r r  max
independent.
F • Uj = uJ 2 max n
The frequencies (sjg, (<jJ^ <  ^ )  for which
|F (jw )J=  0.707 | F(joamax) j (B.9)
are called the half power frequencies. Their difference is the band­
width B, that is
B = UJ2 - u o t  (D.10)
84Another important property of u»^  and is that
UJL1 2 max
o jj and exist injF^OuJ^for any 0 .  In jF ^ ju j)^  however, they 
exist only when
| Fx (jO) | <  0.707 j *FX 0 w max) [ (D .ll)
In the case of F^, and can be found from (D,$) to be
- to (/l +y2- +f)
whence
From (D.3), (D.4) and (D.12), changing uj also changes the bandwidth.n
However, although the rea l part of the poles changes too, the C does not
change. Also changing only Q ( i .e . the bandwidth changes too but
Ui = ui does not change. Thus we can change the bandwidth with- n max °  G
out affecting the centre frequency. This discussion is very important
for the networks in Figs. 3.24 and 6.1 since there is the possibility of
changing U> or Q independently, max
This argument is not valid in the case of F . , since u> depends on Q .max
However for Q 2>> 1 we can assume that u> remains constant for smallmax
variations in Q .
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