Abstract-In this work, we present a density-matrix model, which considers an infinite quantum cascade laser (QCL) and models transport via a nearest neighbor approximation. We will discuss derivation of output parameters of the model in detail and show the direct mathematical link to the semiclassical rate equation approach. This model can be extended to an arbitrary number of states in the QCL period, without a priori specification of upper and lower lasing level. Application of the model to various QCL structures is possible, including bound-to-continuum structures, which typically employ a large number of states per period. The model has been applied to a 2-THz bound-to-continuum QCL, and a very good agreement with measured V -I characteristics is obtained along with qualitative agreement with measured L-I characteristics in terms of dynamic range.
Infinite-Period Density-Matrix Model for
Terahertz-Frequency Quantum Cascade Lasers excitation of carriers can rapidly degrade device performance. THz QCLs currently operate at cryogenic temperatures (below 200 K [11] in pulsed mode and typically to few tens of Kelvin in continuous-wave (CW) operation, without an external magnetic field).
Various models for transport in QCLs exist [12] : most commonly employing semiclassical approaches such as selfconsistent rate-equation (RE) modeling, which considers nonradiative transitions of carriers due to the various scattering mechanisms, including interactions of electrons with longitudinal optical (LO) and acoustic phonons (AP), alloy disorder (AD), interface roughness (IFR), ionized impurities (II) and other electrons (CC). These models are semiclassical because they consider transitions of discrete electrons between energy levels and neglect coherence effects and quantum mechanical dephasing. Although RE models are usually computationally efficient and provide insight into the scattering behavior, they are unable to correctly describe transport between adjacent periods of a QCL structure [13] because they do not take injection barrier thickness into account in transport calculations. This leads to the prediction of instantaneous transport between the periods, whereas the actual transport that occurs is based on the resonant tunneling.
Alternative approaches based on density-matrix (DM) modeling include quantum transport effects and are able to overcome known shortcomings of RE models, while keeping reasonable computational complexity when compared to more extensive quantum mechanical models such as nonequilibrium Green's function approaches [14] - [18] . DM models are frequently applied to simplified QCL models, containing just two or three states per period [19] - [24] . Output of such models is usually combined with RE output [12] , [22] through addition of the coherent correction term obtained by analytical analysis for the lasing transition. Although this approach reduces the computational complexity, it results in a cumbersome set of analytic expressions, which is inconvenient for bound-to-continuum (BTC) THz QCLs [25] , since these have a large number of states per module.
In this work, we develop an improved general DM approach that extends the model presented in [26] , applicable for an arbitrary number of states per module. The model does not require a priori knowledge on which states dominate the electron transport. The DM method has been proved successful for a variety of This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ QCL simulations, including quantum dot QCLs [27] , nonlinear effects [28] , and self-mixing-effect-based interferometry [29] .
In Section II, we describe the numerical implementation of a DM formalism for an idealized QCL structure with an infinite number of periods and provide a theoretical discussion of the derivation of the output parameters. In Section III, we give a comparison of the RE and the DM model application to a ∼2-THz BTC QCL structure.
II. THEORETICAL MODEL
The previously published extended-DM model [26] considers three adjacent periods of the QCL structure. The Hamiltonian for this structure can be represented as a 3 × 3 block matrix The Hamiltonian block H 1 describes the central period and is composed of tight-binding energies (on the main diagonal) and optical coupling terms of the form H ij = ez ij A inc , where z ij are dipole matrix elements, and A inc is the electric field of the incident light. Depending on the form of A inc , it is possible to simplify the model further. In this work, we use the nonrotating-wave approximation (NRWA) presented in [26] and assume that optical field has the form A inc = A 0 (e iω t + e −iω t [30] and [31] , which was also used in [26] .
The time evolution of the density matrix in (3) is described by the Liouville equation:
For intramodule transport, we can use the semiclassical scattering rates obtained using Fermi's golden rule, and for intermodule transport, we need to include scattering, which only changes the phase between two states without causing depopulation [13] . This is the main difference between the RE and DM approaches: the RE uses Fermi's golden rule for interperiod transport as well, while in the DM, we assume that resonant tunneling will occur at the Rabi frequency through the injection barrier, which is described by the Hamiltonian blocks H 2 and H 3 , and that states additionally change their phase during the interperiod transport. The relaxation term in (4) has the symbolic form ρ/τ relax , but we can represent 1/τ relax as
where the notation (1/τ, 1/τ || ) means that diagonal blocks contain both the intraperiod lifetimes (τ ) and the dephasing times (τ || ), while off-diagonal blocks contain only the dephasing times (τ || ) between the states of different periods. Note that, in (5), we directly implemented the translation invariance of the system. These blocks have the following form:
where τ i = ( 1/τ ij ) −1 are the state lifetimes and τ ij represent total intrasubband scattering lifetimes due to LO, AP, AD, II, and IFR mechanisms, obtained by thermally averaged Fermi golden rule calculations [32] . Dephasing times τ || i j do not depend on intersubband processes; thus, formulation in (6) applies in the same manner to all blocks in the system in (5), with the note that dephasing occurs between two different states; thus, the main diagonal of 1/τ || is filled with zeros, or in other words Due to the symmetry of the system, it is possible to obtain input for (4) by considering only one period of the QCL structure in a tight-binding scheme. Eigenenergies and the scattering rates can, therefore, be calculated by a thermally balanced Schrödinger-Poisson self-consistent approach and adjacent periods can be added by translation due to the applied bias. When a three-period structure is formed, we can calculate Rabi coupling terms as in [30] and [31] (note that it applies H 2 = H † 3 ). Our model primarily focuses on the resonant tunneling in the injection barrier, and this is motivated by the work in [13] . It is possible to generalize this approach for intraperiod resonant tunneling by sequencing the barriers of interest and creating subperiods within one period of the QCL structure, similar to [22] .
Our choice of basis and our results, therefore, depend on the sequence of layers in the period, which should be considered from the injection barrier. The tight binding scheme in the DM model assumes thick padding on either side of the band diagram, in order to ensure decay of the wave functions, as can be seen in Fig. 1 . RE eigenenergies and wave functions are chosen in a different manner; a two-period structure is considered in the Schrödinger-Poisson self-consistent approach, which yields both intraperiod and interperiod rates. Corresponding energies and wave functions are chosen by analyzing their localization within the period. For this reason, RE and DM wave functions can differ, and comparison of the methods can be done only in terms of the final results.
For the DM model, each block in (2), (3), and (5) is an N × N matrix, and substitution into (4) is not straightforward. The issue with the Hamiltonian in (2) is that the UU period has no interaction with the period above it, and analogously, the DD does not interact with the period below it, or in other words, the boundary conditions of the problem are not properly set. This is explained more extensively in the Appendix.
The solution of this problem lies in consideration of a general structure with Q periods. If we construct the Hamiltonian in (2) with Q periods, the Hamiltonian and the corresponding density matrix in (3) will become tridiagonal Q × Q matrices, and the commutator term in (4) will become a pentadiagonal matrix (shown in the Appendix). Equations on the main diagonal of this matrix would only differ at the endpoints, and this means that we neglected the boundaries (contacts) of the QCL structure and assumed instantaneous injection of the current into the device. In this work, we will use this approximation and assume that Q → ∞, which will be useful during the derivation of output (current density and gain profile) from this model. The infinite period approach was also used in [27] and [28] , and here, we include full discussion of its implementation for any QCL structure. It is interesting to note that a Q × Q QCL model when Q is finite can also be developed, but this increases modeling complexity and brings the need for a more extensive model. In reality, QCL periods do not experience same bias conditions, and domain formation effects can even cause some of the periods not to be active. Therefore, the model presented in this work represents an average effect, and in the next section, we shall show that it matches experimental results remarkably well.
The infinite approach in (4) yields the following system of equations:
Current density is extracted as the expectation value of the average drift velocity [33] :
where n 2D is the sheet population density and Z S is the dipole matrix (shown in the Appendix) that corresponds to the Hamiltonian matrix H. Due to the symmetry of the QCL, Z S is a block-diagonal matrix, whose diagonal contains equal blocks Z that correspond to the central period and offset ±kL P for adjacent periods due to their spatial shift from CC, where if we chose odd number of periods (the model does not depend on this, but this choice is convenient)
The expectation value of J is calculated as Tr(ρJ), and since we are considering an infinite structure, the current density is
The trace in (9) passes through every term separately, and it also has a cyclic property (when trace of product of matrices is needed), which can be applied to commutator terms as
. It can be seen that the first three terms in (9) directly correspond to the terms in the first equation in (7); therefore, we can also use the following expression for current density calculation:
Gain can be extracted from j by considering harmonic response of the DM terms to a light field A inc = A 0 e iω t , and this is calculated as − (ε)ω/n r /c, where n r is the refractive index of the material, and ε is the complex permittivity of electron gas, which is calculated as ε = j ac / dE dt . Gain can also be calculated from the optical susceptibility, which equals
c . Both of these approaches are identical; the first one was used in [26] and the second in [27] . In this work, we will use the latter; thus, the gain is calculated as
It is important to note that the unknowns in (7) are matrices, and due to the commutator terms, solving this system is not straightforward. This system becomes more demanding when the NRWA approach is used; every unknown in the system is assumed to have three terms (DC, AC+, and AC−), and the system in (7) expands to 9 × 9 system of equations with 9N 2 × 9N 2 unknowns. The computational complexity of the model significantly rises with the number of states and also influences the accuracy of the solution.
A common approach for systems like that in (7) is to introduce superoperator formalism [13] , [27] , [28] . This turns the system in (7) into a linear system. It is important to note that such an approach should not be directly applied to (4) due to the issue with boundary conditions of the model we discussed earlier. In this work, we will not treat (7) with this formalism but rather explain the solving process from mathematical standpoint.
Systems that take the form AXB in which the unknown X is a matrix of size N × N can be turned into linear system as A ⊗ B T X , where X is a column vector whose elements are taken row by row from matrix X and operation ⊗ is the Kronecker tensor product. In our case, we have commutators, which linearize as τ linearizes as illustrated in [27] . Visually, this can be described by writing down transpose of 1 τ as a sum of N 2 × N 2 matrices. The first matrix of this sum would be N × N matrix, which only has element i in the ith position, etc. The next step is packing those matrices (terms of the aforementioned sum) in the corresponding positions in the N 2 × N 2 matrix. Even though this expansion is cumbersome, its numerical implementation is simple.
The output of interest is dc current, and in this case, the derivative in (10) is zero. When (6) is substituted into (10), we
In (12), we made use of the expression for the state lifetime as
and the fact that population of state i is given by ρ DC ii n 2D . The first term in (12) represents an expression for calculation of current density in the RE approach. The only difference is that in (12) , τ ij represents intramodule scattering rates only, while in RE models, intermodule rates would also be taken into account with the same expression. This means that if RE current was written as j RE = j intra + j inter , the DM current would be j D M = j intra* + j interDM , where j interDM corresponds to the second term in (12) . Note that j intra* is not exactly equal to j intra due to the fact that wave functions for the RE and the DM models are obtained differently, but this expression still illustrates the main difference (and underlying physics) between these approaches.
The DM model can obtain L-I characteristics by iteratively changing the optical field amplitude A 0 in H ac once the material gain becomes equal to the loss. Increase of A 0 causes any excess gain to drop to the threshold value. Optical intensity is calculated as c 0 n r A 2 0 /2, and this is translated by the corresponding device dimensions to the optical power.
The NRWA approach allows us to avoid direct time-domain solving of (7), and it represents the main reason why a priori knowledge of the upper and the lower lasing state is not needed, contrary to other DM models [12] , [19] , [22] that either use perturbation theory or add a coherent correction to the RE approach output and model the gain of the device as a Lorentzian function. Limitations of this model may become apparent with structures where intraperiod resonant tunneling cannot be neglected or structures where the nearest neighbor approximation for the period transport is invalid. It is also important to note that the system in (7) can be combined with Maxwell equations (similar to [24] ) for the applications of interest, and that temperature effects of lattice self-heating could also be included, which we will discuss in the following section.
III. NUMERICAL RESULTS
To demonstrate the validity of the DM and the RE models, we apply them to a structure similar to the one in [34] , shown in Fig. 1 . The band diagram design in Fig. 1 predicts emission at 2.06 THz at 20 K. The 13.6 µm active region is sandwiched between an upper 90-nm thick n+ GaAs layer (doping level was n ≈ 5 × 10 18 cm −3 ), and a lower 600-nm thick n+ GaAs layer (n ≈ 1.3 × 10 16 cm −3 ). The latter layer allows the wafer to be processed into single metal waveguide.
The band diagram in Fig. 1 was calculated by full self-consistent Schrödinger-Poisson energy-balanced scattering transport simulations [35] , [36] . In our modeling procedure, we use three fitting parameters in order to compare our results with the experimental data: 1) total loss in the laser cavity; 2) IFR parameters; 3) contact resistance.
1) Cavity loss directly determines the lasing threshold, and this can be estimated by various waveguide models. In this work, we use a 1-D transfer matrix calculation of waveguide modes, with a Drude-Lorentz model for permittivities, as described in [37] and [38] .
2) The IFR parameters are not experimentally known and can vary from structure to structure. This brings the need for additional sweeping of these parameters in the simulation, and the optimal values depend on the fitting goals: obtaining threshold fit, peak power fit, or power roll over fit (ideally the entire V -I and L-I fit). 3) Contact resistance parameter can significantly shift V -I characteristics, and approximate values can be obtained experimentally. Typical values are several ohms [39] . For the device in Fig. 1 , we used models from [37] and [38] to estimate the loss to 32.42 cm −1 in pulsed operation at a cold finger temperature of 20 K. This design has an experimental dynamic range of 0.837-1.08 A, and IFR parameters are found to match threshold current assuming the calculated cavity loss value; this is illustrated in Fig. 2 . Then, we search for the value of contact resistance that fits the experimental data; this is estimated to 2.15 Ω.
The V -I and L-I characteristics calculated with the DM model for different IFR roughness heights are shown in Fig. 2 . It should be noted that the width of the L-I curve remains relatively unchanged with the increase of IFR scattering. Current is noted to be more sensitive to changes in IFR scattering. The width can be changed by altering the loss value. Our model does not include the self-heating of the lattice above cold finger temperature, and therefore, only pulsed operation can be properly modeled, while CW operation would require an appropriate thermal model [40] .
The RE fitting procedure requires a different fitting approach from the DM due to the differences in the interperiod transport. Our RE model does not include a photon interaction term, and producing L-I results is not straightforward. Therefore, in this work, we focus on the DM model and its full comparison with the experimental results. Note that the IFR parameters used in the DM will not be exactly the same due to the different approaches in interperiod transport and different basis wave functions. Fig. 3 presents current density versus electric field dependence obtained by RE and DM models, while Fig. 4 shows gain dependence on frequency at lasing threshold when gain becomes equal to loss of 32.42 cm −1 . The DM results show a smooth dependence in Fig. 3 , contrary to the RE model that exhibits nonphysical spikes. The structure is expected to begin to lase at K = 1.64 kV/cm in both methods. The results in Fig. 3 were fitted differently only in terms of Δ IFR . We also presented the K-J dependence when all fitting parameters are equal (green-dashed line in Fig. 3) ; however, this result does not reach the threshold current density and overestimates the gain value as well. For the RE approach, we found that the value of Δ IFR = 3.15Å fits the desired current density and the loss value.
Spectral results in Fig. 4 show that the DM approach exhibits broader spectral line, with one hump clearly visible. Very good agreement is observed in terms of lasing frequency of 2.06 THz.
In order to closely examine what happens around a spike occurrence, we will focus around the point K = 1.3 kV/cm in Fig. 3. In Fig. 5 , we present a band diagram and the corresponding wave functions, with the RE model, at the standard point K = 1.28 kV/cm and at the unphysical spike point K = 1.29 kV/cm. In Fig. 5(a) , we can see that the fourth state from the left period |4 is nearly aligned with the eighth state |8 from the adjacent period at K = 1.28 kV/cm. At K = 1.29 kV/cm [see Fig. 5(b) ], position of the states has changed. State |8 is now nearly aligned with the state |2 ; however, compared to the situation at K = 1.28 kV/cm, it seems that the state |2 does not exist in Fig. 5(b) (indicated by circles) . Effectively, state |8 from the second period in Fig. 5(a) became state |4 in the first period in Fig. 5(b) ; this then caused the shift of states when two figures are compared [|8 a → |4 b , |4 a → |3 b , and |3 a → |2 b ; changes are purposely colored the same in Fig. 5(a) and (b) . Note that in Fig. 5(b) , the QCL period gained an additional state (|8 ). A similar situation to that in Fig. 5 occurs at every unphysical spike point observed in Fig. 3 . This is consistent with the characteristic RE model feature of instantaneous transport due to extended wave functions. This depicts that the RE model predicts unphysically high currents due to instantaneous nonlocal transport for spatially separated resonances, which causes detrimental effects in the electron transport. Note that depending on the step size of the electric field in the simulation, more spikes would occur due to a higher probability of producing state alignment (it is also possible to have multiple anticrossings at one point). This effect is caused by the inability of the RE model to describe the QCL structure when anticrossing occurs, and whenever the alignment of two states from adjacent periods takes place, nonphysical spike in the current density-electric field (and hence in the corresponding current-voltage) characteristic of the device is displayed.
In order to obtain comparison with the experimental voltagecurrent (V -I) characteristics, the axes in Fig. 3 need to be scaled by the corresponding device dimensions. Fig. 6 shows how the RE and the DM models compare to the experimental output.
Based on the design in Fig. 1 , L1071_C6_S3 THz QCL wafer was grown via molecular beam epitaxy (MBE) in an Oxford Instruments V-80 H MBE system on a semiinsulating GaAs substrate. The laser material consists of 110 repeat periods of Al 0.1 Ga 0.9 As (Al: 10%) heterostructures forming the ∼13.6 µm-thick active region (see layer structures given in Fig. 1 ). The device was processed into single-metal semiinsulating surface-plasmon ridge waveguide of 200-μm width and cleaved to a length of 3 mm. Fig. 6 compares the measured and calculated optical power-current-voltage (L-I-V ) characteristics at 20 K with the DM approach. Good agreement is obtained once the (realistic) contact resistance of 2.15 Ω is taken into account. Note that the calculated L-I is for the optical power within the cavity, which will differ from the experimental value due to the sensitivity of detector. The shape of experimental data cannot match the theoretical one due to the measurement setup (the beam is collimated onto the detector). The presented experimental data do not show the optical power directly, but rather the voltage variations in the measuring device. For that reason, both experimental and theoretical results were normalized to 1 in Fig. 6 , and emphasis of the result is put on the dynamic range.
In addition to good agreement between the measured and the calculated V -I characteristics, the value of the driving current when the structure begins to roll over (around 1.08 A), agrees very well with the experimental dynamic range due to the fitting procedure we presented in Fig. 2 . This behavior is caused by misalignment of subband levels, i.e., reduced electron transports throughout the injection barrier. Fig. 7 . L − I characteristics for different cold finger temperatures. Full lines represent simulation result, while dashed lines represent the experimental measurement. Scaling was performed, so peak ratio is consistent in both results. We included the dependence of cavity loss on temperature in accordance with [37] and [38] : g th = 32.42 cm −1 (20 K), 32. Another source of discrepancy is that self-heating is not included in our model due to its computational complexity. We expect that agreement would be improved further if included, as gain would reduce faster at higher currents. Note that this effect needs to be included for pulsed operation at higher temperatures as well. To illustrate this, in Fig. 7 , we present the L-I simulations for different temperatures while keeping Δ IFR = 2.02Å and contact resistance of 2.15 Ω.
In Fig. 7 , we included the dependence of the waveguide loss on the temperature discussed in [37] , which slightly decreases, and that is one of the reasons why threshold currents do not fully match the experiment. We also notice that the model gives similar dynamic ranges at 20, 30, and 40 K, and that the sharp drop of peak power is only noticeable at higher temperatures. Such behavior is related to exponential drop of the upper lasing level state lifetime with temperature in BTC structures [41] , which becomes significant in the similar temperature range as in Fig. 7 . It can also be noted that at higher temperatures, the relative rate of theoretical power peaks match the experimental ones. The main reason for the mismatch of theoretical and experimental threshold current may also be attributed to the lack of a full thermal model within these calculations, which assume that heat sink temperature equals the lattice temperature in the device.
The self-heating is certainly larger in CW operation, and the sensitivity of the gain on temperature is larger at higher temperatures, implying that the discrepancy between theoretical and experimental results will then be larger as well. Interestingly, dynamic range at cold finger temperature of 20 K for CW operation is 0.971-1.1 A, which matches the case of 53 K in Fig. 7 , and this gives an idea about the self-heating.
Additionally, the fitting procedure illustrated in Fig. 2 depends on the desired modeling outcome. We noticed in Fig. 2 that for the set value of loss, the width of dynamic range roughly remains the same. This device has much narrower dynamic range for CW operation (0.971-1.07 A), and even though it is possible to fit the threshold value by a higher value of IFR parameters, the dynamic range would be overestimated greatly. This effect happens due to the lack of the inclusion of lattice self-heating due to the electrical power in our model. It is important to underline that IFR parameters do not depend on the temperature, and if they are swept to match CW threshold, that value would compensate the other scattering processes that do depend on the temperature.
IV. CONCLUSION
We have presented a DM model for QCLs, which considers an infinite number of QCL periods, which interact within the nearest neighbor approximation. We derived model output (current density and gain calculation) and discussed the link with the RE model. The mathematical expression we provided shows a clear difference between transport calculation in RE and DM approaches.
We outlined the modeling approach and discussed the fitting parameters, which allow the comparison of the model with experimentally analyzed structures in pulsed mode operation.
When applied to BTC structures, this model provides smooth results in contrast to the RE. The results show very good agreement with experimental data in terms of current-voltage profile, lasing frequency, and current-optical power profile and show promise for application in QCL device optimization.
APPENDIX
If we substitute (2) and (3) into (4) and label the commutator term as M , and rearrange this equation so that M is kept on the left-hand side, we obtain the following expression:
where the terms in M are
Equation (A1) is Hermitian (as expected), but the equations on the main diagonal are not equal. The right-hand side of the equation has completely equal terms on the main diagonal, while the left-hand side does not; therefore, the system is mathematically overdetermined. We have three unknowns and seven equations: ρ 1 (three equations), ρ 2 (one equation), and ρ 3 (one equation) and two extra equations (E 2 and E 3 ). These extra equations describe the coupling between UU and DD periods, which can be neglected; however, this still leaves five equations and three unknowns. This can be resolved by constructing a Q × Q system, and then, (A1) expands to a pentadiagonal matrix. In this case, the commutator term M Q ×Q has terms C U and C D at end points of the main diagonal, while all other terms on the main diagonal are equal to C. This occurrence is the consequence of the fact that the Q × Q Hamiltonian cannot see the period above and below it, and it needs boundary conditions. The main assumption in this work is that boundaries of the devices do not have large influence on the structure, so they can be neglected. Therefore, equations with terms C, U , and D in (A2) need to be chosen for solving the system, and we can let Q → ∞ when finding the output of the model.
The dipole matrix for Q = 3 for our system has the form
where I is an N × N identity matrix, Z S expands correspondingly for larger number of periods, and output of the system needs to be derived as the limit value, when Q → ∞ as described in Section II. Note that Z S does not have any interperiod components, and this is due to the tight binding choice of the basis for our model, which was discussed in Section II. The system is described by equations containing terms C, U , and D in (A1); each commutator in the system linearizes as The steady-state solution can be derived from (A4) by assuming that envelopes ρ dc/ac i are not time dependent. In this case, the system is linear 9N 2 × 9N 2 and homogeneous. This can be simplified by turning the system into a nonhomogeneous system by using the trace condition i ρ dc ii = 1 and substituting this equation instead of any equation of the system into (A4) that targets one of the ρ dc ii elements. Note that choosing some other equation to be substituted would result in unphysical result, due to the fact that system is not diagonally dominant.
