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Abstract
Knowing what to do with the massive amount of data collected has always been an ongoing issue for
many organizations. While data mining has been touted to be the solution, it has failed to deliver the
impact despite its successes in many areas. One reason is that data mining algorithms were not designed
for the real world, i.e., they usually assume a static view of the data and a stable execution environment
where resourcesare abundant. The reality however is that data are constantly changing and the execution
environment is dynamic. Hence, it becomes difficult for data mining to truly deliver timely and relevant
results. Recently, the processing of stream data has received many attention. What is interesting is that the
methodology to design stream-based algorithms may well be the solution to the above problem. In this
entry, we discuss this issue and present an overview of recent works.
INTRODUCTION
Knowing what to do with the massive amount of data
collected has always been an ongoing issue for many
organizations. Today, data are not just ingredients for
churning out statistical reports, but are the basis of sup-
porting efficient operations in many organizations. And
to some extent, they provide the competitive intelligence
needed to survive in today’s economy. Since data can be
potentially so important, it becomes increasingly difficult
to refrain from collecting any data available. The effect of
this is that organizations are overloaded with information.
Data mining has been touted to be the solution (or
perhaps, the killer application) to the problem of informa-
tion overloading. It is supposed to replace the human in
performing the laborious task of sieving through data and
to report only important results. In one sense, data mining
technologies have created many successful stories and
have in the recent years, gained research and industry
interests. Yet, it does not seem to deliver the impact[1] in
terms of penetrating every aspect of life or systems (com-
pared to, for example, the Internet).
There are many reasons for a lack of impact—such as
human factors, technical issues, or a combination of both.
On the technical issue, we believe conventional data mining
algorithms (and hence their products) were designed with
two wrong assumptions. First, it assumes that the data are
static in all aspects. Second, it assumes that the execution
environment where the algorithm runs is stable with abun-
dant resources (e.g., memory or computing power). The
reality however is that both assumptions do not hold in
the context of the problems that we are trying to address.
First, most conventional data mining algorithms oper-
ate on a snapshot of the data. The data may be collected
and stored in a data warehouse where during data mining,
is assumed to remain static even though new data could
have arrived, or partsof the snapshot may no longer be
valid. And throughout the lifetime of the algorithm’s exe-
cution, this snapshot is assumed to be a reflection of the
real-world situation. In addition, the data are assumed to
be constantly available while the algorithm runs, i.e.,
there is some unbound or huge storage space for the
snapshot where the algorithm can read as many times as
it needs. While this may not appear to be an issue, real-
world data are often many times larger. And we are not
talking about scientific data here.
In a single day, Centrelink, Australia’s welfare
agency, has more than 11 million page requests in their
Web logs; Telstra, Australia’s largest telecommunica-
tions company, produces 15 million mobile call records;
American supermarket chain WalMart records 20 million
sales transactions; and Google handles 150 million
searches. For such massive amount of data, it would be
difficult, if not impossible, to generate any results in
useful time by running off-the-shelves algorithms—even
when unbounded memory, storage, and CPU time are
available. This is because existing algorithms are simply
not designed to do so.
The other problem with conventional data mining
algorithms is that they all assumed an execution environ-
ment with all the resources they need, and that all
resources are available until the execution terminates.
Although such assumption is common in other applica-
tions, data mining algorithms cannot have such luxury
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by the sheer amount of time it needs to complete a task.
In some cases, this may be ongoing as data keep arriving.
Hence, data mining algorithms must be aware of the con-
ditions of the host environment (e.g., unavailability of
host, reduced resources, etc).
This awareness is becoming very important in today’s
computing paradigm. Conventionally, data mining is con-
sidered a specialized technology available to a limited
number of organizations. They were often operated in a
controlled and centralized environment, where the analy-
sis involved an expert user. The conventional process of
knowledge discovery follows a strict sequence and algo-
rithms ran in batch modes. Nevertheless, progress in other
technologies changed the paradigm.
Advancements in data storage and acquisition technol-
ogies, wireless and mobile technologies, the Internet, and
smaller computing devices all contributed to this change.
Huge amount of data can now be collected from multiple
sources; wireless and mobile technologies created pervasive
computing; the Internet gave rise to connectivity; and as a
result, users can work across different devices. Most impor-
tant of all, these technologies generate enormous amount of
data that demand ongoing and real-time analysis.
For a while, data mining researchers overcame the prob-
lem by developing faster algorithms and incorporating
interactively into the knowledge discovery process. But the
amount of data continues to grow exponentially compared
to the efficiency of the algorithms. The gap between data
mining and the real world enlarges. Very recently, the data-
base community has recognized that the existing database
approaches (including data mining) are no longer suitable
for handling this class of data that arrives continuously at
a very high rate. Because of its continuity, they are called
data streams.[2] New algorithms for processing and mining
streams were proposed.[3,4] In particular, the mining of
stream data does not require a complete snapshot. All
results are reflected as soon as possible when data arrive,
and it can operate in host environments where resources are
scarce. Despite the limited resources, the algorithm is able
to compute very quickly using a small amount of CPU
cycle. This speedup and lower resource consumption come
at the price of lower accuracy in the results; but the error is
maintained at a user-acceptable level.
To give a clearer picture of what we have discussed
so far, Fig. 1 shows a timeline of a sequence of events
occurring during data mining. The same data are analyzed
by both conventional algorithms (in the upper half of the
figure) and stream-based algorithms (lower half). We first
illustrate the example for the case when the conventional
algorithm is used. Our hypothetical problem here is that
we are interested in looking for interesting patterns. An
interesting pattern in this case is defined as the occurrence
of a symbol which we denoted as T in the Fig. 1.
As in the conventional case, a snapshot of the data is
taken when the user begins data mining. In our example, the
snapshot contains the symbols {H, D, J, Y, U, E, R, P, . . .}.
Once the snapshot is read, the algorithm begins processing
using some sophisticated search technique which at some
point in time, will usually consume a large amount of mem-
ory and CPU cycles as the graph at the top of the figure
shows. During execution, data continue to arrive (usually
at a rapid rate). In the snapshot approach, this newly arrived
data may be stored somewhere until the next analysis is
commissioned. As illustrated in our example, the interesting
element was missed and the algorithm reported an outdated
or invalid result.
To capture the interesting element, the next run of
the algorithm can only start after it arrives and is captured
in the snapshot. In real life, this would be impossible—
because it is impractical to start instances of the algorithm
at a regular intervals due to resource availability, and nei-
ther does it make sense to have a human observe the incom-
ing data. Even if the element is captured in the snapshot,
conventional algorithms may take too long to produce the
results (recall that they operate in batch mode) rendering
the discovery useless, or there is insufficient time to react.
On the other hand, the lower half of Fig. 1 illustrates
what happens when stream-based algorithms are used. In
this case, in place of the snapshot is a summary structure
which holds only a subset of what a snapshot would con-
tain. And once started, the algorithm constantly updates
the summary structure whenever data arrive (so that it has
the best picture of all data seen so far); but the size of the
structure will always be bounded as shown in the second
graph. Also, the CPU cycles consumed is much lower
albeit with some possibility of error.
The error probability is generally outweighed by the
overall benefits. We see that once the interesting element
is detected, the algorithm is able to output this resultu-
sually before its value expires. This happens most of the
time and is thus more useful. In the conventional case,
the chances of missing the interesting pattern or finding
it too late is very much higher due to a batch mode
operation. Given the improvedresults and lower resource
requirements, data stream techniques are popular in some
unique data mining applications.
CHALLENGES IN DATA STREAM MINING
Applications that generate and/or consume data streams are
found mainly in novel applications in the recent years. This
includes customer relationship management (CRM) appli-
cations,[5,6] Web click streams,[7,8] financial markets[9,10]
that retailed products on the Internet, telecommunication-
systems,[9,11,12] and sensor networks.[13,14] The data records
generated by these systems are usually referred to as trans-
actional data streams, and its data objects are often re-
ferred to as transactions or data instances.
Compared to traditional data sets, data streams are
characteristically unique. First, it is unbounded in size
compared to traditional data sets that are saved on storage
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devices limited by their capacity. Consequently, the infi-
nite amount of data that needs to be consumed by any
analytical algorithm is also limited by the amount of
physical memory on the computing device. Since there
is no persistent storage facility in that sense, algorithms
have to process the data streams inan online fashion and
in the order in which it arrives. This is where the chal-
lenges lie when designing algorithms for data streams—
the order in which data objects arrived can neither be
controlled nor can the algorithm have random access
to the data. This gave rise to the well-known “one pass”
requirement concept that is virtually nonexistent in
algorithms for mining traditional data sets. Given these
challenges,[5,15] states that any knowledge discovery
application in data streams should therefore meet the fol-
lowing criteria.
 Transactions should be quickly processed in constant
time: As data streams are high in volume and are
continuously generated at a high rate, it is impractical
to revisit previoustransactions or work through some
data structures since then the processing time would
be a function of some variable and thus, unreliable in
high load situations.
 Memory consumption should be independent of the
stream size: If the data stream is unbounded then no
amount of memory would be sufficient. Algorithms
for mining data streams therefore have to keep in mind
that any design should utilize memory in a fashion that
does not grow proportionally to the size of the data
stream over the time.
 Online access to data mining results: In conventional
algorithms, as in the scenario discussed earlier, the
analyst would wait for the algorithm to complete be-
fore obtaining the results. In contrast, data streams are
continuous and therefore, the algorithm does not ter-
minate. While the algorithm is running, it is necessary
that the user can have real-time access to the latest or
intermediate analytics produced.
 Analytics should reflect the state of the data stream:
Given that the analytics produced at any instance is a
reflection of the data stream in the same instance, such
a system should be capable of adapting to the changes
in the data stream and produce the relevant analytics
Fig. 1 A comparison between conventional data mining algorithms and the new stream-based algorithm by looking at the sequence of
events happening in the data. Also shown are two graphs depicting their resource consumption pattern.
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as discussed in the previous criterion. Preferably, the
system should also be capable of retrieving results at
any instance of the data stream.
 Analytics should be a good approximate to actual
results: In theory, the actual results would correspond
to the results of conventional data mining algorithms
been applied to a snapshot of the data stream been
stored on a disk that is unbounded in size. While this
exact result is often not necessary in data stream appli-
cations, the estimate produced under the above con-
straints should be a good reflection of the actual result.
Otherwise, the analytics would be meaningless.
As a consequence of the above requirements, existing
algorithms are no longer appropriate in the data stream
setting. First, the assumption that data is available at any-
time and that they can be read multiple times violates
the “one pass” constraint. Second, the algorithms are not
design to enable real-time queries. Therefore, changes in
the underlying data stream could possibly invalidate
the results. Unless human intervention takes place to
rerun the analytics, existing algorithms do not have the
means to automatically detect the changes and produce
an updated set of results. These conventional algorithms
include Apriori and FP-Tree in associationanalysis;
k-means and k-centroid methods in clustering; and ID3
and C4.5 in classification.
Data Stream Management Systems
Of course, it would do injustice to the conventional data
mining algorithms for not fulfilling the various data
stream constraints since they exist in the context of a
larger system such as a database management system
(DBMS). When we take a system view to the problem,
we see that the conventional algorithms were built on the
legacy of DBMS design, where data queries are executed
over a data store. On the other hand, data streams simply
invalidated this mode of operation since it is infeasible
to load the data stream into a data store, and have the
queries executed in a similar fashion. This motivated the
need for a data stream management system (DSMS),[7,16]
where the query operations and the relevant analytics
have to be redesigned accordingly. The uniqueness of a
DSMS can be effectively characterized by the following
attributes.
 In a DSMS, data appear in transient streams and may
not be stored persistently. This is in contrast to con-
ventional databases, where data are placed in some
storage device and retrieved through the execution of
a query. Data objects in a transient stream however are
processed in memory and discarded as soon as it was
processed.
 In conventional database systems, the execution of a
query will produce the exact result and the operation
does not have a real-time constraint. Data stream sys-
tems, however, have execution constraints such as
processing cost and time. Hence, the results provided
by the DSMS are usually an approximate.
 In data stream systems, a query is often not seen as a
one-time operation. In other words, once executed,
it runs continuously against the changing data stream
and produces results (and updates) until the operation
is cancelled by the analyst. In the current database
environment, once the exact answer is obtained, the
operation ceases. In the event that the data has
changed, the operation is not executed until invoked
by the analyst.
 In current database systems, data can be stored in any
granularity and later retrieved for further operations.
Again, this contrasts data stream systems, where data
objects arrive at their finest granularity and only the
summary of it is stored. With the DSMS, there is no
way that the analyst can retrieve the original data
objects in the data stream.
 In traditional database systems, performance can be
optimized through aquery plan that exploits the stor-
age pattern of the physical database. This is not possi-
ble in data stream systems since the underlying stream
is unpredictable. Therefore, query plans in DSMS are
often hard to design in advance.
Suffice to say, these characteristics justified the need
to reconsider how a data stream system is built. Unlike
existing database systems, the DSMS requires a different
set of techniques and operations. The essence of any
data stream systems, given the difficult requirements, is
the summary structure as discussed in our example.
Therefore, the problem of designing a DSMS revolves
around the techniques of summarizing the data to facili-
tate similar database queries on the data stream.[16–18] In
the sections that follow, we shall review some of these
techniques.
Histogram
Histograms has been one of the most popular data reduc-
tion techniques.[7,19] They use binning methods to approx-
imate data distributions to minimize the information to
be stored. The distribution of values in a bucket usually
have a uniform spread assumption, i.e., the values are
assumed to be at equal distance from one another. Hence,
one only needs to store the minimum and maximum
value, and the number of values in each bucket; and that
provides a good summary about the original data values.
For those values in the bucket, they can be easily approxi-
mated with good accuracy by the above arrangements.
We present some of the common histogram tech-
niques[20,21] below. In all these variants, data is parti-
tioned into a certain number of b disjoint buckets (or
intervals) Bj (1  j  b); and the data distribution is
3118 Knowledge Discovery in Data Streams
K
enya–
K
now
ledge
D
o
w
n
lo
ad
ed
 B
y:
 [
Ro
me
y,
 G
le
nd
a]
 A
t:
 0
6:
07
 1
6 
Ju
ne
 2
01
0
represented as T ¼ ðv1; f1Þ; ðv2; f2Þ; ::: ; ðvd; fdÞ, where vi
denotes a distinct value in T and fi denotes the
corresponding frequency.
 Equi-width histograms: Partition the data distribution
into buckets such that the number of data points vi in
each bucket Bj is approximately uniform to the other
buckets.
 Equi-height histograms: Partition the data distribution
into buckets based on the summation of the frequen-
cies. Generally, this value is the same for every bucket.
 Maxdiff (Max difference) histograms: Partition the
data distribution such that the differences in frequencies
between adjacent bucket boundaries are maximized.
 V-optimal histograms: If nj is the number of entries
in the jth bucket, fj is the average frequency of that
bucket, and fj,k is the frequency of kth entry in the jth
bucket, then this technique partitions T such thatPb
j¼1
Pnj
k¼1 ðfj  fj;kÞ2 is minimized. In other words,Pnj
k¼1 ðfj  fj;kÞ2 is the variance of the jth bucket,
Hence, a V-optimal histogram is the one with the least
(smallest) variance of all histograms with the same
number (b) of buckets.
 Compressed histograms: First store the most n(n < b)
frequent values in n singleton buckets. The remaining
values are then partitioned into (b  n) buckets using
equi-width or equi-height histograms.
Wavelet Transformation
Another technique for data summarization stems from a
linear signal processing technique called discrete wavelet
transformation (DWT).[15,19] With DWT, one can trans-
form a set of numerical values into a set of wavelet coef-
ficients of the same length. The wavelet coefficients are
then reduced by retaining only those values that are above
a user-specified threshold. This creates a sparse represen-
tation that is well-suited for data reduction. The Haar
wavelet is one of the simplest algorithms used in summar-
izing data streams.
Assume a data set D ¼ {x1, x2, . . . , xn} with the size of
n ¼ 2k. Then, the wavelet tree can be obtained as follows:
1. Let the original data set (also called input signal) be
at level 0 in a wavelet tree.
2. At level 0, each pair wise average and difference
of adjacent data points ðx2i; x2iþ1Þ is computed to
produce the coefficients for level 1. Thus,
s0;i ¼ C ðx2i þ x2iþ1Þ and d0;i ¼ C ðx2i  x2iþ1Þ;
0  i  n=2, where C is a predefined proportionality
constant. The values s0;i constitutes a “smooth” (low-
frequency) version of the signal, while the values d0;i
represent the high-frequency content.
3. At level 1, the value of s0,i is used to compute the
next level by repeating the previous step. This would
give a smoother version of the signal, s1,i and d1,i ;
0  i  n/4.
4. The above is performed repeatedly at each level i to
get the averages and differences at level i þ 1 until
the top level is reached, which has only one average
and difference.
5. Finally, the coefficients are represented in a hierar-
chical form, including the average value at the top
level, and the different values at all remaining levels.
Because the compressed wavelet coefficients can be used
to easily reconstruct the original data set, they are often
used to approximate queries[22,23] and in data mining, for
burst detection.[14]
Sampling
In statistics, the idea of sampling is that a set of random
samples is often a reflection of the original data set and
thus captures the underlying characteristics using less
resources. Therefore, sampling is a good way to summarize
the data in question, or to process large databases.[24,25]
Since most sampling techniques are applied on data
sets with finite sizes, the unbounded stream makes sam-
pling more challenging than it appears to be. In the data
stream context, Viter’s work becomes the fundamental
solution to this problem. In Vitter,[26] Viter introduced
a number of algorithms to sample N records (without
replacement) from a pool of N records, where the value
of N is unknown a priori. Viter’s algorithms were used by
others[27–29] with various degree of success.
To conclude our discussion of data stream systems,
we briefly list some of the relevant projects undertaken
in this area.
 Aurora (Brown/Massachusetts Institute of Technol-
ogy (MIT)) is a DSMS built for monitoring data
streams. In Aurora (http://www.cs.brown.edu/research/
aurora), the data streams are generated from sources
such as sensors, satellites, or stock feeds. The DSMS
tracks the data from numerous streams to detect abnor-
mal activities and also produces summary (aggregation
and reduction) and correlation reports.[30]
 STREAM (http://www-db.stanford.edu/stream) is a
DSMS project at Stanford University that investigates
memory management issues, query processing,[31] and
algorithm design for mining data streams.[32]
 Cougar (http://www.cs.cornell.edu/database/cougar)
is a project by Cornell University to investigate query
operations in sensor networks.[33]
 Hancock is a project by AT&T. The project investi-
gates the building of a domain-specific language, i.e.,
Hancok, to compute evolving profiles of their customers
over telecommunication streams, stock market transac-
tion streams, and credit card transaction streams.[9,11]
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 NiagaraCQ is a project at OGI/Wisconsin (http://cs.
wisc.edu/niagara) focused on studying continuous
queries over Internet XML streams. The project was
motivated by the observation that many Web queries
shared similar structures. The project exploits this ob-
servation to group queries in an attempt to reduce
computational and I/O cost.[34]
 TelegraphCQ is a Berkeley project (http://telegraph.
cs.berkeley.edu) to develop a DSMS for querying in
sensor networks. Much of the research issues investi-
gated focuses on designing algorithms to run continu-
ous adaptive queries over the data stream generated by
the sensor network.[35]
 Traderbot is a Web-based financial search engine
(http://www.traderbot.com) that evaluates (both one-
time and continuous) queries over real-time streaming
financial data such as stock ticks or news feeds.[7]
KNOWLEDGE DISCOVERY IN DATA STREAMS
So far, we have given an overview motivating the need
for data stream applications; discussed the challenges that
such applications face; and also the issues surrounding the
design of data stream management systems, in which data
mining facilities are a part of. In this section, we present
some of the data mining algorithms designed for data
streams. In doing so, we will provide the necessary back-
ground for the reader to compare the differences in the
design of such algorithms against their conventional
counterparts, and to appreciate how the data stream con-
straints are incorporated so as to develop other data
stream algorithms in future data mining tasks.
Frequent Pattern Mining
Let I ¼ {x1, x2,. . . , xn} be a set of items where X  I is an
itemset or pattern. Further, let D ¼ {t1, t2,. . . , tN} be a
database of transactions, where ti  I and N is the number
of transactions in D. Given the minimum support s 2 (0,1),
a pattern X is a frequent pattern (or frequent itemset) if the
support of X, i.e., suppðXÞ ¼ jfX  ti 2 Dgj=N, satisfies
supp(X)  s.
The problem of frequent pattern mining in a transac-
tional database is to find all frequent itemsets in D with
respect to the given minimum support threshold s. Apriori
is one of the most famous algorithm that is often used
to uncover all frequent itemsets from transactional data-
bases. By using Apriori, the number of times to scan a
database can reach k or k þ 1 times, where k is the size of
the largest frequent itemset. This approach quickly becomes
a significant issue in mining very large databases where the
cost to scan databases is very expensive and time-consum-
ing. To reduce mining cost, feature selection,[36,37] parallel
computing,[38,39] and sampling[25,40] has been used. Among
them, sampling is often the preferred technique by virtue of
its simplicity.
Generally, once the load is shed to a manageable level
where processing the incoming sampled stream is possi-
ble under the available processing resources, we can per-
form one of the three common frequent pattern mining
activities.
Frequent item mining
Frequent item mining arose out of a variety of applica-
tions including network management systems, search
engines, telephone call records, etc., where each gener-
ated instance corresponds to an item. In most of these
applications, there are two issues to be addressed: 1) to
find the top k frequent patterns; and 2) to optimize mem-
ory consumption during discovery. Most of the literature
has solution in memory optimization through optimized
counting techniques.
Let us consider an example of this problem in network
management systems. In Demaine,[41] an Internet Service
Provider may be interested in monitoring a data stream of
Internet Protocol (IP) packets to find the top k users’s IP
addresses which consume the most bandwidth. Such
a query changes over time and given the speed at which
IP packets are potentially generated in a large multiuser
setting, this is where a one-pass frequent item mining
algorithm is needed. The Simple algorithm proposed in
Demaine[41] (and also in Karp[42]) was designed for such
problems. Each transaction is seen to contain one data
object, which in this case is the IP address, and the objec-
tive is to find those IP addresses which consume a certain
amount of bandwidth (i.e., the threshold).
In the Simple algorithm, an array K of size d1/se is
used to count the frequent IP addresses, where s is the
minimum threshold. Each element in the array K contains
two fields: the item label (IP address) and the frequency
count. When a new item arrives in the stream, look for
it in K and increments the frequency count by 1 if found
or otherwise, insert the item into K and initializing the
frequency count to 1. Since K stores much lesser items
than N, the number of unique items seen in the stream so
far, K can become full. When that happens, the algorithm
decreases the frequency count of all items by 1 and for
those whose frequency value is zero, they are removed
from the array. Clearly, the items in k at any time would
be the superset of those frequent items since K’s size was
determined by d1/se.
This straightforward algorithm is a good example of
a design for data stream applications. The array size is
bounded and fixed regardless of the size of the incoming
data stream. In terms of memory consumption, the array
size is very small compared to the memory utilization by
conventional algorithms. Also, each incoming item in the
stream only needs to be looked at once and the processing
takes place on a fix time bounded by the maintenance of
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K against the incoming item. On the drawback, while the
top K frequent items are obtained at anytime against the
latest state of the data stream, we observe that this algo-
rithm is unable to accurately provide the actual frequency
count from K. While the items in K is guaranteed to be the
top K frequent items, the frequencies recorded is at best
an approximation.
Frequent pattern (or itemsets) mining
Applications that generate transactional data streams are
candidates for frequent pattern mining. These include
Web click streams, e-commerce recommendation sys-
tems, and financial markets to name a few. Generally, the
solutions for finding frequent patterns in data streams are
extensions from algorithms for finding frequent items.
Hence, most of these techniques are memory optimization
methods. Needless to say, the memory issue is far more
challenging in frequent pattern mining (compared to fre-
quent item mining discussed in the previous section) due
to the exponential increase of patterns to be tracked when
the number of items increased linearly. As a result, it is
difficult to determine the memory consumption in ad-
vance and thus force some research to estimate memory
usage empirically.[29,43,44]
The Lossy Counting-based algorithm reported in
Manku[29] was one of the first piece of work for frequent
pattern mining in data streams. The algorithm uses a sum-
mary structure D containing a set of entries of the form
(set, f, D), where set is an itemset, f is the approximate
frequency, and D is the maximum error probability. The
data stream is divided into buckets of equal size w and
processed in batches. Suppose the main memory contains
b buckets, then Manku and Motwani’s[29] algorithm
maintains D as follows.
For each entry in D, f is updated by counting the
occurences of set in the current batch. A new itemset is
inserted into D if its frequency in the current batch of
buckets satisfies f  b. An entry (set, f, bcurrent  b) for
the new itemset is thus created in D. Periodically, the
entries that satisfy f þ D  bcurrent are deleted from D.
To ensure that the transactional stream is efficiently pro-
cessed, the algorithm uses a number of implementation
techniques. Specifically, there are three modules—the
buffer, the Trie, and SetGen. The buffer repeatedly reads
a batch of transactions into the available main memory
while the Trie is used as the physical representation for D.
The SetGen module operates on the current batch of
transactions to find frequent itemsets. To handle variable
sized transactions and to avoid explicit enumeration of all
subsets in a transaction (which is extremely expensive),
the algorithm uses a rule that a subset wil be enumerated
if and only if it occurs in the Trie or its frequency in the
current batch exceeds b. This is why the algorithm needs
as much memory as posible to process the data stream
in batches.
The inherited drawbacks of Lossy Counting aside, the
first drawback of Manku and Motwani’s[29] work is that to
reduce the number entries in D, b must be large since
a small b value results in a large increase in the number
of entries placed into D. Secondly, all available memory
is used for buffering the transactions and hence, D has
to be made a disk-based data structure. As a result, there
is a major impact on the performance. Consequently, the
solution is suitable only in situations where queries and
analysis of the data streams are pseudo real-time. Later
works however, e.g., Yu[43] and Jin,[44] did make improve-
ments to this limitation.
Time changing frequent pattern mining
Given that data streams are constantly changing the state
of the database, the patterns discovered at one instance
may no longer be the ones that are frequent in the next
instance. Unfortunately, most algorithms find all frequent
itemsets and hence, process the data stream in batches. In
other words, the transactions are buffered and the discov-
ery takes place on the buffered transactions. When the
next set of transactions overflow the buffer, it triggers the
algorithm to replace the existing frequent patterns with
the ones recently discovered. In this mode of operation,
real-time processing is absent and results are not timely.
In situations where the patterns can change quickly over
time, the buffer approach fails.
FP-Streaming[45] is an example of an algorithm that
finds frequent patterns with respect to the time parameter.
The frequent patterns obtained by a query is time-sensitive
in the sense that the analyst can query for frequent patterns
between arbitrary time intervals. Central to the algorithm
is the maintenance of a data structure call FP-Stream
which is an extension of the FP-tree structure.[46]
FP-Stream includes two components: a pattern tree and a
tiled-time window. Instead of representing transactions
like FP-tree, the pattern tree stores patterns where each
node in the pattern tree represents an itemset including all
items from the root node to the current node. The tiled-
time window at each node maintains the frequency count
of the corresponding itemset at different periods of time.
The FP-Stream structure is maintained over the lifetime of
the data stream.
Over a period of time T, the frequency of a pattern is
counted. Since the pattern may be frequent in one time
period Ti but not in a longer period Tj(Ti  Tj, the loga-
rithm tiled-time window is used to store the frequencies
of a node at different granularities of time. For example,
the frequency of a pattern X would be stored as f(n, n);
f(n 1, n  1); f(n  2, n  3); f(n  4, n  7), and so on.
Hence, the number of levels at each node is relatively
small (log2(n) þ 1). Next, the data stream is divided into
batches of transactions B1, B2,. . . , Bn,. . ., where Bn is the
latest batch. Patterns are computed whenever a batch Bi
arrives. Each pattern is used to find a node in the pattern
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tree and the frequency updated in the tiled-time window.
At the node, the frequency counts are shifted to the next
window to make space for the update or if all the win-
dows are full, merging of the counts occur before saving
the latest count.
Given that the above has to be done for all possible
patterns, memory consumption is a concern and so the
algorithm does housekeeping of the pattern tree from time
to time. This is done by deleting the older tiled-time
windows toward the tail end if a delete condition is satis-
fied. This delete condition is used in conjunction with the
Apriori property to further limit the level of consumption
in main memory.
The strength of this algorithm is its ability to answer
queries about the frequent patterns between any two time
instances. The answers to the queries are much more
precise at the expense of a much higher processing cost
and memory cost. As a result, it is difficult to consider FP-
Streaming an online algorithm where real-time responses
are required from high speed data streams. Nevertheless,
this work forms the basis for mining patterns under time-
changing conditions. Subsequent works addressed the
various aspects of this issue include the use of sliding
windows in Chang[47] and Chang[48] for better real-time
analysis; finding the difference in patterns of two data
streams;[49] and finding temporal patterns.[50]
Clustering
Clustering is the process of partitioning a group of records
into subgroups (or clusters) such that the data points in
each group are similar to the other points in the same
group but are different to the data points in the other
groups.[51] Clustering algorithms predominantly fall into
two main techniques. The partitioning method, where k
partitions are predefined and the objects are then placed,
based on greedy heuristics, into a partition based on some
objective function. The other approach is the hierarchical
method, where the algorithm works either in a top-down
or bottom-up approach. In the top-down approach, all
data objects are initially in one cluster and in each
iteration, the algorithm divides the clusters into smaller
clusters. In the bottom-up approach, each data object
started as a cluster and up iteratively merged until the
desired number of clusters is reached.
The nature of data streams presents three key chal-
lenges clustering algorithms: 1) the compactness of the
representation; 2) incremental process of new data
objects; and 3) clear identification of outliers. The first
challenge meant that the clusters must be representable
in a form that is independent on the size of the growing
data stream. The second challenge meant that clustering
algorithmsmust be capable of placing a newly arrived
data object quickly into a cluster. In other words, the
similarity function must depend on the comparison of all
data objects. Finally, the last challenge is the need to
quickly identify outliers. This is more difficult than it
appears to be due to the fact that an outlier at some point
in time may form a new cluster in the future. In the
sections that follow, we review some of the algorithms
for clustering data streams.
CluStream and variants
Probably the most representative algorithm for clustering
data streams is CluStream first reported in Aggarwal.[52]
CluStream was designed to address the issue of discovery
over evolving data streams. To address this problem, two
novel concepts were proposed: 1) the use of microclusters
which is an extension of the feature vector in BIRCH;[53]
and 2) the pyramidal timeframe.
Essentially, the microcluster is some sort of summary
structure for the atomic cluster obtained from the online
component of CluStream. It maintains statistical informa-
tion about the data points assigned to the cluster which is
used to compute the centroid. A micro-cluster is defined
as a (2d þ 3) tuple ðCF2x;CF1x;CF2t;CF1t; nÞ, where d
is the dimension of data points. CF2x and CF1x are the
sum and squared sum of the data values for each dimen-
sion in the cluster respectively and both are vectors of d
entries. Correspondingly, CF2t and CF1t are the sum and
squared sum of the time stamps; and n is the number of
data points assigned in the cluster.
The pyramidal timeframe is a table that stores snap-
shots (at different time instances) of the microclusters.
Periodically, a snapshot is taken to capture the set of
microclusters in existence. As the snapshot becomes
“older” overtime, less space is allocated to store informa-
tion about the microcluster at that time instance. That
is, the longer the snapshot of the microclusters exist in
the pyramidal timeframe, the more space is allocated
and hence, the microclusters are further summarized by
merging the information that two microclusters contain.
The algorithm in CluStream that uses the above concepts
is given below.
1. Initially, CluStream clusters off-line from an initial
set of data points to create the initial q-clusters.
2. After that, the online component kicks in. When a
new data point arrives, it will be clustered into one
of q clusters and the corresponding microcluster
updated. The new data point may end up as a new
cluster to reflect the evolution in the data stream. In
order to get more space for new clusters, the old ones
may be deleted if they are identified as outliers, or
two old clusters may be merged.
3. Periodically, a snapshot is taken to capture the set of
q microclusters, and that is stored in the pyramidal
timeframe. The old snapshot is deleted (if the pyra-
midal timeframe is full), or the latest snapshot is
“aged” to the next slot before inserting the new snap-
shot in the latest slot.
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4. The off-line component is used each time a query is
made. The answer to the query will come from the
summary information held in the pyramidal time-
frame and the q clusters.
The design in CluStream allows the algorithm to store the
status of the data stream at different time instances and
thus allow interesting queries to be issued. For example,
given two different time instances, we can compare the
differences in the clusters formed to understand how a
particular cluster has evolved and potentially identify the
data item(s) that caused the change.
The CluStream framework was later utilized in Ong[54] to
cluster categorical data streams. Named SCLOPE, the algo-
rithm was derived from three previous works namely,
CLOPE,[55] CluStream, and FP-tree.[46] In SCLOPE, a cate-
gorical data stream is divided into windows. With each
window, the online component is utilized to construct a
FP-Tree for all transactions appearing in the window similar
to the algorithm proposed in Han[46]] but with additional
information about each branch of the data structure. From
the constructed FP-Tree, SCLOPE groups the similar paths,
i.e., those branches sharing the same prefix in the FP-Tree
into microclusters. Since each branch represents a set of
similar transactions and that overlapping branches are more
similar than those that do not, the effect is similar to cluster-
ing as observed in CLOPE. Once the local microclusters are
created, the off-line component is applied to cluster them
into global clusters using the CLOPE algorithm.
Another variant of the CluStream algorithm is the
StreamCluCD algorithm. This algorithm is designed
based on the Lossy Counting algorithm discussed in
Manku.[29] In this algorithm, each cluster is represented
by a histogram (for all m attributes), which are used to
compare the similarity of a new record to the cluster.
When a new data object arrives, it is compared with the
histogram to determine the best cluster for the data object.
The cluster’s histogram is then updated to reflect the new
data object. If no cluster fits, the data object becomes a
new cluster if the space constraint, controlled via the
e and s parameter in the Lossy Counting algorithm, is not
violated. The drawback of this algorithm is in the sensi-
tivity of the objects chosen as the initial clusters.
k-Median
An alternative approach to CluStream is based on approx-
imation algorithms to cluster the data points in metric
space.[32,56–59] k-Median is one such notable algorithm,
where the sum of the distance from each data point to its
closest assigned median is expected to be minimized.
Let o ¼ (N, dist) be a metric space, where n is a
ground set and dist : N  N ! Rþ [ f0g be a distance
function. Further, let M be a median set and Y be the data
set that we want to cluster into k clusters, where both are
the subsets of N. Then for all data points x 2 Y, we denote
ASGðx;MÞ ¼ minm2Mdistðx;mÞ as the closest member of
M to x, and denote ADðx;MÞ ¼ distðx;ASGðx;DÞÞ as the
assignment distance of x under the set M. Using these
notations, the cost function of k-median problem can be
defined as
FYðMÞ ¼
X
x2Y
ADðx;MÞ ð1Þ
Thus, the objective of k-median is to find a set M that
can minimize the cost function FYðMÞ. The k-median
problem can be further divided into two subproblems:
continuous k-median and discrete k-median. We call con-
tinuous k-median if the set M is chosen from space N,
which means it is not limited in Y. Otherwise, we call
discrete k-median, i.e., M is chosen from Y.
To cluster stream data, bicriterion (a, b) approximation
algorithms are often used. In this approach, the produced
set M has at most a  k medians and the cost function for
that M is no more than b times the cost of the optimal
solution. An algorithm for k-median problems was intro-
duced in Guha[32] and Guha,[56] where the algorithm
builds clusters (using the bicriterion) incrementally and
hierarchically. Like SCLOPE, the algorithm processes the
stream in batches of data points, each fitting the primary
memory. The algorithm is summarized below.
Let m be the size of memory, k be the given number
of expected clusters. This algorithm can be summarized
as follows:
1. Let m be the number of data points that can be held in
primary memory. Upon receiving m data points, the
algorithm clusters them into 2k points, i.e., a ¼ 2.
These points are called intermediate medians and are
weighted by the number of data points assigned to it.
2. The algorithm reiterates the step above until it has
m2/2k data points from the data stream, where it will
cluster the m first-level medians into 2k second-level
medians. Each median in the 2k new intermediate
medians is also weighted by the total number of data
points assigned to it.
3. Maintaining at most m i-level medians and on seeing
m data points, the algorithm generates 2k(i þ 1)th -
level medians with the weight of each new median as
the sum of the weights of all intermediate medians
assigned to it.
4. When users request the result, the algorithm clusters
all intermediate medians into k final medians.
This approach was later improved by Charikar[58] and
Mishra,[59] where the accuracy of the approximation factor
b is enhance and the memory is better utilized. Babcock
et al.[57,60] later extend the solution to work in a window
model rather than processing them in batches. The advantage
of these algorithms is that they can process the data stream in
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limited space, and the clusters are represented in a compact
manner—it only requires the set of medians to be recorded.
On the down side, these algorithms are extensions of the k-
median and thus find hyper-spheres as clusters. Additionally,
it is not clear how these approaches can be extended to
categorical data streams.
Classification
In contrast to clustering, the objective of classification is
to build a model that can be used to predict the class (or
missing attribute value) of a future data object whose
class (or the value of interest) is unknown. Generally,
classification is a two-step process.
In the first step, as known as learning, the model is
built from a set of training samples, where the class of
each sample is knownin advance. In the second step, the
model constructed by the algorithm by learning from the
samples are used to predict future objects.[61] Typically,
the learning models are represented as classification rules,
decision trees, or some mathematical function. Classifica-
tion using decision trees has been well-studied and many
algorithms were developed.[62] Classification using the
Bayesian[63] network is a technique based on statistics.
There are also techniques in machine learning and neural
networks.[61,64–66] In the sections that follow, we review
the data stream variants that were built on the foundations
of these classic algorithms.
Very fast decision tree (VDFT) construction
VFDT[67] builds a decision tree for classification based on
the Hoeffding bound. The initial state of the decision tree
consists of only one single leaf node, i.e., the root node.
As data points arrive, the tree is built iteratively (starting
fromthe root) by replacing the leaf nodes with decision
(or test) nodes. To do this, statistics about the data points
are stored at each leaf node. The statistics include the
counts nijk representing the number of data points of class
label k reaching that leaf node when the attribute j
receives the value i.
The decision on whether a node is to become a test
node depends on two factors—whether there are enough
data points at the leaf node, and whether the selected
heuristic evaluation function, e.g., C4.5 or the Gini index,
supports the split. If both criteria are met, the node is
changed into a decision node and one of the available
attributes is selected as the test condition. This is done
throughout the lifetime in processing the data stream. The
significant strength of VFDT is the time cost to evaluate
the heuristic evaluation function each time a data point
arrives at a leaf node. VFDT minimizes this cost by eval-
uating the function using only those data points since the
last evaluation. This is further capped by using the mini-
mal number of such points using the Hoeffding bound
before deciding to split a leaf node.
One weakness of VDFT is that it assumes the underly-
ing stream to have a stationary distribution.[67] And if the
datapoints are buffered on disk, performance takes a hit as
the data points are read at random.
VFDT for continuous attributes
An extension of VFDT is reported in Gama[68] for contin-
uous attributes. Named VFDTc, a decision node has only
two descendent branches and the splitting test is a condi-
tion of the form attributei  cuttingpoint. Therefore, the
two descendant branches correspond to the values of true
and false as returned by an evaluation of the condition.
To identify the cutting point, a vector representing the
distribution for the data points reaching a leaf node is
maintained, and for each continuous attribute, a binary
tree is maintained. Each node in the binary tree contains
three fields.The first is the node identifier, which is also
the value i of the attribute. The other two are vectors of k
dimensions, where k corresponds to the number of class-
es. Each time a data point reaches the leaf, all its binary
trees are updated. From these binary trees, the informa-
tion gain of a given attribute can be computed. Hence, the
best attribute with its best cutting point can be found.
On the drawback of this algorithm, this approach is com-
putationally expensive due to the amount of work needed to
create metadata for identifying the split. Also, VFDT does
not work well on data streams where concept drifts occur.
Concept-adapting VFDT
Where concept drifts occur in the data streams, the deci-
sion tree constructed by VFDT quickly becomes outdated
and so, the prediction accuracy on new data objects drops
significantly over time. To address this problem, Hulten
et al.[69] proposed an extension of the VFDT. Called con-
cept-adapting VFDT (or CVFDT), the decision is built
from at most n data points. And unlike VFDT where only
leaf nodes are required to store sufficient statistics, the
decision nodes in CVFDT must also maintain sufficient
statistics.
To maintain concept drifts, the CVFDT algorithm per-
iodically scans the decision nodes and for those nodes
whose sufficient statistics suggest some new attribute that
would be a better candidate for the test condition, an
alternative subtree starting at that node is created. Over
time, as the new subtree becomes more accurate than the
older one, the old subtree is replaced. Hence, there can be
more than one subtree rooted from the same internal node
in CVFDT. In this case, there are instances when CVFDT
actually maintains them simultaneously.
Ensemble classifiers
The classifiers that we have discussed thus far built a
single model to predict every possible outcomes in the
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data stream. The issue with this approach is the implicit
assumption that the training data and the testing data
shared a similar distribution. While this assumption is
arguably reasonable, it contradicted with the assertion
that a data stream’s distribution and its characteristics
do evolve over time. Consequently, it was argued in
Wang,[70] Fan[71,73] and Gao[74] that a better model is to
have a number of classifiers working on the same data
stream where the results among the classifiers are com-
bined to give a prediction. This led to the development of
a generic framework to discover concept drifting data
streams using weighted ensemble classifiers.
In Wang et al.’s[70] framework, the set of classifiers
may be a combination of models, e.g., decision trees,
Naive networks, Ripper, etc., learnt using different tech-
niques or algorithms. The ensemble of classifiers will-
build the top k-classifiers that can learn with the best
accuracy. To do so, the data stream is processed in
“chunks.” When a chunk of data points arrives, a new
classifier is created for that chunk. At the same time, the
same chunk is used to update the weights of the older
classifiers. The weight of each classifier is updated based
on the expected error of that classifier in predicting
the data points in the new chunk. Often, this weight
is inversely proportional to the error value. The top
k-classifiers that gave the most accurate prediction are
chosen into the ensemble.
This approach has the advantage that it can produce
a better prediction than the single classifier approach.[67]
The disadvantage lies in the complexity of maintaining
the set of k classifiers. Furthermore, the results are often
sensitive to the size of the data chunk and the number of
classifiers in the ensemble. Given that different types of
classifiers are picked in the ensemble, trying to identify
the proper parameter is often not easy—especially when
the data stream is concept drifting.
StreamMiner
StreamMiner[71–73] is a classifier system that can detect
and learn changing in data streams automatically. The
system relies on the decision tree model. There are two
types of changes that StreamMiner can learn: concept
drift and distribution drift.
Different from other learning systems, StreamMiner
does not need the labeled data in new data stream imme-
diately. It only needs when the change is detected. To
identify the change, it bases on statistically estimated loss
measures. In detail, firstly, the model based on the deci-
sion tree is built from a training data set. When processing
new stream data, the system compares the statistical value
at each leaf in the tree to detect the change. Let dt be a
decision tree constructing from training data set D; and
S be a data stream. Each instance in S is classified by a
unique path from the root to some leaf node. Assume that
n is the number of instances classified by leaf ‘; and N is
the size of the data stream seen so far. The statistics at
leaf ‘ is defined as
Pð‘Þ ¼ n‘
N
ð2Þ
Clearly, the sum of P(‘) overall leaf nodes in the tree
dt is equal to 1, i.e.,
P
Pð‘Þ ¼ 1. The Pð‘Þ describes how
the instance space of the stream S is shattered among the
leaf nodes solely based on attribute test results of the
given decision tree dt. It does not consider either the true
class labels or attributes that are not tested by dt. Now the
statistical difference between the training data set D and
the stream data S can be identified. This value will be
reflected in P(‘) as follows
PS ¼
P
‘2dt jPSð‘Þ  PDð‘Þj
2
 100 ð3Þ
where
PD(‘) is statistics at leaf ‘ on the training data set D
PS(‘) is statistics at leaf ‘ on the data stream S.
This PS is called the error rate or guessed loss of the
model on the new stream data. Therefore, this approach
does not need the labeled data in the data stream for
identifying the change. Instead, it compares statistical
difference at each leaf node in the model. If this PS value
is much higher than an application-specific tolerable max-
imum value, a small number of data records in the new
data stream is chosen to investigate their true class labels.
This means, only after “guessing” there are some changes
in the data stream that the model may not be suitable, the
system needs to identify true labels of some samples in
the new streaming data. With these true class labels, the
true loss of current decision tree is statistically estimated.
If this value is also higher than the tolerable maximum
value, the decision tree should be reconstructed by using
the same true class labels sampled in the previous step.
This system has been tested and used for credit card fraud
detection applications.
CONCLUSIONS
It might appear to some readers that data stream problems
are very much restricted to a few application domain and
thus, the solutions may not deliver an impact on a larger
scale. For example, it is probably easier to see the value
of a clustering algorithm on any data applications over a
clustering algorithm in the data stream environment that
is restricted to only a few specific applications. In our
opinion, this view does not do justice to the solutions
brought about by data stream problems.
Regardless of the application, we are witnessing an
exponential growth in the amount of data to be processed.
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And that has kept the data mining and database commu-
nity working on better algorithms to process the larger
volume of data. If we consider the bigger picture of data
analytics, the larger data set affects not just analytical
times but also the ease at which the analytics can be
presented and interpreted by the analyst. Since it has been
known that data mining is an iterative and interactive
process, the analyst will require multiple runs of the
algorithm with different parameters. Consequently, the
exact results may not be paramount during analysis, and
improvements in the level of interactivity between the
algorithm and the analyst is often preferred.
In other words, the analysis of data usually begins with
the analyst forming a hypothesis and so, the algorithms
are run with parameters to obtain analytics that verifies
that hypothesis. In most cases, this process would involve
fine tuning of the algorithm’s parameters as the analyst
tries to zero in on the results. Therefore, the intermediate
results during the process serve more to give directions
to the analyst rather than giving the answer to the hypoth-
esis. If so, the analysis would be more productive if the
analyst’s chain of thoughts are not broken, and that the
analyst does not have to wait for the algorithm.
This is where the techniques brought about by data
stream problems can be useful. Since data stream algo-
rithms process data far more quickly than conventional
algorithms and give an estimate in real time, the level
of interactivity is much higher between the algorithm
and the analyst within the same time period. Therefore,
we argue that the analyst is likely to zoom in on the
right results far more quickly than using conventional
algorithms.
It is on this basis that we believe data streams algorithms
might be the way future data mining algorithms are devel-
oped. The amount of data will continue to grow larger
although they might not necessarily become data streams.
However, when the data set is sufficiently large, the benefits
of data stream techniques will no doubt become useful.
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