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CHAPTER 1. INTRODUCTION 
1.1 Overview 
The search for the best numerical solution procedure for turbulent flows has 
received much attention in the CFD community for several decades now. Turbulent 
fluid motion which exhibits an irregular condition of the flow is generally believed 
to be governed by the Navier-Stokes (N-S) equations (along with appropriate forms 
of continuity and energy equations, if the N-S equations are meant strictly for the 
momentum equations only). But the system of N-S equations is nonlinear in nature, 
and its solution is not deterministic if turbulent flows are considered. Apparently, no 
analytical solution of this kind will be available, and no general theory of turbulence 
exists by which the phenomenon can be predicted accurately in configurations of 
practical interest. For this reason, a numerical solution has to be employed. However, 
it is difficult to obtain an accurate numerical solution for turbulent flows because such 
flows are characterized by a wide spectrum of turbulent eddies of different sizes that 
must be resolved. So far, the success has been somewhat limited. 
The most common numerical approach used today is the so-called "Reynolds-
averaged equations" (RAE) method. It was first proposed by Osborne Reynolds 
more than a century ago. In this method, one starts by defining the flow variables as 
time mean values plus fluctuations and then solves the time-averaged N-S equations 
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for the mean variables. A turbulence model has to be supplied in order to close 
the system of the governing equations. Over the years, this approach has been used 
exclusively in computation of industrial flows, and turbulence modeling ranging from 
the simple mixing-length model to the more complicated Reynolds-stress model has 
been proposed with varying degrees of success (Launder 1990; Benocci 1991; Bushnell 
1991; Wilcox 1993). 
Other numerical approaches that solve the time-dependent N-S equations by 
preserving the unsteady structure of the turbulence are the direct and large-eddy 
numerical simulations. Unlike the RAE approach which only seeks a solution for a 
single scale of turbulent flows (i.e., the mean quantities), the direct and large-eddy 
numerical simulations resolve a wide range of turbulence scales and thus have the 
capability to provide higher-order statistics computed from the instantaneous flow 
fields. Greater detail of turbulence physics can hence be studied. For this reason, 
botii methods have been a focal point of the turbulcnce research community for the 
last decade. 
Direct numerical simulation (DNS) involves the direct numerical integration of 
the time-dependent N-S equations without use of a turbulence model. It therefore 
attempts to fully resolve all important scales of the turbulence—from the large-scale 
motion, which is typically imposed by the flow geometrical length, to the small-scale 
dissipative eddies. Because of this, higher-order accurate numerical schemes and 
very fine grids are typically required. It is well known that the turbulence dissipation 
rate can be approximated as, e ~ IL, where q is a turbulent volocity scale and 
L is the length scale of the large eddies (Townsend 1976). To directly simulate the 
t u r b u l e n c e  w o u l d  m e a n  r e s o l v i n g  f r o m  t h e  l a r g e s t  s c a l e ,  L ,  t o  t h e  s m a l l e s t  s c a l e ,  r j  
3 
( =  I ' ^ [ I — t h e  s o - c a l l e d  K o l m o g o r o v  m i c r o - s c a l e .  C o n s e q u e n t l y ,  t h e  m i n i m u m  
number of equally spaced mesh points required to resolve a general three-dimensional 
(3D) isotropic turbulence would be 
iV = (-)3 = (i.i) 
"q V 
where Rej^ is the so-called turbulent Reynolds number. Specifically, if wall-bounded 
turbulence is considered, Moin (see Rogallo and Moin 1984) has shown that the 
equivalent resolution can be expressed in terms of a Reynolds number based on the 
height of the channel and bulk velocity as 
N  ~ (3i?em)^/^ (1.2) 
Using this estimate, we see that the grid points required will be proportional to the 
9/4 power of the bulk Reynolds number, Rem- To simulate a typical real-life flow, 
which has a bulk Reynolds number greater than 10^, is beyond the reach of present 
day computational resources. 
Nevei'theless, past experience has indicated that the above estimate may be too 
pessimistic. Fewer grid points than given by the estimate has proven to be adequate 
to resolve turbulence structure, although most simulations performed to date were 
still hmited to fairly low Reynolds numbers. For example, the wall-bounded channel 
turbulent flow simulated by Kim et al. (1987) used 4 million grid points at Rec of 
3,300 (based on centerhne velocity and channel half-height). 
Despite its limitation in high Reynolds number cases, the data bases generated 
by DNS at low Reynolds numbers have emerged, in reccnt years, as a supplement 
to laboratory experiments, especially for obtaining quantities which can't be easily 
measured such as the pressure-strain correlations and higher-order statistics. For 
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instance, Moin and Spalart (1989) have reported an evaluation ot" hot-wire response 
in a turbulent boundary layer using their DNS data bases, Wilcox (1993) has cited 
examples using the DNS results to calibrate and evaluate phenomenological turbu­
lence closure models, and Kays and Crawford (1993) have discussed the behavior of 
the near-wall turbulent Prandtl number using the DNS results. 
With the capability of parallel computers for the next generation scheduled to 
19 • have a ten'a-flop (10 floating operations per second) performance, perhaps DNS 
can adequately simulate medium range Reynolds numbers (e.g.. Rem = 10^ — 10^). 
However, it is clear that DNS would be out of reach to use as an practical, daily 
engineering tool. Therefore, DNS will be used mainly as an alternative turbulence 
research tool in developing turbulence theory and modeling—at least for the foresee­
able future. 
Unlike DNS, large eddy simulation (LES) does not try to resolve all the scales 
of turbulence; instead, it resolves the so-called large scale (filtered) field of variables 
from the time-dependent filtered N-S equations, while modeling the small sub-grid 
scale (SGS) fields. It is usually observed experimentally that while the large scale 
turbulent motion is geometry- and flow-dependent (and could be highly anisotropic), 
the small scale eddies are generally more universal and isotropic. In LES, therefore, 
the SGS model might be able to faithfully capture the small-scale turbulence effects 
and, at the same time, be universal enough to be valid for different types of industrial 
flows. In other words, it is hoped that LES would offer the advantage of resolving 
the unsteady large flow fields, while adequately modeling the small scale eddies. 
Therefore, it might be applicable for more complicated turbulent flows and, more 
importantly, for higher Reynolds number flows. 
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To date, the LES approach has been successfully applied to the atmospheric tur­
bulent boundary layer (Wyngaard 1990) and simple laboratory flows such as isotropic 
or homogeneous turbulence. But despite the optimism expressed by researchers in 
the 1970s, it (LES) has not lived up to the expectation of solving complex engineering 
type problems yet. Perhaps this was in part due to the surge of DNS activity during 
the mid 1980s when computer power was increased dramatically so that "the backseat 
...has been taken by LES" (Reynolds 1990). Also, the inadequacy of simple eddy 
viscosity models in dealing with complex flows was a major reason that prevented 
LES from becoming an engineering tool. This is because the small scale turbulence 
existing in engineering applications often carries a significant portion of the energy or 
is responsible for turbulence production, e.g., near the wall (Ferziger 1981). Accurate 
representation/resolution of those scales thus requires use of more complicated SGS 
models. In essence, LES is an approach that lies between DNS and RAE. Inevitably, 
it inherits some of the common problems existing, rcspectiv<>ly, in DNS and R.'\E. 
In recent years, however, there has been renewed interest in the LES approach 
due to new developments in SGS models, e.g., the RNG model (Yakhot and Orszag 
1986; Piomelli et al. 1990) and the dynamic SGS model (Germano et al. 1991). The 
recent research efforts have again raised the hope that LES may be able to provide 
simulation data bases for developing an improved phenomenological turbulence model 
at much higher Reynolds numbers than would be possible by DNS. In time, LES will 
also become competitive with the traditional modeling approach for solving 3D time-
depondetit flows like vortex-boundary layer interaction and separated flows (Piomelli 
1993a). And with the development of more advanced SGS models, it is hoped that 
extension of LES to more complex geometries will become feasible in the near future. 
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1.2 Background on Internal Turbulent Flow Simulations 
A brief review of the current status of numerical simulations (both LES and DNS) 
in internal flows will be provided in this section, although attention will be mainly 
given to the planar channel and square duct flows. Also included is an account of 
recent progress in simulations with heat transfer and effects of compressibility in 
channel flow. For more detailed reviews of the development of LES and DNS, the 
interested reader is referred to Rogallo and Moin (1984), Schumann and Friedrich 
(1987), Reynolds (1990), Ferziger (1993), Piomelli (1993a), and finally Nieuwstadt 
(1990) for free-convection simulations. 
The planar channel flow has been a widely used test case for research in the area 
of the wall-shear turbulence for several decades now. The flow can be regarded as two-
dimensional (2D) bounded with the top and bottom walls having infinite length in the 
spanwise direction. The resulting mean flow quantities are therefore two-dimensional 
although the turbulence structures are fully three dimensional. To date, numerous 
experiments have been performed to visualize the neax'-wall structure and to measure 
the turbulence statistics (e.g., Kline et al. 1967, Blackwelder and Kaplan 1976, and, 
more recently, Niederschulte et al. 1990). Experimental evidence has indicated that, 
very near the wall, there are coherent structures of low- and high-speed "streaks" 
which have a mean spacing of approximately 100 wall units (i.e., lOOur/'', where 
ur is the friction velocity) alternating in the spanwise direction. Those streaks are 
forming a "sweep" and "ejection" sequence that is bringing in higher momentum 
fluid parcels and then lifting lower momentum fluid to the outer layer. The event is 
ijeiieved to be responsible for most of the turbulent energy production of the flow. 
As for the mean flow, experimental measurements and developments from di­
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mensional reasoning have both indicated that there exists three distinct universal 
layers of flow structure near the wall, namely, a linear sublayer, a buffer layer, and a 
so-called "law of the wall" region (Tennekes and Lumley 1972). The inner-most layer 
which is also called the viscous sublayer is an unsteady region (0 < < 5) where 
the turbulent effects are minimal and the viscous force is dominant. The velocity 
profile can be expressed as = y'^, where = u/ur and = Uryli'- Above 
that region from y"'' of 5 to about 30, the viscous and the turbulent stresses have 
the same order of magnitude—this is the buffer layer. Beyond that region comes 
the logarithmic layer where the turbulent effect is most important. The velocity 
profile is governed by u"'' = l/zclnj/"'" + B, where K is the von Karman constant 
approximately taken as 0.40 and B is the intercept roughly bearing a value of 5.5 
(Schilichting 1979)—but small deviations from these values exist. Further, if heat 
is acting as a passive admixture (i.e., it does not affect the flow dynamics), then 
experiments have shown that a similar thermal wall layer structure exists for the 
temperature profile—providing the Prandtl number is not extreme (Kader 1981). 
To numerically simulate the plane channel flow, the main physical challenges 
thus are to resolve (or model) accurately the near-wall turbulence structures that 
are responsible for the majority of turbulence production and to predict the law of 
the wall plus other higher-order statistics. For LES, the role of the SGS model is to 
correctly mimic the physical process of cascading the energy from the larger scales 
to smaller eddies. Additionally, as mentioned by Piomelli (1988), any insufficient 
resolution of a niunerical scheme near-wall (or ill-approximation of the wall boundary 
conditions) will result in an incorrect shear stress balance. This, in turn, will cause 
the under- or over-prediction of the wall shear and the wall layer thickness. It follows 
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that the resulting turbulence statistics will not be predicted correctly. 
Due to the limitation of computational speed, early LES of the channel flow 
[e.g., Deardorff (1970) and Schumann (1975)] all employed synthetic wall boundary 
conditions; that is, artificial wall conditions which prescribe the slip velocities accord­
ing to an empirical law of the wall, and place the first grid point from the wall well 
outside the viscous sublayer. As a result, only the core region was simulated, and 
no near-wall structures were resolved. Nonetheless, the agreement of the computed 
mean velocity profiles with experiment data in channel core region was fair. 
Moin et al. (1978) performed the first LES using the no-slip wall condition 
in an attempt to resolve the wall layer turbulence in a channel. A pseudo-spectral 
method was used for the spatial discretizations in the horizontal (homogeneous) di­
rections, and second-order finite differences were used for the wall (inhomogeneous) 
direction. Due to the use of a relatively coarse grid (16 x 65 x 16), the computed 
turbulence statistics only agreed qualitatively with the experiment results of Hussain 
and Reynolds (1975) at Rec = 13,800 (or RCT = 640, based on the friction velocity 
instead of the centerline velocity). But the overall results were promising. 
The first calculation of the von Karman constant, K , was found to be 0.46 ±0.05 
by Orszag (1981) using a spectral method with 64 modes in three dimensions, and 
Rec = 5000. Besides the law of the wall, only the Reynolds shear stress and root-
mean-square (rms) value of the spanwise velocity were given. 
Encouraged by their previous simulation, Moin and Kim (1982) successfully 
carried out another LES of channel flow using up to 516.096 grid points for Rec = 
13,800 again. A two-part eddy viscosity model was used, and the turbulence statistics 
compared favorably with the results of Hussain and Reynolds (1975). The near-wall 
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turbulence structures were resolved and indicated existence of low- and high-speed 
streaks, although the mean spacing was over-predicted. 
Later, Kim et al. (1987) performed a fine grid DNS of channel flow at Rtc = 
3,300 {RCT = 180). The results are generally believed to have resolved all the 
important scales of the near-wall turbulence and, therefore, has been treated as a 
benchmark case for the low Re plane channel flow. A total of 192 x 129 x 160 mesh 
points were used in x, y, 2 directions, respectively, for a computation domain of 4Tr6 x 
28x'2-k6 (where 6 is the channel half-height). A pseudo-spectral method was used with 
Fourier series in the homogeneous directions {x and 2), and a Tchebyshev polynomial 
expansion in the wall direction [y). Different statistics have been computed including 
the turbulence statistics of higher orders, the energy spectrum, vorticity fluctuations, 
and others. In addition, the predicted spacing of the spanwise streaks seems to agree 
well with experiments. 
A channel flow simulation at higher Reynolds numbers has been performed by 
Piomelli (1993b) using LES with a dynamic model. Different Reynolds numbers were 
studied ranging up to Rec = 47,100. For the highest Reynolds number case, the 
results agreed fairly well with experiments, and the near-wall structure was captured 
using a grid resolution of 64 x 81 x 80 and a domain of 2.57r6 x 6 x O.STTS. 
The channel flow simulation including the transport of passive scalars has been 
performed by several researchers. Kim and Moin (1989) conducted DNS of the chan­
nel flow including transport of passive scalars with 2 x 10® grid points at Rec = 180. 
The spectral code used by Kim et al. (1987) earlier for incompressible simulations was 
employed with the addition of a passive scalar transport equation. Flows at three dif­
ferent Prandtl numbers, namely, 0.1, 0.71, and 2.0, were simulated. The results were 
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in excellent agreement with empirical correlations and experimental measurements. 
Kasagi et al. (1992) carried out another DNS of a passive scalar field using a 
constant wall heat flux boundary condition at RCT of 150. .A. spectral method and 
about 1.5 million mesh points were employed. Detailed Reynolds stress and heat flux 
budgets were computed and discussed. Later, Sumitani and Kasagi (1993) performed 
the same channel simulation with an addition of mass flow injection and suction in 
the lower and upper walls, respectively. Expectedly, the injection from the lower wall 
would promote the turbulence production while the suction on the upper wall would 
suppress the turbulence level. Both phenomena were captured and their statistics 
were compared to the zero injection and suction case. 
The passive scalar transport for the channel flow using LES was performed by 
Cabot and Moin (1993) with a dynamic SGS model. Use of the dynamic SGS model 
made it unnecessary to prescribe the turbulent Prandtl number. Coarser grids were 
used (32 X 63 x 64 for the Rej = 150 — ISO cases) but the agreement with the DNS 
results of Kim and Moin (1989) and Kasagi et al. (1992) was good. 
Compressible simulations of the channel turbulent flow have been carried out 
both by DNS (Coleman 1992) and by LES (Ridder 1992) using a compressible version 
of the Moin and Kim (1982) SGS model. Both simulations ran with an adiabatic wall 
condition and with moderate Mach numbers (i.e., 1.5 and 3.0 for the former one, and 
0.7 for the latter). Since the flow will accelerate because of the compressibility effect, 
a fictitious body force was used to maintain a fully-developed flow region in order 
to apply the inflow and outflow periodic boundary conditions. Additionally, Ridder 
(1992) has found that at Mach number of 0.7. the density fluctuation {rms value) is 
still small at approximately one percent of the mean value near the wall, indicating 
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the effect of compressibility is still minimal at that Mach number. 
Besides the channel flow simulations, other incompressible simulations involving 
more complicated flow geometry such as the scjuare duct has been conducted in recent 
years. The LES of a turbulent square duct flow was first carried out by Madabhushi 
and Vanka (1991) using the Smagorinsky eddy viscosity model and 13,520 grid points 
at a Reynolds number [Rer) of 360, based on the averaged friction velocity and duct 
width. Although existing experimental measurements were all conducted at much 
higher Reynolds numbers, the simulation results were found to agree quantitatively 
with experiments. The mean secondary flow along the corner angle bisector was 
also resolved from ensemble-averaging. At about the same time, a similar duct flow 
simulation using LES was also conducted by Kajishima and Miyake (1992). 
Gavrilakis (1992) performed DNS of the 3D square duct flow at Rer = 300 
using 16 million grid points with a second-order finite difference scheme. Detailed 
flow fields were resolved and, again, the mean secondary flow was captured. Different 
turbulence statistics were calculated such as the mean vorticity and skewness factor. 
Huser and Birigen (1993) and Huser et al. (1994) also carried out DNS of the 
square duct at a higher Reynolds number [Rer) of 600. About one million grid 
points and a spectral/higher-order finite difference scheme were used. Additionally, 
the Reynolds stress budget was calculated to provide input for phenomenological 
turbulence models. 
Finally, in addition to the aforementioned channel and square duct flow simula­
tions, the flow over a 2D s<(uare obstacle embedded on the channel floor was studied 
by Yang and Ferziger (1993) with LES using a dynamic SGS model, a symmetric 
backward-facing step flow was simulated both by DNS (Le and Moin 1992) and by 
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LES using a dynamic SGS model (Akselvoll and Moin 1993a; Akselvoll and Moin 
1993b), and a LES study of the 3D square cavity flow using a dynamic SGS model 
was carried out by Zang et al. (1993). 
1.3 Turbulent Forced Convection with Property Variations Due to 
Heat Transfer 
The problem of turbulent forced convection with heat transfer is of great impor­
tance in industrial applications such as flows in heat exchangers, nuclear reactors, 
and combustion chambers. But the assumption of constant fluid properties is ap­
parently an idealized situation, especially if the fluid medium is a gas. It is well 
known that, for a gas, the fluid properties such as viscosity and heat conductivity 
vary at the same rate with respect to the absolute temperature while the Prandtl 
number and specific heat only have a slight dependence on the temperature (Kays 
and Crawford 1993). As a consequence, unless the temperature variation due to heat 
transfer is small (whereby the constant property assumption can be invoked and the 
energy equation is reduced to a passive scalar equation), the effect of the temperature 
induced fluid property variations should be accounted for. Including the effects of the 
propex'ty variations due to severe cooling or heating is therefore necessary to provide 
an accurate prediction of design parameters such as the Nusselt number. 
Unfortunately, variable-property turbulent internal flow is generally diflScult to 
study both with theory and with experiments in several ways. Analytically, with an 
addition or removal of the heat, the density and proijerty variations will cause the 
flow to either accelerate or decelerate. As a result, no true fully-developed state will 
be achieved for the velocity profile except for some special cases, and no analytical 
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solution will be available. Early research efforts have used the fully-developed flow 
assumption to derive flow parameters of interest (Deissler 1950; Deissler and Eian 
1952), but only with limited success. Experimentally, as pointed out by McEligot 
(1986), measurements of the mean quantities like velocity and temperature profiles 
(and other turbulence statistics) are difficult because (1) an accurate determination of 
the viscous layer is critical to determination of heat transfer parameters, (2) the tube 
(or duct) diameter has to be small in order to exclude the buoyancy effect, and (3) 
a significant measurement error could occur when the temperature variation is large. 
For these reasons, experimental results are generally only available for parameters like 
the friction factor and the Nusselt number. Few results have been reported regarding 
the higher order statistics. 
For instance, Nicholl (1970) measured mean quantities and rms values of the 
velocity and temperature profiles in the heating and cooling of the lower and upper 
wind tunnel walls, respectively. The temperature condition was imposed abruptly at 
some distance from the entrance of the tunnel resulting in a thermally developing 
flow. The maximum temperature variation was lOO^A'. But the buoyancy effect was 
found to be significant. 
Despite the difficulty in obtaining reliable measurements for internal flows with 
significant heat transfer, numerical solutions for internal gas flows, on the other hand, 
have offered some invaluable predictions of the flow and heat transfer variables (see 
McEligot 1986 and Kaka? 1987 for general reviews)—especially for the laminar flow 
case. Nonetheless, in the case of turbulent flow, the accuracy of the predictions 
are mainly dictated by the turbulence closure model employed. The earlier popular 
models used were either the eddy diffusivity or the mixing length models (McEligot 
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et al. 1970; Bankston and McEligot 1970; Schade and McEligot 1971). Both mod­
els have proven to be generally successful in simple-geometry flows with constant 
properties. But under strong heating or cooling, the effective eddy viscosity, the tur­
bulent Prandtl number, the law of the wall, and the thickness of the wall layer could 
change due to variations of the fluid properties, and thus an ad hoc treatment has to 
be employed. Since prediction of heat transfer parameters are most sensitive to the 
assumed value of the turbulent Prandtl number near the wall and the thickness of 
the wall layer (i.e., y'^ < 30, where a-^curate knowledge of them 
would be critical to ensure a successful calculation. 
More advanced turbulence models like the two-equation k — e model (or the 
full Reynolds stress model) can be employed, especially if a more complicated flow 
i.s considered, i.e., with flow separation. But complications still arise since either a 
wall-function or a low-Reynolds number model has to be used in the near wall region 
(Benocci 1991). Again, due to the property variations, the turbulence structure 
might change. Modifications of either the wall function or the low-Reynolds number 
model might therefore be needed. Furthermore, even for a constant property flow, 
most turbulence models have diflficulty in predicting accurately the heat transfer 
quantities, especially in separated regions. 
With the aforementioned problems in analyzing the turbulent flow with tem­
perature dependent fluid properties, it is obvious that a detailed knowledge of the 
turbulence and heat transfer structure near the wall will be valuable in provicHng 
information to aide development of more accurate turbulence models. Con.seciucnt!y, 
either DNS or LES could play an important role in building a data base that can 
contribute to a better understanding of turbulence physics. But since the governing 
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equation now will be the fully compressible N-S equations, DNS with a fine grid 
will be somewhat prohibitively expensive. As a result, LES seems to offer a more 
economical way of achieving the goals. 
1.4 Objectives and Accomplishments of the Present Study 
The present study has focused on different aspects of numerical algorithm de­
velopment and the numerical simulations of turbulent flow with and without heat 
transfer. In the past, the majority of the work done with LES/DNS has used the 
spectral method to solve the N-S equations. Although the spectral method is accu­
rate in simple geometry flows such as the plane channel, it is difficult to implement in 
engineering type flows with complicated geometry. Hence, it is important to develop 
efficient numerical finite volume algorithms for the LES technique with a view toward 
computing the more complicated flows such as the backward-step flow. This kind of 
flow possesses important features of practical interest. Therefore, the primary goal 
of this study was to develop a consistent finite volume formulation for the simulation 
of turbulent flows. 
Although the pseudo-compressibility method has, in recent years, been gaining 
popularity for obtaining time accurate solutions of incompressible flows, applications 
to LES/DNS are still limited. One objective of this research was to perform LES 
using the pseudo-compressibility method and, in addition, to study effects of differ­
ent spatial discretizations and grid arrangements. Since the numerical simulation of 
the incompressible channel is regarded as well established, it servos as a test case for 
tiie present study. Additionally, it is important to develop a conipre-ssible scheme 
that couples the N-S equations using a "preconditioning" technique to run efficiently 
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at a wide range of Mach numbers. Thus, it becomes feasible to solve flows involv­
ing the incompressible and compressible flow conditions simultaneously, such as the 
converging-diverging nozzle, or flows with significant thermal effects. 
Another objective of this report is to apply the newly proposed dynamic SGS 
model of Germano et al. (1991) to different flow conditions such as the square-
duct (with more complex geometry) and compressible channel (with compressibility 
effects). The dynamic model has received great attention from LES researchers ever 
since its introduction. The model is not yet complete, but it apparently has great 
potential to emerge as a superior one for handling complex flows. 
Finally, turbulent flow simulation involving heat transfer that causes the fluid 
properties to vary has yet been performed. The last objective of the current LES 
study on effects of fluid property variations can therefore contribute in three ways. 
First, to reiterate, better understanding of the turbulence structural changes under 
significant heat transfer will help in developing an improved phenomenological model. 
Quantities which might be difficult to obtain in experiments (even in a low heating 
case)—such as the pressure-strain correlation, temperature-velocity correlation, and 
some triple correlations—can be easily calculated from numerical simulations. The 
LES can thus provide valuable data bases for such purpose at higher Reynolds num­
bers than would be possible with DNS. Secondly, using LES to study the detailed 
flow structures can help to provide understanding not only in low speed flows but also 
in high speed flows as well where the compressibility effects can alter the turbulence 
structure. Such a study can help to isolate the high speed inertial effects which would 
be present in compressible boundary layers (Lele 1994). Thirdly, by applying LES 
to such flow conditions solving the compressible N-S equations will pave the way for 
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future applications to flows with more complicated geometries and with heat transfer. 
To summarize, the main accomplishments of the present study have been 
• The development of a imified formulation for simulations of both incompressible 
and compressible turbulent flow using a preconditioning method. 
• A comparison of the performance for the different spatial algorithms and grid 
arrangements in 2D and 3D flows. 
• An evaluation of the performance of the dynamic SGS model both in incom­
pressible and compressible turbulent flows. 
• Performing LES of the channel flow with property variations under significant 
heat transfer and studying turbulence structural changes due to property and 
density variations. 
1.5 Outline of the Thesis 
The governing equations and SGS models needed for closure are detailed in 
Chapters 2 and 3 for incompressible and compressible flows, respectively. While the 
formulation for the incompressible flow is rather straightforward, particular atten­
tion is paid to development of a dynamic SGS model in Chapter 2. Further, the 
non-dimensionalization process of the governing equations will be discussed, and a 
compressible extension of the dynamic model will be derived to calculate the turbu­
lent momentum and heat fluxes in Chapter 3. 
Chapter 4 describes the finite-volume formulation used to cliscrctize and solve the 
N-S equations. Three different spatial algorithms will be discussed together with the 
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artificial (or pseuclo) compressibility method. A general preconditioning technique 
will be developed to be applied to both compressible and incompressible flows. A 
strongly implicit procedure to solve the system of algebraic equations will be detailed 
next. 
Chapters o, 6, and 7 report, respectively, the results of 20 laminar flows, 3D 
incompressible channel and duct flows, and a 3D compressible channel flow. The 
2D laminar flow results are used to validate the proposed numerical schemes. The 
3D incompressible simulations are used to demonstrate the capability of the present 
schemes to perform turbulent simulations, to compare the three spatial schemes, and 
to evaluate the different SGS models. In addition, the channel flow LES results using 
the compressible formulation with heat transfer were studied. 
Finally, a brief-summary of the present work along with conclusions is given in 
Chapter 8. Final recommendations for future research are also briefly discussed. 
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CHAPTER 2. INCOMPRESSIBLE FILTERED EQUATIONS AND 
SUBGRID SCALE MODELS 
This chapter and the next discuss the filtered incompressible and compressible 
N-S equations and their SGS modeling approaches, respectively. The incompressible 
N-S equations are, in reality, just a special case of the compressible ones obtained by 
assuming constant density and dropping the energy equation. Historically, however, 
most of the LES work started with the incompressible formulations, i.e., incom­
pressible filtering and SGS modeling. Although extensions from the incompressible 
formulations to compressible ones are mostly straightforward, some further complica­
tions do arise. Presenting the incompressible flow formulations first might therefore 
help to provide a good background before the compressible filtering and modeling is 
considered. 
Since the 2D laminar flows have also been computed for code validation purposes, 
it is to be understood that the 2D governing equations can be deduced from the 3D 
ones by simply dropping the third dimension and neglecting the turbulence modeling 
parts. 
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2.1 Nondimensional Incompressible N-S Equations 
The time-dependent incompressible Navier-Stokes equations with constant vis­
cosity that govern fluid motion, in non-dimensional form, are, 
Ij = » 
where the dimensionless quantities «j, and are the three velocity components, 
the dynamic pressure, and a general forcing function, respectively. In addition. Re is 
the Reynolds number based on the selected reference length and velocity scales, and 
6^j is the Kronecker delta. A summation is understood for repeated indices. 
For the fully developed flows considered in the present study (i.e., the 2D small-
disturbance channel, 3D plane channel, and 3D square duct), the forcing function, 
Fj, represents a mean pressure gradient in the streamwise direction^ so that the first 
term, dp/dxj^ on the right hand side of the momentum equations has a zero mean 
value. Conseciuently, for the fully developed flows, the defined instantaneous pressure 
variable will satisfy the desirable periodicity assumption in the flow direction (so will 
the three velocity components). The use of periodic inflow and outflow conditions 
are especially convenient for turbulence simulations as this bypasses the need to 
prescribe what would have been turbulent stochastic conditions. The issues and 
difficulty of implementing stochastic conditions for inhomogenoous flow directions 
will be discussed in a later chapter. 
^Here, the coordinate .r will always be taken as the streamwise direction whenever 
applicable. Furthermore, a;2, and .-r3 will correspond to x, y, z, and vice versa. 
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The vakies of Re and Fi depend on the reference velocity used in the non-
dimensionalization process. If the friction velocity U7-(= o'-' averaged 
friction velocity in the case of a square duct, is used as the reference velocity, then Re 
is denoted as Rej—the so-called friction Reynolds number. Further, it can be shown 
that F\ is known a priori (see Appendix A). This is the fixed pressure gradient 
approach with Rer specified as input. 
On the other hand, when the initial channel centerline velocity is used instead 
for the reference scale. Re is then denoted as Rec, and the forcing function is not 
known in advance except for the 2D fully-developed laminar channel flow case (see 
Appendix A). For this reason, Rec, along with an initial mass flow rate are specified, 
and Fi is then determined dynamically at the next time level n 1 in order to keep 
mass flow rate constant by (Benocci and Pinelli 1990) 
Ff+1 = Ff-|^(g"-gO) + ^(Q"-^-QO) (2.3) 
where At is the time step size, Q is the volume flow rate per unit span computed at 
each time step, and is the specified initial value. This is the constant flow rate 
approach. 
Numerical experiments have indicated that the latter approach reduces the com­
putational time required for the turbulence to develop because of the convective time 
scale that it operates on—especially in transitional flow simulations (Dang and Mor-
choisne 1989; Gilbert and Kleiser 1989; Benocci and Pinelli 1990). In the present 
investigation, the author has used both approaches to perform the numerical simu­
lations. It was confirmed from calculations that the fixed mass flow rate approach 
does offer a savings in terms of the computational cost. Additionally, the approach 
is more natural for dealing with more complicated flows where the centerline velocity 
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is typically used as the reference scale. 
2.2 Filtering Approach 
Historically, a general definition of the LES filtering was first introduced by 
Leonard (1974). Specifically, the flow variable is decomposed into large (filtered) and 
sub-grid (residual) scales as follows: 
u: = u,- -1- li (2.4) 
The large scale is defined as 
n G j { x j , x ' j )  (a'j 1 ^2, 3^3 )dx'^ dxijdx''^ (2.5) 
where the integral is applied for the whole flow domain x^ and a/- are the space 
vectors, and Gj is the general filter function in three dimensions. .Apparently, the 
eff"ect of Gj is to remove the small scale fluctuations from v-i in forming the large 
scale, T(^, and then — tt.j is the unresolved sub-grid scale (or residual) field 
variable. 
If the variable m is constant, the filter function must satisfy the constraint of 
/  G { X ) d X  =  1 (2.6) 
as can be seen from Eq. (2.5). Meanwhile, if the filter function is homogeneous, i.e., 
Gj{xj,xj) = Gjixj following convolution relation holds, after transform­
ing Eq. (2.5) into Fourier wave space. 
^'2' ^'3) — n ajikj) 
L,=i 
"•iih' ^ '2' h) (2.7) 
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where kj is the wave number in three dimensions, Uj is the transformed value of the 
filtered variable in the wave space, etc. 
For a uniform filter function Gj (i.e., the filter width is constant) with prop­
erties of piecewise continuously differentiable and bounded support, it can be fur­
ther shown that the filtering and differentiation operators are commutative; that is, 
df jdx = df jdx. But in general, the filtered variable is not necessarily constant— 
Jg ^ fg. This is in contrast to the Reynolds-averaging approach where the averaged 
(filtered) variable is constant (independent of time) resulting from the infinite time 
averaging procedure. The averaged variable in that approach, therefore, carries all 
the turbulence information in a single scale. 
Theoretically, any form of filter function that is homogeneous [or, in a more 
strict sense, any generalized filter function that satisfies Ecj. (2.6)] can be used to 
filter the N-S equations. In applications, however, only three different forms of the 
filter function have Ijeen used: the spectral cut-off. Gaussian, and top-hat (box) 
functions—due to constraint of the numerical schemes employed. The three filters 
are listed below: 
1. Spectral cut-ofF filter The spectral cut-off filter is defined in the physical 
where the filter width, Aj, is tt/A'c, and kc is the cut-off wave number. The 
filter's counterpart in Fourier space is 
space as 
(2.8) 
G j ( k ; k c )  =  {  
0 if k j  >  k c  V j  (2.9) 
1 otherwise 
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From its definition in Fourier space, we see immediately that this filter will 
truncate all information with a wave number greater than kc- By substituting 
Eq. ("2.9) into Eq. (2.7), it can be easily deduced that using the spectral method 
with a finite node resolution is equivalent to employing a spectral cut-ofF filter 
function. This filter, therefore, is implicitly used in the spectral method, and 
the cut-ofF wave number {kc) is the largest wave number resolved. 
2. Gaussian filter The Gaussian filter, which has a Gaussian distribution by 
definition, is given by 
In contrast to the cut-ofF filter which has a discontinuous spectrum, the Gaus­
sian filter is continuous across the whole wave space (but diminishes to zero 
exponentially). This feature has led some researchers to believe that it might 
offer an advantage over the cut-ofF filter. However, numerical experiments by 
Piomelli et al. (1988) have indicated that the filter performance might actu­
ally depend on the SGS model employed. Therefore, it seems that no definite 
conclusion can be made in this regard. 
3. Top-hat filter The top-hat (box) filter is used implicitly in many finite-
difference schemes (Rogallo and Moin 1984) expressed as 
(2.10) 
and its Fourier transformed ecjuivalent is 
(2.11) 
= { 
0 otherwise 
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and its equivalent form in Fourier space is 
sinf^'.,-A.;/2) 
As in the Gaussian filter case, the spectrum of the top-hat filter is continuous 
across the whole wave number spectrum. Substituting Eq. (2.12) into Eq. (2.5), 
yields 
A9 Aq 
1 /•^•3+~=r 
which is easily seen as a finite-volume averaging procedure. 
2.3 Filtered Incompressible N-S Equations 
With a filter suitably defined, the non-dimensional N-S equations can be filtered 
to obtain 
ij = 0 p-"' 
duj Ouinj _ dp 1 a \  O r j j  ^  
d t  d x j  d x j ^  R e  d x ^ d x j  d x j  ^  
where 
Tjj = ujuj—ujuj (2.16) 
=  ( u . i u j  -  u ^ i i j )  +  ( U j n j  +  i i j u ' j ) -f- u'-uj (2.17) 
I  I I  I I I  
is the unresolved SGS turbulent stress tensor. 
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As expected, needs to be modeled in order to close the system of equations 
so that the filtered N-S equations can be solved numerically. An accurate SGS model 
can provide a way to account for effects of the unresolved small scale eddies through 
interactions of the resolved velocity scales. This is the closure problem present in any 
turbulence modeling approach due to the non-linearity of the N-S equations. 
Traditionally, the three terms on the right hand side of Eq. (2.17) can be iden­
tified as the Leonard stresses (Leonard 1974), the SGS cross stresses, and the SGS 
Reynolds stresses, respectively. The Leonard term, which signifies the interactions 
within the resolvable turbulence scales, can be easily calculated if the spectral method 
is used since only a second filtering operation needs to be performed. (Unfortunately, 
this is not quite as straightforward if the finite difference method is employed instead.) 
Therefore, only the cross term and the residual stress terms need to be modeled gen­
erally. But Speziale (1985) has shown that while modeling the three terms together 
would satisfy the Galilean invariance property that all physical laws should be in­
variant with respect to an inertial coordinate transformation, special care is needed 
if separate models are to be used. For instance, the eddy viscosity model of Moin 
and Kim (1982) is not Galilean invariant if the Leonard term is calculated explicitly. 
In the past, different strategies have been used to model the physics inherent 
for the two separate terms [while the Leonard term is calculated explicitly with the 
spectral method, or approximated with a Taylor series expansion using the finite 
difference method (Leonard 1974)]. Nonetheless, the advantages of separating the 
SGS stresses [i.e.. Eq. (2.17)] over the single term treatment [i.e., Eq. (2.16)] are not 
j'et unequivocally proven. In addition, while Leonard (l!)7'l) has ol)served that the 
Leonard term accounts for a significant energy drain from the large to small scales in 
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isotropic turbulence, Antonopoulos-Domis (1981) has come to the opposite conclusion 
that the Leonard term represents a reverse of energy cascade process, i.e., a turbulent 
energy source instead of drain, in a homogeneous turbulence simulation. It is not 
clear why the discrepancy exists. But for these reasons, the present research used 
only the one model approach, i.e., to parameterize Eq. (2.16) with a single model. 
2.4 Smagorinsky SGS Model 
As mentioned in Chapter 1, the motivation for LES arose from the experimental 
observations that the small scales which need to be modeled are more isotropic and 
universal. Therefore, a simple closure model such as the eddy viscosity type should 
suffice to provide adequate information on the small scale physics under different flow 
conditions. Unfortunately, the past experience has indicated that a suitable choice of 
the SGS model is still critical to ensure a successful LES performance, and the gener­
ality of simple models is not as great as initially ho|)ed. In DcardorfT's simulation of 
the channel flow, he used the Smagorinsky eddy viscosity model (Smagorinsky 196-3) 
and found that although the model was adequate for the channel flow simulation, the 
model constant needed to be adjusted to achieve optimum results for sustaining the 
turbulence energy. 
Ever since, most of the research effort has been focused on improving the eddy 
viscosity SGS model (Schumann 1975; Clark et al. 1979; Bardina et al. 1983), 
or going to a more complicated closure like the one-equation model (Horiuti 1985). 
Deardorff (1973) even tried to solve the SGS model transport ecjuation involving 
10 partial differential equations, in a close parallelism to the procedure used for 
the Reynolds stress transport model. This 10-equation model still did not easily 
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produce "input-free" results, at least for the channel flow case. Besides, resorting to 
complicated nnodels would seem to defeat the purpose of LES, not to mention the 
extra computation cost involved. Therefore, in the present work only the Smagorinsky 
model and its variants will be discussed. 
The SGS eddy viscosity model of Smagorinsky (1963) is given as 
nj-\mAj = -^nSij (2.18) 
where is the SGS eddy viscosity, and 
is the rate of strain tensor. The term in the left hand side of Eq. (2.18) is the 
unresolved subgrid-scale turbulent kinetic energy. Since the rate of strain tensor S^j is 
trace free in the incompressible case, i.e., •S'^i +522 + 533 = 0, the Tj^j. term is needed 
so that when the indices in Eq. (2.18) are contracted, both sides of the equation will 
collapse to zero. In incompressible flow simulations, the kinetic (?nergy term can 
be combined with the pressure and has no dynamic effect; no parameterization is 
therefore needed for the term. 
To close the model, the SGS turbulent energy production and dissipation are 
equated to obtain 
(2.20) 
and the SGS length scale 
l.s = GA (2.21) 
where Ca is the model constant yet to be determined, and A is the filter width which 
is a function of the grid resolution. The filter width is typically taken as the width 
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of the numerical grid spacing in the finite difference/volume context such that when 
the grid is refined, the effect of the SGS model will diminish accordingly. 
The model constant, Cg, can vary in different flow regimes. For homogeneous 
isotropic turbulence, Lily calculated Cs to be 0.23 (see Germano et al. 1991). For 
the plane channel flow, Deardorff (1970) found 0.1 to be the optimal representation. 
However, in the inner wall region (i.e., the viscous sublayer and the buffer layer), the 
turbulent energy budget is no longer dominated by the dissipation and production 
alone due to the highly anisotropic nature of the wall-bounded turbulence. Fur­
ther, the turbulent kinetic energy decreases toward the wall until a viscous region 
is approached (where the flow is no longer turbulent). The eddy viscosity model is 
conseciuently not valid in that region. In an effort to account for the anisotropy, Moin 
and Kim (1982) have proposed to modify the length scale by including a van Driest 
type wall damping function as 
hiK = Cs[i-e.vp[-y+/A+)](A^i^2^:i)^ (2-22) 
where A2, and A3 are the filter widths in .^2, and ^3 dimensions, respectively, 
and /I"'" is an equivalent van Driest constant. 
Another modified form of the length scale was proposed by Piomelli et al. (1988) 
as 
I p  =  C7s[l-e:cp(-2/+^M+^)]2(AiA2A3)i (2.23) 
A closer look at this modification of the wall function reveals that, near the wall, the 
length scale behaves like which was particularly chosen to match the asymptotic 
scale of the Reynolds shear stress—an observation supported by DNS results (Kim 
et al. 1987). 
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With the above modifications, the length scale will diminish toward zero as the 
wall is approached. Nevertheless, numerical experiments have indicated that, often 
times, the modified length scales are too dissipative in the near-wall region, thus 
suppressing the kinetic energy level and causing under-prediction of the wall shear 
stress. In addition, modifications of this kind are expected to be somewhat problem 
dependent, especially when the flow geometry is complex. 
Moin and Kim (1982) have proposed a modified form of the SGS model based 
on the approach of Schumann (1975). In short, the model accounts for two parts 
of the turbulence physics. Besides the original eddy viscosity model to parameterize 
the isotropic nature of the turbulence in small scales, another term which models the 
large-scale anisotropic turbulence is used. The model proposed by Moin and Kim 
can be expressed as 
where () denotes a plane-averaging operator for the channel flow, and and 
represent the small-scale turbulence viscosities. The term is defined following 
Smagorinsky, 
2.5 Moin and Kim's Modified Eddy Viscosity Model 
(2.24) 
''t (2.25) 
where 
A = [i-ea7;(-.v+//i+)](AiA.2A3)^ (2.2C) 
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The constant is taken as 25, and the coefficient was found to be 0.065 op­
timally from numerical experiments(using the twice of the grid spacing as the filter 
width)—corresponding to 0.1 of the DeardorfF (1970) calculation (where, instead, the 
filter width has been taken as the grid spacing). 
The second anisotropic turbulent viscosity is similarly defined, giving 
"Si = C2(DA3)2(2(5y)(5,j))2 (2.27) 
where C2 = 0.065 is the second model constant and /? = 1 — exp{—n'^'^Iis a 
wall damping function with — 25 as before. Note that the length scale used in the 
second coefficient is the spanwise filter width. As a conseciuence, the term vanishes 
as the spanwise resolution increases. Moin and Kim have noted that the second eddy 
viscosity does not appear directly in the resolvable turbulent stress equations, and 
hence it does not contribute to the turbulence dissipation terms in those equations. 
Instead, it acts as a kinetic energy production mecliani.sm in the near wall region. 
The length scale used is thus to account for the spanwise streaky structure observed 
in laboratory experiments (Kline et al. 1967) which is believed to be responsible for 
the near-wall turbulence energy production. 
2.6 Incompressible Dynamic SGS Model 
The aforementioned deficiency in the Smagorinsky SGS model (and its variants) 
has led researchers to look for better alternatives. Among them, the dynamic SGS 
model proposed by Gerinano et al. (1991) has sparked renewed interest in LES 
research due to its ease of use and dynamic nature. 
In words, the dynamic model attempts to remedy some of the shortcomings in 
32 
the Smagorinsky model by allowing the model coefficient to be calculated locally 
using two levels of spectral information already present in the numerical calculation. 
Since the model coefficient formulated becomes a function of space and time and 
may become negative, it therefore can account for the backscatter of the turbulent 
energy. Additionally, the coefficient will automatically decrease toward a solid wall 
and achieve a zero value when the flow is laminar, thus eliminating the need for an 
ad hoc treatment of the model constant to adapt to the flow situations (e.g., the 
transitional flow). 
To date, the dynamic model and its extension have been successfully applied to 
many different types of turbulent flows, e.g., transitional channel flow (Piomelli et al. 
1991), compressible isotropic turbulence (Moin et al. 1991), passive scalar channel 
flow (Cabot and Moin 1993), the backward facing-step flow (Akselvoll and Moin 
1993b), the flow over a 2D obstacle inside the channel (Yang and Ferziger 1993), 3D 
cavity flow (Zang et al. 1993), a co-swirling jet (Olsson and Fuchs 1994), a longitudi­
nal vortex (Sreedhar and Ragab 1994), and the compressible transitional boundary 
layer (El-Hady et al. 1994), to name a few. Among these works, it is noteworthy to 
mention that reasonably good results were also obtained by the dynamic model for 
the ])ackward-facing step flow by Akselvoll and Moin (1993b), whereas coarse-grid 
DNS would fail to reproduce the same quality of results. Similar good results were 
obtained for the transitional channel using the dynamic model whereas results using 
the traditional Smagorinsky model were not c[uite satisfactory. For a recent review 
on the progress of the dynamic SGS model, see Moin and .liincnez (1993). 
To derive the dynamic SGS model (following that of (lermano et al.), besides 
the filtering operation of Eci. (2.5), we define the "test" filter variables in a similar 
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fashion 
3 
jC-Tl, .X"2, X3) C r j  { X J ,  X  J ) ] U J ^ [ X - ^ . ,  X ^ I  X - ^ ) ( L X - ^ D X ^ D X ^  (2.2b) 
i=l 
where () signifies the test filter operator, and Gj is any test filter function that 
operates at any scale larger than the original grid filter function Gj. Similar to the 
procedure used for Eq. (2.16), the test-filtered turbulent stress tensor resulting from 
the test-filtered N-S equations is represented by 
% = (2-29) 
Both T.ij and are unknown so far, but they are related by the algebraic 
identity of German© (1992) 
Lij = T-ij - Tij (2.30) 
where L^j = u.^Uj — identified as tlie test-level Leonard term. It can be easily 
shown that the term is computable from the resolved field once the test filter is 
defined. Lastly, it is assumed that the eddy viscosity model applies to both the grid 
filter and test filter levels, resulting in the following expressions 
nj-lmiij = (2.31) 
and 
Tij-\Tu.iii - (2-32) 
where the terms and are the turbulent kinetic energy at two different filter 
levels, respectively. 
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Substituting Eqs. (2.31) and (2.32) into the algebraic identity of Eq. (2.30), 
gives 
Lij — —L^jS^j = (2.33) 
where 
M i j  =  a 2 | 5 | 5 .  _  ^2 | 5 |  
= A2 piSlt.j - iSjfy) (2.34) 
and a = A/A is the test-grid filter ratio. 
Since the only unknown in Eq. (2.33) is the dynamic coefficient Cj, it can there­
fore be determined by solving the tensor equation. But because the above equa­
tion is of a symmetric tensor type, i.e., and M.ij are symmetric (and addition­
ally Mj^f, = 0), we have in fact five independent ecjuations to determine a single 
unknown—the model coefficient Apparently, the problem is over-specified. Lily 
(1992) has used a least-squares approach to minimize the error in calculating the 
coefficient. The result is 
The above formula is fully space dependent. However, numerical experiments have 
indicated that, often times, the model coefficient has large positive or negative spikes 
numerically distributed around the flow domain (i.e., the denominator term can be­
come small), thus making the numerical calculations unstable. To remedy this situa­
tion, a suitable averaging is further defined. In the present calculations, the following 
modified formula was found acceptable: 
1 
35 
where () denotes plane averaging in the homogeneous direction(s). As a result, the 
coefficient is reduced to a function of inhomogeneous direction(s) only. 
As we readily see, basically, the dynamic SGS model is also an eddy viscosity 
type but with the model coefficient locally computed instead of given empirically. The 
only input needed is the grid ratio of A/A. Germano et al. (1991) have found that 
the ratio of 2 gives the best results—a value also employed in the present calculations. 
For a channel flow, the model coefficient after plane averaging will be a function of 
the single inhomogeneous direction only; this usually makes the coefficient all positive 
and therefore a dissipative one. On the other hand, the coefficient in a square duct 
flow is two-dimensional and therefore allows the appearance of negative values of 
viscosity. We shall come back to this point in a later chapter. 
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CHAPTER 3. COMPRESSIBLE FILTERED EQUATIONS AND 
SUBGRID SCALE MODEL 
In this chapter, the formulations of the fully compressible N-S equations, the 
compressible filtering, and the associated dynamic SGS model are developed. For 
flows with considerable temperature and density variations, the full compressible N-
S equations have to be used even in low Mach number regimes, e.g., low subsonic flow 
with significant heat transfer. The compressible equations contain terms not present 
in the incompressible formulation, and additional complications occur when the gov­
erning equations are filtered. Several new turbulence closure terms arise which need 
to be modeled such as tiirbulent heat fluxes, velocity-pressure gradient correlation, 
etc. Because of insufficient understanding of the physical processes involved, some 
turbulence closure terms will be neglected. However, it will be shown that employing 
the compressible dynamic SGS model will allow calculation of the SGS turbulent 
Prandtl number dynamically thus eliminating an ad hoc treatment. 
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3.1 Compressible Nondimensional N-S Equations 
The system of 3D compressible dimensional N-S equations with conservation of 
mass, momentum, and energy per unit volume is given by 
dp* ^P*< 
dt* dx*j ~ ® 
dp*uf dp*ufu*. _ Qp* dafj 
dt* dx*- dx^l dx*- 1 ^ ^ ^ 
V ^dp* , 
where the superscript * denotes the dimensional quantities, is again a general 
forcing function to account for the mean pressure gradient. The last term on the 
right hand side of Eq. (3.2) is the gravitational force in tiie negative y direction 
representing effects of buoyancy. Since the present study is mainly focused on the 
effects of property variations on near-wall turbulence, the buoyancy effects will not 
be considered, and so that term will be dropped. An order of magnitude estimate of 
the buoyant force will be provided in a later chapter. 
Additionally, the dimensional viscous stress tensor and heat transfer vector in 
the above equations are 
"ii '  
t)T* 
"i = 
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In these equations, /t* is the dynamic viscosity. A* is the bulk viscosity (= —2/3//*), 
and k*, the thermal conductivity. 
Since the fluid of interest is air, the perfect gas equation of state is assumed to 
be valid 
p* = p*R*T* (3.6) 
where R* is the gas constant. The thermo-physical fluid properties such as the 
viscosity and heat conductivity may vary because of the range of the temperatures 
involved. In the case of air, as mentioned previously, experiments have shown that 
both properties vary at approximately the same rate with respect to the temperature. 
The well-known Sutherland formula is quite accurate for fitting the viscosity from 
the range of lOOA' to 650A' (Schilichting 1979). Nevertheless, since the Sutherland 
equation is a nonlinear algebraic formulation, the computation cost involved in eval­
uating the formula might not be negligible. This is especially true when running on 
the CRAY supercomputer platform since the resulting codc is difficult to vectorize. 
Therefore, in the present formulation the power law form is used instead. Both the 
viscosity and conductivity are assumed to be fit with a single function, namely, 
* T* 
^ = (f-)° (3.7) 
MO ^0 
I * nn* 
where the subscript 0 denotes values at a reference state. In the present calculation, 
the power law exponential a has Ijeen taken as 0.71. A check with the Sutherland 
formula indicates a maximum difference of 4% for the temperature range from 150A' 
to 600A'. Finally, the Prandtl number and the specific heat at constant pressure, Cp, 
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was treated as constant. Laboratory experiments have indicated both coefficients 
generally vary very little with temperature for air over the temperature range of 
interest here. 
The above dimensional N-S equations can be transformed into a non-dimensional 
form by defining the dimensionless variables as 
x\ ^ t* t = 
-Ti ""i-iii ihIWi 
" PO^ 0 PO^oh 
R- R* - 1 I. -  k* 
n {U^/To) ^0 
using the corresponding reference scale denoted with the subscript 0. Specifically, 
the reference length {LQ), velocity density (/OQ)? and temperature (TQ) in the 
present investigation were taken as the channel half-height, initial centerline velocity, 
density, and temperature, respectively. 
Substituting the above definitions of the dimensionless variables into Eqs. (3.1) 
and (3.2), the nondimensional continuity and momentum equations 
dp dpux 
and 
SPH I Sp aajj 
d t  d x j  1  1 ®  '  '  
are obtained where the dimensionless viscous stress tensor is given by 
II du: du.j '^dui 
To nondimensionalize the energy equation, a dimensionless temperature field has 
to be similarly defined. But the dimensionless temperature can be chosen in many 
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different ways depending on the problem solved. For the compressible N-S equations 
considered here, a careful choice of the dimensionless temperature variable is critical 
to ensure that the resulting dimensionless form exhibits a correct incompi'essible lim­
iting behavior when the Mach number and heat transfer rate are decreased. Basically, 
for a non-adiabatic flow (i.e., with wall heat transfer), a temperature difference form 
has to be employed in the non-dimensionalization in order to meet the incompressible 
limit. A more detailed account of this issue has been given by Panton (1984). 
In the present study, the author has imposed two types of temperature boundary 
conditions, namely, constant wall heat flux and isothermal walls (one hot and one 
cold). The temperature was nondimensionalized differently for each of these cases 
for convenience. For the isoflux case, the dimensionless temperature was defined as 
r-JJ^  
^ r e f  
where {Tw) is the plane-averaged wall temperature, and 
n 14.^ 
with qw being the specified dimensional wall heat transfer rate. 
As for the isothermal case with one cold and one hot wall, the dimensionless 
temperature was given by 
r = ^  (3.15) 
ref 
where the reference temperatures are 
^rl ^(^bottom^top) (3.16) 
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and 
= ^i^bottom-'Ttop) O-") 
In the above equations, Tftofiom ^top constant wall temperatures at 
the bottom and top walls, respectively. Note that the above non-dimensionalization 
will result in a dimensionless temperature in the range of —1 to 1. Without loss of 
generality, Tj.^ can be taken to be TQ. 
Given the two different definitions of the dimensionless temperature, the result­
ing nondimensional energy equation can take a general form as 
^  T j .  ^  T  Q  
„ (dp dp du:\ dq.: 
where 5 is a general energy source term, qj is the nondimensional heat flux vector 
q.: = (3.19) 
^ Pf Rgc d'X j  
and Ec is the Eckert number 
Ec = (3.20) 
^P^ref 
with J equal to or depending on the case. Obviously for a low subsonic 
flow and finite temperature difference, the Eckert number will have a very small order 
of magnitude expressing the fact that the energy associated with the pressure work 
and dissipation have a trivial conti-ibution. (This will be shown later.) Therefore, it 
can be safely neglected in the present case. 
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The source term in the energy equation is responsible for balancing the heat flux 
in the streamwise direction in a manner consistent with thermally fully developed 
flow. For the isoflux condition used, the resulting dimensionless source term can be 
derived to give the following expression (Appendix B) 
d {Tw) S = pui 
ref 
(3.21) 
Like that of the forcing function in the momentum equations which accounts for the 
pressure gradient, the source term here will represent effects of the constant temper­
ature gradient, thus enabling use of the periodic inflow and outflow dimensionless 
temperature conditions. On the other hand, for the isothermal walls case considered 
here, the source term is obviously zero expressing the fact that the dimensional tem­
perature profile will be stationary, and no streamwise temperature gradient occurs. 
Finally, the non-dimensional form of the equation of state yields 
p = pR 
To 
(3.22) 
or 
P =  pR 
r(9) 
ref 
To 
{Txo) 
f i l )  
\  ref 
-T 
for the isoflux case, or 
p = pR ref 
To 
= pR{CT+l) 
T + 1 
(3.23) 
(3.24) 
(3.25) 
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for the isothermal case, where C = T^^\fTn. 
3.2 Filtered Compressible N-S Equations 
In recent years, LES of the compressible turbulence has begun to draw attention 
from turbulence researchers (Yoshizawa 1986; Speziale et al. 1988; Erlebacher et al. 
1990; Moin et al. 1991; Lee 1992; Ridder 1992), and groundwork for compressible 
filtering and modeling have generally been laid. Basically, in dealing with the SGS 
filter, the definition of Eq. (2.5) for the filtering operation stays the same. However, 
when the system of compressible N-S equations are filtered, some additional problems 
which are absent in its incompressible counterpart will arise. This is so because now 
there is one more unknown, /?, which appears in the convective nonlinear terms. As 
a result, the convective terms to be filtered contain a triple product of the unknown 
variables. Tremendous complexities would be introduced into modeling of the differ­
ent SGS terms using the original filtered variables. To simplify the filtered equations 
structure, a Favre-averaging typically used in traditional RAE compressible modeling 
is further applied to give (Erlebacher et al. 1990) 
(3.26) 
and hence pf = where / is a general flow variable such as the velocity and 
temperature but not the density itself. 
Overall, the flow variable can be decomposed in two ways as 
/ = / + / 
= / + / 
(3.27) 
(3.28) 
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where / and /' are the filtered large-scale and siibgrid-scale variables, and / and 
are the Favre-averaged variable and its fluctuation, respectively. 
While use of the Favre-type averaging filter simplifies the form of the filtered 
equations, it unfortunately introduces ambiguities as well. As will be seen, we have to 
deal with both the / and f quantities simultaneously. Because an exact relationship 
between those two quantities is difficult to obtain, approximations will have to be 
made. As a result, the flow statistics may be hard to compare with the e.xperimental 
ones unless the fluctuations are small. Fortunately, in the present calculations, the 
modeled unresolved quantities were indeed small, and thus a good approximation 
could still be made. 
In contrast to the traditional RAE approach in which for compressible turbulence 
/ = /, the LES filtered Favre-averaged variable / is not independent of the filtering 
operation; that is, 
7 = ? 
P 
^ / (3.29) 
With the filtering operation defined, the compressible N-S equations, Eqs. (3.10)-
(3.19), can be filtered to obtain 
dp 
I - 8? I , p . 
dt dxj dxi dxj dx .j 
5/ 
dxj dxj (3.32) 
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with the filtered non-dimensional viscous stress tensor and heat transfer vectors given 
as 
and 
k dT 
'PrRe dx ; 
The turbulent stress tensor and heat flux vector are 
(3.33) 
(3.34) 
Tij = pu^uj -  pUiUj 
= 
(3.35) 
(3.36) 
^ t j  pu jT  -  pujT  (3.37) 
As stated previously, the pressure work and viscous dissipation contributions in the 
final energy equation have been neglected. Were those terms to be included, extra 
terms would arise from the filtering process such as the velocity-pressure gradient 
correlation and so on. 
Additionally, the filtered perfect gas equation of state is 
rpi^) 
_ ref 
P =  pR-7 f^  
^0 M) 
\  ref 
-T 
for the isoflux case, or 
(3.38) 
(3.39) 
for the isothermal walls case, and C is the temperature ratio defined in Eq. (3.25). 
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For the filtered dimensionless viscous stress tensor and heat flux vector, assuming 
that the correlations between the fluid properties and the derivatives of the velocity or 
temperature are weak, approximations are made according to the following expression 
(Cebeci and Smith 1974) 
Consequently, the terms to be modeled are given by Eqs. (3.36) and (3.37). The 
modeling will be addressed in the following sections. 
3.3 Compressible Dynamic SGS Model for the Momentum Equations 
An extension of the eddy viscosity model to compressible flow can be easily 
deduced as 
(3.40) 
and 
k dT 
P r R e  d x j  
k df 
P r R e  d x j  (3.41) 
(3.42) 
and 
n = Q?A2|.5| (3.43) 
where = ''"[i + TOO + ''';33 is' the compressible subgrid turbuleiit kinetic energy, and 
Sjj is the Favre-filtered rate of strain tensor. 
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Whereas the Smagorinsky and MK models discussed in Chapter 2 can be ex­
tended to the compressible regime, interest is mainly focused on the dynamic SGS 
model here, for it is believed to be more flexible and input-free as compared to others. 
The dynamic model not only allows the value of the eddy viscosity model constant 
to vary, it also allows the eddy thermal diffusivity to be calculated dynamically. 
Therefore, in the present section, only the dynamic model will be considered. 
To derive the formula for the dynamic coefficient, we follow the line of reason­
ing for the incompressible model by first defining a "test" filter in the form of the 
Eq. (2.28). Then the test-filtered turbulent stress tensor follows naturally; 
Tij = pUiUj - ^  ^ (3.44) 
Again the algebraic identity of Germano still holds in the compressible case giving 
k j  =  T i j - n j  
T ^ 
= ip^iUj) (3.45) J  p  
Next, to model the test-level turbulent SGS stresses, the same form of the eddy 
viscosity model is assumed 
Tij = \Q\ - •2Cjm''\S\CSij - pU-%) (3-«) 
where Q" = + T22 + 733 is the test-filtered turbulent kinetic energy, and is 
the model constant to be determined. 
In incompressi];le flow, the turbulent kinetic energy can be absorbed into the 
dynamic pressure term and therefore does not need modeling. For compressible flow. 
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this is no longer true since we are dealing with the thermodynamic pressure now. 
For this reason, the SGS kinetic energy terms need to be modeled separately. The 
turbulent kinetic energy can be parameterized following Yoshizawa (1986) with 
= 2CjpK^\S\^ (3.47) 
and 
Cp' = (3.48) 
Contracting the indices in the algebraic identity of Eq. (3.45) and substituting in the 
above equations, we obtain 
^kk ~ '^kk ~ ^ kk 
= (pSifii,) - (3.49) 
By substituting the modeling equation of Eqs. (3.47)-(3.48) into the above equation, 
gives 
= 2CjA^{'pa\§\^ ~P\S\^) (3.50) 
where a = A/A is the grid ratio. Eq. (3.50) can be solved for C j ,  yielding 
(2(pa'|.S| -/>|S'|")) 
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where (.) denotes plane-averaging in the current channel flow computation. Finally, 
substituting the above equation into Eq. (3.47), the following is obtained: 
r = (3.52) 
{2(a?|Sr-?|S|2)) 
and 
- 2 )^ ^ 2 
= (3.53) 
(2(?|Si -i?|5r)) 
As for the magnitude of the turbulent kinetic energy, it is noted that Erlebacher et al. 
(1990) have chosen to neglect it on the ground that it is small as compared to the 
thermodynamic pressure. The present calculations have shown that the coefRcient 
Cj is almost an order of magnitude larger than the rest of the dynamic coefficients, 
i.e., and C/ (to be derived below). But since the term only appears on the 
diagonal of the turbulent stress tensor, the contribution to the SGS model appears 
to be minimal. 
Now back to the determination of the dynamic coefficient Using the algebraic 
identity, again, results in the following expression 
pufij - ^ - r(.j.)i;j-- 2QfA"|l|(l,j - + 
2C,iA^^\~S\lSij - (3.54) 
Rearranging the above equation and substituting it into the algebraic identity of 
Eq. (3.45), gives 
T'^j -  = -2c;,A'^{c>7|,5|(.;-y - ^ .5tit^,j) -
mS\(Sij -  jSr.)]} (3.55) 
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The system of equations can further be written symbolically in tensor form as 
Dij = (3.56) 
where 
P^iP^j 1, -r-x puupuu.^ 
Dij = puiUj ^ - -{pui^uf. (3.57) 
and 
Pij = a?|l|(% - - [7|S|(% -
The above tensor equation represents, again, five independent equations which 
determine a single constant. Using Lily's approach, a least squares fit is again em­
ployed for the determination of the coefficient as 
_1 {D.:.jP;A 
3.4 Determination of Turbulent Heat Flux for the Energy Equation 
The modeling of the turbulent heat flux in the energy equation is typically ap­
proximated as a gradient transport form. Afterwards, a dynamic coefficient can be 
formulated resulting in the SGS turbulent Prandtl number as a function of space. 
This can be best seen by considering the turbulent heat flux in Eq. (3.37); it can be 
modeled with a gradient transport model of 
where Pi'i is tiie SGS turbulent Prandtl number, and U{ is the SGS eddy viscosity 
determined from the aforementioned dynamic SGS model. We can also define the 
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SGS turbulent clifFusivity as 
"H = (3-60) 
so that Pr^ = ui/ujj. Consequently, either Pr^ or Ufj can be treated as the un­
known coefficient to be determined dynamically since they are inter-dependent. The 
turbulent Prandtl number is to be calculated first. To determine Pri dynamically, 
we define the "test" filtered scalar flux 
Q t j  = pUjT-pv jT  (3.61) 
Or, when the gradient transport model is used, 
df 
~ Prt dxj 
The algebraic identity dealing with the scalar flux is 
(3.62) 
~  ^ t j  f t j  
= -p^pT — -^pulpT 
p  J  p  J  
= — ^pujpT (3.63) 
By rearranging the above equation and substituting in Eqs. (3.59) and (3.62), we 
obtain 
IWp-P^f = (3.64) 
Writing the above vector equation in symbolic form, yields 
.£d_ 
Prt 
Ej  =  - ^F . j  (3.65) 
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where 
E j  =  h p u j p f  —  p u j f  (3.66) 
and 
Once again, the above vector equation is a system of three equations for a single 
unknown Pr^. We can employ the least squares approach to calculate the turbulent 
Prandtl number as 
_ 1 iVk) (OQO) 
Therefore the final turbulent heat flux vector will be 
df 
<itj = (3-69) 
where the SGS eddy heat difFusivity is 
2 
"H = (3-70) 
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CHAPTER 4. FINITE VOLUME FORMULATIONS 
The numerical discretization of the N-S equations and the procedures needed 
to solve the resulting discretized system of equations are presented in this chapter. 
Issues governing the choice of a discretization method are the solution accuracy and 
efficiency, ease of programming, computer memory, storage requirements, etc. A 
suitable choice of numerical algorithm is especially important in dealing with a time-
dependent solution because the number of time steps could be very large. 
Historically, the early LES works have all used finite difference/volume methods, 
e.g., DeardorfF (19T0) and Schumann (1975). However, in the early lOSOs, the spectral 
method became the main numerical tool used both in LES and DNS studies. The 
spectral method is well known for its high accuracy, especially for problems with 
periodic boundary conditions and a continuous solution. Nonetheless, it is generally 
more expensive to use and difficult to generalize to complex geometries. 
Furthermore, Rai and Moin (1989) have shown that their higher order finite-
difference schemes could have accuracy comparable to that of the spectral method 
for DNS applications. Recently, more and more DNS/LES studies have employed the 
finite difference/volume method (Akselvoll and Moin 1993b; Choi and Moin 1994; 
Zang et al. 1993; Menon et al. 1994; Sreedhar and Ragab 1994. among others). 
Consequently, with the future goal of applying LES to more complex geometries in 
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mind, the finite vohime method has been adopted here to carry out the numerical 
solution of the Navier-Stokes equations. 
In the following, the finite volume procedure along with detailed descriptions of 
the spatial and temporal discretizations will be given. Then, the "coupled strongly 
implicit procedure" (CSIP) that solves the linearized system of equations will be 
developed. Meanwhile, since the author has used both the incompressible and com­
pressible forms of the N-S equations, the discretization will be described mainly in 
the fully compressible N-S form. The incompressible formula of discretization can be 
deduced simply by dropping the energy equation, and treating the density and fluid 
properties as constant. 
The finite volume method directly deals with formulations of conservation laws 
in physical space. It discretizes the computational domain into a system of non-
overlapping control volume cells over which the conservation equations are integrated 
locally. It can, thei'efore, handle an arbitrary mesh that is more suitable for treating 
complex geometries. Also, by directly discretizing the integral form, it can properly 
conserve mass, momentum, and energy. 
To demonstrate the concept of the finite volume formulation, we consider a 
general conservation law for a scalar property U in three dimensions as 
where F{U) is a flux vector, V i.s the control volume, <5 is the control volume boundary 
surface, and B a general source term. 
4.1 Finite Volume Approach 
(4.1) 
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Equation (4.1) can be considered as expressing the conservation of the scalar U 
not only in the global domain, but also in the local luimerical control volume cell 
as well. The finite volume method enforces conservation by directly evaluating the 
integral equation on a cell by cell basis. As will be seen, through consistent treatment 
of cell face fluxes, conservation will be automatically maintained in the local cells and 
throughout the whole flow domain. 
If a stationary grid is chosen, the volume and surface integrals in Eq. (4.1) can 
be evaluated, individually, as a volume and a surface area multiplying a properly 
weighted scalar variable inside the local volume cell and the surface (Hirsch 1988). 
Hence, Eq. (4.1) can be discretized in the cell as 
dU ® -
—AV + = BAV (4.2) 
n=l 
where the second term on the left hand side is the sum of all six control volume face 
fluxes (in three dimensions). 
As observed from the above equation, we still keep the time differentiation exact, 
i.e., dU/dt (albeit the variable is a cell-averaged one now), with only the spatial 
discretization applied. In theory, both the time and spatial discretizations can be 
carried out simultaneously, e.g., a Lax-Wendroff type scheme. However, it would be 
more convenient in the present computation to treat them separately, especially when 
different types of spatial schemes are considered. Consequently, the time advancing 
scheme is introduced after the spatial discretization has been completed. 
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4.2 Numerical Grids 
The next step in the discretization process is the choice of a proper set of node 
points and their surrounding control volumes that will define the dependent vari­
ables. A suitable distribution of grid points can maintain the algorithm accuracy 
while conserving the computational resources needed, and vice versa. Traditionally, 
a structured grid can be generated either through the solution of a partial differential 
equation or an algebraic relation (Anderson et al. 1984). And the latter is especially 
straightforward in generating simple orthogonal grids. 
For flows with complicated geometry, non-orthogonal or even unstructured grids 
can be used. However, since the present study only dealt with the simple flow ge­
ometries, e.g., the 2D cavity and 3D channel and duct, an orthogonal grid with grid 
space stretching was employed. This simplified the formulation significantly. But 
generalization to a more complicated grid is rather straightforward. 
As for the grid stretching, an algebraic equation of the hyperbolic tangent type 
has been used whenever grid stretching was needed. The generating function is 
specified as 
tanh(a^j) (4.3) 
tanh(a) 
where 
ei = -i+2T 
i — 1 
for 1 < 2 < imax (4.4) 
•imax — 1 
and 
a - log( 1 + 6)/(l — 6) for 0 < 6 < 1 (4.5) 
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The constant b is an input paranaeter that controls the stretching of the grid. Note 
that the degree of grid stretching is directly related to the value b chosen (albeit, in 
a nonlinear manner). 
The grid stretching parameter, 6, in the current study was varied according to the 
type of flow and the Reynolds number to achieve maximum accuracy and efficiency. 
Since this type of grid has the property of relaxing the grid stretching when more 
grid points are added, the grid ratio of maximum versus minimum grid spacing will 
vary (in a single direction). Nevertheless, a typical value of between 0.7 to 0.95 for b 
has been used throughout the current study, translating to the ratio of between 2 to 
16 approximately (whenever grid stretching was needed). More specific information 
will be provided when the computed cases are presented. 
• Besides the choices of a grid to be orthogonal/non-orthogonal and structured/non-
structured, the arrangement can also be either regular (colocated) or staggered (An­
derson et al. 1984). A staggered grid (see Fig. 4.1 for the grid arrangement and its 
control volume cells in 2D) is quite popular in incompressible How calculations in 
that it easily offers direct coupling of the pressure and velocity fields, thus preventing 
the generation of pressure wiggles. In addition, the zero divergence of the velocity 
(incompressible flow) is enforced at the grid level. And with the use of second order 
central differences on a uniform grid and with periodic boundary conditions, it can be 
shown that the kinetic energy is properly conserved in the absence of viscosity (Lily 
1964). But since the staggered grid uses different control volume cells for different 
variables, it is often difficult to implement, especially if the energy equation is in­
cluded. Furthermore, it is awkward to employ the staggered grid in non-orthogonal 
coordinates (not to mention in the unstructured grid context). 
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n r s 
L 1 
Figure 4.1: Two-dimensional staggered grid arrangement and its corresponding con­
trol volume cells for different variables. Note scalar quantities such as 
the density are evaluated at the same node as p. 
On the other hand, the regular grid offers a straightforward definition of the 
dependent variables at the same node points even in complicated geometries. How­
ever, special provisions may be necessary when plain central difference schemes are 
used to avoid decoupling of the velocity and pressure fields. In the present study, the 
author has used both the regular and staggered grids combined with different spatial 
discretization schemes. The results will be discussed later. 
The regular grid used near the flow boundary deserves further elaboration. Ba­
sically, two types of grid can be used in the finite volume formulation (Vinokur 1986). 
The first one is the so-called "finite difference" grid which has a half-volume cell near 
the wall. When it is projected onto the computational space, the transformed grid 
will be uniform. However, in evaluating the governing equations, special care has to 
be taken with that half-volume cell. 
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The second type of grid is the so-called "finite volume" grid (see Fig. 4.2) which, 
theoretically, has a zero cell volume at the wall so that the first node point adjacent 
to the wall will be surrounded by a whole cell. The drawback of this grid is that 
its transformed counterpart in computational space is not uniform at the node point 
adjacent to the wall due to the zero-volume cell employed at the wall; this could 
reduce the stability of the numerical scheme. But, since no special care is then needed 
at the wall (especially for viscous flow), this arrangement is especially attractive. 
Consequently, the finite volume type grid was adopted. 
4.3 Numerical Discretizations 
For the orthogonal grid used in three space dimcusions, we are dealing with cell 
control volumes with a rectangular shape. The face flux directions are, as a result, 
( 
< 
( 
< 
< b c 
Figure 4.2; A regular grid arrangement 
60 
all perpendicular to the respective cell faces. The cell volume is easily shown to be 
AV = AxAyAz and the cell face areas ASx = AyAz. ASy = AxAz, ASz = AxAy 
(in the x, y, z directions respectively) . Further dividing Eq. (4.2) by the volume, 
AV, it becomes 
+^(4+1/2 - 4-1/2) = ^  (4.6) 
As a result, the finite volume method has reduced the spatial integral into an evalu­
ation of the orthogonal face fluxes directly. 
Now, applying the above discretization procedure to the system of the N-S equa­
tions results in the following equivalent vector form of Eq. (4.6); 
^ I'p i - F -
1 ,== 
1/2 + A^^^i+1/2 ^i-1/2 • j) 
where 
1 ,= 
• f ' - )  -  B  (4.7) 
Q  = [p,pu,pv,piu,pTY (4.8) 
F = F- -  F • 
^  ^  t n v  ^  V I S  (4.9) 
/ 
F- = 
'• inv 
pV 
pVu -f pt 
pVv -f pj 
pVw 4-  pk 
pVT 
\ 
(4.10) 
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/ 
0 
(^ + 7) •? 
^vis ~ + (4.11) 
(cr + r) • k 
- ? + «  ,  
and 
B = [0,^1,0,0,5] (4.12) 
In the above equations, and are the inviscid and viscous fluxes, respec­
tively. In addition, the viscous and turbulent tensor, a and r, are given in Eq. (3.33) 
and (3.42), and the viscous and turbulent heat flux vector, q and are specified in 
Eq. (3.34) and (3.59). 
4.3.1 Evaluation of inviscid fluxes 
The inviscid flux term in Eq. (4.7) can be treated with either central or up­
wind numerical schemes. Both types of treatments have been used quite extensively. 
But the superiority of one scheme over the other is somewhat problem dependent. 
The issues involved here are the accuracy, efficiency, and robustness of the proposed 
numerical schemes. 
The second order central-differencing scheme has been popular since the dawn of 
the numerical analysis era for the reason that it is fairly simple and compact (since it 
needs only a three-point stencil to achieve a formal second-order accuracy). However, 
it i.y also well known that the algebraic system resulting from the central differencing 
scheme can suffer from lack of diagonal dominance, especially in the high Reynolds 
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number regime. This can lead to the instability of the numerical algorithm or make 
severe restrictions on the allowable grid size or time step. 
Upwinding, on the other hand, tends to remain stable even at high Reynolds 
numbers, although it might be a little more expensive to compute as compared to 
central differences. A general upwinding formulation determines the stencil used by 
judging the "wind" direction (either from the sign of individual convective velocity 
or the eigenvalue of the resulting Jacobian matrix). As a result, it is fairly robust in 
numerical solutions. But one disadvantage of the scheme is that its accuracy suffers 
because of fewer stencil points used in approximating the face fluxes. Nevertheless, 
the scheme can iinprove its accuracy by employing a partially upwind stencil (using 
the same number of node points) as demonstrated by other researchers (Leonard 
1979; Rai and Moin 1989). 
In this study, both the central-difference and upwinding schemes have been used 
to approximate the inviscid fluxes. The performance of the two approaches will be 
compared in both the 2D and 3D cases. Their formulations are described in the 
following. 
4.3.1.1 Second and fourth-order central differencing schemes As men­
tioned above, the advantage of using a second-order central difference treatment of 
the inviscid fluxes is its simplicity and ease of programming while maintaining a 
formally second-order accuracy (in the case of a uniform grid). To illustrate use of 
central-differencing, take for example i^-.i/.T •/. (=F/ ',„\. •?)—the invis-
cid flux at the i 4-1/2, j, k cell face. To calculate the face flux, a sinijile averaging of 
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the two neighboring points with geometric weighting is done as^ 
'•i+l/2 - Xi+l-Xi '^' + 1 
Similarly, the face flux at z — 1/2 is evaluated by reducing the above index by 1. This 
results in a three-point stencil as mentioned previously. 
In addition to the second-order central difference studied, a formally fourth-
order central difference scheme has also been employed. This was done by utilizing 
a five-point stencil, and the face flux was evaluated by a four-point central Lagrange 
polynomial. To illustrate, the inviscid flux written as 
^+V2 _ ;r2)(.X7_i -
^ (^i-H/2 ~ •'^'z-l)(^z-H/2 ~ '''^z'-HK-'^?:-H/2 ~ •'''^"+2)— 
{xi - - x-,j+2) ^ 
^ (-''^+1/2 ~ •^'/-l)(-'-'i+l/2 ~ ~ •^'i+2)-
~ -'7'—1 ~ ~ •'"/-f2) 
, (•^•/+l/2 - •'•i-l)(^'-"i+l/2 - •'•/)(-^"/:+i/2 -
- )  ;  —  —  ^ i - X - 9  ( 4 . 1 4 1  
(^i+2 " •''-'•i—l)('''''i-f2 ~ ^'i){-^i+2 ~ •''i-l-i) 
4.3.1.2 Upwinding scheme The current upwinding method used is in close 
resemblance with the AUSM-type scheme (Liou and Steffen Jr. 1991), which was de­
veloped independently. The general idea is to treat the inviscid flux as a general 
"scalar" flux property carried by the mass flow. Then, the scalar flux can be approx­
imated with upwind differences according to the sign of the mass flow velocity at the 
corres[)onding face. For an appropriately defined face mass velocity, the scalar flux 
will be assessed from either the "left" or "right" state accordingly. 
^ From now on, without loss of generality, the redundant indices will be omitted 
whenever necessary, e.g., i + 1/2 will actually represent the i + 1/2, j, k face, etc. 
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To formulate the upvvincling scheme, the (compressible) inviscid flux is re-written 
as 
inv  = pu 
/ \ 
1 
(  \  
1 
(  \  
1 
/ \ 
0 
u u u pt 
V i-V pv V J + pw V k + PJ 
w w w pk 
T \ T \  ^ T  
— FiJc + [1q]P (4.15) 
where the first three terms denote the scalar fluxes carried by the mass flow in three 
directions, [/Q] = ^205(0,1,1,1,0), andp = [l,pi,pj,pk,l]^. 
At the interface (z + 1/2, k), the convective flux can be again written as: 
( \ 
1 
^i+1/2 = i+1/2 
V 
V 
w 
T \  ^ / LjR  
(4.16) 
If the face mass flow ^ state {•)i^ is used to approximate 
the scalar flux, <j>-, otherwise, the right state is chosen. Consequently, flux upwinding 
is done according to the sign of the mass flow velocity yet to be approximated. 
The approximation of the left and right state can be further varied depending on 
the points used for desired accuracy. In the present study, the "(juadratic upstream 
interpolation for convective kinematics" (QUICK) upwinding scheme first developed 
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—O-
i-2 
—O-
i-1 
-o-
i i+l i+2 
i+1/2 
Figure 4.3: Stencil used by the UPWIND scheme 
by Leonard (1979) was used. A version of QUICK has also been employed by Zang 
et al. (1993) to perform LES of the 3D cavity flow. The stencil used by QUICK 
is shown in Fig. 4.3. It basically employs a three-point quadratic interpolation 
formula to approximate the inviscid flux according to the "wind" direction, thus 
resulting in a formally third-order accurate finite volume scheme^. For instance, at 
the (i -f 1/2, j, k) face: 
if {pu)i+lj2 > 0' 
«+l/2 (a;^-_j - a;j)(a;i_l - a:i+l) 
^ (''i+l/2 -  ^i-l)(^i-H/2 - ^i+l) 
[xi — x '^_j)(a;2 — 
,K--M/2-^i-l)(^m/2-^i). 
-] rr r ri+l (4.17) 
•^From the finite difforence point of viow, it is only sccond-ord<?r accurate; j'ct, it 
is third-order accurate if using the finite-volume methodology (Leonard 1992). 
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otherwise, 
X. = (^-^+1/2 -  ^i+l)(-^i+l/2 - •'^•^+2) 7 
1+1/2 (a;^. _ )(.'c^ -  ' 
^ K'+1/2 - •'^i)(-'''z+l/2 - W) -> 
- a;,-)(xi+i - x^-+2) 
(^i+l/2--'"z)(^'i+i/2--'^?.+l):r .,10^ 
i^i+2 -  ^i)i^i+2 - -^j+l) 
for a non-uniform grid. 
The mass flow velocity had to be approximated at the cell faces as well. This was 
done by a four-point Lagrange interpolation formula of Eq. (4.14). As for the pressure 
gradient terms, since the pressure is governed by an elliptic type equation in the low 
Mach number flow regime, central differencing was used. Again, the pressure face 
flux was assessed with the same four-point Lagrange formula, resulting in formally 
fourth-order accuracy. 
4.3.2 Evaluation of viscous fiuxes 
Despite the choice of either central or upwind differences for the evaluation of the 
inviscid fluxes, the viscous fluxes were always approximated in a central differencing 
manner. This was due to the elliptic nature of the viscous operator. At the same 
time, since both the three and five-point stencils have been employed to approximate 
the inviscid terms, it seems more natural and consistent in overall accuracy to ap­
proximate the viscous terms with the same number of neighboring points used by the 
inviscid flux approximations. 
Nevertheless, for all viscous fiuxes involving cross-derivativo terms [e.g., Oo/djj 
at the (i-l-l/2,j,k) face] and modeled turbulent stresses, higher-order approximations 
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with a five-point stencil might be difficult to implement due to locations of the vari­
ables needed. For this reason, those terms were approximated by a three-point stencil 
in all cases. This approximation might destroy the global accuracy of the scheme if 
higher order differentiations were used for other terms. But since it is expected that, 
in the viscous fluxes, magnitudes of the cross-derivative terms will be typically small 
in flows with simple geometries such as the channel and duct (and so are the turbulent 
fluxes), the overall accuracy will not be affected. Indeed, this was confirmed by the 
numerical experiments. As a consequence, lower order treatment, i.e., second-order, 
would not affect the overall scheme accuracy. 
Therefore, when second-order central difference was used in the inviscid terms, 
the normal viscous derivatives (and cross-derivative terms in all cases) were then 
approximated by a three-point second-order accurate formula. For instance, the 
derivative term du/dx at {i -f 1/2, j, k) face was estimated as 
dx x^ -f 1 — 
and so on. Otherwise, for five-point inviscid flux appi'oximation (i.e., the fourth-order 
central differences and QUICK upwinding), a fourth-order central differencing was 
employed to approximate the normal viscous derivative flux terms. The example 
viscous flux above will take the form of a four-point Taylor's series formula as 
du 
dx 
Ai A9 Ao A4 ,, 
i+l/2 = + + + 
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with 
A = 
1 1 
c3 <
1 
Ax2 
Axf 
<1 
Ax^ Ax| 
(4.21) 
Ai = 
0 1 
1 AX2 Axs 
<I 
0 Ax9 AX^ Ax| 
0 Ax3 Ax| Ax^ 
(4.22) 
A9 = 
1 0 1 1 
Aa']^ 1 Aa'3 Ax^ 
A.r| 0 Ax^ A.r^ 
Axj 0 Axg Ax^ 
(4.23) 
As = 
1 1 0 1 
A x j  H <
1 
1 Ax4 
Axf Ax| 0 Ax| 
Ax^ Ax^ 0 Ax^ 
(4.24) 
A.a = 
1 1 1 0 
Ax| Ax-y A.r3 1 
Axf Ax.^  AX2 0 
Ax| AX3 Ax3 0 
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where Axi = " •'^i+1/2' ^^"2 = ^i+l ~ •'^i+1/2' " -H+lJ-I' 
Ax4 = ;Cj_i — And the turbulent stresses and viscous fluxes involving 
cross-derivative terms was, as mentioned previously, approximated in a second order 
manner, i.e., Eq. (4.19). 
At this point, the development of the three different spatial differencing schemes, 
namely, the second-order central differencing (hereafter, 2CD), the fourth-order cen­
tral differencing (hereafter 4CD), and QUICK-type upwinding plus fourth-order treat­
ment in viscous terms (hereafter, UPWIND) have been discussed. Their evaluation 
on different types of problems for accuracy, efficiency, and robustness will be described 
in the chapters to follow. 
4.4 Preconditioning Method and Time Discretization 
For the time-dependent incompressible N-S equations, the continuity equation 
does not contain a time derivative term and, therefore, provides no driving source 
for the pressure variable. The pressure term only enters the system in the form of a 
Lagrange multiplier which is constrained by the continuity equation. Consequently, 
the equations can not be integrated simultaneously in a coupled manner. 
One method that has been used to circumvent this "deficiency" is the pressure 
correction scheme. In this method, a pressure Poisson (or Helmholtz) equation is 
formed from the momentum and continuity equations. The procedure starts with 
the time advancement of the velocity field (either explicitly or implicitly) first, and 
the pressure field is then obtained from the Poisson equation to satisfy the contiiuiit\' 
condition. The pressure and the velocity fields, therefore, do not couple directly 
(Peyret and Taylor 1990). This scheme has been popular in the past. However, the 
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Poisson equation is known for its stiffness often resulting in a slow convergence in the 
pressure field. This, in turn, can make the computation expensive. 
Another strategy for approaching the problem was proposed by Chorin (1989) 
whereby a pseudo compressibility term was added to the continuity equation in the 
form of a time derivative for the pressure variable. Note that the original incom­
pressible N-S equation is of an elliptic type indicating the pressure acoustic wave 
speed is infinite. Adding the pseudo-time term changes the modified equations into 
a hyperbolic system. As a result, the artificial term has introduced a finite speed 
pseudo-acoustic wave, and the equations can be integrated in time directly. When a 
steady-state solution is sought, the pseudo compressibility term will vanish, and the 
correct form of the continuity condition is recovered. 
A number of investigators have reported good success with the pseudo compress­
ibility method in a number of applications using a variety of algorithms for traditional 
aerodynamic flows. Among these are the works of Choi and Merkie (1985), Kwak 
et al. (1986), and Hartvvich and Hsu (1987). Initially such methods were considered 
to be only suitable for obtaining steady solutions because the solutions had to be 
iterated to time convergence for the artificial term added to the continuity equa­
tion to vanish. It has now been demonstrated (Merkie and Athavale 1987; Pan and 
Chakravarthy 1989; Rogers et al. 1989) that this approach can be made time-accurate 
by considering the time terms in the momentum equations to be the real physical 
time terms and the time term added to the continuity equation to be in pseudo-time. 
The solution is then iterated to pseudo-time convergence at each real (physical) time 
step. Pseudo-time terms can also be added to the momentum equations (wliile leav­
ing the physical time terms intact) as an aid in maintaining diagonal dominance of 
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the algebraic system. When the pseudo-time terms vanish, the solution obtained 
satisfies the complete time-dependent Navier-Stokes equations. Kwak et al. (1993) 
have indicated that this approach can be competitive in computing the time-accurate 
solution as well. The application of the pseudo compressibility method to LES was 
also reported by Menon et al. (1994) in an application to isotropic turbulence, but 
few numerical details were given. 
For compi'essible flow, the N-S equations can be integrated directly in time. But 
it is well known that, in low Mach number regimes, the equations become stiff and the 
time step is mainly governed by the acoustic wave speed making the computation 
expensive (Volpe 1991). To overcome this problem, a generalized preconditioning 
method by which the time derivative vector is premultiplied by a preconditioned 
matrix to alter the characteristics of the resulting eigenvalues has been investigated by 
many researchers (Shuen and Chen 1992; Choi and Merkle 1993; Fletcher and Chen 
1993). It was found that essentially incompressible results can be obtained when the 
Mach number considered is small. In this sense, the preconditioning method enables 
the code to run in both incompressible and compressible regimes. 
In the present study, the author has adopted the coupled system approach of 
directly solving the N-S equations in time for both the incompressible and compress­
ible formulations. A general preconditioning matrix is added to the local (pseudo) 
time level to accelerate the convergence. As a result, Eq. (4.7) will take the form 
•-^"-^7-1/2 - J) + ^ ^^A-fl/2 • 
= B (4.26) 
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where [f] is the preconditioning matrix to be specified. 
The time terms in the above equation need to be discretized. The discretization 
in pseudo and physical time will be treated differently. In pseudo-time, since a fast 
convergence to the next physical time step is the only concern, a first-order Euler 
backward scheme was used. In physical time, time accuracy is really needed, hence 
a second-order three-level implicit scheme has been used. The discretization used for 
both of the time terms was 
dQ Qn+l,m-M _ gn-M,m 
dr AT 
and 
dQ zgn+hm+l _ Qn-l 
(4.27) 
(4.28) dt 2At 
where the indices n and m denote the physical time and pseudo time, respectively. 
With the above time differencing defined, the final system of equations becomes 
gn+l,m-fl _ Qn+l,m ^Qn+l,m+\ _ ^ qu-I 
^ ^ Ar J 2Ai 
+  ^ +  i ^ ( ^ + V / 2  •  J -  ^ - Y / 2  •  J )  
+ i;(^+l/2 • i - Fk-ln • h = (4-29) 
The above system of discretized equations represents a coupled system approach 
with full implicit time treatments using a local time stepping to achieve the time 
accuracy. Regarding the efficiency of the present procedure as compared to the 
uncoupled approach, it should bo noted that the vast majority of DNS/LES works 
in the past have used variants of the pressure correction scheme mentioned earlier. 
Besides solving the pressure Poisson equation to satisfy the continuity equation in 
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that approach, some sort of partially implicit treatment of the momentum equations 
have been exploited. For instance, the combination of an explicit treatment of all 
terms in the momentum equations using an Adam-Bashforth time advancing scheme 
and a Crank-Nicholson implicit discretization of the viscous derivative term in the 
wall direction, has been popular in the channel flow simulation (Moin and Kim 1982). 
Since in the case of planar channel flow, the time step is mainly limited by the viscous 
diffusion near the wall, implicit treatment of the normal viscous derivative alone 
would suffice to allow a larger time step being used for integration. Consequently, 
the resulting discretized momentum equation can be solved by a tridiagonal solver 
directly without further iterations, and the computational effort is mostly attributed 
to the Poisson equation solver. 
Therefore, when compared to the present coupled approach in which iterations 
are needed for the whole system of algebraic equations, the saving using the uncou­
pled approach apparently can be significant. But this saving will vanish when a more 
complicated flow like the backward-facing step is considered, since a full implicit 
treatment of the viscous terms (and even inviscid terms) may then be needed. Con­
sequently, we expect that the coupled N-S equations approach will be competitive 
in flows with complicated geometry, albeit probably not in the planar channel flow 
case. 
4.5 Lmearizatlon Process and Delta Form 
Equation (4.29) represents the discretized N-S equations that were solved nu­
merically. However, since it is an implicit nonlinear system of equations, no solution 
could be sought directly. Proper time linearization with respect to the pseudo time 
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level m + 1 had to be used in order to solve the equations. It was more convenient to 
put the equations, after the linearization, into the so-called delta form where changes 
in the primitive variables are formulated. 
In the present study, the author has chosen to use the Newton linearization 
process to linearize the non-linear algebraic equations. Additionally, because both 
incompressible flow and low Mach number compressible flow were considered, it was 
more straightforward to work in the primitive variables [Q = {P,u,v,w,T)^] instead 
of the conservative variables [Q]. It has been demonstrated (Chen and Fletcher 1990) 
that it is possible to obtain accurate results over a wide range of Mach numbers using 
primitive variables. Therefore, during the linearization process, we will transform the 
unknowns into the primitive variable vector whenever necessary. 
To illustrate the Newton linearization process for a system of nonlinear equations, 
consider a generalized function which is a function of the independent 
variable vector U. The Newton's procedure yields 
F^+^{U) = F{U^ + 6U) 
F)F I 
« F[U'^) + ^ \ymSU (4.30) 
where the delta vector 6U = is the difference between the value of the 
unknown at the present iteration level and the value at the next iteration level. 
Now consider first the time derivative term in Eq. (4.29). Performing 
the linearization gives 
where, again, 6Q — and the Jacobian matrix can be obtained by 
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invoking the dimensionless equation of state, Eq. (3.24), 
[T] = 
dQ 
/ 
0 
T&O 
0 
0 
0 
0 
0 
0 
0 
A 
-C-2^ 
-C^u 
m 
C-^v 
RT? 
w 
0 0 
(4.32) 
.(0 
where C — was defined in Eq. 3.25. Note that the dinmensionless equation 
of state used was derived from the isothermal wall condition case. For the isoflux 
case, a slightly different form of the matrix will result. But for the sake of brevity, 
only the former case will be derived here. 
The flux tensor terms can be linearized similarly by decomposing them into the 
inviscid and viscous parts first as in Eq. (4.9), F = — Fy^^. Then the inviscid 
flux can be linearized as 
=m+l itA 1 -*\c/^ 
^inv — -f* inv + vl-^muJ' (4.33) 
where the inviscid vector Jacobian 
aF [A inv mvi dQ 
(4.34) 
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and 
7?^" 7^ 0 0 
1 ,,2 
727^" 0 0 
7?^"" 7^" 0 
72^""^ 0 A 
0 0 
—C P.\u 
-CIHZ RTA 
RT^ 
uv 
uw 
C-KjU + -y^l 
RT? 
(4.35) 
0 7^ 
0 
^72?^" 
0 
0 
0 
0 
0 
-C-^v 
m 
uv 
—C P .\vv prnl RT^ 
— C 2_y^y 
—C—^v + -rpf-v 
RJ^ ^
(4.36) 
[A invi 
0 0 7^ 
7^^ 0 —G— 
0 75^ "" 7^^ —C ^ .ywv 
0 0 —C ^.yWW 
0 0 — C—^(C + w 
R^ ^ ; 
(4.37) 
Since the viscous fluxes involve normal and cross derivatives, and property varia­
tions of the viscosity and conductivity, the linearization of the fluxes by this method 
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would be much more complicated. As a result the computational effort would in­
crease dramatically. For this reason, both the fluid property and the cross-derivative 
terms in the viscous fluxes were lagged by one iteration level. It is believed that 
the computational effort saved will offset any deterioration of the convergence rate 
due to lagging. With the above treatment, the implicit viscous flux becomes linearly 
diagonal. Consequently, the viscous Jacobian matrix is straightforward 
^vis ~ ^vis "l" ([-^uis] • (4.38) 
and 
where 
•^vis "t" ^ (4.39) 
0 0 
0 0 
0 0 
0 0 
0 
P 
0 
0 
0 
0 
0 
Re ax 
0 
0 
0 
0 
0 
k d 
PrRe ^  / 
(4.40) 
0 0 
0 0 
0 0 
0 0 
0 0 
0 0 
Reify 
0 
0 
0 
0 
0 
0 
0 
A- d 
PrRc dij / 
(4.41) 
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0 
j^d 
R£^ 
0 
0 
0 
0 
0 
u d 
te^ 
0 
0 
0 
0 
0 
JL ^ 
Redz 
0 
0 
0 
0 
0 
k- D 
T¥mch J 
(4.42) 
Note that the turbulent viscosity terms were also lagged since the terms were not 
expected to be large enough to affect the convergence rate. Indeed, this was verified 
in the calculations. 
With the linearization process described above, the final system of linearized 
equations will take the delta form, after rearranging, 
(^|ri + ^[riw+ E ;^[(fed-a) + (fc)-n)r«gj = -B (4.43) 
where [F] = [r][T], and the residual vector R is 
3QTi+l,m_4Qn^g;i-l 
R = 
2At 
m 
m (4.44) 
It is to be noted that the residual vector R in the right hand side of Eq. (4.43) 
actually represents a discrete form of the N-S equations at iteration level m. When 
the iterations converge, 6Q will approach zero, and the residual vector also vanishes to 
satisfy the discretized N-S equations. For this reason, it is common to approximate 
the left hand side discrete operator with a lower order scheme, while keeping the 
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higher order approximation on the right hand side. As long as the the iterations 
converge, the higher order accuracy of the scheme will be recovered. For instance, 
the left hand side can use a first-order upwind for convective flux and second-order 
central differences for pressure and viscous fluxes, while the right hand side uses 
the higher-order approximation such as the UPWIND scheme. This is preferred 
since the iterative solver described in the following section uses only a three-point 
stencil of unknowns in a single direction (and therefore, a seven-point one in three 
dimensions). Consequently, in the present study, if the five-point formulas were used 
(i.e., UPWIND and 4CD), the left hand side operator always utilized a lower-order 
scheme which has only a three-point stencil in each direction. 
The preconditioning matrix for the pseudo-time, [F], has yet to be specified. 
For the incompressible flow, [F] = [/] was found to work reasonably well. For the 
compressible flow, the following form was used 
Comparing the above to the matrix [T] of Eq. (4.32), it can be easily seen that the 
above expression mostly differs from [T] by the first column, i.e., removal of the 
dimensionless gas constant R in the preconditioning matrix. It was found that the 
above expression was efficient in the low Mach number regime, whereas turning ofl" 
the preconditioning matrix would severely slow down the convergence rate and cause 
(4.45) 
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numerical instabilities when the heat transfer rates were significant. 
4.6 Coupled Strongly Implicit Procedure 
The above linearized algebraic equations in delta form can be solved either di­
rectly or in an iterative manner. A direct matrix solver solves the system of the equa­
tions directly without further iteration. Nevertheless, a direct solver like Gaussian 
elimination is generally too costly in both computational storage and time, especially 
for 3D cases. Therefore, an iterative scheme has been employed here. 
The choice of which iterative scheme to use, however, is also critical. This is so 
because an analysis of the numerical procedure indicates that the effort to solve the 
algebraic ec[uations constitutes a major part of the computational cost. Therefore, 
an efficient use of an iterative scheme can save substantial computer run time. Here, 
the author has employed Stone's (Stone 1968; Weinstein et al. 1969) CSIP solver to 
solve the algebraic equations. The procedure is basically a type of incomplete LU 
factorization of the coefficient matrix carried out in an approximate fashion in order 
to reduce the computational effort reciuired in the factorization. If the factorization 
were exact, the method would be a direct non-iterative one. However, since the LU 
product is not ecjual to the original coefficient matrix, iterations are still needed. 
Stone and other researchers (e.g., Schneider and Zedan 1981) found that the 
procedure worked eflficiently on several 2D and 3D test problems. But there are two 
major drawbacks of the original CSIP procedure. First, its data recurrence property 
makes it difficult to vectori'/e on (-RAY's supercomputer })latform. And secondly, the 
procedure takes up an enormous amount of computer memory, making 3D problems 
difficult to run on computers with smaller central memory. 
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Fortunately, the procedure still can be vectorized if special care is taken. In 
addition, with the availability of cheaper memory chips inside present day comput­
ers, memory limitations are no longer as restrictive as it used to be. As a matter of 
fact, the CRAY COO supercomputer at the National Aerodynamic Simulation (NAS) 
facility of NASA Ames Research Center, for example, now has a core memory of 1 
giga-word (equivalent to 8 x 10^ bytes), which offers ample memory for most calcula­
tions. Nevertheless, a domain decomposition method has also been developed earlier 
in an attempt to speed up the queue time needed for the job to be executed. (Al­
though for the maximum size of memory required in this study [about 100 mega-words 
for the full compressible equations], it was found that the job would be processed by 
the NAS C90 supercomputer at NASA Ames without significant delay now.) 
The method basically divided the computational domain into several blocks on 
which the calculations proceeded seciuentially. The data were transfered before each 
block calculation and updated afterwards by mapping back and forth between local 
arrays and global arrays. With an index array to keep track of the mapping for the 
different blocks, the procedure was fairly straightforward. The interface boundary 
nodes were not overlapped (although they could be). Two extra planes of data from 
each the neighboring block were also mapped to the local arrays since they were 
used as the phantom nodes for calculations in the local block boundary volume cells. 
The convergence rate was expected to suffer due to the asynchronism of the iterative 
scheme. But the effect was determined to be negligible from numerical experiments. 
Now. to illustrate the basic concept of the CSIP scheme, the present discretized 
equations in 3D delta form, Eq. (1.44), can be expressed as follows (the 2D scheme 
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can be deduced in a similar fashion): 
+4,i,fc^'5i+i,j,fc + (4.46) 
where to are 5 x 5 (4 x 4 for the 3D incompressible case) coefficient matrices, 
and again Q is the primitive variable column vector, (p, tt, u, w, T)^. The difference 
molecule can be seen in Fig. 4.4. 
The above equation can be put into matrix notation as 
= /i(Q"+l''") 
where 
(4.47) 
k+1 
j+1 
Figure 4.4; Difference molecule for CSIP 
83 
A  ^ A c^t 
[A] = 
5 
A^ A}^  AP 
The subscripts a, j3, 7 denote points (1,1,1), {i,j, A:), and (i/n, jm, km), respectively. 
To factor the left hand side matrix into lower and upper triangular matrices ([L] 
and [f/], respectively), an auxiliary matrix P is added to the coefficient matrix, [A], 
so that 
[A + P]6Q''+^^'^ = + (4.48) 
where n + 1 is the time level, and m is the iteration level again. Since it is expected 
that the first term on the right hand side is always small, and it further decreases 
to zero as the iteration proceeds (at a rate faster than the left hand side because 
the norm of [P\ is expected to be small), it can be dropped and the equation can be 
expressed as'^ 
[L\[U]8Q = ii(C?"+l''") (4.49) 
'^Originally, the CSIP formula calls for a delta form after this step which would 
make the present formulation into a double delta form. However, the extra cost of 
performing the step could offset the possible benefit expected. 
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Therefore, the choice of the auxihary matrix [P] is dictated by requiring that 
the augmented matrix be factorized into [L][U] exactly, i.e., 
and furthermore by the form of [L] and [U] matrices. Apparently, the norm of the 
auxiliary matrix should be as small as possible so that the product of [L] and [U] will 
be close to the original coefficient matrix, thus making the convergence faster. 
The [L] and [U] matrices have been chosen to have nonzero diagonals at the 
same position as the original matrix [A] so that no further storage room is necessary. 
In this way, there exists a unique solution for the matrix [P], and therefore the 
\L] and [f/^] matrices. The reader is referred to Stone (1968) for the 2D case and 
Weinstein et al. (1969) for the 3D case for the detailed formulations. Originally, 
they also proposed a partial cancelation parameter that can minimize effects of the 
auxiliary matrix, hence increasing the convergence rate. However, the calculation of 
the parameter in a system of equations involves matrix inversions. This will make 
the computation more expensive, and therefore offset the intended saving. For this 
reason, the cancelation parameter was not used in the present study. 
Once the coefficient matrix is decomposed into lower and upper triangular ma­
trices, a direct solution will be possible. This can be seen by defining a provisional 
[/l + Pl = [il[£/l (4.S0) 
vector 6W = [U]8Q first. Then Eq. (4.49) takes the form 
[L]8W = R (4.51) 
an<l 
[U]6Q = 6W (4.52) 
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The provisional vector 6W can be solved by forward direct substitution of [L] from 
Eq. (4.51). And the primitive variable vector is solved from Eq. (4.52) by backward 
substitution with [U]. 
Finally, as mentioned above, the CSIP routine can also be vectorized if the 
calculation proceeds on the diagonal plane (the constant-index sum plane) instead of 
by the usual x-y plane sweep. That way, the data dependency can be eliminated and 
the data array can be vectorized. The interested reader is referred to Babu (1994) 
for a detailed account of the vectorized CSIP formulation and the source code. 
4.7 Boundary Conditions 
For the numerical boundary conditions treated, it should be noted that they 
will be different in either regular or staggered grid arrangements, although their 
analytical representations are the same. Since the fully developed channel and duct 
flows considered here all used periodic boundary conditions at the inflow and outflow 
boundaries, no special treatment was necessary. They were simply assigned explicitly 
as u{0,y,z) = u(27r,.y,s), for instance, in the streamwise x direction both in the 3D 
channel and duct flows. Only the solid wall boundary conditions were needed. 
For the regular grid case, the boundary conditions were straightforward. In 
incompressible calculations (the 2D channel, 3D channel and 3D duct flows), no-slip 
velocities at walls were specified directly and the pressure was calculated from the 
normal momentum equation based on the half-cell control volume adjacent to the 
wall—in an implicit manner. (In general, however, it was found that the pressure 
can be specified alternatively as a zero normal gradient, i.e., dPjdy = 0, to produce 
similar results.) Because of the arrangement of the finite-volume grid, no point 
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outside the flow domain was needed for the convective terms even with the five-
point stencil schemes like 4CD and UPWIND. For the viscous derivative, however, a 
one-sided three-point difference formula was used when evaluating the wall viscous 
fluxes. As for the compressible calculations, the only additional unknown was the 
temperature. The dimensionless temperature was zero at the wall for the isoflux 
condition. For the isothermal condition, the constant wall temperature was specified. 
On the other hand, the implementation of the boundary conditions for the stag­
gered grid formulation was a bit different. From Fig. 4.1, we see that the pressure 
gradient terms in the momentum ec[uations all use pressure points in the interior of 
the computational domain, thus exempting a need for the pressure condition at the 
wall. Nevertheless, since a fictitious density node outside the wall was needed for 
the governing equations, a pressure point was to be specified there. In the pi-esent 
calculation, a three-point polynomial extrapolation has been used to calculate that 
exterior pressure value. The temperature condition has been already given a priori 
as the constant wall temperature with the top wall hot and the bottom one cold. 
However, there is no temperature node located at the wall. As a result, a fictitious 
temperature node point outside the computation domain was needed. Again, a three-
point extrapolation was used with the temperature boundary condition at the wall 
as the first point for computing the extrapolation formula.^ Similarly, a no-slip tan­
gential velocity condition was not imposed directly (except for the normal velocity). 
Instead, fictional node values were calculated in a similar fashion whenever needed. 
Finally, without loss of accuracy, a one-sided three-point first derivative formula was 
'^Although no temperature node was located at the boundary, the pre.sent dimen­
sionless temperature has known values at the wall. 
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again used to calculate the viscous flux at the walls. 
4.8 Convergence Criterion 
For all calculations in the current study, a Z,2-norm type of convergence criterion 
was used to determine the level of iterations needed for the numerical solutions. More 
specifically, the criterion was as follows: 
5Iall variables 
[ 
^n+l,m+l_^n+l,7n ^ 
Hrms 
-]^-® < e (4.53) 
N X number of variables 
where N is the total number of node points, n + 1 denotes the physical time level 
(for a time dependent solution), and m is the sub-iteration level. The minimum e 
has been generally set to drop by a factor of lO'^. 
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CHAPTER 5. RESULTS FOR TWO-DIMENSIONAL LAMINAR 
FLOWS 
The finite-volume schemes developed have been applied to compute several 2D 
laminar flows with and without heat transfer. These cases served to validate the 
schemes and measure their performance. First, the 2D driven cavity flow using 
the full compressible N-S equations was computed with a low heat transfer rate. 
Results from both the steady and unsteady (driven by an oscillating lid velocity) 
cases will be reported. Then, the 2D small disturbance channel flow was computed 
to further test both the temporal and spatial accuracies of the present schemes using 
the incompressible flow formulation. In all cases j^resented hero, both regular and 
staggered grids were used. 
5.1 Two-Dimensional Square Cavity Flow 
5.1.1 Steady-state solutions 
The 2D steady cavity flow has been studied quite extensively with numerical 
calculations and, most often, served as a benchmark case to evaluate algorithm accu­
racy. Due to complexities of the velocity field, an analytical solution is not available. 
CJliia et al. (1982) have solved this flow using the stream function approach with a 
mesh as fine as 257 x 257 for Reynolds numbers ranging from 100 to 10,000. Their 
89 
results are usually considered as benchmark solutions for this type of flow. 
The cavity configuration is shown in Fig. 5.1. The flow field, initially motionless, 
is driven by an impulsively started lid with a uniform velocity (i.e., Uy—\ = [7q). 
Due to effects of viscosity, the entire flow field will undergo a transient development 
and eventually reach a steady state if the Reynolds number does not exceed a certain 
critical value. The flow field is characterized by a single recirculation zone at low 
Reynolds numbers. But when the magnitude of Re is high enough, the flow becomes 
more complicated and secondary recirculation zones appear. Furthermore, according 
to numerical calculations done by Goodrich et al. (1989), the flow does not reach a 
steady state when the Reynolds number exceeds 5000. 
The full 2D compressible N-S equations using both the regular and staggered 
grids were solved in the present investigation. Both grid arrangements were found to 
produce indistinguishable results for the velocity fields while the pressure contours 
Uo 
y 
^ X 
Figure 5.1: Geometry of the 2D square cavity 
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using a regular grid tended to exhibit a small amount of wiggles. Because of this, 
only the results from the staggered grid will be shown here. 
To validate the present schemes with different spatial differencing strategies 
(2CD, 4CD, and UPWIND), three different Re (namely, 100, 1000, and 3200) based 
on the lid velocity and cavity width were run, along with two different uniform mesh 
densities (21 x 21 and 41 x 41). Also, to demonstrate the capability of the present 
codes to run under near incompressible conditions, a low Mach number of 0.01 and 
a low heat transfer rate were employed. The case used an isothermal wall boundary 
condition with the hot to cold wall temperature ratio of TwjTs = 1.01 where Tm 
denotes the temperature of the top moving wall and Ts denoting the temperature of 
the other walls. 
In all cases, the physical time step was set to 10^^ to obtain steady-state solutions 
with pseudo-time iterations. The convergence criteria was set to require a reduction 
of error (based on L2 norm) of four orders of magnitude. Typically .speaking, this 
took about SO iterations (in the case of Re = 100) to more than 2000 iterations 
(in the case of Re = 3200) for the solutions to converge. It should be noted that 
the central differencing schemes, 2CD and 4CD, had much slower convergence rates 
than the UPWIND scheme at higher Reynolds number, i.e., at Re = 3200. Both 
central differencing schemes would take 2000 steps while UPWIND only took 400 
steps to converge. Chen (1990) reported a similar slow convergence rate of central 
differences at the same Reynolds number. Finally, notwithstanding the slightly more 
computational effort the UPWIND scheme needed at each iteration compared to 
2CD and 4CD, the speed-up in convergence rate using the scliemc made it more 
competitive than the central differencing formulations in overall cost for the present 
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computations at the higher Reynolds numbers. 
Figures 5.2-5.4 show the velocity profiles along the vertical and horizontal cen-
terlines of the square cavity for three different Re and two different grid densities. 
The data here are from Ghia et al. (1982) obtained using a 129 x 129 grid. As can 
be readily seen, for the Reynolds number of 100, the solutions of all three different 
schemes agree with each other and the Ghia et al. results fairly well, indicating 
that the resolution at the present Reynolds number was more than adequate. How­
ever, as Re increases, a thinner boundary layer forms at the upper wall making it 
more difficult for the numerical schemes to resolve the solution accurately, especially 
with a uniform mesh. This is indeed confirmed by comparing the solution profiles at 
Reynolds numbers of 1000 and 3200. Consequently, the coarse grid solutions begin 
to deviate from the Ghia et al. results. Increasing the grid density does help to 
improve the numerical solutions. However, it is evident that the UPWIND scheme 
still provides better resolution when compared to 2CD. Meanwhile, the results from 
the 4CD scheme also outperform that of 2CD scheme but still are a little inferior to 
the results of UPWIND, The above observation of the superiority of the UPWIND 
scheme at higher Re has also been reported elsewhere (e.g., Hayase et al. 1992). 
As mentioned above, the heat transfer quantities were also computed at near 
incompressible and constant property flow conditions for which the solution obtained 
from the energy equation will be almost identical to the results of a passive scalar 
computation in the case of low heat transfer rates. The main quantity of interest 
here is the Nusselt number at the top moving wall, defined as 
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Ghia et al. 
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Figure 5.2: Velocity profiles for the 2D cavity at Re = 100: (a) {/-velocity along the 
vertical centerliiio, (b) y-velocity along the horizontal ccnterline 
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Figure 5.3: Velocity profiles for the 2D cavity at Re. = 1000: (a) u-velocity along 
the vertical centerline, (b) r-velocity along the horizontal cciit<;rline 
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Figure o.-l: Velocity profiles for the 2D cavity at Rt  = 3200: (a) u-velocity along 
the vertical cenlerline, (b) v-velocity along the horizontal cenlerline 
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i ^ ' ^{dy) topiual l  
= ^ (5.1) j -w — J-S  
where h is the heat transfer coefficient, L is the cavity width, and k  is the thermal 
conductivity. The prediction of Nu by the three different schemes, along with results 
of Chen (1990) where second order central-differencing and a 41 x 41 uniform grid 
were used, are shown in Fig. 5.5. The wall temperature ratio used in the present 
calculation mentioned earlier was TiojTs = 1.01, while Chen used 1.11 instead. In 
addition, the Prandtl number used was 1.0 for all results including Chen's. Again, 
the results at Reynolds number of 100 agree well, while there is a slight discrepancy 
between the present predictions and Chen's result at Re of 1000. Note that due to the 
boundary condition imposed, singularities occur on both ends of the top wall. The 
Nusseit number there will approach infinity, while numerical prediction of the Nusselt 
number will have a steeper slope with finer grids. However, at the right end of the top 
wall, tlie present schemes all sliow signs of a single point discontinuity at the second 
point from the right wall (while Chen only showed results a couple of grid points away 
from the wall). It is quite possible that the discontinuity resulted from a numerical 
artifact trying to adjust to the singularity. The 41 x41 grid solutions of UPWIND and 
4CD agree with each other quite well, indicating the solution might have converged. 
It is not clear why the discrepancy between the present computations and Chen's 
results exists, especially considering that Chen employed a solution procedure very 
similar to the present one. More study is needed regarding this point. 
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5.1.2 Unsteady-state solutions 
The unsteady 2D square cavity driven by an oscillating lid was used by Soh 
and Goodrich (1988) to demonstrate the time accuracy of the pseudo compressibil­
ity method. They used initial conditions taken from the steady-state calculation, 
and then a sinusoidal lid velocity [Uy—Y — UQCos{ujt), where a; = 1] was suddenly 
imposed. Due to the discretization error of the numerical solution used, the flow 
field will initially imdergo a slight transition to adjust for the imposed periodic lid 
velocity. After a couple periods of evolution, the flow quantities eventually achieve 
true periodicity. 
In the present computation, the same flow condition has been used, namely, 
the Reynolds number of 400 and a 41 x 41 uniform grid. Three different spatial 
schemes were used again to compare their performances. The dimensionless time 
period Tp was 2K and the time step used was 27r/40. The local time sub-iterations 
were used to achieve time accuracy. The number of iterations depended somewhat 
on the magnitude of the oscillating lid velocity. Generally, 25 to 50 iterations were 
needed for a reduction of the residual level by 4 orders of magnitude. 
Figure 5.6 shows the mean drag coefficient profile at the top moving wall for 8 
periods of the nondimensional time. The average dimensionless drag coefficient is 
defined as 
Since the drag coefficient defined is an a.verag<Kl quantity, it probably is not an ideal 
candidate with which to compare the spatial accuracy of the scheincs. iXonotheless, all 
three schemes produced good time accuracy in the sense of preserving the periodicity 
(5.2) 
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Figure 5.6: Time liistory of the mean drag coefficient for the unsteady 2D cavity at 
/?e = 400 
of the drag profile. The Soh and Goodrich results has a asymptotic peak of CQ = 31.4 
as compared to 29.5 of the present computations. 
5.2 Two-Dimensional Small Disturbance Channel Flow 
The second test case used to validate the temporal and spatial accuracy of the 
present schemes is evolution of a small-disturbance in the 2D channel flow. Basi­
cally, for fully developed 2D laminar channel flow, the streamwise velocity can be 
represented by a parabolic profile. If a small sinusoidal disturbance is introduced in 
addition to the mean developed flow, then from linear stability theory, the perturba­
tion will either grow or die out depending on the flow Reynolds number used. In the 
present investigation, we have chos(?n a slightly unstable mode of (listurl)ance so that 
the amplitude of the perturbation will grow in time. As a result, numerical predic­
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tions of this evolution problem using three different spatial schemes can be compared 
to the exact solution from stability theory. 
Linear stabihty theory of small perturbations when applied to this problem will 
reduce the 2D full N-S equations to a fourth-order ordinary differential equation, 
known as the Orr-Sommerfeld equation (0-S) (see White 1991 or Schilichting 1979). 
Namely ,  i f  we  le t  the  pr imi t ive  var iab les  of  s t reamwise  ve loc i ty  i t ,  normal  ve loc i ty  v ,  
and pressure p be denoted as 
u{x ,y j )  =  U{y)  +  u{x ,y , t )  (5.3) 
v{x ,y , t )  =  v{x ,y , t )  (5.4) 
p{x ,y , t )  =  p{x ,y , t )  (5.5) 
whei'e U{y)  =  1.0 — y^ ,—l  < y  <  1,  i s  the laminar parabolic velocity, and the i i ,  
V, and p are the small perturbations. Then by assuming the flow is periodic due 
to spatial homogeneity, we are seeking the perturbation velocity components in tluj 
form of 
u{x ,y)  = ( . ( f )  (5.6) 
v[x ,y )  =  — ( 5 . 7 )  
where <l>[y)  denotes the derivative with respect to y ,  a  is the wave number, e is 
the small perturbation amplitude, and to = ur is the complex frequency. By 
substituting the above relations into the 2D N-S equations after eliminating the 
pressure term, the 0-S equation can be derived as 
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where the complex wave velocity c = cj/a, and the Reynolds number, Rec, is based 
on the mean centerline velocity and the channel half-height. 
With the wave number, a, fixed, the 0-S equation poses an eigenvalue problem 
with the complex wave velocity as the eigenvalue and (j> the eigenfunction. Further, 
if CI is negative, then the corresponding disturbances will be damped, and the flow 
is stable; otherwise, the disturbances will grow exponentially in time, and the flow is 
unstable. Extensive and accurate numerical investigations have been made through 
the years on the solution of the Orr-Sommerfeld equation, e.g., Orszag (1971). 
The present calculations have followed that of Malik et al. (1985), and Rai and 
Moin (1989), where the Reynolds number was set as 7,500 and a = 1. Consequently, 
the only unstable mode is with w = 0.24989154 + 20.00223498. Finally, the amplitude 
parameter e used was 0.0001. For a very small disturbance, dii'ect calculation of the 
2D N-S equations will be ec[uivalent to the solution of the 0-S equation. 
The perturbation energy, E{t ) ,  is defined as ^ 
E{t )  =  ^  + v{x ,y ,  t ) ' ^ )c lydx  (5.9) 
where Lx = 2T :/OL is the length of the x  domain. And the exact normalized energy 
growth rate for a small disturbance, E{t)fE{Q), will then be (see Appendix C 
for derivations). 
The initial field of the present simulation was provided by Dr. M. R. Khorrami of 
High Technology Corp. from a similar simulation using a Fourier-Chebyshev spectral 
^Strictly speaking, the norm of the complex perturbation velocity should be used 
in the integral. However, since physical meaning is only attached to the real part 
of the complex velocity, the ai)ove definition is to be understood as representing the 
real part only. 
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method. The complex eigenfunctions of the streamwise velocity, normal velocity, and 
pressme components are shown in Appendix C. 
Overall, two different grid sizes of 32 x 65 and 64 x 131 have been used for 
the three different spatial differencing approaches. The grid was uniform in the 
streamwise direction while stretched in wall direction using the hyperbolic tangent 
function with the grid stretching parameter specified as 0.96 resulting in a ratio of 
15 for the maximum to minimum grid spacing. Since the present computation used 
the  f ixed  mass  f low ra te  approach ,  the  externa l  forc ing  funct ion  was  known a pr ior i  
in this laminar flow case as '2.0/jRe (see Appendix A). Again, as in 2D cavity case, 
the differences observed with results from using both the regular and staggered grids 
were not significant at all. Hence, only the staggered grid results are shown here. 
In general, all numerical schemes used the same local time step (although the 
UPWIND scheme provides slightly better convergence rate) and physical time step. 
In order to be time accurate, the physical time step in all cases was set to 0.02, 
resulting in a maximum CFL of 0.1 for 32 x 65 grid (where CFL = uAx/At), and 
the pseudo time step used was 1.0. Further reductions in the physical time step gave 
rise to no significant differences in the calculated solutions, thus indicating that the 
numerical errors was mainly spatial-dominated. Between each physical time step, the 
solutions were marched in local time until the residuals were reduced by a factor of 
500. For the coarser grid, it would take 25 steps, and 30 steps for the finer one. This 
was found to be sufficient since further reduction in residual level had no significant 
impact on the final solutions. The solutions were terminated after the time had 
reached two time periods of 2512 time steps. Generally, for the coarse ease, it would 
take roughly less than an hour of the CRAY YMP CPU time for a single processor 
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(the CRAY COO is about twice faster than the YMP). 
Since, for this flow, the small disturbance field is superimposed on top of a fully 
developed laminar parabolic profile, whatever spatial difference scheme is used should 
have at least the ability to resolve the basic parabolic solution exactly. If this is not 
the case, then the small disturbance field will be contaminated by the numerical 
disturbance caused from the incorrect resolution of the basic mode. Consequently, it 
requires a spatial scheme to posses, at least, a second-order accuracy in approximating 
the viscous terms since the convective terms are zero in the fully developed case 
without the superimposed disturbance. 
For the UPWIND and 4CD methods, this was done easily since the viscous 
flux was approximated in a fourth-order fashion formally. However, special'care was 
needed for the 2CD method in a stretched grid. It can be deduced that if the cell 
face lies midway between the neighboring node points, then the viscous flux will be 
exactly resolved at the cell face for the 2CD case even with the grid stretched. For 
this reason, the cell vertex approach has been used throughout the investigation. 
Figure 5.7 shows the normalized energy growth rate versus time for the staggered 
grid arrangement, where Tp—the period of the single small disturbance wave—is 
about 25.12 in non-dimensional time. As we can see, the UPWIND and 4CD meth­
ods are superior to the 2CD approach. Further grid refinement improves the 2CD 
prediction significantly, while the UPWIND and 4CD curves are almost overlapping 
with the exact solution. By way of comparison between UPWIND and 4CD, it is 
clear tiiat. on the coarse grid results, UPWIND under-predicts the energy growth 
rate, and 4CD over-predicts it (albeit only sliglitly in both cases). Finally, we note 
that the present results of 2CD and 4CD are in reasonable agreement with the results 
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Figure 5.7: Logarithmic, normalized energy growth rate; small-disturbance channel 
flow; Rec = 7,500 
reported by Rai and Moin. 
Figure 5.8 shows comparisons of the computed normalized normal velocity along 
the channel centerline with the exact solution from the theory and the results from 
the three different schemes for both grid densities. Although in all cases the solution 
profiles show some evidence of damping and phase-lagging, again, UPWIND and 4CD 
are apparently the more accurate schemes. 
5.3 Concluding Remarks 
The three different codes—2CD, 4CD, and UPWIND—proposed in this study 
have been verified in 2D cases such as the steady and imsteady driven cavity and 
the small-disturbance channel Hows. Both the compressible and incomprossiljU? for­
mulations were tested. For the 2D steady-state lid-driven cavity flow, the velocity 
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Figure 5.8: Comparison of the normalized normal velocity along the channel cen-
terline, small disturbance channel flow, Rec = 7,500 
profiles have been calculated for three different Reynolds numbers (i.e., 100, 1000, 
and .3,200) and compared with the resvdts of Ghia et al. (1982). It was found that 
the UPWIND scheme provided the best agreement with the reference results, while 
the 4CD scheme showed slightly less agreement but still performed better than 2CD. 
This was particularly demonstrated at the higher Reynolds number case of 3,200 
when 2CD of the coarse grid results has failed to capture the inflectional velocity 
profile near the bottom wall region. 
The Nusselt number (Nu)  along the top moving wall of the cavity has also been 
computed for the three different schemes using a low heat transfer rate {TwITs = 
1.01). The comparisons were made against the results of Chon (1990). Calculations 
for two different Reynolds numbers (100 and 1000) have been performed. While al. 
Re = 100 results for all schemes agreed reasonably well with the data of Chen (1990), 
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some discrepancies were noted at higher Reynolds numbers. Specifically, the present 
2CD scheme did not produce data that agreed with Chen's where a similar second-
order central difference was used. At the right end of the wall, the current schemes 
all exhibited a sign of a one-point discontinuity due to the singular nature of the flow. 
Also in the cavity case, the unsteady solution driven by an oscillating lid velocity 
{UY—i = Uq cost) has been computed at Re = 400. The averaged coefficient of drag 
on the top wall was calculated. But since the quantity computed is an averaged 
value across the wall, comparison of the schemes' spatial accuracy might not be 
possible. Nevertheless, all three schemes showed close agreement with each other, 
and the periodicity of the solution was clearly observed. This also demonstrates the 
time-accuracy of the pseudo-compressibility/preconditioning approach. 
The 2D small disturbance channel has also been computed to further test accu­
racy of the algorithm. A small sinusoidal disturbance was superimposed upon the 
basic laminar parabolic profile, and then the full 2D N-S equations wore solved nu­
merically. It was found that, as in the cavity case, UPWIND and 4CD provided 
closer agreement for the prediction of the energy growth rate and normalized normal 
velocity—with respect to the exact solutions from the linear stability theory. The 
2CD scheme under-predicted those quantities ciuite significantly when the coarse grid 
(32 X 65) was used. 
Both the regular and staggered grids have been used for all three schemes, but 
it was found they produced essentially similar results in all 2D cases. Although the 
results are not shown here, it was found that the only difference was in the pressure 
field where results from regular grid showed slight pressure decoupling in the cavity 
case. But no pressure decoupling was observed in the channel case in either case. 
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CHAPTER 6. RESULTS FOR THREE-DIMENSIONAL 
INCOMPRESSIBLE TURBULENT FLOWS 
6.1 Planar Channel Flow 
The incompressible plane channel flow has been chosen here to demonstrate the 
capability of the present schemes to perform turbulence simulations. Figure 6.1(a) 
shows the channel geometry and coordinate system used for this investigation. For 
comparisons, the fine grid DNS results of Kim et al. (1987) using four-million grid 
points along with the experimental work of Niederschulte et al. (1990) will be used 
to gauge the present computed results. 
Niederschulte et al. (1990) have carried out channel flow measurements at low 
Reynolds numbers specifically designed to confirm the DNS results of Kim et al. 
(1987) and Lyons and Hanratty (1991). Careful measurements of different turbu­
lence statistics were performed using the laser-Doppler velocimeter. Generally good 
agreement was found between the experimental data and the DNS results. Nonethe­
less, as we shall see, there were some fundamental differences for certain higher order 
statistics in localized regions of the channel. It is not clear whether the differences 
are due to experimental measurement errors or an artifact from the numerical sim­
ulations. Conseciuently, vviiile the accuracy and reliability of DNS have been mostly 
confirmed, further research is needed to clarify those discrepancies. 
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The calculations performed in this study for the incompressible channel are listed 
in Table 6.1. A total of eight cases are reported here. Besides the three differ­
ent spatial algorithms (i.e., 2CD, 4CD and UPWIND) studied, combinations of the 
regular/staggered grid arrangements and different SGS models (MK and dynamic 
models) have been tested. Further, comparisons between LES and coarse-grid DNS 
were made, and effects of the grid refinement were finally studied. As mentioned in 
Chapter 2, both the fixed pressure gradient and the fixed flow rate approaches were 
used to represent the mean pressure gradient resulting from the fully developed flow 
condition. Here, only Case I has used the fixed pressure gradient approach, and the 
rest of the cases computed all used the fixed flow rate approach. 
The time steps used in the calculations are also shown in Table 6.1. Since Case 
I had a different time scale resulting from the non-dimensionalization process used 
where the friction velocity was employed (as compared to the centerline velocity for 
other cases), the time step was different from the rest of the cases. But the resulting 
maximum CFL number has been kept between 0.2 — 0.3 for all cases, in order to 
maintain time accuracy. 
The present cases all employed a 65 x 65 x 65 grid in a ' I 'KS x 28 x 7r6 com­
putational domain, except Case VIII which used 32 x 65 x 32 points in order that 
the grid refinement effect could be observed. To satisfy the periodicity condition 
in the homogeneous directions, the computational domain should be as least twice 
the distance at which the two point autocorrelations of the flow variables are nearly 
zero in that direction (Moin and Kim 1982). But on the other hand, the admissibh^ 
size of the computational domain is mainly governed I)y the grid resolution needed 
to adequately resolve the energy-carrying turbulence scale. Tafti and Vanka (1990) 
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Table 6.1: A case summary for the channel flow results. All cases (except VIII) 
used a 65 x 65 x 65 grid and 2x6 x26 x T6 domain. 
Cases Grid type SOS model Scheme Time step Approach 
I Regular MK UPWIND 0.0015^' FPG'^ 
II Regular Dynamic UPWIND 0.02 FFR^ 
iir' Regular Dynamic 2CD 0.02 FFR 
IV Staggered Dynamic UPWIND 0.03 FFR 
V Staggered Dynamic 2CD 0.03 FFR 
VI Staggered Dynamic 4CD 0.03 FFR 
VII Staggered No model UPWIND 0.03 FFR 
VIII^ Staggered No model UPWIND 0.03 FFR 
^'The time scale used is different from the rest of the cases 
^Fixed pressure gradient 
'^Fixed flow rate 
^^Failed after about three hundred time steps 
®Used 32 X 65 X .32 grids 
have found the present domain size to produce reasonable results. 
Table 6.2 lists the computed mean quantities of interest in the fully develoi)ed 
channel flows. The case numbering here is the same as in Table 6.1. Case III was not 
able to maintain the turbulence simulation, so no results were given accordingly. The 
Case VII results for the mean parameters were also not shown because the ensemble-
averaged friction velocity data were corrupted, and no attempt was made to re-run 
that case. For comparison are the data of Kim et al. (1987). The dimensional bulk 
velocity Um and the skin-friction coefficient Cj are defined as 
Um = («- l )  
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Table 6.2: Mean flow parameters for the channel flow 
Cases Re- f  Rec  Rem UclUm C7(xl0-^) 
Kim et al. (1987) 180 3348 5600 1.16 8.18 
I 180 .3350 5775 1.155 7.77 
II 170 3296 5604 1.17 7.18 
IV 166 3133 5326 1.17 7.83 
V 169 3160 5372 1.17 8.15 
VI 172 3279 5574 1.17 8.41 
VIII 154 3109 5286 1.17 6.73 
respectively, and the bulk Reynolds number, Rem = It is also to be noted 
that Dean (1978) has correlated the skin-friction coefficient with an empirical formula 
— 1/4 
of Cy = 0.07ZRem • In the case of the present range of bulk Reynolds number 
considered, it gives approximately 8.44 x 10~^, based on Rem of 5600. In addition, 
the experimental measurements of Niederschulte et al. (1990) have shown the velocity 
ratio of the centerline to bulk, UcjUm^ to be 1.16. 
For the fi.Ked pressure gradient approach of Case I, the specified friction Reynolds 
number was 180, and the resulting centerline Reynolds number was about 3350. On 
the other hand, for the fixed mass flow rate approach, the initial centerline Reynolds 
number was specified as 3400 for Case II and 3200 for Cases IV-VIII, respectively. 
But since a slight drift in the velocity would occur due to the use of periodic boundary 
conditions, the final centerline velocity would vary slightly (and so would the bulk 
Reynolds number). Generally speaking, the results from all cases are in reasonable 
agreement with the DNS results, although Case II and the coarse grid Case VIII are 
slightly less accurate. 
As for the computational effort, calculation of tiie MK model only constituted a 
small fraction of the total computation time for Case I, whereas use of the dynamic 
I l l  
SGS coefficient roughly accounted for 10 — 13 percent of the total computation. 
Generally, 4 to 8 sub-iterations were used for a reduction of the residual by about 
a factor of 300 — 800 (based on the L2 norm). Further tests using more iterations 
showed no significant difference in turbulence statistics (although such tests were 
not run for a very long time). The CPU time spent on a single processor CRAY 
C90 was 6 //sec per sub-iteration per node for 2CD using the dynamic model, while 
UPWIND and 4CD were about 10% more expensive than 2CD. The current code 
has a peak performance of 390 M-Flops (million floating operation per second) on 
a single processor COO supercomputer. The flow was integrated forward in time for 
roughly 3,000 time steps, and then the flow statistics were collected for 5000 — 8000 
time steps. A typical simulation would take roughly 20 hours of C90 CPU time. 
Since most turbulence researchers presented their results scaled by the friction 
velocity, it is necessary in the present study to determine the friction velocity in 
order to make comparisons. For the cases studied liere, results from Case I have 
been nondimensionalized by the friction velocity, and so no further arrangement was 
necessary. But for the rest of the cases which have used the channel centerline velocity 
as the reference scale, a rescaling of the flow quantities (and statistics) based on the 
friction velocity was required. The turbulent friction velocity was calculated from the 
wall shear stress which, in turn, was computed from the wall dimensionless velocity 
profile as 
1 d{u)  I 
where (u) is the ensemble-averaged streamwise velocity, and ordinary differentiation 
has been used to signify that the averaged quantity is only function of y. In addi­
tion, the upper and lower wall values were averaged again by assuming symmetric 
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conditions in order to increase the averaging sample sizes. 
To collect and calculate the turbulence statistics, ensemble averaging in both 
time and the homogeneous directions was used. The resolvable fluctuations are de­
fined as 
= (6-4) 
All turbulence statistics were then calculated based on the above definitions. Theo­
retically, the statistics calculated only corresponded to the resolvable portion of the 
turbulence scales since the filtering operation in LES has filtered out the high wave 
number components of the turbulence and a model was used to account for their 
effects. Therefore, to compare with the DNS or experimental results, a "de-filtering" 
operation should first be applied to recover the full turbulence field information. 
Bardina et al. (198.3) have proposed and discussed a post-processing defiltering oper­
ation. Significant differences seemed to result when the turbulent kinetic energy was 
reconstructc?d in the case of homogeneous flows. However, it is not clear how this type 
of defiltering can be applied to other turbulence statistics. Because of this, we can 
not expect that the statistics produced from LES will match the DNS results exactly. 
But fortunately, since in the present simulations, the SGS model only accounted for 
a small fraction of the turbulent physics, a close comparison is still possible. In the 
following, results are grouped in three subsections for ease of making comparisons. 
6.1.1 Regular grid results 
Cases I, II, and III of Tal>l(; 6.1 all used the regular grid arrangement with a 
combination of different spatial schemes and SGS models individually. However, as 
noted in the table footnote, Case III of the 2CD scheme has failed in this regular 
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grid arrangement. Its simulation would run only for about three hundred time steps 
to produce stable solutions. Afterwards, it would diverge in an exponential fashion 
and thus the calculation was aborted. The reason for this behavior is not very clear 
to the author. But at the end of the present chapter, an observation and possible 
explanation will be provided. Thus, only Cases I and II remain to be discussed in 
this subsection. 
Cases I and II both employed the UPWIND scheme but used different methods 
to enforce the streamwise pressure gradient. Case I employed a fixed mean pressure 
gradient approach, and it can be easily shown that using the scaling friction velocity 
will result in a constant dimensionless streamwise pressure gradient of 1 exactly 
(Appendix A). Consequently, with the chosen scaling, the calculation could still 
proceed without an actual knowledge of the dimensional pressure gradient while the 
streamwise periodicity of the instantaneous pressure was maintained. On the other 
hand. Case II (along with the rest of the cases) used the constant flow rate approach, 
and its dimensionless forcing function (i.e., the streamwise pressure gradient) had to 
be calculated temporally along with the time integration using Eq. (2.3). Figure 6.2 
illustrates a sample time history of the forcing function (F|) calculated. As expected, 
the forcing function exhibits a chaotic nature due to the random fluctuation of the 
turbulent flow. But its long-time averaged value is apparently constant corresponding 
to the mean dimensionless pressure gradient of Eq. (A.6). 
Different SGS models were used for Cases I and II, i.e., the MK model for Case 
1 and the dynamic model for Case II. For Case I, the two model constants originally 
used by Moin and Kim were given in Section 2.5 as C[ = 0.1 and C-} = 0.26 (since 
A3 = 2AX3). They noted that both values gave optimal performance of sustaining 
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Figure 6.2: A sample time history of the forcing function, Fi, using the fixed mass 
flow rate approach in a channel 
the turbulence level without clamping too much of the grid-level turbulence. However, 
in this simulation, it has been found that the optimal value for the second coefficient 
0-2 was 0.21 in order to generate the right amount of turbulent energy to sustain 
the flow. Other choices of C2 would result in the flow either being accelerated for 
any value smaller than 0.21 due to insufficient amount of energy production, or be­
ing decelerated otherwise. These in turn would generate less satisfactory turbulence 
statistics. Meanwhile, it seems that the results were not as sensitive to the first coeflri-
cient (Cj) chosen since a slight variation of its value did not not produce significantly 
different results. Moin and Kim (1982) have reported similar observations. 
On the other hand, the dynamic SGS model of Case II used only a single input 
of the test-to-grid filters ratio. As stated previously, a ratio of 2 has been employed. 
Figure 6.3 shows the product (square of the turbulence length scale) across 
115 
the channel in logarithmic wall coordinates. It is to be noted that near the wall the 
profile has a linear slope of around 2.5. At the channel center, the dynamic coefficient 
can be calculated if the length scale A is properly defined. A commonly used one in 
LES is defined as A = (AxAj/A?)^/^ [cf. Eq. (2.22)]. By using this definition, the 
coefficient at the channel center is 0.008. By taking the square root of the value, we 
have 0.09—as compared to 0.1 of the Smagorinsky model constant used by DeardorfF 
(1970) [cf. Eq. (2.21)] for his channel flow simulation. 
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Figure 6.3: Distribution of [cf. Eq. (2.31)] across the channel in wall coordi­
nates 
Figure 6.4 (a-b) compares the mean velocity profiles (u) across the channel in 
both global and wall coordinates for Cases I and II, respectively. In Fig. 6.4(a), the 
trend of the turbulent flow is evident from the flat velocity profiles near the central 
region and sharp slopes near the wall. The same velocity profiles are plotted in 
Fig. 6.4(b) using the wall coordinate {y'^ = yiir/u) to verify the existence of the law 
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of the wall. For reference, the DNS data of Kim et al. (1987) and the experimental 
data of Niederschulte et al. (1990) are shown along with the empirical correlations 
of the linear viscous sublayer (u+ = with tf"'" = u/i<r) and the logarithmic law 
of the wall ( = ^logj/"'" +5.5, with K = 0.40). It is clear that the Case I results 
match both the data from the literature and the empirical formulations well (albeit 
in the expense of an ad hoc choice of the model coefficients), whereas Case II only 
produces fair agreement in the near-wall region. While Case I (using the MK model) 
predicts a velocity profile quite similar to both the law of the wall and the data from 
the literature, Case II (the dynamic model) tends to over-predict the velocity profile 
in the central region. Upon a closer look, this is likely due to the under-prediction of 
the wall shear stress. 
The correlation coefficient of the streamwise and normal velocity components is 
a second-order statistic defined as 
Urmsf- ' rms  
Figure 6.5 shows the correlation coefficient of the i i  and v  components. The profile 
is evidently antisymmetric mostly due to the anti-symmetrical nature of the normal 
velocity fluctuation, v". Again, the present results agree reasonably well with the 
DNS results. The experimental data also show good agreement overall with the 
numerical simulations, but slight scattering of the data is present, especially near 
the wall. In the near wall region, Case II shows over-prediction of the maximum 
correlation value at t/"'" 15. 
For a fully developed channel flow, it can be easily shown that the shear stress 
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balance across the channel can be expressed as (Tennekes and Lumley 1972) 
,  1  d{u)  ,  d{u)  
where all velocities here are scaled by the friction velocity, and — 1 < y < 1. The three 
terms on the left hand side denote the resolvable Reynolds shear stress, the viscous 
stress, and the modeled SGS stress, respectively. Their sum obviously results in a 
linear distribution across the channel, thus making it convenient to check whether the 
numerical solution has reached statistical eciuilibrium or not. Figure 6.6 illustrates 
the distributions of those three stresses in global coordinates and their sum for Case I 
and II. The linear profile for the total stress for both cases suggests that the statistical 
samples have been adequate. Note that the unresolved modeled SGS stress in Case 
I differs from that of Case II quite significantly in the near wall region. Whereas the 
latter only has a peak value of 0.01 at j/"^ = 18, the former has a peak of 0.18 near 
I/"'" = 10. Apparently, while the conti-ibution of the SGS stress from the dynamic 
model (Case II) is not significant, use of the MK model (Case I) has introduced a 
large portion of the modeled turbulent stress in that region, and the contribution 
is mainly from the second eddy viscosity that accounts the production of grid-level 
turbulence. In contrast to the dynamic model which is purely dissipative in the 
present formulation, the MK model is not—for the reason mentioned in Section 2.5. 
As a result, the turbulence level can be sustained with a relatively large value of 
the modeled SGS stress if the MK model is used. More discussion on this point will 
follow. 
Figure 6.7 (a-c) shows the rms  values of the three components of the resolved 
veloc i ty  f luc tua t ions .  (=  urms)^  (=  vnns)^  (=  u 'rms)-
Note that the rms  value for the velocity components is a measure of the turbulent 
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intensity. Again, the Case I results seem to match the DNS and experimental data 
well, whereas Case II (the dynamic model) has over-predicted Urms in the near-wall 
region and imder-predicted Vrms and ivrms- Further, the streamwise rms value 
(urms) has a near-wall peak value ~ 13), where the turbulence production is 
most intensive. Piomelli (1988) has shown similar results when the wall turbulence 
was under-resolved in his coarse grid simulations. 
The skewness and flatness factors are examples of third- and fourth-order mo­
ments, respectively. The skewness factor, defined as 
("f) S{ui )  =  
= ^ (6.7, 
U; I rms  
is an indication of the asymmetry of the turbulence statistics. For a variable with 
perfect symmetry, this quantity will be zero. The flatness factor (or kurtosis) is 
defined as 
(»f) ^ 
= ^ (6.S, 
U I  rms  
representing a measure of the departure for a variable from its variance (the rms  
value). Figure 6.8 (a-c) and 6.9 (a-c) show the skewness and flatness factors for the 
three resolvable velocity fluctuations. The results tend to show a greater discrepancy 
with the DNS results as compared to the previous plots, especially for Case II. This 
might be an indication that higher-order statistics generally need more ensemble-
averages to achieve a better symmetric form. Also, effects of numerical errors and 
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restrictions on resolution may have a greater impact on the higher order statistics. 
Note that the experimental data of Niederschulte et al. (1990) agree with the 
DNS da ta  qui te  wel l  for  S(v)  and F{u)  quant i t ies ,  bu t  the  s t reamwise  skewness  S{u)  
has a different trend in the central region.^ Also, the experimental flatness factor, 
F{v), does not have a sharp peak toward both walls while the DNS data suggest a 
seemingly large slope approaching the wall. Judging from the quality of both sets 
of data, it is really difficult to make a call on which one is more reliable. Earlier 
laboratory experiments conducted by Kreplin and Ecklemann (1979) did not show a 
sharp slope near the wall for the F(v) distribution; this seems to be in more agreement 
with the Niederschulte et al. results—suggesting the sharp-slope behavior observed 
from numerical experiments might result from a numerical artifact. More study is 
definitely needed to clarify this issue. 
Overall, it appears that Case I using the MK model offers better agreement 
with both the DNS and experimental data than the dynamic model of Case II in the 
regular grid case. However, as pointed out by Horiuti (1987), if a so-called rotational 
form of the governing equations used by Moin and Kim (1982) is switched to an 
"Arakawa" form, then the second part of the MK model is not needed in order to 
sustain the turbulence. This is because methods using the rotational form of the 
convective terms have large truncation errors near the solid wall [see Horiuti (1987) 
for detail]. The scheme used by the present author, however, does not employ the 
rotational form; instead, it uses the traditional conservative form. Consequently, it 
should not suffer the same accuracy loss near the wall as the rotational form does. It 
is not clear why the second coefficient of the MK model is needed in order to make 
Wliey did not measure turbulence statistics in the spanwise direction. 
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the simulation correct. Considering that the MK model results were quite sensitive 
to the model coefficient chosen, a careful selection of the coefficient would have to be 
exercised to produce meaningful results. 
6.1.2 Staggered grid results 
The staggered grid arrangement and the dynamic model were used in Cases IV, 
V, and VI of Table 6.1 to perform the channel simulations again for three different 
spatial discretizations. Figures 6.10 to 6.15 compare the different turbulence statis­
tics. In contrast to the regular grid arrangement for which the central differencing 
schemes were not able to produce stable calculations, the 2CD and 4CD schemes 
were able to perform long time integration on the staggered grid. By comparing to 
the regular grid results of Case II, it is obvious that the staggered grid arrangement 
appears to provide better turbulence statistics, at least in the UPWIND case. Al­
though Case III (using UPWIND) still has a tendency to over-predict the thickness 
of the wall layer, it is not as pronounced as its regular grid counterpart. 
In Fig. 6.12, the shear stress distributions shown are taken from Case IV only 
since all three (IV, V, VI) were found to produce similar results. A comparison with 
Fig. 6.6 indicates that the present distribution is quite similar to that of Case II 
which used the same dynamic model (but with the regular grid). The linearity of the 
total stress again indicates the adequacy of the statistical samples, and the maximum 
contribution is about 0.013 at y'^ = 15 for the modeled SGS stress. 
A comparison of the /Tn.s values in Fig. 6.13 indicates that the-UPWIND schcine 
tends to over-predict the peak value of the streamwise coini)oneiit in the near wall 
region, while under-predicting the values for the other two components. It should be 
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noted that the behavior due to use of upwinding schemes has also been reported by 
Rai and Moin (1989) and Huser and Birigen (1993). They attributed this trend to 
the dissipative nature of the upwind schemes. 
6.1.3 Coarse grid DNS results and grid refinement comparisons 
To test effects of the SGS model on the current channel flow, simulations without 
the SGS model were also run for the UPWIND scheme. This literally corresponded to 
coarse grid DNS results, since no SGS model was used. Figures 6.16 to 6.19 compare 
se lec ted  tu rbu lence  s ta t i s t i cs  [namely ,  the  mean  prof i l e  in  wal l  coord ina tes  {urms) - i  
S{u), and F(ji)] among the coarse grid DNS results, the LES results of Case IV, and 
the (fine grid) DNS results of Kim et al. (1987). The effect of the grid refinement 
was also tested by running a coarser grid of 32 x 65 x 32 with no SGS model as well 
(Case VIII). 
As observed from the earlier results of Case IV where effects of the SGS model 
were mostly insignificant, the cxu-rent grid resolution (65 x 65 x 65) is already sufficient 
to resolve all the energy-carrying scales in the LES case. As a consequence, the DNS 
results of Case VI only deviate slightly from the LES counterpart (Case IV). Since 
the effects of the SGS model are to remove the turbulent energy from the resolvable 
scales and cascade it to smaller scales, the dissipation added by the model to the 
resolvable flow field suppressed the instantaneous kinetic energy; this in turn will 
result in a smaller amount of kinetic energy production near the wall and a decrease 
in the prediction of the wall shear stress. Note that the discrepancies in S{u) and 
F(u) of Figs. 6.IS and 6.19 between LES and coarse-grid DNS are probably due to 
the inadequacy of the ensemble-averages to achieve a true stationarity of the higher 
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order statistics. 
On the subject of comparing the LES and coarse grid DNS results, it is interesting 
to note that there exists proponents who advocate that a "monotone" finite difference 
scheme (e.g., an upwinding type) can be used to perform LES without the need of 
supplying a SGS model (Boris 1990; Boris et al. 1992). That is, they argue that 
the scheme already has a built-in model in it so that the turbulent energy can be 
properly cascaded from the large scales to the smaller ones. In other words, the 
existing numerical dissipation will play the role of eddy viscosity that acts to dissipate 
the turbulent energy. Boris et al. (1992) have coined the term "monotone integrated 
large eddy simulation" (MILES) to represent such approach. 
Regarding to the terminology used, it seems that the present coarse-grid DNS 
approach using the UPWIND scheme would correspond to MILES. It is well known 
that the upwinding scheme generally tends to introduce artificial viscosity that can 
provide numerical robustness and stability as compared to the central differences. 
In the present simulation, it is found that the present upwinding scheme tends to 
over-predict the law of the wall and the rms value in the streamwise direction—most 
probably due to the more dissipative nature of the scheme. The central differencing 
schemes, in that respect, seem to be less dissipative. However, this is in no way 
guaranteeing that the central differences will have better numerical accuracy (or 
definitely have better turbulence statistics). In fact, the coarse-grid DNS results using 
the central differences have shown that the law of the wall in the present channel was 
under-|)redicted instead (results not shown here), but, after the introduction of the 
SGS inod(;l, the resulting law of the wall would then be slightly larger than that of 
Kim et al. 
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For Case VIII (32 x 65 x 32 grid) with no SGS model, it is evident that the 
insufficient resolution due to the use of a coarser grid has produced a more pronounced 
under-prediction of the wall shear. This is seen from the mean velocity profile in 
wall coordinates and the rms values. However, the lower order statistics are still in 
qualitative agreement with the fine grid results. The effect of grid resolution only 
becomes dramatically evident in the fourth-order statistics of the flatness factor, 
where the coarse grid of Case VIII produces values far lower than rest of the results. 
6.2 Square Duct Flow 
The final case computed with the incompressible dynamic SGS model was the 
square-duct flow. The turbulent non-circular duct flow has been studied for many 
decades now. It is of interest because its corner flow structure is encountered in 
many real-life applications like flow in turbomachinery, the flow over the root section 
of a lifting body, and in open channel flow. The square duct geometry is shown in 
Fig. 6.1(b). Basically, the non-circular duct flow has many features in common with 
the plane channel flow except the former is more complicated in nature near the wall 
intersections. Away from the intersections, i.e., at the wall bisectors, it is expected 
that the turbulence statistics would be similar to those in plane channel flow. 
For the square duct flow, laboratory experiments have indicated that a secondary 
flow exists near the corner if the flow is turbulent, while the phenomenon is not 
observed in a circular duct flow or in the laminar flow of a non-circular duct. The 
sccondarj' flow is caused by the highly anisotropic and inhomogcMieous nature of the 
turbulence strosses near the intersection of the walls. Also, the contours of mean axial 
velocity bulge toward the corner. Again, the bulging of the mean-flow contours is due 
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to the existence of secondary flow in the cross section. In the cross section plane, the 
mean flow quantities and turbulence statistics are symmetric with respect to each 
ciuadrant and, furthermore, symmetric to the corner angle bisector. Therefore, a 
total of 8 symmetry planes can be identified. 
Numerical calculations of non-circular duct flows using the Reynolds-averaged 
equations was first performed in the early 1970s. However, due to the highly anisotropic 
nature of the turbulence near the corner, the turbulence closure model based on the 
flow isotropy assumption, e.g., the popular k — t (two-equation) model, failed to 
resolve the secondary flow [unless, special provisions like using a nonlinear form of 
the two-equation model (Speziale 1987) was employed]. The second-order Reynolds 
stress model can recognize the flow anisotropy. Nevertheless, the empiricism used in 
the modeling of the various correlation terms in the transport equation has restricted 
the generality of the model. In this respect, DNS/LES may provide an alternative 
tool to study the more complicated near-wall turbulence induced by the secondary 
flow. 
As in plane channel flow, the advantage of DNS is in its capability to fully resolve 
all the turbulence scales. However, the highly anisotropic and inhoniogeneous nature 
of turbulence in the square duct flow would require DNS to compute, possibly, at 
grid scales even smaller than that in the channel flow case. A direct consequence 
of the above constraint is its limitation to only simulate duct flow with even lower 
Reynolds numbers. On the other hand, LES seems to offer better hope for simulation 
of turl>ulent flows at higher Re. However, since it inevitably needs to parameterize 
the subgrid scale turbulence physics, models which, again, are based on the isotropy 
assumption might suffer the same fate as that of the Reynolds-averaged approach. 
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Maclabhushi and Vanka (1991) have carried out LES of the duct flow using the 
traditional Smagorinsky model. Although the Smagorinsky eddy viscosity model has 
a built-in isotropy assumption, the secondary flow feature was successfully resolved 
in their simulation. Their LES results agreed quantitatively with the results of ex­
periments which were conducted at much higher Re. The apparent success of their 
simulation, despite the "inaccurate" model used, is probably either due to the nearly 
isotropic nature of the subgrid scale turbulence or the fact that its influence is small 
in resolving the mean cross-stream flow. This might be an advantage of LES over 
the RAE approach. 
In the present investigation, Germano's dynamic model has been extended to 
compute a flow field with two inhomogeneous directions, i.e., the sciuare-duct. To 
the author's knowledge, this application of the dynamic model has not yet been 
reported in the literature. Therefore, it serves as another test for further evaluation 
of the model. 
To apply the dynamic model to the square-duct flow is mostly straightforward. 
Basically, Eq. (2.36) can be used directly but with the averaging operator now only ap­
plied in the streamwise homogeneous direction as line-averaging. This, in turn, makes 
the dynamic coefficient a two-dimensional function. Akselvoll and Moin (1993b) in 
their backward-facing step simulation have reported a problem in obtaining stable 
results with the dynamic coefficient averaged in a single direction (the homogeneous 
spanwise direction). As a result, a further averaging in time had to be applied. In the 
present simulation, however, the author has found it sufficient to average in a single 
direction; no extreme value of the coefficient was observed throughout the computa­
tion domain. It is not clear whether this is due to the nature of the flow geometi'ies 
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or the different numerical procedures employed. 
The present grid used 65 X 65 X 65 points with a computation domain of ' ITTD X 
D X D, where D is the duct width. A time step of 0.005 was used with 6 sub-
iterations which reduced the residual by almost a factor of 800 (based on the L-i 
norm). To date, only results using the staggered grid have been obtained. The 
computation roughly used the same amount of CPU time per sub-iteration for the 
same scheme employed in the 3D channel flow. The Reynolds number (Rec), based 
on the centerline velocity and duct width, was 11,500; the corresponding Reynolds 
number (RCT) based on the mean friction velocity was about 500; and the Reynolds 
number based on the bulk velocity and duct width was about 9500. Since there was 
only one homogeneous direction, sample points had to come mainly from the time step 
solution; this extended the number of time steps needed to collect enough samples to 
make the statistics stationary. To save costs, additional averaging for four quadrants 
was used to increase the total sample size, unless specified otherwise, and roughly 
10,000 time steps were needed for each case. The results are compared with the LES 
results of Madabhushi and Vanka (1991) [hereafter, MV] at Rer = 360 and the DNS 
results of Huser and Birigen (1993) [hereafter, HB] at Rer = 600 (96 x 101 x 101 
grid). 
The results for both the CD and UPWIND schemes are shown here. It has not 
been possible to obtain a solution for this flow to date with the 4CD scheme. The 
calculation would diverge (as it would for the case of central-difference schemes using 
the regular grid in the channel flow) after a few hundred time stei)s. 
The turbuUnit length scale and the eddy viscosity calculated using the dynamic 
model are compared in Figs. 6.20-6.22. Figure 6.20 shows an instantaneous distribu­
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tion of the product C^A" (square of the length scale) at three different 2 positions— 
namely, at 0.026, 0.126, and 0.5. For comparison are the results from a channel sim­
ulation (i.e., results of Fig. 6.3) using the dynamic model. Note that the data points 
indicated by the squares • and the triangles A are negative values instead due to the 
dynamic coefficient. Generally, the negative coefficient was found at approximately 
5 — 10% of the flow field, although the ensemble average overall is positive as can 
be seen from Fig. 6.21. This is in contrast to the channel where the one-dimensional 
dynamic coefficient was positive everywhere. In other words, the present dynamic 
coefficient at the duct flow allows turbulent energy backscattering from the negative 
viscosity in the instantaneous solution. As mentioned, this is a unique featui-e of the 
dynamic model. But it is not clear whether occurrence of the backscattering has any 
significant effect on the flow since the total contribution of the SGS model was small. 
Since the reference length scale used by the channel was the half-height while 
the present duct flow employed the full duct width, the wall coordijiates are hence 
used to plot the results to facilitate the comparison. It is evident that the turbulent 
length scale in both flows has the same order of magnitude in the wall direction. The 
results at A = 0.026 are expectedly smaller than the rest due to presence of the wall. 
Figure 6.21 shows the 2D averaged SGS eddy viscosity, and Fig. 6.22 lists seg­
ments of the distribution in three different positions. Again, the one-dimensional 
dynamic eddy viscosity from a channel simulation is plotted for comparison. At the 
wall bisector (z = 0.5), both the channel and the duct results have the same order 
of magnitude indicating the contribution of the present SGS viscosity is also small 
throughout the flow—as in the case of the channel. 
Figure 6.23 shows the streamwise velocity normalized by the local friction veloc-
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Figure 6.21: Distribution of the 2D, dimensionless, averaged SGS turbulent eddy 
viscosity, (i/^) for a square duct. Maximum value; 7.27 x 10~'^, mini­
mum value: 8.3 x 10"^^. 
ity in global coordinates at the wall bisector, while the velocity in the wall coordinates 
is plotted in Fig. 6.24. The 2CD scheme, judging from the figure, is under-predicting 
the law of the wall, while the UPWIND scheme is over-predicting it—with respect 
to the results of HB. But, again, the results of MV have a even higher value in the 
log layer region. Both are clearly capturing the viscous sublayer profile. 
Figure 6.25 shows the cross stream secondary velocity vectors in the lower left 
quadrant. Obviously, the secondary flow has a high degree of symmetry with respect 
to the corner angle bisector (although more sample points are probably needed to 
achieve perfect symmetry). The secondary flow is toward the corner along the corner 
angle bisector and away from the corner along the walls. The flow forms two coiniter 
rotating vortices that can be clearly seen in Fig. 6.25. The maximum amplitude of 
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Figure 6.22: Comparison of the 2D, dimensionless, averaged SGS eddy viscosity in 
wall coordinates at ^ = 0.026, 2 = 0.126, and z = 0.50 for a square 
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model. 
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Figure 6.23: Mean velocity in global coordinates along the bottom wall bisector, 
square duct 
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Figure 6.24: Mean velocity in wall coordinates along the bottom wall bisector, 
square duct 
this secondary velocity is 1.5% of the bulk flow, as compared to 2.5% reported by 
MV. 
Figure 6.26 shows the distribution of the wall shear stress, normalized by the 
mean value, plotted along the bottom wall. The mean shear at the wall was calculated 
by averaging the values at four walls. The figure clearly shows that, by taking the 
UPWIND scheme for example, the dimensionless wall shear is zero at the corner point 
and increases sharply to reach a maximum value of 1.11 at y = 0.14; then, it reaches 
another local maximum of 1.12 at the wall bisector. There is a slight discrepancy 
between the 2CD and UPWIND results. Also on the figure are the DNS results of 
HB and the LES results of MV. The UPWIND results agree with the HB results 
fairly well. Note that there is also a discrepancy between the MV and HB results. It 
is not clear whether this is because of the SGS model used by MV or the different 
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Figure 6.25: Secondary flow velocity vectors in the lower-left quadrant, square duct 
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Figure 6.26: Normalized shear stress distribution along the bottom wall bisector, 
Reynolds numbers of the two studies. 
Figure 6.27 (a.-c) shows the computed rms values of the three velocity components 
along the wall bisector again. For purposes of comparison, the channel DNS results 
of Kim et al. (1987) are included as well as the MV and HB results. Although we 
do expect the statistics at the wall bisector to closely match the channel flow results, 
some differences would be expected to exist due to the effects of differing aspect 
ratios and Reynolds numbers. The present 2CD and UPWIND results compare 
satisfactorily with results obtained by other investigators, although it appears that 
the UPWIND results are slightly under-predicting vrms in the central region. And 
the Urrns values near the wall seem to be over-predicted, as in the channel simulation, 
by the UPWIND scheme. This trend was also reported by HB. Note that the MV 
results have the highest urms values near the wall. Their results are probably due 
square duct 
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to insufficient resolution of the turbulence structure near the wall. 
Finally, Fig. 6.28 shows the instantaneous fields of the resolved pressure and 
velocity components at = 33 in the x — z plane. The flow is from right to left. 
The random nature of all the variables is evident. Note in Fig. 6.28(b) that since 
the streamwise velocity has a non-zero mean value, there is a sharp gradient near the 
walls. 
6.3 Concluding Remarks 
In this chapter we have discussed incompressible turbulence simulations for the 
plane channel and square-duct flows. Three different numerical algorithms (2CD, 
4CD, and UPWIND)—mainly differing in treatment of the convective fluxes—have 
been evaluated plus comparisons of the regular and staggered grids results. In the 
channel flow simulations, a total of eight different cases have been investigated in­
cluding the use of the MK and dynamic models, coarse-grid DNS. and grid rc'flnenicnt 
effects. In the square duct flows, only the dynamic SGS model with the staggered 
grid was run. 
The iVIK and dynamic models using the regular grid were compared first in the 
channel. The 2CD scheme was not able to produce a stable solution in this kind 
of grid arrangement. Therefore, only results using UPWIND were studied. For the 
statistics collected, the MK model offered better agreement with the reference data 
of Kim et al. (1987) and Niederschulteet al. (1990) overall—in predictions including 
the law of the wall, values. sk(>wness. flatness, etc. But tiie i\IK model obtains 
this b('tter predictions of the turbulencc statistics through ad hoc adjustment of the 
second model coefficient. It is found that the results were quite sensitive to any slight 
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Figure 6.28: Instantaneous resolved variables at = 35 in the .r — plane for a 
duct: (a) p , (b)H , (c)u, (d)u;. Flow is from right to left. 
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adjustment in the second coefficient. 
On the other hand, the results of the dynamic model on the regular grid, although 
still in reasonable agreement with the literature data, tend to over-predict quantities 
such as the mean velocity profile in the centerline region and Urms in the near 
wall region. But the advantage of the dynamic model is that the only input is the 
specification of the test-grid filter ratio. 
Since the second eddy viscosity of the MK model does not contribute to the 
turbulence dissipation directly, it can therefore maintain the turbulence while intro­
ducing a significant amount of modeled Reynolds stress (up to 0.18 near the wall) 
to balance the shear stress distribution across the channel (and therefore sustain the 
flow). This is in contrast to the dynamic model, which being purely dissipative, would 
suppress the grid-level turbulence if the eddy viscosity was increased and therefore 
lead to decay of the turbulent flow. As a consequence, the modeled SGS stress in the 
dynamic model case only had a peak of 0.01 near the wall. 
On the staggered grid, all three spatial schemes were able to perform long time in­
tegration using the dynamic model, in the case of channel. Comparing the UPWIND 
scheme using both the staggered and regular grids, it appears that the staggered grid 
approach produced better agreement of the turbulence statistics with the available 
results in the literature. As for the 2CD and 4CD results, they are found to produce 
even slightly better agreement with the reference data as compared to UPWIND. 
But since the differences are small, they can be regarded as to having the same level 
of performance in the incompressible simulations. The total stress distribution for 
the three schemes all showed a similar trend to that of the regular grid results using 
UPWIiND. 
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The coarse-grid DNS was also performed to provide comparisons with the LES 
counterpart using the UPWIND scheme with the staggered grid. Since the LES used 
a 65 X 65 x 65 grid in which only a small fraction of the turbulent energy was modeled, 
no significant difference was observed. Nonetheless, slight variations of the turbulence 
statistics were noted. For instance, the velocity profile in the central region by LES 
was slightly larger than that of the coarse-grid DNS, indicating a dissipative nature 
of the SGS eddy viscosity model. 
Meanwhile, the grid refinement effects were studied by comparing the coarse-grid 
DNS of two different grid resolutions, i.e., 65 x 65 x 65 and 32 x 65 x 32. Although the 
coarser grid results still agree qualitatively with the fine grid ones and the results in 
the literature, it is clear that its insufficient resolution has deteriorated the turbulence 
statistics, especially in higher-order ones such as the flatness factor. 
LES of the square-duct flow has been performed at Rcc = 11,500 using the 
staggered grid arrangement with a 65 x 65 x 65 grid and 2ITD X D X D domain. 
The 4CD scheme was not able to perform long time integration (similar to the 2CD 
scheme in the regular grid case). And only the 2CD and UPWIND results were 
obtained. The velocity profile when compared to Madabhushi and Vanka (1991) and 
Huser and Birigen (1993) suggested that while UPWIND still tended to over-predict 
the flow in the centerline region, the 2CD scheme might have under-predicted it in 
contrast. Additionally, both shear stress distributions along the bottom wall were 
in reasonable agreement with the reference data. Instantaneous contour plots of the 
primitive variables were also shown to demonstrate the chaotic nature of the flow. 
Again, it seems that both the UPWIND and 2CID scheme has the same range of 
accuracy in this duct flow case. 
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Overall, in the present 3D cases, the staggered grid arrangement fared better 
than the regular grid one. Not only were the turbulence statistics improved, but also 
the central difference 2CD and 4CD schemes were able to run on the channel case 
(while on the regular grid, 2CD would fail, and so would be 4CD). By considering the 
conclusion drawn from the 2D cases of the previous chapter, the present outcomes are 
somewhat surprising. It is surmised that this may be due to either better coupling 
of the pressure-velocity fields or better resolution of the velocity divergence (and 
therefore the continuity equation) resulting from the staggered grid arrangement. 
But the failure of 4CD on the staggered grid in the square-duct case is also puzzling. 
As to the success the upwinding scheme in all cases, one might attribute the 
capability to its dissipative nature to remove the higher wave number energy and 
prevent the aliasing error, as pointed out by Rai and Moin (1989). In 2D cases, 
the scheme was seen to exhibit robustness and faster convergence while maintaining 
higher-order accin-acy. Thifortunately, this property is not clearly demonstrated in 
the present turbuleiice simulations. The UPWIND scheme is at best only in the same 
range of accuracy as the 2CD and 4CD schemes; however, it exhibits robustness in 
all numerical and flow conditions. 
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CHAPTER 7. RESULTS FOR THREE-DIMENSIONAL 
COMPRESSIBLE TURBULENT FLOW 
The LES of 3D compressible flow at a low Mach number with both low and 
significant heat transfer rates are reported in this chapter. As mentioned previously, 
the low heat transfer case should correspond to a passive scalar one, while having a 
significant heat transfer rate would cause the variation of the fluid properties and, 
therefore, direct coupling of the temperature and velocity fields. Two different tem­
perature boundary conditions were used. The first one (run on a regular grid) used 
the isoflux wall condition, while the second one (using the staggered grid) computed 
the isothermal wall case. All cases in this chapter have neglected the buoyancy effects, 
meaning the flow is purely forced convection. In Section 7.2, the order of magnitude 
of the buoyancy force will be estimated along with the Eckert number. Additionally, 
all cases had a Mach number of 0.01, Prandtl number of 0.71, and an ideal gas was 
assumed. 
7.1 Constant Heat Flux Case 
The current compre.ssible LES code has been evaluated for the channel flow with 
a constant wall heat flii.x boundary condition using a regular grid. Due to the limited 
resources available, only one case was run under the present temperature condition. 
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namely with a very low heat transfer rate. Furthermore, since only UPWIND could 
run on the regular grid in the case of an incompressible channel, it is the only scheme 
employed here. 
With the heat transfer rate of iWfm" (resulting a temperature variation of 
less than 0.01%), the heat transfer results would be almost identical to the passive 
scalar ones. This is because the flow will be nearly incompressible and, therefore, 
the temperature field can be treated as a scalar field carried by the turbulent flow. 
Although the temperature under such a boundary condition would increase linearly in 
the flow direction, a suitable selection of a non-dimensionalization, e.g. Eq. (3.13), can 
make the mean dimensionless temperature variable stationary in the flow direction 
and consequently allow the periodic boundary condition to be used. 
For the initial conditions, the velocity fields were taken from the previous incom­
pressible simulation, while the temperature field was generated from the following 
relation; 
T{x,y,z]t  = Q) = Pr{—)'^u{x,y,z;t  = 0) (7.1) 
UT 
The Prandtl number was used in the above equation so that the temperature profile 
would have the correct law of the wall profile deduced from dimensional reasoning. 
Like the velocity field initial conditions, the present temperature condition is rela­
tively insensitive to the final equilibrium state. Nevertheless, a properly posed initial 
condition can reduce the computation time required to reach that state. 
As for the boundary conditions, the velocity and pressure fields were treated 
the same as before while the temperature variable was specified as zero at both 
walls resulting from the non-dimensionalization. The simulation again was run for 
some time before the statistics were collected. Total of 9,000 steps were run for 
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the ensemble-averaging, and 6 sub-iterations were used. The code performance can 
reach 430 M-Flops (as compared to 390 of the incompressible code) on the C90 single 
processor due to the longer vector length from the 5x5 systems. Overall, the com­
putation time for each subiteration took approximately 11 /isec per sub-iteration per 
node—about 60 — 70% more expensive than its incompressible counterpart. The com­
putation domain and grid have stayed the same as in the incompressible simulation, 
i.e., '2ir6 x 26 x 7r6 and 65 x 65 x 65. 
The current computation results were compared with the DNS results of Kasagi 
et al. (1992) in which the constant wall heat flux boundary condition was also 
employed. In order to compare the results, the thermal field was further re-scaled as: 
0+ = r 
fM \  
ref 
\ 
TT 
{TW)-T* 
TT 
(7.2) 
where was defined in Eq. (3.14), and TT{— qwjPQCpUr) is the so-called friction 
temperature. 
To calculate the resolvable flow statistics, the resolvable fluctuation components 
were obtained from 
S'' = u — («) ,  u" = V — {v) , etc. (7.3) 
where the tilde bar is from the filtered equation.^ The density variable was neglected 
in calculating the statistics since the low heat transfer rate was used. The tiu'bulence 
cjuantities of interest were calculated afterwards and then further averaged in time. 
^For the sake of brevity, from now on, the tilde overbar will be dropped. But it is 
to be understood that the quantities we are dealing with are all filtered variables. 
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Since the velocity profile and its associated turbulence statistics (e.g. vms^ ve­
locity correlation, skewness, and flatness) were found to agree virtually with the 
incompressible flow results (i.e., Case II of Table 6.1), they are not not shown here. 
Only the statistics associated with the temperature will be discussed. 
One of the heat transfer parameters of interest is the Nusselt number defined as 
Nu = -r k 
:dT*i 
-46 dy 
= 4 
{{Tw) -  Tm) 
TT d0^ , 
{Tw) — Tm dy Iw; 
• 
where 6 is the channel half-height, and li is the heat transfer coefficient. Additionally, 
the dimensionless bulk temperature 6m is given by 
at, = (7.5) 
where 
and 
1 f l  
"m = -j_^u{y)dy (7.7) 
The Nusselt number in the present simulation was calculated to be 30.80, the same as 
oljtained by Kasagi et al. Although the Reynolds number for the flow computed by 
Kasagi et al. was Rer = 150. lower than 174 of the present simulation, the agreement 
is still quite good. 
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The mean temperature profile in semilogarithmic coordinates is shown in Fig. 7.1. 
The Kasagi et al. (1992) results are plotted along with the solid line that represents 
the empirical linear sublayer profile, 9'^ = Pry'^. As we can see, in the inner layer 
where y'^ < 12, all profiles agree quite well. However, in the log-layer (or the law of 
the wall layer), the present computation tends to over-predict. This is similar to the 
trend observed for the velocity profile (cf. Fig. 6.4). 
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Figure 7.1: Mean profile of the dimensionless temperature, 0"^^ plotted in wall 
coordinates in a channel; qw = \Wlrrfi. The solid line represents 
<?+ = PrV^. 
Figures 7.2 and 7.3 show the rms values of the temperature field ^he 
temperature-velocity correlation, respectively. Judging from the plots, it is evident 
that the present computation has over-predicted the rms and correlation values as 
compared to the DNS results of Kasagi et al. (1992). In Fig. 7.3, it appears that 
the present computation has deviated from the DNS residts quite a lot in the near-
wall region. However, it is mainly due to the product of both the temperature and 
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Figure 7.2: The rms values of the dimensionless temperature, in a channel; 
qw = IW/m" 
velocity. Were it plotted as the square root of the value, the trend would have been 
similar to that of Fig. 7.2. 
For a fully developed flow under the isoflux condition, the normal heat flux 
balance can be deduced from the passive energy equation as follows (see Appendix B 
for derivation): 
l \(u+)d, = -  {,v"+0"+) 
1 PrRcr dy 
,+ 9(«+) 
1-
+ 1^ H dy (7.8) 
where z/^ is the non-dimensional modeled turbulence diffusivity scaled by the fric­
tion velocity and temperature. Equation (7.8) gives the normal heat flux balances 
between the scalar sourcc (left hand side), conduction, and resolvable and modeled 
SGS turbulence convection, respectively. The sums of the right hand side (RHS) 
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Figure 7.3: The temperature-velocity correlation in a channel, qiD = IW/m^ 
and left hand side (LHS) in Eq. (7.8) along with the normal turbulent heat flux, 
, are plotted in Fig. 7.4. For comparison purposes, again, the results of 
Kasagi et al. (1992) are shown in the figure. As can be seen, the present results agree 
remarkably well with those of Kasagi et al. 
Finally, Fig. 7.5 shows the SGS turbulent Prandtl number in the wall direction. 
With the use of the dynamic model, Prf was calculated dynamically using Eq. (3.68) 
instead of specified empirically as it would be for the phenomenological modehng of 
the RAE approach or the Smagorinsky eddy viscosity modeling in LES. In that figure, 
it is evident that the turbulent Prandtl number reaches a local maximum near the wall 
where most of the turbulent production takes place. Also plotted on the figure are 
the results of Cabot and Moin (1993) obtained by calculating the turbulent Prandtl 
number from the DNS database. The agreement is only expected to be qualitative 
since the turbulent Prandtl number obtained by Cabot and Moin (1993) is defined 
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Figure 7.4: Normal heat flux balance in a channel, qw = IVF/m^. RHS and LHS: 
right hand side and left hand side of Eq. (7.8). 
as 
^ T'v'du/dij  
Nonetheless, the comparison illustrates another advantage of the dynamic SGS model 
in that the ad hoc treatment of the turbulent Prandtl number is unnecessary. 
7.2 Constant Wall Temperature Case 
Two different heat transfer rates were considered to date for the isothermal 
wall boundary condition case, namely, with the absolute wall temperature ratio— 
'^topl^bof.tom—1-02 (hereafter designated as LOW) aud 3.0 (hereafter designated 
as MEDIUM). As mentioned in Chapter 3, the wall temperature condition was con­
stant with the cold wall at bottom and the hot wall at top. As a result, neglecting 
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Figure 7.5: The SGS turbulent Prandtl number distribution in a channel, 
qw = IWfm" 
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the effects of the pressure variations on density (see Appendix B), a fully developed 
state for both the velocity and temperature variables can be achieved. 
The dimensionless time step used was 3.0 x 10~"", and the same number of grid 
points and domain size were used as in previous cases. Generally, for each case, the 
flow was integrated forward in time for 3,000 time steps, and then the flow statistics 
were collected for 6,000-10,000 steps. However, it was found that for the MEDIUM 
case, the flow would develop quite slowly and thus more time steps were needed to 
obtain better statistics. But due to the resources available, only the current number 
of sample averages were collected. The slow development of the turbulence thermal 
field is probably due to the strong coupling of the temperature and velocity. 
The initial centerline Reynolds number in this study was specified as 3200, with 
the reference properties evaluated at the centerline. With the imposed periodic 
streamwise boundary condition and effects of property variations, the final centerlii\e 
velocity would drift slightly from case to case. Also, for the present temperature 
boundary condition applied, the wall shear stress was not ecjual on both walls. Con­
sequently, the friction velocity which is typically defined from the wall shear stress 
would bear two different values. 
In the present simulations, the velocity initial conditions for the low heat transfer 
rate case was adopted from the incompressible simulation, and the temperature field 
was generated through 
T{x,y,z) = y'^ + esin{y)cos{x)5m{z) (T.IO) 
where — 1 < (/ < 1. Afterwards, for the higher heat transfer rate case, the initial 
conditions were alwa^'s taken from the available solutions with lower heat transfer 
rate. But because of the observed slow developing flow condition, a suitable initial 
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condition can probably save computational costs. 
The staggered grid arrangement was employed, and two schemes were tried, 
namely, 2CD and UPWIND. But it was found that the 2CD scheme could not sustain 
the long time integration even in the low heat transfer case. Considering the scheme 
has worked well in both the incompressible channel and square-duct, this is again 
puzzling. Nevertheless, it may very well be that the present compressible staggered 
grid formulation for the 2CD scheme does not conserve the kinetic energy properly, 
whereas the incompressible version does. But it is difficult to verify. As a result, only 
the UPWIND results are given here. 
The turbulence statistics were calculated in the usual manner except we have 
defined the fluctuation in two ways, 
<l> = {<!>) +<!>' (7.11) 
= {<!>)/ + f (T.12) 
where () denotes the usual plane averaging operator, and 
is the Favre-type averaging operator. Both (f/ and <j)" will be used to calculated statis­
tics, when necessary, to simplify the algebraic structure of the turbulence quantities 
(see Appendix D for further details). 
The Eckert number [Ec] derived in Chapter 3 is repeated here, 
'•'•Ve/ 
In this study, the initial Etc = 3200 and Ma = 0.01. For the nominal atmospheric 
condition, one has Uc = 3.47 m/sec, and 6 = 0.0145m. The Eckert number for both 
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cases can consequently be estimated by taking the maximum temperature difference 
in the flow, namely, T^op ~ ^bottom- resulting values are 4.0 x 10~'^ for the 
LOW case and 8.0 x 10~^ for the MEDIUM case. Both numbers are really small 
orders of magnitude, demonstrating that the pressure work and dissipation all can 
be safely neglected in the present computations. 
Also as mentioned in Chapter 3, we have dropped the gravitational force term for 
the sole purpose of studying the forced convection problem. For a turbulent horizontal 
internal flow, experiments by Mori et al. (1966) have shown that the temperature 
and velocity profiles do not vary significantly for a horizontal tube with presence of 
the buoyancy force (where it does have significant effects on the laminar tube flow 
otherwise). One parameter that characterizes the magnitude of the buoyancy force 
term is the Grashof number (Gr) divided by the Re^ defined as (White 1991) 
Gr/Re^ = (7.15) 
^ref 
where (it is l /T in the case of a perfect gas) is the coefficient of thermal expansion, 
and Uj.gj and L are the characteristic velocity and length scales, respectively. If we 
take the reference numbers used above in computing the Eckert number, we would 
have GrfR^ of 4.7 x 10~'^ for LOW and 2.3 x 10~® for MEDIUM. Both values are 
again small. However, since we are dealing with cross-stream buoyancy effects where 
the gravitational force is perpendicular to the main flow direction, the characteristic 
velocity which was taken as the streamwise velocity would not be very suitable. The 
Grashof number thus defined seems not very helpful in determining the importance 
of buoyancy. 
The other parameter tiiat describes the ratio of buoyant production to stress pro­
duction of turbulent kinetic energy is the so-called flux Richardson number(Tennekes 
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and Lumley 1972) 
r, </ T'v' 
Obviously, ior Rj = 0, there is no turbulent heat flux and hence no buoyancy effect. 
For a negative i?y, in the case of the atmospheric turbulent boundary layer, it is 
heated at the surface, and the buoyancy would help to enhance the turbulence pro­
duction; and vice versa. Consequently, if the flux Richardson number is small (be it 
positive or negative), the buoyant production in the turbulence kinetic energy budget 
is negligible. The flux Richardson can be conveniently computed using the present 
LES data bases. The distribution of the absolute Rj across the channel is shown 
in Fig. 7.6. As can be seen, near the wall, -Ry is really small due to the large shear 
stress induced production. But in the channel central region where the production 
levels off, Rj quite large and peaks at y = 0 with 1.3. Therefore, it seems that, 
while near the wall the stress production is dominating over the buoyant production, 
both terms have the same order of magnitude near the channel center. Future re­
search on the mixed effects of the property variations and buoyancy will certainly be 
interesting. 
Figure 7.7 shows the mean dimensionless velocity profile in global coordinates 
for both LOW and MEDIUM cases. Also listed are the incompressible results of Kim 
et al. (1987). For the LOW case where a small temperature difference was imposed 
on both walls, the results should correspond to that of a passive scalar case. Indeed, 
it can be easily seen that the results match the Kim et al. results of DNS quite 
well. In fact, even for the MEDIUM case (wall temperature ratio of 3.0), the velocity 
profile does not deviate veiy much from the low cooling/heating case. Upon closer 
examination, it is found that a slight deceleration appears to exist on the hot wall 
165 
0.10 
0.08 
0.06 
IX 
0.04 
0.02 
0.00 
•1 0 1 
y 
Figure 7.6: The absolute flux Richardson number, across the channel; 
MEDIUM: ~ 
side, whereas a slight acceleration is observed on the cold wall side. This observation 
may seem to contradict the common perception that, generally, the flow is easily 
influenced by the temperature variations. But as will be siiown later, due to the 
present temperature boundary conditions imposed, the effect of velocity change is 
mainly governed by the viscosity alone (while the viscosity only dominates in the 
near wall region of turbulence). This is because there exists no inertial accelei'ation 
of the flow. As a consequence, the density changes are not affecting the velocity 
directly in the continuity equation, and, further, no streamwise inertial terms appear 
in the momentum equation. The velocity is changed only through the viscosity in 
the near wall region. Therefore, the velocity profile is not sensitive to variations of 
wall temperatures. 
Since the mean density is nearly inversely proportional to the absolute tem-
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Figure 7.7; The mean velocity profile in global coordinates for a channel; cold 
perature across the channel, the resulting mass flow per unit area, pu, will not be 
symmetric at all. This can be clearly seen in Fig. 7.8 where the mass flow rate pu has 
been plotted for both cases. For the LOW case, the mass flow is almost symmetric 
since the density is nearly constant, whereas, for the MEDIUM case, the mass flow 
on the cold (lower) wall side is considerably larger than that of the hot wall side due 
to the fact that density varies inversely with temperature. 
Figures 7.9 and 7.10 illustrate the temperature and density profiles in global 
coordinates for both cases. Fig. 7.9 shows the dimensionless temperature profile, T, 
across the channel. Because of the non-dimensionalization employed [i.e., Eci. (3.15]. 
the range of the dimensionless teniperature is always between —1 and +1. Judging 
from the figure, it appears that the dimensionless temperature profile i.s not very 
(bottom) wall ai y = —1, hot (top) wall at y 
'^top I'^bottom ~ MEDIUM: 7top/^6offom ~ 
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Figure 7.8: The mass flow rate across the channel; see the caption on Fig. 7.7 for 
further notation 
sensitive to changes in heat transfer rate either, since the results from the MEDIUM 
case do not deviate very much from the LOW case. The major difference, it seems, 
lies in the near wall region where the slope varies more significantly. 
Figure 7.10 examines the temperature and density profiles scaled by their ref­
erence state, i.e., T*/TQ and p*IpQ-, respectively. It can be easily seen that, for the 
LOW case, both the scaled temperature and density are nearly equal to unity since 
TtoplTboUom. = 1-01/0.99, On the other hand, for the MEDIUM {Ttopm^ttom = 
1.5/0.5) case, both the scaled temperature and density vary quite significantly across 
the channel and, furthermore, are inversely proportional to each other. In fact, the 
product of p*T* is to nearly constant across the channel for both cases, indicating 
the effect of the pressure is minimal; pressure is only acting to maintain the flow. 
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Figure 7.9: The mean temperature profile in global coordinates for a channel; see 
the caption on Fig, 7.7 for further notation 
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Figure 7.10: 1'he scaled moan tomperat.ure {T*{TQ) and density {p*IPQ) profiles in 
global coordinates for a channel; see the caption on Fig. 7.7 for further 
notation 
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Figure 7.11 shows the velocity profile plotted in semi-logarithmic coordinates. 
The velocity is scaled as {u'^) = (w)/ur, where the friction velocity is defined as 
"T = \iaall  = \ l^ [wall (7-17) 
and ?/•'' = y^i'TII'maii again. Since the friction velocities are not ecjual at both walls, 
the velocity profiles are plotted with both the top and bottom portions scaled by the 
local friction velocity which is evaluated at the top and bottom walls, respectively. 
For case LOW, it is obvious that the small temperature difference (2%) has little 
effect on the velocity fields. Consequently, both the top and bottom profiles are in 
good agreement with the results of Kim et al. (1987). Nonetheless, for the MEDIUM 
case, it is obvious that the law of the wall breaks down with the present scaling. 
This is primarily due to the significant changes of the density and the velocity profile 
variations near both walls—resulting a significant variation in the friction velocity. 
Other possible forms of scaling have been explored such as use of the bulk quantities 
instead of the local ones but without apparent success to date. 
It is worth mentioning that Cheng and Ng (1982), when measuring the external 
flat plate boundary layer with a developing thermal flow, have found that the law of 
the wall still holds with the plate heated to 1,100A' (resulting a temperature ratio 
of more than 3). However, their scaling friction velocity was obtained from fitting 
the measured data points by pre-assuming existence of the log velocity profile. If 
the friction velocity was calculated instead from the momentum thickness, a 16% 
difference was observed. Therefore, the existence of the law of the wall in that case 
appears to be uncertain. 
The scaled temperature ])rofile plotted in semi-log coordinates is shown in Fig. 7.12. 
The scaled temperature is {0'^) — {T* — Tyj^ii)/TT, where the friction temperature 
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Figure 7.11: The mean velocity profile in wall coordinates for a channel; see the 
caption on Fig. 7.7 for further notation 
is TT = both the top and bottom portions of the temper­
ature profiles are plotted together. The reference data are from Cabot and Moin 
(1993) and Kim and Moin (1989).^ Both were run with a passive scalar approach 
and isothermal wall boundary conditions. It can be seen that results from case LOW 
agree reasonably well with both sets of data, although the present simulations seem 
to over-predict the profile in the log layer with respect to the Kim and Moin results 
(but the present computations still agree better with the DNS results than do the 
Cabot and Moin results). For the MEDIUM case, as in the velocity profile, the law of 
the wall seems to break down for either the heating or cooling, at least in the present 
study with the present scaling. 
"Results were actually taken from Cabot and Moin (1993) since Kim and Moin 
only mentioned the case but did not list the data. 
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Figure 7.12: The mean climensionless temperature profile in wall coordinates for a 
channel, 0+ = (T — TT = qwlPQCpUr] see the caption on 
Fig. 7.7 for further notation 
Figure 7.13 shows the modeled SGS turbulent Prandtl number, Pr^, across the 
channel for both cases calculated from Eq. (3.68). Also plotted is the turbulent 
Prandtl number of Cabot and Moin (1993) obtained from a DNS data base using an 
a priori test. The agreement seems to be reasonable. As for the effects of significant 
heating and cooling, it appears that a slight increase of Pri in the upper wall region 
and a decrease in the lower wall region are observed. Since the turbulent Prandtl 
number in this study was calculated dynamically, no specification of the value was 
needed in advance. Consequently, the obtained Pri has accounted for the effects of 
property variations. 
The shear stress distribution across the channcl is plotted in Figs. 7.14 and 7.15 
for the LOW and MEDIUM cases, respectively. The shear stress balance can be 
a Kim and Moin (1989) 
A Cabot and Moin 
LOW (bottom) 
MEDIUM (bottom) 
LOW (top) 
MEDIUM (top) 
4.' 
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Figure 7.13: The modeled SGS turbulent Prandtl number {Pr^) across the channel; 
see the caption on Fig. 7.7 for further notation 
easily derived from the streamwise momentum equation (see Appendix D) as 
;  U / / v  /  (In 1,  LI dii  I  LI du \ ,  ,  
where — 1 < ?/ < 1, the mean streamwise pressure gradient is ^ = "7(7^^ \L ~ 
If/'), and the subscript L and U are the quantities evaluated at the lower and 
upper walls. Note that there are no mean inertial terms due to the fully-developed 
condition. The three terms on the left hand side of the above equation can be 
identified as the resolvable Reynolds shear stress, the viscous shear stress, and the 
modeled SGS shear stress, respectively. Further, their sum amounts to a linear profile 
acro.ss the wall. For a low heat transfer case, the second term on the right hand side 
of Eq. (7.18) will be almost identical to zero, and therefore the total stress, when 
normalized by the mean pressure gradient, will havo a linear distribution with y. From 
both figures, it is apparent that the total stress in both cases is linear. Additionally, 
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for the MEDIUM case, the resolvable turbulent stress has a peak values of 0.627 at 
y = —0.852 and —0.74 at y = 0.757, as compared to the equal magnitude of 0.658 
at both y — —0.783 and y = 0.783 for the LOW case. Also, the total stress ranges 
0.92 to —1.07 across the channel. Despite the fact that the density in the lower wall 
region is larger than that in the upper one, the resulting apparent Reynolds stress, 
in the upper wall region is still greater than that near the lower wall. The 
effect due to the significant heat transfer is obvious. 
CO 
Resolvable stress 
Viscous stress 
SGS sress 
Total stress 
Figure 7.14: The shear stress distribution across the channel scaled by the mean 
pressure gradient, LOW: = 1-02 
Figure 7.16 shows the normal heat flux distribution across the channel for both 
cases. The thermal energy balance can be expressed (Appendix D) as 
Jtrrth dT k dT „ „ _ k dT\ 
dy  ^  ^ RePr dy  ^  ^  I P- IL 
III  
Re r dy 
(7.19) 
/  II  IV 
which states that the sum of the modeled SGS heat flux (I), the heat conduction 
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Figure 7.15: The shear stress distribution across the channel scaled by the mean 
pressure gradient, MEDIUM: T'fop/T'ftoiiom ~ 
(II), and the resolvable turbulent heat flux (III) will result in a constant value across 
the channel. Indeed, this was confirmed by both cases as shown in Fig. 7.16. Note 
that all the fluxes were scaled by the bottom wall heat flux, and the wall flux bore 
different magnitudes for the cases considered. The effects of inadecjuate samples are 
most apparent in the results of the total heat flux across the channel. Theoretically, 
a straight constant line should be obtained. But both results still exhibit about a 
3.6% of maximum variation. 
The rms values of the dimensionless primitive variables «, u, tu,  and T are 
shown in Figs. 7.17 to 7.21. In each figure, both the original dimensional rms value 
and its value scaled by a respective mean (in the case of the three velocity components, 
(h) was used) are plotted. The incompressible results (scaled by the mean value) of 
Kim et al. (1987) and Niederschulte et al. (1990) are also plotted in the first three 
175 
1.6 
LOW 
MEDIUM 1.4 
1.2 
1.0 
0.8 
CO 
CD XI 0.6 CO 
§ 
o Z 0.4 
0.2 
0.0 
-0.2 
-0.4 
-0.5 0.0 0.5 1.0 
y 
Figure 7.16: The thermal energy balance across the channel; I: SGS modeled heat 
flux, II: heat conduction, III: resolvable turbulent heat flux, IV; total 
heat flux; see the caption on Fig. 7.7 for further notation 
figures. The eifects of cooling and heating at the bottom and top walls respectively 
can be clearly seen in those figures. Note that the range of the scales in the left 
and right axes shown in those figure are different. It is generally observed that with 
cooling at the bottom wall the turbulence level is suppressed in the lower wall region, 
and vice versa. One exception is the rms value for density in Fig. 7.20 where the 
opposite effect is observed. This result is somewhat surprising. Note that in the 
LOW case, for prms, it has a very small order of magnitude (w 10""^), indicating 
the density is nearly constant. Consequently, effects of density fluctuation because of 
heating is quite dramatic. Although, the mean velocity and temperature profiles do 
not vary significantly in both ca.'ies. the velocity rnis values do exhibit differences. 
The temperature-velocity correlations of —{T"II") and -{T"V") are plotted in 
Figs. 7.22 and 7.23, respectively. Both correlations are normalized by the dimension-
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Figure 7.17; The urras distribution across the channel both in the original scale 
(right axis) and scaled by (tt) (left axis); see the caption on Fig. 7.7 
for further notation 
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Figure 7.IS: Tlie Vrms distribution across the channel both in the original scale 
(right axis) and scaled by («) (left axis); see the caption on Fig. 7.7 
for further notation 
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Figure 7.19: The wrms distribution across the channel both in the original scale 
(right axis) and scaled by (u) (left axis); see the caption on Fig. 7.7 
for further notation 
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Figure 7.20: The prins distribution across the channel both in the original scale 
and scaled by (/)); see the caption on Fig. 7.7 for further notation 
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Figure 7.21: The Trms distribution across the channel both in the original scale 
and scaled by {T*fTQ)-, see the caption on Fig. 7.7 for further notation 
less total constant heat flux across the channel, |fo«//- Both the passive 
scalar results of Kim and Moin (1989) and Cabot and Moin (1993) arc shown for 
purposes of comparison. Again, the results of the low heat transfer rate case (LOW) 
agree with their data well. The cooling at the lower wall has reduced the magnitudes 
of both correlations in the lower wall regions, and vice versa. The degree of change is 
most pronounced in Fig. 7.23 where the LOW results are almost symmetric, whereas 
the MEDIUM results have a high degree of asymmetry across the channel. 
Figure 7.24 gives the distribution of the correlation coefficients for three different 
quantities, namely, Rj'n-, Ruv, and Rj'y They are symbolically defined as 
R[H^) = (7.20) 
From the definition, they are all scaled by the respective rmi: values. As a result, 
the change of friction quantities do not enter here, and these three quantities can be 
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Figure 7.22: The — distribution across the channel, normalized by dimen-
u c\rp 
sionless total heat flux, Qy wall ' caption on Fig. 7.7 for 
further notation 
compared for different heat transfer cases. From the figure, it is seen that R{Tv) vary 
very little for both heat transfer cases, while the other two bear more pronounced 
differences in the channel central region. The effect of more significant heat transfer 
has destroyed the antisymmetry of both quantities. 
Figure 7.25 (a-c) and 7.26 (a-c) show the skewness and flatness factors for the 
three resolvable velocity fluctuations. Since both the skewness and the flatness factors 
are also scaled by the respective rms values, they are suitably normalized. From those 
two figures, it is observed that, in general, change of fluid properties seems not to 
alter the skewness and flatness statistics, except for the case of S{o) where more 
significant deviation is observed. There do exist slight variations for both cases, but 
the trend is inconclusive. 
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Figure 7.23: The — {T"V") distribution across the channel normalized by the dimen-
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sionless total heat flux, see the caption on Fig. 7.7 for 
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Figure 7."il; The R{Tv), R(uc) distributions across the channel; see the 
caption on Fig. 7.7 for further notation 
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notation 
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Figure 7.26: Comparison of the flatness factor of the resolved velocity components 
in a channel; (a) w, (b) y, (c)ti'; see the caption on Fig. 7.7 for further 
notation 
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Finally, the Reynolds shear stress and temperature variance budgets are shown 
in Figs. 7.27 to 7.30. The Reynolds shear stress budget in compressible flow can be 
derived (Appendix D) as 
V ^ ' 
I II 
I n^p' f/dp\ / 9 , f-i .du"v" 
S ' V ' 
III IV 
fi du" dv' /Li du'dv" 
^ V " 
V 
where the terms I, II, III, IV, and V represent the generalized turbulence produc­
tion, convection (turbulent diffusion), velocity-pressure gradient correlation, viscous 
diffusion, and dissipation, respectively. And the temperature variance budget is (Ap­
pendix D) 
/ II 
d A/ 
RePr ' ''"'dx.:dx:' Oy J J . V 
+ + = 0 (7.22) 
I I I  l y  
where terms I, II, III, and IV denotes the general turbulent heat flux production, 
turbulent diffusion, viscous diffusion, and dissipation, respectively. Note that the 
appearance of both (j)' and <f/' fluctuations in the above equations [cf. Eq. (7.12)]. 
Both fluctuations were found not to differ too much, even for the MEDIUM case. 
Overall, it is observed that tiie effects of temperature difference do not seem to 
have a significant impact on the distribution of those two budget equation terms, 
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Figure 7.27: The dimensionless shear stress budget across the channel, LOW: 
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Figure 7.28: Tlie diniensionlcHS shear stress budget across the channel. MEDIUM: 
'^toplTboltom = 3.0; see Eq. (7.21) 
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Figure 7.29: The climensionless temperature variance budget across the channel 
LOW: = 1.02; see Eq. (7.22) 
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Figure 7.30: The diniensionle.ss temperature variance hiiclget across the channel 
MEDIUM: Tiopl'l\ottum = •'^•0; ^q. (7.22) 
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especially in the Reynolds shear stress budget. In the temperature variance budget, 
the most apparent change is that of the dissipation term, which in the MEDIUM 
case, has become asymmetric. 
Finally, the instantaneous visualizations of the present channel flow with the 
significant heating/cooling (case MEDIUM) are shown in Figs. 7.31-7.34. All the 
plots were generated using the NASA Flow Visualization Software Toolkit (FAST) on 
a Silicon Graphics workstation. Figure 7.31 shows the contour plots of the streamwise 
fluctuations at the three different streamwise planes of s = 0.87, 2 = 1.45, and 
s = 2.41. The color palette is designed so that the green color represents about 
zero value of the fluctuation. From the contour plots, it is observed that, near both 
walls, there exists alternating sequence of the positive and negative fluctuations, 
indicating the existence of the streaky structure observed in laboratory experiments. 
This observation is also supported from Fig. 7.32, where the contour lines are plotted 
in the horizontal planes instead. It is also observed that the contours at the lower 
wall region are more orderly as compared to the upper wall ones. This is another 
graphical testimony of the effects of the heating at the upper wall and cooling at 
the lower wall—causing the turbulence to be suppressed with cooling and to be 
promoted otherwise. The cooling of the lower wall has, in effect, reduced the local 
friction Reynolds number. Further, if the heating were symmetric, one would expect 
the contours at both planes to be quite similar in structure. The normal fluctuations 
in the same planes as in Fig. 7.32 are shown in Fig. 7.33, and Fig. 7.33 illustrates 
particle traces of an instantaneous flow field at the r = 7r/2 plane. Note that the 
scale used by Fig. 7.33 is different that that used by Fig. 7.32. 
Figure 7.31: The instantaneous streamwise fluctuation, u", at three different 
streamwise planes (z = 0.87, 2 = 1.45, and 2: = 2.41). MEDIUM: 
^topl'^bottom ~ 
The instantaneous streamwise fluctuation, u", at two different horizon­
tal planes {y = -0.91 and %j = 0.91). MEDIUM: = 3.0. 
Figure 7.33: The instantaneous normal fluctuation, t;", at two different horizontal 
planes {y = -0.91 and y = 0.91). MEDIUM: Tfop/'^bottom ~ 
Figure 7.34: Particle traces of an instantaneous flow field at 2 = 7r/2. MEDIUM: 
'^top/'^bottom ~ 
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7.3 Concluding Remarks 
In this chapter, we have described the compressible LES results of the channel 
flow with surface heat transfer. Two different temperature boundary conditions have 
been run, namely, the isoflux and isothermal wall boundary conditions. The same flow 
computational domain and grid numbers as in the incompressible simulations were 
used, and the current compressible codes were found to cost an additional 60 — 70% 
as compared to their incompressible counterparts. 
For the isoflux wall condition, only a low heat transfer rate case {qw — 1 Watt 
per unit area) was carried out—corresponding to the passive scalar results—with the 
UPWIND scheme on the regular grid. The results were compared to those of Kasagi 
et al. (1992) indicating good agreement in the thermal logarithmic layer profile. The 
normal heat flux balance was found to compare remarkable well with theirs, but 
the 7-;ns value of the temperature seemed to be over-predicted. Due to the use of 
the compressible dynamic model, the modeled SGS turbulent Prandtl number was 
calculated dynamically instead of specified a priori, and its profile agreed qualitatively 
with the full field turbulent Prandtl number calculated using the DNS data bases. 
For the isothermal wall condition case, two different heat transfer rates have 
been computed ranging from a temperature ratio of 1.02 to 3.0. As a result, the fluid 
properties varied as a function of the absolute temperature, and direct coupling of 
the temperature and velocity fields was observed in the latter case. 
Both the 2CD and UPWIND schemes were tried, but the former was found not 
to prochice stable solutions even in the lower heat transfer case: therefore, only results 
from UPWIND were available. The reason why 2CD fails may suggest that it does 
not conserve the kinetic energy properly in the present compressible staggered grid 
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formulation. But more studies are needed to verify this. 
For both heat transfer rates, comparisons were made in different mean quanti­
ties and turbulence statistics. For the mean velocity and temperature profiles, no 
significant differences were found between the two heat transfer cases, due to the 
temperature boundary condition imposed. Nonetheless, their rms values did show, 
respectively, different amplification and suppression near the hot and cold walls, for 
the MEDIUM case. The only exception was the density fluctuation where the trend 
was reversed, i.e., the value increased at the cold wall and decreased otherwise. 
The correlation of temperature and velocity components were generally sensi­
tive to heat transfer (and property variation) except R{Tv). The correlation of the 
dimensionless temperature-normal velocity exhibited the most drastic effect from 
heating/cooling. As for the skewness and flatness, no noticeable differences were ob­
served except for S{v). It seems that they are, in general, not affected by the heat 
transfer. 
Finally, the normalized Reynolds shear stress budget was not sensitive to sig­
nificant heat transfer either as the distribution for the different budget terms were 
relatively unchanged. Meanwhile, the temperature variance budget changed slightly 
in the distribution of both the diffusion and production terms near the walls. 
193 
CHAPTER 8. CONCLUSIONS AND RECOMMENDATIONS 
. «  
8.1 Conclusions 
A coupled finite volume procedure has been developed for the large eddy simu­
lation of turbulent flow with and without heat transfer. A preconditioning strategy 
has been used in both the compressible and incompressible formulations to accelerate 
the local convergence to time accuracy. The technique has coupled the incompress­
ible N-S equations so that a direct integration in time was possible and has enabled 
the present compressible codes to run in low Mach number regimes without a dete­
rioration in the convergence rate. The time scheme used a three-level, second-order 
discretization in physical time, while a first order Euler method was employed for 
the pseudo time with sub-iterations. Three different spatial discretizations have been 
proposed, namely, 2CD, 4CD, and UPWIND. In addition, the regular and staggered 
grid arrangements have been evaluated. A CSIP solver has also been used to solve 
the resulting system of algebraic equations. 
The codes (both compressible and incompressible) were verified in 2D cases such 
as the steady and unsteady driven cavity and the small-disturbance channel flows. 
Three different schemes were evaluated, and it was found that the higher order scheme 
such as tlie UPWIND and 4CD schemes had accin-acy better than the 2CD method. 
In addition, the time accuracy of the present approach was verified for the imsteady 
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state cases. No significant difference were observed for results between the staggered 
and regular grids. 
The LES of incompressible wall-bounded turbulence has also been successfully 
conducted on the channel and square-duct flows. First, LES of the MK and dynamic 
models using the regular grid were compared. The MK model has produced better 
results than the dynamic model on the regular grid. The two-part MK model intro­
duces a second eddy viscosity that does not contribute directly to the dissipation; 
instead, it can generate turbulent energy needed to sustain the flow and therefore ac­
counts for the numerical errors in resolving the flow structure. However, the results 
were c^uite sensitive to any slight adjustment of the second coefficient. 
The square duct flow has been successfully simulated using the dynamic SGS 
model. About the same amount of CPU time per time step was spent for the channel 
flow, although the number of integration time steps were larger in order to collect the 
turbulence statistics (because the duct flow has only one homogeneous direction). The 
Reynolds number based on the centerline velocity and duct width was about 11,500. 
The secondary flow in the duct cross section was resolved. The modeled SGS eddy 
viscosity was found to behave similar to that in the channel case. The results agreed 
with other LES and DNS results in a reasonable manner. 
Finally, LES of compressible flow with surface heat transfer has been performed. 
Cases computed included the use of both the isoflux and isothermal wall conditions. 
For the isoflux case, only a low heat transfer rate was carried out (corresponding to 
the passive scalar results). The results were compared to DNS results and reasonable 
agreoinent was observed overall. 
For the isothermal wall case, two different heat transfer rates with the absolute 
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temperature ratio of 1.02 and 3.0 liave also been conducted. Strong coupling of ve­
locity and temperature was observed for the latter case. Flow and thermal statistics 
were studied. The shear stress balances have shown effects of heating (top wall) and 
cooling (bottom wall) to increase/decrease the turbulent and total shear stress distri­
butions. Ill addition, the total shear stress and total heat flux across the channel were 
shown to have a linear distribution with y and a constant distribution, respectively— 
results also predicted from the analysis. Generally, the lower order statistics such as 
the rms values and the velocity-temperature correlations showed varying degrees of 
deviations between those two heat rates. But the higher order statistics such as the 
skewness and the flatness, and the shear stress and temperature variance generally 
showed no appreciably change due to higher heating/cooling. 
The staggered grid arrangement appears to perform better than its regular grid 
counterpart in the present turbulence simulations. The reason is not quite clear to 
the author. In addition, the three proposed spatial discretization schemes have met 
with different degrees of success in performing the simulations. All schemes seem to 
have approximately the same level of accuracy in terms of the turbulence statistics 
computed in the incompressible channel on the staggered grid. But the central dif­
ferencing schemes would fail in the regular grid context. While on the staggered grid, 
the 2CD scheme failed in the compressible calculations, and the 4CD scheme would 
do the same in the incompressible square-duct flow (and it is expected to behave sim­
ilarly or even worse in the compressible flow computation). The upwinding scheme, 
though seems to introduce slight artificial dissipation, is the only scheme that has 
worked in all flow conditions. 
The current research has proven that LES can be used as an effective tool in 
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studying the structure of turbulence where DNS would be more expensive to perform. 
Also, the dynamic model is indeed flexible and eliminates the need for an ad hoc 
specification of the turbulent Prandtl number in the case of surface heat transfer. And 
the simulation results of a variable property channel flow have provided a numerical 
data base and turbulence statistics to facilitate the study of the effects of significant 
heat transfer. 
8.2 Recommendations for Future Research 
Despite the accomplishments achieved in this study, many issues in LES still 
remain to be resolved before it can be used as a effective engineering tool. Such is­
sues include the need for stochastic inflow and outflow boundary conditions that can 
replace the periodic condition, but, at the same time, faithfully represent the state 
of turbulence at the particular boundary. The restriction of using periodic boundary 
conditions is one of the major problems that limits the use of numerical simulations 
in flows with complicated geometry. In the backward-facing step simulations, Ak-
selvoll and Moin (1993b) have cleverly used a convective outflow condition and an 
inflow condition matched from a boundary-layer simulation. The outflow convective 
condition which states that the velocity derivative is zero at outflow seems to be 
applicable to other flows as well. But appropriate inflow conditions will certainly be 
a challenge to develop for more general flows. 
The issue of the subgrid scale modeling, as mentioned in Chapter 1, is also the 
main hurdle that exists in LES to date. Use of the dynamic SCJS model seems to 
bypass some of the problems in specifying ad hoc input constants. However, to get 
the dynamic coefficient, a plane or line averaging is still needed in order to obtain a 
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well-behaved value. For a true 3D flow with no homogeneous direction, the coefBcient 
may very well be ill-behaved. In addition, the definition of a test scale variable is also 
in doubt for this kind of flow. Nevertheless, Zang et al. (1993) in their square-cavity 
simulation have defined the test variable by performing averaging from neighboring 
nodes. Good results seem to have been obtained. But no doubt, a more rigorous 
definition of the test filter should be developed. And already variations of the dynamic 
model have been developed by the Stanford group, and some are even trying to use 
a base model other than the eddy viscosity type (see, for example, Lund 1991; Lund 
and Navikov 1992; Ghosal et al. 1992). 
As for the simulations involving heat transfer in the present study, it seems that 
including the buoyancy effects would be an interesting problem to study the mixed 
effects of property variations and buoyancy. In fact, the mixed effects of both the 
buoyancy and property-variations are more likely to exist in engineering flows. In 
addition, for the isoflux case of Section 7.1, it would be worthwhile to investigate the 
significant heat transfer problem under this boundary condition. The major problem 
is that there will be no fully developed state, and, therefore, the flow definition will 
be more difficult to obtain. Already, in Appendix B, the author has tried to address 
some of the issues. 
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APPENDIX A. DERIVATIONS OF THE FORCING FUNCTION 
FOR FULLY DEVELOPED FLOWS 
The derivations of the forcing function, Fj, that represents the streamwise mean 
pressure gradient is presented here for the 2D laminar channel and the 3D turbulent 
channel and square-duct incompressible flows. All flows are considered as fully devel­
oped so that there is no streamwise variation. As mentioned earlier, if all flows are 
nondimensionalized by the friction velocity (or an averaged friction velocity in the 
case of a square-duct), the forcing function can be deduced exactly. Meanwhile, if the 
centerline velocity is used for the non-dimensionalization, only the forcing function 
from the 2D channel case can be obtained. 
Without loss of generality, the 3D incompressible turbulent channel flow can 
be regarded as two dimensional in the time-averaged sense since the spanwise terms 
will vanish when the averaged quantities are considered. Therefore, it suffices to 
derive the pressure gradient in the 2D channel. Further considering the fact that 
the streamwise derivatives of the flow variables vanish, the resulting dimensional 
momentum equation is purely one-dimensional as 
dpu'*o'* _ dp* d^u* 
dy* dx* ^  dij*'dii* ^ 
for the turbulent case where pa'*v'* is the dimensional Reynolds shear stress resulting 
from the ensemble-averaging. And the turbulent shear stress will vanish if the flow 
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is laminar. By further rearranging the above equation and integrating it from the 
lower wall to the upper wall, i.e., from —6 to 6, gives 
dp* dir 2^ 31* = du* dx* dy* 
With the following definition of the wall shear stress: 
y*=6 - y*=-6 (A-2) 
du* 
'^wall  ~ Qy* 
= PUr (A.4) 
;,y* = _6 (A.3) 
(A.5) 
one easily sees that Eq. (A.2) can be rewritten as 
=  I f -  -  ^  
dx* 25 ^ ^wall  ^  wall  J 
_  \oall  
6 
2 
8 
By pen-forming the non-dimeiisionalization using the friction velocity and the channel 
half-height as the reference scales, the resulting dimensionless mean pressure gradient 
(forcing function) will clearly be one theoretically, i.e., Fi = —dpjdx = 1, for both 
the laminar and turbulent cases with said non-dimensionalization. 
On the other hand, if the centerline velocity, Uc, is employed for the non-
dimensionalization process, one sees that, generally, dpjdx will not be known in 
advance unless the ratio of Ur/Uc is given, since the dimensionless pressure gradient 
will then be 
F. = 
as deduced from Eq. (A.5). For turbulent flow, indeed, such is the case that no 
exact relation exists between the friction and centerline velocities. (In this case, an 
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alternative constraint can be used such as a fixed mass flow rate approach.) But for 
the laminar flow in which the fully developed profile is parabolic, an exact relation 
can still be obtained because the velocity is 
.* \21 
"(2/^) = Uc 1 y (A.7) 
Then by calculating the friction velocity which is defined in Eq. (A,4) from the above 
equation, one has the velocity ratio as 
2.0 
.UcJ Rcc 
Therefore, the mean pressure gradient is 
dp 2.0 
dx Rec 
(A.8) 
(A.9) 
for the laminar case with a fully developed flow. 
Finally, to derive the pressure gradient for the fully-developed, incompressible 
square-duct flow, we can write the simplified dimensional streamwisc momentum 
equation as 
d\* \  dpu'*v'* ^  dpv!* w'* d.p* ( d-u* 
+ /' I ^ -v + (A.IO) dy* ' dz* dx* ' \dy*dy* ' dz*dz* 
Rearranging the above equation and performing the double integration in both wall 
directions, the following expression results 
dp* 1 rz*=D 
dx* Jz*=0 
f y* = D ( 
*=0 V 
1 
~ D'^  J=*=0 
M-
du' 
y*=D~^'-^ r=o *_n dz* 
'dy* 
du* \ du* , 
\z*=D - |~*=0 j 
fy* = D 
4*=0 
— —'^TaveJ D (A.ll) 
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where D is the duct width, and Tave is introduced as the averaged wall shear stress 
2£> lX*=0 "^X*=0 '^walliy y^y 
y*=D 
Tave rt7-> 1 ; J: ^ | ly Q 
The averaged friction velocity can then be similarly defined as 
( rave\ 
- = i—j 
* \  J  . *  {A.12) 
(A.13) 
Finally, using the averaged friction velocity and duct width as the reference scales, 
one easily sees that 
= -4 
dx  (A.14) 
for the case of fully developed flow in a turbulent square duct. 
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APPENDIX B. SOME ISSUES IN CHANNEL FLOW WITH HEAT 
TRANSFER USING AN ISOFLUX CONDITION 
It has been mentioned in Chapter 3 that a different choice of the non-dimensional 
temperature would result in a different dimensionless source term for fully developed 
flows. For the isothermal case, the non-dimensionalization used can be clearly seen 
to result in a zero source term, whereas the isoflux condition case will have a non­
zero dimensionless source term instead to drive the flow. In the following section, a 
derivation for that source term expression will be given. Also, there will be a brief 
discussion and an estimate of the order of magnitude for the channel flow with the 
isoflux condition, when the heat transfer is significant. Finally, the normal heat flux 
balance for a passive scalar equation under such a temperature condition will be 
briefly described as well. 
Derivations of the Source Term 
The case of interest here involves the density variation caused by significant 
temperature changes under the isoflux condition. As a result, the flow will be either 
accelerated or decelerated according to the sign of the wail heat flux. Further, the 
temperature would increase in a nonlinear fashion because of the coupling of the 
temperature and velocity fields, and this would make the LES analysis nearly im­
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possible. Nonetheless, when the Mach number of the flow is small, it can be safely 
assumed that the streamwise temperature gradient is still approximately constant. 
Also, because of the low Mach number regime that we are considering, the energy 
contributions associated with the pressure work and dissipation in the energy equa­
tion can be neglected. This means that the flow will be mainly dominated by the 
thermal energy balance. Therefore, the simplified dimensional energy equation for 
the temperatui'e field can be expressed as 
_ (dT* ^dT* ^dT* ^dT*\_ d ( .^dT*\ 
P dx* dz* j ~ dxj dxj) ^ 
With the constant heat flux boundary condition in mind, the non-dimensional 
temperature is defined as in Eq. (3.13): 
r(., 
^ref  
whore the reference temperature here is taken as = QWKPQC 'PUQ), and (Tw) is 
the plane-averaged wall temperature as a function of the streamwise direction only. 
By performing the iion-dimensionalization process, we have 
dT ^ dT ^ dT ^ dT d{Tru)/Tr 1 d (, dT \ 
To determine the fully-developed source term resulting from the present non-
dimensionalization process, we consider the dimensional energy balance for the con­
trol volume on the thermally fully-developed flow which has a linear streamwise 
l.eniperature gradient (see next section for a discussion of this approximation), i.e., 
rS ,  dT*, ^ f8 dq* fo . (jn . fd ()(r  . ^ 
Is ' '"  = L-W '  '  '  
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The above equation can be further simplified to get 
clT* * 
2?.. = J p n d,j  * * I * 
6' 
(B.6) 
{B.7) 
= 
where the equality of dT*/dx* = d{Tw)ldx* = constant has been assumed. 
By rearranging and nondimensionalizing the above equation, the following ex­
pression is obtained 
d{Tw) _ 2 qio 
dx !}l i  pu{y)dy PQCpUQ 
= " j,{q) 
S}Lipu{y)dy 
Further dividing the reference temperature on both sides yields 
_ 2 
dx pu{y)dy 
Finally, by substituting the above equation into equation (B.3), the resulting equation 
gives 
d T  d T  d T  d T  I d ,  d T  2 , (B.8) 
where the last term acts as a source term that drives the energy equation for a 
thermally fully developed flow. 
Order of Magnitude Analysis with Significant Heat Transfer 
Although no computation has been carried out for the channel flow with signif­
icant heat transfer under the isoflux coiulition due to limited resources and time, a 
brief discussion of the order of magnitude analysis of that flow will still be presented 
for the interested reader. 
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Estimation of the streamwise pressure variation 
Theoretically, since now we are considering a perfect gas, a variation of the tem­
perature would general induce a change of the pressure. Furthermore, the stream-
wise pressure would vary because of the temperature and the mean pressure gradient 
changes needed to maintain the flow. However, as will be shown later, the pressure 
change in the streamwise direction is typically small, and the flow can be generally 
regarded as isobaric. 
For the pressure change due to the mean pressure gradient, take for example, the 
channel flow of current interest. The original incompressible conditions were approxi­
mately at a Reynolds number (Rec) of 3,200 and the streamwise mean dimensionless 
pressure gradient was 0.0027 from the numerical experiments. The reference pres-
sure was pU^- Thus for a Mach number of 0.01, the dimensionless pressure would 
be 7142.85 under atmospheric conditions. For the flow domain of 'In, the maximum 
dimensionless pressure variation would be 2r x 0.027 = 0.017. As a result, the max­
imum pressure variation was Ap/p w 2.6 x 10~®—which is indeed small. And, we 
can conclude safely that besides a mean pressure gradient involved in the momen­
tum balance, the pressure can be regarded constant in the streamwise direction, i.e., 
isobaric in the flow direction (but it can vary in the wall direction). Consequently, a 
streamwise periodic condition can be applied to the instantaneous pressure field. 
Estimate of the streamwise temperature variation and other quantities 
To estimate the variation of the temperature change, we can take the incom-
pre.ssible plane channel again for a example. The additional flow condition of interest 
was UCIUT ~ 18.7. For the reference quantities, we took the atmospheric conditions 
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as; Tq = 300A' and p = 101,325 pa, etc. In addition, the Prandtl number was taken 
to be 0.71. As a result, the dimensional centerline velocity was about 3.4 m/sec for 
a Mach number of 0.01. 
As derived previously, the dimensional streamwise temperature gradient can be 
expressed as: 
Since the dimensionless flow rate was approximately 1.7, i.e., 
'1 
(B.9) 
J^^pu{y)dy = 1.7 (B.IO) 
we have 
(B-") 
The temperature variation was then T*{x) = T*{0) + 1.17r^*^l.r. For a computa-
tional domain of '2KS,  the maximum variation was AT* = 2.;347rT^g|-. Recall that 
the reference temperature was defined as 
Therefore, the streamwise temperature variation can be estimated once the wall heat 
flux is given. For example, for a wall heat flux of 1,0001-^/7^^, we would have a 
reference temperature of roughly 0.25A'. The maximum streamwise variation, in the 
present example, would be L8/v; this is a 0.6% variation with respect to an initial 
centerline temperature of 300A'. 
We can also estimate the normal temperature variation. From the result of the 
passive scalar simulation, the maximum temperature difference of the centerline and 
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wall temperature was TW — TC~ 16Tr. And TT is related to by 
Tr = (B.13) 
For the above example, Tr was roughly 4.7A'. Therefore, the temperature difference 
across the wall was about 75A'—a 25 percent variation—for qw = liOOOVK/m^. 
Finally, while the present dimensionless temperature is periodic in the flow di­
rection, the streamwise velocity is not due to the flow acceleration from significant 
heating. To remedy this problem, a linear correction of the flow velocity can be 
applied throughout the flow field as follows. 
From the eciuation of state, we first observe that the density is roughly inversely 
proportional to the temperature due to the isobaric assumption; that  is ,  p*T* — 
constant. In addition, from the mean continuity equation, we note that pu must 
also be constant. It is obvious then that T* is proportional to «*. If we express the 
temperature in the form of T*{x) = (1 + er)T*(0), we would also arrive at «*(./•) = 
(1 -|-e.x')u*(0), where e is For the current example, e is 8.3 x 10'"'^. Since 
the magnitude is really small, we can approximate the velocity increase with a linear 
correction. In this way, the periodic condition based on the step increment of the 
velocity can be recovered. 
Derivation of the normal heat flux balance 
The 2D passive scalar energy equation, non-dimensionalized by the friction ve­
locity (ht) aiicl temperature (Tr), can be written as 
dO^u^ OO'^v-^ 2 _ 1 / 
dt dx dy RerPr y dx^ dy^ j 
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dHi dUo , 
where — 1 < y < 1, and Hj = u+de+ld Xj are the SGS turbulence heat fluxes, with 
u'j^j the SGS turbulent diffusivity scaled by the friction velocity. 
If we perform the ensemble-averaged operation on the above energy equation, 
the resulting temperature {B'^) will be independent of the the flow direction, x-, and 
time because of the fully-developed condition. The equation then yields 
2 ,+ _ 1 3%+ (rv+) o(n-2) 
f l^u+Aj ~ RerPr dy + By 
Now, if we integrate the resulting averaged equation in the wall direction from 
the lower wall to any position y by considering the no slip velocity at wall, we will 
end up with 
Mill  ^
f}^l{u+)dy J-l  ^ ^ RerPry dy dy y-~^j  
-(f i"+v"+) + {H-i)  (B.16) 
By rearranging the above equation and recognizing the term 
from the definition, the final equation is 
Primer dy '  H 
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APPENDIX C. DERIVATION OF THE ENERGY INTEGRAL AND 
LIST OF THE INITIAL EIGENFUNCTIONS FOR THE 2D SMALL 
DISTURBANCE CHANNEL FLOW 
Derivation of the Energy Integral 
The energy integral defined in Eq. (5.9) for the 2D small disturbance channel 
flow, repeated here, is 
E{t) = + v{x,y, t f^dydx (C.l) 
with the perturbation velocity components as 
u(x,y, t)  = Real(^ '(y)e^^°'^~^^^) 
v{x,y, t)  = Real(-ia(j)(y)e^^°'^~'^^'^)  (C.2) 
where, again, (j) is the eigenfunction, a the wave number, w the complex frequency, 
Lx = 27r/a, and the superscript prime denotes differentiation with respect to y. By 
expanding equation (C.2), we have 
u(x, y,  i )  = ^(j>j.cos[ax — ujrt)  — <j>i sin(a.r — ti;ri)J 
y(;c,. ( / ,  t )  = -o y>i cos(m- — ayi) + (j>r sin(.r — u-v-i)] (('-S) 
where the subscripts r and i  denote the real and imaginary parts of tho variable, 
respectively. It is evident then that if > 0, the flow is unstable, and vice versa. 
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By substituting Eq. (C.3) into the energy integral Eq. (C.l), it yields 
rLx t  ^  ^2. I t  
E{t)  = y 1 ^ {ax — urt)  — 2(f)^(f>j.  s 'm{ax — (j jrt)  cos{ax — (Mrt) 
/ 2  . 9  9  9  9  
+ (f)j^  sin"'(Q;x — urt)  + cos"{ax — uirt)  
9 
+ 2a"(j>^(l)r sin(Q;a; — ujrt)  cos{ax — urt)  
+ c?'4>r^ sin""(a.r — wri) ] e^^i^dydx 
f^x /"l / 2 2 2 
= [ /  /  {( j)r" + a ^^)cos' '{ax — uirt)dxdy 
JyJ fc/  — i  
rLx rl  9 f f  
^  Jo J I ~ sin(ax — cort)  cos{ax — ujrt)dxdy 
lo^ J oi'^(l>r)sirr{ax — ujrt)dxdy ] (C.4) 
Since the above integral operates on a Cartesian product space, we could separate 
the integral in the x and y domains as 
E [ t )  = [ cos-(a;r - Lj,4)dxdy 
9  I f f  
^ 2{a"</»j(pr — sin(a.r — ujpt) cos(a;r — ujrt)dxdy 
1 LJ 
+ J + a^4>r) ^  — oJrt)d.xdy]e^' '^i^ (C.5) 
„2uj,-f 
By integrating the integral in the x domain first, the resulting equation is 
rl  
E{t)  = TT + 4'f  + c?(^^)dy 
The above equation has been simplified by recognizing that 
/o 
27r 9 
cos" xdx = TT 
(C.6) 
(C.7) 
/o 
27r . 9 
sin" xdx = TT (C.8) 
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and 
r2K 
cosxs'mxdx = 0 (C.9) 
From Eq. (C.6), we can see the energy integral turns out to be independent of the x 
direction. And the normalized perturbation energy is 
11 = ,C.10, 
The initial field eigenmode solutions 
Table C.l is the initial field eigenfvmctions for the present 2D small disturbance 
channel flow calculation. Since the flow is periodic in the flow direction, the eigen-
functions are functions of the wall direction y only. In the table, F, G', and P are 
the u,  i \  and p eigenfunction components,  respectively,  and the subscript  r  and i  
represent the real and imaginary part of that variable. 
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Table C.l; A initial field eigenfunctions for the small-disturbance channel flow 
y Fr Fi Gr Gi Pr Pi 
1.000000 
0.998832 
0.995332 
0.989506 
0.981370 
0.970942 
0.958246 
0.943312 
0.926175 
0.90(58 74 
0.885456 
0.861970 
0.836470 
0.809017 
0.779674 
0.748511 
0.715599 
0.6S1016 
0.644842 
0.607163 
0.568065 
0.527640 
0.485983 
0.443192 
0.399365 
0.354605 
0.309017 
0.262707 
0.215784 
0.168357 
0.120537 
0.072435 
0.024164 
-0.024164 
-0.072435 
0.000000 
-0.023255 
-0.093421 
-0.208716 
-0.359357 
-0.525502 
-0.682678 
-0.811556 
-0.904571 
-0.964383 
-0.996039 
-1.000000 
-0.972882 
-0.915730 
-0.840387 
-0.764257 
-0.698052 
-0.641423 
-0.589720 
-0.540384 
-0.492979 
-0.447395 
-0.403412 
-0.360836 
-0.319510 
-0.279294 
-0.240056 
-0.201669 
-0.164006 
-0.126938 
-0.090.335 
-0.051067 
-0.018000 
0.018000 
0.054067 
0.000000 
0.025129 
0.090825 
0.171610 
0.236142 
0.260117 
0.236128 
0.175269 
0.100431 
0.036295 
0.000887 
0.000000 
0.024849 
0.056016 
0.075321 
0.077622 
0.070360 
0.062338 
0.056372 
0.051516 
0.046942 
0.042540 
0.038316 
0.034245 
0.030304 
0.026476 
0.022748 
0.019104 
0.015532 
0.012019 
0.008552 
0.005118 
0.001704 
-0.001704 
-0.005118 
0.000000 
-0.000015 
-0.000222 
-0.001002 
-0.002694 
-0.005.328 
-0.008522 
-0.011616 
-0.013966 
-0.015239 
-0.015570 
-0.015516 
-0.015801 
-0.016926 
-0.018898 
-0.021320 
-0.023766 
-0.026054 
-0.028195 
-0.030225 
-0.032149 
-0.033957 
-0.035640 
-0.037191 
-0.038605 
-0.039875 
-0.040997 
-0.041965 
-0.042777 
-0.043430 
-0.043922 
-0.044250 
-0.044415 
-0.044415 
-0.044250 
0.000000 
-0.000014 
-0.000218 
-0.001100 
-0.003421 
-0.008064 
-0.015785 
-0.027009 
-0.041782 
-0.059877 
-0.080924 
-0.104422 
-0.129640 
-0.155615 
-0.181391 
-0.206365 
-0.230388 
-0.253521 
-0.275773 
-0.297051 
-0.317241 
-0.336237 
-0.353949 
-0.370292 
-0.385193 
-0.398587 
-0.410419 
-0.420642 
-0.429217 
-0.436113 
-0.441306 
-0.444777 
-0.446515 
-0.44(55 1 5 
-0.444777 
-0.166870 
-0.166870 
-0.166864 
-0.166854 
-0.166846 
-0.166847 
-0.166865 
-0.166908 
-0.166979 
-0.167070 
-0.167165 
-0.167227 
-0.167205 
-0.167025 
-0.166595 
-0.165809 
-0.164.551 
-0.162(598 
-0.160127 
-0.156720 
-0.152367 
-0.146974 
-0.140464 
-0.132783 
-0.123905 
-0.113830 
-0.102591 
-0.090250 
-0.076899 
-0.062659 
-0.047(575 
-0.032114 
-0.016157 
0.000000 
0.016157 
0.017349 
0.017349 
0.017355 
0.017368 
0.017387 
0.017414 
0.017448 
0.017486 
0.017526 
0.017.561 
0.017587 
0.017597 
0.017586 
0.017.551 
0.017485 
0.017380 
0.017224 
0.017006 
0.016713 
0.016.334 
0.015857 
0.015274 
0.014578 
0.013763 
0.012827 
0.011771 
0.010598 
0.009315 
0.007931 
0.006458 
0.004912 
0.003307 
0.0016(54 
0.000000 
-0.0016(54 
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Table C.l (Continued) 
-0.120537 
-0.168357 
-0.215784 
-0.262707 
-0.309017 
-0.354605 
-0.399365 
-0.443192 
-0.485983 
-0.527640 
-0.568065 
-0.607163 
-0.644842 
-0.681016 
-0.715599 
-0.748511 
-0.779(374 
-0.809017 
-0.836470 
-0.861970 
-0.885456 
-0.906874 
-0.926175 
-0.943312 
-0.958246 
-0.970942 
-0.981370 
-0.989506 
-0.995332 
-0.998832 
-1.000000 
0.090.335 
0.126938 
0.164006 
0.201669 
0.240056 
0.279294 
0.319510 
0.360836 
0.403412 
0.447395 
0.492979 
0.540384 
0.589720 
0.641423 
0.698052 
0.764257 
0.840387 
0.915730 
0.972882 
1.000000 
0.996039 
0.964.383 
0.904571 
0.811556 
0.682678 
0.525502 
0.359357 
0.208716 
0.093421 
0.02.3255 
0.000000 
-0.008.552 
-0.012019 
-0.015532 
-0.019104 
-0.022748 
-0.026476 
-0.030304 
-0.034245 
-0.038316 
-0.042540 
-0.046942 
-0.051516 
-0.056372 
-0.062338 
-0.070360 
-0.077622 
-0.075.321 
-0.056016 
-0.024849 
0.000000 
-0.000887 
-0.036295 
-0.100431 
-0.17.5269 
-0.236128 
-0.260117 
-0.236142 
-0.171610 
-0.090825 
-0.025129 
0.000000 
-0.043922 
-0.043430 
-0.042777 
-0.041965 
-0.040997 
-0.039875 
-0.038605 
-0.037191 
-0.035640 
-0.033957 
-0.032149 
-0.030225 
-0.028195 
-0.026054 
-0.023766 
-0.021320 
-0.018898 
-0.016926 
-0.015801 
-0.015516 
-0.015570 
-0.015239 
-0.013966 
-0.011616 
-0.008522 
-0.005328 
-0.002694 
-0.001002 
-0.000222 
-0.000015 
0.000000 
-0.441306 
-0.436113 
-0.429217 
-0.420642 
-0.410419 
-0.398587 
-0.385193 
-0.370292 
-0.353949 
-0.336237 
-0.317241 
-0.297051 
-0.275773 
-0.253521 
-0.2.30388 
-0.206365 
-0.181391 
-0.155615 
-0.129640 
-0.104422 
-0.080924 
-0.059877 
-0.041782 
-0.027009 
-0.015785 
-0.008064 
-0.003421 
-0.001100 
-0.000218 
-0.000014 
0.000000 
0.032114 
0.047675 
0.062659 
0.076899 
0.090250 
0.102591 
0.113830 
0.123905 
0.132783 
0.140464 
0.146974 
0.152367 
0.1.56720 
0.160127 
0.162698 
0.164551 
0.165809 
0.166595 
0.167025 
0.167205 
0.167227 
0.167165 
0.167070 
0.166979 
0.166908 
0.166865 
0.166847 
0.166846 
0.166854 
0.166864 
0.166870 
-0.00.3307 
-0.004912 
-0.006458 
-0.007931 
-0.009315 
-0.010598 
-0.011771 
-0.012827 
-0.013763 
-0.014578 
-0.015274 
-0.01.5857 
-0.016334 
-0.016713 
-0.017006 
-0.017221 
-0.017380 
-0.017485 
-0.017551 
-0.017586 
-0.017.597 
-0.017587 
-0.017561 
-0.017526 
-0.017486 
-0.017448 
-0.017414 
-0.017387 
-0.017368 
-0.017.3.55 
-0.017349 
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APPENDIX D. DERIVATION OF COMPRESSIBLE TURBULENCE 
BUDGET EQUATIONS 
For the 3D compressible channel flow with a fully developed condition, the 
streamwise momentum balance can be cast into a simple form. Again, without loss 
of generality, one can write the dimensionless, steady state, 3D filtered equation as a 
2D one as 
where and T|2 are the total stresses that include both the viscous and turbulent 
contributions, i.e., + Tjy [cf. Eq. (3.31)]. For the sake of brevity, the tilde 
symbol resulting from the compressiljle filter on top of the variables has been dropped, 
and the forcing function has been combined back into the pressure gradient term. 
Whenever convenient, this convention will be followed in the rest of this appendix. 
If one performs the ensemble averaging of space and time (i.e., the one used in 
the incompressible simulations) of the above equation, some extra terms will arise 
due to presence of the density. To circumvent this problem, a "Favre" type ensemble 
averaging can be similarly defined as in Chapter 4 to simplify the resulting equation; 
Streamwise Momentum Equation Balance 
dpuu dpuv _ dp 0T\\  0TI2 
dx dy dx dx ^  dy (D.l) 
(D.2) 
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and 
H (D-3) 
where {) denotes the usual space-time ensemble averaging operator. Then applying 
the space-time averaging to the above streamwise momentum equation gives 
^((/ ' )(«)/(«) /  + {pu"u")) +  ^ ({/ ' )(«> f + {pu"v")) 
^{p) .  ^  //  / '  d  , ,  u .du.  
The above equation can be simplified by recognizing that the ensemble-averaged 
quantities are independent of the flow direction. Further, the ensemble-averaged 
value (w) J is constant, and (y) j is zero. As a result, the above equation reduces to 
d{p) d{pu"v") O n du 
IT = ^ + + 
Then, to get an expression for tlie pressure gradient, one can integrate the above 
equation from the lower wall to the upper wall to obtain 
d{p) I /  f.L du \ pL du 
dx 2 \ Rec dy Rec dy 
where j(7 \L dimensionless shear stress at the upper (top) 
and lower (bottom) walls, respectively. 
Substituting the above expression into the momentum balance equation, Eq. (D.5), 
gives 
d{pu"v" )  ,  d  I I  du^  1 ,  p  dn \  / / ,  du i  ^  
^ = tlhcir.W-nrcUiM^ 
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Then to get the balance at any position j/, one integrates the equation from — 1 to t/ 
to result in the following expression 
/  _ / /_// \  ,  /  / '  9ic , ,  du I ^  du dui 
I ,  LI du \  U du I , . 
The three terms on the left hand side can be identified as the resolvable Reynolds 
shear stress, the viscous stress, and the modeled SGS stress, respectively. Further, 
their sum amounts to a linear profile across the channel. 
For a symmetric heating case, the flow field is symmetric, and the resulting wall 
shear stress will be the same in both walls. In this case, we have (in dimensional 
quantities) 
J rje 
~ (D.9) 
where is the lower wall shear stress. Furthermore, the friction velocity can be 
clearly defined from the following relation: 
' 'wall  = (D.IO) 
and by scaling the momentum balance equation using the friction velocity, one obtains 
/ —II—ih ! du.  ,  ^du. 
-(/» » > + <^gj) + (/'i^) = -9 (D.ll) 
where is the resulting eddy viscosity scaled by the friction velocity. 
But for the non-symmetrical heating of the present study, i.e., one hot and one 
cold walls, the wall shear is not equal on both walls. Apparently, Eq. (D.8) has to 
be used. 
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Energy Flux Balance 
The 2D version of the energy equation, Eq. (3.32), can written as 
dpuT dpvT d ,  k ^ ^dT d ,  k ^dT 
dx dy ~ dx^RePr^^^dx'^dy^RePr'^^^f^hy ^ ^ ^  
for tiie isothermal case, where [.ijj is the modeled SGS heat conductivity. By per­
forming the ensemble averaging, one obtains the following: 
f { T )  f )  +  ( p u ' V ) )  + ^ { { p { v )  f { T )  f )  + { p v " T " ) )  
~ dx^^ RePr dy^^ RePr dy^ ^ ^ ^  
where T" = T — (T) j. The above eciuation can be further simplified to become 
By integrating in the wall direction again, we have 
!  I  /  I  / •  I  m  i r \  
^ ^RePr dy  ^  Oy ^ RtPr Oy ^ ^ 
where the right hand side represents the dimensionless constant wall heat flux, and 
the three terms on the left hand side denotes the resolvable turbulent heat flux, the 
conduction, and the modeled SGS heat flux. It follows that the total heat flux across 
the wall will be constant under the isothermal wall case. 
Reynolds Shear Stress Budget 
The resolvable Reynolds stresses budget equation can be derived by applying 
the following second moment operator form 
{u'lC{u'.^  + u'fC{u'-)) = 0 (D.16) 
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where u!^ denotes the Favre fluctuation of Eq. (D.3), and 
C{u'-)  = C{ui)-{C{ui))  (D.17) 
The operator £ represents the compressible momentum equation, i.e., Eq (3.31). 
Eq. (D.17) is typically identified as the momentum equations for the fluctuation 
components. 
With some algebraic manipulations, the above operator form can be carried out 
in a similar manner to the traditional time averaging approach (Cebeci and Smith 
1974) and results in the following expression for the resolvable Reynolds transport 
eciuations 
(D.is) 
where = Tij — {Tij). The shear stress budget can be easily obtained by setting 
the indices i = 1 and j = 2, and considering that the mean flow is only in the 
direction of the wall, 
/  n  5  /  / /  / /  n \  
V ' ' 
/  II  
I f f^p'  n^p\ ,  ^  ,  ft  .du"v" 
^ V ' ^ ' 
III  IV 
, ,  LI di i"  dv' .  , ,  u 'Oil 'dv".  „ > 
V— — ' 
V 
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where the terms I, II, III, IV, and V represent the generalized turbulence produc­
tion, convection (turbulent diffusion), velocity-pressure gradient correlation, viscous 
diffusion, and dissipation, respectively. 
Temperature Variance Budget 
The compressible temperature variance budget equation can be similarly derived 
from the following symbolic operator form: 
{T"V{T'))  = 0 (D.20) 
where the operator 'P{T) represents the compressible filtered energy equation, and 
V{T')  = V{T)-{V{T)) {D.21) 
By considering the two dimensional mean flow, the temperature variance budget 
equation can be reduced to 
V ' ^ V ' 
/  II  
, ,  k ,dT"dT\ d , ,  k 
RePr ^ dxj  dxj^ RePr^ '^ \  ~ ® ^ 
' Tfi • 
where T' = T -  (T),  and terms I, II, III, and IV denotes the general turbulent heat 
flux production, turbulent diffusion, viscous diffusion, and dissipation, respectively. 
