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Abstract
We de-ne a new type of tree transducers. The family of transformations computed by them
is exactly the family of alphabetic tree relations. We call these transducers alphabetic. By taking
synchronized computations on an alphabetic transducer, we derive a new type of relation which
is called synchronized. We show that the class SAT of synchronized relations properly contains
the class AT of alphabetic relations. Moreover, SAT is incomparable with both the families of
top-down T-FST and bottom-up B-FST tree transductions. c© 2001 Elsevier Science B.V. All
rights reserved.
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1. Introduction
Tree transformations have been widely studied by many authors, either from the
algebraic point of view by using bimorphisms [1, 2, 4, 26] or from the dynamic point
of view by using tree transducers [5, 6, 10, 12, 14, 15, 19, 20, 23].
The two main types of tree transducers are the top-down (or root-to-frontier) and
the bottom-up (or frontier-to-root) and the corresponding classes of tree transformations
computed by them, were proved to be incomparable [10].
Further, many special cases of the above transducers have been de-ned, such as
nondeleting, linear, deterministic, with look-ahead, etc. [11, 16–18, 20].
In general, the two main classes of transducers are not closed under composition
[7, 10]. Only some special subclasses are composable [11, 15]. On the other hand they
do not preserve the families of recognizable and algebraic forests and they cannot
describe many operations on trees [10]. Elementary properties were also proved to be
undecidable, even for deterministic cases [14].
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In [8], the class of alphabetic tree transductions was de-ned and proved that it is
closed under composition and inversion (in the sense of relations). Each alphabetic
transduction is decomposed into an inverse alphabetic homomorphism, an intersection
with a recognizable forest and an alphabetic homomorphism. Alphabetic transductions
can describe all the basic operations on trees such as branches, -product and -quotient
with recognizable forests, subtrees, initial and terminal subtrees, etc., and they preserve
the families of recognizable and algebraic forests. Thus, alphabetic transductions con-
stitute the best candidate, to build the famous AFL-theory in the framework of trees.
Indeed, alphabetic cones and sheaves of forests correspond to the notions of rational
cones and full AFLs, respectively. The families REC of recognizable, ALG of algebraic
and OCF of one counter forests and K-REC of supports of recognizable formal power
series on trees with coeCcients in a -eld K , constitute sheaves of forests [9], whereas
the family GST of generalized nondeterministic synchronized forests is an alphabetic
cone [22]. Moreover, the set of branches and the set of yields of an alphabetic cone
(sheaf) is a rational cone (full AFL).
In this paper, we describe alphabetic transductions from the machine point of view.
Thus, we de-ne an equivalent type of tree tranducer, which is called alphabetic. The
equivalence between alphabetic transductions and alphabetic tree transducers gives us
the possibility to use either algebraic or machine-oriented techniques.
The class AT of alphabetic transducers is closed under composition. The domain
and the range of each alphabetic transducer is a recognizable forest. We also show
that alphabetic transducers are not in general conDuent and noetherian and they do not
have bounded diEerence.
Following Salomaa in [24], we try to communicate parallel computations in an al-
phabetic transducer, by de-ning synchronization in computations. We thus derive the
notion of a synchronized alphabetic transducer.
The class SAT of synchronized transductions is incomparable with all the classes of
classical top-down T-FST, bottom-up B-FST and generalized GFST tree transformations
and contains the class of alphabetic relations.
Unfortunately, SAT is not closed under composition whereas it is closed under com-
position with AT.
2. Preliminaries
We assume the reader to be familiar with trees and tree automata. Here, we brieDy
recall some notations and de-nitions.
For a set W; the set of words over W which is denoted by W∗ is the free monoid
generated by W . Write , for the unit element of W∗ which is called the empty word.
Then W+ =W∗ − {}: For w1; w2 ∈W∗, w1 is a pre*x of w2 if there exists u∈W∗,
such that w2 =w1u: This is denoted by w1 4pr w2. The pre*x relation ≈pr is de-ned
by w1 ≈pr w2 if and only if one of the words w1 and w2 is a pre-x of the other. Words
w1, w2 are called independent, w1 ‖ w2, if they are not in the pre-x relation.
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N will denote the set of natural numbers and N+ the set of positive natural numbers.
If n∈N+, then [n] = {1; : : : ; n}. The power set of a set A, is written P(A).
A ranked alphabet  is a set of symbols, such that to each ∈, we associate a
nonegative integer n which is called its rank and is denoted by rank(). Write n, for
the set of symbols of  whose rank equals to n. Note that a symbol ∈ might have
more than one rank.
Elements of 0 are called constants. The degree of a -nite ranked alphabet  is
denoted by deg() and is the maximal number n such that n = ∅ and k = ∅ for each
k¿n. Let X = {x1; x2; : : :} be a countably in-nite set of variables and Xm= {x1; : : : ; xm};
for m¿0. Then T(Xm) is the set of trees over , indexed by the variables x1; : : : ; xm;
that is:
(i) 0 ∪ Xm⊆T(Xm).
(ii) If t1; : : : ; tn ∈T(Xm) and ∈n; n¿1, then (t1; : : : ; tn)∈T(Xm).
The root of a tree t= (t1; : : : ; tn) is the topmost symbol of t, that is root(t)= ,
whereas var(t) denotes the set of all variables appearing in t: The height hg(t) of a tree
t ∈T(Xm) is de-ned by hg(t)= 0 if t ∈0∪Xm; and hg(t)= 1+max{hg(t1); : : : ; hg(tn)}
if t= (t1; : : : ; tn):
A forest (or tree language) L is a set of trees over an alphabet , possibly with
variables, that is L⊆T(Xm); m¿0.
Another way to de-ne trees is by using domains [20, 24]. A tree domain D is a
subset of N∗+ which satis-es the following conditions:
(i) If u∈D then ∈D for each pre-x  of u.
(ii) For each u∈D, there exists i∈N , such that uj∈D for each j∈ [i] (if u has no
sons then i=0).
For a set W , a W -labeled tree is a mapping t : D→W , where D is a tree domain.
We call the elements of D the nodes of the tree and we denote D by dom(t). A node
u∈D is labeled by t(u)∈W . If  is a proper pre-x of u∈dom(t), then u is called a
successor of .
Now, every tree t ∈T(X ) can be seen as a  ∪ X -labeled tree t : dom(t)→  ∪ X;
such that each node of t labeled by an element of rank n¿0, has exactly n immediate
successors (sons) and variables do not have successors. The nodes of a tree t labeled
by constants are called leaves. The set of all leaves of a tree t is denoted by leaf(t);
and the set of nodes labeled by variables is denoted again by var(t).
We need also the notion of the path: for a W -labeled tree, a path of t is a word
path(t; um)= t(u1) : : : t(um)∈W+;
where u1 = ; um ∈ leaf(t) and ui+1 is an immediate successor of ui, i=1; : : : ; m− 1:
Then
path(t)= {path(t; u) = u∈ leaf (t)}:
The set of initial paths of a path(t; um) is the set
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inpath(t; um)= {t(u1) : : : t(un)∈W+ = n∈ [m]}, where u1; : : : ; um are as above, and
inpath(t)=
⋃
u∈leaf(t)
inpath(t; u):
If t ∈T(Xn) and t1; : : : ; tn ∈T(Xm); we write t(t1; : : : ; tn) for the result of substituting
ti for xi in t. Then each ti; i∈ [n], is a terminal subtree of t(t1; : : : ; tn); (this terminology
follows [8]). Moreover, if F1; : : : ; Fn⊆T(Xm); we denote by t(F1; : : : ; Fn) the forest
{t(t1; : : : ; tn) = ti ∈Fi; i∈ [n]}.
For a ranked alphabet , we de-ne a unary alphabet ((), in the next way:
(()0 =0;
(()1 = {i = ∈n; n¿0; i∈ [n]}:
Then the transduction branches, br : T → P(TJ()); is given by
br()= ; ∈0;
br((t1; : : : ; tn))= 1(br(t1)) ∪ 2(br(t2)) ∪ · · · ∪ n(br(tn)):
Let now, ; ( be ranked alphabets and deg()= n. Assume that for each k ∈ [n],
there is a mapping hk :k →T((Xk). Then the mappings hk , k ∈ [n] de-ne a tree
homomorphism h : T→T( which is determined inductively: if k¿0; ∈k and
t1; : : : ; tk ∈T, then
h((t1; : : : ; tk))= hk()(h(t1); : : : ; h(tk)):
A tree homomorphism h : T→T( is called linear, if for each ∈k; k¿0; hk()
is a linear tree, that is each variable from Xk appears at most once in hk(): Moreover,
a linear tree homomorphism h : T→T( is called alphabetic, if for each ∈k; k¿0,
either
hk()= *(xi1 ; : : : ; xim); *∈(m;
or
hk()= xn; 16n6k:
We shall need the notion of the supremum alphabet derived by two alphabets [8].
Let  be a ranked alphabet and k¿deg(). We construct the ranked alphabet [k],
in the following way:
[k]0 =0;
[k]n = {i1···ip = ∈p; i1; : : : ; ip are distinct elements of [k] and
max(i1; : : : ; ip)= n} ∪ {n}; for 16n6k
and
[k]n = ∅; for n ¿ k:
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Example 1. Let 0 = {}; 1 = {+; *}; 2 = {}; n= ∅, for n¿3, and k =4. Then
[4]0 = {};
[4]1 = {+1; *1; 1};
[4]2 = {+2; *2; 12; 21; 2};
[4]3 = {+3; *3; 13;31; 23; 32; 3};
[4]4 = {+4; *4; 14; 41; 24; 42; 34; 43; 4};
[4]n = ∅ for n ¿ 4:
A tree over [4], is the following:
t= +3(23(2(; ); 1(); ); +2(; ); 3(; *1(); )):
Consider now, two ranked alphabets ; ( and a natural number k¿max{deg();
deg(()}. Then their k-supremum alphabet  ∨k ( is
( ∨k ()0 =0 × (0
( ∨k ()n=
⋃
max(i;j)=n
[k]i × ([k]j ; n¿1:
If k = max{deg(); deg(()}, we write ∨( and we call it the supremum alphabet
of  and (.
There are two naturally de-ned, alphabetic homomorphisms
’ : T∨(→T; ’( : T∨( → T(
with
’(〈i1···ip ; u〉)= (xi1 ; : : : ; xip); ’(〈n; u〉)= xn; u∈([k];
’((〈w; *j1···jm〉)= *(xj1 ; : : : ; xjm); ’((〈w; n〉)= xn; w∈[k];
where k = max{deg(); deg(()}.
A nondeterministic top-down *nite tree automaton is a four-tuple A=(;Q;Q0; );
with  the -nite ranked alphabet of input symbols, Q the -nite set of states, Q0⊆Q
is the set of initial states and  is the family of state transitions which is de-ned by
the mappings  : Q→P(Qn), where ∈n; n¿0. If ∈0; then ⊆Q.
A computation of A=(;Q;Q0; ) on an input tree t ∈T, is a Q-labeled tree
r : dom(t)→Q, satisfying the following conditions:
(i) r()∈Q0.
(ii) Suppose that u∈dom(t) has m successors u1; : : : ; um and t(u)= ∈m. Then
(r(u1); : : : ; r(um))∈ (r(u)).
(iii) If u∈ leaf (t) and t(u)=  (∈ 0), then r(u)∈ .
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The set of all computations of A on t, is denoted by comA(t) and the forest
recognized by A is
L(A)= {t ∈T = comA(t) = ∅}:
It is well known, that the family of forests recognized by nondeterministic top-down
tree automata, is the family of recognizable forests and is denoted by REC [19, 20].
A nondeterministic synchronized tree automaton (nsta) [24] is a top-down -nite
tree automaton A=(;Q;Q0; ); where Q is of the form
Q=Q1 ∪ (Q2 × S):
The set S is the synchronization alphabet and elements of S are called synchronizing
symbols (abbreviated as sync-symbols).We de-ne a morphism hA : Q∗→ S∗ by setting
hA(q1)=  and hA((q2; s))= s, for qi ∈Qi; i=1; 2 and s∈ S: The set of synchronized
computations of A on a tree t ∈T, is
scomA(t)= {r ∈ comA(t) = ∀u; w∈path(r); hA(u) ≈pr hA(w)}:
The nondeterminitic synchronized forest recognized by A; is
LS(A)= {t ∈T = scomA(t) = ∅}:
The family of all nondeterministic synchonized forests is denoted by NST.
We de-ne also the notion of the generalized synchronized tree automaton (gsta)
[22]. It is an nsta which is allowed to make -transitions, that is to change the state
in a -xed node. Let A be a gsta with state set Q=Q1 ∪ (Q2 × S) and let t ∈T: A
computation of A on t is a tree +, where each node u∈dom(+)=dom(t) is labeled
by an element of Q1 or by a pair
(q; s1s2 : : : sn);
where q is the last element of Q1 ∪ Q2 appearing at u in the computation + and
s1s2 : : : sn; n¿1, is the sequence of sync-symbols appearing at node u in +: (If A makes
-transitions at node u; it is possible that n¿2:) Now, the morphism hA is de-ned by
hA(q)= , and hA((q; s1s2 : : : sn))= s1s2 : : : sn; for q∈Q1∪Q2; sj ∈ S; j∈ [n]. The forest
recognized by A, LS(A) is de-ned as for nondeterministic synchronized automata. The
family of forests which are recognized by all gsta is denoted by GST.
In [8], the notion of an alphabetic tree transduction was de-ned and proved that it
has nice properties.
Denition 2. Let ; ( be -nite ranked alphabets. A tree transduction f : T→P(T() is
called alphabetic, if there exists a recognizable forest F ⊆T∨(; such that #f= {(’(t);
’((t)) = t ∈F}, where #f denotes the graph of f.
Theorem 3. Alphabetic transductions preserve recognizable and algebraic forests.
Moreover; the class AT of all alphabetic transductions is closed under composition
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and inversion (in the sense of relations) and it is incomparable with both the classes
of top-down T-FST and bottom-up B-FST tree transformations.
It is not diCcult to see, that the restriction of alphabetic transductions on unary
alphabets, coincide with the class of rational relations on words.
An alphabetic cone [9] is a family of forests closed under alphabetic transductions,
that is closed under inverse alphabetic homomorphisms, intersection with recognizable
forests and alphabetic homomorphisms.
Proposition 4 (Bozapalidis and Rahonis [9] and Rahonis and Salomaa [22]). The
classes REC of recognizable; ALG of algebraic; OCF of one counter; ROCF of
restricted one counter and GST of generalized nondeterministic synchronized forests
are alphabetic cones. Also the family K-REC; of supports of recognizable formal
power series on trees with coe7cients in a *eld K; constitutes an alphabetic cone.
A rewriting rule over a ranked alphabet , is a couple (u; w) of trees of T(X ),
such that: var(w)⊆ var(u). A rule is usually written as u→w.
A rewriting system S over , is a -nite set of rewriting rules over . For t; p∈T,
we write t ⇒S p, if there exists a tree +∈T(x) with just one occurrence of the variable
x, a rule u→w; u∈T(Xn) and trees v1; : : : vn ∈T; such that t= +(u(v1; : : : vn)), and
p= +(w(v1; : : : vn)). Moreover, ⇒∗S denotes the reDexive and transitive closure of ⇒S .
A rewriting system S over  is called con8uent, if for each t; +1; +2 ∈T; (t ⇒∗S +1
and t ⇒∗S +2) then there exists p∈T; such that (+1 ⇒∗S p and +2 ⇒∗S p). Finally, S
is called noetherian, if there is no in-nite sequence t1 ⇒S t2 ⇒S : : : tk ⇒S : : : .
3. Alphabetic tree transducers
In this section, we de-ne the “dynamic” point of view of an alphabetic transduction
f : T→P(T(), that is an equivalent tree transducer.
In the construction of this model we use the following idea: Taking into account
De-nition 2, -rstly the transducer simulates the inverse alphabetic homomorphism ’−1
whereas its rules de-ne a top-down tree automaton which recognizes the forest F. Then
it simulates the alphabetic homomorphism ’(: Thus, the alphabet ∨( will “take part”
in the operation of the transducer as an intermediate alphabet.
Denition 5. An alphabetic transducer is a seven-tuple T=(Q;; (; d; Pq; Q0; R),
where
Q∪{ Pq} is a unary -nite ranked alphabet of states,
 is the -nite ranked alphabet of input symbols,
( is the -nite ranked alphabet of output symbols,
d is a symbol of rank 0, d =∈∪(;
Q0⊆Q is the set of initial states and
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R is a -nite set of rules of the form:
(I) q((x1; : : : ; xn))→ Pq(〈i1 ::: in ; *j1 :::jm〉(q1(d); : : : ; qi3(1) (x3(1)); : : : ; qi3(n) (x3(n)); : : : ; qk
(d))) with q; q1; : : : ; qk ∈Q; ∈n; n¿0; *∈(m; m¿0; k = max{i1; : : : ; in; j1; : : : ; jm};
and 3 is a permutation of {1; : : : ; n}; such that i3(1)¡i3(2)¡ · · ·¡i3(n);
(II) q((x1; : : : ; xn))→ Pq(〈i1 :::in ; j〉(q1(d); : : : ; qi3(1) (x3(1)); : : : ; qi3(n) (x3(n)); : : : ; qk(d)))
with q; q1; : : : ; qk ∈Q; ∈n; n¿0; 0¡j6max{deg(); deg(()}; k= max{i1; : : : ; in; j};
and 3 is a permutation of {1; : : : ; n}; such that i3(1)¡i3(2)¡ · · ·¡i3(n);
(III) q((x1; : : : ; xn))→ Pq(〈i; *j1 :::jm〉(q1(d); : : : ; q((x1; : : : ; xn))︸ ︷︷ ︸
ith place
; : : : ; qk(d))) with q;
q1; : : : ; qk ∈Q; ∈n; n¿0; *∈(m; m¿0; 0¡i6max{deg(); deg(()}; k = max{i;
j1; : : : ; jm};
(IV) q((x1; : : : ; xn))→ Pq(〈i; j〉(q1(d); : : : ; q((x1; : : : ; xn))︸ ︷︷ ︸
ith place
; : : : ; qk(d))) with q; q1; : : : ;
qk ∈Q; ∈n; n¿0; 0¡i; j6max{deg(); deg(()}; k = max{i; j};
(V) q(d)→ Pq(〈u; w〉(q1(d); : : : ; qk(d))) with q; q1; : : : ; qk ∈Q; 〈u; w〉 ∈ (∨()k ; k¿0;
(VI) Pq(〈u; *j1 :::jm〉(x1; : : : ; xk))→ [*(xj1 ; : : : ; xjm); T∨(∪{ Pq}] with u∈[l]n ; n¿0; l=
max{deg(); deg(()}; *∈(m; m¿0; k = max{n; j1; : : : ; jm}; and
(VII) Pq(〈u; j〉(x1; : : : ; xk))→ [xj;T∨(∪{ Pq}] with u∈[l]n ; n¿0; l= max{deg();
deg(()}; j¿0; k = max{n; j}:
The one-step computation of T is the binary relation ⇒T on TC (we denote by C
the set (∨()∪∪(∪Q∪{ Pq; d}, where the ranks of elements of Q∪{ Pq; d} are as
in De-nition 5), which is formalized as follows: t ⇒T p if and only if
(i) there is a rule q((x1; : : : ; xn))→ v (resp. q(d)→ v), of types (I)–(IV) (resp. (V)),
and
(ii) t has a terminal subtree t′= q((t1; : : : ; tn)); t1; : : : ; tn ∈T (resp. t′= q(d)), and
p is obtained by substituting v(t1; : : : ; tn) (resp. v) for an occurence of t′ in t,
or
(i)′ there is a rule Pq(〈u; *j1 :::jm〉(x1; : : : ; xk))→ [*(xj1 ; : : : ; xjm);T∨(∪{ Pq}] (resp. Pq(〈u; j〉
(x1; : : : ; xk))→ [xj;T∨(∪{ Pq}]), of type (VI) (resp. of type (VII)), and
(ii)′ t has a terminal subtree t′= Pq(〈u; *j1 :::jm〉(t1; : : : ; tk)); t1; : : : ; tk ∈T∨(∪{ Pq}; (resp.
t′= Pq(〈u; j〉(t1; : : : ; tk)); t1; : : : ; tk ∈T∨(∪{ Pq}), and p is obtained by substituting
*(tj1 ; : : : ; tjm) (resp. tj), for an occurrence of t
′ in t.
We denote by ⇒∗T the reDexive and transitive closure of ⇒T : If there is no danger
of confusion, we write ⇒ and ⇒∗ for ⇒T and ⇒∗T, respectively.
One may observe that we apply the rules of types (VI) and (VII) in the same manner
that we apply the rules of a top-down tree transducer with look-ahead [11, 16–18].
Intuitively, if the transducer T starts the process of a tree t ∈T on an initial state
q, -rstly by using rules of types (I)–(V) transforms t to a tree + in T∨(∪{ Pq}: If we
omit all the occurrences of Pq in + ( Pq appears as the root of + and as an immediate
successor of each symbol 〈u; w〉 ∈ (∨()n n¿0; in +), we just obtain an element of
’−1 (t) (usually this set is in-nite). The application of rules of types (VI) and (VII)
project + to a tree in T(, that is, they act as the alphabetic homomorphism ’(: On
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the other hand, the state transitions derived by rules of types (I)–(V), in fact, they
determine a nondeterministic top-down tree automaton (this will be clear in the proof
of the theorem below), which recognizes a forest in T∨(:
The transformation computed by T; is a relation |T| ⊆T × T( :
|T|= {(t; p)∈T × T( = ∃q∈Q0; such that q(t)⇒∗ p}:
For t ∈T; we denote by T(t) the set
T(t)= {p∈T( = (t; p)∈ |T|}
and
T(L)=
⋃
t∈L
T(t); where L⊆T:
The domain and the range of T are, respectively, the forests
dom(T)= {t ∈T=(t; p)∈ |T|; for some p∈T(};
im(T)= {p∈T(=(t; p)∈ |T|; for some t ∈T}:
Two alphabetic transducers are called equivalent, if they compute the same transfor-
mation.
Obviously, each alphabetic tree transducer can be seen as a rewriting system over C:
The reader may compare the model of the alphabetic transducer with the classical
top-down tree transducers. An alphabetic transducer has linear rules which are not in
general nondeleting. The right-hand side of each rule is a tree of height at most 4. In
a process of a tree t ∈T, the rules of type (V) play the role of generating the subtrees
of elements of ’−1 (t), which may be deleted via ’: Thus, the rules of type (V) act
as a “generative” mechanism for trees. On the contrary such a mechanism does not
exist in the usual top-down tree transducers.
We shall need the notion of the parallel computation of an alphabetic tree transducer.
The one step of a parallel computation of A; is again a binary relation
par⇒T on TC;
such that t
par⇒Tp if and only if
(i)′′ there are rules ri : qi(ui)→ vi; i∈ [l], of types (I)–(V), that is each ui; i∈ [l]
equals to a tree i(x1; : : : ; xni); 
i ∈ni ; ni¿0; or equals to d; and
(ii)′′ t has l terminal subtrees ti; i∈ [l]; whose roots belong to Q; such that if ri is
of types (I)–(IV), then ti = qi(i(ti1; : : : ; t
i
ni)); t
i
ji ∈T; ji ∈ [ni]; for each i∈ [l];
otherwise ti = qi(d); and p is obtained by substituting vi(ti1; : : : ; t
i
ni) (if r
i is of
types (I)–(IV)) or vi (if ri is of type (V)), i∈ [l]; for all occurrences of each
ti; i∈ [l] in t,
or
(i)′ and (ii)′, as de-ned in the one step (simple) computation mode.
Once again, we denote by
par⇒∗T the reDexive and transitive closure of
par⇒T; and if
there is no danger of confusion, we use the symbols
par⇒ and par⇒∗T, respectively.
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We say that a computation t
par⇒∗Tp has length 6; (6¿0); if the transducer T needs
6 one-step parallel computations in order to compute p starting from t, i.e. there are
trees t1; : : : ; t6−1 ∈TC; such that tpar⇒Tt1par⇒T : : : par⇒Tt6−1par⇒Tp: Then we write tpar⇒
(6)
T p.
The transformation computed by T, using the parallel computation mode, is again
a relation |T|par ⊆T × T( :
|T|par = {(t; p)∈T × T( = ∃q∈Q0; such that q(t)par⇒
∗
Tp}:
Since every one-step computation ⇒T on diEerent subtrees of a tree, is completely
independent from the others, we have that:
Lemma 6. The transformation computed by T; using the parallel computation mode;
equals to |T|.
We state now our main theorem:
Theorem 7. The class of tree transformations computed by the alphabetic transducers
coincides with the class of alphabetic relations.
Proof. Step 1: Let T=(Q;; (; d; Pq; Q0; R) be an alphabetic transducer. We shall
prove that there exists a recognizable forest F ⊆T∨(; such that
|T|= {(’(+); ’((+)) = +∈F}:
By using the rules of type (I)–(V) of T, we construct a nondeterministic top-down
tree automaton A=(∨(;Q;Q0; ): The family  of the state transitions of A, is
de-ned in the following manner:
– (q1; : : : ; qk)∈ 〈i1 :::in ;*j1 :::jm 〉(q); for each rule of type (I) with q; q1; : : : ; qk ∈Q; ∈
n; n¿0; *∈(m; m¿0; k = max{i1; : : : ; in; j1; : : : ; jm};
– (q1; : : : ; qk)∈ 〈i1 :::in ; j〉(q); for each rule of type (II) with q; q1; : : : ; qk ∈Q; ∈
n; n¿0; j¿0; k = max{i1; : : : ; in; j};
– (q1; : : : ; qk)∈ 〈i;*j1 :::jm 〉(q); for each rule of type (III) with q; q1; : : : ; qk ∈Q; *∈
(m; m¿0; i¿0; k = max{i; j1; : : : ; jm};
– (q1; : : : ; qk)∈ 〈i;j〉(q); for each rule of type (IV) with q; q1; : : : ; qk ∈Q; i; j¿0; k =
max{i; j}; and
– (q1; : : : ; qk)∈ 〈u;w〉(q); for each rule of type (V) with q; q1; : : : ; qk ∈Q; 〈u; w〉 ∈ (∨
()k ; k¿0:
If 〈u; w〉 ∈ (∨()0(=0 × (0); then 〈u;w〉 contains all states q, which appear in the
left-hand side of each rule q(u)→ Pq(〈u; w〉) of type (I) or q(d)→ Pq(〈u; w〉) of type (V).
We show that
|T| ⊆ {(’(+); ’((+)) = +∈L(A)};
i.e.,
∀(t; p)∈ |T|; ∃+∈L(A); such that ’(+)= t and ’((+)=p: (1)
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Let (t; p)∈ |T|: There exists a state q∈Q0 such that q(t)⇒∗ p: This computation
can be separated into two parts. Firstly from t we obtain a tree v∈T∨(∪{ Pq} by using
rules of types (I)–(V) and then v⇒∗ p; by using rules of types (VI) and (VII). Thus,
we have q(t)⇒∗ v⇒∗ p; which by Lemma 6 is written
q(t)
par⇒∗vpar⇒∗p;
or equivalently,
q(t)
par⇒∗v⇒∗ p:
Formally, we can prove (1), by induction on the length of the computation
q(t)
par⇒∗v: (2)
Indeed, if the length equals to 1, then we have that t ∈0; and p∈(0; otherwise
some qi(d)’s should appear in the computation and the length should be greater than 1.
Thus, there is a rule q(t)→ Pq(〈t; p〉); q∈Q0; of type (I), and if we consider += 〈t; p〉;
then ’(+)= t; ’((+)=p; and (1) is true.
Assume now, that (1) is valid if the length of computation (2) is less than or equal
to 6(6¿1), and let q(t)
par⇒ (6+1)v ⇒∗ p; with t= (t1; : : : ; tn); ∈n; n¿0: Then, in
the -rst step of q(t)
par⇒ (6+1)v;T applies a rule of types (I), (II), (III) or (IV), and,
respectively, we have
(i) q((t1; : : : ; tn))
par⇒ Pq(〈i1 :::in ; *j1 :::jm〉(q1(d); : : : ; qi3(1) (t3(1)); : : : ; qi3(n) (t3(n)); : : : ; qk(d)))
par⇒ (6)v; or
(ii) q((t1; : : : ; tn))
par⇒ Pq(〈i1 :::in ; j〉(q1(d); : : : ; qi3(1) (t3(1)); : : : ; qi3(n) (t3(n)); : : : ; qk(d)))
par⇒ (6)v; or
(iii) q((t1; : : : ; tn))
par⇒ Pq(〈i; *j1 :::jm〉(q1(d); : : : ; q((t1; : : : ; tn))︸ ︷︷ ︸
ith place
; : : : ; qk(d)))
par⇒ (6)v; or
-nally
(iv) q((t1; : : : ; tn))
par⇒ Pq(¡i; j¿(q1(d); : : : ; q((t1; : : : ; tn))︸ ︷︷ ︸
ith place
; : : : ; qk(d)))⇒ par(6)v:
In each of the above cases, we have
qi(: : :)
par(i)⇒ vi ⇒∗ pi; vi ∈T∨(∪{ Pq}; pi ∈T(; i66; i∈ [k]:
Thus, v is of the form
v= Pq(〈i1 :::in ; *j1 :::jm〉(v1; : : : ; vk))
or
v= Pq(〈i1 :::in ; j〉(v1; : : : ; vk))
or
v= Pq(〈i; *j1 :::jm〉(v1; : : : ; vk))
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or
v= Pq(〈i; j〉(v1; : : : ; vk)); respectively.
If we omit all the occurrences of Pq in v, we obtain a tree +∈T∨(;
+= 〈i1 :::in ; *j1 :::jm〉(+1; : : : ; +k)
or
+= 〈i1 :::in ; j〉(+1; : : : ; +k)
or
+= 〈i; *j1 :::jm〉(+1; : : : ; +k)
or
+= 〈i; j〉(+1; : : : ; +k); respectively,
and from the induction hypothesis ’((+i)=pi, thus ’((+)=p:
On the other hand for cases (i) and (ii), we have that ’(+i3(l) ) = t3(l); l∈ [n]; and so
’(+)= (t1; : : : ; tn); whereas for cases (iii) and (iv), it holds ’(+)=’(+i)
= (t1; : : : ; tn):
Thus (1) has been proved.
Conversely, we prove that
{(’(+); ’((+)) = +∈L(A)}⊆ |T|: (3)
We use induction on the height of +: If hg(+)= 0; then += 〈t; p〉 ∈ (∨()0; thus
there is a q∈Q0; such that q∈ 〈t;p〉: Then by the construction of A, there exists a
rule q(t)→ Pq(〈t; p〉): Thus, q(t)⇒∗ p and ’(+)= t; ’((+)=p:
Assume that (3) holds true for each tree in L(A); with height less than or equal to
6; (6¿0); and let +∈L(A) with hg(+)= 6 + 1: Then + is of the form
+= 〈i1 :::in ; *j1 :::jm〉(+1; : : : ; +k)
or
+= 〈i1 :::in ; j〉(+1; : : : ; +k)
or
+= 〈i; *j1 :::jm〉(+1; : : : ; +k)
or
+= 〈i; j〉(+1; : : : ; +k):
Since +∈L(A); there is a q∈Q0 and q1; : : : ; qk ∈Q; such that
(q1; : : : ; qk)∈ 〈i1 :::in ;*j1 :::jm 〉(q)
or
(q1; : : : ; qk)∈ 〈i1 :::in ; j〉(q)
or
(q1; : : : ; qk)∈ 〈i;*j1 :::jm 〉(q)
or
(q1; : : : ; qk)∈ 〈i;j〉(q), respectively, and
+l ∈L(Al) for each l∈ [k]; where Al is the top-down tree automaton Al = (∨(;Q;
{ql}; ); with just one initial state.
By the induction hypothesis
ql(’(+l))⇒∗ ’((+l); l∈ [k];
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whereas from the construction of A; there are rules of type (I)–(IV) such that
q((’(+i1 ); : : : ; ’(+in)))
⇒ Pq(〈i1 :::in ; *j1 :::jm〉(q1(d); : : : ; qi3(1) (’(+i3(1) )); : : : ; qi3(n) (’(+i3(n) )); : : : ; qk(d)))
with 3 a permutation of {1; : : : ; n}; such that i3(1)¡i3(2)¡ · · ·¡i3(n);
or
q((’(+i1 ); : : : ; ’(+in)))
⇒ Pq(〈i1 :::in ; j〉(q1(d); : : : ; qi3(1) (’(+i3(1) )); : : : ; qi3(n) (’(+i3(n) )); : : : ; qk(d)))
with 3 a permutation of {1; : : : ; n}; such that i3(1)¡i3(2)¡ · · ·¡ i3(n);
or
q(’(+i))⇒ Pq(〈i; *j1 :::jm〉(q1(d); : : : ; q(’(+i))︸ ︷︷ ︸
ith place
; : : : ; qk(d)));
or
q(’(+i))⇒ Pq(〈i; j〉(q1(d); : : : ; q(’(+i))︸ ︷︷ ︸
ith place
; : : : ; qk(d))):
Thus q(’(+))⇒∗ ’((+); with q∈Q0 i.e. (’(+); ’((+))∈ |T|:
Step 2: Let now A = (∨(;Q;Q0; ) be a nondeterministic top-down tree au-
tomaton. Starting from the family of state transitions , we construct an alphabetic
transducer T=(Q;; (; d; Pq; Q0; R) (d is a new symbol of rank 0 and Pq is a new
state), with rules de-ned in the next way:
– q((x1; : : : ; xn))→ Pq(〈i1 :::in ; *j1 :::jm〉(q1(d); : : : ; qi3(1) (x3(1)); : : : ; qi3(n) (x3(n)); : : : ; qk(d)))
with q; q1; : : : ; qk ∈Q; ∈n; n¿0; *∈(m; m¿0; k = max{i1; : : : ; in; j1; : : : ; jm};
and 3 is a permutation of {1; : : : ; n}; such that i3(1)¡i3(2)¡ · · ·¡i3(n); whenever
(q1; : : : ; qk)∈ 〈i1 :::in ;*j1 :::jm 〉(q);
– q((x1; : : : ; xn))→ Pq(〈i1 :::in ; j〉(q1(d); : : : ; qi3(1) (x3(1)); : : : ; qi3(n) (x3(n)); : : : ; qk(d)))
with q; q1; : : : ; qk ∈Q; ∈n; n¿0; j¿0; k = max{i1; : : : ; in; j}; and 3 is a permuta-
tion of {1; : : : ; n}; such that i3(1)¡i3(2)¡ · · ·¡i3(n); whenever (q1; : : : ; qk)∈
〈i1···in ; j〉(q);
– q((x1; : : : ; xn))→ Pq(〈i; *j1···jm〉(q1(d); : : : ; q((x1; : : : ; xn))︸ ︷︷ ︸
ith place
; : : : ; qk(d))) with q; q1;
: : : ; qk ∈Q; ∀∈n; n¿0; *∈(m; m¿0; i¿0; k = max{i; j1; : : : ; jm}; whenever
(q1; : : : ; qk)∈ 〈i; *j1···jm 〉(q);
– q((x1; : : : ; xn))→ Pq(〈i; j〉(q1(d); : : : ; q((x1; : : : ; xn))︸ ︷︷ ︸
ith place
; : : : ; qk(d))) with q; q1; : : : ; qk ∈
Q; ∀∈n; n¿0; i; j¿0; k = max{i; j}; whenever (q1; : : : ; qk)∈ 〈i; j〉(q).
Finally, for each appearance of the initial paths Pq(〈i1···in ; *j1···jm〉); Pq(〈i1···in ; j〉);
Pq(〈i; *j1···jm〉); and Pq(〈i; j〉) as right-hand sides in the above rules, we de-ne the corre-
sponding rules of type (VI) or (VII).
The reader will have no diCculties to apply similar techniques, as in step 1, in order
to prove that
|T|= {(’(+); ’((+)) = +∈L(A)}:
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Theorem 7 enables us to denote by AT the class of alphabetic transducers. It also
gives us the possibility “to change” between algebraic and machine-oriented techniques.
Since the image of a recognizable forest via an alphabetic homomorphism is still a
recognizable forest, we have that
Proposition 8. The domain and the range of an alphabetic transducer are recogniz-
able forests.
By Theorems 3 and 7, we obtain:
Theorem 9. The class AT of alphabetic transducers is closed under composition and
is incomparable with both the classes T-FST of top-down and B-FST of bottom-up
tree transducers.
By Proposition 4, we also obtain:
Proposition 10. If T=(Q;; (; d; Pq; Q0; R) is an alphabetic transducer and Z ∈{REC;
ALG; ROCF;OCF;GST; K-REC}; then for each forest L⊆T; it holds
L∈Z ⇒T(L)∈Z:
Let us now give some examples of alphabetic transducers computing elementary
operations on trees. For the notions of subtrees, initial subtrees, and -product, we
refer the reader to [8].
Example 11 (Branches). We need a transducer T=(Q;; ((); Pq; Q0; R) with Q=
Q0 = {q}; and rules of types (I) and (VI),
(I) q((x1; : : : ; xn))→ Pq(〈1:::n; ii〉(q(x1); : : : ; q(xn))) for each ∈n; n¿0, and each
i∈ [n];
(VI) Pq(〈1:::n; ii〉(x1; : : : ; xn))→ [i(xi);T∨(()∪{ Pq}]; for each ∈n; n¿0, and each
i∈ [n].
Example 12 (Initial subtrees). We construct the transducer T=(Q;; ∪{;}; Pq; Q0;
R); with Q=Q0 = {q}, rank(;)= 0; and rules of the following types:
(I) q((x1; : : : ; xn))→ Pq(〈1:::n; 1:::n〉(q(x1); : : : ; q(xn))) for each ∈n; n¿0;
(I) q((x1; : : : ; xn))→ Pq(〈1:::n; ;〉(q(x1); : : : ; q(xn))) for each ∈n; n¿0;
(VI) Pq(〈1:::n; 1:::n〉(x1; : : : ; xn))→ [(x1; : : : ; xn);T∨(∪;)∪{ Pq}] for each ∈n; n¿0;
(VI) Pq(〈1:::n; ;〉(x1; : : : ; xn))→ [;;T∨(∪;)∪{ Pq}] for each ∈n; n¿0:
Example 13 (Terminal subtrees). Consider the alphabetic transducer T=(Q;; ; Pq;
Q0; R); with Q=Q0 = {q1; q2} and rules of the following types:
(I) q1((x1; : : : ; xn))→ Pq(〈1:::n; 1:::n〉(q1(x1); : : : ; q1(xn))) for each ∈n; n¿0;
(II) q2((x1; : : : ; xn))→ Pq(〈1:::n; j〉(q2(x1); : : : ; q2(xn))) for each ∈n; n¿0; and each
j∈ [n];
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(I) q2((x1; : : : ; xn))→ Pq(〈1:::n; 1:::n〉(q1(x1); : : : ; q1(xn))) for each ∈n; n¿0;
(VI) Pq(〈1:::n; 1:::n〉(x1; : : : ; xn))→ [(x1; : : : ; xn);T∨∪{ Pq}] for each ∈n; n¿0;
(VII) Pq(〈1:::n; j〉(x1; : : : ; xn))→ [xj;T∨∪{ Pq}] for each ∈n; n¿0; and each j∈ [n].
Example 14 (Subtrees). The suitable transducer now, is T=(Q;; ; Pq; Q0; R); with
Q= Q0 = {q} and rules of types:
(I) q((x1; : : : ; xn))→ Pq(〈1:::n; 1:::n〉(q(x1); : : : ; q(xn))) for each ∈n; n¿0;
(II) q((x1; : : : ; xn))→ Pq(〈1:::n; j〉(q(x1); : : : ; q(xn))) for each ∈n; n¿0; and each
j∈ [n];
(VI) Pq(〈1:::n; 1:::n〉(x1; : : : ; xn))→ [(x1; : : : ; xn);T∨∪{ Pq}] for each ∈n; n¿0;
(VII) Pq(〈1:::n; j〉(x1; : : : ; xn))→ [xj;T∨∪{ Pq}] for each ∈n; n¿0; and each j∈ [n].
Example 15 (-product with a recognizable forest). Let  be a -nite ranked alpha-
bet, ∈0; L∈REC, L∈T; and A=(;Q;Q0; <) be a nondeterministic top-down tree
automaton such that L=L(A). Consider the alphabetic transducer T=(Q∪{q′}; ; ;
d; Pq; Q0 ∪{q′}; R) with q′ a new state, and set R with rules of the following types:
(I) q′((x1; : : : ; xn))→ Pq(〈1:::n; 1:::n〉(q1(x1); : : : ; qn(xn))) for each ∈n−{}; n¿0;
and each q1; : : : ; qn ∈Q0 ∪{q′};
(I) q()→ Pq(〈; 1:::n〉(q1(d); : : : ; qn(d))) for each ∈n − {}; n¿0; q∈Q0; q1; : : : ;
qn ∈Q and (q1; : : : ; qn)∈ <(q);
(I) q()→ Pq(〈; 〉) for each q∈Q0; such that q∈ <;
(V) q(d)→ Pq(〈1:::n; 1:::n〉(q1(d); : : : ; qn(d))) for each ∈n; n¿0; q; q1; : : : ; qn ∈Q
and (q1; : : : ; qn)∈ <(q);
(VI) Pq(〈u; 1:::n〉(x1; : : : ; xn))→ [(x1; : : : ; xn);T∨∪{ Pq}] for each ∈n; n¿0 and u= 
or u= 1:::n
(VI) Pq(〈; 〉)→ :
Example 16. Finally, we construct an alphabetic transducer computing the next rela-
tion: let  be a -nite ranked alphabet, =∈m; m¿0; and L1; : : : ; Li−1; Li+1; : : : ; Lm⊆T
be recognizable forests. In [8], it was proved that the transduction
t → =(L1; : : : ; Li−1; t; Li+1; : : : ; Lm)
is alphabetic. Moreover, if at least one of the forests Lj; j∈ [m]−{i}, is in-nite, then
the transduction belongs neither to T-FST nor to B-FST.
Let Aj =(;Qj; Q j0 ; 
j); j∈ [m] − {i}; be top-down tree automata, such that Lj =
L(Aj): Without loss of generality, we assume that all Qj are pairwise disjoint. Consider
the transduction T=(Q;; ; d; Pq; Q0; R); with Q= {q; q′}∪Q1 ∪ · · · ∪ Qi−1 ∪Qi+1 ∪
· · ·∪Qm; where q; q′ are new states, and Q0 = {q}: The set R consists of the following
rules:
(III) q((x1; : : : ; xn))→ Pq(〈i; =1:::m〉(q1(d); : : : ; q′((x1; : : : ; xn))︸ ︷︷ ︸
ith place
; : : : ; qm(d))) with qj ∈
Qj0 ; j∈ [m]− {i}; for each ∈n; n¿0;
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(I) q′((x1; : : : ; xn))→ Pq(〈1:::n; 1:::n〉(q′(x1); : : : ; q′(xn))) for each ∈n; n¿0;
(V) qj(d)→ Pq(〈1:::n; 1:::n〉(qj1(x1); : : : ; qjn(xn))) with qj; qj1; : : : ; qjn ∈Qj; (qj1; : : : ; qjn)∈
j(qj), j∈ [m]− {i}; and ∈n; n¿0;
(VI) Pq(〈i; =1:::m〉(x1; : : : ; xm))→ [=(x1; : : : ; xm);T∨∪{ Pq}]
(VI) Pq(〈1:::n; 1:::n〉(x1; : : : ; xn))→ [(x1; : : : ; xn);T∨∪{ Pq}] for each ∈n; n¿0:
Below, we investigate properties concerning alphabetic transducers.
It is well known, that equivalence is undecidable for rational relations [21, 25]. Thus:
Theorem 17. Equivalence is undecidable for the class AT.
It is not diCcult to show that the alphabetic transducers are not in general conDuent.
Let now T be an alphabetic transducer, that has at least one rule of type (V)
which contains its left-hand side as a subtree in its right-hand side. Then T gets the
transformation of a tree into an in-nite loop. Thus:
Proposition 18. Alphabetic transducers are not in general noetherian.
For a pair of trees (t; p); its height di;erence or simply di;erence, is the nonegative
integer |hg(t)− hg(p)|:
An alphabetic transducer T has bounded di;erence, if there exists an integer n; such
that |hg(t)− hg(p)|6n; for each (t; p)∈ |T|.
It is clear that the same fact, proving above that an alphabetic transducer T, is not
in general noetherian, suCces also to establish, that T has not bounded diEerence.
Proposition 19. Alphabetic transducers do not have in general bounded di;erence.
We conclude this section, with a discussion concerning the de-nition of the alpha-
betic transducer model. One may notice, that it might seem that we could simplify
De-nition 5, if we should combine corresponding pairs of rules. For example, we
should combine a type (I) rule
q((x1; : : : ; xn))→ Pq(〈i1 :::in ; *j1 :::jm〉(q1(d); : : : ; qi3(1) (x3(1)); : : : ; qi3(n) (x3(n)); : : : ; qk(d)))
with the corresponding type (VI) rule
Pq(〈i1 :::in ; *j1 :::jm〉(x1; : : : ; xk))→ [*(xj1 ; : : : ; xjm);T∨(∪{ Pq}]; to obtain a rule q((x1; : : : ;
xn))→ *(qj1 (x′j1 ); : : : ; qjm(x′jm)), where x′jl = x3(r) if jl= i3(r); l∈ [m]; r ∈ [n]; otherwise
x′jl =d:
Nevertheless, such a combination produces a transducer computing a diEerent trans-
formation. To understand this fact let us give an example.
Example 20. Consider the ranked alphabets  and (; with 0 = {}, 2 = {}; (0 =
{<}; (1 = {*}; and the recognizable forest F = {〈12;*2〉(〈; <〉; 〈; <〉)}; consisting of
just one tree. The graph of the alphabetic transduction ’((F ∩’−1 ) obviously equals
to the pair ((; ); *(<)): Taking into account Theorem 7, we construct the alphabetic
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transducer T=(Q;; (; Pq; Q0; R) computing the above relation. It suCces that T has
Q= {q; q1}; Q0 = {q}, and set R of the following rules:
(I) q((x1; x2))→ Pq(〈12; *2〉(q1(x1); q1(x2)));
(I) q1() → Pq(〈; <〉);
(VI) Pq(〈12; *2〉(x1; x2))→ [*(x2);T∨(∪{ Pq}]; and
(VI) Pq(〈; <〉)→ <:
Let us now combine the corresponding pairs of rules. Then T should have only two
rules
q((x1; x2))→ *(q1(x2)); and q1()→ <:
It is not diCcult to see, that the transducer now computes the relation {((t; ); *(<))=
t ∈T} which is in-nite.
4. Synchronized alphabetic transducers
In this section we extend the model of the alphabetic transducer, by associating
to some of its states a new symbol. The new symbols control the communication of
parallel computations.
A synchronized alphabetic transducer (synchronized transducer for short) is an
alphabetic transducer T=(Q;; (; d; Pq; Q0; R); where the set Q is of the form
Q=Q1 ∪ (Q2× S):
We call S the synchronization alphabet, and its elements are the synchronizing
symbols (abbreviated as sync-symbols).
As in the automaton case, we de-ne the morphism
hT : Q∗→ S∗
by
hT(q1)=  and hT((q2; s))= s; for qi ∈Qi; i=1; 2 and s∈ S:
A computational tree of T on a pair of trees (t; +); t ∈T; +∈’−1 (t)⊆T∨(; is a
Q-labeled tree r : dom(+)→Q, such that
(i) r()∈Q0.
(ii) Assume that u∈dom(+) with +(u)∈ (∨()k and r(u)= q; and the successors of
u; that is, u1; : : : ; uk ; are labeled by q1; : : : ; qk . Then there is a rule
q(: : :)→ Pq(+(u)(q1(: : :); : : : ; qk(: : :)))
of types (I)–(IV) or (V), where the dots in the left-hand side of the above rule
stand for ’(+(u))(x1; x2; : : :) or for d.
The set of computational trees of T on (t; +) is denoted comT(t; +).
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It is not diCcult to see that
|T| = {(t; p)∈T×T( = ∃+∈’−1 (t) such that comT(t; +) = ∅ and ’((+)=p}:
The set of synchronized computational trees of T on (t; +) is
scomT(t; +)= {r ∈ comT(t; +) = ∀u; w∈path(r); hT(u) ≈pr hT(w)}:
The synchronized relation computed by T, is the set
|T|S = {(t; p)∈T×T( = ∃+∈’−1 (t) such that scomT(t; +) = ∅ and
’((+)=p}:
Clearly, it holds |T|S ⊆ |T|.
Example 21. Let =0 ∪1 ∪3 with 0 = {}; 1 = {; b}; 3 = {!} and (=
(0 ∪(1 ∪(2 with (0 = {c}; (1 = {*; f}; (2 = {=}. Consider the synchronized trans-
ducer T=(Q;; (; d; Pq; Q0; R) with Q=Q1 ∪ (Q2× S); Q1 = {q0; q3; q4}; Q2 = {q1; q2};
Q0 = {q0} and S = {s1; s2}; and the set R contains the following rules:
(I) q0(!(x1; x2; x3))→ Pq(〈!123; =12〉((q1; s1)(x1); (q1; s1)(x2); q3(d))),
(I) (q1; s1)((x1))→ Pq(〈1; *1〉((q1; s1)(x1)));
(I) (q1; s1)((x1))→ Pq(〈1; *1〉((q2; s2)(x1)));
(I) (q1; s1)((x1))→ Pq(〈1; *1〉(q3(x1)));
(I) (q2; s2)((x1))→ Pq(〈1; f1〉((q2; s2)(x1)));
(I) (q2; s2)((x1))→ Pq(〈1; f1〉(q3(x1)));
(I) q3(b(x1))→ Pq(〈b1; 1〉(q4(x1)));
(I) q4()→ Pq(〈; c〉);
(V) q3(d) → Pq(〈; c〉);
(VI) Pq(〈1; *1〉(x1))→ [*(x1);T∨(∪{ Pq}];
(VI) Pq(〈1; f1〉(x1))→ [f(x1);T∨(∪{ Pq}];
(VI) Pq(〈; c〉)→ [c;T∨(∪{ Pq}];
(VII) Pq(〈b1; 1〉(x1))→ [x1;T∨(∪{ Pq}].
Let now t=!(b(); 2b(); )∈T. It is not diCcult to see that
+= 〈!123; =12〉(〈1; *1〉〈b1; 1〉(〈; c〉); 〈1; *1〉〈1; f1〉〈b1; 1〉(〈; c〉); 〈; c〉)
belongs to ’−1 (t). A computational tree on (t; +) is
q0((q1; s1)q3(q4); (q1; s1)(q2; s2)q3(q4); q3):
Moreover this tree is synchronized, thus the pair
(t; ’((+))= (!(b(); 2b(); ); =(*(c); *f(c)))∈ |T|S :
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We leave as an exercise to the reader to prove that
|T|S = {(!(mb(); nb(); ); =(*pfk(c); *pfl(c)))=m; n; p¿1;
k; l¿0; m=p+ k and n=p+ l}:
We denote by SAT the class of transformations computed by all synchronized trans-
ducers.
As for the alphabetic transducers, we prove the next
Theorem 22. A relation A⊆ T×T( is synchronized; if and only if A=#’((L∩’−1 );
where L is a nondeterministic synchronized forest (L∈NST ) over ∨(; and #’((L∩
’−1 ) denotes the graph of ’((L∩’−1 ).
Proof. Let T=(Q;; (; d; Pq; Q0; R) be a synchronized transducer with set Q=Q1 ∪
(Q2× S). Going back to the proof of Theorem 7, the nondeterministic top-down tree
automaton A = (∨(;Q;Q0; ); which is constructed by using the rules of T, is
synchronized since it has Q as state set. In this case, to each synchronized computa-
tional tree of T on a pair (t; +), corresponds a synchronized computation of A on +
and vice versa. Thus
|T|S = {(’(+); ’((+)) = +∈LS(A)}: (4)
Conversely, if A=(∨(;Q;Q0; ) is a nondeterministic synchronized tree automa-
ton, we construct (as in step 2 in the proof of Theorem 7), a transducer T=(Q;; (; d;
Pq; Q0; R) which is obviously synchronized. Now, for each synchronized computation of
A on a tree +∈T∨(; there is exactly one computational tree of T on (’(+); +); and
vice versa. Thus (4) again holds true.
It is obvious that AT⊆SAT, and since REC NST, by the previous theorem, the
inclusion is strict.
The family NST of nondeterministic synchronized forests is closed under strict al-
phabetic homomorphisms (i.e. alphabetic homomorphisms such that the image of each
symbol is not a variable). On the other hand, the least alphabetic cone containing NST
is the family GST [22]. Thus, by Theorem 22, we have that
Proposition 23. The domain and the range of a synchronized transducer are gener-
alized nondeterministic synchronized forests.
In the following, we establish some properties of the synchronized relations.
We denote the composition operation by ◦: Then:
Proposition 24. AT ◦SAT⊆SAT and SAT ◦AT⊆SAT.
Proof. We prove the -rst one. Let ; (; ? be -nite ranked alphabets and f :T→P(T()
be a synchronized and g :T(→P(T?) be an alphabetic transduction. Then by De-ni-
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tion 2 and Theorem 22, #f=#’((L∩’−1 ) and #g=#h?(F ∩ h−1( ); where L⊆T∨(
is a synchronized and F ⊆T(∨? is a recognizable forest. By Lemma 5:1 of [8], there
exists a ranked alphabet @, a recognizable forest R over @ and two alphabetic homo-
morphisms  :T@→T∨(, < :T@→T(∨?, such that {((t); <(t)) = t ∈R}=#(h−1( ◦’():
Then for g ◦f, it holds
#(g ◦f)= #((h? ◦ <)((<−1(F)∩R∩ −1(L))∩ (’ ◦ )−1))
and since ’ ◦ , h? ◦ < are alphabetic homomorphisms and <−1(F)∩R∩ −1(L) is a
synchronized forest [22], then g ◦f∈SAT.
As it concerns the composition of synchronized relations, we have the next
Proposition 25. The class SAT is not closed under composition.
Proof. Let L; F be arbitrary synchronized forests (L; F ∈NST) over a -nite ranked
alphabet : We de-ne corresponding to each symbol ∈n, n¿0; its “dual” symbol
〈1:::n; 1:::n〉 ∈ (∨)n: In this way, we obtain a tree t′ ∈T∨ for each t ∈T; and let
L′; F ′⊆T∨ be the corresponding forests of L; F; respectively. Obviously, L′; F ′ ∈NST.
Let now f; g :T→P(T) be two synchronized relations such that #f=#’
(L′ ∩’−1 ) and #g=#’(F ′ ∩’−1 ): The domain of the composition g ◦f is the forest
F ∩L which does not in general belong to ALG [24].
If it was the case that SAT ◦SAT⊆SAT, then g ◦f should be synchronized. Thus
a synchronized forest R⊆T∨; (R∈NST), should exist such that #(g ◦f)= #’
(R∩’−1 ), and so
’(R)=F ∩L
which is a contradiction, since ’(R)∈GST⊆ALG [22].
Since AT⊆SAT, by Theorem 17 we derive:
Corollary 26. Equivalence is undecidable for the class SAT.
Given a synchronized tree automaton A=(;Q;Q0; ) in general holds that
L(A)S ⊆L(A) [24]. It is very interesting to -nd the synchronized initial subtrees
of trees in L(A). Below, we give an example of a synchronized transducer solving
this problem.
Example 27. Let L(A)′; L(A)′S ⊆T∨; be the dual forests (see the proof of
Proposition 25) of L(A) and L(A)S ; respectively. Consider the alphabetic transduc-
tion f :T→P(T) such that #f=#’(L(A)′ ∩’−1 ), and the synchronized transduc-
tion g :T→P(T) with graph #g=#’(L(A)′S ∩’−1 ): Let also insub :T→P(T)
be the alphabetic transduction “initial subtrees” (Example 12). By Proposition 24, the
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composition
g ◦ (insub ◦f)
belongs to SAT, and the reader will have no diCculties to see that it computes the
above required trees.
Next, we investigate the relation of SAT with the classes T-FST and B-FST.
4.1. Comparison of SAT with other families of tree transformations
Classical top-down T-FST and bottom-up B-FST tree transducers do not contain AT
(Theorem 3) and thus, they do not also contain SAT. We denote by HOM the class
of all tree homomorphisms [10]. Since HOM⊂T-FST∩B-FST [20, Proposition 16:4]
(especially, HOM is included into the intersection of the classes of deterministic top-
down and deterministic bottom-up tree transducers [10]), by the next lemma we obtain
that SAT does not contain T-FST and B-FST.
Lemma 28. SAT does not contain HOM.
Let L=T?, where ? is the ranked alphabet ?=?0 ∪?2; with ?2 = {=}; ?0 = {c}:
L is a recognizable forest, but it is not coregular [3, Proposition 2.3]. Let also b
a new symbol with rank 1. The forest b(L)= {b(t) = t ∈L} is still recognizable. Con-
sider now a new symbol a; with rank(a)= 2 and the non-linear tree homomorphism
h :T?∪{b}→T?∪{a} de-ned by h(b(x1))= a(x1; x1); h(=(x1; x2))==(x1; x2); and h(c)=c:
It is not diCcult to see that h(b(L))= {a(t; t) = t ∈L}; and this forest is not algebraic
[3, Theorem 4.1]. Thus, the image of a recognizable forest via an arbitrary tree ho-
momorphism does not always belong to the family of algebraic forests. On the other
hand if T is a synchronized transducer and F ∈REC, then T(F)∈GST⊆ALG: Thus,
HOM is not contained in SAT.
As in [10], we denote by GFST the class of generalized tree transducers. Since
T−FST∪B−FST⊂GFST [10, Theorem 5.7] it holds that GFST*SAT. Conversely,
the domain of a generalized tree transducer is always a recognizable forest [10, Theorem
5.11] whereas for SAT this is not the case.
We thus obtain:
Theorem 29. The class SAT is incomparable with all the classes T-FST, B-FST and
GFST.
One may observe, that the restriction of SAT on unary alphabets, is the class of
rational word relations. This means that our synchronized tree relations are not a gen-
eralization of the synchronized relations on words, which were de-ned in [13].
Finally, we denote by SATn+1 the composition SAT ◦SATn: Then, we state the
following:
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Conjecture. SATn SATn+1; for each n ¿ 1.
Open problem. Given an alphabetic (synchronized) transducer can we decide if it is
conDuent, noetherian and if it has bounded diEerence?
Further research. One can de-ne and study subclasses of AT and SAT, such as: the
deterministic cases and variants with look-ahead.
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