Abstract. The local-in-time existence of solutions of the free boundary problem for an incompressible viscous self-gravitating fluid motion is proved. We show the existence of solutions with lowest possible regularity for this problem such that u ∈ W 2,1 r ( Ω T ) with r > 3. The existence is proved by the method of successive approximations where the solvability of the CauchyNeumann problem for the Stokes system is applied. We have to underline that in the L p -approach the Lagrangian coordinates must be used. We are looking for solutions with lowest possible regularity because this simplifies the proof and decreases the number of compatibility conditions. 1. Introduction. In this paper we consider the motion of a viscous incompressible fluid in a bounded domain Ω t ⊂ R 3 with a free boundary S t which is under the self-gravitational force. Let v = v(x, t) be the velocity of the fluid, p = p(x, t) the pressure, ν the constant viscosity coefficient and p 0 the external pressure. Then the problem is described by the following system:
1. Introduction. In this paper we consider the motion of a viscous incompressible fluid in a bounded domain Ω t ⊂ R 3 with a free boundary S t which is under the self-gravitational force. Let v = v(x, t) be the velocity of the fluid, p = p(x, t) the pressure, ν the constant viscosity coefficient and p 0 the external pressure. Then the problem is described by the following system: (1.1)
where Ω T = t≤T Ω t × {t}, S T = t≤T S t × {t}, ϕ(x, t) = 0 describes S t at least locally, n is the unit outward vector normal to S t , n = ∇ϕ/|∇ϕ|, Ω t is the domain at time t, S t = ∂Ω t , t ≤ T . Moreover, the dot · denotes the scalar product in R 3 . By T = T(v, p) we denote the stress tensor of the form is the velocity deformation tensor. Moreover, U (Ω t , x, t) is the self-gravitational potential
where k is the gravitation constant and some arguments of U are omitted in evident cases.
In view of the equation (1.1) 2 and the kinematic condition (1.1) 6 the total volume is conserved:
Let Ω be given. Then we introduce the Lagrangian coordinates ξ as the initial data for the following Cauchy problem:
(1.6) ∂x ∂t = v(x, t), x| t=0 = ξ, ξ = (ξ 1 , ξ 2 , ξ 3 ).
Integrating (1.6), we obtain a transformation which connects the Eulerian x and the Lagrangian ξ coordinates,
where u(ξ, t) = v(x u (ξ, t), t) and the index u in x u (ξ, t) will be omitted when no confusion can arise. Then from (1.1) 6 we have Ω t = {x ∈ R 3 : x = x(ξ, t), ξ ∈ Ω} and S t = {x ∈ R 3 : x = x(ξ, t), ξ ∈ S = S 0 = ∂Ω}. Our aim is to prove the local-in-time existence of solutions to problem (1.1) with lowest possible regularity. Therefore we apply the L p -approach. The result of the paper is the following theorem.
and the following estimate holds:
.
To prove Theorem 1.1 we need solvability of the Cauchy-Neumann problem for the Stokes system from [3] . To recall the result we formulate the problem (1.9)
where
and assume the compatibility conditions
,
where C(T ) is a constant increasing with T which does not depend on the solution (u, p).
Problem (1.1) without the self-gravitation force is considered in [4] . Moreover we recall that the local existence of solutions to problem (1.1) with surface tension is shown in [5] .
2. Notation. We need the anisotropic Sobolev spaces W m,n r (Q T ) where m, n ∈ R + ∪ {0}, r ≥ 1 and Q T = Q × (0, T ), with the norm
In the proof we will use the following results.
for all ε ∈ (0, 1).
(Ω T ) such that u| S T = u and the following estimate holds:
In our considerations we will use well known imbedding theorems for Sobolev spaces. All constants are denoted by the same letter c.
3. Proof of Theorem 1.1. To prove local existence of solutions to problem (1.1) we write it in the Lagrangian coordinates:
where J x(ξ,t) is the Jacobian of the transformation
is the unit matrix and the summation convention over repeated indices is used.
To prove the existence of solutions to (3.1) we use the following method of successive approximations:
where m = 0, 1, 2, . . . and u m is treated as a given function. Assume u 0 = 0 and q 0 = 0. To apply Theorem 1.2 we write (3.2) in the form
where the operators without index contain derivatives with respect to ξ and n 0 is the unit outward vector normal to S.
First we obtain a uniform bound for the sequence {u m } ∞ m=0 determined by (3.3).
if T is small enough.
which follows from
A lk (u m )(ξ, t) = 0. All the above relations hold under the assumption that div u m−1 u m = 0.
To continue the induction we need to have div u m u m+1 = 0, but this is given by (3.3) 2 .
Now we estimate the particular terms from the r.h.s. of (3.5). Define
To estimate the first term on the r.h.s. of (3.5) we calculate
where the matrix ξ ,x depends on u m .
Then we write the first term of the r.h.s. of (3.5) in the form
, where ψ i are some functions with ψ i (0) = 0 and φ always denotes an increasing positive function.
We estimate the third term by the same quantity. The fourth term can be expressed in the form
Next we have
Continuing, we have
Using the formula
we obtain
Integrating with respect to t ′ we get (r/2 > 1)
r (Ω T ) . Summarizing the above considerations we obtain
, where q m+1 is an extension of q m+1 ∈ W 1−1/r,1/2−1/(2r) r (S T ). The fifth term on the r.h.s. of (3.5) is estimated by
1/r ; using (3.6) we have
. The seventh term of the r.h.s. of (3.5) will be considered in the from
and we have
).
In the last term of the r.h.s. of (3.7) 2 we have applied the imbedding W
(Ω)) with 0 < β < 1/2 − 1/r. This enables us to get
Finally we consider the second term of the r.h.s. of (3.5). We have
Assuming that
For simplicity we introduce
Summing up the estimates for all terms of the r.h.s. of (3.5) we get
we have
By induction we prove that X k ≤ 1 (X 0 = 0). Taking T such that T ≤ 1 and
, we obtain
which gives X m+1 ≤ 1. The proof of the lemma is complete.
is convergent. For this purpose we consider v m = u m+1 − u m , r m = q m+1 − q m which satisfy the system (3.9)
By Theorem 1.2 we obtain an estimate on solutions of (3.9):
where B is defined by the relation J t = div B.
First we estimate the terms of the r.h.s. of (3.9) 1 in L r (Ω T ). Let I = I 1 + I 2 . We examine
I 11 is estimated in the same way as the first term of the r.h.s. of (3.5):
). For the second term we have
r (Ω T ) . Next we consider
The first term is The proof of the lemma is complete.
By Lemma 3.2 we see that system (3.1) has a unique solution (u, q) in W Since for u ∈ W 2,1 r (Ω T ) the transformation (1.7) is invertible, from (3.11) we obtain estimate (1.8). Theorem 1.1 is proved.
