Abstract-In this paper, new methods to improve the encoding of connectivity and geometry of the topological surgery scheme are proposed. In connectivity compression, after obtaining the vertex and triangle spanning trees by decomposing a threedimensional object, bits are adaptively allocated to each run of two spanning trees on a threshold basis. The threshold is the length of a binary number of the maximum run length. If a run length exceeds the threshold, it is represented by a binary number of the run length. Otherwise, it is represented by a bit sequence. Therefore, compression efficiency is enhanced through an adaptive bit allocation to each run of two spanning trees.
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I. INTRODUCTION
A S THE Internet has grown in popularity, multimedia information has become easily obtainable. Accordingly, the demand for three-dimensional synthesized images has increased. However, since the information contained in a threedimensional object is immense, it causes many problems for storage and transmission.
To overcome these problems, connectivity compression, geometry compression, a multiresolution scheme [1] , and mesh simplification techniques [2] - [5] for three-dimensional objects have been studied in recent years. Shröeder [6] pro-posed a decimation algorithm that reduced the number of vertices in the meshes by removing nonessential vertices. Hoppe [7] constructed a progressive mesh by performing an edge-collapsing operation iteratively on an arbitrary mesh. Li [8] introduced a progressive mesh coding scheme. He constructed a base mesh and compressed additional connectivity and geometry information to refine the base mesh. Deering [9] proposed the generalized mesh, which reduced the connectivity information by avoiding the repetition of vertices and compressed geometry information by quantizing vertex positions in a three-dimensional object. Taubin [10] introduced the topological surgery scheme that represented a triangular mesh by two interlocking trees. He compressed the connectivity information by encoding the two spanning trees. In this case, since the same bits are assigned to each run in the two trees, the variation of the run length causes redundant bits, and a linear predictive quantization is applied to the geometry encoding. Bossen [11] proposed the encoding method of two spanning trees obtained by decomposing a three-dimensional object. Two bits are assigned to each edge in a vertex tree and to the triangle's edges in a triangle tree. If the variation of run length is little, this representation is not efficient. Beek [12] compressed a two-dimensional mesh by encoding the difference between vertices. It can easily be extended to three-dimensional mesh coding, but it is limited to Delaunay topology mesh. Choi [13] used predictive residual vector quantization (PRVQ) for encoding of vertices.
In this paper, connectivity and geometry compression methods based on adaptive bit allocation [14] and dynamic finite state vector quantization (DFSVQ) [15] , [16] are proposed. In connectivity compression, we improved Taubin's method. Since Taubin assigned the same bits to each run in two trees, the variation of the run length caused redundant bits. These redundant bits can be removed by an adaptive bit allocation in which bits are assigned to each run of two spanning trees flexibly. If a run length exceeds a threshold, it is represented by a binary number of the run length. Otherwise, it is represented by a bit sequence. This can reduce redundant bits caused by a uniform bit allocation. In geometry compression, most geometry coding schemes encode each coordinate of a vertex. A vertex position can be represented by a three-dimensional coordinate vector, so that vector quantization [17] can be suitable for geometry compression. smaller distortion and better visual quality than conventional methods.
II. OVERVIEW OF THREE-DIMENSIONAL OBJECT COMPRESSION
Generally, a three-dimensional object is represented by a polygonal model. It consists of connectivity and geometry information. The former is an array of faces and the latter is an array of vertex coordinates. Fig. 1 shows an overall encoder/decoder diagram of three-dimensional object compression. As shown in Fig. 1 , connectivity and geometry information, which are parsed in a three-dimensional parser, are encoded separately. Encoded connectivity and geometry information is then entropy coded and transmitted to the decoder.
A. Connectivity Compression
In the topology surgery scheme proposed by Taubin [10] , a three-dimensional object is cut with a subset of its edges, called the cut edges. These edges form a spanning tree of the vertices. The branching nodes and the leaves of this tree are connected by vertex runs, nodes that have a single child. The vertex spanning tree is encoded to the vertex run's length and two bits of information (leaf and last bit), which indicate the connection between runs. The cut edges organize the mesh into a set of triangle runs connected by branching triangles. Each branching triangle connects three runs (the adjacency between two branching triangles is regarded as a triangle run of length one). The edges that connect triangles within a run or that bound branching triangles are called marching edges. A graph whose nodes correspond to triangles and whose edges correspond to marching edges forms a binary spanning tree of the cut triangles of mesh. It is called a triangle spanning tree and is encoded in the same way as a vertex spanning tree. However, since the triangle tree is binary, only the length of each triangle run and a single bit of information are needed. Traversing a triangle run along the direction that corresponds to a top-down traversal of the triangle tree defines the left or the right boundary. Each marching edge shares a vertex with the previous marching edge in the triangle run. That vertex could lie on the left or right boundary. A single bit of information per marching edge is used to encode the correct side. It is called a marching bit. These bits are concatenated in the order in which the corresponding marching edges are visited by the decompression algorithm. Fig. 2 shows examples of a three-dimensional object, a vertex spanning tree, and a decomposed triangle mesh. Fig. 2 (a) shows a simple three-dimensional object; its connectivity information is (1, 2, 5), (2, 5, 3) , (2, 4, 3) , (1, 3, 5) , (1, 3, 4) , (1, 2, 4) . Fig. 2(b) is a vertex spanning tree. In Fig. 2(c) , the interior line represents a triangle spanning tree. A vertex spanning tree has one run, which is leaf and last, and its length is four. A triangle spanning tree has one run, which is leaf, and its length is four. Marching patterns are left, right, left, and right. Therefore, marching bits are "0," "1," "0," and "1."
The decoding procedure for encoded connectivity information is as follows. First, a boundloop is constructed. Second, travel along boundloop triangles is reconstructed by marching bits. Fig. 3(a) shows the boundloop for Fig. 2(a) . It is constructed by recursively visiting the node of the vertex spanning tree by depth-first searching. Then, according to the marching bits, traversing along the boundloop from a root triangle is performed. If a marching bit is "0," the next triangle's marching edge is determined by moving the left node of the previous triangle's marching edge to an adjacent left node along the boundloop. Otherwise, it is done by moving the right node to an adjacent right one. Fig. 3(b) is a reconstructed cut triangle mesh through this procedure.
Bossen [11] allocates three bits to the triangle of a threedimensional object. After decomposing a three-dimensional object by Taubin's method, a vertex spanning tree and triangle spanning tree are obtained. The vertex spanning tree is recursively visited through depth-first searching. According to the traveling direction, "0" or "1" is allocated. A "0" bit indicates movement away from the root node and a "1" means movement forward toward the root node. In a triangle spanning tree, two bits are allocated to each node, which will indicate whether or not the node's right or left side is connected to another node. If the mesh has nodes, the number of the vertex spanning tree's nodes and the triangle spanning tree's nodes may have and 2 nodes, respectively. In this method, two bits are allocated to the nodes of each tree. Therefore, three bits are allocated to nodes. The decoding procedure is as follows. Triangles are added to the root triangle according to the code of the triangle spanning tree, so that a triangle mesh is constructed. A vertex index is added to the triangle along the triangle mesh boundary, and the triangles are reconstructed.
B. Geometry Compression
According to Taubin's method, since a vertex spanning tree is searched by the depth-first-searching method and vertices are ordered in the depth-first-searching procedure, there is a high correlation between the stored vertices. Differential pulse code modulation (DPCM) is applied to encode each coordinate of the stored vertices. Each vertex has a unique path to the root. The depth of a vertex is the length of this path. A vertex position, depth , , is defined by (1) where is the vertex position error associated with that vertex, is a vertex position predictor function, are the ancestors of the vertex , and is a weighting coefficient.
is defined by
The variable and can be chosen in many different ways. Taubin estimated by minimizing the least square error e
where the summation is performed over all the vertices of depth . The concatenation of predictor errors ordered according to a preordered traversal of the vertex tree are encoded using entropy encoding.
Vertices in Choi's method [13] are regarded as threedimensional vectors, so vertex positions are encoded by vector quantization. The vertices are stored according to the order of the travelling vertex spanning tree by depth-first searching. Using the characteristic that the stored vertices have geometrical closeness, Choi used PRVQ in geometry coding. PRVQ is the vector quantization that quantizes the error of the input vector and predicted vector and then quantizes the residual at the next-stage vector quantizer. The detailed procedure is as follows. When vertex is input, the estimated vertex (4) is defined by the previous reconstructed vertices, . Then the difference error vector , which is input in the first-stage vector quantizer, can be expressed as A quantization error vector in the second-stage vector quantizer (7) is quantized by the second-stage vector quantizer . Then the quantized vector of is represented as (8) After applying the th quantizer, the reconstructed vector to the input vector is formed by (9) Then vector indexes at each vector stage are transmitted.
III. THE PROPOSED THREE-DIMENSIONAL OBJECT COMPRESSION METHOD

A. The Proposed Connectivity Compression Method
The encoded run of a vertex spanning tree in Taubin's method consists of a leaf-bit, a last-bit, and run-length bits. The encoded run of a triangle spanning tree consists of a leafbit and run-length bits. The run-length bit is represented by a binary number whose number of bits is the same as that required to represent the longest run. Therefore, the variation of the length of run causes redundant bits. For example, if there are 40-length and 1-length runs, Taubin's method requires six bits to represent the 40-length run and another six bits to represent the 1-length run. Because it uniformly assigns bits to each run, five bits are redundant.
In this paper, a connectivity compression method based on an adaptive bit allocation is proposed. It flexibly assigns six bits to a 40-run and one bit to a 1-run. When encoding the length of run in spanning trees, a binary number or bit sequence is used. If the length of the run exceeds a threshold, which is the number of bits required to represent the longest run, it is represented by a binary number whose length is the same as the threshold. Otherwise, the run's length is encoded by a bit sequence, which consists of "0" bits and the last "1" bit; the length of bit sequence is equal to the run length. To distinguish the representations of run length, a run-bit is used. If a run-bit is "0," the run length is encoded to a binary number. Otherwise, it is done to bit sequence. In our method, the vertex spanning tree is composed of three state bits (runbit, leaf-bit, and last-bit) and run-length bits. The properties of state bits are defined in Table I . Fig. 4 shows the proposed connectivity encoder. The leaf-bit and last-bit are used in the vertex spanning tree, and the leaf-bit and marching bits are used in the triangle spanning tree.
For example, there are runs that have 9-, 400-, 40-, 5-, and 1-lengths. They are a branch, leaf, leaf, leaf, and lastleaf run, respectively. The number of bits for the longest run has to be decided to encode these runs. In this case, the longest run length is 400. Thus, nine bits are required to represent it by a binary number. Consequently, if the run length is either nine or more than nine, it is encoded as a binary number. Otherwise, it is encoded as sequence of "0" and the last "1." The encoded result is "000" (000 001 001) "010" (110 010 000) "010" (000 101 000) "110" (00001) "111" (1) . The state bits are in quotations and the run length is in parentheses. A triangle spanning tree is encoded in the same way as a vertex spanning tree. The run-bit and leaf-bit are the same as that of a vertex spanning tree, and the marching bits are the same as in Taubin's method. Since the proposed method adaptively allocates bits to each run length, redundant bits caused by uniform bit allocation are removed. As our method simply replaces a binary number with a bit sequence based on a threshold, there is little additional complexity.
B. The Proposed Geometry Compression Method Based on DFSVQ
In three-dimensional objects, a vertex consists of three coordinate elements and , so that its position can be represented in a three-dimensional vector. This makes vector quantization suitable for geometry compression. In this paper, DFSVQ, extended to three-dimensional objects, is applied to vertex coding. It encodes vertex position as one vector index and has several subcodebooks, which are dynamically constructed according to local characteristics of vectors.
In two-dimensional real-image compression, subcodebooks are dynamically constructed according to the specific characteristics of the image, so that it can encode an image with only minor distortion while satisfying its unique characteristics. The basic structure of a DFSVQ encoder for a real image is depicted in Fig. 5 . When vector is input, a subcodebook is constructed from a supercodebook through next-state function in reordering procedure (10) where are ancestor vectors which are reconstructed from the neighboring blocks. Nextstate function uses the previous reconstructed vectors to predict the current subcodebook. Then is encoded to a vector that has the least error to in the subcodebook . In the encoder, mapping function , given by (11) encodes input vector into in subcodebook , where is the index of code vector that is the closest to input vector . In the decoder, mapping function , given by (12) indexes the same subcodebook as the encoder and reproduces code vector . In this paper, two-dimensional DFSVQ is extended to threedimensional DFSVQ. Figs. 6 and 7 show the proposed geometry encoder/decoder, which are applied to three-dimensional data. When a vertex is input, an estimated vertex (13) is defined by previous reproduced vertices . The difference vector (14) is defined by the difference between the input vertex and the estimated vertex . Then subcodebook (15) is constructed by next-state function from a supercodebook. are code vectors of previous difference vectors. Code vector , which has the least error to , is selected in subcodebook . The index (16) is defined by the index of the code vector. Then is transmitted to the decoder.
In the decoder, the same next-state function as used in the encoder is used for producing subcodebook . Code vector (17) (18) is reproduced.
To measure distortion between and , Euclidean distance is used in our method. Distortion is defined as
where is the coordinate of vertex and is the coordinate of reproduced vertex . Predicting current vector and constructing a subcodebook are important. In this paper, a supercodebook is generated by the Linde-Buzo-Gray algorithm [17] , and a subcodebook is constructed by collecting number of code vectors, which have less distortion than the predicted code vector, in a supercodebook. When the subcodebook is not well constructed, the code vector in the subcodebook may cause a large distortion. To improve this problem, if the code vector reproduced in the subcodebook has more distortion than the threshold, the code vector is encoded by the supercodebook. Thus, one flag bit has to be added to the encoded bit stream in order to distinguish which codebook is used to encode vector.
IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
In our experiment, we use a Fandisk, which has 6574 vertices and 12 756 triangles, a Triceratops with 2832 vertices and 5660 triangles, and a fineGear with 512 vertices and 1024 triangles. Fig. 8 shows the original objects used in the experiment. The decomposed three-dimensional object has both a triangle spanning tree and a vertex spanning tree. They have many runs, both long and short. These characteristics indicate that conventional methods can produce many redundant bits. The simulation result for connectivity compression is shown in Table II . For Fandisk, Triceratops, and fineGear, the proposed connectivity compression method reduces more bits by 10-60% over conventional methods. However, the computational complexity is similar that of the Taubin method.
The simulation results for Fandisk with the proposed geometry method and conventional methods are shown in Fig. 9 . The edge and surface are jagged as shown in Fig. 9 (a) and (b). Fig. 9 (c) and (d) shows the crack of the edge and the bumpy surface. The simulation results, Fig. 9 (e) and (f), from the proposed method show better quality than conventional methods in the adaptive bit-rate environment because there is good state prediction using correlation and a set of small subcodebooks. The codebook is trained by its own image. strips in the surface of a gear. The results of the proposed method are closer to the original model than other results, as shown in Fig. 11 (e) and (f). Reconstructed fineGear by our method has a smooth surface and better appearance in the teeth of the gear. In the experiment, vertices are normalized by 6553. Table III shows the bits/vertex and distortion for the Fandisk, Triceratops, and fineGear images using DPCM, PRVQ, and the proposed method. The proposed method using DFSVQ shows the least distortion at the lower bit rate. The primary application of our method is to encode a synthetic image and to transmit it in an environment of narrow bandwidth, like the Internet. As compression ratio is more important than computational complexity for low bit-rate coding, we applied DFSVQ to compress the geometry information to obtain a high compression ratio while preserving visual quality. In geometry compression, the operations needed to encode a vertex are multiplication, subtraction, and addition. In the multiplication, for example, operations are needed in DPCM, PRVQ, and our method, respectively (where is the ancestor vertex number, is the th stage codebook size, is the supercodebook size, and is the subcodebook size). This indicates that our method has somewhat more computational complexity and memory than other methods.
V. CONCLUSION
For the improvement of three-dimensional object compression, we proposed connectivity compression using an adaptive bit allocation in the topological surgery scheme and a geometry compression method based on DFSVQ. To encode the connectivity information, bits are adaptively allocated to each run of two spanning trees. This reduces redundant bits caused by variation of the run length. The proposed connectivity compression method reduces about 10-60% more bits than conventional methods Moreover, our method simply replaces a binary number with a bit sequence based on a threshold, so that there is little increment of computational complexity. In geometry compression, the extended DFSVQ is applied to encode the geometry information. As vertices represented by three-dimensional vectors are stored according to the order of the travelling along a vertex spanning tree by depth-first searching, they have geometrical closeness. The geometry compression efficiency can be improved if the local characteristics of vectors are considered. Therefore, the proposed geometry compression method, which can utilize the local characteristics of geometry information, reduces the redundant bits more efficiently than do conventional methods. Simulation results show that the proposed methods give better visual quality and less distortion. A method of constructing a subcodebook that can reduce computational complexity is under development. Additional functionalities such as progressive transmission and scalability will be added to our scheme in near future.
