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Abstract
A nonlinear integro-differential equation that models a coagulation and multiple fragmentation process
in which discrete fragmentation mass loss can occur is examined using the theory of strongly continuous
semigroups of operators. Under the assumptions that the coagulation kernelK is bounded and the fragmen-
tation rate function a satisfies a linear growth condition, global existence and uniqueness of solutions that
lose mass in accordance with the model are established. In the case when no coagulation is present and the
fragmentation process is governed by power-law kernels, an explicit formula is given for the substochastic
semigroup associated with the resulting mass-loss fragmentation equation.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
As coagulation and fragmentation processes arise in a number of areas of pure and applied
science, there has been considerable interest in the development and analysis of appropriate math-
ematical models. One particular description of the dynamical behaviour of a system of particles
that can combine to form larger particles or break up to produce smaller particles is given by the
integro-differential equation
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∂t
(x, t) = 1
2
x∫
0
K(x − y, y)u(x − y, t)u(y, t) dy − a(x)u(x, t)
+
∞∫
x
b(x | y)a(y)u(y, t) dy − u(x, t)
∞∫
0
K(x, y)u(y, t) dy; (1.1)
see [1].
The usual interpretation of the various terms in (1.1) is that u(x, t) denotes the density of
particles of size x at time t , K(x, y) represents the rate at which particles of size x coalesce with
particles of size y, a(x) is the overall rate of fragmentation of an x-sized particle and b(x | y)
gives the average number of particles of size x produced when a particle of size y > x breaks
up. Normally it is expected that the total mass in the system is a conserved quantity during
fragmentation, and hence b is usually assumed to satisfy the condition
∫ y
0 xb(x | y)dx = y for
each y > 0.
Many results on the existence, uniqueness and asymptotic behaviour of solutions to (1.1) have
already been established using a number of different techniques. Details can be found in [2] and
the references cited therein. In the majority of studies, it is usually assumed that the total mass
is conserved, at least formally, and the phenomena of gelation and shattering are used to explain
the existence of any solutions u for which
∫∞
0 xu(x, t) dx does not remain constant for all t  0.
However, in [3–5], Edwards et al. investigated the modified fragmentation equation
∂
∂t
u(x, t) = −a(x)u(x, t)+
∞∫
x
b(x | y)a(y)u(y, t) dy + ∂
∂x
[
r(x)u(x, t)
]
, (1.2)
in which so-called continuous mass loss can arise naturally due to the presence of the continuous-
mass-loss rate function r and where, additionally, the normalizing condition
y∫
0
xb(x | y)dx = y − λ(y)y, 0 λ(y) 1, (1.3)
allows for discrete mass loss to occur.
The theory of stochastic and substochastic semigroups has provided the key to a detailed and
comprehensive analysis of the mass-loss equation (1.2). For example, in [6] sufficient conditions
on r, a and λ have been found which guarantee the existence and uniqueness of a solution u that
satisfies the expected mass-loss rate equation
d
dt
∞∫
0
xu(x, t) dx = −
∞∫
0
xλ(x)a(x)u(x, t) dx −
∞∫
0
r(x)u(x, t) dx. (1.4)
More recently, Arlotti and Banasiak [7] have extended the work presented in [6] and, in partic-
ular, have obtained a number of results which can be used to determine whether the semigroup
associated with the fragmentation process is honest or dishonest. In the former case, the actual
mass loss in the system is that predicted by the model, whereas in the latter, an additional loss of
mass arises due to shattering.
Although it is assumed in [6,7] that the continuous mass-loss rate function, r , is positive,
it is a straightforward task to verify that analogous results hold when r is identically zero in
P.N. Blair et al. / J. Math. Anal. Appl. 329 (2007) 1285–1302 1287which case only discrete mass loss occurs. This is established in Section 3 where we also show
that under fairly mild conditions on the fragmentation rate function a, the related semigroup is
honest. In Section 4, an explicit formula is obtained for the semigroup in the case of a specific
fragmentation problem that involves power-law kernels. This formula, given in Corollary 4.8,
leads to a solution which agrees with that obtained via Laplace transform techniques by Huang
et al. in [5]. Finally, in Section 5 we consider a combined coagulation–fragmentation equation in
which discrete mass loss can occur in the fragmentation process. Properties of solutions to this
equation are determined by applying the results on the mass-loss fragmentation equation given
in Section 3 together with techniques that have been applied successfully when dealing with the
mass-conserving coagulation–fragmentation equation (1.1); see, for example, [2].
We begin by giving in the next section a brief account of substochastic semigroups, the Kato–
Voigt perturbation theorem and the recent related work of Arlotti and Banasiak.
2. Substochastic semigroups and extension techniques
Let (Ω,μ) be a measure space and let X denote the Banach space L1(Ω,μ). If Z is a
subspace of X, then Z+ denotes the cone of nonnegative (almost everywhere) elements of Z.
A strongly continuous semigroup, (G(t))t0, on X is a substochastic semigroup if, for each
t  0, ‖G(t)‖  1 and G(t)f ∈ X+ for all f ∈ X+. If, additionally, ‖G(t)f ‖ = ‖f ‖ for all
f ∈ X+ then (G(t))t0 is a stochastic semigroup on X.
Suppose that
(A.1) A :X ⊃ D(A) → X is the infinitesimal generator of a substochastic semigroup (GA(t))t0
on X.
We are interested in perturbations, A +B , of A, where B satisfies
(B.1) D(B) ⊇ D(A), and Bf ∈ X+ for all f ∈ D(B)+,
(B.2) for any f ∈ D(A)+,
∫
Ω
(Af +Bf )dμ 0.
As described in [8–10], these conditions on B guarantee the existence of a smallest substochastic
semigroup, (GK(t))t0, on X generated by an extension, K , of (A + B,D(A)). The generator
K is characterized by
(λI −K)−1f =
∞∑
n=0
(λI −A)−1[B(λI − A)−1]nf, for all f ∈ X, λ > 0. (2.1)
Note that the description of (GK(t))t0 as the smallest such semigroup is justified since if
(GL(t))t0 is any other positive, strongly continuous semigroup generated by an extension, L,
of A+ B then GL(t)f −GK(t)f ∈ X+ for all f ∈ X+ and t  0; see [8] for details.
The condition (B.2) can be conveniently expressed in terms of the functional, c, defined on
D(A) by
c(f ) := −
∫
(Af +Bf )dμ. (2.2)
Ω
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Ω
lf dμ, for some nonnegative,
measurable function, l, and, moreover, assume that c can be extended to D(K). If, in this case,
u(t) := GK(t)f, f ∈ D(K)+, satisfies
d
dt
∫
Ω
u(t) dμ = d
dt
∥∥u(t)∥∥= −c(u(t)), t > 0, (2.3)
then (GK(t))t0 is said to be honest. In [7, Theorem 2.4] it is shown that a necessary and suf-
ficient condition for (GK(t))t0 to be honest is that K = A+B . One approach, introduced by
Arlotti [9], that has proved effective in determining when the latter holds in specific examples
involves the use of the following extended versions of the operators (I −A)−1 and B .
Let E denote the set of measurable functions that are defined on Ω and take values in the
extended set of real numbers. Clearly X ⊂ E. We define F ⊂ E by the following condition: f ∈ F
if and only if for any nonnegative and nondecreasing sequence of functions (fn)n∈N satisfying
supn fn = |f | we have supn(I − A)−1fn ∈ X. Under some additional assumptions on B that
are satisfied whenever B is an integral operator with a nonnegative kernel, a second subset G ⊂
X can be constructed. This subset consists of all functions f ∈ X such that if (fn)n∈N is any
nondecreasing sequence of elements of D(B)+ with supn fn = |f |, then supn Bfn < +∞ almost
everywhere. The definitions of F and G lead naturally to mappings B : G+ → E+ and L : F+ →
X+ defined by
Bf = sup
n
Bfn, for all f ∈ G+, Lf = sup
n
(I −A)−1fn, for all f ∈ F+, (2.4)
where 0 fn  fn+1 for any n ∈ N, and supn fn = f . By expressing functions in terms of their
positive and negative parts, B and L can then be defined on all of G and F, respectively. The
resulting operators, B and L, can be viewed as extensions of B and (I −A)−1, and it is shown in
[9, Lemma 2] that
Lf ∈ D(A) if and only if f ∈ X. (2.5)
For g ∈ X+, let h ∈ D(K) be defined by h = (I − K)−1g. From the above discussion it
follows that Lg = (I − A)−1g ∈ D(A) ⊂ D(B) and so, from (2.1), h =∑∞k=0 L(BL)kg. Setting
fn =
n∑
k=0
(BL)kg and hn = Lfn, n ∈ N, (2.6)
it is clear that (hn)n∈N converges to h in X. However, since L and B are positive operators,
limits of both sequences, (hn)n∈N and (fn)n∈N, can be considered in the sense of monotonic
convergence almost everywhere. Denoting the limit of (fn)n∈N by f , it is clear that h ∈ X+ and
Lf = h. In addition, the following result can be obtained; see [6, Theorem 2.2].
Theorem 2.1. Let c be defined by (2.2), and, for any g ∈ X+, let h,hn, and fn be defined as
above. Then (c(hn))n∈N is convergent and K = A+B if − limn→∞ c(hn)
∫
Ω
Khdμ.
3. Fragmentation with discrete mass loss
In the absence of coagulation, the initial-value problem associated with (1.1) can be expressed
as the abstract Cauchy problem (ACP)
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dt
(t) = A[u(t)]+B[u(t)], t > 0, u(0) = f, (3.1)
posed in the Banach space Y := L1([0,∞), x dx). The operators appearing in (3.1) are defined
by
(Af )(x) := −a(x)f (x), (Bf )(x) :=
∞∫
x
b(x | y)a(y)f (y) dy, (3.2)
where
D(A) = D(B) := {f ∈ Y : af ∈ Y }, (3.3)
and a and b are assumed to be measurable functions which are nonnegative almost everywhere
with b satisfying the condition (1.3).
Theorem 3.1. Let A and B be defined by (3.2) and (3.3). Then there exists a smallest substo-
chastic semigroup, (GK(t))t0, generated by an extension, K , of A +B .
Proof. Clearly (A,D(A)) generates a substochastic semigroup on Y ; see [11, p. 27]. Further-
more, by definition, D(B) = D(A) and Bf ∈ Y+ for all f ∈ D(B)+. Finally, for f ∈ D(A)+,
a simple calculation involving (1.3) and Fubini’s theorem shows that
∞∫
0
[
(Af )(x) + (Bf )(x)]x dx = − ∞∫
0
xλ(x)a(x)f (x) dx  0. (3.4)
Consequently, conditions (A.1), (B.1) and (B.2) of the perturbation theorem described in the
previous section are satisfied and the result follows. 
To establish in this case that K = A+ B , and hence also that (GK(t))t0 is honest in Y , we
require the following explicit characterisations of the functional c, the spaces F and G, and the
extended operators L and B introduced in the previous section.
Lemma 3.2. Let A and B be defined by (3.2) and (3.3) and let c be defined on D(A) by (2.2).
Then
(a) c(f ) = ∫∞0 λ(x)a(x)f (x)x dx, f ∈ D(A),
(b) F = {f ∈ E: (1 + a)−1f ∈ Y }, Lf = (1 + a)−1f , f ∈ F,
(c) G = {f ∈ Y : ∫∞
x
b(x | y)a(y)|f (y)|dy < ∞ almost everywhere}, and
(Bf )(x) = ∫∞
x
b(x | y)a(y)f (y) dy, f ∈ G.
Proof. The calculation used to establish (3.4) also leads to (a). For (b), see [10, Corollary 3.1].
Finally, let h ∈ G+ where G is defined as in Section 2, and let {fn} ⊂ D(B)+ be a nondecreasing
sequence of functions such that supn fn = h and supn Bfn < ∞. As the functions a and b are
nonnegative, it follows that abfn is a nondecreasing sequence of nonnegative functions with
supn abfn = abf . Therefore, from the monotonic convergence theorem,
sup
n
(Bfn)(x) = sup
n
∞∫
x
b(x | y)a(y)fn(y) dy =
∞∫
x
b(x | y)a(y)f (y) dy,
and this establishes (c). 
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Lemma 3.2(a), let c(Lφ) = ∫∞0 λ(x)a(x)(Lφ)(x)x dx. If
−c(Lφ)
∞∫
0
(Lφ)(x)x dx +
∞∫
0
(−φ(x)+ (BLφ)(x))x dx (3.5)
for all φ ∈ F˜+, then K = A+ B .
Proof. The arguments used to prove [6, Theorem 4.2] lead to the stated result. Summarizing,
for any g ∈ Y+, we define f = limn→∞ fn,fn = ∑nk=0(BL)kg, and h = (I − K)−1g. As in
[6, Lemma 4.2], it can be shown that f ∈ F˜+ and so if (3.5) is satisfied by any function in
F˜+, then it must also be satisfied by f . Consequently, on using (2.6) and the representation
Kh = Lf − f + BLf, given in [6, Eq. (4.8)], we obtain
− lim
n→∞ c(hn) = −
∞∫
0
λ(x)a(x)(Lf )(x)x dx

∞∫
0
(Lf )(x)x dx +
∞∫
0
(−f (x) + (BLf )(x))x dx = ∞∫
0
(Kh)(x)x dx.
The result now follows from Theorem 2.1. 
Before applying Theorem 3.3, we require the following lemma which imposes a further re-
striction on the fragmentation rate function a.
Lemma 3.4. If a ∈ L∞[0,M], where M > 0, and φ ∈ F+ then φ ∈ L1([0,M], x dx).
Proof. From Lemma 3.2, we may write (Lφ)(x) = φ(x)1+a(x) . Therefore, for φ ∈ F+, Lφ ∈ Y+ and
so
0
∞∫
0
xφ(x)
1 + a(x) dx < ∞.
Moreover,
0
M∫
0
φ(x)x dx  CM
M∫
0
xφ(x)
1 + a(x) dx CM
∞∫
0
xφ(x)
1 + a(x) dx < ∞,
where CM = supx∈[0,M](1 + a(x)). Hence φ ∈ L1([0,M], x dx). 
Theorem 3.5. If a ∈ L∞[0,M] for all M ∈ (0,∞) then K = A+ B.
Proof. Let φ ∈ F˜+. Then −φ + BLφ ∈ Y and φ ∈ L1([0,M], x dx) for all M ∈ (0,∞). Conse-
quently, BLφ = (−φ + BLφ)+ φ ∈ L1([0,M], x dx). Furthermore, from Lemma 3.2,
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0
(BLφ)(x)x dx =
M∫
0
∞∫
x
xb(x | y)a(y)(Lφ)(y) dy dx
=
M∫
0
a(y)(Lφ)(y)y dy −
M∫
0
λ(y)a(y)(Lφ)(y)y dy +RM, (3.6)
where RM =
∫M
0
∫∞
M
xb(x | y)a(y)(Lφ)(y) dy dx. The first integral in (3.6) is finite since
M∫
0
a(y)(Lφ)(y)y dy
=
M∫
0
φ(y)y dy −
M∫
0
yφ(y)
1 + a(y) dy =
M∫
0
φ(y)y dy −
M∫
0
(Lφ)(y)y dy.
This leads to
−
M∫
0
λ(y)a(y)(Lφ)(y)y dy =
M∫
0
(Lφ)(y)y dy +
M∫
0
(−φ(y) + (BLφ)(y))y dy − RM.
Since φ ∈ F˜+, we can let M → ∞ to obtain
−
∞∫
0
λ(y)a(y)(Lφ)(y)y dy =
∞∫
0
(Lφ)(y)y dy +
∞∫
0
(−φ(y) + (BLφ)(y))y dy − R∞,
where R∞ = limM→∞ RM exists and is nonnegative. Consequently, inequality (3.5) holds for all
φ ∈ F˜+ and so K = A+B . 
In the previous theorem no restrictions were imposed on the mass-loss function λ other than
the obvious physical condition that 0  λ(x)  1 for all x. We now impose the additional as-
sumption that λ be bounded away from zero, but remove the L∞ condition on the function a.
In this case we can prove, as in [6, Theorem 4.4], that the generator of the associated semigroup
{GK(t)}t0 is K = A +B.
Theorem 3.6. If 0 < λ0  λ(y) 1 where λ0 is a fixed constant then K = A+ B.
Proof. Since (K,D(K)) is known to be an extension of (A+B,D(A)), we need only establish
that D(K) ⊂ D(A). Let h ∈ D(K). Then there exists g ∈ Y such that
h = (I −K)−1g = (I −K)−1(g+ − g−), g+, g− ∈ Y+,
= h+ − h−,
where h± = (I − K)−1g± ∈ D(K)+. Now h+ = Lf+, where f+ ∈ F˜+, and therefore, on using
the assumption on λ, we obtain aLf+ ∈ Y+. Now, by Fubini’s theorem,
∞∫
(BLf+)(x)x dx =
∞∫
a(y)(Lf+)(y)y dy −
∞∫
λ(y)a(y)(Lf+)(y)y dy.0 0 0
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by (2.5). Similarly, h− ∈ D(A)+ and hence, by linearity, h ∈ D(A) as required. 
Corollary 3.7. If either 0 < λ0  λ(y) 1 for all y, or a ∈ L∞[0,M] for all M ∈ (0,∞), then
the semigroup {GK(t)}t0 is honest and
d
dt
∞∫
0
u(x, t)x dx = −
∞∫
0
λ(x)a(x)u(x, t)x dx, (3.7)
where u(x, t) = (GK(t)f )(x) with f ∈ D(K)+.
Proof. In either case, we can apply [7, Theorem 2.4] to deduce that {GK(t)}t0 is honest and
(3.7) then follows directly from (2.3). 
4. Exact solutions to a mass-loss fragmentation problem with power law kernels
In this section, we consider the specific case when the operators A and B are given by
(Aφ)(x) = −xα+1φ(x), (Bφ)(x) = (1 − λ¯)(ν + 2)
∞∫
x
(
x
y
)ν
yαφ(y) dy, (4.1)
where α > −1, 0 λ¯ < 1, −2 < ν  0 and
D(A) = D(B) = {φ ∈ Y : xα+1φ ∈ Y}. (4.2)
The abstract formulation of the associated fragmentation equation can be expressed as
du
dt
(t) = Aν,α,λ¯
[
u(t)
]
, t > 0, u(0) = f, (4.3)
where
(Aν,α,λ¯φ)(x) := −xα+1φ(x) + (1 − λ¯)(ν + 2)
∞∫
x
(
x
y
)ν
yαφ(y) dy, (4.4)
and D(Aν,α,λ¯) is given by (4.2).
As the mass-conserving equation obtained by setting λ¯ = 0 has already been dealt with in [12],
we concentrate on the case when 0 < λ¯ < 1. Therefore we can apply Theorem 3.6 to deduce that
Aν,α,λ¯ is the infinitesimal generator of a substochastic semigroup {GAν,α,λ¯ (t)}t0 on Y and so
the ACP (4.3) has a unique, strongly differentiable solution u : [0,∞) → D(Aν,α,λ¯) given by
u(t) = GAν,α,λ¯ (t)f for each f ∈ D(Aν,α,λ¯). Moreover, from Corollary 3.7, this solution satisfies
the expected mass-loss rate equation
d
dt
∞∫
0
xu(x, t) dx = −λ¯
∞∫
0
xα+2u(x, t) dx, (4.5)
where u(x, t) := (GA ¯ (t)f )(x).ν,α,λ
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an exact solution obtained by Huang et al. in [5]. The approach we adopt is that outlined in [12].
Consequently, we begin by applying the transformation Wν,α :Y → Yν,α , where
Yν,α =
{
φ: ‖φ‖ν,α :=
∞∫
0
x(ν−α+1)/(α+1)
∣∣φ(x)∣∣dx < ∞} (4.6)
and
(Wν,αφ)(x) = 1
α + 1x
−ν/(α+1)φ
(
x1/(α+1)
)
, x > 0. (4.7)
It is a routine matter to show that Wν,α is an isometric isomorphism from Y onto Yν,α with
inverse defined by (W−1ν,αψ)(x) = (α + 1)xνψ(xα+1), x > 0. Moreover, the operator Aω :=
Wν,αAν,α,λ¯W
−1
ν,α is given by
(Aωφ)(x) = −xφ(x)+ 2
ω
∞∫
x
φ(y) dy, x > 0, (4.8)
D(Aω) = {φ ∈ Yν,α: xφ ∈ Yν,α}, (4.9)
where
ω = 2(α + 1)/((1 − λ¯)(ν + 2))> 0. (4.10)
With future calculations in mind, it is convenient to express Aω in operator form as
Aω = −m+ 2
ω
J 1, (4.11)
where
(mφ)(x) = xφ(x), x > 0, D(m) = {φ ∈ Yν,α: xφ ∈ Yν,α},
and, for p > 0, Jp is the Weyl fractional integral operator (of order p) defined by
(
Jpφ
)
(x) = 1

(p)
∞∫
x
(y − x)p−1φ(y)dy, D(Jp)= {φ ∈ Yν,α: xpφ ∈ Yν,α}.
A simple calculation shows that Jp :D(Jp) → Yν,α with∥∥Jpφ∥∥
ν,α
 
((ν + 2)/(α + 1))

(p + (ν + 2)/(α + 1))
∥∥xpφ∥∥
ν,α
. (4.12)
Theorem 4.1. The operator (Aω,D(Aω)) generates the substochastic semigroup {Sω(t)}t0 =
{Wν,αGAν,α,λ¯ (t)W−1ν,α}t0 on Yν,α.
Proof. Since Wν,α : Y → Yν,α is an isometric isomorphism, the stated result follows from The-
orem 3.6 and standard results on similar semigroups [11, p. 55]. 
To obtain an explicit formula for Sω(t) (and hence also GAν,α,λ¯ (t)) we use the fact that, from[13, Sections 3–4],
GAν,α,λ¯ (t)φ = lim exp(Aν,α,λ¯t)Pnφ, φ ∈ Y,n→∞
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(Pnφ)(x) =
{
φ(x), when 0 < x < n,
0, when x  n, (4.13)
and
exp(Aν,α,λ¯ t) =
∞∑
=0
t(Aν,α,λ¯)
/!. (4.14)
Defining Yn := L1([0, n], x dx), it is clear that Aν,α,λ¯ ∈ B(Yn) for each n > 0 and consequently
the exponential series in (4.14) converges in B(Yn). It follows that
Sω(t)φ = lim
n→∞ exp(Aωt)Qnφ, φ ∈ Yν,α, (4.15)
where Qn := Wν,αPnW−1ν,α = Pnα+1 . The following four lemmas will enable us to determine a
simple representation of exp(Aωt)Qnφ.
Lemma 4.2. For each N > 0, let Yν,α,N := L1([0,N], x(ν−α+1)/(α+1) dx). Then Aω and Jp are
bounded operators on Yν,α,N .
Proof. This follows from inequality (4.12) and the fact that the operator m is clearly bounded
on Yν,α,N . 
Lemma 4.3.
(a) JpJ q = Jp+q in B(Yν,α,N ) for each p,q,N > 0.
(b) Jpm = pJp+1 +mJp in B(Yν,α,N ).
Proof. The result stated in (a) is a well-known index law for the Weyl fractional integral, while
(b) follows immediately from the definitions of Jp and m. 
Lemma 4.4. For each N > 0 and k ∈ N,
Akω = (−m)k + (−1)k−1
2
ω
k∑
r=1
(
k
r
)(
1 − 2
ω
)
r−1
mk−rJ r in B(Yν,α,N ), (4.16)
where the coefficients (·)k are defined by (ρ)k = 
(ρ + k)/
(ρ), k = 0,1,2, . . . .
Proof. Suppose that (4.16) is valid for some fixed k ∈ N. Then, from (4.11) and Lemma 4.3,
Ak+1ω =
[
(−m)k + (−1)k−1 2
ω
k∑
r=1
(
k
r
)(
1 − 2
ω
)
r−1
mk−rJ r
][
−m+ 2
ω
J 1
]
= (−m)k+1 + 2
ω
(−1)kmkJ 1 + (−1)k 2
ω
k∑
r=1
(
k
r
)(
1 − 2
ω
)
r−1
mk−r
(
rJ r+1 + mJr)
+ (−1)k−1 4
ω2
k∑(k
r
)(
1 − 2
ω
)
r−1
mk−rJ r+1
r=1
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ω
(−1)kmkJ 1 + (−1)k 2
ω
k∑
r=1
(
k
r
)(
1 − 2
ω
)
r−1
(
r − 2
ω
)
mk−rJ r+1
+ (−1)k 2
ω
k∑
r=1
(
k
r
)(
1 − 2
ω
)
r−1
mk−r+1J r
= (−m)k+1 + (−1)k 2
ω
k+1∑
r=1
(
k + 1
r
)(
1 − 2
ω
)
r−1
mk+1−rJ r ,
as required. Since (4.16) is clearly true for k = 1, the result follows by induction. 
Lemma 4.5. For each t  0, let Uω(t) be defined on Yν,α by
(
Uω(t)φ
)
(x) = e−xt
(
φ(x) + 2t
ω
∞∫
x
1F1
(
1 − 2
ω
,2; t (x − y)
)
φ(y)dy
)
,
where 1F1 denotes the confluent hypergeometric function and ω is given by (4.10). Then Uω(t) ∈
B(Yν,α) and ‖Uω(t)‖B(Yν,α)  1 for all t  0.
Proof. Since Uω(0) = I , the identity operator on Yν,α , the result is clearly true for t = 0. So
suppose that t > 0 and let γ = 2(α + 1)/(ν + 2). Then
∥∥Uω(t)φ∥∥ν,α =
∞∫
0
x2/γ−1
∣∣(Uω(t)φ)(x)∣∣dx  ∞∫
0
x2/γ−1e−xt
∣∣φ(x)∣∣dx + I (t), (4.17)
where
I (t) = 2t
ω
∞∫
0
∞∫
x
1F1
(
1 − 2
ω
,2; t (x − y)
)∣∣φ(y)∣∣x2/γ−1e−xt dy dx
= 2t
ω
∞∫
0
{ y∫
0
x2/γ−1e−xt 1F1
(
1 − 2
ω
,2; t (x − y)
)
dx
}∣∣φ(y)∣∣dy
= 2t
ω
∞∫
0
{ 1∫
0
(1 − v)2/γ−1 1F1
(
1 + 2
ω
,2; tyv
)
dv
}
y2/γ e−yt
∣∣φ(y)∣∣dy,
where the last step follows from Kummer’s transformation [14, Formula (9.11.2)] and the trans-
formation x = (1 − v)y. Consequently,
I (t) 2t
γ
∞∫
0
{ ∞∑
r=0
(1 + 2/ω)r(ty)r
(2)r r!
1∫
0
(1 − v)2/γ−1vr dv
}
y2/γ e−yt
∣∣φ(y)∣∣dy

∞∫
0
y2/γ−1e−yt
∣∣φ(y)∣∣ ∞∑
r=1
(ty)r
r! dy =
∞∫
0
y2/γ−1
(
1 − e−yt)∣∣φ(y)∣∣dy,
and therefore, from (4.17), ‖Uω(t)φ‖ν,α  ‖φ‖ν,α for all φ ∈ Yν,α. 
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exp(Aωt)Qnφ = Uω(t)Qnφ.
Proof. We consider exp(Aωt) and Uω(t) as operators in B(Yν,α,N ), where N = nα+1. Clearly,
exp(Aωt) = Uω(t) = I when t = 0, so suppose that t > 0. From Lemma 4.4, exp(Aωt) =
exp(−mt)+L(t), where
L(t) = 2
ω
∞∑
k=0
k∑
r=0
(−mt)k−r
(r + 1)!(k − r)!
(
1 − 2
ω
)
r
(−tJ )r+1.
Now, for ψ ∈ Yν,α,N ,
(
L(t)ψ
)
(x) = 2t
ω
∞∑
k=0
k∑
r=0
(−xt)k−r
(r + 1)!(k − r)!
(
1 − 2
ω
)
r
1
r!
N∫
x
(tx − ty)rψ(y)dy
= 2t
ω
∞∑
k=0
(−xt)k
k!
∞∑
=0
(1 − 2/ω)
!( + 1)!
N∫
x
(tx − ty)ψ(y)dy
= 2t
ω
e−xt
N∫
x
1F1
(
1 − 2
ω
,2; t (x − y)
)
ψ(y)dy,
and the result follows. 
Corollary 4.7. For each t  0 and φ ∈ Yν,α, Sω(t)φ = Uω(t)φ.
Proof. From (4.15), Theorem 4.6 and Lemma 4.5,
Sω(t)φ = lim
n→∞ exp(Aωt)Qnφ = limn→∞Uω(t)Qnφ = Uω(t)φ. 
Corollary 4.8. For each t  0 and f ∈ Y, the solution to (4.3) is given by u(t) = GAν,α,λ¯ (t)f,
where(
GAν,α,λ¯ (t)f
)
(x)
= exp(−txα+1)(f (x)+ (1 − λ¯)(ν + 2)t
×
∞∫
x
1F1
(
1 − (1 − λ¯)(ν + 2)
α + 1 ,2; t
(
xα+1 − yα+1))(x
y
)ν
yαf (y) dy
)
.
Proof. Since GAν,α,λ¯ (t) = W−1ν,αSω(t)Wν,α , this follows directly from Corollary 4.7. 
Note that the formula stated above for GAν,α,λ¯ (t)f agrees with the solution obtained by Huang
et al. [5] and also coincides with the solution obtained by McGrady and Ziff [15] for the case
when λ¯ = 0.
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We now consider the combined coagulation and mass-loss fragmentation equation (1.1). In
common with other semigroup-based studies into processes involving coagulation and fragmen-
tation, we express the initial-value problem associated with (1.1) as a semilinear ACP in which
the coagulation terms are treated as a nonlinear perturbation of the linear fragmentation equation.
In our case, this ACP can be written, at least formally, as
du
dt
(t) = (A + B)[u(t)]+N[u(t)], t > 0, u(0) = f, (5.1)
where A and B are defined by (3.2) and (3.3), and the nonlinear operator N is given by
(Nf )(x) = 1
2
x∫
0
K(x − y, y)f (x − y)f (y) dy − f (x)
∞∫
0
K(x, y)f (y) dy. (5.2)
To establish the local existence and uniqueness of a strongly differentiable solution to this
semilinear ACP, we require N to satisfy certain Lipschitz and Fréchet differentiability conditions;
see [16, Theorem 3.32] for details. As shown in [2,17], it is a routine matter to verify that these
conditions hold when the domain of N is defined to be the Banach space
X := {f ∈ L1 ∩ Y : ‖f ‖X := ‖f ‖Y + ‖f ‖1 < ∞},
and the symmetric kernel K is such that
K ∈ L∞
(
(0,∞)× (0,∞)). (5.3)
Moreover, if the operators A and B of Section 3 are further restricted by the conditions
y∫
0
b(x | y)dx = n(y), where n ∈ L∞(0,∞), (5.4)
so that 0 n(y) ‖n‖∞ := n¯ for almost all y  0, and
a(x) a¯(1 + x) for all x  0, where a¯ ∈ R+, (5.5)
then the arguments used in [2, Theorem 3.1] show that the resulting fragmentation semigroup
{GK(t)}t0 is a strongly continuous semigroup on X with∥∥GK(t)f ∥∥X  ea¯(1+n¯)t‖f ‖X for all f ∈ X. (5.6)
The generator, K˜ , of the semigroup {GK(t)}t0 on X is a restriction of K and
(K˜f )(x) = −a(x)f (x)+
∞∫
x
b(x | y)a(y)f (y) dy (5.7)
for all f ∈ D(K˜) and almost all x  0; see [2, Theorem 3.2]. In view of this, the strict interpre-
tation of the semilinear ACP (5.1) is
du
dt
(t) = K˜[u(t)]+ N[u(t)], t > 0; u(0) = f. (5.8)
We shall investigate (5.8) in the Banach space X. Throughout, we shall assume that a, b and
K are measurable functions which are nonnegative almost everywhere and satisfy the conditions
(5.5), (1.3) and (5.4), and (5.3), respectively.
1298 P.N. Blair et al. / J. Math. Anal. Appl. 329 (2007) 1285–1302Theorem 5.1. The semilinear ACP (5.8) has a unique, local in time, strong solution for each
f ∈ D(K˜). Moreover, if [0, T̂ ) denotes the maximal interval of existence for the solution u, then,
for all t ∈ [0, T̂ ),
∞∫
0
x
[
u(t)
]
(x) dx =
∞∫
0
xf (x)dx −
t∫
0
∞∫
0
xa(x)λ(x)
[
u(s)
]
(x) dx ds (5.9)
and
d
dt
∞∫
0
x
[
u(t)
]
(x) dx = −
∞∫
0
xa(x)λ(x)
[
u(t)
]
(x) dx. (5.10)
Proof. The existence of a local strong solution, u(t), follows from [16, Theorem 3.32]; details
are given in [17, Theorem 3.4]. On integrating (5.8) and using (5.7), we obtain[
u(t)
]
(x)
= f (x)+
t∫
0
(
K˜
[
u(s)
]+N[u(s)])(x) ds
= f (x)+
t∫
0
(
−a(x)[u(s)](x) + ∞∫
x
b(x | y)a(y)[u(s)](y) dy +N[u(s)](x))ds.
Consequently,
∞∫
0
x
[
u(t)
]
(x) dx
=
∞∫
0
xf (x)dx
+
t∫
0
∞∫
0
x
{
−a(x)[u(s)](x) + ∞∫
x
b(x | y)a(y)[u(s)](y) dy + N[u(s)](x)}dx ds
=
∞∫
0
xf (x)dx +
t∫
0
{ ∞∫
0
x
(−a(x)[u(s)](x))dx
+
∞∫
0
y∫
0
xb(x | y)a(y)[u(s)](y) dx dy + [I (s)](x)}ds
=
∞∫
xf (x)dx +
t∫ { ∞∫
x
{−a(x)+ a(x)− λ(x)a(x)}[u(s)](x) dx + [I (s)](x)}ds,0 0 0
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[
I (s)
]
(x) =
∞∫
0
xN
[
u(s)
]
(x) dx = 0.
This establishes (5.9). The proof of (5.10) is similar. Since u is strongly differentiable, we have
d
dt
∞∫
0
x
[
u(t)
]
(x) dx
=
∞∫
0
x
[
K˜u(t)+ Nu(t)](x) dx
= −
∞∫
0
xa(x)
[
u(t)
]
(x) dx +
∞∫
0
( y∫
0
xb(x | y)dx
)
a(y)
[
u(t)
]
(y) dy
= −
∞∫
0
xa(x)
[
u(t)
]
(x) dx +
∞∫
0
y
(
1 − λ(y))a(y)[u(t)](y) dy
= −
∞∫
0
xλ(x)a(x)
[
u(t)
]
(x) dx. 
Note that (5.9) and (5.10) show that the solution of the combined coagulation–fragmentation
equation loses mass in accordance with the modelling assumptions. Moreover, as in [2, Corol-
lary 3.5], if we denote the set {f ∈ X: af ∈ X} by DX(A), then DX(A) ⊂ D(K˜) and so
Theorem 5.1 holds for all f ∈ DX(A).
To establish the global existence and nonnegativity of the solution to (5.8), we consider a
sequence of truncated problems
dum
dt
(t) = Km
[
um(t)
]+Nm[um(t)], um(0) = Pmf, m ∈ N, (5.11)
where Pm is given by (4.13), Km = (A +B)Pm and
(Nmf )(x)=
{ 1
2
∫ x
0 K(x −y, y)f (x −y)f (y) dy −f (x)
∫ m−x
0 K(x, y)f (y) dy, x <m,
0, x m.
Routine calculations show that Km ∈ B(X) with ‖Km‖ a¯(2 + n¯)(1 +m) and so Km generates
a strongly continuous semigroup {GKm(t)}t0 on X. Moreover, as the truncated nonlinear op-
erator Nm inherits all the properties of N , the semilinear ACP (5.11) has a local strong solution
um : [0, Tˆm) → X for each f ∈ X. That um(t) ∈ X+ for each t ∈ [0, Tˆm) whenever f ∈ X+ can
be established as in [2, Theorem 4.3] and from this we can deduce the global existence of each
um as follows.
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t ∈ [0,∞).
Proof. The proof follows similar lines to [2, Theorem 4.4]. If we set um(x, t) = [um(t)](x), then
um(x, t) = 0 for almost all x m, and
um(x, t) = Pmf (x)−
t∫
0
a(x)um(x, s) ds +
t∫
0
m∫
x
b(x | y)a(y)um(y, s) dy ds
+ 1
2
t∫
0
x∫
0
K(x − y, y)um(x − y, s)um(y, s) dy ds
−
t∫
0
um(x, s)
m−x∫
0
K(x, y)um(y, s) dy ds,
for almost all x <m. Hence, by repeated use of Fubini’s theorem, we obtain∥∥um(t)∥∥1  ‖Pmf ‖1 + a¯(1 +m)n¯
t∫
0
∥∥um(s)∥∥1 ds,
and therefore, by Gronwall’s inequality,∥∥um(t)∥∥1  ‖Pmf ‖1ea¯n¯(1+m)t , 0 t < Tˆm,
showing that ‖um(t)‖1 does not blow up in finite time. Now, we wish to obtain a similar re-
sult for the Y -norm of um. As before, making repeated use of Fubini’s theorem and Gronwall’s
inequality, we obtain
∥∥um(t)∥∥Y  ‖Pmf ‖Y +
m∫
0
t∫
0
m∫
x
xb(x | y)a(y)um(y, s) dy ds dx
+ 1
2
m∫
0
t∫
0
m−y∫
0
(x + y)K(x, y)um(x, s)um(y, s) dx ds dy
−
m∫
0
t∫
0
m−x∫
0
xK(x, y)um(x, s)um(y, s) dy ds dx
= ‖Pmf ‖Y +
m∫
0
t∫
0
m∫
x
xb(x | y)a(y)um(y, s) dy ds dx
 ‖Pmf ‖Y + a¯(1 +m)
t∫
0
∞∫
0
∞∫
x
xb(x | y)um(y, s) dy dx ds
= ‖Pmf ‖Y + a¯(1 +m)
t∫
0
∞∫
0
y
(
1 − λ(y))um(y, s) dy ds
 ‖Pmf ‖Y + a¯(1 +m)
t∫ ∥∥um(s)∥∥Y ds0
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
(
ea¯n¯(1+m)t + ea¯(1+m)t)‖Pmf ‖X < ∞,
and so ‖um(t)‖X does not blow up in finite time. Thus, for each m, um is a global solution to the
truncated problem. 
It is now straightforward to extend the above results on the ACP (5.11) to the untruncated
case (5.8) by using the arguments given in [2, Section 5]. First, it can be shown that um(t)
converges uniformly to the strong solution u(t) of (5.8) on any compact subset [0, T ] of [0, Tˆ ).
This then leads immediately to the fact that u(t) ∈ X+ for all t ∈ [0, Tˆ ) whenever f ∈ X+.
Finally, from (5.9), ‖u(t)‖Y  ‖f ‖Y , and this, coupled with the inequality∥∥u(t)∥∥1  (‖f ‖1 + a¯n¯t‖f ‖Y )ea¯n¯t
(see [2, Theorem 5.3] for details), gives the global existence of the strong solution u.
Returning now to the coagulation–fragmentation equation in its original form (1.1), the results
obtained above for the abstract formulation (5.8) can be used to produce the following theorem.
Theorem 5.3. For each f ∈ DX(A)+, the coagulation–fragmentation equation (1.1) has a non-
negative, global solution, u, given by u(x, t) = [u(t)](x) for almost all (x, t) ∈ (0,∞) × (0,∞)
where u is the unique, strong solution of the semilinear ACP (5.8). Moreover, this solution loses
mass in accordance with (5.9) and (5.10), and is the only solution of (1.1) such that u(·, t), t  0,
is the strong solution of the abstract problem.
Proof. The scalar-valued function u(x, t) := [u(t)](x), for all t  0 and almost all x ∈ (0,∞),
is absolutely continuous and satisfies (1.1) for almost all (x, t) ∈ (0,∞) × [0,∞). This scalar-
valued function inherits its nonnegativity from the vector-valued function, and (5.9) and (5.10)
then establish that the expected mass loss occurs. Finally, the uniqueness property of the strong
solution leads to the uniqueness implied for this scalar solution. 
6. Conclusion
In this paper, we have been able to establish the existence and uniqueness of a global, nonneg-
ative solution to the coagulation fragmentation equation involving discrete fragmentation mass
loss and an L∞ coagulation kernel. The case of coagulation–fragmentation equations involving
both discrete and continuous fragmentation mass loss is more complicated. This is due to the
presence of the term ∂
∂x
(r(x)u(x, t)) in (1.2) which makes it difficult to establish that the as-
sociated fragmentation semigroup in the space L1([0,∞), x dx) is also a strongly continuous
semigroup in L1([0,∞), (1 + x)dx). Some partial results on this more general equation have
been obtained and it is hoped that these can be further developed and communicated at a later
date.
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