The use of 3D data in face image processing applications has received considerable attention during the last few years. A major issue for the implementation of 3D face processing systems is the accurate and real time acquisition of 3D faces using low cost equipment. In this paper we provide a survey of 3D reconstruction methods used for generating the 3D appearance of a face using either a single or multiple 2D images captured with ordinary equipment such as digital cameras and camcorders. In this context we discuss various issues pertaining to the general problem of 3D face reconstruction such as the existence of suitable 3D face databases, correspondence of 3D faces, feature detection, deformable 3D models and typical assumptions used during the reconstruction process. Different approaches to the problem of 3D reconstruction are presented and for each category the most important advantages and disadvantages are outlined. In particular we describe example-based methods, stereo methods, video-based methods and silhouette-based methods. The issue of performance evaluation of 3D face reconstruction algorithms, the state of the art and future trends are also discussed.
Introduction
Face image processing figures in a wide range of real life applications including security related applications, access control, human machine interaction, cosmetic surgery planning, animation and low-bit communication. Most of the applications stated above require the use of robust algorithms capable of dealing with all possible appearance deformations that may be encountered in face images. Typical examples of such variations arise due to changes in imaging conditions, presence of occlusions and variations in individual facial appearance.
Although in various occasions 2D face image processing systems of acceptable performance have been developed and used in real life applications 1 , the ever increasing requirements for improved and more robust systems initiated significant interest toward the development of 3D face image processing applications such as face recognition/authentication, face synthesis, diverse avatar generation for gaming, edutainment, video conferencing and virtual meetings. 3D face data provide an accurate pose and illumination invariant representation of the geometry of a face image which is potentially useful for face image processing applications. Usually facial geometry is coupled with a texture map that provides supplementary information to the facial geometry. Given the enhanced information of the facial structure provided by 3D data, 3D face image processing systems have significant advantages when compared to systems that utilize only 2D images. For this reason the area of 3D face image processing has received considerable attention during the recent years.
A limiting factor toward the wide-spread use of 3D face image processing systems are significant drawbacks related with the state of the art in 3D scanning technology. In summary those drawbacks include:
• Requirement for controlled lighting conditions during the scanning process.
• Inability to capture 3D data from multiple objects simultaneously.
• Inaccurate data derived from not reflective facial areas (i.e facial hair).
• Failure to operate in real time.
• In the case of 3D laser scanners, the use of laser light during the scanning process can be hazardous for the eyes.
• Requirements for human intervention during the scanning process and postprocessing stage.
• The size and cost of 3D scanners are limiting factors for use in real life applications.
As an alternative, considerable effort has been invested in the development of 3D face reconstruction systems capable of generating 3D models given 2D images obtained using low cost and widely available technology such as digital cameras and camcorders. The availability of such methods will enable virtually everybody to implement and use beneficial applications. In this paper the topic of image-based 3D face reconstruction is surveyed, in an attempt to provide an overview of different methodologies used for 3D face reconstruction, describe the state of the art in the area and indicate future trends.
Research in the area of 3D face reconstruction and 3D face image Processing in general, spans a wide range of disciplines. Computer graphics, computer vision, artificial intelligence and mathematical techniques have been used toward 3D face reconstruction and related applications. In many cases techniques developed for 3D face image processing are based on methods developed for processing 2D face images. Zhao et al 2,3 present a comprehensive survey on techniques used for processing and recognizing faces in 2D images. Since the topic of 2D face image processing is well covered in the literature, in this paper we only provide brief descriptions for 2D image related techniques used as part of 3D face reconstruction methodologies.
During the last years a couple of surveys related to 3D face processing appeared in the literature. Bowyer et al 4 focus on face recognition techniques that use 3D information either individually or in combination with texture. In the same paper, the authors provide a discussion related to the limitations of 3D face recognition and the future requirements in order to overcome the problems. Scheenstra et al 5 provide a short review that concentrates on face recognition techniques and Kittler et al 6 present a short survey covering the topics of 3D imaging sensors, 3D face models, 3D registration techniques and 3D face recognition. Wen and Huang 7 also provide an overview of various topics pertaining to 3D face processing that includes a section on image-based 3D reconstruction. In the present study we focus our attention on 3D face reconstruction techniques based on 2D face images or video frames. To the best of our knowledge this is the first literature review that concentrates on the 3D face reconstruction topic. It is important to note that we do not describe in detail every aspect of 3D face reconstruction -instead we focus our attention on the actual 3D reconstruction methodologies. Therefore we do not cover in detail topics such as feature detection, surface correspondences and tracking.
The remainder of this review is organized as follows: In section 2 we present a brief introduction of the main terms related to 3D data. In section 3 we identify and discuss general topics related to the implementation of 3D face reconstruction algorithms and in section 4 we describe key 3D face reconstruction methodologies. Issues related to performance evaluation of 3D reconstruction methods are presented in section 5. A thorough discussion and future trends of research in this area are presented in section 6.
Terminology
A parametric surface is defined as the mapping from 2 to 3 , that is x(u) = (x(u), y(u), z(u)), x(u) ⊂ 3 is the range, u = (u, v) ⊂ 2 is the domain which is also called UV space. The surface is located in the three-dimensional space. Surfaces can be represented discretely using triangle meshes or point clouds. A triangle mesh M = (V, T ) is a graph composed of a set of points V = {p = (x, y, z)} and a set of triangles (or faces) T = {(p i , p j , p k )} where p i , p j , p k ∈ V . A range image, which is also a surface, is composed of pixels that express the distance between a known reference frame and a visible point in the scene. A range image can be written as S = (x, y, f (x, y)). Range images are also referred to as depth images, depth maps, xyz maps, surface profiles and 2.5D images. Texture mapping methods can be used for generating textured surfaces i.e 3D surfaces that show intensity information as seen in a 2D image. Examples of different surface representations are shown in figure 1 .
A 3D scan provides information related to an object's surface as seen from a single viewpoint. 3D models are composed of multiple registered 3D scans so that such models represent surface information from different viewpoints. An example of a face 3D model is shown in figure 2 . As shown in figure 2 quite often a number of holes appear in 3D models. Holes represent facial regions for which 3D geometry is not acquired. For example when using a laser 3D scanner, holes appear in facial areas where the laser beam is not reflected back to the laser scanner. Dedicated software tools can be used for processing 3D models in order to fill the holes and remove unwanted data. 3D models are rigid models describing the geometry and texture of an object. In contrast morphable (or deformable) 3D models 8 can deform to adjust to the shape and texture of an object belonging to the class of objects they represent.
General 3D Face Reconstruction Topics
In this section we identify and discuss general topics related to the implementation of 3D face reconstruction algorithms. Such topics are frequently encountered in different 3D reconstruction algorithms reported in the literature.
3D Face Databases
In a number of occasions, 3D face reconstruction methods require the use of a database of 3D faces. Typical cases where such databases are essential are techniques involving the use of deformable 3D models 9 . Although a number of 3D face databases exist 10 , most researchers used either the MPI database 11 or the USF Database 12 in conjunction with the implementation of 3D reconstruction algorithms. The MPI database contains 200 textured face models generated based on seven laser scans for each subject. However, only five face models out of the 200 are 13 . Although 3D face reconstruction systems trained using the databases presented above have achieved remarkable performance, there is need for generating improved databases. The main criteria associated with the suitability of 3D face databases in relation with the development of 3D face reconstruction algorithms are the following:
• Databases should contain an adequate number of samples.
• 3D models in a database should contain an adequate number of vertices in order to define accurately the surface of a face.
• Databases should contain representative samples that display all different types of facial variation such as variation due to different genders, expression, age, ethnic origin, facial hair and image acquisition parameters. In this respect most databases available are not ideal.
• Databases must be publicly available so that all researchers can benefit from their use.
Based on the issues raised above, and the descriptions of databases used in experiments so far, its obvious that there is need for generating databases that fulfill all the criteria stated above, so that the efficiency of 3D reconstruction techniques that require the use of training databases, is enhanced. Currently there are efforts taking place during this direction 10,14 .
Establishing 3D Face Correspondences
An important task of 3D reconstruction methods, is the establishment of one to one correspondences among the vertices of 3D faces in a database so that it is possible to perfectly align training samples. Alignment methods are classified in two categories: rigid and non-rigid. Rigid alignment involves the use of affine transformations in an attempt to move two 3D models as closely as possible. In contrast non-rigid alignment involves deformations of the 3D models. In the remainder of this section we describe one rigid and two non-rigid alignment methods that were reported in the literature in relation to 3D face reconstruction. The rigid method 15 is composed of affine transformations. Such a method is very simple to implement either directly by solving a least squares linear system or indirectly by using a variation of the Iterative Closest Point (ICP) algorithm 16 . If some correct correspondences can be established, i.e. using some distinct features (i.e. eyes, nose, lips, chin) a direct method can be implemented. Otherwise, ICP can be employed to establish correspondences. Alignment methods based on rigid transformations can produce invalid correspondences in the cases that the shapes of the two faces to be aligned are significantly different.
Blanz and Vetter 8 use a non-rigid alignment method based on optical flow. A pair of faces to be aligned are parametrized in cylindrical coordinates (angle, height) where for every point of the face the radius and color are stored. The algorithm produces a flow field that computes pairs of corresponding points considering both texture and shape. This method underperforms when large texture variations exist e.g. one face has a beard and the other face does not have as well as in areas of low contrast. Therefore to overcome this problem various constraints are imposed (e.g. faces must not have beard) and perform smooth interpolation to avoid spurious results. It is worthwhile to mention that the optical flow executes on various levels of resolution.
Hutton et al 17 use an alignment method based on Thin Plate Splines. During the process at least nine landmarks are placed on the faces to be aligned. Based on the landmarks a rigid transformation is used for initial alignment. The second step involves the warping of one of the two 3D facial surfaces in order align it on the second. Once the two surfaces are aligned dense correspondences are established by taking the closest points between the two surfaces. Hu et al 14 also use a registration method based on warpring to align faces in a 3D face database. In this case warping is guided by 75 landmarks located manually on the texture map of each sample.
Feature Detection
An important step in most 3D face reconstruction algorithms is the localization of key facial features in the input 2D face image(s). Typically face feature localization has been used for:
• Initializing the positioning of face models in model-based 3D reconstruction approaches 8, 18 .
• Locating features on side and front images so that it is possible to deform generic 3D face models to adopt the shape of the given face 19, 20, 21 .
• Initializing the process of point tracking in video-based 3D reconstruction techniques 22, 23 .
• Establishing point correspondences in faces captured from different viewpoints 24 .
On several occasions 3D face reconstruction techniques rely on manual or semiautomatic techniques for facial feature detection so that most effort is devoted to the problem of face reconstruction rather than on facial feature location. Typical automatic techniques used for facial feature detection in conjunction with the 3D reconstruction problem include methods based on color segmentation, template matching, optical flow, snakes, active deformable models and customized local feature detectors. It is not the aim of this paper to elaborate on the general topic of facial feature detection in 2D images -more details on these topics can be found elsewhere 2 .
Assumptions
Quite often the operation of 3D reconstruction methods depends on the validity of certain assumptions. The most common assumptions used in relation with 3D face reconstruction methodologies are described in this section. Projection Types 15, 25, 26 . Two types of projection related constraints are usually imposed: orthographic 15, 25 and weak perspective projection 26 . Orthographic projection is the projection of a 3D object onto a plane by a set of parallel rays orthogonal to the image plane. In orthographic projection the surface does not shrink proportionally to distance from the projection plane. This saves the author from making an ortho correction on the photograph. On the other hand, Perspective projection is a non-linear transformation that can be approximated by weak perspective projection (or scaled orthographic projection), which is a linear transformation, provided that (a) the object lies close to the optical axis and (b) the object's dimensions are small compared to its average distance Z from the camera. In relation with 3D face reconstruction these assumptions constrain the subject's face to be located in the center of the photograph (or scene) and to be in a sufficiently short distance from the camera. Both criteria are usually fulfilled, hence the weak perspective projection assumption is valid in most cases.
Albedo 15, 26, 25, 27, 28 . The albedo of an object is the extent to which it reflects light. Assuming constant albedo (or lambertian surface) means that the appearance of a surface does not vary with the viewpoint i.e. the surface reflects light equally in all directions. Such surfaces are also called diffuse surfaces. In relation to 3D face reconstruction this constraint assumes the face has smooth texture without greases, scars, facial hair or any other texture discontinuations. This assumption is contrasting to reality as usually faces do not have constant albedo. This can be shown experimentally when a face is digitized using a 3D laser scanner. Because a face does not have constant albedo, holes are created when there are rapid changes of the face's texture such as in the case of partly oily faces. In the laser scanning case this is easily solved by scanning the face using different laser intensities.
Phong illumination, with one ambient light and one directional light 8 . Phong illumination is a local illumination model that describes the way a surface looks by combining three light elements: ambient, diffuse and specular, which are applied in amounts according to the shape of the surface (its normal) and the position of lights acting on it. Researchers who adopt this assumption assume that only the ambient light component and only one directional light source exist. This assumption is invalid when dealing with images captured in arbitrary lighting conditions like outdoor scenes or indoor scenes with multiple light sources.
Symmetric shape/texture 27 . By stating this constraint, an author assumes that if 3D reconstruction can be done on a face's half, the other half can be reconstructed by mirroring the first half. Even though in general this is a reasonable assumption, if accuracy is pursued, problems arise as usually faces are not perfectly symmetric.
Face orientation constraint. In several occasions it is assumed that faces in the input images have a fixed orientation. For example a number of researchers 27, 29 adopt the frontal image constraint, i.e they assume that the input images are frontal faces. This constraint limits the applicability of a 3D reconstruction method to images captured in uncontrolled conditions.
Deformable 3D models
A number of researchers describe model-based 3D face reconstruction techniques. For this purpose parametric deformable models that describe the deformations of the 3D surface and/or texture have been employed. In most cases deformable models described in the literature are used in conjunction with a model-fitting algorithm that allows the model to deform and fit to previously unseen 3D data. In this section we provide an overview of different types of models used as the basis for implementing 3D face reconstruction algorithms.
Wire-Frame Models
Wire-frame models represent 3D structures using a number of connected vertices defined in the 3D space. A typical example of a wire frame model used in conjunction with 3D face reconstruction is the CANDIDE 30, 31 . The model consists of a number of vertices and triangles located on the face. Over the years different versions of the CANDIDE model with different numbers of vertices have been developed. Figure 3 shows different versions of the CANDIDE model. The shape of a CANDIDE model can be deformed based on Action Units (AUs) that cause direct displacements on pre-selected groups of vertices. Action units are separated into rigid transformation parameters, inter-individual variation parameters and within-person variation parameters. By modifying the Action Units it is possible to animate faces corresponding to different individuals displaying different facial expressions. Texture rendering can be used for augmenting texture information in the CANDIDE model in order to produce full 3D models.
The main disadvantage of the CANDIDE model is the small number of vertices it contains that limits the accuracy and resolution of reconstructed faces. Even in the case that 3D interpolation techniques are used for increasing the number of vertices, the end results are not aesthetically fulfilling. A better alternative is to use models that contain a satisfactory number of vertices, despite the fact that the introduction of more vertices introduces additional computational load.
Statistical Models
The generation of statistical deformable models relies on the observation of facial appearance deformations within a training set, rather than modeling the mechanisms that cause such deformations. Most techniques used for generating 3D deformable models are extensions to similar methods used for generating 2D deformable face models. In this section we focus our attention on PCA-based models.
The introduction of the idea to use Principal Component Analysis (PCA) to code face images 32 and the subsequent use of this method for implementing a face recognition system 33 , prompted the development of PCA-based face processing systems. PCA-based models are generated by applying PCA on the covariance matrix of the deviations of training samples from the mean sample, in order to extract the eigenvectors that define the main modes of variability within a training set. As a result of the analysis, training examples can be coded into a low dimensional space representing the weights applied to each eigenvector.
In order to build shape and texture PCA-based 3D models, PCA decomposition is applied twice in order to model shape variability and texture variability using two distinct models. In the case of the shape model each training sample is represented by the 3D coordinates of all vertices in the triangulated mesh and in the case of texture models training samples are represented by the RGB intensities of each vertex. Based on this representation, the mean 3D face among the training set is estimated and the deviations of each training sample from the mean is calculated. PCA is then applied on the covariance matrix of the shape and texture deviations. As a result of the analysis, new 3D shapes or textures can be generated using:
where X is a new 3D shape or texture vector, X is the mean 3D shape or texture among the training set, x i is the ith eigenvector, α i are the weights applied to the eigenvectors (or model parameters) and m is the number of significant eigenvectors within a training set. Based on this framework a 3D face can be represented using a set of shape model parameters and a set of texture model parameters, or reconstructed once the shape and texture model parameters are set to specific values. Figure 4 demonstrates the method for building 3D deformable face models.
Variations of PCA-Based 3D face models have been used by numerous researchers in relation to 3D face reconstruction. Atick et al 15 use a PCA-based 3D model as a basis for implementing a 3D face reconstruction algorithm. However, instead of using cartesian coordinates for representing 3D shapes, they use cylindrical coordinates. Blanz and Vetter 8, 9 , apply PCA on a set of shape and texture vectors obtained from a set of aligned 3D faces. In order to impose model-based constraints to prevent the deformable model to generate illegal faces, Blanz and Vetter 8 use the training set to estimate the probability distribution of the weights so that illegal sets of weights are rejected. An analysis by synthesis method is used for fitting the model to previously unseen 2D faces -more details about this method are presented in section 4 of the paper.
Hutton et al 18 generate a dense 3D surface PCA model using 3D scans of 400 subjects between the ages of 0 to 50 years. Based on the manual location of nine points on each training surface, they align all training samples and generate a dense surface model for each training shape. Hutton et al 34 augment the surface model with an intensity PCA-based model, so that it is possible to model both surface and intensity variations of 3D faces. In order to fit the surface model to a previously unseen 3D surface, a variation of the Active Shape Model (ASM) 35 algorithm is used. In this context the surface model is first aligned with the given 3D surface using a modification of the ICP algorithm. During each iteration of the ICP algorithm the model is allowed to undergo both rigid and non rigid deformations provided that the surfaces produced do not violate the allowed surface deformation constraints imposed by the surface PCA model.
One of the problems encountered with PCA-based models is the elimination of high frequency modes of variations in favor of more systematic sources of variation within the training set. As a result PCA-based deformable face models generate smoothed faces. In order to overcome this problem and increase the level of detail 
3D Face Reconstruction Methodologies
3D face reconstruction methods reported in the literature can be classified as example-based, stereo, video and silhouette-based methods. Usually example-based methods operate on a single input image, stereo methods operate on a pair of images and video and silhouette-based methods operate on multiple input frames. In this section we describe typical 3D face reconstruction approaches for each category and outline the major advantages and disadvantages of each category of methods.
In various occasions methods reported in the literature could be classified in more than one categories -such cases are clearly indicated in our descriptions. Table 1 shows an overview of the classification of different methods into the categories listed below. The taxonomy was based on the number of input images used by each method.
Example based Methods
Example based methods are the ones that rely on the use of an ensemble of training samples for accomplishing the 3D reconstruction task. These methods usually take the form of top-down approaches where prior knowledge related to the structure of 3D faces is used for guiding the reconstruction process. In the simplest form, an example-based 3D face reconstruction method has two main stages: The model building stage and the model fitting stage. During the model building stage the training set us utilized for building a parametric face model capable of generating 3D faces consistent with samples appearing in the training set. In most cases PCA-based 3D face models are used (see section 3.5.2), so that novel 3D faces are generated by setting specific values to the shape and texture parameters. During the model fitting process the following steps are applied:
(1) The shape and texture model parameters are initialized to zero. (2) Based on the values of shape and texture model parameters a 3D face instance is generated. (3) The 3D face instance is projected on the face in given image. (4) The similarity between the given face and the 3D model instance is estimated. (5) An optimization algorithm is used for defining better values for the shape and texture model parameters. (6) Steps 2 to 5 are repeated until the similarity between the 3D face instance and the given face is maximized. The maximization of the similarity measure indicates that a 3D face with appearance similar to the face in the given image is created; hence the task of reconstructing a 3D face from a single face image is accomplished.
Different researchers describe variations of the basic method described above. Atick et al. 15 describe a statistical method for reconstructing a 3D face from a single image. First, they acquire a database of 200 scans of 3D faces, parameterize all faces in cylindrical coordinates and align them using 3D rigid transformations. Principal Component Analysis (PCA) is used to compute the eigenvalues and eigenvectors of the training set so that a novel 3D face can be represented using equation 2.
where r 0 (θ, l) is the average face, Ψ i are the eigenvectors and α i are the coefficients that specify the novel 3D face. The authors suggest that for better results the average face should be grouped in clusters, i.e. males or females. In order to reconstruct the 3D face they use the conjugate gradient optimization method for minimizing
Image Based 3D Face Reconstruction 13 an objective function that measures the difference in intensities between the input image and the image produced by the rendered 3D face model instance. During the process they assume Lambertian surface properties, orthographic projection and constant albedo to simplify the procedure of estimating the light source's position, orientation and intensity. For the experiments they use synthetic images produced by Lambertian rendering of 3D faces, not included in the database, as well as real images.
Instead of using a PCA-based model Vetter and Blanz 44 use a 3D morphable model based on prototypes, for reconstructing a three-dimensional (3D) face from a single image. Given a set of 3D face modes, a variation of the optic flow algorithm is used for defining the correspondences between the 3D points so that all training shapes are aligned. Each training face is represented by a vector containing the coordinates of the vertices and a texture vector containing the RGB intensity at each vertex of the triangular 3D mesh. By arranging the weights applied to the shape and texture components, new 3D shapes (S new ) and new textures (T new ) are created based on weighted combinations of the training samples:
where S i , is a vector containing the coordinates of the shape of the ith training sample and T i is the texture vector of the ith example, c i and b i are the weights applied to each training sample in order to generate novel model instances and M is the number of samples in the training set.
During the 3D face reconstruction process, they aim to estimate the weights required for combining all the prototype 3D faces in the repository in order to generate a face image as similar as possible to the given 2D face image. In a more recent work Vetter and Blanz 8 use a PCA based model instead of using a model based on 3D face prototypes. In this case 3D reconstruction is achieved by computing the weights of the shape and texture eigenvectors for a novel 2D face image. The method requires manual initialization so that the 3D morphable model and the novel face image are roughly aligned. During the reconstruction process 22 rendering parameters such as pose, focal length of the camera, light intensity, color and direction are estimated. The reconstruction is done using an analysis by synthesis method that minimizes the following distance function:
where I input (x, y) is the input face image and I model (x, y) is the 2D face image generated by projecting a 3D deformable model instance in the two dimensional space. E is the reconstruction error. Even though the method focuses on 3D face reconstruction from a single face image, the authors show that it is trivial to extend it so that reconstruction is done using multiple face images in an attempt to obtain more accurate results. An important step in the approach adopted by Vetter et al, is the use of an algorithm based on optical flow for aligning samples from the training set, prior to the application of PCA decomposition. The alignment ensures that there is one-to-one correspondence between vertices in the training set that results in the generation of sharp and noise-free PCA-based morphable models. Also the proper alignment of training samples reduces the number of principal components required for representing 3D faces.
Lee et al. 47 present a variation of example-based face reconstruction 15, 8 that focuses on solving the illumination problem exhibited in previous efforts. In previous attempts, 3D reconstruction was not always successful due to the difficulty to compute the illumination coefficients in uncontrolled lighting conditions. To overcome this limitation two databases are used. The first database stores 205 3D face models and the second database stores 2336 illumination 2D face images from 146 light sources taken from 16 different viewpoints. All 3D faces are registered to each other using 40 feature points and the illumination 2D images are registered to the 3D geometry of the subject faces. The first database is used to generate the PCA based model. The second database is used to recover as accurately as possible the illumination conditions of the input images. During the reconstruction of a query face, they first estimate the 3D shape, texture, and pose parameters of the morphable model. Instead of comparing the rendered face to the input image, they measure the distance between the given face and a projection in the illumination subspace that is specific to the estimated 3D shape. Using this cost function, they reconstruct the 3D shape, texture, pose, as well as the illumination parameters of the bilinear model using the illumination database.
In all methods mentioned above the process of fitting a morphable 3D model to a face image, is mainly based on the minimization of the intensity difference between a model instance and the face. However, it was proved experimentally 45 that the minimization of this measure does not always correspond to the optimum position of the model. In an attempt to solve this problem Romdhani 45 proposes a multi feature fitting algorithm where the objective function, to be optimized, includes additional model-based and image-based features. In this framework model-based features assess the plausibility of candidate model instances in relation with constraints pertaining to the 3D structure of faces and image-based features assess the goodness of the model fit in relation with image data. Model-based features include the distance of a model instance from the mean shape/texture and texture related constraints to ensure that the texture intensity of the candidate solution is within the acceptable limits. Image-based features are based on pixel intensity, edge information, the position of anchor points set manually in the input image, and specular highlights. The emphasis given to each feature varies according to the model fitting stage, in order to ensure that each feature contributes more when is really needed.
Most approaches described above use dense 3D models during the model fitting process. Approaches that use 3D PCA models with significantly smaller number of vertices we also reported in the literature. Gu and Kanade 61 describe a fully automated 3D model fitting algorithm where a 3D model consisting of approximately 200 vertices is fitted to previously unseen faces. For each vertex they generate intensity patches that show the expected appearance at each vertex, as seen from 15 different viewpoints. During the model fitting process they first estimate the position and orientation of a face in the given image, so that the model is initialized as close as possible to the correct position, scale and orientation. During an iterative procedure the model deforms in order to obtain the best match between the pre-computed intensity patches for each vertex and the corresponding image data. However, instead of moving model vertices independently the best overall model instance is computed in an attempt not to violate shape constants enforced by the model.
Xiao et al 62 use a combination of 3D and 2D Active Appearance Model fitting algorithms 63, 64 for tracking faces in 2D images. In this context model deformation constraints are imposed based on 3D shape modes of variation since a 3D shape model has increased specificity to the training set when compared to a 2D model. The combined 3D and 2D AAM algorithm allows the recovery of the 3D structure of the face being tracked. In general approaches that utilize sparse 3D statistical models offer significant improvements in execution speed and usually do not require human intervention for initialization. However, since the 3D deformable models used are sparse, the resulting 3D models of faces do not provide an accurate description of the 3D geometry of a subject's face. Such approaches are better suited to face tracking and pose estimation applications instead of 3D face processing applications that require accurate models of 3D facial appearance.
Instead of using PCA, Reiter et al. 29 use canonical correlation analysis as a basis for implementing an example-based method for generating 3D depth maps of faces from color frontal images. This method requires a training set of face images and their corresponding depth maps so that Canonical Correlation analysis is applied in order to define pairs of RGB images and depth maps with maximum correlation. Due to the high dimensionality of the training data and the limited number of samples available (150 training pairs of RGB images and depth maps) it turns out that 150 factor pairs are required for explaining the correlations between the training pairs. The main advantage of this method is the ability to produce an estimate of the 3D depth map using a simple matrix multiplication rather than requiring a time consuming iterative optimization method. However, the method proposed by Reiter et al. 29 is only applicable when dealing with frontal images captured under controlled illumination.
In general, the main advantage of statistical 3D reconstruction methods is the ability to produce reasonable 3D face reconstructions based on a single face image. The use of a face model allows the reinforcement of constraints pertaining to the expected structure of a human face, so that it is possible to generate full 3D reconstructions based on missing data (i.e data from a single face view). However, example-based techniques exhibit the following disandvantages.
• Limited anatomical accuracy of generated models. This is reasonable as information from a single image is not enough for obtaining a highly accurate estimate of the 3D face structure.
• Due to the fact that PCA model instances do not incorporate high frequency details, the texture in reconstructed faces (which is usually generated by the model) may not include person-specific irregularities.
• Due to the high computation requirements, example-based techniques usually do not operate in real time.
In an attempt to capitalize on the strength of statistical approaches and at the same time address the problems quoted above, a number of researchers combine statistical methods based on PCA 3D face models with other techniques. For example Moghaddam et al. 59, 65 and Wang et al. 60 use a combined statistical and silhouette based method, Dovgard et al 27 propose a combined symmetry-based and example-based approach and Xin et al. 54 use a statistical method in conjunction with a shape from motion method. More details about these approaches are provided in subsequent sections.
Stereo Methods
Stereo 3D reconstruction methods are classified to two main categories: (a) methods using orthogonal images and (b) methods using non-orthogonal images. In category (a) it is required that we have two photos each containing a face in frontal and side (or profile) views. In the second category, it is required that we have at least two calibrated cameras (between them) in order to capture two images of the same face from different viewpoints. Both methods identify corresponding features from the input images but utilize them differently as described in sections 4.2.1 and 4.2.2, respectively.
Orthogonal images
The generic objective ( fig. 5 ) is to identify common features on both frontal and side photos which correspond to predefined features on a generic head model. The features obtained from the images are then used to deform a generic head model in order to finalize the reconstruction. The last step is a beautification step where the face texture is generated from both images and texture mapped onto the 3D face.
It is essential that in a preprocessing step the faces in the two photos are normalized so that the size of the faces in both images is standardized. A typical technique that can be used to normalize the size of the input faces is to select the lowest point, the highest point and one corresponding inner point (e.g. tip of the nose) from both the frontal and profile face views. The three points selected from each view will be used to define a proper scaling transformation so that normalization is achieved. These features are detected using either automatic or user assisted feature detection methods. More details related to typical facial feature detectors used are given in section 3.3.
The most important step is the establishment of correspondences between detected features from the frontal and side photos and the deformation of the generic head model. Akimoto et al 19 use the detected features to deform two 2D models: a frontal and side 2D model. Since feature vertices extracted from the photos are in correspondence to vertices on the generic model their geometric location is simply updated. Because the generic 2D models are composed of non-feature vertices as well, the location of the non-feature vertices is adjusted by interpolating the displacement vectors of the feature vertices. A displacement vector is computed by subtracting the generic position from the measured position of a feature vertex. Afterwards the two 2D models are combined to generate the 3D face model. The combination is trivial because the 2D models are in correspondence. Hence a point on the frontal model gives the x and y f coordinates, the corresponding point on the side model gives the y s and z coordinates and the 3D vertex of the combined 3D model has coordinates x, (y f + y s )/2, z.
Lee et al 48 use two 2D line feature wire models. The feature points from the frontal and side images have one to one correspondence to the points of their corresponding 2D line wire models. These are used to alter the geometry of the 2D wire models and reconstruct the 3D wire face model using the method presented above. The 3D wire face model is used to drive the deformation of a generic head model, for the non-feature vertices, towards the correct face geometry using the Dirichlet Free Form Deformation 69 . In another approach by Park et al 21 the detected features are used directly to deform the generic head model using radial-basis functions.
These methods concentrate on geometry based reconstruction. The geometry of a face is captured by the feature points and the reconstruction can produce, in general, geometrically accurate faces. Even though only two photographs are used it is trivial to extend a stereo orthogonal method to use a third photograph as well. Furthermore, these methods are invariant to the lighting conditions even though inappropriate lighting can spoil the texture's quality. Despite the good features of stereo methods using orthogonal images, these methods create smoothed faces as there is a lack of geometric description of scars or other unique face characteristics. 3D reconstruction based on orthogonal images can only be used in cases where images are captured in controlled conditions in order to ensure that the input pair of images are indeed orthogonal. This issue limits the range of real-life applications where orthogonal 3D reconstruction techniques can be used.
Non-orthogonal Images
Non-orthogonal stereo based 3D reconstruction is a technique used to 3D reconstruct very diverse scenes. However, as this technique is quite successful, it has also been applied to the 3D face reconstruction problem. In this work, we focus our attention only on stereo reconstruction methods that were applied to 3D face reconstruction.
Non-orthogonal stereo-based techniques require the availability of two off-theshelf digital cameras which are connected together and calibrated such that they aim at the same object (or scene). The general framework of stereo based face reconstruction ( fig. 7) is as follows. Both cameras are used to take two snapshots of the face (a left and a right snapshot). Pixel correspondences are established between the two images to create the disparity map. The disparity map and the knowledge of the relative distance between the two cameras are used to compute the depth map. Stereo methods in general require two or more 50, 70 calibrated cameras in horizontal epipolar position. However, in the context of 3D face reconstruction it was observed experimentally that when the cameras are in vertical epipolar position 71, 72 , better results are produced.
The most important issue related to stereo-based 3D reconstruction is the accurate computation of the disparity map. For solving this problem many techniques have been developed. Huq et al. 24 use energy minimizing snakes (active contour models), Lengagne et al. 51 use a parallel stereo algorithm, Onofrio et al. 50 use simulated annealing to estimate the depth configuration that minimizes an energy function, Chen and Medioni 71 use a volumetric approach to compute the disparity map. Detailed comparisons of some different stereo matching algorithms are presented elsewhere 72, 73, 74 . There are also approaches that treat the consecutive frames in a video as sequences of stereo pairs. Fua 53 implements such a method using bundle adjustment. Bundle adjustment is a photogrammetry method used to compute the 3D structure from image but has the problem of requiring a good initial guess to converge suc-cessfully. To overcome this problem Fua 53 locates manually five features, nose tip, outer corners of the eyes and outer mouth corners in order to initialize the method.
In an attempt to optimize the face reconstruction Enciso et al 75 morph a generic model to match the triangulated mesh produced by a disparity map. In addition, Lengagne 52 use differential constraints (crest lines) to constrain the topology of a mesh modeling a surface through the specification of low (high) curvature areas. They optimize interactively the reconstructed face by using a priori information about the differential properties of its various parts like the eyes and the lips.
In general, stereo non-orthogonal techniques provide geometrically accurate results with the main drawback being the necessity of structured lighting. Such techniques do not require a face database or a 3D generic face model.
Video-Based Methods
Video based techniques are used for generating a 3D face model based on face images captured from different viewpoints.
Researchers in this area have developed a diverse number of techniques. These techniques share similarities in the initial steps as they all require appropriate feature point detection and tracking. 3D face reconstruction is done using generic model morphing 55, 56 , linear combinations of basis functions that do not require a generic model 23, 22 , shape from motion techniques 57 or even by using PCA based techniques 54 similar to example based 3D face reconstruction. Video based techniques can be viewed as extensions or generalizations of stereo techniques. As such they share the requirement of detecting a similar set of a preselected number of feature points. Feature detection is done either on every frame or on selected frames using automatic or semi automatic tracking methods. Further information related to the general topic of feature tracking can be found in a survey by Yilmaz et al 76 . In a nutshell, the video based reconstruction process is:
(1) Capture the input video containing the face to be reconstructed from various viewpoints. (2) Detect and track a pre-selected set of feature points. (3) Use the feature points to reconstruct the 3D face using an appropriate method. (4) Collect texture information from the video frames and synthesize the texture of the reconstructed 3D face.
Methods that warp a generic model for 3D face reconstruction face two challenges. The first challenge is to find the correspondence between the detected features in the video frames and the same features on the generic model. The second challenge is to adjust the geometric location of the non-feature points of the generic model so that a smooth face is produced.
Leung et al 55 ascertain that the features are in correspondence by selecting manually the feature points in the video frames. To compute the correspondence of the non-feature points, cylindrical projection is performed to first map all the points of the 3D generic mesh to the 2D plane and then triangulate the feature points to help compute the inverse affine map for every non-feature point. The adjustment of the generic model is performed only on x, y coordinates, using scaling transformations, but the z coordinate is ignored as the objective is to make a rough avatar for web conferencing and not a geometrically accurate 3D face.
A different approach is used by Bregler et al 23 , where assuming a scaled orthographic projection, they approximate the 3D shape of a face by a weighted combination of basis 3D shapes. An equation is formulated that relates the 3D shape of a face as a function of a set of weights, the basis shapes, camera parameters and the corresponding 2D face shapes defined by the landmarks. Based on the extracted 2D shapes, they demonstrate that it is possible to solve the equation relating the 3D face structure with 2D shape instances, in order to define the 3D basis shapes, weights and camera parameters for each frame. The definition of the basis shapes and the range of feasible weights within the training set, allows the generation of a non-rigid deformable 3D shape model. Later, Brand et al. 22 describe a slightly improved version of this procedure with slightly better results. The results of both works do not produce high quality reconstructions.
Liu et al. 56 propose an approach that relates more to a non-orthogonal stereo method than a video method. During the course of the proposed method the user poses for two still images and later identifies a few common feature points in the two images. Then the system reconstructs the 3D points using custom non-orthogonal stereo method and deforms a neutral mesh to smoothly fit the 3D points. The neutral mesh can be deformed by optimizing the weights of user defined face metrics that describe it. The face metrics are vectors that span a linear space and every metric deforms the face by making the head wider, the nose bigger, etc. The equation that generates a novel face is S = S 0 + m j=1 c j M j , where S is the novel face, S 0 is the neutral face and c j are the weights of the metrics M j . The video frames are utilized in order to optimize the reconstructed face by extracting silhouettes from selected frames using snakes, which are used to improve the quality of the 3D head.
Chowdhury et al. 57, 58 obtain the 3D estimate of a face using a two-frame optical flow algorithm 77 . According to the authors, such algorithms produce rough 3D face estimates with many depth discontinuities. Therefore, for smoothing the resulting 3D face, they align a generic model with the 3D face, identify automatically the depth discontinuities of the 3D face, using the generic model as a guide, that are finally smoothed using an optimization function.
Xin et al. 54 propose a method resembling an example based 3D face reconstruction which requires a database of 3D faces to generate a morphable 3D shape model similar to the one used by Blanz and Vetter 8 . During the process 500 feature points are tracked in a sequence of images so that it is possible to estimate the head pose, 3D shape and head motion parameters in each frame. These estimates are refined during an iterative procedure that allows the reconstruction of a face model instance that best matches the 3D structure of the face shape of the subject. In order to improve the 3D reconstruction accuracy, a sequence of images is divided into segments. Frames from each segment are iteratively used for estimating the 3D pose and shape. Authors demonstrate that 3D face shapes can be accurately recovered even in the cases that input images are corrupted with noise.
Silhouette-Based Methods
The objective of silhouette based methods is to produce a 3D reconstruction (or optimization) of a face by using multiple face outlines extracted from several face images or a video sequence. A complete set of silhouettes captured from different angles provides details related to the geometrical structure of a face hence it is possible to generate a 3D face from silhouettes. Figure 8 shows typical face silhouettes extracted from an image sequence. Silhouette-based methods have been used either individually or in combination with other 3D reconstruction methods such as stereo 78, 79 , statistical 59, 65 or shape from motion. In the simplest form a silhouette-based 3D reconstruction method contains the following steps:
(1) Capture images of the same face from different viewpoints. Moghaddam et al. 59 ,65 describe a combined example-based and silhouette-based method that uses 11 input face silhouettes for generating a 3D face reconstruction. The input silhouettes are extracted from 11 images captured either by an 11-camera configuration or by selecting 11 frames from an image sequence. 3D face shape reconstruction is performed by determining the parameters of a morphable 3D face shape model that minimize the distance between the 11 input silhouettes and the silhouettes generated by the morphable face model. In this approach the morphable face is used only for determining the shape of the 3D face; facial texture is extracted and blended from the 11 input images. Since the generation of the texture of the face is obtained from the input images rather than being generated by the morphable model, in effect any type of texture can be generated, including texture containing possible irregularities that may appear on faces. On the other hand the method will work only if the 11 input images are captured from specific angles, limiting in that way the usefulness of the method in reconstructing faces captured under non-controlled conditions.
Wang et al. 60 also use face silhouettes in conjunction with a 3D PCA-based model 8 for reconstructing the 3D face. The method requires the acquisition of multiple images of a person's face with different viewpoints under unknown lighting conditions. The face silhouettes in each input face image are extracted and the correspondence between the extracted silhouettes and the silhouettes generated by the face shape model is established. The difference between the model and image silhouettes is used as the fit criterion that enables the estimation of the optimum shape model coefficients required for generating face shapes consistent with the extracted silhouettes. Once the shape of the face is recovered, Wang et al. 60 estimate the spherical harmonics basis texture parameters using texture information from all input images. A minimization algorithm is then used for estimating the illumination coefficients required for generating a texture consistent with the texture in the input images. Both the texture and shape information are used for synthesizing a full 3D face model. Wang et al. 60 assess their method using both synthetic and real data and prove that it is feasible to generate high quality reconstructions using this method.
The use of silhouettes in 3D reconstruction methods provides a convenient way for extracting accurate descriptions of the face shape outline from different viewpoints. In effect the use of silhouettes provides an alternative to the use of structured light illumination in order to get details related to the surface of a face at different points. In contrast with structured light illumination, silhouette-based methods are not invasive. However the main limitations of methods based on silhouettes are:
• Silhouette-based methods rely on the accuracy of extracting silhouettes in input images. In the cases that simple background extraction is adequate for extracting silhouette, such methods perform well. However, when dealing with cluttered background in the input images, the use of silhouettes may not be the best option.
• Since a single silhouette provides information about the shape of a face as seen from a specific angle, silhouettes are only useful in the cases that we have available multiple input images with distinctively different 3D orientations.
Performance Evaluation
An important issue pertaining to 3D reconstruction methodologies is the geometric accuracy of reconstructed faces. However, the majority of researchers who describe 3D face reconstruction methodologies do not provide quantitative results in order to verify the ability of their methods for producing anatomically accurate reconstructions. Instead in most cases researchers rely on the aesthetic looks of few visual results shown in the papers. In some cases researchers 37, 46, 80, 25 present quantitative results related to 3D face recognition performances as a means for testing (indirectly) the goodness of 3D face reconstruction techniques. Since the face recognition process is affected by other factors such as the classification rule and the training and test sets used, face recognition results are not adequate for assessing the performance of 3D reconstruction methodologies.
In the remainder of this section we discuss typical performance evaluation methodologies and comment on the results obtained by researchers who present quantitative performance evaluation results.
Performance Evaluation Methodologies
In most cases performance evaluation techniques involve the assessment of the ability of a method to re-generate the 3D geometry of real or synthetic 3D faces. In this context 3D face models from the test set are projected to the 2D plane so that they provide the input for 3D face reconstruction. Performance evaluation is achieved by evaluating the similarity between actual and reconstructed 3D faces.
The most commonly used metrics for assessing the goodness of 3D reconstruction is the Euclidean distance between reconstructed and actual vertices, the use of the Hausdorff distance 65 and the average intensity difference at all vertices between the reconstructed and target textures 81 . As an alternative Leclercq et al 72 use the difference in real and estimated disparity map as a means for assessing the ability of stereo-based algorithms to estimate the 3D structure of a face.
Performance Evaluation Results
Due to the fact that different researchers use different measures and different test sets, it is not possible to provide comparative quantitative results between different methods. Instead we present indicative results reported by few researchers. Such results reported by different researchers using different performance evaluation metrics and different databases do not demonstrate in absolute terms the performance of the corresponding methods.
Blanz et al 82 divide the MPI database into two sets of 100 3D models and use each part of the database for training and testing. According to the experimental results, the average distance between reconstructed and actual vertices of faces in the test set is about 3mm. Lee et al 65 assess their silhouette-based 3D reconstruction method using a test set with 100 images. 50 images in the test are random faces generated using a morphable 3D model. The remaining test faces are 3D models from the USF database. The reconstruction accuracy is assessed based on the Hausdorff and Euclidean distance between actual and reconstructed vertices. A mean Hausdorff distance of 0,762 and a mean Euclidean distance of 45.4 were obtained when the method was tested on the test set, but no units of measurement are provided. Wang et al 81 generate 14 different 2D instances of the synthetic test faces and attempt to reconstruct the original 3D geometry using the 14 2D projected faces. They evaluate the reconstructions using the Euclidean distance measure and a texture similarity measure. Shape and texture errors of about 4 (per cent) and 5 (per cent) are reported. Leclercq et al 72 assess the 3D face reconstruction ability of nine stereo-based 3D reconstruction methodologies. Quantitative results are reported for few stereo pairs of certain subjects and show that in the task of 3D face reconstruction most stereo-based reconstruction methods exhibit similar performance. However, the Symmetric Dynamic Programming Stereo (SDPS) algorithm 83 seems to be the best performer. The area of comparative evaluation of 3D face reconstruction techniques is an area that needs further investigation so that it will be possible to assess the performance of different approaches reported in the literature. In order to proceed with this aim there is need to establish standard and commonly used training and test sets, accompanied with standardized performance evaluation methodologies. It is essential that useful test sets should support all groups of face reconstruction techniques such as reconstruction from a single face image, stereo-based methods and methods that require multiple input face images.
Discussion
The development of 3D data processing algorithms is currently the strongest trend in the area of face image processing. Researchers working in this area aim to capitalize on the enhanced representation power of 3D data in an attempt to develop systems that achieve superior performance when compared with respective 2D face image processing systems. However, the key question to be answered is whether the development of 3D face image processing techniques is backed up by accurate, robust, low cost, non invasive and real time 3D data acquisition technologies. Currently there are two main alternatives for capturing 3D face data. The first one is to use dedicated 3D scanners and the second is to use 2D imaging devices in conjunction with image-based 3D face reconstruction techniques. The first alternative does not fulfill all the requirements since 3D scanners are usually expensive, bulky, do not operate in real time, they usually require controlled imaging conditions to operate in a sufficient way and also the co-operation of the subject is required during the scanning process. On the other hand image acquisition using 2D imaging devices can be performed in real time, without user intervention using low cost equipment. However, in this case the main issue is whether the state of the art of image-based 3D reconstruction techniques is adequate to support the needs of 3D data acquisition for real life 3D face processing applications. In order to discuss this issue we first summarize the strengths and limitations of different approaches to image-based 3D reconstruction. We also highlight the major limitations that need to be addressed in the future and identify future trends.
General Discussion
In this paper we have presented numerous techniques reported in the literature that can be used for generating 3D models based on single or multiple 2D images acquired using standard equipment. In this section we discuss whether these techniques meet the necessary criteria for using such technology for real life applications involving 3D data acquisition. The key factors against which we evaluate the state of the art focuses on the following issues:
• Reconstruction accuracy.
• Ability to reconstruct images based on unconstrained images.
• Speed of operation.
• Fully automatic operation.
Example-based methods require a quite large and diverse 3D face database for training and do not function very well under varying lighting conditions. In most cases databases used in conjunction with example-based 3D reconstruction systems are not diverse enough to support the reconstruction of faces belonging to subjects of different ethnic origins and/or ages. The main focus of such methods is to produce realistically looking 3D faces instead of geometrically accurate 3D faces. Consequently geometrically different faces could look too similar using the same texture. Furthermore, constraints are induced on the input photographs in order for an example based method to operate well. These constraints limit the applicability of such methods, even though it has not been studied to what degree.
Stereo orthogonal image methods attempt to reconstruct the geometry more accurately but in general require a considerable amount of manual processing. The main advantages of stereo orthogonal methods include the absence of a 3D face database, the invariance to lighting conditions and their ease of implementation. However, even though the objective is to reconstruct geometrically correct images, in many occasions the resulting facial geometry is smoothed out as the generic face model is very smooth and only common features (over all faces) are selected, excluding face characteristics unique to a subject's face. On the other hand stereo non-orthogonal methods have proven geometric accuracy and run mostly automatically while their main limitation is the necessity for structured lighting.
The first encounter of video methods can lead to the initial impression that they are superior as more data is available to aid reconstruction. Since the face is captured from many different angles, it is sensible to conclude that more accurate 3D faces can be reconstructed. However, more time is required to track all (or some of) the video frames whereas the results are surprisingly not better than at least stereo orthogonal image based methods. Probably the main reason is that the human face is geometrically simple and adequate information can be captured from just 2-3 frames. Capturing a human face in video poses the advantage that there is more freedom, as the human does not have to pose for photographs, making such methods more suitable for surveillance systems.
Silhouette-based methods can be used as stand-alone or complimentary methods for optimizing the quality of reconstructed faces. Such methods require the availability of multiple image instances or video frames of a specific face. Some important issues related to the use of silhouette-based methods are (a) how to accurately extract the silhouette and (b) how to use information from multiple silhouettes to generate accurately the 3D structure of a face.
A common limitation shared by most 3D reconstruction methods is the assumption of constant albedo. Even though this assumption is usually valid for images captured under controlled conditions, in real applications involving free-form images such an assumption is invalid. The most challenging direction in relation to 3D face reconstruction is definitely the development of robust systems invariant to lighting conditions and other image acquisition parameters. A second issue that needs to be resolved is the development of fully automatic robust methods that do not require any user intervention during the reconstruction process. Since comparative studies regarding the geometric accuracy of reconstructed faces have not been implemented, it is not possible to rank the methods to this respect. The key strengths and weaknesses of different approaches to the problem of 3D face reconstruction are summarized in Table 2 .
Future Directions
In this section we present the main areas that need to be addressed in order to advance the area of image based 3D face reconstruction.
Available databases: Despite the fact that a number of 3D face databases are available, the existing sets of publicly available databases are not sufficient for experimentation in different areas of 3D face processing. For example currently there are no databases displaying extensive variation in illumination and/or expression, databases containing sufficient number of subjects from different ethnic origins, databases containing occluded faces and databases where images in the training and test sets are captured with significant time difference. It is also important to generate 3D face databases containing images captured under highly variable conditions such as an outdoors scene. Eventually there will be a need for producing 3D image sequences in order to allow the development of dynamic 3D face interpretation systems.
Improved Deformable Models: In several occasions 3D PCA based models have been used as the basis for implementing 3D reconstruction methods. The current formulation of PCA-based models suffers from various drawbacks; the most important of them being:
• PCA is a linear process, hence the resulting models are only capable of modeling linear types of shape or texture variability within the training set.
• PCA emphasizes systematic and important sources of variation in the expense of subtle and non-systematic facial variability. As a result high frequency components are not displayed in faces reconstructed using 3D PCA-based models.
Although this effect may be beneficial in certain face image interpretation applications where high frequency facial information is associated with noise, in the case of 3D reconstruction it causes the generation of smoothed, synthetically looking faces. Attempts of solving this problem involve the generation of local facial region models, rather than global facial models 8 so that local details are not suppressed. A different approach in relation to a similar problem involves the addition of high frequency components on reconstructed images 84, 85 .
Automatic Feature detection: Feature detection is a major issue in 3D face reconstruction. While most of the methods require robust detection of specific features, technology has not evolved to the degree to provide robust automatic feature detection. The development of robust automatic feature detection algorithms that perform well when dealing with faces captured in uncontrolled conditions, will eliminate the considerable amount of user intervention currently required.
Comparative Evaluation: The development of comparative evaluation methodologies, supported by appropriate training and test datasets will provide researchers who are active in this area the opportunity to test their novel algorithms against the state of the art. As a consequence more efficient image based 3D reconstructions algorithms will evolve.
Practical Issues: Due to the amount of data that needs to be processed there are practical issues that prevent the wide spread deployment of 3D face processing algorithms in real life applications. In summary those limitations are related to the increased computational power and memory requirements required for processing and storing 3D face data. Those factors are not so important for experimentation in the area where state of the art computing equipment is usually available, but these issues pose severe limitations towards the development of stand alone real life applications. It is expected that the issue of computational complexity and memory requirements will also receive increased attention in the near future.
Conclusion
Image-based 3D face reconstruction techniques provide a cost effective way of acquiring 3D facial data. This type of technology has been utilized in numerous applications involving 3D face image processing. However, few key issues are still needed to be solved, so that the applicability of image-based 3D reconstruction can be extended to a wider range of applications. In this respect the main issues that need to be resolved involve the development of accurate and fully automatic 3D reconstruction systems that can operate in unconstrained environments.
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