Abstract-We present an application programming interface (API) for the C programming language that facilitates the development of dense linear algebra algorithms on graphics processors applying the FLAME methodology. The interface, built on top of the NVIDIA CUBLAS library, implements all the computational functionality of the FLAME/C interface. In addition, the API includes data transference routines to explicitly handle communication between the CPU and GPU memory spaces. The flexibility and simplicity-of-use of this tool are illustrated using a complex operation of dense linear algebra: the Cholesky factorization. For this operation, we implement and evaluate all existing variants on an NVIDIA G80 processor, attaining speedups 7× compared with the CPU implementations.
I. INTRODUCTION
With the advent of remarkably faster graphics processing units (GPUs), these platforms have emerged as a low cost alternative for many scientific and industrial applications. The introduction of simplified interfaces for the development of general purpose algorithms, such as NVIDIA CUDA [1] or AMD Brook+ [2] , have consolidated the graphics architecture as an interesting platform for the execution of algorithms with high performance demands. However, it is still difficult to develop reliable algorithms for the GPU combining both easeof-use, reliability, and high performance.
The present article pursues two major goals: first, the introduction of a high-level API that extends the FLAME project [11] , enabling fast development of high-performance reliable codes for computing dense linear algebra operations on the GPU. Second, the evaluation of the performance of the interface using an important operation in the solution of linear systems: the Cholesky factorization. In this operation, a symmetric positive definite (SPD) matrix A is decomposed into the product A = LL T , where L is a lower triangular matrix with the same dimensions as those of A [13] . The choice of this routine can be seen as a vehicle to identify techniques and extract conclusions that can be easily applied to other dense linear algebra operations.
The rest of the article is structured as follows. Section II reviews the key routines of the FLAG/C interface, illustrating their use by means of a simple example. Section III describes the implementation of several variants for the Cholesky factorization using the proposed interface. The codes corresponding to these variants are evaluated next in Section IV. Finally some concluding remarks are summarized in Section V.
II. THE FLAG/C API
The FLAME project offers a full collection of Application Programming Interfaces (APIs) and other tools that facilitate the derivation of correct linear algebra algorithms and their transformation into efficient codes. FLAME/C is the API for the C programming language. As an extension of this API, we have developed FLAG/C, an API that inherits all the advantages of FLAME/C in terms of programmability, exploiting the performance of graphics processors as the execution platform.
The primary goal of the FLAG/C interface is to allow library developers to extract much of the performance of current graphics processors in the solution of dense linear algebra problems. In order to do so, FLAG/C abstracts the programmer from the underlying (graphical) architecture. Furthermore, the interface offers the tools to tune the programs while maintaining simplicity of programming. The set of routines provided by the interface is thus a trade-off between simplicity-of-use and flexibility. FLAG/C, as the rest of the APIs in the FLAME project, follows an object-oriented programming style similar to that of PETSc [6] or PLAPACK [10] . This paradigm hides programming details which usually entail most of the errors through the development process (basically the intricate indexing present in most traditional linear algebra codes and aspects related to the storage format of the matrices).
FLAG/C employs objects to represent matrices and vectors. An object in FLAG/C is defined with the FLAG_Obj datatype, and is implemented internally as a structure with the following attributes:
• data type of the elements of the object, • object dimensions (number of rows and columns), • address of element (1,1) of the object in the GPU memory, and • data layout of the bi-dimensional array for the object elements in the GPU memory. To illustrate the functionality and usage of the FLAG/C API, we first offer a simple code example which prepares the environment for the Cholesky factorization of a SPD matrix. Figure 1 shows a sequence of steps which perform the following operations:
• line 10: before any FLAG/C invocation the environment is initialized with routine FLAG_Init.
• line 19: the object A that will hold the matrix is created in the GPU memory.
• line 22: data stored in a local buffer in the CPU memory is transferred to the GPU memory using routine FLAG_set_from_buffer.
• line 28: calculation of the Cholesky factorization with the corresponding routine. Fig. 1 . Generic FLAG/C driver for the invocation of the Cholesky factorization routine Figure 2 implements a blocked variant of the Cholesky factorization using the FLAG/C API. The equivalent algorithm expressed using the FLAME notation is shown in Figure 3 (see variant 3 on the right side of the Figure) . The notation m(B) in the algorithm refers to the row dimension of B. We believe the rest of the notation is intuitive; for further details, see [14] , [15] . FLAME eases the derivation of all the algorithmic variants 
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FLAG_Cont_with_3x3_to_2x2( &ATL, &ATR, A00, A01, A02, of a dense linear algebra operation; the translation between the FLAME notation and C code is almost trivial (compare Figures 2 and 3 .) In addition, by using the FLAG/C interface, the code internally targets the graphics processor to attain better performance results. FLAG/C has a complete set of routines to partition and repartition objects. A comparison of Figures 2 and 3 (right) illustrates how the routines in FLAG/C for the partitioning (FLAG_Part_2x2), repartitioning (FLAG_Repart_2x2_to_3x3), and redistribution of the partitions (FLAG_Cont_with_3x3_to_2x2) track the movement of the thick lines in the algorithm. FLAG/C also provides a full interface for the three levels of the Basic Linear Algebra Subprograms (BLAS); see, e.g., lines 22-26 of Figure 2 . These routines are implemented as wrappers that encapsulate the indexing and storage details of the matrices, working with objects as defined above, and using a tuned implementation of the BLAS for the target graphics processor (CUBLAS [3] ) as the underlying BLAS implementation.
This simple example shows how, by increasing the abstraction level, complex index manipulation can be avoided in the codes, reducing programming errors and increasing the reliability of the implementations.
III. A PRACTICAL ANALYSIS OF PERFORMANCE
In this section we evaluate the flexibility, ease-of-use, and efficiency of the interface using the Cholesky factorization. Figure 3 shows all the unblocked and blocked algorithmic variants for the Cholesky factorization, obtained by applying the FLAME methodology. (The methodology details are out of the scope of the article, but a complete description can be found in [11] .)
A. FLAME methodology: algorithmic variants
The (unblocked) variants on the left side of the figure are expressed in terms of scalar operations; the (blocked) variants on the right cast the bulk of the computation in terms of level-3 BLAS operations. On current processors, with several levels of cache memory, it is possible to carefully orchestrate the memory accesses for these type of operations achieving high performance. A few studies on modern GPUs [8] , [7] , [9] show how, for this type of operations, these hardware accelerators can deliver up to 10× speed-ups compared with highly tuned implementations on a general-purpose processor, even taking into account the overhead introduced by the data transfers through the PCIExpress bus.
B. Codification of variants with the FLAG/C API
Some important decisions have been adopted in the development of FLAG/C routines for the Cholesky factorization. First, note how all variants of the unblocked implementations of the Cholesky factorization shown in Figure 3 calculate the square root of a scalar value. Given the dependencies of the factorization process, it is not possible to group many square roots in a single SIMD operation. However, performing just one operation on the GPU can introduce an important overhead associated with the thread creation and the execution of a kernel without the necessary computational load per element. Therefore, all the implementations discussed next compute the square roots on the CPU. We propose two different implementations for each algorithmic variant of the Cholesky factorization algorithm shown in Figure 3 .
1) Basic implementation:
The first group of implementations, which we call basic, retrieve each diagonal element to CPU memory, compute the square root there, and then send the result back to GPU memory. All remaining operations of the factorization are computed in the GPU. The transfers of the diagonal elements have to be explicitly inserted in the code in Figure 2 by the programmer (using simple routines from the FLAG/C API). The existence of transfer routines is justified as a tradeoff between simplicity-of-use and efficiency.
The basic implementations have two main sources of inefficiency. First, if the block size n b is small compared with the matrix size n, the factorization of the diagonal block performs many calls to level-1 and level-2 BLAS, with reduced computational load per call. For example, in Variant 3, flops each. For that example, we can avoid the penalty associated with the reduced computational load per call by increasing the block size; unfortunately, this option decreases the number operations performed in terms level-3 BLAS routines. Second, the basic implementations perform 2 transfers per matrix row/column, of size 4 bytes each (we assume real single-precision entries for the matrix). The cost of transferring a message of size t via the PCIExpress bus can be modeled as α + βt where α and β denote, respectively, the latency and bandwidth of the bus. Thus, as in general α β, it is important to design an alternative solution to group several tiny transfers into a larger message.
2) Hybrid implementations: Taking into account the much higher cost of the latency, the second family of implementations, called hybrid, can be viewed as a generalization of those in the basic implementations. In this case, the diagonal blocks of size n b are transferred to the CPU memory, factored there, and the result is then sent back to the GPU memory. All other operations are performed on the GPU.
The total transfer cost for this family of implementations can be modeled as
IV. EXPERIMENTAL RESULTS
In this section, we evaluate the efficiency of the FLAG/C API using several codes for the Cholesky factorization.
Performance results are reported in terms of MFLOPS, defined as the millions of flops per second. The number of flops is common to all the implementations, and can be modeled as n 3 3 , where n the dimension of the matrix. All measured times include the time required to initially transfer the whole matrix from CPU memory to GPU memory, and retrieve the Cholesky factor once the factorization is completed. For the blocked implementations, integer powers of 2 in the interval [1, 256] were evaluated for the block size, n b . The hardware setup is shown in Table I To evaluate the overhead introduced by FLAG/C, we have implemented all variants using LAPACK-style codes [12] replacing all BLAS calls from within the LAPACK codes with CUBLAS invocations. Also, to compare the performances 
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Algorithmic variants of the Cholesky factorization represented using the FLAME notation. Left: scalar implementations. Right: blocked implementations.
of the GPU with those of the CPU when executing FLAME codes, we have implemented all variants for the Cholesky factorization using the FLAME/C interface for CPUs.
Figures 4, 5, and 6 show, respectively, the performance attained on the GPU with the hybrid implementation of variants 1, 2, and 3 of the blocked Cholesky factorization. The left and right-hand sides of the figure show the performance, respectively, of the corresponding LAPACK-style and FLAG/C codes.
The results of this first experiment report that the overhead introduced by the FLAG/C interface is negligible. Indeed, with the scale used in the representations, it is not possible to distinguish any difference between the LAPACK-style and the FLAG/C implementations. The results thus confirm that the simplification in the development process does not lead to a penalty in the performance attained by these routines.
The three variants show a similar behavior as a function of the block size. For large n, the performance increases with n b up to a certain block size; from this point, the performance decreases. This threshold is reached when the gain introduced by invoking BLAS-3 routines with a larger block size is compensated by the penalty incurred by casting a larger part of the computational load in the factorization of the diagonal blocks. The range of block sizes evaluated for variant 1 are not large enough to reach this crossover point.
The correct choice of the algorithmic variant is critical to attain high performance. Variant 2 of the blocked implementation attains much higher performance than the other two. The difference is due to the specific Level-3 CUBLAS kernels involved in each variant. The analysis in [7] revealed that the kernel GEMM in CUBLAS 1.1 is highly tuned while others like TRSM or SYRK are not. The former kernel is precisely the routine which concentrates most of the computational load of variant 2. Note that the other two variants do not even invoke the GEMM kernel. It is also notable the irregular behavior in the performance of all three versions (see, for example, the attained performance when n = 4000.) This fact has already been observed in previous work [7] , [9] , with a solution based on padding proposed there. Memory access patterns on the GPU have a dramatic impact on the final performance of the algorithms. Thus, it is usual that, for matrix sizes that are an integer multiple of 16, the performance can be boosted by the data access pattern [9] . Figure 7 reports the performance attained by the GPU executing both implementations of variant 3 of the blocked Cholesky factorization routine; we obtained similar results for the other two variants of the routine. Comparing the performance of both alternatives, it is possible to conclude that hybrid implementations clearly outperform the basic ones, especially for small matrices. The difference in performance between both implementations progressively decreases with Figure 7) , the "weight" of factorizing the diagonal blocks compared with that of the full matrix factorization decreases as n is increased. In terms of the number of flops, this weight can be modeled as
which tends to zero when n is increased and n b is fixed.
To justify in more detail the differences observed in Figure 7 , we have measured the time required by the factorization of all diagonal blocks, and the time necessary to transfer these diagonal blocks from the GPU to the CPU and back. The first magnitude will be denoted by F 1 (n, n b ) and F 2 (n, n b ) for the basic and hybrid implementations, respectively, while the second magnitude will be denoted by T 1 (n) and T 2 (n, n b ), respectively. Figure 8 illustrates that F 1 (n, n b ) F 2 (n, n b ), in an experimental demonstration that it is not possible to amortize the overhead introduced by the initialization and start up of a large number of threads in the GPU for a low-cost linear algebra operation. This is precisely the case for the basic implementation and the GPU operations involved in the factorization of the diagonal blocks. As in this basic implementation there are progressively more CUBLAS invocations, the difference between both implementations steadily increases.
Another important observation that can be extracted from Figure 8 is that T 2 (n, n b ) < T 1 (n), with block sizes n b > 1. In addition, by increasing the block size, the difference between both values also gets larger until n b = 32, when the balance between the overhead of transferring the diagonal blocks is compensated by the smaller latency.
We can estimate the parameters of the model by a least squares fitting of the curve 1000α Time for the factorization of all diagonal blocks (F 1 (n, n b ), F 2 (n, n b )) and time required to transfer all these blocks (T 1 (n), T 2 (n, n b )) between the CPU and GPU memory spaces for the implementations of the blocked Cholesky factorization. Top: n = 2000. Bottom: n = 4000. matches the model α + βn, with α = 1.5968e −5 sec., and β = 2.9715e −9 sec./byte. Thus, max(1, α 4β ≈ 1343) 1, value for which the model estimates that T 1 (n) ≈ T 2 (n, n b ). The asymptotic bandwidth, that is, the observed bandwidth for those transfers with message size large enough to ignore the latency is 8 β×10 9 = 2.69 Gbit/sec. For both implementations of the CHOL_BLK algorithm, the number of messages and the amount of transferred data is the same in both directions (from and to GPU); in addition, given the limitations of CUBLAS 1.1, it is not possible to overlap data transfers and calculation on the GPU. Thus, the upper bound for the real peak bandwith will be 50% (4 GByte/sec.) of the maximum theoretical bandwith (8 GByte/sec.). However, our experimental study offers a real bandwidth which is only 8% of the former upper bound.
Finally, Figure 10 shows the performance of all three variants of the blocked Cholesky factorization routine on the CPU implemented using the FLAME/C interface. Comparing the results in this figure with those in Figures 4 , 5, and 6 it is possible to conclude that the GPU can accelerate up to 7 times the calculation of the Cholesky factorization in a general purpose CPU.
V. CONCLUSIONS
We have described a new API which facilitates the development of dense linear algebra codes on graphics processors, while extracting much of the high-performance of these architectures. Using the FLAME notation, the proposed library provides a wide-appeal tool to develop optimized codes for dense linear algebra with little effort.
The use of this library has been illustrated using the Cholesky factorization of a dense matrix, an operation of interest in the solution of certain dense linear systems. The analysis of several variants and implementations revealed some useful insights and optimization techniques for the G80 architecture.
