Abstract-The last few years have seen a drastic increase in the amount and the heterogeneity of NoSQL data stores. Consequently, exploration and comparison of these data stores have become difficult. Once chosen, it is hard to migrate to different data stores. Recently, a number of data access middleware platforms for NoSQL have emerged that provide access to different NoSQL data stores from standardized APIs. However, there are two key concerns related to: (i) the performance overhead introduced by these platforms, and (ii) the effort required to migrate between different data stores. In this paper, we present two complementary studies that provide answers to the above mentioned concerns for three of the most mature data access middleware platforms: Impetus Kundera, Playorm, and Spring Data. First, we evaluate the performance overhead introduced by these platforms for the CRUD operations. Second, we compare the cost of migration with and without these platforms. Our study shows that, despite their similarity in design, these platforms are still substantially different performance-wise. Both studies are complementary as they show the trade-off inherent in adopting a data access middleware platform for NoSQL: by allowing some performance overhead, the developer gain benefits in terms of portability and easy migration across heterogeneous data stores.
INTRODUCTION
T HE cloud computing paradigm promises high availability, elastic scalability, and thus offers increased flexibility. The benefits of cloud computing are in terms of lower upfront maintenance cost with higher scalability and availability, and therefore over the last few years, many applications have been built in or migrated to cloud environments [24] . However, the storage and computational requirements of such applications have pushed centralized databases to their limits [29] . For example, most of the popular Internet-based services such as Amazon, Google, and Facebook rely on storing and processing massive amounts of data at a scale at which traditional Relational Database Management Systems (RDBMSs) fall short [35] . Therefore, to address the shortcomings of traditional RDBMSs in handling large volumes of data, a number of specialized solutions -so-called "NoSQL" or "cloud data management" systems -have emerged.
NoSQL, which stands for not only SQL, is an umbrella term that refers to a wide range of data stores in which ACID transaction constraints have been relaxed to allow improved horizontal scaling and performance. The NoSQL nomer combines a wide range of document databases, column family stores, key-value stores, and graph-based databases [24] . In the last couple of years, NoSQL data stores have become increasingly popular for data storage and management "in the cloud" [9] .
Despite the appropriateness of NoSQL as cloud data management systems, there is, currently, a wide variety and heterogeneity among them. As stated by the CAP theorem [6] , trade-offs have to be made between key concerns such as consistency and availability in case of a partition when designing a horizontally scalable system, and each NoSQL data store makes different choices when it comes to these trade-offs [47] . Also, there is a lack of standardization: NoSQL technologies differ in data models, topology (master/slave versus peer-to-peer), replication policy, and application programming interfaces (APIs) and therefore, there is no standardized query interface.
The explosive growth and heterogeneity of NoSQL data stores is problematic for organizations and application developers that are interested in the benefits of NoSQL, but lack the expertise or resources to compare different offerings in depth. Indeed, technology exploration is expensive as it involves a steep learning curve, and requires expert knowledge. Furthermore, building applications against the native APIs of a NoSQL data store introduces the significant risk of technology, vendor, or provider 1 lock-in: an application that has been developed for a specific NoSQL technology or provider requires significant effort to be migrated to another one, a migration that in many cases involves dealing with technology disruption. Finally, these systems evolve quickly, and the number of NoSQL data stores keeps growing. For example, in 2011 only 50 NoSQL solutions were available, while currently over 150 solutions exist [33] . Similarly, the development APIs evolve in parallel with NoSQL systems. For example, for a long period of time, the Thrift APIs have been the preferred choice for Cassandra [2] , but these are now being replaced with the Datastax Javadriver [14] , which is based on binary CQL protocol [13] .
The problem of heterogeneity among NoSQL data stores has been recognized by both the industry [25] , [26] , [27] , [40] and the research community [7] , [39] , [43] , and this has given rise to a number of data access middleware platforms for NoSQL systems. These data access middleware platforms provide a uniform API for NoSQL solutions (many of them based on or inspired by the Java Persistence API (JPA)) and this middleware provides the translation of this uniform API into the native client APIs. The most notable examples are Impetus Kundera [27] , Playorm [26] , Hibernate OGM [25] , Spring Data [40] , and AppScale [43] . Although these middleware platforms are relatively new and evolve on a daily basis, they indeed provide a promising alternative for organizations that are interested in the benefits of NoSQL data stores. There is, however, still a limited understanding of the costs and trade-offs involved when adopting such data access middleware platforms.
We present a study of the trade-off between the performance overhead and the migration effort for heterogeneous NoSQL data stores. First, we run a series of performance benchmarks to investigate the significance of the performance overhead for the insert, read, update, and delete (CRUD) operations. Second, we perform a migration study comparing the cost of migration, in terms of the effort required (e.g., the development time, the impact on deployment) with and without using the selected data access middleware platforms. Both evaluations are applied in the context of a real application case and we compare three of the most mature open-source data access middleware platforms for NoSQL data stores: Impetus Kundera [27] , Playorm [26] , and Spring Data [40] .
The contributions of this paper are twofold: (i) we provide an empirical comparison of alternative data access middleware platforms and show that these platforms are very different in terms of performance overhead and migration cost, and (ii) we provide insights in the essential trade-off between performance overhead and migration effort that is inherent to using a data access middleware, and we substantiate these insights with empirical data. To our knowledge, this paper reports the first study related to data access middleware platforms that combines both the performance evaluation and the cost of migration when used with heterogeneous NoSQL data stores in a real distributed environment.
The remainder of this paper is structured as follows: Section 2 discusses the current state of data access middleware platforms for NoSQL data stores, while Section 3 elaborates our motivation and further illustrates the problem statement of this paper with the realistic application case study. Section 4 presents the study of performance overhead while Section 5, presents the study of migration cost required across multiple NoSQL data stores. Section 6 connects and contrasts our work with other related research. Finally, Section 7 concludes this paper and indicates directions of future work.
CONTEXT: THE CURRENT STATE OF DATA ACCESS MIDDLEWARE PLATFORMS FOR NOSQL
In this section, we first discuss the current state and the benefits of employing data access middleware platforms. Then, we elaborate on the typical underlying architecture of these platforms. Finally, we present the list of data access middleware platforms for NoSQL data stores and pick three middleware platforms for the study presented in this paper. Use of data access middleware platforms. The recent advent of data access middleware for NoSQL is similar to the evolution of RDBMSs. Specifically, the current state of practice in the development of distributed systems relies heavily on the existence of data access middleware platforms and ORM tools for relational databases (e.g., Hibernate ORM, JDO, EclipseLink). These systems rely on standardized APIs and frameworks (e.g., JDBC, ODBC, JP-QL, JPA, etc.) that allow the developer to access databases programmatically via a set of well-chosen abstractions [28] . The main benefits of employing data access middleware platforms are: (a) they decouple the application from the database, improving application and database portability, (b) they help to make the system more understandable and hide some of the complexity of the underlying data storage systems, thereby reducing the time and effort to perform database operations, (c) they help developers to get rid of writing complex data stores related SQL statements and to experiment with different storage systems with minimal migration effort, and (d) they provide a uniform data query and retrieval facilities. For these reasons, they are often also called abstraction layers.
Typical architecture of data access middleware platforms. As shown in Fig. 1 , applications are developed against a standardized, developer-friendly Abstraction API. The Data Access Service converts the incoming data to an intermediate representation and also implements middleware-specific features (e.g., caching to improve the read performance). The Data Storage Engine translates the intermediate representation into the Data Storage API, a uniform API for the different Pluggable Drivers. These Pluggable Drivers use the data store specific native client APIs to interact with each supported data store.
Data access middleware platforms for NoSQL data stores. Table 1 lists the most notable data access middleware platforms for NoSQL data stores. The second column provides information about the Abstraction API (e.g., JPA, REST) provided by these platforms, showing that in a Java context, JPA has become the de-facto standard [41] . As shown in the third column, some data access middleware platforms rely on third-party libraries to implement advanced search operators (e.g., AND, OR, LIKE, IN) which are not natively supported. As an example, Kundera relies on Lucene to implement the LIKE operator in Cassandra [41] .
Although they address similar goals, these platforms differ from each other in terms of (a) their support for different application technologies (e.g., AppScale [43] only supports Google App Engine (GAE) applications), (b) APIs and the abstractions provided by these middleware platforms, (c) advanced queries and the support for full-text search (e.g., Hibernate OGM [25] uses Hibernate Search for the full-text search whereas Kundera [27] uses Elasticsearch [21] ), and (d) the supported data storage systems (see Table 1 , fourth column): Kundera [27] , Appscale [43] , and Data Nucleus [12] support both relational SQL-based and NoSQL databases, whereas such support is not yet available in the other data access middleware platforms. It is important to note that these middleware platforms are under active development, and therefore, they constantly evolve and improve.
Data access middleware platforms selection. For the study presented in this paper, we picked three of most comparable data access middleware platforms: Impetus Kundera [27] , Playorm [26] , and Spring Data [40] (printed in bold in Table 1 ). These platforms are selected because they offer a JPA interface and support both Cassandra [2] and MongoDB [31] .
MOTIVATION AND PROBLEM STATEMENT
The motivation for this paper is based on our experiences with a number of multi-tenant SaaS applications, obtained in the context of several research projects in collaboration with industry [10] , [11] , [18] .
Application Case
The one such motivating case is a Log Management as a Service (LMaaS) application, a multi-tenant B2B cloud offering, that allows enterprises to maximize the value from their IT infrastructure and application logs. It provides services to monitor the entire infrastructure and perform complex analysis activities on the collected logs, e.g., detection of suspicious activity, performing log forensics, etc. Fig. 2 provides a schematic architectural overview of the LMaaS system. Integration with the on-premise infrastructure is accomplished by installing a Log Collector which aggregates the different log sources locally and communicates them to the LMaaS system. Scalable storage is a key enabler to realize the LMaaS service, i.e., scalable in terms of the sheer amount of data and the number of tenants (i.e., customer organizations) involved.
Problem Statement
Currently, most of the storage in the LMaaS system is realized with traditional relational database systems, but as outlined in Section 1, there are clear opportunities to adopt NoSQL technology to realize the LMaaS system. The selection of appropriate NoSQL technology is essential to achieve the desired level of performance, scalability, availability, and security (e.g., public cloud versus private cloud).
However, NoSQL is still a rapidly changing technology domain and due to the sheer heterogeneity involved, sideby-side comparison requires large development effort and expert knowledge, and is therefore costly. In addition, in the early prototyping phase, committing to certain technologies is also risky, as this might lead to vendor or technology The platforms in bold are selected for our evaluation. lock-in. Furthermore, developers are still experimenting with different NoSQL systems while building and optimizing their SaaS application services. Therefore, if both the SaaS application services as well as data storage systems change rapidly, a middleware in between is necessary to limit the impact of migration changes. Moreover, such a middleware facilitates experimentation and side-by-side comparison, and provides a good starting point for hybrid setups. Based on the current state of the middleware, as discussed in Section 2, it is clear that, in theory, data access middleware platforms can solve the problems caused by heterogeneity and limit the cost of technology disruption. Despite this clear motivation for adopting data access middleware for NoSQL data stores, two key questions remain: 1) Is the performance impact of such an intermediate data access middleware significant when compared to the overall performance of the NoSQL data store? 2) Are the APIs offered by these platforms sufficient to realize easy migration between NoSQL data stores? The next two sections address these questions in a comparative study, conducted in the context of the LMaaS system described above.
PERFORMANCE IMPACT
The first part of our study focuses on the performance impact, specifically the performance overhead introduced by the selected data access middleware platforms (Impetus Kundera, Playorm, and Spring Data). We focus specifically on answering the following questions:
Q1. Insert/Read Overhead: What is the performance impact of using the selected data access middleware platforms for insert and read operations? Q2. Update 2 /Delete Overhead: What is the performance impact of using these data access middleware platforms for update and delete operations? Q3. Data Scale Overhead: Does the performance overhead of these data access middleware platforms remain constant or does it increase with the increase in the data volume? Q4. Horizontal Scale Overhead: Does the number of nodes in a cluster have an impact on the relative performance overhead of the selected data access middleware platforms?
Section 4.1 presents the experiments and their setup to answer the four different questions discussed above. Then, Section 4.2 presents the results of this part of the evaluation, which are then summarized in Section 4.3.
Experimental Setup
The performance overhead of the selected data access middleware platforms is investigated for the insert, random read, update and delete (CRUD) operations. As explained in Section 2, search operations are not considered in this evaluation because such operations are not directly supported by the selected data access middleware platforms and require integration of third-party libraries. Apache Cassandra [2] is selected for the back-end data storage and set to be a constant throughout the performance experiments. Table 2 lists the hardware and Table 3 lists the software and APIs used for the evaluation on both client and server sides. As shown in Table 2 , all performance benchmarks were run on the same hardware with a typical NoSQL cluster environment consisting of commodity machines in a distributed setup.
The performance benchmarks involve four different implementation setups 3 : (i) Native: an implementation without using any of the selected data access middleware platform, but uses the native Cassandra-Thrift API (see Appendix A, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TCC.2015.2511756, for more information about the native client APIs for Cassandra), (ii) Kundera: an implementation that uses Kundera as a data access middleware platform, (iii) Playorm: an implementation that uses Playorm as a middleware platform, and (iv) Spring Data: an implementation that uses Spring Data as a middleware platform. The Native setup represents situation in which no data access middleware is used and therefore is the baseline for comparing the performance overhead introduced by the selected data access middleware platforms. Fig. 3a represents situation in which the application uses a data access middleware platform, whereas Fig. 3b represents the situation in which the application directly uses the native client API. The overhead of each implementation setup that uses a data access middleware platform is calculated by comparing the performance of the selected data access middleware platform (a + b + c + d in Fig. 3a ) with the performance of the baseline that uses a native client API (d in Fig. 3b ). We assume that the choice of a specific backend storage system has no significant influence on the performance overhead of the selected data access middleware platforms and therefore can be factored out. 4 To avoid skewing the results, we repeat these experiments multiple times for each implementation setup and we present the average results.
To answer Q1, Q2, and Q3, Cassandra is deployed on a five-node cluster. For Q1, the performance overhead is evaluated for the insert and random read operations and for Q2, the performance overhead is evaluated for the update and delete operations. The overhead of these operations is evaluated on a large data volume, which involves 1,280,000 Log entries.
For Q3, the performance overhead is measured for CRUD operations by running a number of different scenarios. Each scenario considers Log entry volumes ranging from 10,000 to 1,280,000. The goal is to analyze whether the overhead introduced by these middleware platforms is constant regardless of the data volume.
To answer Q4, Cassandra is deployed on three alternative deployment setups involving a single node, a threenode, and a five-node cluster. The goal is to evaluate the relative overhead in the context of a realistic setup and analyze whether the overhead decreases when the back-end (i.e., number of nodes) is more complex. The performance overhead of the selected middleware platforms is measured for CRUD operations by running a scenario involving 1,280,000 Log entries.
For comparability of the results, all four implementation setups are configured to use the same Cassandra installation. The replication_factor is set to a constant which is 1 for all implementation setups throughout the performance experiments.
Performance Impact Results
This section presents the results of our performance benchmarks and as such shows the performance impact of the selected data access middleware platforms for NoSQL data stores.
Insert/Read Overhead
The first experiment is designed to evaluate the performance overhead of the selected data access middleware platforms for insert and random read operations on a fivenode cluster (addressing Q1). The results of this experiment are presented in Fig. 4 .
The performance overhead of selected platforms, mainly the overhead of Spring Data for the insert operation as well as random read operation is higher when compared to Kundera and Playorm. For the insert operation, the average overhead introduced by Kundera is 0:77 ms, the average overhead of Playorm is 1:18 ms, and the average overhead of Spring Data is 1:26 ms, which corresponds to 23, 35, and 37 percent overhead of the actual insert time (Native), respectively. In case of the random read operation, the average overhead introduced by Kundera, Playorm, and Spring Data is 0:16, 0:10, and 1:03 ms. That is to say, 5, 3, and 31 percent overhead of actual read time (Native), respectively.
Update/Delete Overhead
This experiment is designed to evaluate the performance overhead of the selected data access middleware platforms for update and delete operations on a five-node cluster (addressing Q2). The results of this experiment are presented in Fig. 5 .
For the update operation, the average overhead introduced by Kundera is 0:73 ms, which is 23 percent overhead of an actual update time (Native). The average overhead of Playorm is 0:92 ms, and the average overhead of Spring Data is 1:02 ms which corresponds to 29 and 32 percent overhead, respectively. The performance overhead of the selected data access middleware platforms is significant for the delete operation. In case of the delete operation, the average overhead of Kundera, Playorm, and Spring Data is 2:98, 1:42, and 4:25 ms, that is to say, 100, 47, and 142 percent overhead respectively.
Data Scale Overhead
The evaluation presented in Sections 4.2.1 and 4.2.2 focused on storing, reading, updating and deleting large amounts of data. However, the question remains whether or not the overhead introduced by the middleware platforms is constant regardless of the data volume or if the data volume has any sort of influence on the performance overhead (addressing Q3). Therefore, for this evaluation, the performance impact of the selected data access middleware platforms is evaluated by inserting, reading, updating, and deleting a number of data entries in different data volumes (starting from 10 K up to 1;280 K). Fig. 6a presents the performance results of the insert operation. As we can see, the average performance overhead introduced by the selected data access middleware platforms is more or less constant, regardless of the data volume. There are no big variations in terms of overhead at different data volume. Fig. 6b shows the performance results for the random read operation. Initially, the average overhead increases slightly with the amount of data read and then more or less becomes constant again with only small variations. However, compared to Kundera and Playorm, the average overhead of Spring Data is significant for the read operation. Fig. 6d shows the performance overhead results for the delete operation. Again, the average overhead introduced by data access middleware platforms is more or less constant, but as we have shown in Section 4.2.2, very significant compared to the baseline.
Horizontal Scale Overhead
The performance overhead for CRUD operations on a fivenode cluster has been discussed in Sections 4.2.1 and 4.2.2 respectively. Although NoSQL data stores are specifically designed to run in a distributed setup (i.e., multiple machines running NoSQL systems in a large data center), but a single node setup is used in practice as well (e.g., small web applications). Therefore, it is essential to evaluate the performance overhead of the selected data access middleware platforms for both a single node setup as well as a multi-node setup (addressing Q4). The goal is to get a preliminary idea of the overhead that can be introduced by the selected data access middleware on different deployment setups (i.e., on a single node, a three-node, and a five-node cluster). Figs. 7a, 7b, 7c , and 7d present the relative overhead introduced by the selected middleware platforms at the volume of 1,280,000 data entries for CRUD operations. Fig. 7a presents the performance results of the insert operation. The average overhead of Kundera is 1:2 ms on a single node, 1:0 ms on a three-node, and 0:77 ms on a fivenode cluster, which corresponds to 57 percent overhead of an actual insert operation (Native) on a single node, 33 percent overhead on a three-node, and 23 percent on a fivenode cluster. Playorm introduces an average overhead of 1:3, 1:42, and 1:18, which corresponds to 62, 47, and 35 percent overhead of an actual insert operation (Native) on a single node, a three-node, and a five-node cluster respectively. The average overhead of Spring Data is 1:34 ms which corresponds to 64 percent overhead, 1:52, and 1:26 ms which corresponds to 50 percent overhead and 37 percent overhead of an actual insert operation (Native) on a single node, a three-node, and a five-node cluster respectively. Fig. 7b presents the performance results of the random read operation. In case of the random read operation, Kundera introduces an average overhead of 0:32 and 0:27 ms which is 16 percent overhead and 9 percent overhead of an actual read operation (Native) on a single node and a threenode cluster. However, in case of a five-node cluster the average overhead of Kundera decreases to 0:16 ms which corresponds to 5 percent. The average overhead of Playorm is more or less similar to the overhead of Kundera with a small variation on different deployment setups. Playorm introduces 10 percent average overhead of an actual read operation (Native) on a single node, 7 percent on a three-node, and 3 percent on a five-node cluster. Spring Data introduces an average overhead of 0:74, 1:00, and 0:93 ms, which is 36 percent overhead of an actual read operation (Native) on a single node, 34 percent on a three-node cluster; however, in case of a five-node cluster, the overhead reduced to 28 percent.
For the update operation as shown in Fig. 7c , Kundera introduces an average overhead of 1:10, 1:20, and 0:73 ms which corresponds to 59, 47, and 23 percent overhead of an actual update operation (Native) on a single node, a threenode, and a five-node cluster respectively. The average overhead of Playorm is 1:22 ms, which is equal to 65 percent overhead of an actual update operation (Native) on a single node, 1:49 ms, which is 58 percent overhead on a threenode cluster, and 0:92 ms, which is 29 percent overhead on a five-node cluster. Spring Data introduces an average overhead of 1:24 ms on a single node, 1:57 ms on a three-node, and 1:02 ms on a five-node cluster, which corresponds to 66, 62, and 32 percent overhead. Fig. 7d presents the performance results of the delete operation. As shown, Kundera introduces an average overhead of 2:15, 2:62, and 2:98 ms, that is to say, 117 percent overhead of an actual delete operation (Native) on a single node, 110 percent on a three-node cluster, and 100 percent on a five-node cluster. The average overhead of Playorm is 1:43 ms, which is 78 percent, 1:83 ms, which is 77 percent, and 1:42 ms, which is 47 percent overhead of an actual delete operation (Native) on a single node, a three-node, and a five-node cluster respectively. Spring Data introduces an average overhead of 3:25, 4:13, and 4:25 ms which corresponds to 178 percent overhead of an actual delete operation (Native) on a single node, 173 percent on a three-node cluster, and 142 percent on a five-node cluster.
Discussion of the Results
We examined the overhead introduced by the selected data access middleware platforms on different deployment setups. The average absolute overhead introduced by these platforms on different setups is summarized in Table 4 for the insert and random read operations and in Table 6 for the update and delete operations. Similarly, the average relative overhead introduced by the selected platforms is presented in Table 5 for the insert and random read operations and in Table 7 for the update and delete operations.
Discussion on Q1
Overall, the obtained data presented indicates that the insert operation is more costly than the random read operation using data access middleware platforms. The random read operation introduces less performance overhead because the cost of translation from the Abstraction API (a in Fig. 3a) to the Data Storage API (c in Fig. 3a) is high for the insert operation. The main reason for this is that the insert operation involves the entire entity, whereas the random read operation only involves the identifier of the entity. Also, a cache hit 5 occurs more frequently for the random read operation where the future requests for that data can be served faster. The performance overhead of Spring Data is significant for insert and random read operations when compared to the overhead of Kundera and Playorm. Spring Data introduces more performance overhead compared to Kundera and Playorm for the random read operation because we believe that it does not use a cache to improve the performance of random read operations. However, by looking at Table 5 , we can see that the performance overhead of Spring Data is more or less similar to the overhead of Playorm for the insert operation, but is mainly significant for the random read operation on different deployment setups. Kundera performs better than Playorm and Spring Data for the insert operation and introduces less performance overhead. For the random read operation, both Kundera and Playorm perform better than Spring Data and introduce more or less the same performance overhead with small variations on different deployment setups. Playorm performs better than Kundera which in turn performs better than Spring Data for the random read operation. Table 7 summarizes the performance results of the update and delete operations on different deployment setups. As with many Big Data applications, the LMaaS application relies extensively on insert and read operations, and less on update and delete operations. However, we included benchmarks for update and delete operations in our study for the sake of completeness. We have learned that there are performance overhead differences between the selected data access middleware platforms when compared to the baseline (Native). These differences are significant mainly for the delete operation. The delete operation is costly and the selected data access middleware platforms introduce significant performance overhead on all deployment setups.
Discussion on Q2
We believe that the use of JPA is a potential cause of this significant overhead introduced in the case of the delete operation. The traditional approach requires the database to read data before performing an update or delete operation. These operations require seek, which is unnecessarily expensive when the performance matters. One of the key features of NoSQL data stores is to improve the performance and, as such, most of the NoSQL data stores do not update and delete data in-place on disk for performance reasons. For example, Cassandra does not update or delete data in-place on disk to improve the performance. In Cassandra, SSTable files are immutable [16] . Therefore, every update and delete operation in Cassandra is a new insert operation, which does not require the reading of data first using native APIs. However, in case of a JPA where the operations are performed on entity level, data needs to be read first, before performing delete operations on an entity. This combines the cost of reading and writing data together and therefore increases performance overhead.
The overhead of Spring Data is significant when compared to the overhead of Kundera, and Playorm for the delete operation. This is mainly because the overhead of Spring Data for the read operation is significant which affects the overall performance of the delete operation.
As shown in Table 7 , the performance overhead of the selected data access middleware platforms for the update operation is more or less similar to the insert operation because every update operation is an upsert operation in NoSQL data stores, meaning: insert if the record does not already exist, otherwise update it.
Discussion on Q3
We have shown that the overhead of the selected data access middleware platforms is constant and there is no correlation to the amount of data being manipulated (the data scale). The small variations, mostly visible before 80,000 data entries, are at the maximum level of 0:10 ms, which are small enough to be ignored.
Discussion on Q4
We have shown that the relative overhead of the selected data access middleware platforms is most significant on a single node setup. However, the relative overhead decreases with an increasing number of nodes as shown in Tables 5 and 7 . For example, the relative overhead introduced by Kundera for the insert operation is 57 percent on a single node, but decreases to 23 percent with an increasing number of nodes. As discussed in Section 4.1, the replication_factor is set to 1 which means that there is one copy of each row. The data is equally distributed over the storage nodes. The relative overhead decreases because in case of a multi-node setup, back-end storage systems require more time to service the requests and thus the latency between the storage systems for inter-node communication comes into play. This increases the performance of the native client and therefore, decreases the relative overhead of the data access middleware platforms.
We have also noticed that there are small variations in the absolute overhead. The absolute overhead of the data access middleware platforms decreases slightly with an increasing number of nodes for the insert, random read, and update operations, but increases for the delete operation as shown in Tables 4 and 6 . These variations are small enough to be ignored. However, it remains to be determined why the absolute overhead introduced by the selected middleware platforms decreases for all other operations, but increases slightly for the delete operation.
Threats to Validity
This section presents the threats to validity that can compromise the results of this performance study.
Internal validity. The most noteworthy threat to the validity of our conclusions relates to our performance overhead calculation for the Spring Data middleware. These calculations may be skewed because we employed the measurements for the Native implementation as the baseline for the comparison to calculate the performance overhead for all three middleware. The Native implementation uses the Cassandra-Thrift API underneath, while Spring Data does not use the Cassandra-Thrift API, but the DataStax Java-driver API. Other studies [3] , however, show that the performance difference between these APIs is typically not very large (at the scale of 0.01 ms), and as such, the measurements for the Cassandra-Thrift API are expected to be in the same ballpark as those for the DataStax Java-driver API.
External validity. The main threat to external validity is the fact that we have experimented with only one (albeit representative) application, the LMaaS application which is the prototype of an actual SaaS application. It is a typical NoSQL application which stores a stream of logs to be able to analyze the suspicious activities. The scalability and availability requirements are the priority concerns of the application. All the log information is stored in a single Log entity and there are no associations between the entities. The performance overhead of the selected data access middleware platforms might vary if we consider an application which has associations between the entities. We expect, in such a case, the performance overhead will be higher because of the cost of translation involves multiple entities to be examined.
In this study, we made the implicit assumption that the choice of a specific back-end storage system has no significant influence on the performance impact of the selected data access middleware platforms. More specifically, we assumed that the impact of the back-end is more or less constant and therefore can be factored out of the equation. To validate this and to improve our confidence in the assumption, we ran the experiments again on a single node setup, this time using MongoDB as the back-end storage system instead of Cassandra. The results of these experiments are presented in Table 8 , next to the results obtained with Cassandra as the back-end storage system.
These results indicate that the assumption is valid for Kundera and Playorm, but invalid for Spring Data: there are no big variations in terms of performance overhead for Kundera and Playorm using both Cassandra and MongoDB as back-end data storage systems. The small variations are negligible because even a delay of 0:10 ms results in 5-20 percent increase in the performance overhead. However, our experimental results show more significant variations in the case of Spring Data for which the performance overhead seems to depend on the specific back-end storage system. Although this warrants further research, we believe that Spring Data introduces variations mainly because it lacks a uniform API for heterogeneous back-end data stores. Therefore, in order to ran the experiments again using MongoDB as the back-end storage system, we had to adopt a different API which offers a different set of classes. We discuss in-depth why Spring Data is different in Section 5.3.
COST OF MIGRATION
The second part of our study focuses on the effort required to migrate across heterogeneous NoSQL data stores: Cassandra [2] and MongoDB [31] . We selected these data stores because they are the most popular and representative data stores and they support very different data models (i.e., MongoDB is a document storage system, whereas Cassandra is a wide column store), programming model, and support for available queries. Consequently, migration from MongoDB to Cassandra or vice versa is a non-trivial activity. Migration usually involves both porting the application as well as migrating the data to different data stores. In this study, we focus on the former.
In Section 5.1, we discuss the prototype implementations of the LMaaS system in terms of APIs and data storage systems used for the migration study. Then, Section 5.2 presents the results of migration study, which are then summarized in Section 5.3.
Experimental Setup
Our migration study includes five prototypes of the LMaaS system: (i) Prototype Cassandra uses Cassandra [2] for the data storage and the Datastax Java-driver 6 [14] as the native client API to interact with Cassandra (see Appendix A, available in the online supplemental material, for more information about the native client APIs for Cassandra), (ii) Prototype MongoDB uses MongoDB [31] for the data storage and the Java MongoDB driver as the native client API to interact with MongoDB (see Appendix A, available in the online supplemental material, for more information about the native client APIs for MongoDB), (iii) Prototype Kundera uses both selected NoSQL data stores, Cassandra [2] and MongoDB [31] for the data storage and the Kundera [27] as an abstraction API to interact with these NoSQL data stores, (iv) Prototype Playorm uses Cassandra [2] and MongoDB [31] for the data storage and the Playorm [26] as an abstraction API to interact with the selected NoSQL data stores, and (v) Prototype Spring Data uses both NoSQL data stores, Cassandra [2] and MongoDB [31] for the data storage and the Spring Data [40] as an abstraction API to interact with these data stores.
All these prototype implementations run on Tomcat 7. We compared the required effort by port the prototype implementations from Cassandra to MongoDB and vice versa. We specifically focus on the lines of code (LOC) and lines of configuration (LOConfig) files that were changed.
Migration Cost Results
In this section, we discuss the migration cost results for all the prototype implementations of the LMaaS system discussed above. Section 5.2.1 discusses the migration results for the prototype implementations that directly use the native client APIs offered by the NoSQL data stores, while Section 5.2.2 discusses the migration results for the prototype implementations that use the selected data access middleware platforms.
Results for Native Client APIs
The migration cost results of the prototype implementations that use the native client APIs are presented in Table 9 . Spring Data 64% 36% 66% 178% 144% 25% 100% 145%
6. The Datastax Java-driver is preferred over the Cassandra-Thrift API because of the abstraction it provides and thus reduces the migration cost, development time, and effort.
The first row of the Table 9 shows that the Prototype Cassandra required 120 LOC to be changed to port the prototype implementation from Cassandra data store to the MongoDB data store, which corresponds to 30 percent of the entire prototype. Porting Prototype MongoDB, required changing 200 LOC to port the prototype implementation from MongoDB to Cassandra, which corresponds to 50 percent of the entire prototype, as shown in the second row of Table 9 . The native APIs do not rely on configuration files.
Results for Data Access Middleware Platforms
The migration results of the prototype implementations that use data access midddleware platforms are presented in Table 10 .
As shown in the first row of Table 10 , the Prototype Playorm only required changing 5 LOC to port the prototype implementation from Cassandra to MongoDB and vice versa, which corresponds to 1:25 percent of the entire prototype. In Playorm, the data store specific configuration is specified in the application code as shown in Listing 1.
On the other hand, the Prototype Spring Data required changing 85 LOC which corresponds to 21:25 percent of the entire prototype to port from Cassandra to MongoDB and 60 LOC (15 percent of the entire prototype) had to be changed to migrate the prototype implementation from MongoDB to Cassandra as shown in the second row of the Table 10 .
In case of Prototype Kundera, only 3 LOConfig which corresponds to 0:75 percent of the entire prototype were changed to migrate from Cassandra to MongoDB and vice versa as shown in the last row of the Table 10 . In Kundera, the data store specific configurations are defined in the persistence.xml configuration file which is the standard way of defining configurations in JPA. In this file, each data store configuration is defined as a persistence-unit that contains a number of properties specific to a data store as shown in Listing 2.
Discussion on Migration Cost
We have conducted a study to examine the cost of migration across heterogeneous NoSQL data stores using the selected data access middleware platforms compared to the native client APIs. The performance impact evaluation of Section 4.3 has shown that the selected data access middleware platforms come with a performance cost. This study sheds some light on the flipside of the coin by showing that these platforms provide benefits in terms of easy migration across NoSQL data stores. Our evaluation shows that the selected data access middleware platforms significantly simplify migration across heterogeneous NoSQL data stores when compared to the native client APIs.
Furthermore, Kundera and Playorm require less development time for migration, making it easy to migrate across multiple data stores with limited effort. Moreover, an application that is developed using Kundera or Playorm requires the same LOC to be changed to migrate across supported data stores.
In the case of Spring Data, the required development effort is higher in terms of changed LOC. Although Spring Data also addresses the heterogeneity problem, it lacks a uniform API that offers a set of features implemented by a number of heterogeneous NoSQL data stores (i.e., the Abstraction API (a) depicted in Fig. 3) . Instead, it provides a different module for each supported NoSQL data store which offers a different API to the developers. Hence, porting an application to different NoSQL data stores supported by Spring Data requires re-implementing against these APIs and thus involves changing substantially more LOC. Another important factor to consider is the type of change required to port across the heterogeneous NoSQL systems which reflects the (re)deployment of an application. In Prototype Playorm and Prototype Spring Data, the application code needs to be changed, and therefore the application has to be (re)compiled and (re)deployed. In case of Prototype Kundera however, this is done in the configuration file which is the standard way of defining a data store specific information. In Kundera, neither the code of the prototype implementation needs to be changed, nor the application code needs to be (re)compiled and (re)deployed as the data stores can be (re)configured at run time. Migrating to and from another SQL or NoSQL data store (e.g., HBase, CouchDB, Redis, MySQL) that is supported by Kundera only requires 3 LOConfig changing in the persistence. xml configuration file.
In the case of native client APIs, in which both prototypes use native libraries, Prototype Cassandra and the Prototype MongoDB require the same operations to be supported for Cassandra [2] and MongoDB [31] . As a consequence, this requires substantial (re)writing of the application code. Additionally, both native prototypes involve different data models to be adopted, hence requiring significant learning curve to deal with this heterogeneity.
Threats to Validity
The most obvious threats to the validity relates to the prototype implementation used for the migration study. The study is conducted on a small prototype implementation. The main objective of this study is to highlight the benefits of using data access middleware platforms. More specifically, the benefits offered by data access middleware platforms in terms of easy migration. However, we expect in larger applications the cost of porting across heterogeneous NoSQL data stores when used with different data access middleware platforms (e.g., Kundera, Playorm) will be the same.
RELATED WORK
This section discusses three domains of related work: (i) heterogeneity support, (ii) performance studies, and (iii) migration studies.
Addressing Cloud Heterogeneity
The increasing popularity of NoSQL data stores has spawned the interesting research on middleware dealing with heterogeneity and support interoperability and portability. The problem of heterogeneity among the NoSQL systems has been recognized by both the industry [25] , [26] , [27] and the research community [4] , [7] , [8] , [17] , [42] . Similarly, there are a number of other research works [5] , [19] that provide a federated cloud storage system to integrate diverse public cloud storage providers. These works aim to: (i) hide the complexity of using different interfaces provided by these public cloud storage providers, and (ii) use multiple public cloud storage systems to get composite benefits as well as avoid vendor and technology lock-in.
In our previous work [37] , we investigated the heterogeneity problem across PaaS platforms by building an abstraction API, supporting different NoSQL systems for a common PaaS service in a hybrid cloud environment. The work addresses the challenges of heterogeneity and support application portability across the PaaS platforms in a hybrid setup; however, we have learned that this heterogeneity, in terms of different data storage systems, exists even within a single cloud environment (e.g., private cloud). The work clearly indicates the need to address the heterogeneity problem, improve database portability, and tackle vendor/technology lock-in.
Performance Studies
The applicability and the performance evaluation of NoSQL data stores has been studied before [9] , [15] , [22] , [36] , [44] , [45] . However, to the best of our knowledge, there is no systematic study that characterizes both the performance overhead as well as the cost of migration in data access middleware platforms when used with NoSQL data stores.
Storl et al. [41] studied the state-of-the-art in objectrelational mappers and dedicated object-NoSQL mappers that can handle heterogeneous NoSQL data stores. The authors study the performance of the abstraction layers for NoSQL data stores with a focus on the run-time performance which is comparable to the first part of our study. The main difference to our work is that we perform a more extensive (e.g., a multi-node setup) performance evaluation and consider other popular data access middleware platforms (e.g., Spring Data, Playorm). Their research states several interesting conclusions worth discussing in relation to our study: (i) when reading the data, there are small run-time performance differences between the native and the abstraction APIs, whereas we have learned that the conclusion is not valid for all abstraction APIs (i.e., the overhead of Spring Data is significant for the read operation), (ii) they conclude that the overhead of abstraction APIs is significant for the write operation, which we confirmed in our performance study, and (iii) their research concludes that the back-end storage system has an influence on the performance overhead of these abstraction APIs. In Section 4.3.5, we investigated further to analyze the impact of the back-end on the performance of data access middleware platforms and learned that this conclusion does not hold for all the abstraction APIs.
Another related work is the research conducted by Bunch et al. [8] . The authors present AppScale: a Platformas-a-Service (PaaS) cloud infrastructure. AppScale is a platform that provides a uniform API, enabling different NoSQL systems to be evaluated. In their research, the focus is on the performance evaluation of heterogeneous NoSQL systems using AppScale platform, but they don't quantify the performance overhead of AppScale, which is the focus of our research.
In another similar study, the research conducted by van Zyl et al. [46] gain insight into the performance differences of using two persistence mechanism such as object databases (i.e., db4o) and object-relational mapping (ORM) tools (i.e., Hibernate ORM) to communicate with relational databases. In their research, the focus is only on the relational model, whereas our research focus on broader aspect, address heterogeneity, and cover NoSQL data stores which follow different data models (e.g., document oriented data model and wide column).
Migration Studies
Data migration across heterogeneous NoSQL systems is a non-trivial activity due to the heterogeneity in these technologies. Some Database-as-a-Service (DBaaS) providers provide tools to import and export data from their data stores. However, the usage of such a tool is limited to a specific NoSQL storage system and does not address the vendor lock-in.
Another research conducted by Scavuzzo et al. [38] focuses on data migration across columnar NoSQL data stores. The authors proposed an extensible system that can be used to migrate data across different NoSQL data stores. The system allows developers to easily add a support for the new data store. The goal of their research is to provide a platform for easier migration across columnar NoSQL data stores. However, the key differences is that they have only focused on data migration in terms of the performance cost while our research focuses on the development effort required to migrate across multiple NoSQL data stores.
CONCLUSION AND FUTURE WORK
We have conducted an in-depth study of the trade-off between the performance overhead and the cost of migration, inherent to the decision of using data access middleware platforms. We present two complementary studies in which we compare three Java-based data access middleware platforms for NoSQL systems: Impetus Kundera, Playorm, and Spring Data. These platforms are inevitable to achieve portability, interoperability, and easy migration across NoSQL storage systems. Due to the heterogeneity and increasing popularity of NoSQL data stores, we believe that such a middleware platform will become increasingly useful in the near future.
Our performance study shows that, despite these platforms are similar in design, there are still substantial differences in terms of performance which indicates different levels of maturity. In general, the extent of the performance overhead depends highly on the nature of the operation, the delete operation being the most costly. In particular, we have demonstrated that by allowing some performance overhead, the developer gain benefits in terms of portability and easy migration across heterogeneous data stores. Our studies show that Kundera is ahead of the studied systems, introduces less performance overhead, and requires the least migration effort. This study also highlights the limitations of using JPA in case of NoSQL data stores, notably for the delete operation and raises the question if this standard is suitable for NoSQL systems.
The work presented in this paper forms the foundation of our ongoing research. Based on our experience with the initial evaluation, we have several short and long-term goals. In the future, we first plan to extend our evaluation to include search operations. Second, we plan to consider other data access middleware platforms and conduct our benchmark in extended setups, e.g., spanning multiple availability zones on the server side, to evaluate the overhead of these platforms. In another line of work, we want to confirm our findings with other benchmarks (e.g., YCSB [9] ). Finally, we intend to extend our migration study by also taking into account the cost to migrate data across heterogeneous data storage systems.
