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Finding a good compromise between the exploitation of known resources and the exploration of
unknown, but potentially more profitable choices, is a general problem, which arises in many different
scientific disciplines. We propose a stylized model for these exploration-exploitation situations,
including population or economic growth, portfolio optimisation, evolutionary dynamics, or the
problem of optimal pinning of vortices or dislocations in disordered materials. We find the exact
growth rate of this model for tree-like geometries and prove the existence of an optimal migration
rate in this case. Numerical simulations in the one-dimensional case confirm the generic existence
of an optimum.
PACS numbers: 68.35.Rh
The exploration-exploitation tradeoff problem per-
vades a large number of different fields (see [1] and the
many references therein). Two early examples concern
the management of firms [2] (should one exploit an al-
ready known technology or explore other avenues, po-
tentially more profitable, but risky?) and the so-called
multi-arm bandit problem [3] (sticking with the seem-
ingly most profitable arm to date, or switching in search
of potentially more profitable ones?). Clearly, this is a
universal paradigm that ranges from population growth
and animal foraging to economic growth, investment
strategies or optimal research policies. As we will show
below, the same issues also arise, in a slightly disguised
form, in the context of vortex or dislocation pinning by
impurities, and are relevant for material design. Intu-
itively, neither staying at the same place (and missing
interesting opportunities) nor changing places too rapidly
(and failing to exploit favorable circumstances) are opti-
mal strategies. An optimal, non zero search rate should
thus exist in general. However, there are no exactly solv-
able cases where the exploration-exploitation tradeoff can
be investigated in details. The aim of this paper is to
propose a general, stylized model for these exploration-
exploitation situations, which encompasses all the exam-
ples given above. We obtain exact solutions of this model
in two cases (a fully connected and a tree geometry), for
which we explicitely prove the existence of a non-trivial
optimal search rate. Euclidean geometries are also con-
sidered, as these correspond to physical situations, like
the pinning problem alluded to above. In this case, per-
turbation theory and numerical simulations confirm the
existence of an optimum as well.
Our model describes the dynamics of a quantity we
generically call Zi, defined on the nodes i of an ar-
bitrary graph, that evolves according to the following
equation[4]:
∂Zi(t)
∂t
=
∑
j 6=i
JijZj(t)−
∑
j 6=i
JjiZi(t) + ηi(t)Zi(t). (1)
The first two terms encode “migration” effects, with Jij
the migration rate from j to i. The last term describes
the growth (or decay) of the quantity Zi with a random
growth rate ηi(t). We will choose ηi to be Gaussian, cen-
tred and uncorrelated from site to site, with a exponential
time-correlator:
〈ηi(t1)ηj(t2)〉 = δij σ
2
2τ
e−
|t1−t2|
τ . (2)
Our qualitative conclusions are however independent of
the precise form (2), provided correlations decay on a
finite scale τ , which will play an important role in the
following.
Many different problems are described by Eq. (1).
Population dynamics (bacteria, humans, animals) is one
example with Zi the number of individuals around site
(or habitat) i. In this setting, ηi(t) encodes the local
balance between beneficial and detrimental effects on
population growth [5] (i.e. quality and quantity of re-
sources/nutrients, climate, illnesses, etc.). A slightly dif-
ferent interpretation can be given in the context of evo-
lutionary dynamics, where the sites i correspond to dif-
ferent alleles and the Jij are mutation rates. In the con-
text of pinning problems, Zi corresponds to the partition
function of a linear object of length t (polymers, vortices,
dislocations), ending on site i, that can hop between sites
and interact with a local random pinning potential ηi(t)
[6]. In an economics setting, Eq.(1) can be interpreted
as describing the dynamics of the wealth of individuals
that exchange and invest in risky projects, or of the to-
tal activity in a sector of the economy i, that may shift
from one sector to another, and grow or decay depending
on innovations, raw material prices, etc. Another inter-
esting application is that of portfolio theory, where Zi is
the amount of money invested in asset i [7]. Then ηi(t) is
the return streams of this assets and the Jij describe the
reallocation of the gains made on some assets towards
the rest of the portfolio. Without this rebalancing the
portfolio would end up being concentrated in one (or a
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2few) assets only (see e.g. [8], pp. 37-38), and hence be
exceedingly risky.
In the case where Jij ≡ J and the nodes i are on a
regular lattice in d dimensions, Eq. (1) is a discretized
version of the “stochastic heat equation”,
∂Z(~x, t)
∂t
= J∇2Z(~x, t) + η(~x, t)Z(~x, t). (3)
Upon a Cole-Hopf transformation Z = eh, this equation
maps into the celebrated KPZ equation ∂th = J∇2h +
J(∇h)2 + η that appears in a wide variety of domains:
cosmology & turbulence [9, 10], surface growth [11, 12],
directed polymers [6] or Hamilton-Jacobi-Bellmann opti-
misation problems [13].
A host of exact results have recently been obtained
for the one dimensional (d = 1) case, in particular con-
cerning the scaling properties of the fluctuations of the
h-field (for a review, see [14]). Here, however, we will not
be concerned with these fluctuations but interested in the
long-time average “velocity” c of the h-field, defined in
the discrete case as:
c := lim
t→∞
1
Nt
N∑
i=1
lnZi(t), (4)
where N is the total number of sites. This velocity c
has a clear interpretation in all the examples mentioned
above: it represents the average asymptotic growth rate
of the population, or of the economic wealth in models
of growth, the free-energy of the polymer, vortex, etc.
in the context of pinning. It is therefore very natural to
look for the maximum of this quantity as a function of
the parameters of the model, since these will correspond
to optimal situation – either in terms of population, eco-
nomic or portfolio growth, or in terms of pinning effi-
ciency, which is relevant for material design, for example
superconductors with high critical currents [15]. In this
case, so-called “columnar disorder” [16] (corresponding
to a time correlated random noise η in the present lan-
guage) is known to be highly effective at pinning vortices
[17, 18]. Our central result is that for non-zero correlation
time of the random noise/potential ηi(t), there exists an
optimal migration rate J such that c reaches a maximum.
This optimal rate realizes the “exploration-exploitation”
compromise: moving too slowly (J small) does not al-
low the system to probe the environment efficiently, and
some favorable opportunities are missed. Moving too fast
(J large), on the other hand, does not allow the system
to fully benefit from favorable spots that last for a time
∼ τ , as it leaves these spots too early.
Let us first present numerical simulations of the 1+1
directed polymer problem with time-correlated disorder.
The equation we simulated is:
Zi(t+ dt) = (1− 2Jdt)Zi(t)+
Jdt [Zi+1(t) + Zi−1(t)] + ηi(t)dtZi(t), (5)
ô
ô
ô
ô ô ô
ô
ô
ô
ô
ô
ô
ô
ô
ô
ôô
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FIG. 1. Comparison of simulations of (5) (blue triangles)
and of (6) (red squares) for N = 512 and τ = 0.1, as func-
tions of the branching (diffusion) rate J . We fix σ = 1. The
dashed black line is the large J asymptotics obtained from
perturbation theory, c(J) ≈ σ2/4√Jτ . The dotted line re-
veals the J−1 behaviour of c(J) for large J , predicted by the
tree-approximation (with a = 1/2 and m = 1).
with i = 1, . . . , N and ηi(t) an exponentially correlated
Gaussian noise, as in Eq. (2). We considered a system
with N = 512 sites and periodic boundary conditions.
We determined c(J) after a time t = 40 long enough
to reach a stationary state, and much greater than the
correlation time fixed here to τ = 0.1. The dependence
of c on J for σ = 1 and τ = 0.1 is shown in Fig. 1,
together with a) the result of direct perturbation theory
of the KPZ equation, a priori valid for large J , and b)
the prediction of the “tree-approximation” with a = 1/2
and m = 1 that we detail below. The former predicts
c(J) ≈ σ2/4√Jτ + O(σ4/J) for J → ∞, which indeed
fits the data quite well in the large J region, without
any adjustable parameter. The tree-approximation, on
the other hand, is quantitatively incorrect as expected
for a one-dimensional system. For example, it predicts a
J−1 decay of c (see below) but still manages to capture
approximately the overall behaviour of c(J), in particular
the existence of a maximum.
Let us now turn to a simplified model, where the in-
terplay between exploration and exploitation, and the
optimal migration rate, can be fully understood analyt-
ically. We first note that our general model Eq. (1) for
a regular lattice with Jij = J for neighbouring sites, can
be slightly altered as the following evolution rule:
Zi(t+ dt) =
{
Zi(t+ dt) exp [ηi(t)dt] prob. 1− Jdt,
(1− a)Zi(t) + am
∑
j∧i Zj(t) prob. Jdt.
(6)
where m is the number of neighbours of i and j∧ i means
that i, j are neighbours. To obtain a solvable model, we
neglect all spatial correlations between the Zi’s, which
amounts to the tree approximation introduced by Der-
3rida and Spohn for the directed polymer problem in 1988
[19]. Following these authors, we define the generating
functions
Gt(x, η) :=
〈
exp
[−e−xZi(t)] δ [ηi(t)− η]〉 ,
Ĝt(x) :=
∫ ∞
−∞
dη Gt(x, η) =
〈
exp
[−e−xZi(t)]〉 (7)
Assuming the Zi’s to be independent allows one to write
the following evolution equation for Gt(x, η):
Gt+dt(x, η) =
(1− J dt)〈exp
[
−e−x+ηi(t)dtZi(t)
]
δ [ηi(t+ dt)− η]〉
+ J dt
〈
exp
[−e−x+q1Zi(t)] δ [ηi(t)− η]〉
× 〈exp [−e−x+q2Zj(t)]〉m (8)
with q1 := log(1 − a) and q2 := log am . The choice in
Eq. (2) of an Ornstein-Uhlenbeck process for η is partic-
ularly simple, since it yields a Markovian equation for
ηi(t+ dt):
ηi(t+ dt) = ηi(t) +
[
− 1
τc
ηi(t) +
σ
τc
ξi(t)
]
dt, (9)
where ξ is a Gaussian white noise. Inserting this into (8),
and expanding to O(dt), we obtain
Gt+dt(x, η) =
〈
Gt
(
x, η +
σ
τc
ξi(t)dt
)〉
ξ
− J dtGt(x, η)
− η dt ∂xGt(x, η) + dt
τ
∂η [ηGt(x, η)]
+ J dtGt(x− q1, η)Ĝt(x− q2)m +O(dt)2
Using ξi(t)dt ∼ N (0,dt), we now average over ξ
and obtain a generalized Fisher-KPP equation for G,
where the diffusion operator is replaced by the Ornstein-
Uhlenbeck operator, involving the additional state vari-
able η:
∂tGt(x, η) =
σ2
2τ2c
∂2ηG+
1
τc
∂η (ηG)− η∂xG
+ J
[
Gt(x− q1, η)Ĝt(x− q2)m −Gt(x, η)
]
.
(10)
Like the Fisher-KPP equation known from the standard
mean-field directed polymer problem [19, 20], it gives rise
to a front propagating in the x direction. The velocity
of this front is precisely the quantity c we are looking for
and is fixed by the tail behaviour of Gt when x→∞. In
this tail, we make the following ansatz for G:
Gt(x, η) = Q(η)−R(η)e−γ(x−ct) + ... (11)
with
∫
dη Q(η) = 1. Inserting this into (10), one finds, by
identifying terms of order 1 and terms of order e−γ(x−ct),
that Q(η) is the stationary Gaussian distribution for the
Ornstein-Uhlenbeck process η(t) (as it should be), while
R(η) satisfies:
Rcγ =
σ2
2τ2
∂2ηR+
1
τ
∂η(ηR) + ηR+ Jme
γq2Q
∫
dηR(η)
+R(η)J(eγq1 − 1). (12)
This can be simplified by imposing (without loss of gen-
erality)
∫
dη R(η) = 1 and setting R = φe−η
2τ/2σ2 ,
σ2cˆ = γc − J(eγq1 − 1) − σ2γ2/2 and y = η/σ2 − γ.
One gets the following equation for φ:
− 1
2σ4τ2
φ′′+
1
2
y2φ+(cˆ− 1
2σ2τ
)φ =
Jmeγq2
σ2
e−
(y+1)2σ2τ
2√
piσ2/τ
.
(13)
Introducing the harmonic oscillator eigenfunctions
φn(y) = e
−y2σ2τ/2Hn(yσ
√
τ), the solution of the above
equation can be written as φ(y) =
∑∞
n=0Anφn(y) where
the coefficients An are given by:
An
[ n
σ2τ
+ cˆ
]
=
Jmeγq2
σ2
e−γ
2σ2τ/4 (−1)n
n!
(
σ
√
τ
2
)n
√
piσ2/τ
. (14)
Finally, the condition
∫
dη R(η) = 1 yields an implicit
equation for c, valid for arbitrary τ [21] :
1 = Jmeγq2−γ
2σ2τ/2
∞∑
n=0
(γ2σ2τ/2)n
n!
[
n
τ + γc− J(eγq1 − 1)− σ
2
2 γ
2
]
(15)
As in the Derrida-Spohn case, the corresponding func-
tion c(γ) is found to reach a minimum value for a cer-
tain γmin, that depends on the parameters J, σ
2, τ,m.
The interpretation of this phenomenon is now standard:
only traveling waves with γ ≤ γmin can be sustained,
and propagate at the speed c(γ). A wave front which is
“too sharp”, i.e. prepared initially with a γ > γmin, will
broaden until it reaches γ = γmin, and will propagate
with the velocity c(γmin). In our case, the initial condi-
tion Z = 1 corresponds to γ = 1; therefore either γmin is
found to be larger than unity, in which case c is given by
the solution of Eq. (15) with γ = 1, or γmin ≤ 1, in which
case c = c(γmin). For the directed polymer/pinning prob-
lem, the first case corresponds to the high-temperature,
annealed phase (arising for J ≥ Jc), while the second
case corresponds to a low-temperature, frozen phase (for
J ≤ Jc). In the random growth problems, the lat-
ter case corresponds to a localization of the popula-
tion/wealth/portfolio on a small number of particularly
favorable habitats/individuals/assets (see the discussion
in [4]).
We determine c(γ), γmin and c(γmin) numerically from
(15), with very good agreement with numerical simula-
tions (see figure 2). We see in particular that for τ = 0,
increasing the migration rate always increases the growth
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FIG. 2. (Color online) Comparison of simulations of (6) for
various N and τ , as a function of the branching (diffusion)
rate J . Green diamonds, orange squares and blue circles were
obtained from numerical simulation of (6) for τ = 0, 0.1 and
1 with N = 220. Blue triangles correspond to τ = 1 and
N = 28. In all cases, σ = 1 and a = 1/2, m = 1. The
solid curves were obtained by numerical solution of (15) for
the corresponding values of τ . The dashed grey lines are the
large and small-J asymptotics.
rate, which saturates at a constant value c = σ2/2, for
all J ≥ Jc. Therefore, no optimum tradeoff between
exploration and exploitation exists in this case – ex-
ploring is always favorable or neutral. However, when
a finite correlation time τ is introduced, we see that,
as expected, an optimum migration rate indeed appears
(cf. figure 2).[22] In particular, we find analytically that
for small J , c(J) =
√
2σ2J + O(J) while for large J ,
c(J) = σ2/2aJτ+O(J)−2. In fact, the large J behaviour
can be understood heuristically as follows. Clearly, the
problem for τ > 0 must be equivalent, for large times,
to the standard uncorrelated case (τ = 0), but with a
renormalized disorder amplitude. For large J and finite
τ , the disorder cannot change the random walk nature of
the exploration up to time τ . The walk therefore freely
visits N6= = O(Jτ) different sites during this time, lead-
ing to a pre-averaging of the random disorder that re-
duces the variance σ2 by a factor N 6=. Since for τ = 0,
c ∝ σ2, the above renormalisation immediately leads to
c(J) ∼ σ2/Jτ at large J . [Note that the very same argu-
ment leads to c(J) ∼ σ2/√Jτ in d = 1, as found above,
and is also exact in d = 2, where logarithmic corrections
appear.] Now since c(J = 0) = 0 trivially, the decaying
behaviour of c(J) for large J and finite τ immediately
implies the generic existence of an optimum in the explo-
ration rate, as anticipated above.
We find very similar conclusions [23] for another ex-
actly solvable limit, the fully connected graph where
Jij = J0/N , ∀i, j, which in fact corresponds (up to mi-
nor details) to the limit a = 1 − 1N and m = N of the
tree model above. Other theoretical methods used to in-
vestigate the KPZ/Directed Polymer problem could also
be useful to characterize c(J) in d+ 1 dimensions or for
other geometries, such as Mode-Coupling Theory or the
Gaussian Variational method. The mapping to interact-
ing bosons in the 1+1 case is also an interesting avenue
we are exploring [23]. It would be very interesting to
observe the predicted pinning optimum experimentally.
One possibility is in superconductors where the hopping
rate J is related to the elastic energy of the vortex lat-
tice, which itself depends on the external magnetic field.
Changing the temperature is also a way to affect both
the hopping constant and the effective pinning strength
[24]. Applications of these ideas are numerous, in partic-
ular to quantify how diversified portfolios benefit from a
balance between persistence and rebalancing, or to un-
derstand how economic growth is impacted by the ability
of societies to find a tradeoff between tradition and inno-
vation, or else collapse [25].
We thank G. Biroli, P. Le Doussal and R. Munos for
very helpful insights.
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