Abstract A significant conceptual difficulty in the use of switching systems to model regulatory networks is the presence of so-called "black walls," codimension 1 regions of phase space with a vector field pointing inward on both sides of the hyperplane. Black walls result from the existence of direct negative self-regulation in the system. One biologically inspired way of removing black walls is the introduction of intermediate variables that mediate the negative self-regulation. In this paper, we study such a perturbation. We replace a switching system with a higher-dimensional switching system with rapidly decaying intermediate proteins, and compare the dynamics between the two systems. We find that the while the individual solutions of the original system can be approximated for a finite time by solutions of a sufficiently close perturbed system, there are always solutions that are not well approximated for any fixed perturbation. We also study a particular example, where global basins of attraction of the perturbed system have a strikingly different form than those of the original system. We perform this analysis using techniques that are adapted to dealing with non-smooth systems. 
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Introduction
One of the great challenges in systems biology is the ability to understand the emergent behavior of cellular networks that is not a direct consequence of the pathway and/or network structure. Such emergent behavior should be predictable from a proper mathematical model, but there are three fundamental challenges in constructing such models: (1) the size of the networks, (2) the low resolution of experimental measurements needed to parameterize the models, and (3) variability of functional expression in different conditions. The theory of dynamical systems has highlighted the importance and ubiquity of sensitivity to initial conditions (chaos) and sensitivity to parameter values (bifurcations) [17] . This theory, motivated by physics, is ill equipped to incorporate and interpret biological measurements where data is typically reported in terms of relative or n-fold expression levels. Additionally, homologous regulatory networks in different cell lines [21] or organisms lead to different functional states suggesting that system parameters play an essential role.
Current approaches to modeling gene network dynamics are characterized by a trade-off between the model's ability to quantitatively match the experimental data, and the need for a large number of kinetic parameters to parameterize the model [8, 10, 13, 12] . A popular modeling platform is that of Boolean networks, where each protein, ligand or mRNA is assumed to have two states (ON and OFF), and the discrete time evolution of the states is based on logic-like, or Boolean update functions [1, 20, 22, 23] .
The highly constrained character of the states and the update rules allows relatively easy parameterization of the model from data, however it also limits the power of generalization of the model and the quantitative match with data is typically low. Alternatively, properly parameterized ODE models can provide a good quantitative match and the power of generalization is high [24] . However, standard use and interpretation of these models requires knowledge of kinetic parameters that are usually not known. The indirect estimate of these parameters by comparing the output of the model to the experimental data suffers from at least three fundamental problems: (i) the correspondence between the dynamics and the structure of the network is not one-to-one; (ii) the need to match data corrupted by significant intrinsic and experimental noise to an individual solution of the ODE model; and (iii) the lack of methods to search high dimensional parameter spaces for dynamic signatures observed in the data.
In this situation switching networks became a popular framework to model cellular and gene regulation, since they combine discreteness of the states of Boolean networks with continuous time evolution of ODE models. The defining assumption in these models is that the effect of regulatory proteins on downstream proteins is mediated through hard thresholds; as the concentration of the regulator moves through a finite number of thresholds, its regulatory effects on other proteins jump discontinuously. The key advantage is that solutions of a switching system described by piecewise affine ordinary differential equations can be found explicitly while concentrations are between thresholds. If such solutions can be extended by continuity across the thresholds to all phase space, then these models are well-posed, and can be perturbed to the more commonly used Hill function models with high Hill exponents [6] . In this manner, switching networks can swiftly approximate the dynamics of smooth ODE models, permitting a more informed choice of kinematic parameters.
The central difficulty in switching models is that the existence of a variable that negatively self-regulates (i.e. there exists a negative self-loop in the graph of interactions) implies the existence of a so-called "black wall" -a subset of a co-dimension one hyperplane corresponding to a threshold, which attracts solutions from both sides. It is not a priori clear whether one can define a meaningful flow on black walls, and if so, how to analyze the ω-limit sets of solutions on a black wall.
There are three principal methods that aim to resolve this problem. The first is Filippov theory [9, 15] that uses set-valued solutions. We will not discuss this approach in any detail in this paper. The second approach [11, 18] seeks to define the solutions on the black wall as limits of solutions of nearby systems, where the discontinuous nonlinearity has been smoothed out. The steepness of the nonlinearity is parameterized by a small parameter q > 0 in such a way that q = 0 corresponds to the switching system.
The third, more recent approach [5] uses insight from biology that negative self-regulation is rarely direct, and usually acts through intermediaries. Introduction of an intermediary variable for each negative self-regulation will remove black walls and thus will resolve the mathematically thorny issue of defining and continuing solutions on black walls. However, the question that must be asked is whether the original model and the model with added intermediary variables have similar dynamics. Clearly, in order to have a hope to resolve this question in a positive way, the system with added variables must be in some sense close to the original one. This is achieved by assuming that the dynamics of the intermediary are much faster than the dynamics of the original variable and therefore the size of the perturbation is measured by a small parameter .
Our main goal in this paper is to compare and contrast the two kinds of perturbations, > 0 and q > 0, described in the previous paragraphs. In the appendix of a recent paper [5] , the authors consider a system where the intermediary variable is modeled as a switching variable (another option is to use a linear equation; see [5] ). The original system usually represents the interaction of proteins; using motivation from cell biology, switching intermediary variables represent post-translationally modified forms of these proteins. We will call such a perturbed system a post-translationally modified protein-protein system (PTM system). The authors considered the convergence properties of a PTM system with infinitely fast decay of the modified proteins. In particular, they analyzed the situation when → 0 with a fixed q > 0, and then took the limit as q → 0.
We extend the analysis of [5] . We first study an perturbation with q = 0 in a setting where we consider a solution of a switching system that enters, continues along, and then exits a black wall. We show that if we prescribe a δ-neighborhood of the exit point and fix an initial condition whose trajectory encounters the black wall, one can choose sufficiently small so that the solution under the perturbation will pass within δ of the exit. However, we also show that if we fix the perturbation size first, there is a collection of interweaving regions of initial conditions that will end up outside of the δ neighborhood of the exit point. The principal reason is that the introduction of a new variable into a negative feedback loop creates a rotating and contracting vector field around what used to be the black wall; the preimage of an δ neighborhood of the exit point in this flow forms a complex structure in the phase space, and the complement of this structure will not pass close to the exit.
Since similar dynamical features (a rotating vector field) are responsible for complex global dynamics in examples like the Shilnikov attractor, in the second half of the paper we explore the possibility that the rotating vector field introduced by the new variable has consequences for the global dynamics. We study a 2D example by Plahte and Kjøglum [18] with a black wall adjacent to a white wall. Using smooth q-approximations we show that there are two attracting equilibria A and B and describe the basins of attraction. We then introduce an additional switching variable that removes the black wall, and study the correspondence between the solutions of the 2D problem and a 3D -perturbation. We show, first, that there are corresponding equilibriaÂ andB to A and B. Hence it makes sense to pose questions about how the basins of attraction of A and B correspond to those ofÂ andB after taking the appropriate projection from R 3 to R 2 . We find that for any > 0 the projection of the basin ofÂ overlaps the interior of the basin of attraction of B and therefore the global dynamics of the 3D system do not match the global dynamics of the 2D system for an arbitrarily small size of the perturbation .
Our work illuminates the delicate nature of the perturbation where an additional switching variable is used to resolve the existence of a black wall in switching system. First, while any fixed solution can be approximated for any finite time by a solution of the enlarged system for sufficiently small , this approximation does not hold uniformly for all initial data (see Section 4). Second, as we show in an example in Section 5, the perturbations of a switching system in q and behave differently, in that the basins of attraction of the global attractors are distinct. We show the existence of a set of initial conditions that converge to one attractor in the q > 0 perturbation, but their corresponding solutions in the perturbed system converge to either attractor as the size of the > 0 perturbation tends to zero.
Network models
Consider a system of differential equationṡ
that models the interaction between n proteins with concentrations x i , mediated by regulatory switches X i . The positive constant γ i is the decay rate of protein x i and F i is a multilinear function (affine in each term) of the regulatory switches in the vector X i . The nonlinear functions X i = (X ± ij ) j⊂{1,...,n} , where X ij is a function of x j , model the switch-like effect of x j on x i . The effect may be either activating or repressing, as denoted by the superscripts ±. These interactions may be visualized through an interaction graph as shown in Figure 1 , in which activation and repression are denoted by different arrows. The X ij may either be steep sigmoids or step functions. A small parameter q controls the steepness of the switch when X ij is a sigmoid. In this manuscript, we will say that for q > 0, the smooth switches are Hill functions, given by
The θ ij are called thresholds and represent the level of x j required to affect x i .
Assumption 21
Every threshold θ ij of x j regulates one and only one x i . This assumption is generic in the set of all choices of threshold parameters.
Assumption 21 is fundamental to our analysis of the dynamics of the system and has been used frequently in the past [9, 11, 19] . It can be convenient to assume that a transcription factor controls several downstream genes at the same threshold, in particular since there is often limited experimental evidence for what the value of the threshold may be. However, since the thresholds themselves are only abstractions of a steep, but gradual cellular responses, and since the experimental results will always be strongly influenced by noise, we feel that the assumption (21) is not overly restrictive. In Figure 1 , Assumption 21 enforces that the two outward edges from x 1 have distinct thresholds. The third edge in the graph has no such restriction, since the variable x 2 regulates only one variable. For x j = θ ij , the limits of the Hill functions are the step functions.
At x j = θ ij , the limit lim q→0 X ± ij (x j = θ ij , q > 0) = 1/2 exists. However, the value of step functions at thresholds is traditionally left undefined.
Throughout the remainder of the paper, X ± ij will almost always refer to the discontinuous step nonlinearity, which we also call the "q = 0" case. We will be clear when we discuss q > 0 sigmoids.
Assumption 22
Consider (1) with either Hill functions or step functions (q ≥ 0). The coefficients of the multilinear functions F i in (1) are chosen such that the solutions x(t) to (1) with positive initial conditions x(0) remain in the positive quadrant [0, ∞) n ⊂ R n for all time. One possible choice is to take all coefficients positive.
Extended system
As we will describe in the next section, the significant advantages in ease of analysis of switching system (1) with q = 0, compared to q > 0 systems, is tempered by one analytical difficulty. The presence of negative self-regulation (terms like X − ii or −X + ii ) introduces difficulties in defining solutions for an open set of initial conditions near, and at, some of the threshold hyperplanes. One solution to these difficulties is to introduce intermediary variables. Using biology as a motivation, the variables x i represent proteins and one choice is to add in an mRNA for each protein species. Then the proteins regulate the mRNA in a switch-like fashion, while the mRNA linearly controls the growth rate of the proteins [5] . Another choice is to add in intermediary proteins that have undergone a cascade of post-translational modifications before regulating other proteins. The modified proteins are assumed to have a switch-like growth rate dependent only on their progenitor protein, while the original set of proteins is now regulated by the modified proteins, also in switch-like manner [5] . Both of the choices to address negative self-regulation have their biological justification. In this paper we concentrate on the post-transcriptionally modified proteins, leaving the addition of mRNA for future work.
In general, the dynamics of such extended and original systems may not be close; however, if the modified proteins decay faster than their original versions, then singular perturbation theory gives hope that the dynamics can be close in the limit of sufficiently fast modified protein decay. Note however, that the classical singular perturbation theory requires smoothness and therefore is not directly applicable when q = 0; i.e. the nonlinear switches are discontinuous. Going forward, we assume that the modified proteins decay quickly in comparison to their parent protein. The previous paragraph motivates an extension of the model (1) of the following form:
In this system, I indexes the set of proteins with a negative self-regulation term.
For each i ∈ I we introduce a modified version z i of the protein x i in which the self-regulation switch ii , and by a small parameter controlling the decay rate.
There are several other parameters besides that can be chosen freely for the new z i equation: the value of the threshold at which z i affects x i , value of the threshold at which x i affects z i , and the coefficients of the affine function A i . Our main effort will be chose these in such a way that the dynamics of (4) are close to that of (1) for small enough (see Remark 41).
We finish this section by noting that the extension of the network proposed in (4) which adds |I| variables z i , i ∈ I to the original network, can be done step-by-step by adding one variable at a time. Therefore it is sufficient to compare the dynamics of a system before and after the addition of a single variable z i , as we will do in a later section.
Switching systems
Since the nonlinearities in systems (1) and (4) with q ≥ 0 are uniformly bounded, there exists a globally attracting compact regionΩ
n+I for all solutions starting in the positive orthant. We now briefly review the main properties of the system (1) where all switches are step functions X ± ij with q = 0. The main simplification of the analysis is a consequence of the fact that the thresholds divide the phase space into well defined cells.
Definition 31 Let θ ij ,j < θ ij+1,j be any two consecutive thresholds of x j . Then a cell for system (1) has the form
where θ ij ,j , θ ij+1,j are either thresholds of x j or the lower or upper bounds of the compact regionΩ.
On the interior of each cell κ, the function F κ i := F i (X i ; κ) is constant, because each component X ± ij attains a Boolean value, 0 or 1. Then (1) is a decoupled linear system and can be solved exactly for x(0) ∈ κ:
The solution (5) evolves toward the constant
We call Φ(κ) the focal point of κ. If Φ(κ) ∈ int κ, then Φ(κ) is a steady state of (1).
Assumption 32 No component of Φ(κ), F κ i /γ i , lies on a hyperplane bordering κ; i.e. Φ(κ) i = θ ji for any j such that x i = θ ji is a boundary of κ.
Definition 33 Given an n-dimensional cell κ, a dimension n − 1 boundary or wall of κ is denoted
The focal point Φ(κ) can be considered a piecewise constant function from the union of cell interiors int (κ) to [0, ∞) n . This function is discontinuous at a each wall w := κ∩κ between κ andκ. By Assumption 21 only one component of Φ(κ) and Φ(κ) may differ between them: Φ(κ) i = Φ(κ) i for exactly one i. The wall crossings can be classified into three types.
Definition 34
Let w(i, j) be a wall between two cells κ andκ where x j = θ ij . Let κ andκ be named such that x j < θ ij in κ and x j > θ ij inκ. Along a transparent wall the solutions in each cell, x(t; κ) and x(t;κ), can be joined to form a continuous solution at a transparent wall w(i, j). See Figure 9 (b) for a schematic of the flow across transparent walls and near a black wall.
A proper definition of solutions at the black and white walls presents a challenge. Since the black walls can always be reached via an open set of initial conditions, the difficulty in defining solutions along black walls poses a significant problem for the long term dynamics of the system. The most natural way to define a solution is (see [18] ) Definition 35 The solution to system (1) with step functions X ± ij is defined as the limit when q → 0 of the solution of (1) with Hill functions X ± ij (q > 0). That is, x(t) := lim q→0 x(t; q > 0).
Remark 36
In the q = 0 case, a trajectory over multiple cells across the interiors of a finite number of transparent walls is unambiguously defined, since the flow across the interior of a transparent wall is transverse [3] to the wall. Therefore a concatenation of solutions x(t; κ), t ∈ [0, T ] over multiple cells κ is a continuous function of t and for any finite T it perturbs to a nearby solution of a system with q > 0 sufficiently small.
Remark 37
As has been studied in [18] , the limit as q → 0 results in sliding motion along a black wall. That is, if x i = θ ii on a black wall when q = 0, then the motion on the black wall is described bẏ
where F j /γ j is the focal point of x j on both sides of the black wall.
The goal of introducing extra variables in (4) is to remove the need to consider black and white walls in (1) . Since analysis of the dynamics of (1) is concerned with positively invariant sets and attractors, we will concentrate on dynamics near black walls. In order to justify this approximation, we need to compare dynamics near the black wall of (1) with the corresponding solutions of (4). We study solutions near a black wall in (1) whose forward trajectory enters the black wall w(i, i) ⊂Ω. Given Assumption 32, the black wall is a result of negative self-regulation of some variable x i and w(i, i) ⊂ {x i = θ ii }. We assume that the flow on w ii has been defined as a limit of q → 0 see (7) . A solution x(t) either stays in the threshold hyperplane for all time, x i (t) = θ ii for all t > 0, in which case it must converge to an invariant set in the hyperplane, or there is a finite time T > 0 such that x i (t) = θ ii for t ∈ (T, T + ζ) for some ζ > 0.
Lemma 38 Let x(0) = I 0 be an initial condition on the black wall w(i, i). Supposing that x exits w(i, i) in finite time, the exit position x(T ; I 0 ) from the black wall occurs at the intersection of w(i, i) with at least one other threshold hyperplane x J = θ iJ with J = i. That is, the exit position occurs at a hyperplane where x J affects the variable x i , ensuring that x(T ; I 0 ) ∈ w(i, i)∩w(i, J).
Proof Let x i = θ ii on a black wall w(i, i). The flow is directed toward the black wall w i.i which means thatẋ i < 0 in the cell bordering w i,i with x i > θ ii anḋ x i > 0 in the cell bordering w i,i with x i < θ ii . Since the direction of flow in each of these two cells is fixed, the value ofẋ i will be same until some variable x J that is on the right hand side of the equation ofẋ i crosses a threshold θ iJ . Thus x i cannot leave the threshold hyperplane x i = θ ii until such a crossing.
Definition 39 An exit hyperplane of a black wall w(i, i) is a hyperplane x J = θ iJ such that for a relatively open subset of initial conditions {x(0
Using Definition 39 each black wall w(i, i) can be divided into open regions, each of which is associated to a different exit hyperplane. The dividing surfaces between the open regions consist of initial conditions that map to the intersection of two exit hyperplanes.
Local Dynamics
As mentioned previously, a protein-only system can be augmented by multiple variables representing post-transcriptionally modified proteins, and these may be introduced one at a time. In this section, we study a system with only one additional modified protein variable in a local setting very close to a black wall. Our main result is Theorem 43 which states that there is a region in phase space arbitrarily close to a black wall where the trajectories of the protein-only system (1) and the PTM system (4) diverge. The proof is in the Appendix, where we show that the region has a complex structure, so that the regions of divergence are not easily predicted.
To facilitate comparison between the dynamics of (1) and (4) near a black wall when q = 0, we introduce a modified notation using the following variables: -x, a negatively self-regulating protein at the black wall of interest; -z, a modified protein that eliminates the negative self-regulation in x; and -y i , all other variables. Note that these variables could be self-regulating at other walls. The variables x and z do not have subscripts, and so we write θ x , γ x , etc., in lieu of the subscript notation that we used earlier. To distinguish between the protein-only and PTM systems, we use hatted variables in the PTM equations.
For the protein-only system (1), we writė
where x = θ x on the black wall w(x, x) (i.e. x is the negative self-regulation variable and θ x is the black wall threshold). On the right hand side of the equations forẏ i we single out the dependence of y i on the variable x as step function X i that can take the form X + or X − whenever y i depends on x. Each X i has a distinct threshold due to Assumption 21. The vectors Y x and Y i contain step functions depending on a subset of variables {y j } regulating x or y i , respectively.
In the PTM system (4), we will add exactly one modified protein, the one that corresponds to the black wall of interest, w(x, x) in the protein-only system (8) . We write (4) aṡ
We will take the (single) threshold ofẑ to be θ z , andx is assumed to regulatê z at the original value θ x .
Remark 41 All thresholds, decay rates, and multilinear functions F i are taken to be the same between systems (8) and (9).
The only free parameters are > 0, the threshold θ z , and the regulation constant β z . We choose β z > 0 to be consistent withx up-regulatingẑ, and we choose θ z − β z > 0 to keep the trajectoryẑ(t) > 0 for a positive initial condition. There are no further requirements on the constants θ z and β z . We will consider 1 to be a small parameter. Throughout the work to come, we will use the following results. Let v be a variable x, y i , or z in one of the systems of interest, (8) or (9) . Recall Equation (5) for the flow within a cell κ, which we rewrite here for convenience:
remembering that Φ v (κ) = F κ v /γ v is the focal point for cell κ. Naturally, this equation changes between cells in the phase space. If we want to know the time from v(0) ∈ κ to some location v(T v ) ∈ κ, we may solve for time in (10):
We show in the proof of Lemma 42 in the Appendix that there is a region of interest surrounding the black wall where the y i andŷ i trajectories are identical. Therefore, we assess the closeness of the protein-only and PTM solutions via the x andx components of the trajectory in the vicinity of a black wall, given by (10) . In order to do so we first carefully define the neighborhood of the black wall where this comparison will take place.
Recall that an exit set E ⊂ A for a compact region A with a flow ψ(x, t) has the property that if ψ(x, 0) ∈ A and ψ(x, T ) ∈ A for some T > 0 then there must exist t ∈ [0, T ) such that ψ(x, t) ∈ E.
Lemma 42
(I) Given a black wall w(x, x) in the protein-only system, there exists a compact rectangular region R ⊂ [0, ∞) n of the form
of w(x, x); see Figure 2 for an example. The regionR( ) is one dimension higher. To constructR( ) we first take a product of R with an interval [θ z − β z , θ z +β z ] in the z-direction and then show that we can select the x-component R x ( ) ⊂ R x small enough so that solutions oscillating in the x-z plane do not leave larger box R × [θ z − β z , θ z + β z ] before exiting throughÊ. The proof of Lemma 42 can be found in the Appendix.
Having defined sets R andR( ) where we can compare the x andx components of the solutions of the protein-only system (8) and the PTM system (9), we will now prove our main result. We show that for any fixed decay parameter > 0 and any sufficiently small δ, there are initial conditions where x andx differ by at least δ at the time when the trajectory of (1) exits the black wall. This is true even though for any initial condition and any δ > 0, one can choose an sufficiently small so that x andx are closer than δ at the time of exit. In other words, the order of the quantifiers matters.
. Let T y be the travel time of the solution of (8) between the starting point I 0 and the exit hyperplane y J = θ x,J , as calculated from (11). Then,
exists a region with nonempty interior
When there are initial conditions in R andR( ) that are equal in all but thê z variable, the x andx components of their trajectories can be made arbitrarily close via a choice of while they stay in R and R×[θ z −β z , θ z +β z ] respectively. However, for any fixed , there are regions of initial conditions, even close to the exit hyperplane, where the trajectories cannot be made arbitrarily close. The Theorem 43 is proven in the Appendix, where we also show that this excluded region E(δ, ) has a complex structure. In the remainder of this section, we summarize the main idea behind the proof.
Consider a solution trajectory of the protein-only system that intersects the black wall. The protein-only system trajectory determines a time to the exit set y J = θ x,J , which we call T y . Since this trajectory intersects the black wall, at the time of exit, the x-variable attains value x = θ x . Now consider solution for the PTM system with some small fixed and the initial condition withx(0) = x(0),ŷ i (0) = y i (0) and someẑ(0). By Lemma 42, T y is also the time at which the variableŷ J attains the threshold θ x,J in the PTM solution trajectory. Ifx is within a δ neighborhood of θ x at time T y , then we say the trajectories are close, otherwise they are far apart. The set of initial conditions where the solutions are far apart is the excluded region E(δ, ). The introduction of the new variableẑ induces oscillations in thex,ẑ projection of the solution, as this solution monotonically increases or decreases along the y J variable. This occurs because thex andẑ variables form a negative feedback loop. The oscillations can carryx outside of a δ neighborhood of the planex = θ x at time T y . We can examine the preimage P (δ, T y ) in the PTM flow of the δ-neighborhood T y time units in the past, which is a region of initial conditions satisfying |θ x −x(T y )| < δ. Thex-ẑ projection of several such preimages P (δ, T y ) is shown in Figure 3 . Due to the oscillatory nature of x andẑ, the preimages twist around the point (θ x , θ z ) more as T y increases.
The excluded region E(δ, ) is the complement of Ty P (δ, T y ) restricted toR( ). This is clearly a region with a complicated braided structure. In the Appendix, we show that it contains a subset with n + 1-dimensional interior for any sufficiently small δ given a fixed .
The twisted structure of the excluded region E(δ, ) suggests that it may be difficult to predict whether solutions to the PTM system (9) will approximate the solutions to the protein-only system (8) near a black wall or not. This leads to the question of whether the oscillations inx andẑ can lead to different long term dynamics (different attractors) for initial conditions near a black wall of a protein-only system. In the following section, we will explore a specific example in which oscillations in thex andẑ variables result in striated regions of initial conditions that lead to distinct asymptotic outcomes. The main feature of this example is the transition from a black wall to a white wall in the protein-only system. Our primary method of analysis is to look at preimages of walls in the PTM system. These preimages are not the excluded region E(δ, ) discussed in this section. There is no explicit dependence on a small parameter δ in the comparison between the protein-only and PTM systems; instead the preimages are classified according to their asymptotic dynamics.
The nine cells pictured in Figure 4 form a globally attracting compact regionΩ ⊂ [0, ∞) 2 as introduced in Section 3. To see this, consider the upper half-plane y > 2. In this half-plane a straightforward estimate in (13) shows thatẏ < 1 − 2(1.1) < 0. A similar calculation exists for the half-plane x > 2 and so every initial condition outside the nine-cell region in Figure 4 gives rise to a trajectory that enters the region, where the nine-cell region is considered to be a subset of [0, ∞) 2 . We remark that the flow does not exist across the left and lower boundaries, x = 0 and y = 0, since the flow is undefined on the far side. Because of this topology, the line segments {x = 0} × [0, 2] and [0, 2] × {y = 0} are in the interior of the nine-cell region. Along these line segments, it can be verified that the flow is either tangential toward a fixed point or pointing inward.
As we remarked in Section 3, when a focal point of cell Φ(κ) is in int κ, then Φ(κ) is an attracting equilibrium of the system. From Figure 4 and this remark, we can see that there is an attracting equilibrium of the system in κ 2 . This steady state is given by
There are no other attracting equilibria in the interiors of κ i , as can be confirmed by examining Figure 4 . However there may be equilibria on the boundaries of the cells. Numerical evidence suggests that for q > 0 there is a saddle point in κ 2 that converges toward the white wall between κ 2 and κ 5 as q → 0, and a steady state in κ 9 that converges upward toward the black wall between κ 8 and κ 9 . Proving the existence and type of these equilibria is beyond the scope of this paper. For rigorous work exploring equilibria on walls, see [5, 11, 16, 18, 19, 25] for approaches using singular perturbation theory and see [2, 9, 15] for approaches using Filippov theory. For our purposes, it sufficient to note the following.
Lemma 51 For q = 0, the region κ 5 ∪ κ 6 ∪ κ 8 ∪ κ 9 is a trapping region (in other words, a positively invariant region) that we denote B in system (13) .
Proof This follows immediately from examination of the vector field.
We will use the fact that any initial condition in the interior of the cell κ 5 remains in B and does not approach the steady state A.
The true complexity of example (13) occurs at the intersection point X := (θ xx , θ xy ), which marks the transition from a black wall w(x, x) between κ 1 and κ 4 to a white wall between κ 2 and κ 5 . There is no unique solution for the initial condition X when q = 0; there is instead a cone of potential solutions fanning out from X [9] . Since an open set of solutions in κ 1 ∪ κ 4 enters the black wall and slides down towards X , resolution of forward trajectory from X is very important. We will consider the open region of initial conditions in κ 1 with trajectories that intersect the black wall. In order to determine forward trajectories in cell κ 1 we examine the solution to (13) when q > 0, and then take a limit as q → 0 [11, 18] . We start with the following observation of the flow direction along the line segment {θ xx } × (1/γ y , 2] when q > 0. 
which leads toẏ
It is clear that these bounds are independent of q, and therefore neither derivative approaches 0 as q → 0.
Corollary 53 In the limit as q → 0, any trajectory intersecting the point (θ xx , θ xy ) enters the trapping region B.
. From the proof of Theorem 52, we know thatẋ evaluated at the intersection point (θ xx , θ xy ) is constant, andẏ at the same point has the forṁ y | (θxx,θxy) = −0.1 − 0.5
(1 + 0.5 1/q ) 2 from (15). As q → 0,ẏ approaches the value −0.1 from below monotonically. Thus any limit q → 0 of trajectories of (13) with q > 0 that passes through (θ xx , θ xy ) has a forward path in the direction of (ẋ > 0,ẏ < 0) from Theorem 52, and enters κ 5 .
We now examine the global dynamics for initial conditions in the cell κ 1 .
Theorem 54 In system (13) with q = 0, there exists an separatrix in the cell κ 1 where an initial condition starting above the separatrix goes to the trapping region B in Lemma 51 and an initial condition starting below the separatrix goes to equilibrium A defined in (14) .
Proof For every initial condition (x(0), y(0)) ∈ int(κ 1 ), there is a unique forward solution within κ 1 . For any initial condition, one can calculate the time T y needed to reach {y = θ xy } and the time T x needed to reach {x = θ xx } using the formula in (11) . We list these calculations here for clarity, using the fact that the focal points are known, Φ x (κ 1 ) = 1/γ x and Φ y (κ 1 ) = 1/γ y :
Then C := {(x(0), y(0)) | T x = T y } is the curve in κ 1 that separates initial conditions that converge to A and B. To show this, we solve T x = T y to derive the expression for the curve:
The expression on the right hand side is well-defined, since x(0) ≤ θ xx < 1/γ x . By the same reason, the fraction in (16) is greater than 1, so that y(0) ≥ θ xy . The cell κ 1 lies in this region, κ 1 ⊂ {x(0) ≤ θ xx } × {y(0) ≥ θ xy }. Therefore C is a well-defined 1-dimensional curve in κ 1 given by (16) that partitions the interior of κ 1 into two regions.
Choose an initial condition above the separatrix; i.e., take (x(0), y(0)) such that y(0) > C(x(0)). Then, T y > T x , and the trajectory will reach {x = θ xx } before {y = θ xy }. In other words, it intersects the black wall at some point with y(T x ) > θ xy . By Remark 37, there is sliding motion along the wall. By Theorem 52,ẏ < 0 for every y ≥ θ xy uniformly in q, and so the finite time sliding motion is downward toward the point (θ xx , θ xy ). Then by Corollary 53, this trajectory will enter the trapping region B.
Likewise, choosing (x(0), y(0)) such that y(0) < C(x(0)) implies T y < T x . Such a trajectory enters κ 2 instead of reaching the black wall, and hence travels toward equilibrium A.
3D system
We now add an additionalẑ variable to the q = 0 system (13) to resolve the negative self-regulation in the x variable. We can safely ignore the negative self-regulation in the y variable, since the corresponding black wall lies outside of the region of interest. The new three dimensional system is governed by the following equations:ẋ
We will use the same parameters as before, along with θ xz = 0.5, = 0.5 and k z = 1. Notice that θ zx = θ xx to match the previous parameters.
State Transition Diagram for the 3D system
We wish to emphasize the locations of the walls in the 3D system, which is not easily done in traditional phase space. We instead use a state transition diagram, as introduced in [7] . The diagram represents each cell in the phase space as a vertex. Each wall between two cells is represented as an edge between
Attractors in the 3D system
We now analyze the state transition diagram. Note that there are significant similarities and differences between 3D state transition diagram in Figure 5 and 2D state transition diagram in Figure 4 . The first observation is that the presence of theẑ variable doubled the number of cells. However, the y variable dynamics is the same between the two systems and so across the upper y threshold the flow hasẏ < 0; the flow across the lower threshold is also analogous. The most important difference is that the black wall between κ 1 and κ 4 and the white wall between κ 2 and κ 5 disappears.
Analyzing Figure 5 we observe that there is one cell [0,
for an equilibrium. The resultÂ = (0, 0, 1/γ y ) lies itself in this cell, and so it is an attracting equilibrium for the flow. Note that our notation reflects that this point is a direct analog of the point A in the 2D flow in (14) ; the only difference is that the new variableẑ = 0 in 3D case.
On the other hand, we observe from Figure 5 that the four blue cells on the bottom front of the state transition diagram are positively invariant. Therefore this collection of cells contains an attractor. The proof that this attractor is actually an equilibrium on a black wall is beyond the scope of this paper. We call this trapping regionB, because it is a direct analog of the 2D trapping region B from Lemma 51.
To summarize this section, the dynamics of both systems (13) and (17) for q = 0 have two attractors: an equilibrium A,Â and another attractor in a trapping region B,B. The basins of attraction of these two attractors in 2D system (13) are simple: Theorem 54 computes the separatrix between these global attractors in κ 1 . In contrast, as we will see next, the basins of attraction of A and B in 3D system (17) are much more complex, and intricately interwoven.
Structure of the basins of attraction
In the 2D system (13) we studied the basins of attraction of A and B in the cell κ 1 and found a single separatrix between them in Theorem 54. In the 3D system, κ 1 corresponds to two cellsκ 0 andκ 1 in upper left part of Figure 5 . The separatrix C lifts to a plane in the 3D system
Lemma 55 The separatrix S :=Ĉ ∩ W 1 has identical equations to the 2D separatrix C, and therefore does not depend on value of . An initial condition starting on W 1 above S enters the wall W 2 . An initial condition on W 1 starting below S enters the wall W 3 and converges toÂ.
Proof The only thing that remains to be shown is that a solution crossing the wall W 3 converges toÂ. This follows from Figure 5 , the fact that W 3 is a transparent wall, and thatÂ attracts all trajectories within its cell.
In Figure 7 (a) we show the separatrix S on W 1 . We color the region in the basin of attraction ofÂ by red; the solutions entering W 2 are colored gray.
In what follows, we will describe the Poincaré map on W 1 by tracing possible trajectories through the state transition diagram in Figure 5 . Passing through each cell, each entrance wall is partitioned by separatrices that divide initial conditions into sets that pass through the same exit wall of the adjacent cell. These can be computed by equating the times that it takes for an initial condition to reach various thresholds containing the exit walls; separatrices correspond to solutions that exit the cell through a one-dimensional intersection of two exit walls. These calculations are completely analogous to the calculations leading to separatrix S above and will be omitted.
We start with wall W 2 that is an entrance wall of Because of the limitation of the domain tox, y ≤ 2, it turns out that there are no initial conditions on W 2 that reach W 4 . Therefore, we only consider the separatrix between W 5 and W 6 . In Figure 7 (b), we show the preimage of this separatrix on wall W 1 , above the original separatrix. The red region on the bottom is the same path W 1 to W 3 as in Figure 7 (a). The new separatrix divides the path W 1 , W 2 , W 6 (the large topmost gray region) from W 1 , W 2 , W 5 (the middle gray region). Both regions are gray, because neither path has determined global dynamics at this point.
Consider now the wall W 5 . There are two exit walls W 7 and W 8 and therefore there is a separatrix on W 5 that separates initial data that leads to these regions. Importantly, the solutions that enter W 7 will converge toÂ since W 7 is transparent andÂ attracts all solutions within its cell. At the same time, solutions that enter W 8 must converge toB since W 8 is transparent and borders the trapping regionB. The preimage of this separatrix on W 1 splits the middle gray strip in Figure 7 (b) into two parts; the bottom part will execute the trajectory W 2 , W 5 , W 7 and converge toÂ, the top part will execute W 2 , W 5 , W 8 and converge toB, as shown in Figure 7 (c).
Similar discussion on W 6 will produce the preimage on W 1 of a separatrix which splits solutions that lead to wall W 11 and thus to regionB (next blue stripe in Figure 7 (d) ) and those that come to wall W 10 . There the next split separates those solutions that go back to W 1 (large gray region in Figure 7 (d)) and those that go down to W 12 . The final split separates solutions going through wall W 13 toÂ and those that go through wall W 14 toB.
Let D ⊂ W 1 be the region of W 1 separated into red and blue colored stripes in Figure 7 (d) . The initial data in this region will not return to W 1 and so they are not part of the domain of the Poincaré map. In particular, the Poincaré map is a flow-defined homeomorphism
Notice that since y ∈ (θ x,y , 2] andẑ = θ x,z on W 1 , the wall W 1 corresponds to the Poincaré sectionŜ 2 given in (31). Therefore, the results of Section 6.3 hold; in particular, W 1 admits the same decomposition asŜ 2 and is a contraction map. In fact, thex component of the Poincaré mapP x = g 2 • g 1 is known explicitly, where the g i are defined in (34) and (37).
Lemma 56 Consider the flow generated by (17) for any > 0. Then there are an infinite number of disjoint open sets
-if initial data (x(0), y(0), θ z ) ∈ A n then the solution converges to steady stateÂ; -if initial data (x(0), y(0), θ z ) ∈ B n then the solution converges to trapping regionB. We now describe in more detail the geometry of the problem. The Poincare mapP is defined using the flow in the four cells that share the walls W 1 , W 2 , W 6 and W 10 whereẏ < 0. At the same time, the variables x and z oscillate around the axis that is an intersection of these four cells. Figure 7 (d) reflects that: the solutions that start with a higher initial value of y(0) stay in the set of cells longer and so stripes that are higher have a longer trajectory among W 1 , W 2 , W 6 , W 10 . Furthermore, the gray region maps onto all of W 1 , and, in particular, the set D. Therefore the strip A n consists of initial data giving rise to solutions that return to W 1 exactly n times (each time executing a path (W 1 , W 2 , W 6 , W 10 ), before landing in A 0 and subsequently executing a path (W 1 , W 2 , W 6 , W 10 , W 12 , W 13 ). Similarly, the strip B n consists of initial data giving rise to solutions that return to W 1 exactly n times (each time executing a path (W 1 , W 2 , W 6 , W 10 )), before landing in B 0 and subsequently executing a path (W 1 , W 2 , W 5 , W 8 ).
Theorem 57 LetÎ 0 ∈ W 1 be an initial condition above the separatrix S. Then for any 0 there is an infinite sequence of intervals
where I > J means x > y for all x ∈ I, y ∈ J, such that if ∈ I A j then the solution of (17) starting atÎ 0 converges to A, while when ∈ I B j then the solution of (17) starting atÎ 0 converges to B.
Proof FixÎ 0 ∈ W 1 above S. Then the trajectory starting atÎ 0 undergoes n oscillations in x, z variables before crossing threshold y = θ x,y for some n ≥ 0. The time T y to the exit wall y = θ x,y is fixed by the initial conditionÎ 0 and does not depend on . However,ż increases with and this the trajectory starting atÎ 0 executes more x, z oscillations in the fixed time T y . To see this, recall the n-th return time of the Poincaré map P in (41).P has the return time of the form (41), which we rewrite here for convenience:
x is fixed by initial data, it follows that for every > 0 there is
It follows that lim →0 N ( ) = ∞ and thus the number of wall crossings increases. This means that the preimages of the separatrices in W 1 will sweep acrossÎ 0 in a continuous manner as → 0, so that alternating A i and B i stripes will containÎ 0 . Also by continuity and the fact that the stripes A n and B n are open, there will be a range of when I 0 ∈ A n ( ) as well as range of whenÎ 0 ∈ B n ( ), for all n sufficiently large.
We conclude that the global dynamics of the systems (13) and (17) are different. In the domain κ 1 for (13) a single separatrix C separates basins of attraction of A and B. Above C, all solutions converge to B as determined by perturbation analysis with q > 0. In contrast, for any > 0 in (17) , there are infinitely many domains above the corresponding separatrix S =Ĉ ∩ W 1 where solutions converge toÂ. When we examine the limit of solutions of (17) as → 0 for a fixed initial condition, Theorem 57 shows that such a limit does not exist. This shows that the prediction of the dynamics of (13) using a perturbation q > 0 gives different results than a perturbation > 0.
Discussion
We have discussed both local and global changes in dynamics that occur due to perturbing switching systems with black and white walls (proteinonly systems) into higher dimensional systems with fast-slow dynamics (posttranslationally modified protein or PTM systems). The extended system has no black and white walls, but the new variables introduce a short negative feedback loop for each negatively self-regulated protein. We explore the consequences of this negative loop on the ability of solutions of a PTM system to shadow trajectories of a protein-only system near a black wall, as well as differences in the asymptotic dynamics of the two systems. The dynamics near the perturbed white wall should be described by positive feedback between the original protein and the modified protein, which we do not explore in this paper.
We first studied changes to the dynamics on a local scale, by prescribing a small δ-neighborhood as a target for the trajectory of the PTM system after a given finite time. The perturbation to > 0 is not smooth, and therefore the theorem of Tikhonov [26] is not available to us. However, we proved that for a given initial condition and prescribed δ > 0, there is an 0 > 0 such that for all < 0 , the trajectory beginning at the given initial condition shadows the protein-only solution in a neighborhood about a black wall. Furthermore, we showed that for any fixed δ > 0 and > 0, there is a region of initial conditions that is excluded in the sense that a trajectory arising from an initial condition within the excluded region will lie outside of the δ-neighborhood at the desired time. The excluded region has a nontrivial, complex structure induced by a rotating vector field, which is itself induced by the fast dynamics introduced by the perturbation. These excluded regions may impact the global dynamics of a system, although the example we discuss in Section 5 does not examine the local excluded regions and instead focuses on basins of attraction of global attractors.
After proving the general local result for the existence of an excluded region, we then moved on to an examination of global dynamics using an example system from [18] . We defined the dynamics of the two-dimensional switching system (13) to be the limit of smooth Hill functions as q → 0, and discovered the existence of a separatrix in cell κ 1 (see Figure 4) . We then compared these dynamics with a perturbation into a three-dimensional system (17) with a small parameter > 0. We found the corresponding location of the separatrix in the 3D system and showed that there are an infinite number of separatrices lying above the original separatrix. Thus the dynamics are quite different between the two systems for any finite .
While we did not analyze in full generality the case when both q > 0 and > 0, we will briefly discuss this situation in the context of the system (17) with a fixed > 0. Pick a pointÎ 0 in the interior of a red or blue triangular region in W 1 in Figure 7 Figure 7 (d) ) there is a q 1 = q 1 (U, ), such that for q < q 1 the q-solution will shadow the solution of the switching system (17) . When the cone is associated to a longer path before entering a basin ofÂ orB, the choice of q 1 will be smaller, but at least a finite number of alternating open regions of attraction will exist for any q 1 << 1 fixed. Thus for each > 0 there is q 1 = q 1 ( ) such that are at least a finite number of domains of attraction of A within what would be a domain of attraction of B in the two-dimensional system (13) for 0 < q < q 1 .
We summarize our results with the help of Figure 8 , which depicts two types of perturbations of the switching system. The 2D switching system analyzed above lies on the intersection q = 0, = 0. We used a perturbation q > 0 with = 0 fixed (vertical axis) followed by taking lim q→0 to decide that the solutions with initial data above the separatrix C converge to the attractor B. However, when we analyzed the -perturbation with q = 0 (horizontal axis) we discovered that we cannot assign convergence to eitherÂ orB with the same initial data, since for any initial data the convergence assignment continues to flip betweenÂ andB as → 0. Thus these two perturbations resolve the black wall dynamics in different ways. Finally, we show that the interwoven basins of attraction observed at > 0, q = 0 perturb to the > 0, q > 0 case, for sufficiently small q. Here the size of admissible q depends on , and we speculate that it most likely converges to zero lim →0 q 1 ( ) = 0, as we depict in the light gray rectangle in Figure 8 .
The observations in the previous paragraph are seemingly at odds with the results of Edwards et al. [5] ; however on closer inspection we discover that the two results are compatible. In [5] , the limit → 0 for q = q 0 > 0 fixed is analyzed using singular perturbation theory for a general PTM system. They found that the limit exists for a finite time T , albeit with a steeper sigmoid that is not a Hill function. This means that when (q > 0, = 0), there is a perturbation into > 0 with a well-defined limit. So in our example in Section 5, the result of [5] would predict that there is a separatrix betweenÂ andB on W 1 when (q > 0, > 0). However, we have just argued that the limit of the basins of attraction as → 0 with q = q 0 fixed are not well-defined, and in fact that when (q = 0, > 0), there is a perturbation into q > 0 in which the basins of attraction ofÂ andB alternate multiple times on W 1 . These two disparate results can be reconciled by suggesting that there is a region in (q, ) space where the behavior of the limit transitions between a separatrix and alternating basins, as depicted in Figure 8 . The dark gray triangle represents the perturbation into > 0 from a (q > 0, = 0) system, and the light gray triangle represents the q > 0 perturbation for a (q = 0, > 0) system. The critical message is that when there are two small time scales governing a fastslow system, the relative magnitude of the time scales determines the behavior of the system. ? Fig. 8 : Schematic of the two perturbations in (q, ) space, with ( ≥ 0, q = 0) on the horizontal axis and ( = 0, q ≥ 0) on the vertical axis. The dark gray triangle depicts the perturbation into > 0, and the light gray triangle depicts the perturbation into q > 0. Black arrows represent well-defined limits, and the white arrow represents an ill-defined limit. The blank area in the center has unknown limiting behavior.
Alternating basins of attraction for global attractors have been seen in other switching systems that do not consider perturbations as in this paper. Edwards and collaborators [4, 14] investigated systems in which thresholds can regulate multiple proteins at once, a relaxation of our Assumption 21. The fast systems that arise in these situations for small q > 0 occur near walls, when one or more variables exists on the steep portion of a sigmoid function. In [14] , a 4D system is constructed that has a limit cycle when three of the variables are switching, that is, near thresholds. When q = 0, the limit cycle spirals into a 1D "black line" in finite time and slides along it until the intersection of all four thresholds. For small q > 0, the three variables maintain a limit cycle as they approach the intersection of all four thresholds. Depending on the initial condition, the trajectory will land in one of two basins of attraction for different attractors. The authors describe this phenomenon as sensitive dependence on initial conditions, and note that the sensitivity increases with decreasing q (see especially Figure 5 in [14] and compare it our Theorem 57).
Even though [14] explores a different system than the one we study, the key point is that oscillations induced by a perturbation can affect the global dynamics of a system. However, there is a further similarity between our work and that of [14] . In the 3D system (17), there is a "black line" like the one in [14] , described by {θ zx } × (θ xy , 2] × {θ xz }. The (x(t),ẑ(t)) solution spirals downward and inward about this line until it crosses the plane y = θ xy . At this point it enters either theÂ orB basin of attraction. (We remark that unlike [14] , (x(t),ẑ(t)) only approaches (θ zx , θ xz ) in infinite time, not finite time, since we do not allow multiple proteins to be regulated at one threshold.) The similar geometry of these two disparate problems may be indicative of a more general process than has been described in this paper.
Our work opens up many interesting questions. The most important one is to understand if our example presents an aberration, or a rule for the switching systems. In other words, are there some easily identifiable signatures of the switching network that would allow us decide if the removal of the black walls by adding additional switching variables will change the global dynamics? In the first part we have shown that the shadowing property of the switching system by the perturbed system is not uniform in the initial condition. This is a general property of this type of perturbation. But under what circumstances this leads to changes in global dynamics is not clear.
In the analysis of our example we observed a complex behavior emerging after an > 0 perturbation of a system where a black wall attached to a white wall. Perhaps if we only allow a black wall to be attached to a transparent wall, the > 0 perturbation will be more tame. Another set of questions relate to complete elucidation of interaction between q and perturbations, as shown in Figure 8 . What happens to the domain of convergence toB that exists for > 0, q > 0, as we fix q and let → 0? Are there results for general systems along this venue, rather than for a particular example? We will leave these questions for future investigations.
Lastly, what is the implication of our work for modeling biological systems? We show that removing a black wall in the switching system by adding an additional variable should be done with caution; the resulting dynamics may not agree with those of the original system, where the dynamics on the black wall are defined as a limit of small perturbations. This disagreement extends to prediction of global dynamics. Therefore, when a modeler choses between these models the deciding factor should be not an ease of analysis, but the type of dynamics that these models produce. They may not be the same. From a broader perspective, our results should encourage us to seek better modeling approaches where the model predictions are coarser, but also more robust to perturbations in parameters and the types of models used. Since the coarseness of available biological data may not be able to distinguish between models whose predictions differ on a fine scale, model predictions should perhaps be adjusted to match the coarseness of the data.
R ⊂ κ ∪κ such that R ∩ w(x, x) ∩ e(x, J) = ∅ and for every I 0 ∈ R, there exists T I 0 ≥ 0 such that (x(t), y i (t)) ∈ R for t ∈ [0, T I 0 ) and (x(T I 0 ), y i (T I 0 )) ∈ R ∩ e(x, J).
Proof We first observe that both the black wall w(x, x) and the exit hyperplane y J = θ x,J must lie on the boundary of κ and on the boundary ofκ. Therefore by Definition 39, the definition of an exit hyperplane, and Definition 34, describing the flow near a black wall, there exists a neighborhood V of e(x, J) such that -V ∩ int κ, V ∩ intκ, and V ∩ w(x, x) are all relatively open and nonempty; -for any I 0 ∈ V ∩ κ or I 0 ∈ V ∩κ, the solution starting at I 0 exits κ orκ either through {y J = θ x,J } or through w(x, x); -for any I 0 ∈ V ∩ w(x, x) the solution starting at I 0 exits w(x, x) through w(x, x) ∩ e(x, J).
Consider three flows: ϕ κ on κ and ϕκ onκ from (8) and ϕ w(x,x) on w(x, x) defined in (7) . Since the latter flow is defined as restriction of both ϕ κ and ϕκ, their union defines a continuous flowφ on V ∩ (κ ∪κ ∪ w(x, x)).
Take I 0 ∈ w(x, x) ∩ e(x, J) such that the flow ϕ w(x,x) is transversal to e(x, J). Such a point must exist by the assumption that {y J = θ x,J } is an exit wall for w(x, x). Since the flow on the black wall (7) is a restriction of ϕ κ and ϕκ, there is a neighborhood of I
where R v is an interval in the variable v, such that the flowφ is transversal to e(x, J).
By continuity ofφ on V and transversality ofφ onR, there is an interval R y J in variable y J such that all solutions in , x) , or enter the black wall w(x, x) and exit R through w(x, x) ∩ e(x, J).
When we add the modified proteinẑ to the protein-only system, the n − 1 dimensional black wall w(x, x) where x = θ x disappears. The analogous region to w(x, x) in the PTM system (9) is the set of two transparent walls
Notice that this set is one dimension higher than w(x, x). We now show that there exists a regionR( ) intersecting W, analogous to R, where onlyx,ẑ, and y J are crossing thresholds, and where allŷ i solutions match their counterpart y i solutions within R.
Lemma 62 In the protein-only system (8), fix a black wall w(x, x) and a region R = R x × R y J × i =J R yi as in Lemma 61. Let W be as in (22) . Then, for sufficiently small, there exists a compact rectangular regionR(
until the exit at y J =ŷ J = θ x,J .
Proof By the observation in Remark 41 the right hand side of equations for y i and y i in (8) and (9) are identical. Since the projections of regions R and R onto the x andx variables, respectively, is identical, the inputs X i and X i into the right hand side of the equations forŷ i and y i are identical. This implies the first point. Therefore the exit hyperplanes
is an invariant region forẑ. So it only remains to decide the form ofR x ( ). By examination of the Poincaré map introduced in Section 6.3 below, there are oscillations in thex-ẑ feedback system about the point (θ x , θ z ). So the key to findingR x ( ) is bounding the value ofx into the interval R x , which we choose to write as
We claim that an interval of the formR x ( ) := [θ x − µ 1 + η , θ x + µ 2 − ν ] is sufficient to prove the lemma, leading to a region
for Φ x (κ) < θ x and Φ x (κ) > θ x . Notice that these lower bounds shrink to 0 as → 0, so thatR x ( ) → R x . We remark that if Φ x (κ) ∈ [θ x − µ 1 , θ x ) and Φ x (κ) ∈ (θ x , θ x + µ 2 ], then η = ν = 0. However, R x may always be taken sufficiently small so that Φ x (κ) < θ x − µ 1 and Φ x (κ) > θ x + µ 2 . We observe thatR( ) ∩ W = ∅ by construction. To prove the claim, consider taking the left endpoint ofR x ( ) as an initial condition, x(0) = θ x − µ 1 + η . Ifẑ(0) ∈ (θ z , θ z + β z ], thenx is decreasing. We want to ensure thatx will not decrease below θ x − µ 1 in the time it takeŝ z to reach θ z and reverse thex flow. The time it takesẑ to reach θ z from its extremal location θ z + β z is calculated from (11):
Therefore, we require that the time taken forx to reach θ x − µ 1 must not exceed ln 2. Again making use of (11), denoting Φ x (κ) < θ x to be the focal point ofx whenẑ > θ z , we find the travel time ofx from θ x −µ 1 +η to θ x −µ 1 to beT
.
SolvingT x < ln 2 gives us the first expression in (24); a similar calculation yields the second expression for ν .
Point (III) of Theorem 43 takes more work to establish. We will first reduce the protein-only (8) and PTM (9) systems into the study of two-and threedimensional systems respectively. We will then introduce a Poincaré map in the three-dimensional system to describe and quantify the oscillations in the PTM system as they are projected onto thex-ẑ plane. With the Poincaré map as a tool, we will then prove Points (III)a and (III)b of Theorem 43.
Simplification of the protein-only system near a black wall
We consider initial conditions I 0 ∈ R. For (x(t; I 0 ), y i (t; I 0 )) ∈ R, the effects of y i for i ∈ {1, . . . , J −1, J +1, . . . , n−1} on the right hand sides of {ẋ,ẏ i } n−1 i=1 are constant. Similarly, x and y J have a constant effect on {ẏ i } n−1 i=1 . In other words, the only non-constant values in (8) on the region R occur in the equation foṙ x, so that system (8) may be rewritten aṡ
The equation forẋ is a general multilinear form for a two-dimensional system. The constant C x depends on the locations of y i with respect to their thresholds. The constants {C i } n−1 i=1 depend on the locations {x, y i } n−1 i=1 with respect to their thresholds. The signs of e i and the superscripts ± must be consistent with negative self-regulation in x.
Remark 63 The key observation that simplifies the analysis is that equations (25) and (26) are decoupled from (27) in the region R. The solutions of (27) in R are exponentially decaying toward the focal points of the y i variables without crossing thresholds. Therefore, it is sufficient to study the two-dimensional system . Therefore, it is sufficient to study the local twodimensional system (25)-(26) near the black wall, even in the case where there are other self-regulating variables y i .
By combining the terms and only considering the relevant threshold, the system isẋ
6.2 Simplification of PTM system near a feedback plane
We write the n + 1 dimensional PTM system withinR( ) as:
All of the parameters match between the PTM and protein-only systems in R( ) and R respectively. In particular, E = C J and C i in (29) match C i , i = 1, . . . , n − 1 in (27) due to Lemma 62. The parameters A-D in (28) and (29) are the same due to Remark 41 and becauseẑ down-regulatesx. The equality in parameters means that the focal point components between systems are equal,Φ x = Φ x andΦ y = Φ y , so we will omit the hats on the focal points. As in (28), we analyze the case where Φ x (B) < θ x < Φ x (D). We study the decoupled three dimensional systeṁ Figure 10 , where we dropped index J in y equation. Then thex andŷ variables are directly comparable to x and y in (28). Analogously to R 2 , we denote byR 3 ( ) the projection ofR( ) onto the 3D-system. The three dimensional domain shown in Figure 10 with a schematic of the flow inR 3 ( ). As in (28), the cubeR 3 ( ) is divided into cells, κ B,+ × R y , κ B,− × R y , κ D,+ × R y , and κ D,− × R y . The projections of these cells onto the (x,ẑ) plane are shown in Figure 11 . The notation means the following: κ U,± × R y has a focal point of (Φ x (U ), Φ y , θ z ± β z ).
Poincaré map
In this section we will define a Poincare map for (30). Let
forx(0) ∈ S 2 , which yields
The first return time of the Poincaré map is then given by
We observe that lim
We now show that for more than one oscillation about the point (θ x , θ z ), the additional return time for each oscillation goes to zero as → 0. To see this, we first note that the expression (38) can be viewed as a function of four values that characterize four consecutive interceptions with the x = θ x and z = θ z thresholds
Then the return time for the n-th oscillation T n R for n > 1 can be written as
Lemma 64 For a fixed n, the n-th return time
Proof Given (39), it is sufficient to show that
z approaches zero as → 0 for all 2 ≤ i ≤ n. We will make use of Equations (32)-(33) and (35)-(36) for a general i.
First we show that for any fixed i
To see this, we observe that by (33) and (36) bothT For n = 2, we notice that by (38) and (40) the valueT 2 x depends onx(T 1 R ). However, by (39) and the fact thatT 1 x is the time needed to reach θ x from x(0) lim
Therefore by (32) withx(T Proceeding to a general n, we make an inductive assumption that lim →0 T i R = 0 for i = 2, . . . , n − 1. We wish to show that lim →0 T n R = 0. We first note that by the inductive assumption and (39) we have
Then, sinceT 1 x is the time needed to reach θ x it follows that
Using that fact plus (32) and (40), we have Lemma 65 The Poincaré map P = g 2 • g 1 : S 1 → S 1 is a contraction map.
Proof The Poincaré map has a derivative |P | = |g 2 (g 1 )||g 1 | < 1. We calculate
focal point Φ x (B), and likewise in κ D and κ D,− with the x-component of the focal point Φ x (D). In the other two quadrants,x is moving away from θ x , a phenomenon that never occurs in system (28). We say that κ B,+ ∪ κ D,− is the matching region, and κ B,− ∪ κ D,+ is the non-matching region.
Proof (Proof of Point (III)a of Theorem 43)
Recall that we wish to show that for δ > 0 andÎ 0 ∈R( ), there exists an (δ,Î 0 ) such that |x(T y ) − x(T y )| ≤ δ. We shall assume for this proof that x reaches the black wall in (28), so that x(t) = θ x for t ∈ [T x , T y ] for some T x < T y . A similar proof works for the case when x does not reach the black wall, but we will not show the details here.
Corollary 66 states that if for some T < T y
Therefore it is sufficient to find sufficiently small to ensure thatx(T ) ∈ [θ x − δ, θ x + δ] × {θ z } for some T < T y . We will do this by splitting the trajectory ϕ(x(0),ẑ(0), t) into pieces that cross the matching and non-matching regions in an alternating fashion. The time taken to cross the matching regions is controlled by the decay rate γ x and cannot be altered, but the time taken to cross a non-matching region is bounded above by ln 2. To see this we setẑ(0) to its maximum and minimum possible valuesẑ(0) = θ z ± β z in Equation (11) forT z , the time taken to travel fromẑ(0) to θ z :
Therefore our strategy will be to limit the time spent in the non-matching region by taking small. We first consider (x(0),ẑ(0)) in a matching region, shown in Figure 13 (a) for the example (x(0),ẑ(0)) ∈ κ B,+ . A similar picture exists for (x(0),ẑ(0)) ∈ κ D,− , and the following argument holds for both cells. The solutionsx(t) and x(t) are identical until they reach threshold θ x after time T x . At this point the solution ϕ(x(0),ẑ(0), t) enters the non-matching region while x(t) = θ x . The difference |x(t) − x(t)| will therefore grow for some time t 1 until ϕ(x(0),ẑ(0), t) reaches the next thresholdẑ(T x + t 1 ) = θ z . We denotex 1 :=x(T x + t 1 ). We want to chose small enough so that t 1 + T x < T y and |x 1 − θ x | ≤ δ.
Using (43) we choose 1 > 0 such that t 1 ≤ 1 ln 2 < T y −T x . Then, noticing that
we choose 2 > 0 such that
This completes the matching case if we take ≤ min{ 1 , 2 }.
Therefore we must wait until the second encounter with θ z threshold to ensure thatx is in the desired region [θ x − δ, θ x + δ] × {θ z }. From (x 3 , θ z ), the trajectory ϕ(x(0),ẑ(0), t) enters a matching region. To compare this trajectory to the trajectory of the two dimensional system, we note that at time T x , x(T x ) = θ x . However, ϕ(x(0),ẑ(0), T x ) has not finished crossing the matching region to reach θ x , because |x 3 − θ x | > |x(0) − θ x |. Thereforex 2 :=x(T x ) = θ x . We define t 2 to be the time it takes the trajectory to reach θ x ; that is ϕ(x(0),ẑ(0), T x + t 2 ) = (θ x ,ẑ 2 ).
At this point,x(T x + t 2 ) = θ x . Lastly we define a time t 1 , which is the travel time from (θ x ,ẑ 2 ) to a point (x 1 , θ z ) wherex 1 :=x(T x + t 2 + t 1 ). Analogously to the matching case, we must ensure that |x 1 − θ x | ≤ δ and T x + t 2 + t 1 < T y .
The value ofx(t) on its first visit to θ z threshold is given bŷ
and the value ofx 2 :=x(T x ) is given bŷ
The travel time fromx 2 to the threshold θ x is given by the time t 2 :
Since by (43) we have t 3 ≤ ln 2, it is easy to see thatx 2 → θ x as → 0, which implies t 2 → 0 as → 0.
To complete the argument, we need to estimate t 1 . To do this we note that x(T x + t 2 ) = θ x which puts us in the same situation that has been discussed in the matching region case. Therefore, we can use the formula as in (44) for |x 1 − θ x | to estimate t 1 ≤ ln 2 as in (45). Thus we choose 1 > 0 such that t 2 + t 1 < T y − T x , chose 2 > 0 such that (45) holds, and then take < min{ 1 , 2 }. This completes the proof.
Point (III)b of Theorem 43
The proof of Point (III)b requires some preliminary discussion, definitions, and lemmas. The excluded region E( , δ), is composed of initial conditionsÎ 0 that lead to trajectories in system (30) whosex component is insufficiently close to the corresponding x trajectories in system (28). The symbolic description of E( , δ) in terms of inequalities and set operations is possible, but tedious. For our purposes, it is sufficient to describe some of the more interesting regions of E( , δ) and prove that they have non-empty interior, where recall that
We shall consider initial conditions I 0 ∈ R 2 where the time for the solution to reach the black wall T x is less than T y , so that the trajectory starting at I 0 enters the black wall. We know that there is an open set of initial conditions in R 2 satisfying this condition, so by the proof of Lemma 62, there is a corresponding open set of initial conditions I ⊂R 3 ( ) intersecting W from (22) . Part of the excluded regionẼ( , δ) is defined by the inequality {Î 0 ∈ I | |x(T y ;Î 0 ) − θ x | > δ}. This is still a complicated set to describe exactly, so we will intersect it with the Poincaré section S 1 . This projection of E( , δ) exhibits interesting "stripes" in the (x,ẑ) phase space.
Definition 67
We denote the flow-defined map h Ty :R 3 ( ) → {ŷ = θ y } via (30) as h Ty : (x(0),ŷ(0),ẑ(0)) → (x(T y ), θ y ,ẑ(T y )).
This map takes the initial valueÎ 0 to its value at the time of exit T y from R 3 ( ).
Our basic approach will be to take the preimage of the δ-strip
under h Ty . The regions which fall outside of the preimage will not map into the desirable region U (δ). To motivate our work, we provide an illustration of the preimage of U (δ) projected onto (x,ẑ) space in Figure 3 for increasing exit times T y . The preimage really exists on some plane {y(0) | y(T y ) = θ y for a fixed T y }, so that the unions of the preimages over T y are stacked images like those in Figure 3 , with the more twisted regions farther from the hyperplane {y = θ y }.
Definition 68 For δ > 0, let P (δ, T y ) = h The intervals P i are seen in Figure 3 as the intersection of the shaded regions with the horizontal axis to the right ofx = θ x . The first panel has one such interval, the second and third have two, and the fourth has three.
Observe that the region
contains initial conditions that lead to solutions that will be outside of the δ-strip in R 3 ( ) after time T y . The setS x (δ, T y ) ∩ {x(0) | T x < T y } consists of initial data (x(0), θ z , y(0)) such that their projection (x(0), y(0)) will reach the black wall in system (28), and subsequently slide along the black wall to the exit at (θ x , θ y ). Yet, solutions of system (30) starting inS x (δ, T y ) ∩ {x(0) | T x < T y } will exit R 3 ( ) outside of the δ-strip surrounding (θ x , θ y ). If we define Q(δ, T y ) := S x (δ, T y ) ∩ {x(0) | T x < T y } × {ẑ = θ z } × {y(0) | y(T y ) = θ y }, 
To complete the proof of Theorem 43, it remains to show that the set in (48) is nonempty and can be widened to a region with nonempty interior. Observe that if T Therefore (48) is a disjoint union parameterized by T y and it is sufficient for nonemptiness to show thatR 3 ( ) ∩ Q(δ, T y ) = ∅ for one T y . Several intermediate results will be of use.
Lemma 69 Consider an initial condition (x(0), y(0), θ z ) ∈ S 1 and let T y be the exit time for the resulting solution of (30) fromR 3 ( ). Then T y → 0 if, and only if, y(0) → θ y .
Proof By (11),
Notice that y(0) uniquely defines the exit time T y , and that T y approaches 0 only if y(0) → θ y .
Lemma 610 Some consequences of Definition 68.
1. For a fixed y(0) and associated T y , there exists a maximal elementx * 0 of the set {x * i } as given in Definition 68. 2. For a fixed y(0) and associated T y , ifx(0) ∈ [θ x ,x * 0 ) thenT x < T y is satisfied, whereT x is the travel time to θ x from (11)
3. For a fixed y(0) and associated T y , as δ → 0, the points α by (10) and the fact that trajectories starting in S 1 flow through κ B,+ as shown in Figure 11 .
By Definition 68, each x * i is the preimage of θ x . Considerx(0) >x * 0 . By the monotonicity of each component of the flow in κ B,+ , the x component of h Ty (x(0), θ z , y(0)) is greater than thex component of h Ty (x * 0 , θ z , y(0)), which is θ x . In other words,x(T y ) > θ x meansx(0) cannot equal any x * i . Therefore x * 0 is maximal, as desired in (1) . Now considerx(0) < x * 0 . Again by monotonicity in κ B,+ , there exists a timeT x < T y such that hT x (x(0), θ z , y(0)) = (θ x , z(T x ), y(T x )). This proves (2) . As δ → 0, by continuity we have that (α Lemma 611 For sufficiently small T y , there exists ∆( ) > 0 such that for 0 < δ < ∆( ), Q(δ, T y ) ∩R 3 ( ) = ∅.
Proof We can choose T y sufficiently small so thatx * 0 < θ x + µ 2 − ν by Lemma 610 (4), and also small enough so that y(0) ∈ R y by Lemma 69. Then (x * 0 , y(0), θ z ) ∈R 3 ( ) as in (23) . Now letx * 1 be the next largest preimage of θ x under h Ty , so that x * i < x * 1 < x * 0 for all i using Lemma 610 (1). Then choose ∆( ) sufficiently small so that 1.x * 1 > θ x + ∆( ), and 2. α Therefore E( , δ) =Ẽ( , δ)× i =J R yi is nonempty. Finally, continuous dependence on initial conditions assures that there is an open neighborhood around any initial condition in Q(δ, T * y ) that also belongs toẼ( , δ). In other words, we can thicken the set in y andẑ, leading to a nonempty interior inR 3 ( ). This completes the proof.
