The standard existing performance evaluation methods for discrete-state stochastic models such as Petri nets either generate the reachability graph followed by a numerical solution of equations or use some variant of simulation. Both methods have characteristic advantages and disadvantages depending on the size of the reachability graph and type of performance measure.
INTRODUCTION
Model-based systems engineering is an important tool for complex system design, especially to predict non-functional properties in early design stages. This requires a model such as a stochastic Petri net as well as an efficient evaluation algorithm implemented in a user-friendly tool. This article considers Generalized Stochastic Petri Nets (GSPN, [1] ). Both transient and steady-state evaluation methods are available that either analyze the initial behavior of a system over a certain time interval from the start or return results for the average long run in the latter case, which is important for strategic decisions in systems engineering. The method proposed is introduced and its correctness proved for steady-state evaluation in this article, and thus the presentation concentrates on this case in the following. A variety of evaluation methods are known from the literature, all with certain individual advantages, but for a non-expert user it is not obvious which method should be used for his or her problem.
Perhaps the most significant classification of algorithms discriminates between: (1) numerical analysis that explores and stores the full state space and thus suffers from large memory requirements that may exceed the given hardware; as well as (2) simulation that stores and follows just one state and trajectory of the system and thus may generate samples of interest only rarely for certain performance measures. For the latter, there is no restriction on large state spaces as such, but some simulation problems will take unacceptable computation time. It should be noted that these are only the most common methods, which are applicable to stochastic Petri net models without restrictions. There are specialized methods available for some models belonging to certain sub-classes, c.f. Section 2. In such cases, exact or approximate solutions can be computed more efficiently or even without analyzing the full reachability graph.
The idea behind the algorithm presented in this article is to find a hybrid mix between the two methods: working similar to a numerical analysis as long as the memory is sufficient, but not storing all states if a certain maximum is reached and thus being able to handle any size like a simulation. We introduce a new algorithm that follows many but not all simulation trajectories and stores them internally as particles with a certain weight. Different settings of maximum particle numbers lead to either an (adapted) standard numerical analysis or a standard simulation. This allows one to explore new trade-offs between considering all or a single state in contrast to the two existing standard methods, which may be seen then as the extreme cases of the proposed algorithm. Moreover, the algorithm automatically adapts its behavior depending on whether the size of the underlying state space fits into the main memory. It thus combines the advantages of simulation and numerical analysis without a priori in-depth knowledge of the modeler. However, the primary aim is not an algorithm that is faster than the existing approaches, but a method that integrates their behavior and thus overcomes an explicit choice by the user. The algorithm has been implemented as an extension of TimeNET [36] . Experiments show that it is competitive both in run time and accuracy in comparison to simulation and numerical analysis.
Our first results [37] showed that the proposed algorithm can be slower than standard simulation in some cases with medium-size state space. This happens when a simulation is very fast while the multi-trajectory algorithm spends unnecessary time in the particle computation. This article extends the algorithm thus by starting with a small number of maximum particles to enforce a more simulation-like behavior in the beginning, while gradually increasing this number throughout the algorithm run to change the behavior towards a more numerical analysis-like approach. Moreover, an adapted convergence criterion for the case that all states are covered by the particles has been added, as the normal variance-based estimation is then unnecessarily conservative. Additional examples show that the proposed algorithm significantly outperforms the two standard methods for rare-event problems with a state space that is too large to be handled by numerical analysis.
Considering a mathematical framework that allows treating simulation, numerical analysis, as well as the proposed multi-trajectory algorithm, unbiasedness and convergence of the resulting estimator are proved. As a side effect, the possibility of configuring our algorithm with one simple numerical parameter to behave either like a simulation or a numerical analysis can be seen as a step towards a unified understanding of the two main methods in performance evaluation.
We use the name multi-trajectory simulation here, as there are multiple trajectories of the same system model evaluated concurrently (and not multiple particles of one system as done in multiparticle simulation, for instance). This name has been coined in previous work that keeps several possible trajectories of a combat simulation [15] . However, the cited approach does not cover performance evaluation in a rigorous mathematical way. Approximation and discretization are used to decrease the number of trajectories (or particles) in Reference [15] . Heuristics in this approach merge particles that are similar, and delete trajectories viewed as being less significant.
In the literature, the term "hybrid simulation" has been used both for simulation of mixed discrete and continuous state models, as well as for methods that combine analytical and simulative methods. In the latter related work, parts of the model are evaluated by numerical analysis, and the local results are then fed into a simulation algorithm [5, 28] using a decomposition/aggregation approach quite different from our algorithm. A related method working with several internal states and trajectories (coined proxels) has been proposed in Reference [21] . It aims at transient evaluation of non-Markovian Petri net models and uses a time discretization. Weighted ensemble simulation [17, 20] considers simulation of trajectories between certain parts of the state space termed bins. Such a simulation requires very long runs when these bins form semi-stable states with barriers between them, which a simulation run is unlikely to cross. Typical application fields include system models in biology and chemistry where pathways over barriers in system states need to be evaluated. It covers continuous-state Brownian dynamic systems and aims at flow rate analysis between bins in comparison to our approach. Importance splitting techniques in rare-event simulation [23] is another area in which multiple trajectories are being considered. The RESTART algorithm [33] , for instance, uses a depth-first-like algorithm to search for promising paths towards the state(s) of interest and by discarding others that are assumed to be ineffective. However, this class of algorithms manages separate simulation trials that are followed or dropped following a set of heuristics. The trajectories are not merged as in our approach, which is the essential step towards a hybrid analytical method. Moreover, the splitting follows a fixed set of rules that are less flexible than in our proposed algorithm.
The article is structured as follows: Some terminology for the later explanation is introduced in Section 2, covering generalized stochastic Petri nets and their quantitative evaluation. Section 3 introduces the multi-trajectory method for the performance evaluation of stochastic Petri nets. Subsequently, convergence results for the estimator are proved in Section 4. Section 5 introduces examples, while Section 6 analyzes how the number of particles influences the algorithm behavior. This leads to our proposal of an adaptive method, for which numerical results are subsequently presented. Section 7 presents examples that are practically inaccessible for the standard methods, while our proposed algorithm is able to compute results. Moreover, remaining limitations and future work are covered before the conclusion.
PERFORMANCE EVALUATION OF GENERALIZED STOCHASTIC PETRI NETS
The net class of Generalized Stochastic Petri Nets (GSPNs [2] ) can be defined as a tuple GSPN = (P, T , Π, Pre, Post, Inh, λ, m 0 , F ). We denote by P the (finite) set of places (i.e., state variables, denoted by circles), which may contain tokens. Each marking m of the Petri net is a vector of nonnegative, integer numbers of tokens for each place m ∈ N |P | . The initial state is given by m 0 .
T specifies the set of transitions (depicted as rectangles) that contains the set of timed T tim and immediate transitions T im . Immediate transitions have an individual priority Π : T → N and fire before timed transitions. Pre describes the multiplicities of the input arcs connecting places to transitions Pre : P × T → N. Similarly, output arcs Post from transitions to places are defined with their cardinality. Each transition tr has a weight λ(tr, m) ∈ R assigned. This value specifies the average interfiring rate of the underlying exponential distribution (the inverse of the expected firing delay) for timed transitions, or the transition weight used to probabilistically choose between immediate transitions when they are enabled in conflict. It may depend on the current marking m (also called marking-dependent rates and weights). Exponential transitions either have a single server or infinite server firing semantics, modeling whether the transition can serve multiple (sets of input) tokens concurrently. This is emulated in the Markovian case simply by multiplying the current firing rate of a transition in a state by the maximum number of times that the transition could fire, given the number of tokens in its input places (its enabling degree). Finally, the measure(s) of interest to be computed is given by reward variables F, described later.
The behavior of a Petri net is defined as follows: A transition tr is enabled in a marking m if and only if there are enough tokens available in each of its input places, i.e., ∀p ∈ P : m(p) ≥ Pre(p, tr), and there are no inhibitor arcs disabling it, i.e., ∀p ∈ P : Inh(p, tr) . Whenever a transition becomes newly enabled, a remaining firing time (RFT) is randomly drawn from its associated firing time distribution (zero or exponential). The RFTs of all enabled transitions decrease with identical speed until one of them reaches zero.
The fastest transition tr (in case of multiple ones, priority-based selection and-if necessary-a probabilistic choice decides) will fire and change the current marking m to a new one m denoted as m tr −→ m . The new marking is derived by removing the necessary number of tokens from the input places and adding tokens to output places with ∀p ∈ P :
If there is a transition tr enabled in marking m and its firing leads to marking m , then we say that m is directly reachable from m. The set of all directly or indirectly reachable states from m 0 is the reachability set M ⊆ N |P | or state space of the model. In general, the state space size of a GSPN model can be infinite. Standard numerical approaches obviously cannot handle such systems, as they require to enumerate and store M, while simulation algorithms are still applicable; our proposed algorithm has the same advantage. However, for the mathematical proof in Section 4, we assume models with a finite state space where the initial state m 0 is directly or indirectly reachable from every other state such that the state space is irreducible.
Performance measures f ∈ F are defined here as reward functions [26] of the current state of the stochastic process underlying the stochastic Petri net. They are specified by a reward rate f : M → R returning the amount of reward gained (or lost if negative) in marking m ∈ M per time unit. We do not consider impulse rewards here to simplify the explanation and because this feature has not yet been included in the tool implementation. Section 4 explains how the corresponding results are formally derived from simulation and numerical analysis.
The stochastic process defined by such a stochastic Petri net model is a semi-Markov process [11] whose state residence time can be either deterministically zero (vanishing markings with immediate transitions enabled) or an independent exponentially distributed random variable. This can be algorithmically reduced by vanishing states, resulting in a continuous-time, irreducible Markov chain with finite state space S ⊆ M and transitions isomorphic to the (tangible part of the) reachability graph of the Petri net model [2, 11] . Its infinitesimal generator matrix Q with entries Q i, j is given by the sum of all rates λ(tr, m i ) of exponential transitions tr for which m i tr −→ m j . If such a firing leads to a vanishing state, then all possible state trajectories that lead to the next tangible state are computed, and the related path probabilities computed from immediate transitions in conflict are multiplied by the rate. It should be noted that we do not consider the special case of cycles of immediate transition firings here to simplify the description. Such a behavior can be allowed, analytically solved with an embedded discrete-time Markov chain [2] , and the results included in Q. Diagonal entries of Q denote outflow rates set to Q j, j = − i j Q j,i .
Stationary (steady-state) evaluation of performance measures is considered in this article, for which there is a set of standard methods known (cf. Reference [35] ). Direct numerical analysis explores the full state space M of the Petri net and reduces it to a continuous-time Markov chain S by removing vanishing states in which no time is spent because of enabled immediate transitions. It then solves for the invariant measure π : S → R (the vector of steady-state probabilities of the underlying Markov chain) via πQ = 0, 1 = i ∈S π (i) and derives the performance measure values simply from i ∈S f (i) π (i).
There are special cases of models in which certain properties such as lumpability [8, 9] or product-form solvability [12, 16, 22] allow efficient analysis methods for large or even unbounded state spaces. We do not compare with these methods in this article, as they require specific model restrictions and are thus not generally applicable for GSPN models.
The alternative to numerical analysis is simulation, estimating results by
with T denoting the maximum simulation time (that for any practical simulation is finite) and m(t ) the marking of the Petri net at a simulation time t for a certain simulation experiment that follows a simulation trajectory. Such a trajectory is defined as a (finite) sequence of n + 1 markings and n transition firings that a standard simulation follows according to the described behavior, starting at the initial marking:
where the superscripts denote sequence numbers in the trajectory as opposed to an index in the state or transition set. The transition to be fired in a certain marking m i is chosen according to the enabling and firing rules as described before. The transition firings
depending on their firing time distributions, and thus the state m(t ) in Equation (1) of the simulation at a certain point in time t is uniquely defined for a certain trajectory by the current marking m i between the surrounding
We assume that there are no dead states in the model (i.e., in which no transition is enabled) to ensure a steady-state solution. Any trajectory can then be continued for every n, thus eventually reaching any chosen T as long as the model is non-Zeno, which is obviously the case for our stochastic Petri net models if there are no immediate transition firing loops and there is a minimum transition delay 1/λ(·) > 0 even for marking-dependent values. It should be noted that such a trajectory is just one out of the many concrete realizations of the stochastic process, which is composed of all possible trajectories. Standard numerical analysis is hard or impossible when the state space size becomes huge, while simulation runs into unacceptable execution times for models in which significant samples can be generated only rarely, thus requiring prohibitively long trajectories with large T and n. Rare-event simulation methods [3] can be applied in such settings. 
STEADY-STATE PERFORMANCE EVALUATION USING A HYBRID
MULTI-TRAJECTORY SIMULATION ALGORITHM The algorithm proposed in this article covers the areas of simulation and numerical analysis without a priori knowledge about the problem region and allows new mixed algorithms that may solve rare-event problems with large state space. An additional goal is the introduction of new trade-offs between available memory space, numerical accuracy, and speed. The idea is the following: Instead of the two extremes of either following just one trajectory in the state space as done by simulation versus considering all states at once as done in a numerical analysis, we propose a hybrid approach in between that stores and follows some trajectories.
Our approach evaluates the original continuous-time stochastic process after a transformation to a discrete-time Markov chain EMC with the same state space S of size d = |S| < ∞ via the well-known method of embedding. This is done to normalize time steps for a joint treatment independent of the actual firing delays of transitions. The solution is computed for the transformed problem, which can be transferred back to the original problem easily. While state holding (sojourn) times are given by the fastest transition delay in the continuous setting (and transition rates stored in Q), the discrete-time model is governed by one-step state transition probabilities P i, j that specify the probability to change the state from m i to m j after one time step of the EMC. These values are stored in P = {P i, j } and can be derived by
The steady-state solution μ of the EMC will be represented as a vector in [29] . The solution of the original process can be computed by taking into account the state sojourn (holding) times
It should be noted that such a conversion may result in a periodic process EMC, even if the original continuous-time process is aperiodic. Such a process would not have a unique steadystate distribution as desired. A simple workaround is to assume a self-loop at the initial state of the continuous-time process, which does not change the solution, as it cancels out in the Q 0,0 entry. Taking this state transition into account when computing the state transition probabilities P 0,i >0 will definitely make the initial state aperiodic. Under the assumption that the overall process is irreducible, this guarantees that all states are aperiodic [30] . The effect on the solution is reversed by taking the added state transition into account also in the computation of the sojourn time h 0 .
An iterative algorithm to determine the steady-state solution μ of the embedded process EMC computes the transient state probabilities μ t ∈ [0, 1] d at time steps t from the initial state m 0 , i.e., μ 0 (k ) = 1 if k = m 0 while μ 0 (k ) = 0 otherwise, and then iteratively
After t steps of such an algorithm, μ t is a probability distribution vector that, for each internal state m ∈ S, contains the probability that the embedded process is in this state after t state transitions. This numerical algorithm is motivated by the fact that under mild assumptions, μ = lim t →∞ μ t [29] .
As long as the state space size d = |S| is small enough, both vectors μ t and μ t +1 can be fully stored in memory for an efficient implementation. Memory requirements for storing the P matrix with its size of |S| 2 restricts the size of problems that can be handled numerically. However, P can be stored efficiently as it typically is a sparse matrix and the large number of zeroes does not need to be saved. Moreover, symbolic encoding methods can be used [6] . In some cases, structural symmetries of the underlying model allow additional memory size reductions [10] .
One advantage of this iterative approach is that the set of (tangible) reachable states S does not have to be computed and stored in advance-it can be explored on the fly. We then do not know the size |S| of the μ t vectors and cannot allocate a fixed-size array data structure for it at the start of the algorithm. However, this is not a problem if they are stored as sparse vectors that only contain the non-null elements together with their index values to keep track of the correct correspondence to states. Unknown states out of S that have not been visited yet after a certain number of steps will have a zero probability, which is identical to not being stored at all in the sparse vector.
Imagine an arbitrary toy example of a redundant, fault-tolerant modular system modeled as a stochastic Petri net shown in Figure 2 . Correctly working modules are modeled by (initially K) tokens in place OK, failures and repairs of single modules by transitions Failure and Repair. To avoid periodicity of the embedded process, we assume that the system may also break down completely when all modules are working, which may happen because of a complexity-induced design error (transition SystemFailure fires). The reachability graph of the Petri net with transition rate inscriptions (i.e., its underlying continuous-time Markov chain S) is shown for K = 4 in Figure 3 (left side) with transition firing rates Q i, j assumed to be 1 for Failure, 2 for Repair, and 1/3 for 24:8 A. Zimmermann and T. Hotz SystemFailure. The right side of the figure contains the corresponding discrete-time embedded Markov chain EMC with state transition probabilities P i, j . Figure 4 (left) sketches how an internal sparse vector representation of transient state probabilities would evolve in the iterative numerical algorithm described above. State transition probabilities are denoted at the arrows, and resulting transient state probabilities in the boxes. The full reachability set is explored after four time steps. For systems with a larger reachability graph, this exploration phase will obviously take longer (also depending on the Petri net model structure). There is no difference in the algorithm between states that have not been visited before and the ones for which the current transient probability is zero.
However, a regular simulation algorithm after i simulated state transitions (i.e., transition firings or events) will have visited a random trajectory (m 0
Its internal state is characterized by the state (marking) m i . Although the individual trajectories will differ, for each single simulation run the process will at each time point be at a certain (random) state with probability one (so these trivial probabilities do not have to be stored). If we were interested in the transient probabilities at time step t, then the simulation would have to be restarted many times and the average probability of arriving at a state i would converge to the actual probabilities μ t (i) with probability one [29] .
Figure 4 (right) depicts one possible trajectory of such a simulation run of our toy example. Just like in any standard simulation, only one state is stored in the algorithm. There is obviously no probability distribution that would converge to any meaningful value, which is why simulation output of performance measures has to be observed and statistically treated to compute estimates from the trajectory. For an integrated algorithm that covers both approaches (and allows our new hybrid variant), we introduce the notion of a particle that informally captures one entry in a sparse probability vector. A particle ϕ is thus a pair (m, w ) with a marking (state) m ∈ S and its corresponding weight, a probability w ∈ [0, 1].
The term particle is chosen here to denote one simulation or analysis state as part of a larger set, not in the sense of a multi-particle simulation in physics. It is thus similar to trajectory weights considered in some rare-event simulation methods (e.g., Reference [31] ), which are used there to keep track of the amount of splitting. However, there is an important difference between a particle and such a trajectory: The latter is a simulation path to a certain state, while the proposed particles are the results of all trajectories leading to the same state.
The information of a transient state probability vector μ t over S can easily be captured in a particle set Φ t for a time step t: Figure 4 shows the main difference between simulation and iterative analysis for the treatment of each particle: While the current trajectory is simply propagated in the first case, all subsequent states are considered in the latter, corresponding to a split of the particle and the distribution of its weight (transient probability) over the subsequent particles. It should be noted that this simply equals either choosing one following state with a probabilistic choice based on the P matrix entries for simulation, or the vector-matrix multiplication μ t +1 = μ t P if done one-by-one for each state. Our hybrid algorithm allows to mix both types of steps arbitrarily-namely, to propagate or split a particle.
Our proposed multi-trajectory algorithm follows this scheme: We start with one simulation particle for state m 0 at simulation time t = 0 with weight 1. This corresponds to an initial probability distribution vector μ 0 being 1 for the initial Petri net marking m 0 . Figure 5 depicts the particles created over some assumed subsequent steps of the algorithm for our toy example.
The algorithm maintains two sets of particles: the current Φ and next Φ . In each step of the main simulation loop, the algorithm iterates over the current set of particles Φ. For each particle ϕ ∈ Φ stored, two treatments are possible:
• Propagate: The particle is simply followed as in a standard simulation by probabilistically choosing one of the subsequent states. The weight of the previous particle is kept.
• Split: All possible subsequent states are computed similarly to an iterative step in a numerical transient solution of a discrete-time Markov chain restricted to one state. The weight of the particle is distributed over all descendant particles by multiplying it with the enabled transition's firing probabilities. This is similar to an element-wise vector-matrix multiplication μ t +1 = μ t P for the current particle.
All created particles are stored in the next particle set Φ . If a particle with an identical state (marking) already exists, then their weights are simply added (the particles are merged, thus reducing the number of particles to be stored). This will obviously never happen in a 1-particle standard simulation. The weight of each particle equals the probability that a simulation would have arrived at the corresponding state until the current simulation step, given the previous probabilistic decisions. The sum of all particle weights (m,w ) ∈Φ w at any step remains one. Figure 5 shows particle sets for our toy example over four steps. To simplify the description, all particles are treated equally in each step, i.e., they are all split in Steps 1, 2, and 4, while all are propagated in Step 3. In the real algorithm, each particle may be treated differently. The figure shows the state numbers and current weights for each particle. For instance, particle 1 after one time step describes state 3 with a weight of 0.75. Two state transitions are then possible according to the DTMC shown in Figure 3 : to state 4 with probability 2/3 and to state 2 with probability 1/3. Consequently, two subsequent particles are created for states 4 and 2, and the weight of the particle is distributed accordingly, resulting in 0.5 and 0.25, respectively. Particle 2 for state 0 at this step only leads to one new particle despite the split, as there is only one possible next state from there.
The simulation time that passes during each step from Φ to Φ is updated according to the weighted average sojourn times in each particle of Φ, which depend on the firing rates of the enabled transitions (or is zero for immediate ones). This allows to measure samples directly from the original continuous-time process including immediate transition firings, instead of the transformed embedded process, in which the delays would be 1. For a step from particle set Φ to Φ , the average simulation time spent in between can be computed for our Markovian case as
if ϕ is propagated by firing tr,
with −Q ii denoting the sum of all outgoing transition rates from state m i . For our example shown in Figure 5 , for instance, the resulting passed simulation time between 1 and 2 is 0.25
Several heuristics are possible to decide whether a particle should be propagated or split during the algorithm execution. There is no freedom to choose if the maximum possible number of particles has already been reached, in which case the current state needs to be propagated as in a regular simulation. The obvious choice is to split always if there is enough space for new particles that may arise. This fills the available set rapidly and may not be the best approach if particles should be spared for states that are important for the performance measures, as analyzed in our previous work [37] . An alternative heuristic (termed selective) presented there only allows splits if the number of particles is smaller than a threshold fraction (70%) of the maximum number of particles, or if the split would fire a transition for which the overall firing count is less than average. However, more recent analysis shows that this works only if such a fairer transition firing actually forces events of interest to happen more frequently. There are other models in which such an approach actually increases simulation time, such as the second example in this article. We thus work with the split always heuristic in this article, as it performs well in the general case, and concentrate more on the issue of particle numbers in the experimental sections. For further possibilities, see Section 7.
The second important configuration parameter is the maximum size of the particle sets, which need to be bounded by a number P max of particles for practical implementation reasons. If the state space size of the model |S| is larger than P max , then not every possible split will be executable. Obviously, both the maximum number of particles and the decision when to use propagation or splitting influence the algorithm's performance; we investigate this more thoroughly in Section 5. This article extends the previous approach of Reference [37] by an adaptive increase of the maximum number of particles during the simulation in Section 6.1.
The toy example particle evolution shown in Figure 5 assumes that the maximum number of particles to be stored is 3, which is smaller than the state space size of 4. Thus, no full splitting would SimTime ; P max = UpdateParticleNumber (P max ) ; /* increase allowed particles? */ until simulation stop criterion is reached (confidence interval estimation); return average of samples have been possible in the third shown step of the example, for instance, as we would otherwise have had to store 4 particles. Algorithm 1 sketches the proposed program structure. It takes as input GSPN, the generalized stochastic Petri net model including performance measure definitions f and initial state m 0 , and the maximum number of particles P max . Its output is an estimate for performance measure f 's expected value in steady state. It assumes only one performance measure f for simplicity, but any number can be computed concurrently. Intermediate variable Reward stores accumulated rate rewards [26] , i.e., the integral of the reward function over simulated time.
During the evaluation, SimTime keeps the current simulation time (starting at 0) passed by all particles together on average; as such, state holding (sojourn) times are not simply added to it, but weighted by the particle weights and computed for each particle using the enabled transitions' firing rates λ as described above. The variable WeightSum holds the sum of all transition weights that are considered for firing, which means either firing rates of exponential transitions or relative firing probabilities for immediate ones. The splitting decision is done conservatively: The number of additional particles cannot be greater than the number of enabled transitions in the current state. The Reward variable stores the reward accumulated so far for our single reward variable (performance measure), and thus is initialized with 0. The set Φ is organized to be rapidly searchable for a particle (m, w ) belonging to a marking m. Function UpdateParticleNumber () is a place holder for the adaptive particle number change introduced in Section 6.1. The maximum number of particles was kept constant in the algorithm introduced in Reference [37] .
Our prototype implementation of Reference [37] uses a simple heuristic to ignore the initial transient of the algorithm and to avoid a subsequent bias: The algorithm starts to run without collecting samples for a predefined number of 1 K iterations, and continuing further until it reaches a point in which the number of particles does not increase over subsequent loop cycles in the algorithm, or a maximum number of additional steps has passed. The idea is to wait until the set of particles has settled. This is usually done within a few milliseconds and works well for the models considered so far.
The stop criterion decides how long samples have to be collected. The desired accuracy is set by the user by choosing a confidence interval and relative error. The implementation is based on standard methods from the literature [24] : Non-zero samples are collected and averaged in batches of 20 to decrease correlation between subsequent samples. Whenever 100 new batches are collected, the simulation checks the achieved accuracy. A spectral variance estimation algorithm computes the sample variance, which is used together with the α-quantile of Student's t-distribution to derive the current confidence interval length. Division by the current mean value estimation results in the relative error, which is compared to the user-specified value to stop if it is small enough already.
This standard method turns out to be too conservative for cases in which the full set of states fits within the particle set. This can be heuristically detected by the simulation by checking if the number of particles is increasing over a period of loops. As the probability vector will converge then to the steady-state solution, we have added a specific check for this case based on the maximum remaining difference of result values over several particle loops that ends the algorithm earlier. This improves our earlier implementation presented in Reference [37] by avoiding unnecessary long iterations with variance-based checks.
UNBIASEDNESS AND CONVERGENCE
The mathematical analysis will be carried out in a discrete-time setting resulting from an embedding of the GSPN in a time-discrete Markov chain EMC, as explained at the beginning of Section 3. In the following, we thus consider such a time-discrete, irreducible, aperiodic Markov chain (X t ) t ∈N 0 on a finite state space S = {1, . . . ,d} with time-invariant transition matrix P ∈ [0, 1] d . Its unique invariant probability measure (steady-state solution) μ will be represented as a vector in R d , i.e., we have μ P = μ .
Consider now some function f : S → R corresponding to the performance measure f of the model; f may be expressed as a vector in R d . The essential aim is then to calculate the expected value of f with respect to μ, i.e.,
If μ can not be computed explicitly, then one may resort to simulation. Indeed, assuming for simplicity that the initial transient phase of the simulation has passed at t = 0, i.e., X 0 is already distributed according to μ (for which we write X 0 ∼ μ), the ergodic theorem [34] states that,
when the simulation time T → ∞; note that this implies convergence in quadratic mean as well (since the state space is finite and f therefore bounded); in particular, the variance of F T tends to 0 when T tends to infinity.
Since
T t =1 f (X t ) can be updated while the Markov chain is simulated, the computation of F T requires only constant memory.
The algorithm proposed in this article extends this: As long as memory is available, one may, instead of simply simulating the state, think of X t as a particle, and split this particle according to the conditional distribution P(X t +1 | X t ) into all possibly succeeding states with weights according to that conditional distribution. This splitting may be repeated, whereby the new weights are multiplied with the particles' original weights, while particles in the same state get merged by adding their weights. Then, instead of evaluating f at each time point only at X t , one computes the weighted average over its values at the particles, i.e., one computes the expected value of f with respect to the current random distribution.
The analysis of the (multi-particle) simulation needs a mathematical framework that allows to bridge numerical analysis and simulation. For this, recall that an alternative to solving μ P = μ in the numerical analysis is to start with some probability distribution μ 0 ∈ [0, 1] d whose entries sum to 1, and iteratively compute μ t +1 = μ t P (3) until convergence, which is guaranteed to be exponentially fast by the Perron-Frobenius theorem [34] . We will now describe standard simulation and the multi-trajectory algorithm in a similar vector-matrix calculus for which we introduce the following notation: e i ∈ R d , i = 1, . . . ,d will denote the canonical basis vectors of R d such that δ : S → {e i : i = 1, . . . ,d}, x → δ (x ) = e x is a bijective mapping that is interpreted as mapping a state to the Dirac measure on S at that state. Furthermore, we are going to denote the rows of the matrix P by p i ∈ R d , i = 1, . . . ,d-and analogously for other matrices-such that P = d i=1 e i p i . Note that p i may also be viewed as a probability distribution-namely, the conditional distribution of X t +1 given X t = i. Now imagine independent random variables distributed according to these conditional distributions, Z t,i ∼ p i , t ∈ N, i = 1, . . . ,d, and form the matrices
With these, if X 0 ∼ μ is independent of the Z t,i , a standard simulation proceeds by setting X t = Z t,i when X t −1 = i, t ∈ N. Denoting by r t,i = δ (Z t,i ) ∈ R d the rows of R t = d i=1 e i r t,i , we can reexpress this in terms of Dirac measures: δ (X t −1 ) = e i and thus
Hence, setting X t = δ −1 (δ (X t −1 ) R t ) for t ∈ N realizes the stationary Markov chain, i.e., δ (X t ) = δ (X 0 ) t s=1 R s encodes the evolution of the chain through Dirac measures (where here and in the following matrix products expand from left to right). This representation of a standard simulation that never splits serves as the basis for the mathematical formulation of our algorithm.
In the following, E and Var denote expected value and variance of the subsequent terms to shorten expressions. Then, the main difference between the numerical iteration in Equation (3) and the one for the simulation in Equation (4) lies in the matrices with which one multiplies from the right, P for the former and R t for the latter. By construction, their rows fulfill p i = E r t,i , so
The splitting can then be modeled as follows: Let D t,i ∈ {0, 1}, t ∈ N, i = 1, . . . ,d be random decision variables that specify if particle i will be split at time step t or not. We assume them to be random and depending only on the past, i.e., the subsequent proofs will apply to all splitting heuristics that are based only on the history of the process. D t,i may thus depend only on X 0 and R s for s < t; formally, we can form the filtration F 0 = σ (X 0 ), F t = σ (X 0 , R s : s ≤ t ) and require that D t,i is F t −1 -measurable (i.e., predictable given the past) for t ∈ N. Recall that a filtration is a growing sequence of σ -algebras that may be interpreted as containing the information up to the corresponding time point.
In this framework, propagation of the state corresponds to using the corresponding row r t,i as in a standard simulation, whereas splitting is achieved by choosing p i = E r t,i as in a numerical iteration. We therefore let
for t ∈ N, i = 1, . . . ,d be the rows of the matrices S t = d i=1 e i s t,i and consider the sequence of probability distributions ρ 0 = δ (X 0 ) and ρ t = ρ t −1 S t = δ (X 0 ) t s=1 S s for t ∈ N on S. Thus, S t contains the one-step probabilities for all particles stored in ρ with their weights, including any splits. Only states with ρ i > 0 are actually stored. If all states should be split, i.e., D t,i = 1 for all t and i, S t = P as in the numerical analysis above; if no states should be split, i.e., D t,i = 0 for all t and i, S t = R t as in the simulation approach. We are now interested in the convergence of 1 T T t =1 ρ t f , which should be compared with Equation (2) where we have replaced f (X t ) = δ (X t ) f by ρ t f .
Note that in case S t = P for all t ∈ N, we have convergence to the equilibrium, ρ t → μ for t → ∞, such that ρ t f → μ f and thus also for its Cesàro means one has 1 T T t =1 ρ t f → μ f . So, in both extreme cases, we have convergence of the time averages
The intuition regarding the performance of the multi-trajectory simulation is: For the rows s t,i of S t , we have either s t,i = r t,i if we do not split or s t,i = p i if we do. The latter is deterministic and thus generates no variance, so randomly deciding whether to split or not will lead to a smaller variance than never splitting at all. Note that, because p i = E r t,i and the decision to split depends only on the past, E s t,i = p i as well.
Since the sequence of measures ρ t will not be stationary in general, we will not consider almost sure convergence but we will prove 1 T T t =1 ρ t f → μ f in quadratic mean by showing the variance to be smaller when splitting; in particular, this will imply convergence in probability. The following lemma provides the essential estimate:
and form the matrices
Proof. By assumption and independence, we have E u Av = u (E A)(E v) = 0, and, since by construction E B = 0, analogously E u Bv = 0. Now, denoting the trace of a matrix by tr and using that for any matrix D ∈ R d ×d with DD = E vv , we have 
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by assumption, we compute, again by independence,
u e i u e j E tr a i vv a j
u e i u e j tr E a j a i (E vv )
We are now in the position to state and prove our main result. 
defined via Equation (5) as well as
ρ t = δ (X 0 ) t s=1 S s for t ∈ N. Then, considering the result F T = 1 T T t =1 f (X t ) after T ∈ N steps
when simulating the Markov chain, and the result
G T = 1 T T t =1 ρ t f of the multi-trajectory simulation, we have E F T = E G T = μ f = E f (X 0 ) and Var G T ≤ Var F T for all T ∈ N. Thus, from Var F T → 0 for T → ∞ one concludes G T → μ f in quadratic mean, i.e., E(G T − μ f ) 2 → 0 for T → ∞.
Proof. By stationarity of the Markov chain, we have E F
T = 1 T T t =1 E f (X t ) = E f (X 0 ). Also, by independence, E(r t,i | F t −1 ) = E(r t,i ) = p i , so, due to the F t −1 -measurability of D t,i , E(s t,i | F t −1 ) = 1{D t,i = 1} E(r t,i ) + 1{D t,i = 0} E(r t,i | F t −1 ) = p i .
Thus, E(S
which proves that our proposed algorithm's results will be unbiased.
To derive the variance estimate, we will substitute S k for R k in F T one after the other for k = 1, . . . ,T , i.e., we set H 0 = T F T as well as 
. ,T , E(H
Proposition 2 states that both F T and G T are unbiased and consistent estimators of μ f with the variance of G T never being larger than that of F T , which tends to zero when T tends to infinity; however, from the proofs one may expect the variance of G T to be considerably smaller than that of F T if one often splits particles.
In particular, symmetric (asymptotic) confidence intervals around F T derived from the central limit theorem are also valid if translated to be symmetric around G T but will be quite conservative. As the sequence ρ t will not be stationary, deriving sharp (asymptotic) confidence intervals around G T is non-trivial and left for further research, as is a proof of almost sure convergence.
APPLICATION EXAMPLES AND EXPERIMENTAL SETUP
The goal of this section is to demonstrate that the proposed algorithm works well both for models that can be (1) analyzed by standard simulation and (2) by numerical analysis. Two example models are thus evaluated: The first one shows that for models without rare events and differing state space size, where simulation is usually faster than a numerical analysis (at least when the state space size increases), the proposed algorithm has the same advantages as a regular simulation-the run time does not increase substantially with the state space size.
The second example is a model with fixed state space size, for which one parameter influences the "rareness" of events of interest. For the chosen case it will be demonstrated that our proposed algorithm has the same advantage as numerical analysis: As long as the state space size is manageable (i.e., fits into the main memory), the execution time does not increase for harder problems, which would otherwise lead to very long run times in a standard simulation.
The two example models are chosen to cover the two dimensions of problem complexity sketched in Figure 1 . The coverage of the first example is shown dotted red in the left side of this figure, while the second one is marked as chain-dotted blue in the bottom of Figure 1 . Figure 6 shows an arbitrary, not too simplistic stochastic Petri net as a first example. After the structure was created manually, transition attributes were set randomly to avoid a model in which specific application properties may lead to favorable results. The model thus intentionally does not have a meaning. Token flow directions were chosen such that there are no local traps or siphons, to avoid dead parts of the model. Transitions are set to either single or infinite server semantics with equal probability. The firing delays of the model have been randomly selected in the ranges [1 . . . 9] and [100 . . . 900] to avoid simplifying symmetries; only one parametrized model instance is considered. The number of states is controlled by parameter K, the initial number of tokens in place P4. We consider as performance measure of interest the probability of having at least one token in place P1, being expressed by P{#P1>0} in TimeNET 4.3 syntax. Figure 7 shows a second example to check how the algorithm behaves in cases where a standard simulation becomes infeasible. It models a tandem queue variant, a benchmark-like problem type in rare-event simulation of queuing networks [27] with applications in networking and manufacturing control [25] . Arrivals of new customers (packets, work pieces, etc.) are modeled by firing of transition Arrival, which has an interfiring delay that is exponentially distributed with averages by the number of tokens in place Free1/2). When a token arrives at one of the two queues (in place Before1/2), a deterministic decision is done about whether to accept and store it (transition Enter1/2 fires) or to drop it (transition Loss1/2 fires). Tokens are accepted as long as there is free buffer place available. This is modeled with an inhibitor arc from places Free to transitions Enter. Such decision setups are typical use cases of immediate transitions, thus requiring a generalized stochastic Petri net over a simpler SPN. Waiting customers are being served one-by-one (single server semantics), which is modeled by transitions Service1/2. Customers leaving the second queue are not further taken into account-they leave the model.
The average delays of firing the exponential transitions Service1/2 are 1.0 and 0.5, respectively. The second queue is thus faster than the first one, and both are faster than the overall offered load for higher values of Arrival's delay. There is no blocking, as spillover customers are lost. The number of customers in the second queue (place Queue2) can thus be expected to be low. Our measure of interest is the probability of having more than seven tokens in place Queue2. Computing this value by simulation is made increasingly hard by slowing down the arrivals. For greater values this becomes a typical rare-event setting. However, it is a simple problem for the numerical analysis (except for possible numerical rounding issues of small probabilities), as the underlying Markov chain only has 121 states, and thus the Q matrix can easily be stored in main memory.
The algorithm introduced in this article has been implemented in the software tool TimeNET [36] . It was based on the existing simulation module for eDSPNs [19] , which follows a masterslave architecture with several (six as a standard) simulation slave processes running concurrently on the host machine. All Petri net analysis parts and computation of statistical measures from the raw samples are reused, especially the variance analysis for confidence interval evaluation for the stopping criterion. Significant changes and additions to the program had to be done only to manage the particles. To improve comparability of CPU run-time results presented here, the simulation executions (both for standard and new adaptive multi-trajectory version) have been allocated to single slave processes temporarily. Actual simulation times will thus be shorter than presented here, while the numerical analysis does not benefit from parallelization. Otherwise, the number of available CPU cores would affect the measurements.
The numerical results presented hereafter have been computed on a standard laptop computer running Windows 7 Enterprise 64 Bit on a 2013 Intel Core i7-4600U CPU running at 2.1 GHz, with 12 GByte RAM, 4 MB Cache, and an SSD hard disk.
Precision has been increased for numerical analysis in all experiments to 10 −15 and arbitrary accuracy setting, because of some small result values that may otherwise be computed as 0. For all standard and multi-trajectory simulations, the following settings are used: confidence level 95% and relative error 5%.
For each experiment, run time and memory consumption are measured. Memory use is only counted for dynamic data structures that are allocated during the program run, which are used to keep all relevant numerical data. As the programs are implemented in C and compiled in a MinGW environment for Windows, the function GetProcessMemoryInfo() is applied.
CPU time measurements for MinGW-based processes have been reported to be unstable. We thus measure the real time from program start to end and make sure that there are no disturbing other programs. All technical overhead including code generation, run-time compilation, and file handling is excluded. However, there may still be disturbances in the multiprocessing environment. These random effects are avoided by running each experiment configuration multiple times and taking the minimum of memory and time. This results in stable and reliable measurements that are close to the measurement accuracy of the operating system, i.e., in tens of milliseconds. Each single analysis and simulation is a deterministic run, as long as the same random seed is chosen for the simulation. The stochastic influence of initial seed choice is overcome by running each simulation many times with different random seed values and averaging over the individual results. Memory and run-time measurements are then quite robust.
ALGORITHM ANALYSIS: INFLUENCE OF PARTICLE RESTRICTIONS
The behavior of the proposed algorithm depends significantly on the number of particles and size of state space: For P max = 1, only one particle will be considered, for which the weight will stay at 1. There will never be a split, and the algorithm behaves like a normal simulation with one single trajectory. Numerically exact firing probabilities of all enabled transitions are computed instead and used to randomly select the next state.
However, if the algorithm would be started with |M | < P max , particles for all markings m ∈ M of the Petri net can be stored, and the algorithm works similar to a numerical algorithm variant as pointed out in Section 4. Settings of practical interest are thus 1 |M | < P max and |M | > P max ; these have been considered in the examples and numerical results of Reference [37] . However, a systematic analysis was not done before, which should improve our understanding of the algorithm's behavior and thus allow for better heuristics.
We thus evaluate the influence of the maximum number of particles P max in relation to the state space size |M | on the performance of the algorithm. For each of the two application examples introduced in the previous section, a medium configuration is chosen that can be evaluated both by simulation and analysis in reasonable time to get comparable results. In addition to the standard methods, Algorithm 1 is run with several predefined P max values. The results for the first example are shown in Table 1 . It reports the relative error in percent compared to the numerical result, the run times in seconds, and the memory required by dynamic data structures in kilobytes.
Parameter K = 10 has been chosen, resulting in a state space size of 43,758. This can be managed easily by a numerical analysis, but takes noticeable time with around 6 seconds compared to a standard simulation that only needs a few hundred milliseconds with good accuracy. This is an example showing that the usual assumption that numerical analysis is always preferable over simulation is not always true, especially if we take into account that the statistical error is probably much less significant than the error introduced by modeling assumptions and simplifications in real-life scenarios.
The multi-trajectory algorithm was evaluated for the same configuration with different maximum number of particles, ranging from 1 to 50,000, which then covers all reachable states. The results validate our expectation that the algorithm behaves similar to a simulation for P max = 1, and more like a numerical analysis for larger values: In this case, more time and more memory is needed for higher particle numbers. If the reachable states are less than P max , then the multi-trajectory algorithm is now sped up by detecting the non-increasing particle numbers and subsequent convergence. However, it is still significantly slower, which is not astonishing, as the numerical analysis is based on a direct solution of the state equations with optimized code, while the new algorithm uses the described iterative scheme. However, its memory consumption is considerably smaller even if the whole state set is stored. Table 2 contains the results for a similar analysis of the second example. The delay of transition Arrival is set to 1.5, not a real rare-event problem but in which a standard simulation takes about 8 seconds, while a numerical analysis only needs 100 milliseconds, as the state space size is small (352 states, of which 121 are tangible). Maximum particle numbers between 1 and 400 were thus chosen for the multi-trajectory algorithm, with the highest number allowing all states to be stored in particles. The results are shown in the table: For one particle, the algorithm is even faster than the regular simulation, which most likely is due to the direct computation of state transition probabilities without exponential random number generation for transitions and the avoidance of an event queue. For higher number of particles and especially when all states can be stored in particles, the multi-trajectory algorithm becomes as fast as a regular numerical analysis, which fits our expectation that models with small state space but long simulation run times will benefit from more particles. However, we did not foresee that for very small particle numbers, computation times are smaller although still nowhere as fast as for full coverage. With a performance measure that is prone to even rarer events, the advantage of the numerical solution increases, as we will see for instance in the evaluations of Section 6.1. Memory consumption is too low for all variants to draw systematic conclusions, because of the small constant state space size. Standard simulation has the smallest footprint.
Just like the experiments carried out in our earlier article [37] , the results underline that the algorithm finishes faster if the number of allowed particles is chosen with prior knowledge of the type of problem and size of the reachability graph: There are models with very fast simulation results that require long numerical analysis time, because of the large number of states. However, there are models that can be rapidly solved numerically, while a simulation takes a long time. New trade-offs between simulation and numerical analysis become thus possible with our algorithm. However, not all types of problems are easily solved with the current configuration of the algorithm; Section 7 evaluates examples.
Adaptive Number of Particles and Numerical Results
Still, an even better solution would not require a priori knowledge of the best setting of P max . We thus propose an adaptive version of the algorithm, which starts with a small number of allowed particles and increases them gradually. This should cover cases that require a longer simulation run just like our second example, where the state space is not too large but the simulation is suffering from rare events.
Based on experiences with experiments carried out on various models, the algorithm starts with only five maximum particles to avoid wasting time in unnecessary numerical evaluation steps for models that are very fast to converge in a simulation. Over simulation time, subsequent calls of UpdateParticleNumber () will gradually allow more particles for problems that require a solution closer to a numerical analysis. In our current setting, the algorithm simply increases the allowed particle number by a factor of 5 whenever
• more than 100 particle iteration loops (for .. end in Algorithm 1) have passed without any non-zero sample being collected (this is typical for rare-event settings where the states of interest have not yet been visited); or • after every second of simulation run time as long as the desired accuracy has not been reached.
Both are applied only until a maximum number depending on the available memory is reached (or the number of used particles does not increase anymore, as a sign of the full reachability set being stored in particles). This is just a first heuristic, and we see considerable room for improvements in the future, as discussed in Section 7.
The results for the first example are shown in Table 3 . Actual numeric result values are in the range of 0.229 . . . 0.362 and omitted to show the more relevant data in the table. The model has been chosen such that the state space size grows moderately with increasing number of tokens K. Run time of numerical analysis grows super-linearly with the number of states. Up to 5 million states can be handled until the memory is exceeded for K ≥ 22, but the run time rapidly becomes unacceptable compared to the simulation times already for smaller setups. Memory consumption grows linearly with the state space size.
Standard simulation is very fast, and computation time as well as memory consumption are essentially constant independent of the state space size. The proposed multi-trajectory algorithm with adaptively increasing particle numbers is considerably faster than our earlier implementation [37] . More importantly, the speed does not depend on the size of the underlying reachability graph: Just like for the simulation, run time and memory consumption are constant. Accuracy for standard simulation and the multi-trajectory approach are shown as absolute values for the relative error, which are in the desired range of 5%.
The measurements support our claim that the run time of the proposed algorithm does not increase for a growing state space, and is as fast as a normal simulation.
Experimental results for the second example are shown in Table 4 . Both numerical analysis and multi-trajectory algorithm have the advantage of constant time and memory use. Run time of the standard simulation grows significantly with higher delay settings, because non-zero samples are increasingly rare then. Result accuracies of both simulation approaches are in the expected range for the 5% relative error setting. The experiment thus supports the claim that the new algorithm does not suffer from the rareevent simulation run length as long as the state space of the model is not too large, thus inheriting the advantage of numerical analysis for this case.
LIMITATIONS AND FUTURE WORK
The example results in the previous section have shown the potential of the proposed algorithm. The way of adjusting the number of particles in the algorithm is a heuristic that should be improved in future work, for instance, by considering the remaining result variance achieved so far after a certain number of simulated events to detect rare-event like situations. There should also be ways to start with a better-suited initial maximum particle number based on approximate performance measure results [38] and estimations of the state space size, for instance, as implemented in the TimeNET tool based on structural model properties [18] .
However, where are the limits of the algorithm? So far, we have evaluated its performance for models that are either covered by numerical analysis or by simulation (cf. Figure 1) . For completeness, we will have a look at sample models that are problematic both for numerical analysis as well as standard simulation.
The first example 3(a) is shown in Figure 8 (left), a simple M/M/1 queuing model expressed as a stochastic Petri net. Its state space is infinite, thus standard numerical analysis cannot be used. Assume an arrival rate of λ = 1 and a service rate of μ = 10 (and thus utilization ρ = λ/μ = 0.1), and a performance measure that computes the steady-state probability of having at least N customers waiting in place Queue. For higher numbers of N this rapidly becomes a rare-event problem, as the result is known to equal ρ N [4] . For example, for N = 10 the result is 10 −10 , which the multitrajectory algorithm computes exactly within only 130 milliseconds using around 160 particles if started with a fixed maximum number of 1 K particles. Significantly smaller particle numbers increase the time, as the chances of particles covering states of interest get smaller. However, very high numbers of particles slow down the computations, as unnecessary time is spent on particles that do not contribute much to the result. The heuristic of increasing the particle numbers once per second is too fast for this model; the adaptive method works, but slows down the solution to 6.2 seconds by generating between 10 5 and 10 6 particles and resulting in a relative error of 3%. However, this is still very good compared to standard simulation, which had to be stopped after more than 11 hours without generating any non-zero sample of interest. This shows that there are models for which the new algorithm significantly outperforms both standard approaches. Better particle control heuristics may increase that advantage.
This example works well, because the particles that are generated in the region of the initial state are the ones that lead to the state(s) of interest, the reachability graph is a simple one-dimensional structure, and because the number of states on the path(s) from the initial state to the relevant ones fits within the particle set easily.
A more complex example 3(b) is shown in Figure 8 (right): a tandem queue of two single-server Markovian systems. This is similar to our second example with the difference of non-restricted queue lengths. Again, this model is obviously not solvable with the numerical analysis. Transition rates are set to 1 for Arrival, 5 for Service1, and 10 for Service2. Assume we want to estimate the very small probability of at least 10 tokens in place Queue2. Standard simulation was stopped without hitting the states of interest after almost 12 hours. The multi-trajectory algorithm with fixed 10 K particles finished after 564 seconds on average for a result of 1.1e-11. The issue here is that the number of states that need to be captured in particles is quite high, because of the state space dimensions and the non-trivial trajectories leading to the state(s) of interest.
We expect considerable possible speedups for the dependability evaluation also of larger systems with rare events, when appropriate splitting heuristics for our algorithm can be developed to control the particle dispersion in the state space in addition to their number. This is similar to the problem of finding good importance functions in importance splitting methods [13, 32] . In the future, we plan to develop more sophisticated splitting heuristics of the algorithm based on rareevent ideas, including structural analysis of the underlying Petri net [7, 38] . The goal is to make the algorithm useful for dependability evaluation with automated rare-event simulation, too, as a step towards a single method that should be applicable and automatically adapting to the two main cases of model evaluation complexity.
The used TimeNET tool supports extended and deterministic Petri nets (eDSPNs, [14] ) that allow non-exponential transition delays. Extending the presented method to non-Markovian models would thus be a useful future addition. A first algorithmic treatment could simply restrict states (particles) with enabled non-exponentially distributed transitions to propagate steps and thus emulate a normal local simulation in such cases. However, this would obviously reduce the achievable speedup as (1) less particles could be merged, and (2) particles with identical states but differing remaining firing times of non-exponential transitions would have to be stored, which reduces the coverage of the state spaces.
Technical algorithm aspects that deserve future improvements are heuristics to detect the initial transient and convergence of the particle weights. Furthermore, the treatment of impulse rewards should be added, and it may be possible to exploit parallelism in the algorithm execution.
CONCLUSION
A new algorithm for the steady-state performance evaluation of Markovian stochastic Petri nets has been proposed in this article, which integrates elements of the two main established methods: simulation and numerical analysis. The article proves the algorithm's convergence in a unified mathematical framework. The algorithm can be applied to models for which an a priori selection of a standard method was necessary so far. Two examples show that the algorithm incorporates the advantages of simulation and numerical analysis for models that are either small enough to be handled analytically, or for which the performance measures and event generation are simple enough to result in a fast simulation. The article presents an improved variant of our algorithm that starts with a small number of particles and increases them adaptively during a run. Moreover, an example shows that the new algorithm may outperform both standard methods in cases where the state space is too large for a numerical analysis and where rare events lead to excessively long simulation runs.
