First-order stationary-point necessary optimality criteria of both the Fritz John and Kuhn-Tucker type are established for continuous-time nonlinear programming problems. Furthermore, the relationship between these criteria and saddlepoint optimality conditions is also discussed. The main auxiliary result employed in the derivation of the principal optimality criteria is a continuous-time version of Gordan's transposition theorem.
INTRODUCTION
Continuous-time programming originated from a class of production-inventory "bottleneck" problems studied by Bellman [4, S] . Considering a certain dynamic generalization of an ordinary linear programming problem, he formulated a corresponding dual problem, established a weak duality theorem, and suggested some computational procedures.
Subsequently, Bellman's formulation and duality theory were substantially extended to more general forms of continuous-time linear programming problems, and also to certain classes of continuous-time nonlinear programming problems. For a summary of the results pertaining to duality theory in continuous-time programming and a fairly extensive list of relevant references the reader is referred to [ 163. Optimality conditions of the Kuhn-Tucker type were first considered in and f is a given concave scalar function twice continuously differentiable.
Imposing certain positivity conditions on B(t), c(t), and K(s, t), they showed that for a function X to be an optimal solution of the above problem it is necessary and sufficient that there exist an m-vector ii(t) where prime denotes transposition. Their method for deriving these optimality conditions was indirect in the sense that it consisted of linearizing the objective function, applying an extended version of Levinson's linear duality result [12] to establish a duality theorem for the nonlinear problem under consideration, and then deducing the Kuhn-Tucker conditions as a consequence of this nonlinear duality theorem.
Farr and Hanson [7] introduced nonlinearity into the constraints and considered the following general form of the above problem:
where x(t) E (w" is bounded and measurable on [0, T], fis a concave twice continuously differentiable scalar function, K( t, s) is an m x n matrix having nonnegative entries with K(1, s) = 0 for s > t, c(t) > 0, and each component of the vector functions -g and h is concave and differentiable. Assuming some positivity conditions similar to those of Levinson [12] , employing a linearization scheme, and invoking a linear duality result due to Grinold [lo], they obtained duality for a linearized form of the problem and then with additional conditions onf, established a duality theorem for the nonlinear problem which in turn was used to prove that for a function X to be an optimal solution of the above continuous-time nonlinear programming problem, it is necessary and sufficient that there exist an mvector ii(t) 3 0 such that In this paper we will adopt a geometric point of view and develop the continuous-time analogues of the Fritz John and Kuhn-Tucker optimality conditions in the spirit of finite-dimensional nonlinear programming. The main auxiliary result making this approach possible is a continuous-time version of Gordan's transposition theorem [ 171.
The continuous-time problem considered in this paper cannot be treated as a special case of more abstract optimization problems studied in the literature, because in our problem the range spaces of the constraint maps are contained in a normed space which is not complete and its nonnegative cone has empty interior-two properties that are invariably assumed in more abstract settings.
PRELIMINARIES
We consider the following problem: PROBLEM P: Let S be a nonempty subset of a real Banach space E, and let 1 be in the closure of S. Then a y E E is called a feasible direction for S at Zi? if there is a real number 6 >O such that X+ AYES for all O<I<6.
The set of all feasible directions for S at I will be denoted by F(S, X). Clearly, this set is a cone.
Let the function I@ E + 03 be defined at X E E. Then a y E E is called a direction of descent of J/ at X if there exists a real number 6 > 0 such that $(X + Ay) < t,+(3) for all 0 < 2 < 6. The set of all directions of descent of J, at I will be denoted by g(@, 3). It can easily be shown that this set is a blunt cone.
For more details about the cones %(S, 22) and g($, X), and other related concepts, the reader is referred to Girsanov [9] .
All vectors are column vectors unless transposed, and all integrals are in the Lebesgue sense.
We will next state the main auxiliary result that will be needed later in the sequel. 
OPTIMALITY CONDITIONS
In this section we will derive the continuous-time version of the Fritz John necessary optimality criteria by first characterizing the notion of local optimality in terms of the absence of feasible directions that improve the objective function. where &S(X) denotes the Frtchet derivative of #J at X. Thus if a point h in the cone of feasible directions of the feasible set F of Problem P satisfies the inequality
then starting from a feasible solution -U, a small movement along the ray emanating from X will reduce the value of the objective function. This means that if x is a point of local minimum for Problem P and h satisfies the above inequality, then h cannot be a feasible direction. This observation leads to the following necessary condition for local optimality for Problem P. Thus for 6 = min{b, , S,}, our assumption leads to the existence of feasible solutions X + Ay, 0 < A< 6, with better objective function values, in contradiction to the local optimality of X. Hence (3.1) holds. 1 THEOREM 3.2. Let X E F, and suppose that # and, for each i E I(X), yz are Frkhet dgferentiable at X, and that for each ic (1, 2,..., m}\Z(2), yi is continuous at X. Zf X is a local optimal solution of Problem P, then
We will first show that the intersection of the cones 9(yi, X), ieI(X), is a subset of S(F, X), and then invoke Theorem 3.1.
Let p E ni, ,(.*) 9(yi, X). Since .f E X and X is open, there exists a 6, > 0 such that X + 2~ E X for all 0 < A < 6,. Since YE 9(y,, X) for each in I(,?), there exists a 6, > 0 such that YiG + Ay)(t) <Y,(x)(t) = 0 a.e. in [IO, T] for all 0 < A < hi.
Finally, because the nonbinding constraints are assumed to be continuous at -i;, for each iE { 1, 2 ,..., m}\Z(Z), we can find 6, > 0 such that y;(X + ly)(t) < 0 a.e. in [0, r] for all 0 < i < 6,.
Letting 6 = min{ 6,, 6 I ,..., S, 1, it follows that points of the form X + ;ly, 0 < ,I < 6, are feasible for Problem P. Thus y E 9(F, X), and hence nip ,Cxj 9(y,, X) c 9(F, X). Since X is a local optimal solution of Problem P, by Theorem 3.1, 9(F, X) C-I 9(& X) = 0, and therefore (3.2) holds. 1
We will next translate the above geometric characterization of local optimality into an equivalent algebraic statement. This will lead to a generalization of the Fritz John optimality conditions. where ti,(,,(t) is the vector whose components are Gi(t), iE I(X). Furthermore, iffor each iE { 1, 2,..., m}\I(x), g, is also differentiable in its first argument at X(t) throughout [0, T], then conditions (3.3)-(3.5) can be written in the following equivalent form:
tioVf'(x(t), t)+ f z&(t)Vg;(,?(t), t) h(t Proof: Since X is a local optimal solution of Problem P, by Theorem 3.2, the system of linear inequalities where R(j), c(t), A(t), a(t), B( t, s), C(t), b(j), and D( t, s) are appropriately defined matrices, the necessary optimality conditions (3.6)-(3.9) can be expressed as follows: In the statement of the Fritz John theorem there is no requirement to guarantee that the Lagrangian multiplier associated with the derivative of the objective function will be nonzero. Indeed, if it is zero, then the information contained in the derivative of the objective function will be lost and consequently the Fritz John conditions will be of little value in searching for the optimal solution. In order to avoid such an undesirable situation, one has to impose some sort of regularity condition on the constraints of the problem. Multiplying through by Ci(t) 20 a.e. in [0, T], summing over iEZ(X), and integrating, we obtain
@'R'(t) Z(t) + c(t)] + A'(t) ii(t) -j'B'(s, t) U(s) ds I +~(r)d(r)-STD'(~,f)V(~)ds=O a.e. in [0, T], I u'(t)[A(r) Z(t) -a(t) -j' B(t, s) Z(s) ds
In view of (3.10) with h = 1-.F, this inequality shows that The results established in this section have been restricted entirely to necessary optimality conditions for Problem P. In order to derive sufficient optimality conditions, one will have to assume some kind of convexity property for the objective and constraint functions. Various sufhcient optimality conditions under generalized convexity criteria have recently been presented in [ 18) for more general continuous-time nonlinear programming problems with nonlinear equality and inequality constraints.
RELATIONSHIP BETWEEN THE SADDLEP~INT AND STATIONARY-POINT OPTIMALITY CRITERIA
In the following theorem we will establish the equivalence of the Fritz John saddlepoint and stationary-point optimality conditions for differentiable convex programs. Then (x, uO, U) satisfies the following saddlepoint inequalities: Proof: Suppose that (3, Go, U) satisfies the Fritz John conditions (4.1)-(4.4). In view of the convexity assumptions, we can write
for all XE X, TV [0, T]. Multiplying (4.7) by iii(t), summing over i = 1, 2,..., m, integrating, adding the resulting inequality to (4.6), and using (4.1) and (4.2), we obtain the second inequality of (4.5). The first inequality of (4.5) follows immediately from the fact that u'(t)g(Z(t), t) <O a.e. in In precisely the same manner a similar relationship can be established between the Kuhn-Tucker saddlepoint and stationary-point optimality conditions.
APPLICATIONS
If we augment Problem P by introducing equality constraints of the form h(x(t), t) = 0 a.e. in [0, T], where the map h: 58" x [IO, T] -+ lRk defined by h(x(t), t)=q(x)(t) with q being a map of X into A';[O, T], is linear with respect to its first argument throughout [O, T], then, under appropriate assumptions, all the necessary optimality conditions developed in this paper are still valid because each linear equality constraint can be replaced by an equivalent pair of linear inequality constraints without affecting the required convexity property. Of course, in this case the multiplier functions corresponding to equality constraints will be unrestricted in sign. However, nonlinear equality constraints cannot be handled by this method.
Consequently, our results can be used to derive optimality conditions for certain classes of constrained variational and optimal control problems. For example, under appropriate assumptions, the following optimal control problem with linear dynamics and linear equality and nonlinear inequality constraints on both the state and control variables is a special case of Problem P: minimize *'f(x( t), w(t), t) dt s subject to -g(r)=A(t).x(r)+B(t)w(t)+a(t), C(t) x(t) + D(t) w(t) + j' K,(r, z) X(T) dz + jc; K,.(t, T) w(z) d7 =b(t), As is well known, the Fritz John and Kuhn-Tucker optimality conditions are of fundamental importance in -many aspects of tinite-dimensional nonlinear programming. In particular, these conditions play pivotal roles in duality theory, in sensitivity analysis, and in the construction of computational algorithms. Similarly, it is possible to use the continuoustime counterparts of these conditions presented here as a basis for formulating duality relations and for devising numerical solution procedures for certain classes of dynamic optimization problems.
The results of this paper have been utilized in [19] for establishing duality relations for a class of continuous-time homogeneous programming problems.
Recently, optimality conditions for more general continuous-time programming problems, under slightly different assumptions than those employed here, have been obtained in 11203.
