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Abstract
This paper proposes two novel approaches for parameter estimation of a superpositional intonation model. These
approaches present linguistic and paralinguistic assumptions for initializing a pre-existing standard method. In
addition, all restrictions on the configuration of commands were eliminated. The proposed linguistic hypotheses can
be based on either pitch accents or lexical stress, which give rise to two different estimation methods. These two
hypotheses were validated by comparison of the estimation performance relative to two standard methods, one
manual and one automatic. The results of the experiments for German, English and Spanish corpora show that the
proposed methods outperform the standard ones.
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1 Introduction
The Fujisaki model of intonation [1] has been tested for
different languages [2-8], standing out for its simplicity
and strong physiological basis. Currently, it is widely used
in different application areas [9-13]. The model param-
eterizes F0 contours in an efficient way. With a small
number of parameters, we can achieve a desired level of
fitting accuracy. A task that has not been satisfactorily
solved is the automatic model parameter extraction, that
is, parameter estimation from F0 contours, since it is not
directly reversable and hence there is no unique represen-
tation. As a general rule, if we desire a higher accuracy, we
need to include more parameters in the model. However,
if we aim at a set of parameters which will be linguistically
interpretable, we invariably sacrifice accuracy in the F0
contour fitting, and estimation of parameter values must
be done manually.
Several approaches have been proposed to estimate the
model parameters [11,14,15]. One of the currently popu-
lar methods for parameter extraction, successfully tested
for different languages, is the one proposed by Mixdorff
[15] to which we will refer as the ‘standard method’.
Although this method is completely automatic, the author
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proposes a post-hoc manual correction to eliminate spu-
rious commands which cannot be justified linguistically
[16].
Pfitzinger and Mixdorff [17] discuss the accuracy of the
current methods to estimate the model parameters solely
on the basis of the extracted natural F0 contours. The
authors emphasize the importance of F0 contour styliza-
tion, as a way to ensure the elimination of micro-prosody.
The algorithm initialization is a critical issue, given that
different sets of initial parameter values produce different
model estimations with varying accuracy in fitting of the
F0 contour.
Hirose et al. [18] have proposed to introduce linguis-
tic information in the estimation process for a Japanese
corpus. The model estimation is performed in two stages:
First, an automatic estimation trying to fit the F0 contour,
and second a correction of the parameters using ad hoc
rules based on linguistic hypotheses. In a later work [19],
they used linguistic information to obtain a first approx-
imation of the location of the command, which is then
adjusted by an iterative analysis-by-synthesis process. In
this process, the linguistic information is automatically
extracted using binary regression trees. These regression
trees were created automatically from a portion of the
corpus that was manually analyzed beforehand.
For Spanish, Torres y Gurlekian [11] proposed to con-
sider linguistic aspects, such as the positions of pauses and
syllables with lexical stress. The parameter values were
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estimated by genetic algorithms (GA), achieving a perfor-
mance similar to the standard method, but with too high
algorithmic complexity. The ability to perform a global
search in an n-dimensional solution space is the main jus-
tification of using GA, even more when the error surface
has many local minima.
The purpose of this paper is to introduce linguistic
information in the model estimation and also reduce the
source of variability on the initialization of the param-
eter extraction method. Specifically, we introduce two
new methods for parameter extraction, in which linguis-
tic information is introduced to the method proposed by
Mixdorff [15].
Our main idea is to initialize the estimation method
with a priori information about the values of the model
parameters. In the first case, this information is extracted
from labels of tones and break indices, as proposed in
the Tones and Break Index (ToBI) system [20]. In the
second case, we take into account information on the
locations of pauses and syllables with lexical stress. In
this paper, we present the results of applying our esti-
mation methods to German, English and Spanish speech
databases.
This paper is organized as follows: In section 2,
we present a brief introduction to the Fujisaki intona-
tion model and the Mixdorff model estimation method.
Our approaches to model estimation are presented in
section 3. The speech databases used in this paper are
introduced in section 4. The experiments and the results
obtained are presented and discussed in section 5. Finally,
the conclusions are discussed in section 6.
2 The Fujisaki model
This model - called superpositional - is hierarchical, addi-
tive, parametric and continuous in time.
It allows the efficient and automatic calculation of a
reduced parameter set that represents real intonation con-
tours. This model analytically describes the F0 contour
in a log scale, as the superposition of three components
[21]: a base frequency, accents and phrase components, as
shown in Figure 1.
Phrase components are calculated as the response to a
critically damped second order linear filter excited with
a delta function called phrase command. Accent compo-
nents result from the response to a similar filter, excited
with a step function called accent command.
The F0 contour can be expressed by
ln(F0) = ln(Fb) +
Nf∑
i=1
ApiGpi(t − T0i)
+
Na∑
j=1
Aaj
{
Gaj(t − T1j) − Gaj(t − T2j)
}
Gpi(t) =
{
α2i t exp−αit; t ≥ 0
0; t < 0
Gaj(t) =
{
min
{
1 − (1 + βjt) exp−βjt, γj
}
; t ≥ 0
0; t < 0
where
• Fb : baseline value of fundamental frequency,
• Gpi: impulse response of the ith phrase control
mechanism,
• Api: magnitude of the ith phrase command,
• T0i: timing of the ith phrase command,
• Gaj: step response of the jth accent control
mechanism.
• Aaj: amplitude of the jth accent command,
• T1j: onset of the jth accent command,
• T2j: end of the jth accent command,
• αi: is the eigenvalue of the ith phrase control
mechanism,
• βj: is the eigenvalue of the jth accent control
mechanism,
• γj: is the maximum value of the jth accent component.
The parameters α and β characterize the dynamic prop-
erties of the laryngeal mechanisms of phrase and accent
Figure 1 A scheme of the superpositional intonation model (Adapted from [21]).
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control. Together with γ , they can be considered practi-
cally constant for all speakers. Fb must be estimated for
each utterance, but is assumed to be constant for each
speaker [21].
An example of Fujisaki model-based F0 contour param-
eterization is shown in Figure 2. We can see the slow
F0 declination due to the phrase command, and local F0
movements triggered by the accent commands.
2.1 Mixdorff estimation method
Mixdorff presented an automated parameter extraction
approach based on F0 measurements [15]. We will call
this method A-ME, and it represents our baseline system.
Below, we briefly present its main features.
After F0 contour interpolation and smoothing using
Momel [22], the resulting spline contour is passed through
a high-pass filter with a stop frequency at 0.5 Hz, sim-
ilar to [23]. The output of the high-pass filter (hence-
forth referred to as ‘high-frequency contour’ or HFC)
is subtracted from the spline contour yielding a ‘low-
frequency contour’ (LFC), containing the sum of phrase
components and Fb. The latter is initially set to the
overall minimum of the LFC. Consecutive minima are
detected in the HFC delimiting potential accent com-
mands whose Aa is initialized to reach the maximum
of F0 between the two minima. Since the onset of a
new phrase command is characterized by a local mini-
mum in the phrase component the LFC searches for local
minima, applying a minimum distance threshold of 1 s
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Figure 2 Example of Fujisaki model. (a) In green dashed lines,
phrase command with T0 = 0.3, Ap = 0.5 and α = 2, and its
respective response in blue; (b) In green dashed lines, two accent
command with Aa = [0.3 0.2], T1 = [1.3 2], T2 = [1.6 2.2], β = 20, and
γ = 0.9, and their response superimposed in blue; and (c) F0 model
output, with Fb = 120 Hz.
between consecutive phrase commands. In order to ini-
tialize the magnitude value Ap assigned to each phrase
command, the next local maximum is detected in the
part of the LFC after the potential onset time T0. Ap
is then calculated in proportion to F0 at that relative
point while also considering contributions of preceding
commands. The analysis-by-synthesis procedure is per-
formed in three steps that are designed to optimize the
initial parameter set iteratively by applying a hill-climb
search to reduce the overall mean square error in the log
frequency domain. At the first step, phrase and accent
components are optimized separately, using respectively
LFC and HFC as the targets. Next, phrase component,
accent component and Fb are optimized together, with
the spline contour as the target. In the final step, the
parameters are fine-tuned by making use of a weighted
representation of the extracted original F0 contour. The
weighting factor applied is the product of degree of voic-
ing and frame energy for every F0 value, hence favor-
ing ‘reliable’ portions of the contour in vowel nuclei, for
instance.
In A-ME, the parameters β and γ are constants for each
speaker, and their values are fixed a priori. Fb and α can
be varied initially but will eventually be kept constant for
a given speaker, for instance, by finding the median value
of these parameters for the entire corpus. It should be
stressed, however, that the Fujisaki model does not pre-
clude optimizing these parameters for each command and
each utterance in the corpus. We will call this method
A-ME+.
Later, the automatic parameters can be manually cor-
rected [16], in order to reduce inevitable misdetections
and enforce linguistic criteria. We will call M-ME at this
method with the hand-corrected parameters.
3 Linguistically motivated parameter estimation
In German, English and Spanish, as in many other lan-
guages, we can find two linguistic features: pitch accents
and lexical stress. The pitch accents are associated with
movements in the intonation contours and used to mark
contrasts between different parts of a sentence [20,24].
Lexical stress are in contrast an intrinsic property of
words. In general, it holds that the high tones in pitch
accents are associated with lexical stress, but not vice
versa.
In this work, we propose two modifications of Mix-
dorff ’s automatic method of parameter model extraction.
One modification is related to the construction of a pro-
totype for initialization, and the second modification is
related to eliminate restrictions in model parameter val-
ues. The prototypes will be built from lexical stress or
pitch accent information. They will be herein called lex-
ically motivated or L-ME method, and tonally motivated
or T-ME method.
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The idea is to reduce parameters which are already con-
sidered speaker-dependent as much as possible and then
to put the effort to estimate the remaining parameters.
Those can be fixed in advance or limited to a certain
range according to our linguistic hypotheses. Others will
depend on higher level information, such as phrase type,
intention, speaker mood, etc. Since this information is not
available in advance, we will suppose that the values are
only influenced by the text.
In addition, we removed some restrictions from A-
ME, such as minimum or maximum values of command
amplitudes, as well as minimum durations and distances
between commands.
In summary, our hypothesis is that the model param-
eters will only depend on the text and that the speaker
characteristics will remain invariant.
An outline of the proposed estimation methods are
shown in Figure 3.
3.1 Lexically motivated estimation method
For the L-ME method, we made the following assump-
tions: First, the position of accent commands will be
close to the location of syllable with lexical stress. We
only considered stressed syllables in content words. Sec-
ond, it is reasonable to expect accent commands occur-
ring at or near the end of intermediate intonational
phrases; these are model approximations to ‘boundary
tones’ in some linguistic transcription methods [25].
Third, phrase commands will be near intonational phrase
beginnings, as has been reported in previous studies
[11,24].
To introduce these assumptions, we propose a prototype
of initial model parameters, as follows:
• Fb, α, β and γ parameters are fixed for each corpus.
These values are obtained from A-ME or M-ME.
• One phrase command per intonational phrase. The
phrase command position is measured from the
beginning of each intonational phrase, and we called
it T0r .
• One accent command for each syllable with lexical
stress in content words. The position of this accent
command is measured relative to location of the
syllables with lexical stress. We called it T1r .
• One accent command for each intermediate
intonational phrase. The position of this accent
command is measured relative to ending of
intermediate intonational phrase. We called it T1r .
3.2 Tonally motivated estimation method
For the T-ME method, we made the following assump-
tions: First, the position of accent commands will be close
to the location of syllable with high-tone pitch accent.
One way of labelling these events is through the ToBI
system [20,24]. Second, it is reasonable to expect accent
commands occurring at or near the end of intermedi-
ate intonational phrases, just as in the L-ME method.
Third, phrase commands will be near intonational phrase
beginnings, just as in the L-ME method.
For the T-ME method, we propose a prototype of initial
model parameters, as follows:
• Fb, α, β and γ parameters are fixed for each corpus.
These values are obtained from A-ME or M-ME.
• One phrase command per intonational phrase. The
phase command position is measured from the
beginning of each intonational phrase, and we called
it T0r .
• One accent command for each high tone in pitch
accent. The position of this accent command is
measured relative to location of syllables with high
tone in pitch accent. We called it T1r .
• One accent command for each intermediate
intonational phrase. The position of this accent
command is measured relative to ending of
intermediate intonational phrase. We called it T1r .
4 Speechmaterial
The model prototypes were used as initial parameters
of linguistic motivated methods L-ME and T-ME. The
Figure 3 Outline of the two proposedmethods. The corpus comprises wave files, transcription and phonetic F0 contours. A/M-ME means
Automatic orManualMixdorff Estimationmethod for parameter extraction.The orthographic transcription (temporal alignment of pauses, part-of-speech
and stressed syllables) is combined with the information extracted of models estimated by A/M-ME (mean value of Ap, T0r , Aa, T1r , T2 − T1, α, β , γ
and Fb), to obtain the prototypes for model initialization. With these prototypes we initialize the L-ME and we re-estimated the parameters of lexical
model. In the same way, prosodic transcription (temporal alignment of pauses and syllables with tonal accents) is used to estimate the tonal model.
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estimated model, phrase and accent command amplitudes
and positions, as well as Fb, α, β and γ , were used to resyn-
thesize the F0 values by means of the Fujisaki model. The
semitone scale was used to evaluate the resulting contours
versus the real F0 contour.
We tested our method in three different languages:
German, English and Spanish. Below is a brief description
of each corpus used in our experiments.
4.1 German database
For German, we used the IMS Radio News Corpus [26]
which consists of German news texts read by professional
speakers. The data were automatically segmented into
phonemes according to the German SAMPA [27] inven-
tory followed by manual corrections. Prosody of the data
was manually labelled following the G-ToBI [28] conven-
tions. The syllables with lexical stress also were manually
labelled.
The reference data for the Fujisaki model were extracted
automatically [15] and manually corrected following
linguistic criteria [16] and using the interactive Fuji-
ParaEditor [29]. Although raw F0 data are provided with
the corpus extracted in 10 ms steps via get F0 of ESPS
waves, a substantial correction was necessary. Our data
selection comprises 73 news articles read by one male
speaker.
4.2 English database
For English, we used the CSTR US KED Timit database
[30] which contains 453 phonetically balanced utterances
spoken by a US male speaker. The database was hand-
labelled in phonemes, syllables and words, and carefully
corrected. The syllables with lexical stress were also man-
ually labelled.
For this corpus, we have neither labelling of prosody
nor manually extracted intonation model parameters.
Therefore, we only used information on lexical stress for
estimating the parameter values.
4.3 Spanish databases
We use two databases in Spanish to test our models. Both
were recorded by two professional female announcers,
natives of Buenos Aires.
The first one, which we call DB1, was created with
the aim to study prosody [24]. The corpus sentences had
marked natural inflections and with different number of
intonational phrases. Its text corpus consists of 741 declar-
ative sentences extracted from Argentine newspapers
published in Buenos Aires. The sentences contain 97%
of all Spanish syllables, in both stress and unstressed
conditions, and all possible syllabic positions within the
word.
The second database was created to be used in a text-
to-speech system, and we call it DB2. DB2 text corpus
was based on DB1 supplemented with new sentences, in
order to reach a broad coverage of diphones [31]. Also, we
included 235 interrogative sentences. The corpus contains
1,826 sentences.
Recordings were made in a sound-proof chamber, with
an AKG dynamic microphone and 16 Khz/16 bit sampling
rate conversion. The speakers were instructed to read the
sentences with natural tonal variations. The speech mate-
rial collected was of approximately 40 min for DB1 and
140 min for DB2.
For the two databases, each sound file was manually
labelled twice, by musically trained speech therapists
who distinguished prosodic occurrences as intonational
groups and accents [32]. The files were labelled on dif-
ferent tiers: phonetic according to Argentinian SAMPA
[33], orthographic, break levels between words, and
tonal marks according to an extended ToBI method for
Argentine Spanish [24]. Part-of-speech and syntactic lay-
ers were also indicated.
Table 1 Parameter values used to build the prototypes for all models
Language German German German English Spanish Spanish Spanish
Method T-ME T-ME L-ME L-ME T-ME L-ME L-ME
Reference M-ME A-ME A-ME A-ME A-ME A-ME A-ME
Corpus IMS IMS IMS KDE DB1 DB1 DB2
α 0.95 2 2 2 2 2 2
β 20.3 20 20 20 20 20 20
Fb 50 50 50 60 100 100 100
Ap 1.13 0.75 0.75 1.0 0.8 0.8 0.75
T0r −0.1 −0.5 −0.5 −0.5 −0.5 −0.5 −0.5
Aa 0.3 0.4 0.4 0.34 0.4 0.4 0.33
T1r −0.045 −0.1 −0.1 −0.1 −0.15 −0.15 −0.1
T2-T1 0.24 0.3 0.3 0.3 0.25 0.3 0.25
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Table 2 Results for manual and two automatic estimation
approaches for German
RMSE Ap rates Aa rates
M-ME 1.48 ± 0.19 0.44 ± 0.05 1.11 ± 0.09
A-ME 1.33 ± 0.14 0.44 ± 0.06 1.69 ± 0.1
A-ME+ 1.33 ± 0.21 0.44 ± 0.05 1.10 ± 0.08
The RMSE is given in ST and the rates in commands per second. Standard
deviation is included as scattering measure.
5 Results
5.1 Prototypes
Prototypes are built from the analysis of the reference
models and linguistic restrictions explained in section 3.
First, we have to obtain the reference models, M-ME or
A-ME. Second, the mean values of the parameters are
employed to build the prototype. Mean values are esti-
mated over all parameter instances and for each analyzed
database.
In Table 1, values used to build all the models ana-
lyzed in this work are shown. T2-T1 is the duration of
accent commands. For both methods, the positions of
commands, T0r and T1r , were extracted from manual
labelling, but there are alternatives for automatic labelling
[34,35].
Finally, with these benchmarks, the prototypes for each
sentence to be processed are built.
5.2 German
5.2.1 Estimation approaches for M-ME, A-ME and A-ME+
For German, we have M-ME- and A-ME- estimated mod-
els. The root mean square error (RMSE) in semitones (ST)
and the average command density per second of the dif-
ferent experiments are shown in Table 2. We have also
included the standard deviation as measured dispersion
values. The two automatic models have the same per-
formance, with an RMSE slightly lower than that of the
manual. But A-ME+ models have meaningful lower num-
bers of accent commands than A-ME.We can assume that
a higher number of free parameters in A-ME+ reduces
accent command density.
The histograms of parameter values are shown in
Figure 4. The relative position of the accent commands,
T0r and T1r , are measured as described in section 5.1.
The histograms of M-ME and A-ME+ parameters are
similar, with the exception of the Ap parameter, where
the manual models presents higher value amplitudes. The
A-ME models have accent commands with greater ampli-
tude and duration than the others. Moreover, the phrase
command amplitudes in the A-ME have less dispersion
on their values. The temporal location of the phrase com-
mands is similar for the three models, but the A-ME
models have an extra peak in the histogram of the accent
command positions, approximately at 0.25 s. This indi-
cates the presence of accent commands that appear after
the pitch accent.
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Figure 4 Histogram of amplitudes, relative positions and duration values of accent and phrase commands for Germanmodels. The
methods were Mixdorff’s manual (M-ME), automatic (A-ME) with global parameter optimization, and automatic+ (A-ME+) with local parameter
optimization. (a) Phrase command amplitude, (b) accent command amplitude, (c) phrase command relative position, (d) accent command relative
position, and (e) accent command duration.
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Table 3 Results for the tonal method with two
initializationmethods for German
RMSE Ap rates Aa rates
M-ME 1.48 ± 0.19 0.44 ± 0.05 1.11 ± 0.09
A-ME 1.33 ± 0.14 0.44 ± 0.06 1.69 ± 0.1
T-ME (by M-ME) 1.46 ± 0.27 0.49 ± 0.06 1.27 ± 0.13
T-ME (by A-ME) 1.50 ± 0.21 0.49 ± 0.06 1.35 ± 0.14
T-ME Prototype 0.49 ± 0.06 1.53 ± 0.16
The RMSE is given in ST and the rates in commands per second. Standard
deviation is included as scattering measure.
In what follows, we will only use the A-ME, where
the values of Fb, α, β and γ shall be considered con-
stants for all sentences of each speaker. Keeping these
values constant enables us to compare the distributions
of the amplitudes, location and duration of the model
commands.
5.2.2 T-ME
As mentioned above, there are two possible ways of cre-
ating prototypes to initialize the automatic method: (1)
from parameters estimated automatically (A-ME) or (2)
corrected manually (M-ME). We explore the two alterna-
tives for the tonally based method, without appreciable
differences in results.
Results are shown in Table 3. Information from the pro-
totypes generated to initialize the methods are also added.
Results for two initialization approaches are comparable
to the manual method, and with a performance slightly
lower than the automatic estimation method.
As can be seen, the density of phrase commands
remains unchanged. Moreover, the accent command den-
sity is similar for both alternatives of initialization, but
they are lower than that of the prototypes and the auto-
matic approach, and are higher than those obtained from
the manual. Since the models obtained with the proposed
method have a lower density of accent commands than
the prototypes, the optimization algorithm removes those
commands which are considered unnecessary. This is a
very interesting property of the method, as it reduces
model redundancy.
The histograms of parameter values are shown in
Figure 5. Something interesting to note is that the two new
tonal model histograms apparently match the histogram
of its prototype. Moreover, both peaks correspond to
the values assigned by the respective prototypes. We can
assume that the method of parameter estimation deter-
mined that these values are a good approximation, and
does not modify their values in the process of parameter
setting.
In Figure 5e, we can note the presence of accent com-
mands of very short duration. In the original version,
there is a restriction of minimum accent duration which is
allowed, that we have eliminated here.
In view of the results obtained, we create initializa-
tion prototypes taking as references the models from the
automatic estimation.
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Figure 5 Histogram of amplitudes, relative positions and duration values of accent and phrase commands for tonal Germanmodels. The
methods were Mixdorff’s manual (M-ME), automatic (A-ME) and tonal with Mixdorff’s manual (T-ME by M-ME) and automatic (T-ME by A-ME)
initialization. (a) Phrase command amplitude, (b) accent command amplitude, (c) phrase command relative position, (d) accent command relative
position, and (e) accent command duration.
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Table 4 Results for the lexical method on a reduced data
set of German corpus
RMSE Ap rates Aa rates
M-ME 1.81 ± 0.12 0.48 ± 0.05 1.12 ± 0.06
A-ME 1.48 ± 0.15 0.38 ± 0.05 1.65 ± 0.11
T-ME 1.75 ± 0.24 0.50 ± 0.05 1.42 ± 0.13
L-ME 1.59 ± 0.23 0.50 ± 0.05 1.63 ± 0.17
L-ME Prototype 0.50 ± 0.05 1.72 ± 0.16
The RMSE is given in ST and the rates in commands per second. Standard
deviation is included as scattering measure.
5.2.3 L-ME
The use of lexical stress was another alternative to create
the prototype initialization of the parameter estimation
method. The occurrence of an accent command is associ-
ated with a lexical stress, as described in section 5.1.
The results of the experiments with this approach are
shown in Table 4. When we gathered these results, only a
small number of sentences labelled with lexical stress was
available. Therefore, our results are restricted to this sub-
set. For this reason, we include the results of the other
estimation methods on the same subset of sentences in
this table. The lexical method gives better results than the
manual and the tonal, but worse than the automatic. The
density of the accent commands is similar to the auto-
matic method, but much higher than the manual. Again,
we can also observe how the proposed method signifi-
cantly reduces the number of original accent commands,
by removing the unnecessary commands from the proto-
types.
In Figure 6, the histograms of command parameter val-
ues for this approach are shown. Its behavior is similar to
that observed in Figure 5 for tonal models.
Figure 7a shows a sentence example of fundamental fre-
quency generated from the Mixdorff methods, manual
and automatic, and the methods presented in this paper,
tonal and lexical. We have also included the syllabic pho-
netic labelling and the original F0 contour for comparison.
In Figure 7b,c,d,e, we can see the accent and phrase com-
mands inserted by the four methods. Also, the RMSE in
ST of the whole sentence for each method is shown. It
is interesting to note that different settings of commands
generate an acceptable parametrization of the original F0
contour. We can also observe that the different models
take into account some movements of the F0 contour,
while smoothing out others.
5.3 English
For the English corpus, we explored the lexical method.
In this case, we fixed a priori the Fb, α, β and γ param-
eter values for automatic model estimation. The manual
labelling of phonemes in content words and syllables with
lexical stress were available in the database to build the
prototype of intonation model, in a similar fashion to the
previous case of the lexical German models. Here, we do
not have index pauses between words, so we assigned a
phrase command after each pause. This is a very rough
first approximation, given that many sentences of this
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Figure 6 Histogram of amplitudes, relative positions and duration values of accent and phrase commands for lexical Germanmodels.
Mixdorff’s manual (M-ME), automatic (A-ME) and lexical (L-ME) methods with Mixdorff’s automatic initialization. (a) Phrase command amplitude, (b)
accent command amplitude, (c) phrase command relative position, (d) accent command relative position, and (e) accent command duration.
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Figure 7 Example of F0 contour estimation of the four methods for German. (a) F0’s and phonetic syllable transcription. (b and c) Commands
for Mixdorff’s manual (M-ME) and automatic (A-ME) methods. (d and e) Commands for tonal (T-ME) and lexical (L-ME) methods of estimation. RMS
error in ST for a whole sentence were included. The sentence corresponds to a portion of a long sentence, and for the text ‘Das Atomkraftwerk
Mühlheim-Kehrlich bleibt abgeschaltet’ (‘The nuclear power plant Mühlheim-Kehrlich stays shut down’).
corpus, between pause and pause have at least two intona-
tion phrases.
The results are shown in Table 5. The results on the
English corpus are better than for German. The lexical
approach has an error slightly lower than the automatic
model at the expense of a higher density of accent com-
mands. As stated above, a high density of both phrase
and accent commands improves the fitting of the F0 con-
tour. Moreover, in most cases, English content words are
mainly shorter, monosyllabic and disyllabic, than German
and Spanish, where content words have two or three syl-
lables on average [36,37]. Unlike the German case, the
estimation method does not eliminate many accent com-
mands from the English prototypes. Five percent of the
accent commands from the prototypes are removed in
lexical German models, and only 1% are removed in the
English models.
In Figure 8, the histograms of command parameter
values for this approach are shown. Histograms of the
automatic and lexical parameters are similar. We can see
Table 5 Results for the lexical method for English
RMSE Ap rates Aa rates
A-ME 1.02 ± 0.49 0.68 ± 0.26 1.91 ± 0.53
L-ME 0.88 ± 0.34 0.57 ± 0.15 3.02 ± 0.64
L-ME Prototype 0.57 ± 0.15 3.05 ± 0.61
The RMSE is given in ST and the rates in commands per second. Standard
deviation is included as scattering measure.
the low dispersion of the positions of the command phrase
which suggests taking a fixed value for this parameter.
Figure 9 shows an example of fundamental frequency
generation. We have included the results of command
prototypes and A-ME commands for comparison. In
this figure, we can see how the search algorithm opti-
mizes the initial command prototypes to obtain a better
parametrization of the F0 contour.
5.4 Spanish
For Spanish, we built the tonal models with the DB1
database and lexical models with the DB1 and DB2
databases. The prototypes for the DB1 corpus were con-
structed similarly to the German corpus, and prototypes
for DB2 were built in a similar way as the English corpus.
For both cases, we also built the reference A-ME models.
The experiment results are shown in Table 6. For
DB1, the tonal model has a similar performance to
the automatic model and the lexical approach has a
slightly better performance of about 6% than T-ME and
A-ME. The phrase command density is the lowest for
the automatic model, approximately 40% lower than the
proposed models. The tonal model has the lowest den-
sity of accent commands, and the lexical model has the
highest density. A high number of commands improve
the approximation of the models to the original F0
contours. We must also emphasize that the methods pro-
posed removes approximately 15% of accent command
prototypes.
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Figure 8 Histogram of amplitudes, relative positions and duration values of accent and phrase commands for English models.Mixdorff’s
automatic (A-ME) and lexical (L-ME) methods. (a) Phrase command amplitude, (b) accent command amplitude, (c) phrase command relative
position, (d) accent command relative position, and (e) accent command duration.
For the DB2 database, lexical models have a perfor-
mance lower than automatic approach. Unlike other cor-
pora analyzed in this paper, however, the lexical models
have a density of commands lower than the automatic
models: 40% fewer phrase commands and 14% fewer
accent commands.
The large difference in the density of phrase commands
between the two corpora is explained by the fact that, in
DB1, we assign one command for each intonation phrase,
and in DB2, we assign one command for each pause.
In Figure 10, the histograms of command parameter
values are shown. For DB2, the phrase command
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Figure 9 Example of F0 contour estimation for English. (a) F0’s and phonetic syllable transcription. (b) Prototype commands, (c) commands for
Mixdorff’s automatic (A-ME) method, and (d) commands for the lexical (L-ME) method of estimation. RMS error in ST for a whole sentence was
included. The text sentence is‘Please sing just the club theme’ .
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Table 6 Results for DB1 and DB2 Spanish databases
RMSE Ap rates Aa rates
DB1 A-ME 1.36 ± 0.47 0.61 ± 0.21 1.84 ± 0.35
T-ME 1.32 ± 0.45 1.04 ± 0.20 1.57 ± 0.40
L-ME 1.28 ± 0.47 1.04 ± 0.20 1.99 ± 0.51
T-ME Prototype 1.04 ± 0.20 1.89 ± 0.36
L-ME Prototype 1.04 ± 0.20 2.35 ± 0.43
DB2 A-ME 1.15 ± 0.41 0.74 ± 0.25 1.91 ± 0.41
L-ME 1.49 ± 0.43 0.45 ± 0.22 1.65 ± 0.53
L-ME Prototype 0.45 ± 0.22 1.76 ± 0.53
The RMSE is given in ST and the rates in commands per second. Standard
deviation is included as scattering measure.
amplitudes are slightly higher than in the DB1.
Furthermore, for the DB2 database, the accent command
durations of lexical models is slightly higher than those of
automatic models. The distributions for other parameters
are similar for all models. Again, Figure 6e reveals accent
commands of short duration.
Figure 11 shows an example of fundamental frequency
generated. This sentence was taken from DB2. In this
figure, we can see how the automatic method inserts
greater amount of phrase commands than the lexical
method. We can also see that in the second part of
the sentence, approximately from 2.7 to 3.8 s, the auto-
matic method introduces an accent command of long
duration, which simplifies two tonal movements in the F0
contour.
6 Discussion and conclusions
The main contribution of the methods proposed in this
paper is a successful link between tonal movements and
both pitch accent and lexical stress through accent com-
mands. This mutual relationship could be used in the
design of an automatic tonal tagger.
The results from this study confirm our hypotheses and
our assumptions about the location of the commands.
Furthermore, this approach has proved to work in three
different languages, with different word lengths and dif-
ferent syntactic structures.
The use of initial prototypes permits a better estima-
tion of F0 contours than that obtained in a fully free
approach. Prototypes can be seen as initial conditions that
delimit the number of commands. Our methods assign a
command for each linguistic event and also take care of
removing those commands that are not necessary. Prelim-
inary studies show that this is due to a large percentage
of low boundary tones for which there is no need to
insert an accent command. Another reason is the proxim-
ity between prototype accents that may lead to fusion or
elimination of one of them [38]. More work should be car-
ried out to elucidate which command accent prototypes
are erased, in order to omit them in the initial prototype
of our algorithm.
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When we compare the histograms of the accent com-
mand durations, our approaches versus the standard
methods, we can see a significantly increased amount of
accent commands of very short duration. These short
accents are manifested as tiny movements of F0 con-
tour, with an amplitude lower than 1.5 semitones, a value
taken as minimum difference in order to be perceived as a
prominence [39,40]. In the future, we should consider the
role that these small commands play in the Fujisaki model,
and eventually modify our algorithm to suppress accent
commands that are modeling micro-prosody.
We have lifted restrictions on the amplitudes, overlaps,
minimum/maximum parameter values of commands that
were imposed by the original Mixdorff algorithm. We
believe that physiological studies should be conducted in
order to determine the existence of such restrictions and
what values they take in case they do occur.
The histograms of the phrase command relative posi-
tions have a very sharp peak at −0.5 s, for both methods
and for all corpora analyzed. This T0 value generates a
peak in the F0 contour at the intonation phrase onset. In
future studies, we will evaluate the possibility of maintain-
ing this parameter as a constant.
The performance of the methods to fit the F0 contour in
each of the languages analyzed cannot be compared, due
to differences in the sentence structures of each corpus.
In all cases, however, their performances are equal to or
better than those obtained with the reference models.
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