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Summary
In this thesis, we consider the iterative solution of a sequence of nonsymmetric linear 
systems, arising from Newton’s method in the time-integration of systems of differential 
and algebraic equations (DAE’s). These DAE’s are generated by SPEEDUP, a process 
modelling tool produced by Aspentech. The linear systems are large and sparse, and 
are severly ill-conditioned. To solve the linear systems, Krylov subspace methods are 
considered, primarily the GMRES method introduced by Saad and Schultz in 1986.
We use a novel approach to the GMRES error analysis to obtain convergence rate 
estimates for matrices whose spectra are clustered with the possibility of small numbers 
of outlying eigenvalues. Preconditioning is required to complete the solution of the linear 
systems, so the popular incomplete factorisation methods are tried. Pseudospectral 
methods are used in conjunction with these estimates to explain the poor performance 
of such preconditioners on several test matrices. An alternative preconditioner based 
on a full factorisation of a previous matrix from the sequence is shown to produce the 
desired convergence behavior.
This preconditioner is used to derive a linear solver for use in SPEEDUP integration 
runs. The robustness of this solver is proven on several ‘real-world’ SPEEDUP problems 
arising from the process modelling industry. The performance of this solver is compared 
with that of several direct methods, and is found to be faster when used with a stan­
dard Newton solver, but slower when compared with the optimal combination of direct 
solver and approximate Newton solver. The performance of inexact Newton methods 
is investigated, and results show that any performance gain from using these methods 
is negligible. Finally, alternative iterative solvers to GMRES are used, and their poor 
relative performance is explained.
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1.1 A  sequence o f linear equations
This thesis is concerned with the iterative solution of sequences of large, sparse, non- 
symmetric linear systems
Jix  =  / =  1 , 2 , . . .  (1*1)
where Ji E R nXn and x , E Rn, arising from SPEEDUP [52], a process modelling
software tool. SPEEDUP is a software package produced by AspenTech for use by the 
process engineering industry. In real-world problems, the matrix dimension n can be as 
large as 30,000.
The matrices Ji arise from time integration of nonlinear systems of differential and 
algebraic equations (DAE’s), which we will briefly review later. The current solution 
method for (1.1) is to use a direct method based on sparse LU factorisation, which can 
result in poor performance when many additional factorisations are required during an 
integration, as is the case when sudden changes happen in the physical processes being 
modelled. This is the motivation for investigating iterative linear solvers, namely mod­
ern Krylov subspace methods such as GMRES [61]. Unlike matrices arising from some 
PDE applications, the matrices have little underlying structure that can be exploited 
(and any structure tends to vary from problem to problem), so we are forced to consider
1
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a general iterative strategy.
This Chapter is arranged as follows. In §1.2, we will briefly describe the SPEEDUP 
package, including some of its applications. §1.3 will detail how SPEEDUP models are 
written, and how such a model is converted into a system of DAE’s, and ultimately a 
system of nonlinear equations. The mathematical methods used to solve these nonlinear 
systems are discussed in §1.4. The need for real-time solution methods is introduced 
in §1.5, along with some measures designed to help achieve this. Finally in §1.6 the 
content of the thesis is presented.
1.2 SPEEDU P: A process modelling tool
The SPEEDUP software package is a modelling tool designed to be used in a wide range 
of industrial applications. It is used to simulate the operation of chemical plants and 
other process engineering applications, including petrochemicals, petroleum refining, 
gas processing, nuclear, pharmaceuticals, minerals, power, and food processing. The 
practical uses of SPEEDUP are wide and varied within the process engineering industry. 
Simulations can be used to improve the safety of plant operations by examining critical 
areas in SPEEDUP and determining what actions to take in the case of an emergency. 
Models can also increase the efficiency of a plant by performing dynamic optimisation of 
the simulation. This can result in lower emissions and waste produce. SPEEDUP can 
also be used in the design of new apparatus, by performing simulations before changes 
are made to a plant, to see the most effective way to achieve the goals of the new 
equipment.
1.3 Speedup models
1.3.1 D ifferential and A lgebraic equations
SPEEDUP simulates the operation of whole chemical plants or just parts of them, by 
the mathematical modelling of a series of units linked together in a flowsheet. These
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units usually represent the key pieces of apparatus in the plant, which can include:
• Distillation columns






• Product feeds and outputs
• Controllers and sensors.
Each of the unit types listed above is modelled by a series of differential and algebraic 
equations (DAE’s). These equations arise from the underlying physical properties of the 
model, and are derived using principles such as mass balance, energy balance, kinetics 
and transport. For a more detailed discussion of the application of DAE’s in chemical 
engineering, see Byrne and Ponzi [12]. Although SPEEDUP users are able to write 
models in terms of DAE’s, SPEEDUP is provided with a library of standard models, so 
it is possible to create a flowsheet from these without detailed knowledge of any of the 
underlying equations.
The number of equations associated with a model tends to obey the following physically 
reasonable rule: The simpler the behaviour of the unit, the fewer variables are associated 
with it, and the fewer equations are needed to create an accurate model. The units will 
typically only be connected to other units in a few places: For example, a reactor may 
have two feeds and one output. These flows may have two variables associated with 
them, say flow rate and concentration, giving a total of six ‘connections’ to other units, 
whereas the total number of equations needed to describe the reactor model may be 
much larger than this. Units may also have ‘recycles’. These are connections going in
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the opposite direction to the flow. This may also be thought of as feedback. Recycles 
potentially have a greater impact on the solution methods, which will be discussed later.
Each variable has associated with it upper and lower bounds on its value. These cor­
respond to physical constraints - for example, a Kelvin temperature must have a lower 
bound of zero. Thus a flowsheet is translated by SPEEDUP into a system of DAE’s:
where y represents i f ,  and
f { y ,y , z , t )  =  0, 
g(y,z, t)  =  0,
(1.2)
y , y , 6 R JV, z e R Af,
/  : ]r 2N+m +i
g : R n +m+1 _►
(1.3)
subject to the bounds
£(„•) < y ( «  =  i , . . . JV,  
L h )  -  z t i )  -  u ( j ) '  i  ~  i ,  • • • A f.
(1.4)
(1.5)
Here, y and z denote the differential, or state, variables, with time represented by t. The 
equations also feature parameters that have user-defined values. These can be fixed at 
a constant value for the whole integration, or vary according to time. These are called 
SET  variables, and are used to allow users to model the behaviour of many different 
dynamic phenomena. Examples range from the operation of a valve to the composition 
of a chemical feed into a reactor. Changes in these SET variables will affect the rest of 
the flowsheet, and such changes are often called ‘disturbances’. Disturbances that cause 
a large change in the flowsheet are responsible for poor real-time performance, and this 
is discussed in §1.5. The index of a system of DAE’s is defined as the number of times 
that all or part of (1.2) must be differentiated with respect to t in order to determine y 
as a continuous function of y and t. SPEEDUP is designed to solve index 1 systems of 
DAE’s only.
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1.3 .2  T im e in tegration  o f D A E ’s
To model how the flowsheet behaves over time, it is necessary to integrate the system of 
DAE’s (1.2) with respect to t. This requires suitable initial conditions, which can either 
be completely prescribed by the author of the flowsheet, or calculated by performing 
an initialisation procedure. This requires that at least N  variables (either state or 
algebraic) are prescribed, and solves system (1.2) with these prescribed variables and 
t =  0 to determine the unknown variables.
A detailed discussion of numerical methods for DAE’s is presented by Marz [46], but 
for our purposes it is sufficient to understand the simplest backward difference scheme 
proposed by Gear [30] in 1971. This scheme is called the implicit Euler method, and 
would approximate yj, the derivative of y with respect to t at the ith integration step 
*i, by
Vi Vi-1 a\
Vi = --- ^ , (1-6)
where h = t{ — is the integration step and y; and yt_i are the values of y at t{ and 
1 respectively. If this difference approximation is applied to the DAE’s (1.2), it yields 
a system of nonlinear equations in.y,- and Z{\
g{yi,zi,U) =  o,
where y;_i and t{ are known. This system must be solved at each timepoint t i , subject 
to the bounds on y and 2  (1.4). The sequence of linear systems (1.1) arises at this 
point, and the efficient solution of (1.1) is obviously an important factor in the overall 
performance of the simulation. In fact for real-world SPEEDUP flowsheets, it accounts
for up to 60% of the solution time. This integration scheme is used by Aspentech
Consultants for real-time applications (§1.5), as it has order 0 ( h 2) local error, global 
error of order 0(h)  and is absolutely stable, and as it is a fixed-step method, presents 
an even CPU load for the whole integration. Convergence results for more sophisticated 
backward difference formulas applied to DAE’s are presented by Lotstedt and Petzold 
in [43] and they discuss the practical implications of such methods in [44]. Generally 
speaking, a k-step fixed-stepsize method has global error of order 0 ( h k).
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1.4 Solving system s of nonlinear equations
1 .4 .1  N e w to n ’s m eth o d
By far the most popular method for solving systems of nonlinear equations is the Newton 
method (see, for example, Dennis and Schnabel [18]). This method is well understood, 
with its local quadratic rate of convergence and its sensitivity to the initial guess. We 
now define the Jacobian matrix of a nonlinear system of equations F (x ):
Definition 1.1 The Jacobian matrix at a point x of a continuous function F  : Rn —>■ Rn 
that is continuously differentiable at that point is defined as
=  F ' ( * ) m  =  g f i .  €  R " = " \  ( 1 .8)
ux{5)
where f ^  is the ith nonlinear equation of the system F  and x ^  is the j th  component 
of the point x .
It is straightforward to derive the Jacobian for the system of equations (1.7). If we 
consider the equation (1.8) in terms of the two functions /  and g and the variables y, y 
and 2r, then by application of the chain rule, the Jacobian for the DAE system (1.2) can 
be written (neglecting t) as
/  d f ( y , y , z )  . d y  d f ( y , y , z )  d j ( y , y , z )  \
^ M  = ^  e J k 3' <£a  •  ( 1 ‘ 9 )
\  d y  d z  )
When we apply the backward difference approximation for y (1.6) to this, the Jacobian 
can be written as
/  d f ( y , z )  , 1 d f ( y , z )  d f ( y , z )  \
sJLi • (L10)
\  d y  d z  }
and it is this Jacobian that is used in the solution of the nonlinear equations (1.7). 
The derivatives can be prescribed analytically by the author of the model, or calculated 
numerically by SPEEDUP. A more detailed discussion of the derivation of Jacobians 
when methods of higher order than the approximation (1.6) are used is contained in [42], 
The resulting Jacobian will be sparse, since units are only connected to other units by
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a few variables. This is important, since the numerical solution of sparse linear systems 
requires special treatment, discussed later.
For notational convenience, we will simplify the expression of the systems of nonlinear 
equations we are solving by combining y and z in a single column vector
x = \ y I e Rn, n =  N  +  M.
We can now simplify (1.7) to
Fix) = 0,
(1.11)
F  : R n -+ Rn,
with a corresponding Jacobian J(x). Newton’s method applied to our nonlinear system 
of equations can then be expressed as: Given x^°\
J{x®)6x =  - F{ x (i>), i =  0 , 1 , . . .  (1.12)
and
x(i+1) =  sW +  Sx. (1.13)
A Newton iteration is usually terminated by considering the values of ||F(a:^))|| and/or 
||<fo||. In particular, SPEEDUP will accept a Newton iterate x ^  when either
||F(x(^)|| < f t o l
and/or
||<!)a:^ || < dxtol +  r e lt o l  ||x^ |^|
hold, where f t o l ,  dx to l and r e l t o l  are user specified tolerances. For full details of 
the termination criteria, the reader is refered to the SPEEDUP User Manual [2, pages 
4.80-4.81].
SPEEDUP currently uses a direct method based on a sparse-LU factorisation to solve 
the linear Jacobian equations (1.12). Since the structure of the Jacobians will not 
change much from one Newton iteration to the next, and from one timestep to the next, 
such factorisation methods employ a strategy that allows factorisations of subsequent
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matrices to be performed relatively cheaply, provided the new matrix is numerically 
suitable for the old factorisation. This is convenient, since the initial factorisation 
process can be quite slow; for a matrix of order n, a simple LU factorisation requires 
0 ( n 3) operations, with no attention paid to the preservation of sparsity. However, 
should a matrix not be suited to the existing factorisation, an expensive refactorisation 
is required. The issues of sparse LU factorisation are discussed in greater detail in 
Chapter 4.
1.4 .2  B lock  d ecom p osition
In order to reduce the amount of time spent calculating the LU factors of the Jacobian 
matrices, a block decomposition is performed on the Jacobian. Since the time taken to 
factorise a matrix increases with the cube of its dimension, faster solution times would 
be possible if the Jacobian could be broken down into smaller blocks. One way that this 
can be achieved by the application of two routines, the Harwell MC21 routine [20] to 
obtain a diagonal free from zeros, followed by the Tarjan algorithm [64], which reduces a 
matrix to block lower-triangular form. Such a decomposition is, in general, non-unique. 
The portion of the matrix below these blocks is generally very sparse.
The application of this decomposition results in many smaller blocks that can be solved 
sequentially, thus reducing solution time. Often these diagonal blocks correspond to 
individual units, but units may be broken down into several blocks, and often several 
units are grouped together in a single block. When recycles are present in a model, this 
usually results in large blocks in the resulting decomposition. In general, if a connection 
appears below the diagonal of a Jacobian, then a corresponding recycle will appear above 
the diagonal, resulting in a group of variables that cannot be broken down further. One 
example of this is a distillation column. This is comprised of a series of trays, with 
connections to the trays situated above and below in the column. Although each tray 
is a separate unit, columns generally appear as a single block in a decomposition, as 
each tray has both a connection and a recycle. Examples of such blocks are shown in 
Chapter 3 (see, for example, Figure 3-1).
One potential problem with the use of such a decomposition is that of error propagation
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- small errors introduced in the solution of the first block may be compounded by the 
solution of subsequent blocks. However, since the area below the block diagonal is 
sparse (corresponding to the small amount of connections between units compared to 
the overall number of variables per unit), then the contribution to blocks solved later 
in the system by inaccurate values will be negligible, and this is observed in practice.
It would be expensive to perform the decomposition process at each linear solve. In­
stead, SPEEDUP takes the approach one step further and applies the decomposition 
algorithms at the nonlinear equation level. This is achieved by forming an ‘occurrence 
matrix’, a symbolic representation of the nonlinear system, and forms a block decom­
position of this. This results in a series of smaller nonlinear systems that can be solved 
sequentially. Indeed, many of these small nonlinear systems end up being one dimen­
sional linear equations that can be solved trivially. However, large nonlinear blocks 
still occur, and it is these that require the largest proportion of the total time taken to 
complete the integration. For example, in the BTX model presented in Chapter 3, the 
flowsheet has a total of 1087 variables, and after decomposition, the largest nonlinear 
block is of size 927, still a large proportion of the total system size.
Strategies exist to allow the decomposition to produce smaller blocks - for example, care­
ful structuring of the flowsheet can drastically improve the decomposition. The largest 
example presented in Chapter 4 has around 60,000 variables, and can be decomposed 
into one significant block of size 25,000 and many more smaller blocks.
1.5 Real-Tim e solution
1.5.1 A pp lication: O perator train ing
Aspentech Consultants (ATC) is a division of Aspentech that offers consultancy services 
to the process engineering industry. These services include real-time modelling, and the 
provision of operator training systems. This requires real-time dynamic models of the 
key features of the plant that the operator is being trained for. The development of 
such systems allows experienced users to train new operators to manage chemical plants
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without risking damage to expensive hardware, and potential environmental disaster, 
by simulating the operation of their plant with the dynamic model. One crucial aspect 
of this type of use is that SPEEDUP needs to be able to run in real-time, i.e. the 
time taken for the simulation to be completed should be the same as, or less than, the 
elapsed period of time in the model. A plot of the CPU time versus real-time for an 
integration that does not run in real-time is shown in Figure 1-1. Whilst the use of 
parallel supercomputers could enable real-time solution, often the software is required 
to run on single workstations. For example, ATC has a contract with Mitsubishi Kasai 
Corporation for the development of a large scale real-time dynamic simulator for a key 
petrochemicals plant. This requires the modelling of over 600 equipment items with 
potentially hundreds of thousands of variables to run in real-time on an IBM RS/6000.
As we saw in the previous section, the most expensive phase of the solution process is the 
solution of the linear systems of equations (1.12) arising from Newton’s method applied 
to (1.7). As long as the new Jacobians do not differ too much from the previously 
factored one, the new LU factors can be calculated quite cheaply. However, when 
using Newton’s method, the Jacobians change at each Newton iteration, and so many 
refactorisations may be required. If a flowsheet has large disturbances (§1.3.1) present 
during the integration period, then this increases the number of refactorisations required 
even further. On problems with large block sizes, these refactorisations can have a 
large impact on a simulation’s ability to run within real-time. Typically, if several 
refactorisations of a large block are required on one timestep, then this can result in the 
solution time being many times that of real-time for that timestep.
1.5 .2  A pp rox im ate  N ew ton  m eth od
To try and avoid large numbers of factorisations during the solution process, SPEEDUP 
has an alternative nonlinear solver option, called FASTNEWTON. This uses a varia­
tion of the Newton method. In this, the standard Newton’s method ((1.12), (1.13)) is 
replaced by the following: The correction step 8x is calculated from
J(x<°))Sx = -F (xW ),  (1.14)
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Kelley [38] calls this the Chord Method, and shows that this method possesses linear 
convergence properties when the initial guess a;(0) is close enough to the exact solution 
of (1.11). This approach is motivated by the fact that the same matrix J(:c(0)) is used 
for each Newton iteration. This means that once a factorisation of J(x^0 )^ has been 
calculated, then the subsequent Newton iterates can be obtained cheaply without the 
need for additional factorisations. This comes at the cost of additional Newton steps, 
since the linear convergence of the approximate method is not as fast as the quadratic 
convergence of the standard Newton method. SPEEDUP will retain the Jacobian from 
the initial timestep for as long as possible,
Unfortunately, the approximate method may not converge rapidly enough in some sit­
uations (SPEEDUP imposes an upper limit on the number of iterations allowed per 
Newton step, usually 10). When this occurs, the solution method resorts to the stan­
dard Newton method for the remainder of the current nonlinear block. This means that 
many refactorisations may still be required. If the standard Newton method was needed 
for the current timestep, then SPEEDUP reverts to approximate Newton for the next 
timestep, using the last Jacobian to be factorised. The disturbances in the flowsheet
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show up clearly in Figure 1-1 as the large ‘spikes’ in the CPU/real-time ratio, with CPU 
time often in excess of 1000% of real-time.
1.5 .3  A pp ea l to  itera tive  m eth od s
Recently, modern iterative methods for the solution of systems of linear equations
Ax = b
have been shown to be highly effective in the solution of sparse systems arising from 
many areas of applied maths. The majority of these methods belong to the family of 
Krylov subspace methods, with perhaps the most famous being the Conjugate Gradient 
method proposed by Hestenes and Stiefel in 1952 [35]. They rely on matrix-vector 
products, and so are suited to problems where A is sparse, since the products will 
be cheap. These methods generally compete better with direct methods when the 
dimension n of A is large, as they are not subject to the 0 (n 3) operations count like 
direct methods. Instead, convergence is governed by the distribution of the spectrum of 
A. Many such methods also possess some form of optimality property, providing some 
guarantee of robustness.
The motivation for this project was to see if such methods could prove effective in reduc­
ing the occurrence and/or size of the spiking effect caused by the refactorisations needed 
by the sparse-L U method currently in use, thus producing reduced solution times.
Whilst such a method may be more expensive than a direct method when the inte­
gration is proceeding without refactorisations, it may be able to perform better than 
the direct method when disturbances occur in the flowsheet by avoiding the need for 
the additional factorisations. The project called for a general iterative method, coupled 
with a suitable preconditioner, since due to the design of the flowsheet and the use of 
block-decomposition, there would be no structure for such a method to take advantage 
of. This thesis contains an account of the work carried out on this project.
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1.6 Overview o f Thesis and results
We now present an overview of the rest of the thesis.
In Chapter 2, Krylov subspace iterative methods are introduced, focusing on the GM­
RES algorithm [61]. Existing results regarding the convergence of the algorithm in 
the residual norm, and novel results regarding convergence in the error norm are pre­
sented. The effect on the convergence of groups of small and large outlying eigenvalues 
is discussed, and improved bounds are presented for these cases. Finally, some of the 
more common problems with the GMRES algorithm are introduced, with strategies for 
detecting and countering them.
In Chapter 3, preconditioners are introduced. The need for preconditioning for real- 
world problems is discussed, along with the requirements that must be fulfilled by 
a preconditioner. Four test examples from SPEEDUP problems are presented. The 
poor performance of ILU preconditioned GMRES is discussed and analysed, with the 
aid of pseudospectral analysis. An alternative preconditioner based on a complete LU 
factorisation is developed, taking advantage of the fact that we are solving a sequence 
of linear systems (1.1). The SPEEDUP test matrices and pseudospectral methods are 
used again to demonstrate the numerically superior properties of this approach.
In Chapter 4, the preconditioner developed in the previous chapter is used to derive 
the FLUGMR algorithm, using GMRES as a black-box solver in SPEEDUP integration 
runs. The requirements of such a solver are discussed, and the method of calculating 
the preconditioner is presented. Results from three SPEEDUP flowsheets are presented, 
demonstrating the robustness of the solver. The results are used to suggest optimal 
strategies for the solver. The results are compared to those of the direct solver, and 
profile runs are used to understand why FLUGMR is not as fast as the best direct 
method.
Inexact Newton methods are discussed in Chapter 5. The motivation for this approach 
is the use of iterative methods for the solution of (1.12) and observed disagreement 
between the values of the nonlinear function F  and its local linear model, especially 
during the initial Newton iterations. The inexact Newton algorithm is presented, and
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the role of the forcing term is introduced. Several different choices for the forcing term 
are used, and convergence properties of each type are given. Results from SPEEDUP 
integrations are presented, and the performances of the various choices are discussed.
Implementations of iterative methods other than GMRES are tested in Chapter 6. CGN, 
BCG-type methods and QMR variants are all tried, and results presented. The poor 
performance of these methods is described, along with their potential causes.
Finally, conclusions and directions for future work are discussed in Chapter 7.
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Iterative m ethods for 
non-sym m etric linear system s
2.1 Introduction
In this chapter, we present a brief summary of three popular types of Krylov subspace 
methods, and go on to examine one specific method, the GMRES algorithm [61], that 
will be the main focus of this thesis. We present existing results regarding convergence 
of the algorithm, and novel results concerning convergence in the error. We examine 
one of the numerical problems with the standard GMRES implementation, and mention 
some strategies to combat this.
2.2 Krylov subspace m ethods
In recent years, many new iterative methods for solving non-symmetric linear systems 
of the form
Ax = 6, (2.1)
A  G Mnxn, x,b G have been proposed (see Freund et al. [28] for a historical survey 
of these developments). Many of these methods have a common property: They all use
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the Krylov subspace of A, which for k € N and a given vector v is defined by
JCk(A, v) =  spanjv, Av, A 2v , . . . ,  Ak~1v}, (2.2)
and produce iterates using elements of this subspace,
Xk = X0 + z ,  z e ICk{A,v), (2.3)
where Xo is the initial estimate of the solution. The initial subspace vector is taken as
v =  ro = b — Ax o,
the initial residual in all of the methods considered here (in fact, most of the algorithms
begin with v = j j^ ) -  In general terms, these iterative methods can be categorised into
three types:
a) Methods based on the normal equations,
b) Methods employing orthogonalisation techniques, and
c) Methods employing biorthogonalisation techniques.
Examples of each of these types are given below (for a more complete list, see for 
example Nachtigal, Reddy and Trefethen [49]):
a) CGN - Conjugate gradients applied to the normal equations
A t A x = ATb. (2.4)
This method was originally proposed in the original CG paper by Hestenes and 
Stiefel in 1952 [35].
b) GMRES - Generalised minimal residuals [61]. This method, proposed by Saad 
and Schultz, uses the Arnoldi process [1] to produce an I2 orthonormal basis for 
ICk, and its iterates possess an optimality property for the norm of the residual.
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c) BCG - Biconjugate gradients. This method produces non-optimal approximate 
solutions in the same subspace as GMRES, but the iterates are cheaper to produce.
One common feature of all these methods is their reliance on matrix-vector products 
with A. Note that A  is not needed explicitly, merely its action on a vector, so such 
methods are sometimes called matrix free. Note also that these methods are suited 
to problems where matrix-vector products are available cheaply, such as sparse-matrix 
problems, where direct solution methods may be prohibitively expensive.
Each class of method comes with its own set of advantages and disadvantages. This 
means that there is no one solver that is best for all types of problem. Nachtigal, Reddy 
and Trefethen [49] construct a series of examples on which each of methods a ), b) and
c) significantly outperforms the other two. One feature they have in common, however, 
is that for normal or slightly non-normal matrices, convergence is dependent on the 
distribution of the eigenvalues of the matrix to which the method is applied; for CGN 
this means that convergence is governed by the singular values of A. For highly non- 
normal matrices, this is not neccesarily true. Nachtigal, Reddy and Trefethen [49] state 
that for these cases, the eigenvalues of the matrices alone may not provide sufficient 
information to accurately predict convergence. A more extreme view is presented by 
Greenbaum, Ptak and Strakos [32], who state that eigenvalues are not at all relevant 
to the rate of convergence for GMRES when applied to highly non-normal matrices. 
Whilst this may be the case for specifically constructed examples, the numerical results 
presented in Chapter 3 indicate that, for SPEEDUP problems, eigenvalues do provide 
useful information about the convergence of GMRES.
As indicated in the previous paragraph, the method we choose to use as the iterative 
linear solver in SPEEDUP is the GMRES method. One of the major requirements of 
an iterative solver to be implemented in SPEEDUP is robustness: A breakdown of the 
iterative solver during a time integration would leave the integration incomplete. GM­
RES cannot break down and converges monotonically in the residual norm. These two 
properties made GMRES the sensible choice for an iterative solver in SPEEDUP. Due 
to the coordinate storage method used for the SPEEDUP Jacobians, the action of AT 
on a vector is freely available, however, results presented in Chapter 6 show that solvers
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of type a) are unsuitable for SPEEDUP Jacobian problems. The class of biorthogonali- 
sation methods (type c)) are susceptible to breakdown or erratic convergence behaviour, 
and so were not such attractive alternatives for the applications considered here, where 
robustness is important. Nonetheless, these too are considered in Chapter 6 .
In the remainder of the chapter, we will present the GMRES method in greater detail, 
examining the algorithm and aspects of its convergence behaviour in both the residual 
and the error, and show how the distribution of the spectrum of the matrix A  can 
drastically effect the rate of convergence of the algorithm.
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2.3 T he GM RES Algorithm
2.3 .1  In trod u ction
The Generalised Minimal RESidual algorithm, or GMRES, was proposed in 1986 by 
Saad and Schultz [61] as a method of solving non-symmetric linear systems
Ax = b, (2.5)
with A  € R nXn,x ,b  E Rn. GMRES is an iterative method, producing a sequence of 
iterates {#*;} that minimise the I2 norm of the residual
rk — b — A xk
over the Krylov subspace (2 .2 ) of A, /Ck(A,r0). The minimal residual property can be 
expressed as (see, for example, Kelley [38])
| | 6  — Axfc| | 2  =  min \ \b -A x \\2. (2 .6 )
2.3 .2  A rn o ld i’s m eth o d  and th e  FO M
It is helpful to describe briefly the background of the GMRES algorithm, and to do this 
we need to know about Arnoldi’s method. Arnoldi’s method [1 ] is a Galerkin method 
for approximating the eigenvalues A of a matrix A by the eigenvalues A of an upper
Hessenberg matrix Hk. The matrix Hk arises from the construction of an /2 -orthogonal
basis for the Krylov subspace of A by the Gramm-Schmidt process (see for example [59])
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Algorithm  2.1 Arnoldi’s method
1. Start: Choose Vi such that ||vi||2 = 1.
2. Iterate: For j  = 1 ,2 ,.. .  k do:
— (Avj, v*), i — 1 ,2 ,...  j ,
Vj+1 =  Al)j —
hj+l,j =  II^ J+ 1  II2 ? and
vj + 1 =  ^ i+ i/^ i+ ij-
So Hk is simply the upper Hessenberg matrix with (Hk)i,j =  h ,j  from step 2 . In practice, 
the Gramm-Schmidt orthogonalisation in step 2 is usually replaced by the mathemati­
cally equivalent but numerically superior modified Gramm-Schmidt process [31].
If we denote by V* the n x k matrix whose columns are the constructed basis for ICk,
Vk = [vi,v2, . . . , v k], (2.7)
then A, Vk and Hk have the relation
Hk = V?AVk.
In 1981, Saad proposed a method for solving linear systems (2 .1 ) based on the Arnoldi 
method. The Full Orthogonalisation Method (FOM) [57] uses the Arnoldi process 
with v\ = ro/1|ro||2 , and produces iterates by imposing the Galerkin condition that the 
residual be /2 -orthogonal to the subspace JCk(A, ro). This results in the solution of a 
k x k linear system
Hky = (3e u  (2.8)
where (3 = ||ro||2 - Since Hk is upper Hessenberg, (2.8) can be solved easily using Givens 
rotations [31]. The iterates xk are given by
xk = x0 +  Vky.
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Although the FOM algorithm has a finite termination property, its iterates do not have 
any kind of optimality property, and the work and storage requirements grow with 
k. Saad suggests restarting the method or performing only incomplete factorisation 
(IOM) [57, 58] to avoid the iteration becoming too expensive. The lack of an optimal­
ity property for the FOM led to the development of a new iterative method, namely 
GMRES.
2 .3 .3  G M R E S
In 1986, Saad and Schultz proposed the GMRES algorithm [61]. This has the attraction 
that it possesses an optimality property for the norm of the residual, whilst its iterates 
are still obtained from the same underlying Arnoldi process as the FOM. If we consider 
the kth  step of the Arnoldi algorithm, then we actually obtain Vk+i and a (k +  1 ) x k 
matrix Hk has Hk as an upper k x k block and an extra row whose only non-zero entry 
is hk+i,k- These matrices satisfy the relation:
AVk =  Vk+iH k. (2.9)
Since Xk can be expressed as xq +  z, z £ ICk, the optimality property (2 .6 ) becomes
| | 6  -  A*jfe| | 2  =  min | | 6  -  A(x0 +  z ) | | 2 =  min \\r0 -  Az\\2. (2 .1 0 )
zG/Cfc ze>ck
Since z E /C ,^ we can express it in the form
z = VkV- (2 .11)
Substituting this into (2.10) and taking our initial vector v\ =  / 11ro112 ? P = Ikolb?
gives the norm we are minimising as a function of y :
J(y) =  II/^I -  AVky\\2. (2 .1 2 )
Using (2.9), this can be rewritten as
J(y) -  \\Vk+1[(3ei -  Hky \h  (2-13)
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where e\ is the first column of the (k  +  1) x (k  +  1) identity matrix. Now Vk+i is 
/2 -orthonormal so we can simplify (2.13) to
J(y) =  ll/tel -  HhS/II2. (2.14)
As with the FOM, the solution of (2.14) can be obtained cheaply by maintaining and 
updating a least-squares factorisation of Hk on each GMRES iteration. This is eas­
ily achieved using Givens rotations, since Hk is upper Hessenberg, and merely entails 
the application of rotations calculated on previous iterations to the new column gen­
erated at the current iteration before applying the new rotation. An storage-efficient 
implementation of this approach is presented in [63].
Thus the minimisation problem has been reduced from an n  x k  least-squares prob­
lem (2.10) to a (k  +  1) X k  one (2.14). This gives us the following algorithm:
Algorithm  2.2 Generalised Minimal Residual method (GMRES)
1 . Start: Choose xo and compute tq =  b — Axo- Set Vi =  *^o/ 11^*0 112
2. Iterate: For j  = 1 , 2 until satisfied do: 
h ij  =  (Avjyvi), i =  1 , . . .  j ,
vj+1 =  A v j  -  0 = 1  hi jVi ,
=  ll^'+ilbi and 
vj+1 =  Vj+i/hj+i,j'
3. Form the approxim ate solution: Xk = xq +  VkDk, Vk minimises (2.14)
As was the case with FOM, the amount of work and storage required on each iteration 
grows with k. As the number of multiplications required on each step grows like ^k 2n , 
this results in prohibitively slow performance for large values of k.  In the original pa­
per [61], Saad and Schultz suggest using the procedure in a restarted fashion, restricting 
the maximum number of inner iterations to some value m. They denote this restarted 
version by GMRES (m), and it is described as follows:
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Algorithm  2.3 GMRES(m)
1. Start: Choose xq and compute ro = b — Axq. Set Vi =  ro/||ro | | 2
2. Iterate: For j  =  1 ,2 ,...  m  do:
— (Auj, ut-), i — 1 , . . .  j ,
Vj+l =  Avj — 53*=i hijVii
hj+i,j — ll^j+ilb, an(i 
vj + 1  =  Vj+i/hj+i,j-
3. Form the approxim ate solution: x m =  xq +  Vmym, Vm minimises (2.14)
4. Restart: Compute rm = b — Axm\ if satisfied then stop 
else set x0  <- x m, Ui =  rm/ | |r m | | 2 and goto 2 .
This restarted algorithm has no finite convergence property (see Theorem 2.1), but 
this is only of theoretical interest since we are aiming to produce accurate approximate 
solutions xk in k <C n iterations. It has been observed that the algorithm can be very 
sensitive to the choice of the subspace length m. Huang and van der Vorst [36] have 
several examples whereby a slight increase in m  produces a large improvement in the 
performance of the algorithm. They also suggest that although GMRES demonstrates 
superlinear convergence behaviour - the speed of convergence increases as the iteration 
proceeds (see [6 8 ]) - GMRES(m) does not exhibit this behaviour.
2 .3 .4  R esid ual norm  estim a tes  for free
One useful feature of the GMRES algorithm is that it is possible to monitor its perfor­
mance without explicitly forming the approximate solution at each step. If we recall the 
system we are required to solve at each GMRES iteration (2.14), then this is usually 
performed by a QR factorisation [31] of Hk,
QR = Hk,
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where Q is orthonormal and R  is upper rectangular. We can then re-write (2.14) as
J(y) =  ll/?ei -  H kvh  = \\Pei ~ Q R yh
=  IIQ[QTPei -  Ry\h  (2.15)
=  \\QTPel -  flj/lh-
We are seeking yk that minimises the function J (y ), which is found by solving the upper 
triangular system formed by removing the row of zeros from the bottom of R  and the last 
component of the transformed right-hand side, QT/3ei. We can now see that the value 
of J(yk) is equal to the absolute value of the last component of QT/3ei by construction 
of yk- So the residual norm is available ‘for free’ once the least-squares problem (2.13) 
has been solved. In exact arithmetic, this value is exactly the residual norm, but in 
finite precision this is not necessarily so. If the basis vectors {ut-, i = 1 , . . . ,  k +  1} are 
not ^-orthonormal, then the matrix Vk+i (2.7) will not be either. In this case, we have
W V k + ^ - H k y j h ^ W f a - H k y ^ ,
and so yk that minimises (2.14) will not minimise (2.12), and the estimates of the 
residual norms given by the algorithm will not be equal to the true residual norms. 
Loss of orthogonality in the basis vectors and strategies to counter this are discussed 
in §2.7
We now present some standard results due to Kelley [38] concerning the convergence 
behaviour of Algorithm 2.2 with respect to the norm of the residual.
2.4 Convergence Behaviour I: Residuals
2.4 .1  R esid u al po lyn om ials
A key issue with any iterative method is how fast the approximate solution converges 
to the exact solution. Due to the nature of the Krylov subspace (2.2), it is possible to
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expand the kth  iterate Xk G xq +  JCk(A, r0) in terms of a polynomial in A:
k —1
Xk = xo + Y s iA 'r p ,
i=0
and similarly for the residual:
k —l  k
b -  A xk = b -  Ax0 -  ^ 7 iAt+1 r 0  =  r0 -  y ^ 7 ,--iAtT0.
i=0 t=l
To continue the analysis, we define the set of kth degree residual polynomials; 
Definition 2.1 The set of kth degree residual polynomials is given by:
Vk =  {p\ V € Pjfe, p(0) =  1} 
where P^ ihe set of polynomials of degree not exceeding k.
Thus we can write
rk = p(A )r0,
where p G Vk is a residual polynomial. We now have
Lemma 2.1 Let A be nonsingular and rk — b — A xk be the residual from the kth
GMRES iteration. Then for all pk 6  Vk
IM h  < ||pjfe(A)r0 ||2 . (2.16)
Proof. rk = p(A)ro implies
\\rk\\2 = min ||p(A)r0||2,pePfc
so clearly
I N I 2 <  |f e (A )r 0||2
for all pk e Vk. □
Immediately from this we have the corollary
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Corollary 2.1 Under the same assumptions as Lemma 2.1,
S  S llft(A)||2. (2.17)
2 .4 .2  F in ite  convergence o f G M R ES
We are now in a position to show that GMRES will converge (in exact arithmetic) to 
the exact solution in at most n steps (finite convergence property):
Theorem  2.1 Let A £ RnXn be a nonsingular matrix. Then the GMRES approximate 
solution will converge to the exact solution in at most n iterations.
Proof. If we consider the characteristic polynomial of A, P (z) =  det(A — z l) , then 
F  G P n and P ( 0 ) ^  0  since A  is nonsingular, so we can define an nth-degree residual 
polynomial of the form
pn(z) = P (z)/P (  0).
We can now write
but by the Cayley-Hamilton theorem, we have that P(A) = 0, so pn{A) = 0 and there­
fore rn = b — A xn =  0 and xn is the exact solution. □
Note that for the restarted version GMRES(m) (Algorithm 2.3), we cannot apply The­
orem 2 . 1  as we restrict the length of the subspace to m < n and so cannot form the 
polynomial pn(z).
2 .4 .3  R ates o f C onvergence
Whilst the finite convergence property gives us the reassurance that the algorithm will 
terminate eventually, it has already been noted that GMRES in its non-restarted form is 
prohibitively expensive. It is therefore desirable to obtain some estimate of how fast the 
algorithm is converging. If the matrix A is diagonalisable, i.e. if there is a nonsingular
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(complex) matrix U such that
A = UKU~l
where A is a (complex) diagonal matrix with the eigenvalues A € o'(A) on the diagonal, 
then we can re-express polynomials in A as
p(A) = Up(A)U~1.
From Corollary 2.1 we can now obtain
Theorem  2.2 Assume A is a nonsingular diagonalisable matrix with A  =  UAU 1. Let 
rk =  b — Axk be the residual from the kth GMRES iteration. Then for all pk E Vk
I N p  < K2 (V) max |p*(A)|. (2.18)
1 0 112 Ae<r(A)
Proof. The result follows from (2.17) and
\\Pk{A)\\2 < | |^ | |2 ||pjfe(A)||2 ||Cf- 1 | | 2  < K2 (U) max |p*(A)|.A e<r{A)
□
Note that if A is normal then the matrix U is orthogonal, and « 2 (U) = 1.
With Vk as in Definition 2.1, we define
£ «  = min max \p(\)\. (2.19)
AG<t(A)
This allows us to state
T heorem  2.3 Assume that A is a nonsingular and diagonalisable matrix of the form  
A = UAU-1 . Let rk be the residual from the kth GMRES iteration. Then
j r n r  ^  {U)Jh). (2.20)
F o | | 2
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Proof. Since from (2.18) we have for all pk G Vk
lr 0 II2 Ae^ (A)
then clearly
□
This Theorem allows us to obtain a bound on the rate of reduction in the residual norm 
by considering the value of e(k). In general, the calculation of e(k) is difficult. Instead, 
we can obtain an upper bound, 77^) say, by considering a maximum over a complex 
domain D which contains <j (A) and excludes 0. If cr(A) C D then clearly
m ax>(A )| < max|p(z)|, (2 .2 1 )
\£ a { A )  zED
and so
,(*) < yik) = min m ax|p(z)|. (2 .2 2 )
pEVk z e D
If we consider specific domains D (and therefore specific distributions of c(A)), we can 
determine rjW exactly by means of scaled and shifted Chebyshev polynomials.
2 .4 .4  C h eb ysh ev  polyn om ials
We can define the Chebyshev polynomials as
D efinition 2 . 2  The kth degree Chebyshev polynomial in a real variable t is defined as
cos(fccos- 1 t) when |t| < 1
Tk(t) =
cosh(fccosh t) when \t\ > 1 .
(2.23)
The kth degree Chebyshev polynomial in a complex variable z is defined as
Tk(z) = cosh (fc cosh 1 z). (2.24)
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In the following theorem, three domains D are considered:
(a) a line segment,
(b ) a disc,
(c) the interior of an ellipse with real major axis.
T heo rem  2.4 Define
rfk) =  min max|p(z)|. 
p e r k z e D '
Then for the following domains D, 77M is characterised by
(a) When D is the real interval {<; \t — c| < a ,t ^  0},
r)<*> =  1
T k ( ? ) '
(b ) When D is the disc {z ; — c| < p, z ^  0}
^ = ( ! ) * •
(c) When D is bounded by the ellipse with centre c, focal distance e and semi-major
axis a,
Ik) =  Tk(a/e)
T k { c / e ) '
where a, c, e and p are positive real numbers.
Proof. See Chatelin [14] Theorem 6.6.2. □
This Theorem allows us to obtain estimates for the rate of reduction of the residual
norm for cases where we know either the exact distribution of the spectrum cr(A) or a
domain D which contains the distribution. Unfortunately, convergence of the residual 
is not always a good indication of how the iteration is proceeding. If we consider the 
relation
rk = Aek , (2.25)
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where — x — Xk, the error at the kth GMRES iteration, then we can see that if the 
error has a large component in the direction of an eigenvector corresponding to a small 
eigenvalue of A , then it would be possible for the norm ||r*fcH2 to be small even when 
the norm ||efc| | 2  is still large. Ideally, we would like to consider the convergence of the 
error, rather than the residual, as the GMRES iteration proceeds.
2.5 Convergence Behaviour II: Errors
2 .5 .1  T h e d istan ce  o f x  from  th e  subspace
In this section we present theoretical error bounds for GMRES. We begin by considering 
the distance dk of the exact solution x to the Krylov subspace generated by the GMRES 
algorithm, ICk'-
dk =  | |( 7 -  TTk)x\\2l (2.26)
where %k is the orthogonal projection matrix for ICk- For the Arnoldi process [1 ] to 
solve the algebraic eigenvalue problem Au =  Xu, Chatelin [14] and Saad [59] relate the 
distance ||(7 — 7Tk)u\\2, the distance of an exact eigenvector u from the Krylov subspace, 
to an expression similar to defined in (2.19).
If we assume that A is diagonalisable and nonsingular, we can relate the distance dk to 
in an analogous manner:
Lem m a 2 . 2  Assume that A is non-singular and diagonalisable, and that the solution 
and right-hand side vectors x and b have expansions x = a iui an^ ^ =  A'w*
with respect to the eigenbasis {wt}t=i,...nj — 1 of A. Assume without loss of gen­
erality that H&H2 =  1 and take an initial guess xq =  0. Then the distance of the exact 
solution x from the Krylov subspace ICk generated by GMRES can be bounded by
dk < & {k) (2.27)
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where
P roo f. Since xq =  0, we have r$ =  6 . Now Vi =  = b since | | & | | 2  =  1. Recalling
that Ax = b, we can write
n  n
&= E  @iUi = ^  E  a 'Ui 




2 =  1
f t  =  o t-Ai. (2.28)
From the relation between ICk and Pfc_i, we have
\\(I -  irk)x\\2 = min ||z -  g(A)vi| | 2
n  n
g6 r fc_! 7 —"
1 =  1 2 =  1
n
= l E t a *' ”  A-?(A,-)]t*,-| |2r—“
2 =  1
gGPfc-i .  ^ A
2 = 1
<7GP*-i .  ^ At=l
< min max | 1  — Ag(A)| 1^4 
“  gePfc-i Aea(A) —f IAi|
2 =  1
=  min max |p(A)|V^ 
penAea(A)'^V |A;|
□
We have insisted that Xq = 0 in the above Lemma. This choice can be justified by an 
appeal to Huang and van der Vorst [36], who note that their experiments with both 
GMRES and GMRES(m) showed both algorithms to be quite insensitive to the initial
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residual (and hence the initial guess) unless xq was selected such that ro is deficient in 
some eigenvector directions.
Since GMRES minimises the residual and not the error on JCm, we cannot use the 
bound (2.27) to directly monitor the behaviour of the error since, in general, the GMRES
iterate Xk ^  Kkx - Instead, we derive an error bound in terms of the distance dk by
exploiting the GMRES minimisation property:
L em m a 2.3 The error at the kth step of the GMRES algorithm applied to the linear 
system Ax = b with A nonsingular is bounded by
IM | 2 < m {A)dh. (2.29)
P roof. Consider the error at the kth step. We can write
ek — x -  Xk = A~xA(x -  Xk) =  A~l rk, (2.30)
and taking norms yields
I M k S p - 'I W N I s .  (2.31)
Now we know that ||rA; | | 2 from the GMRES algorithm satisfies
IM k  =  m m \\b -A x \\2
x£rCk
= min \\A(x - x)\\2 xeiCk
< \\A\\2 min ||x -  x\\2 
=  ||A||2 d*.
So now we have
IM h  <
which completes the proof. □
We are now in a position to derive an initial bound on the size of the error:
T heorem  2.5 Assume that A is non-singular and diagonalisable, and that £ is as de­
2.5. CONVERGENCE BEHAVIOUR II: ERRORS 32
C h a p t e r  2
fined in Lemma 2.2. Assume without loss of generality that ||6 | | 2  =  1 and take an initial 
guess xo = 0. Then the norm of the error at the kth step is bounded by
INIs < «2 (A)fe<*>. (2.32)
P roof. This is simply a combination of Lemmas 2.2 and 2.3. □
We can derive an alternative bound under the same assumptions as Theorem 2.5
T h eo rem  2 . 6  Assume that A is a non-singular and diagonalisable matrix of the form  
A = UAU-1 . Assume without loss of generality that ||6 | | 2  =  1 and take the initial guess 
xq = 0. Then the norm of the error at the kth step is bounded by
IN Ij < WA-'hK^VyW. (2.33)
Proof. By recalling (2.20) and the fact that 11ro112 =  II&II2 =  1» we have
IM I2 < K2(U)e^k\
Application of (2.31) yields the required result. □
Both (2.32) and (2.33) involve constants that may be expensive to calculate, and the 
presence of k2(A) and k2(U) also implies that these bounds are of limited practical value. 
In a particular case, it may be difficult if not impossible to get accurate estimates for 
these values. In the work that follows, we will use the bound (2.32) on which to base 
subsequent theoretical results.
Once again we are faced with evaluating the quantity e^ k\  As in section 2.4 we will 
instead bound by 77^) on various complex domains D. We can use these expressions 
for 77^) to derive bounds on ||efc| | 2  for the same specific distributions of <j {A) as were 
considered in Theorem 2.4. In particular, if we take the case where cr(A) is distributed 
on a disc, then we can state the following Theorem:
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T h eo rem  2.7 Assume that A is diagonalisable with eigenvalues distributed within a 
disc centre c and radius p not containing the origin. Further assume without loss of 
generality that ||6 | | 2  =  1- Then the error at the kth step of the GMRES algorithm with 
an initial guess xq = 0  is bounded by
IM |2 < K 2 ( ^ 0 \  (2-34)
where £ is as defined in Lemma 2.2.
P roof. From Theorem 2.5 we have
IM |2 < «2(A)^*>,
but for a(A) 6  {z : \z — c\ < p, z /  0} we have
«<*><.,<*> =  (£ ) * ,
which completes the proof. □
Assuming we have good estimates for p and c, we are still left with the calculation 
of K2 (A) and £. As was mentioned in the discussion of Theorems 2.5 and 2.6, these 
calculations may be difficult. The following remark may be of more practical interest.
R em ark  2 . 1  Under the same assumptions as Theorem 2.7,
IM »  =  0 0 * .
This follows immediately from Theorem 2.7. This result gives us some information on 
the rate of convergence even when we are unable to estimate the constants and
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2 .5 .2  T e s t e x a m p le
We can construct an example matrix where cr(A) is distributed in a disc centred on 1 
with a suitably small radius p. We can then calculate £ and k2{A) and if we choose an 
example where the exact solution is available, then we can calculate the error on each 
GMRES iteration. As the exact distribution of the spectrum is known, then we can 
calculate rp^ also.
Consider a matrix Ap 6  R 10xl° with eigenvalues uniformly distributed on a disc of 
radius p = 0.1 centred on c = 1. Thus we can calculate =  (p/c)k = 0.1fc, and the 
condition number k (A) = 1.222. Taking a right-hand side vector b with ||6 | | 2  =  1, this 
allows us to calculate £ =  3.17. With this data, we are now in a position to calculate 
the upper bound on ||e>k| | 2  given by (2.34) in Theorem 2.7. We can see from Table 2.1
k 1 2 3 4
3.874 x  10"1 3.874 x 10"2 3.874 x 10"3 3.874 x  10"4
llefc||2 1.009 x  1 0 '1 1.010 x 10"2 1.010 x 10"3 1.010 x  10"4
k 5 6 7 8
k 2 ( A ) ( tj^ 3.874 x  10~5 3.874 x 10-6 3.874 x 10~7 3.874 x  10~8
i m i 2 1.010 x  10“ 5 1.010 x 10"6 1.010 x 10"7 1.010 x  10~8
Table 2.1: Values for test matrix A p
that our bound (2.34) gives good agreement with observed results for this problem.
2.6 Convergence Behaviour III: Small Isolated Eigenval­
ues
2 .6 . 1  A  s im p le  e x a m p le
We now concern ourselves with the case where the majority of the spectrum is located in 
some complex region D bounded away from the origin, with a few eigenvalues situated 
near the origin. Figure 2-1 shows the distribution of the eigenvalues of matrix A^p^  with 
n = 20. We have a single eigenvalue Ai =  0.01 with the rest of the eigenvalues Ai , i  =
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0 0.2 0.4 0.6 0.8 1
Figure 2-1: Spectrum of example matrix A(PiS)
2 ,.. .,20 situated within a disc of radius p = 0.1 around 1 . A straight application of 
Theorem 2.7 suggests poor convergence of GMRES. As this is an artificially constructed 
example, we are able to calculate the values of £ and ^2 ( ^ ) 1  to obtain an accurate value 
for the right-hand side of inequality (2.34) for all k. The values of «2 (A)£(p/c)k for 
k =  1 , . . . ,  10 are shown in Table 2.2.
k 1 2 3 4 5
K2(A)((p/c)k 2.88 x 103 2.82 x 103 2.77 x 10* 2.72 x 103 2.67 x 103
IM I2 22.14 21.91 20.62 3.42 4.35 x 10~2
k 6 7 8 9 10
* 2  (A)t(p/c)k 2.63 x 103 2.58 x 103 2.53 x 10* 2.49 x  103 2.44 x 103
IM I2 1.05 x 10"3 9.66 x 10"5 9.65 x 10"6 9.65 x 1 0 -7 9.65 x 10-*
Table 2.2: Values for ||e^ | | 2  for example and upper bound predicted by Theorem 2.7.
We can see that Theorem 2.7 predicts slow convergence of the GMRES algorithm , but 
this is not what is observed in practice, as we obtain convergence to within reasonable 
accuracy in 10 iterations. From this example, we can see that the existing theory does 
not adequately describe the observed results when we have a small number of eigenvalues 
situated away from the rest of the spectrum.
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The reason for the poor agreement with our initial bound (2.34) is the manner in which 
we are approximating the value of e(k\  This quantity represents the smallest possible 
infinity norm that can be achieved by a polynomial of degree k over the set of points 
At-. Recalling equations (2.21) and (2.22), then we approximate by rj(k\  the infinity 
norm of a polynomial which has minimum value on a domain of which the At- are a 
subset. This approximation becomes inaccurate when the A^ are distributed unevenly 
in the chosen domain. The polynomial that satisfies eM will be small on the points At-, 
but may have large values elsewhere in the domain. The polynomial that satisfies r fk  ^
will have the smallest infinity norm over the whole domain for a fixed k , but may have 
significantly larger values at the A^ than the polynomial that satisfies e^). Thus the 
value computed for rj(k) may be much larger than e^ k\  and so the rate of convergence 
predicted by Theorem 2.7 could be much slower than the observed rate.
When approximating by rj(k\  we calculate the value of r j^  using scaled and shifted 
Chebyshev polynomials. For a real domain D, we have the result
T heorem  2 . 8  Let 0 < a < b. The optimum
is attained by
and
min max |p(£)| pevkte[a,b]
r !^fc[l +  2 (£ b)/(b a)] / 0  , r \
tk{t) =  -  Tjifi = 26/(6 - a ) T '  (2'35)
ll^lloo — j y i  _  26/(6 — a)]’ (2-36)
Proof. See Rivlin [56]. □
If we consider a matrix whose eigenvalues lie on the real line in the domain
-^ ideal ~~ ® C [6 , c],
then currently we calculate using an optimal polynomial of the form (2.35) on the
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domain
D = [a, c].
However, if we know the point a, then we can construct a polynomial that has zero 
value at this point:
Pk(t) = ^  Pk-1 , (2.37)
where pk-i G V k - i . Since p*;(0) =  1, then pk G Vk. Now
min max |p(U| =  min max |p(£)| 
pen  teAdeai pen  teM
since by construction pjt(a) =  0. If we take Pk-i in (2.37) to be the optimal (k — l)th  
degree Chebyshev polynomial over [6 ,c], then our value for rjW will be more accurate 
than if we had used the optimal polynomial over [a, c] - the polynomial can be as large 
as we like over (a, 6 ) without affecting our estimate of (This type of approach is 
outlined with respect to semi-iterative methods by Hackbusch in [34]).
If we consider the example 4^(p,s) from §2.6.1 with a =  0.1, b =  0.9 and c =  1.1, then 
the optimal polynomial over [a, c] is given by
=  m . 2 - 2 p
cosh (k cosh 1 .2 )
with
11A 11 oo = cosh (k cosh 1 1 .2 )
over the domain D = [a,c]. If we use a constructed polynomial of the form (2.37)
Pk ^   ^ cosh (A; cosh- 1 10) ’
then this has an infinity norm given by
10
| |P /e ||o o  — cosh (fc cosh 1 0 )
on our domain Dideal- Comparing values of ||ffc||oo and ||jp /c ||oo  for various values of k 
on the respective domains, we find that the constructed polynomial pk yields a much 
smaller norm value for a given k. Figures are presented in Table 2.3.
2.6. CONVERGENCE BEHAVIOUR III: SMALL ISOLATED EIGENVALUES 38
C h a p t e r  2
k 2 4 6 8
llUclloo 0.532 0.125 4.78 x 10~2 1.14 x 10~2
IIP/c ||oo 1.0 2.51 x 10"3 6.33 x 10"6 1.59 x 10"8
Table 2.3: Values of the infinity norm of the two polynomials i\t and pk over domains 







0.2 0.4 0.6 0.8
Figure 2-2: Two 6th degree polynomials: The dash-dotted line is the optimal Chebyshev 
polynomial over [a,c], the solid line is the polynomial constructed to be optimal over 
[a] U [b,c\.
We can illustrate this example graphically - Figure 2-2 is a plot of two 6 th degree 
polynomials. The dotted line is the optimal Chebyshev polynomial over [0.1,1.1] and 
the dot-dash line is our constructed polynomial (2.37). As can be seen, the optimal 
polynomial is smaller over the whole domain [0 .1 , 1 .1 ] but whilst the constructed poly­
nomial has larger value on (0.1,0.9), it is much smaller than ik on the ideal domain 
{[0.1] U [0.9,1.1]}.
This approach can be generalised to a system where there exist more than one outlying 
eigenvalues. We will now present a result which allows us to approximate eW on the 
ideal domain, provided the outlying eigenvalues are known, by constructing a specific 
polynomial in the same manner as in (2.37).
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Suppose that we have a nonsingular matrix A  G R”xn with a spectrum
<7(.A) — {A,, ® — I* • • • » Ai  ^  A2 ^  ^  An },
consisting of L small eigenvalues situated near the origin, with the remaining n — L 
eigenvalues in some complex region D bounded away from the origin. So we have
(?{A) G Dideal — ^LJ ^  U {z Z G D}. (2.38)
We now define p G Pjt
P(A) =  n ( 1 - ^ ) p ( A ) ,  (2.39)
where p G Vk-L• Since p*(0) =  1, then pk tV k -  We can use this polynomial to prove
Lem m a 2.4 Assume A is non-singular and diagonalisable, with eigenvalues A,- > 0, i =  
1 , . . . ,  n, Ai < A2 < . . .  < An. Assume the first L of these eigenvalues are situated near 
the origin, with the rest bounded away from the origin in some complex region D. Define 
<7 £ =  {A,-, i =  1 , . . . ,L } ,  then
e{k) < |An|Ln iA ;  *1 rmn max |p(A)|. (2.40)pEPk-L X£<r(A)\aLi=l
P roof. Recall from (2.19) that
Now clearly,
Considering
= min max |p(A)|. 
peVk \e * (A ) '
min max |p(A)| < min max |p(A)|. pevk\e<r{Ay x ~ perk \e<r(A) 1
min max |p(A)| — min max
p£Pk  AG<j(j4 ) pSPk-L  AGct(A) * » n K )
then we can say
min max 
PtPk-L  a£<r{A) i = i x 1
= min max 
P^Pk-L A£(?{A)\aL P( A) S (-s )
2.6. CONVERGENCE BEHAVIOUR III: SMALL ISOLATED EIGENVALUES 40
C h a p t e r  2
since p*;(A) =  0 when A £ <j£. Now
L
min max
VSPk-L AGff(A)\orL p(A) n ( j - T< =i v 1
< min max |p (A )|T T
“  P t n - L  \e a { A ) \a L f J l
< min max |p (A )|T T




< T I i t t  min max \p (A)|, 
f=i I Ai|
which completes the proof (Note: Axelsson and Lindskog [6 ] use a polynomial similar 
to (2.39) to prove convergence results for the preconditioned CG method). □
We can use Lemma 2.4 to prove the following Theorem:
Theorem 2.9 Assume A is non-singular and diagonalisable, with eigenvalues X( > 
0, i = 1 |Ai| < |A2 I < . . .  < |An |. Assume the first L of these eigenvalues are
situated near the origin, with the rest bounded away from the origin in a disc centred on 
c with radius p, so
<r(A) € A;^ U {z  : \z -  c| < p, z ±  0}, \ L < c -  p. (2.41)
Define
n ^  = (c+ p )L f [ \ K t \ { f f ' L ,c-i—i
then the error at the kth step of the GMRES algorithm applied to to the linear system 
Ax = b, assuming without loss of generality that ||6 | | 2  =  1, with initial guess xq = 0 is 
bounded by
\\ekh < (A)£fj(k\  (2.42)
where £ is as defined in Lemma 2.2.
Proof. Lemma 2.2 gives us
4  < (e<k),
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and by Lemma 2.4 we have
L
dk < f|An|L n i At7 l | i£ in x ^  W A)I-. "7 v£ P k -L  >^ £<t(A)\<tl
2 = 1
As At-, i = L -f 1 , . . . ,  n are contained in the disc {z : z — c < p ,z  ^  0}, then |An| < c + Pj 
and applying Theorem 2.4(b) gives us
WA) I <  ( £ ] *  L
V&Pk-L AG<t(A)\<tx,
min max |p( | 
Finally, applying Lemma 2.3 and gives the required result. □
We can now observe
R em ark  2 . 2  Under the same assumptions as Theorem 2.9,
IM|2 =  O 0 \
Similarly to Remark 2.1, this result gives us a qualitative estimate on the rate of conver­
gence in cases where we are unable to calculate constants such as £ and k,2 (A), provided 
we have some information about the distribution of cr(A). We can now return to exam­
ple A(p>s) to see if our new bound gives a more accurate idea of the rate of convergence. 
Table 2.4 shows the results. We can see from the results that although the bound is not
k 1 2 3 4 5
3.22 x 105 3.22 x 104 3.22 x 103 3.22 x 102 3.22 x 101
I N I * 22.14 21.91 20.62 3.42 4.35 x 10"2
k 6 7 8 9 10
k2(A)£t/W 3.22 3.22 x lO"1 3.22 x 10"2 3.22 x 10"3 3.22 x 10"4
I M I 2 1.05 x 10"3 9.66 x 10"5 9.65 x 10"6 9.65 x 10“7 9.65 x 10"8
Table 2.4: Values for ||ejt| | 2  for example and upper bound predicted by Theorem 2.9.
sharp, it still represents a large improvement over the bound given by Theorem 2.7.
The theorems and results presented in this section have shown that it is possible to 
derive reasonable accurate bounds for the error produced by GMRES when a matrix 
has eigenvalues situated near the origin, away from the remainder of the spectrum. The
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bounds have shown that we can expect a similar rate of convergence for these problems 
as we would obtain if the outlying eigenvalues were absent. However, they still have 
implications for the accuracy of an approximate solution when GMRES is terminated 
using the norm of the residual as a convergence criterion. This will be discussed in 
Chapters 3 and 4.
2 .6 .2  Large iso la ted  eigenvalues
We will briefly discuss here the effect that large outlying eigenvalues on the convergence 
of the algorithm. We can easily construct a matrix with the same condition number as 
A(p,s) but with a single large outlying eigenvalue in place of the small outlier. We will 
denote this matrix by A ^ jy  If we recall the constructed polynomial (2.39), then we 
can perform a similar analysis to that in Lemma 2.4 to prove
Lem m a 2.5 Assume A is non-singular and diagonalisable, with eigenvalues A, > 0, i =
1 , . . . ,  n, Ai < A2 < . . .  < An. Assume the first n — L of these eigenvalues are bounded 
away from the origin in some complex region D, with the last L situated to the right of 
D. Define ol =  {A;, i = n — L +  1, . . . ,  ra}, then
e^  < min max |p(A)|. (2.43)
P roof. From the proof of Lemma 2.4, we have
^  i " ' n , ip m i  n
=  m axXeaiA)\aL\p(\)\
i = n —L + l
A i — Ai
A,- - A
< n1 = 71 — L+l
n< n
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□
Comparing (2.40) with (2.43), then we can see that the bounds are identical apart from 
the product term in front of the minimax polynomial in (2.40). For the small eigenvalue 
case, this term will be greater than one, and if the eigenvalues are very small, much 
greater than one. Conversely, for the large eigenvalue case this term is absent. This, in 
conjunction with Theorem 2.5 and Lemma 2.2, suggests that the rate of convergence will 
be similar for examples and A^p^  (from Remark 2.1) but the error with matrix
A(P}S) at the kth step will be larger than that with matrix A(pjy  This is illustrated in 
Figure 2-3, which shows plots of the log of the error for both A^p s  ^ and A(pjy  Thus we 
can expect matrices with larger isolated eigenvalues to converge in fewer iterations than 
similarly conditioned matrices with small isolated eigenvalues, although the asymptotic 









0 5 10 15
Iteration number k
Figure 2-3: Plots of log1 0 (e/t) for GMRES applied to A(PjS)X = b (dotted line) and 
A(pj)X =  b (dot-dashed line) with b = (1 , 1 , . . . ,  1 )T.
2.6.3 Further Analysis
We now return to the small eigenvalue case to re-examine the improved bound (2.42). 
Although (2.42) represents an improvement over the initial bound (2.34) for matrices
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such as A (p)S) that possess isolated eigenvalues, it is still not very accurate for these 
cases. If we examine the bound obtained for dk for the case where the spectrum a (A) 
is distributed in the form (2.41),
dk < (2.44)
then experiments with example show that this bound is quite tight. Figure 2-4 is
a plot of the log of dk and the log of the above bound for the matrix A(p^sy  This clearly 




Figure 2-4: Plots of \og10(dk) (dashed line) and log1 0 (^77 f^c^ ) (solid line) for example 
the use of the inequality (2.29),
||ejt| | 2 < K2(A)dk
(Lemma 2.3), in the proof of Theorem 2.5 that is making the bound inaccurate. We 
therefore require an improvement over the existing error bound (2.29) for ||e>t| | 2 that 
more accurately describes the influence of the small eigenvalue on the behaviour of the 
error. If we consider the case where we have one isolated eigenvalue and expand the kth
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residual in terms of the eigenbasis of A in the form
r k =
z=i
then recalling (2.31) that
ek =  A _1rk
allows us to write
n  (k)
ek =  J 2  (2-45)
t = l  A *‘
If we now split the sum to extract the term involving the small eigenvalue, taking norms 
gives us
(k )  n  ( k )
llefc| | 2  =  II^ T— “ 1 +  y i  Mi | | 2  
1 1 = 2  *
1 ^ 1  , y  Ip f1!
|Ai! + h  IA.I
We can now state
T heorem  2.10 Under the same assumptions as Theorem 2.9, the error at the kth step 
of the GMRES algorithm applied to the system Ax = b is bounded by
+  (2*46)
where rk =  Y%=i p \^ ui-
Proof. We can extend the process performed above to obtain
i n | 2 - | t W + 1a ^
and the inequality
IN h  < \\A\\2K(A)dk
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completes the result. □
Bound (2.46) is not as neat as previous results as the first term cannot be calculated a 
priori due to the presence of the coefficients p\k\  However, if we consider the residual
n
rk = b -  A xk = (& ~ A.-a^tt,-,
i= 1
where x k has been expanded in the eigenbasis of A in the form x k —
However, we know (2.28) that /?,• =  Ai-a:,-, so
p\k) =  Ai(a,- -  a\k)).
So the behaviour of the coefficients p\k  ^ is governed by the convergence of a\k  ^ to  o*'. 
Recalling that we take the initial guess for GMRES to be xo = 0, then we can expand 
the kth iterate in terms of the eigenbasis formed from the Ritzvectors of Hk, to obtain
1=1  j = 1
where Vj =  V kUj with {uj, j  =  1 , . . ., k} being the Ritzvectors of H k . If we consider an 
eigenvector Ui corresponding to one of the L  smallest eigenvalues, then as the GMRES 
iteration proceeds, the vector vt- converges to the vector Uf, so j j k  ^ converges to a \k .^ 
By this loose heuristical argument, we can say that
(*) (*) u7 i ^  Oij ’ a{ as k —»■ n.
Thus it may be possible to relate the behaviour of the coefficients p\k  ^ to the convergence
of the approximate eigenvectors obtained from the Ritz vectors of the matrix Hk: If v;
converges to u; rapidly, then 7 ^  should converge to rapidly, and the corresponding 
(k)term p\ ' would become small. One way to measure the convergence of the approxi­
mate eigenvectors is to consider the distance ||( /  — Kk ) u i \\2 in a similar manner to that 
performed in section 2.5.1 for the distance dk (2.26) (see Chatelin [14] and Saad [59>] for 
details). This avenue is a candidate for future work, and is not considered any further
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in this Thesis.
We can now return to example A(ps) with this new bound (2.46). If we calculate the 
eigenbasis U =  [u{, i = 1 ,... ,« ]  of A, then we are able to calculate the coefficients 
p(k) =  (p[k\  i — 1 , . . . ,  n)T by solving the linear system
U T Uplh)
We can use the expression (2.44) to bound dk, and calculate the quantity exactly. 








Figure 2-5: Plots of log1 0 (||efcH2 ) (dashed line) and log1 0  +  £77^ ^ (solid
line) for the matrix A(PtSy
iterations, representing a marked improvement even over the improved bound (2.42) for 
the case when the matrix has several small eigenvalues situated away from the rest of 
the spectrum. However, it has the drawback that it is not computable a priori due to 
the p\k  ^ terms. Table 2.5 shows the values of ||efc||2 , and £7/^) IKI^p4) for example 
A (p)S). From this, it is clear that the term p\k  ^plays a major role in the convergence of the 
algorithm, being the larger of the two terms for much of the iteration. As with previous 
results, our new bound (2.46) is of little practical use due to the difficulty of calculating
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k 1 2 3 4
M i 7.974 x 10"1 7.832 x 10"1 7.676 x 10"1 7.443 x 10"1\Ak)\
Uil 7.930 x 10"1 7.857 x lO-1 7.736 x 10_1 7.500 x 10"1
8.403 x 102 8.403 x 101 8.403 x 10° 8.403 x 10"1
k 5 6 7 8
M i 3.545 x lO-1 7.772 x 10~3 1.612 x 10“3 1.677 x 10"4
loV ’ l
Uil 3.574 x lO '1 7.903 x 10~3 1.626 x 10"3 1.690 x 10~4
8.403 x 10"2 8.403 x 10"3 8.403 x 10"4 8.403 x 10"5
k 9 10 11 12
M l 4.182 x 10~6 3.116 x 10“6 2.169 x 10"7 7.372 x 10“9
l^ i 1 4.096 x 10"6 3.130 x 10"6 2.198 x 10"7 7.307 x 10"9
6.876 x 10"6 6.876 x 10"7 6.876 x 10"8 6.876 x lO"9
Table 2.5: Values of ||e>t||2 ? and for GMRES applied to test matrix j4.(p,s) ■
the constants required for its evaluation, and a result such as Corollary 2.2 may be of
more use when applied to realistic problems. Still, the derivation of (2.46) has illustrated
the importance of small eigenvalues in the rate of convergence of the GMRES algorithm
(note that an identical analysis could be performed with large outlying eigenvalues. 
|p(fc)lHowever, the term would be small and so have little contribution to the error).
2.7 Problems with the GMRES algorithm
2.7 .1  Loss o f orthogon ality
Whilst in exact arithmetic the matrix Vk (2.7), whose columns are the basis vectors 
for the Krylov subspace ICk{A, ro), is ^-orthonormal, in finite precision arithmetic 
this is not always true. The original Saad and Schultz implementation of the GMRES 
algorithm [61] used the modified Gramm-Schmidt process (MGS) [31] to construct the 
basis vectors V{. Whilst this process possesses superior numerical properties than the 
standard Gramm-Schmidt process, it is still liable to produce vectors with some degree 
of linear dependence. Bjork [8] showed that if MGS is applied to a set of vectors 
S =  {ui,...,u jt}  producing the set of vectors Q = {<?i, • • •, <?&} using finite precision
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arithmetic with unit rounding error u, then
Qt Q = I + E ,  (2.47)
where I  is the k x k identity matrix and
||£ ||2 «
where k,2 (S) is the ratio of the largest to the smallest singular values of S. Thus if 
the original set of vectors S  to be orthogonalised is sufficiently ill-conditioned, then the 
resulting set of vectors Q may suffer from significant loss of orthogonality. This means 
that at any stage of the GMRES algorithm implemented with MGS, the most recent 
basis vector Vk+i may have a significant non-zero component in span{ui,. . . ,  i^}.
Several strategies have been suggested to combat the loss of orthogonality in the basis 
vectors. The simplest approach is to reorthogonalise the vectors. Once the new basis 
vector has been formed, but before normalisation, it has the Gramm-Schmidt
process applied to it again. The coefficients in the Hk matrix are updated during this 
process.
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A lgorithm  2.4 Reorthogonalisation
1. S ta rt: Vector Vk+i from modified Gramm-Schmidt process
2. I te ra te : For j  = 1 , . . . ,  k :
knew =
hj,k =  hjjk "I" ^ n e iu i 
^fc+ 1  — h n e w V j .
3. End: Update last row of Hk: 
fyfc+l,* =  H^ /i+1112 •
Clearly, this approach is very expensive, doubling the cost of the orthogonalisation pro­
cess. The above algorithm takes no account of whether the basis vectors are suffering 
from loss of orthogonality or not - the reorthogonalisation takes place regardless. Par- 
lett [53] shows that little is gained from subsequent reorthogonalisations; one application 
of Algorithm 2.4 is sufficient.
2 .7 .2  D e te c tin g  loss o f o r th o g o n a lity
It is possible to check at each step of the MGS process for loss of orthogonality without 
performing additional inner-products. Brown and Hindmarsh [10] suggest a variant 
of a method from [53]. Rounding errors begin to occur if the new direction Avk to be 
orthogonalised is very close to one of the previous directions {vjt}. If this occurs, then the 
inner product hiyk =  (Avk, Vi) will be very close to || Aujt| | 2  for the corresponding direction 
V{.  The resulting corrected vector will then have a much smaller magnitude than the 
original direction Avk after subtraction of the component hi^Vi. Brown and Hindmarsh 
consider the quantity
ll^jfelb +  ollBt+ilb (2.48)
where a  is some small parameter (typically a = 0.001). This quantity is compared 
to ||At>A;||2 i and if they are equal to within machine precision, then Algorithm 2.4 is 
performed. Such a selection method saves the expense of performing unrequired re­
orthogonalisations, which can require large numbers of calculations if k is large.
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2 .7 .3  H ouseh o ld er  G M R E S
Walker [71] proposes an alternative implementation of the GMRES algorithm using 
Householder transformations to produce the basis vectors for JCk-
If we have a non-zero vector v £ Rn, then the n x n matrix P  of the form
P = I  — 2vvT/v Tv 
is called a Householder transformation. An equivalent definition is
P = I  -  2uuT
subject to ||u | | 2  =  1. Such matrices P  are symmetric and orthogonal, and have the 
important property of being able to zero specific entries in a vector. In particular, given 
a vector x £ Rn, then it is easy to construct a u such that Px  is a multiple of ei, the 
first column of I. If we consider
Px  =  ( /  — 2 uuT)x =  x — 2 uTxu,
then Px £ span{ei} implies u £ span{ei,x}. If we set
u = j ( x  + /3ei)
with
7  =  (xTx +  2/3xi +  /?2) -1/2 
where xi =  x • ei, then our expression for Px  becomes
Px = (1 — 2 7 2 (xt x +  /3xi))x — 2p/y2(xTx +  (3x\)e\.
Thus the requirement that Px = ae\ is satisfied if we set (3 = ± ||x ||2 . Note from 
the above example that the action of a Householder transformation on a vector can be 
calculated using only the Householder vector - there is no need to explicitly form the 
transformation matrix.
(2.49)
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2 .7 .4  H ousehold er orthonorm alisation
Householder transformations can be used to orthonormalise a set of vectors. To or- 
thonormalise the columns of S = { s i , .. .,«*}, we simply determine Householder trans­
formations P i , . . . ,  Pk such that Pk •. .P \S  = R, where R  is an upper triangular matrix. 
Since S  = P i .. .PkR, the matrix Q formed from the first k columns of P \ . . .Pk is our 
orthonormal basis for S  (for full details of the orthonormalisation process, see Golub 
and Van Loan [31]).
Bjorck [8] showed that using floating-point arithmetic with unit round-off u, then
Qt Q = I + E ,  (2.50)
where I  is again the k x k identity matrix, and
||P ||2 «  u
when Q is calculated using Householder orthonormalisation. Thus Householder or- 
thogonalisation is numerically more reliable than the modified Gramm-Schmidt process 
where ||P | | 2  ~  UK2(<5')- Due to this reason, Walker proposed the implementation of GM­
RES [71] using the Householder orthonormalisation process in place of the MGS process. 
This implementation requires less storage than the original implementation [61] but re­
quires more arithmetic. The decrease in storage occurs as the basis vectors {v*} are not 
stored explicitly. Instead, the Householder vectors Uk which determine the transforma­
tion matrices Pk are stored, and the vectors Vk are calculated as required. The additional 
arithmetic arises at the start of the orthonormalisation process with the formation of the 
new basis vector Vk+i. Comparing the amount of work required by the two iterations, it 
can be shown [71] that the Householder implementation requires n(3k2 -\-2k-\-2) multi­
plication and k +  1 matrix-vector products with A to perform k iterations and compute 
the approximate solution whereas the MGS implementation with no reorthogonal­
isation requires n(k2 -f- 4k +  2) multiplications and k +  1 matrix-vector products with 
A. If reorthogonalisation is carried out on each iteration, then n(2k2 +  5k + 2) mul­
tiplications are required. So even with the application of Algorithm 2.4 at every step, 
the MGS implementation is cheaper than the Householder version. Walker indicates
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tha t the additional arithmetic might not be a prohibitive factor if the restart factor m  
(Algorithm 2.3) is small, or in cases where evaluating the matrix-vector products with 
A are expensive. Walker presents several examples which show the improved reliability 
of the Householder orthogonalisation process over the MGS process.
We have outlined above some practical strategies to combat loss of orthogonality in 
GMRES, which will be used in later Chapters.
2.8 Summary
In this Chapter we have presented some results that describe the convergence behaviour 
of the GMRES algorithm, and illustrated them with some simple examples. We have 
also mentioned some ideas to combat the effects of finite-precision arithmetic when the 
method is applied to ill-conditioned systems. In the next Chapter, we will consider 
some linear systems from SPEEDUP and examine the concept of preconditioning the 





In this chapter, we discuss preconditioning methods for GMRES. We present several 
examples arising from SPEEDUP problems that demonstrate the need for precondi­
tioning, and examine the incomplete LU factorisation (ILU), a popular preconditioning 
method for non-symmetric linear systems. The poor performance of ILU preconditioned 
GMRES for these examples is discussed, and an alternative preconditioning method is 
introduced, based on complete LU factorisation. This utilises the fact that we are 
solving a sequence of linear systems (1.1),
J(X — 6/, I — 1 , 2 , . . .
where the Ji are Jacobian matrices arising from the solution of nonlinear systems f (x)  = 
0 by some variant of Newton’s method (see §1.4.1). Firstly, we will motivate the need 
to precondition iterative methods (in our case, GMRES) for solving linear systems
Ax = b
when the matrix A is from a ‘real world’ problem.
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3.2 W hy precondition?
We have seen from chapter 2 that provided a matrix A has a suitably distributed 
spectrum, then the GMRES algorithm will converge at a ‘satisfactory’ rate. We saw 
in Chapter 2 that if the majority of the eigenvalues of a matrix are grouped together 
reasonably tightly, we can expect good convergence of GMRES. Unfortunately, matrices 
from realistic problems rarely possess such a distribution (see, for example, Figures 3- 
2, 3-4 and 3-6). By preconditioning the problem, we hope to improve the distribution of 
the spectrum (i.e. make the eigenvalues more tightly clustered) and hence increase the 
rate of convergence of the algorithm. This process consists of calculating a preconditioner 
M, and solving the preconditioned system
M ~ l Ax = M ~l b. (3.1)
This is known as left preconditioning; right preconditioning is also possible:
A M ~ l y =  6,
x =  M ~1y.
For symmetric problems, a combination of left and right preconditioning is usually 
required to preserve symmetry, but for the non-symmetric SPEEDUP problems we 
will concentrate on left preconditioning. This has the effect of skewing the residual 
norm in a potentially advantageous manner. Whereas right preconditioning leaves the 
residual norm unaffected, left preconditioned GMRES yields estimates of the norm of 
the preconditioned residual. We have
M ~ l rk =  M ~ l b — M ~ l Axk = M ~ l Ax — M~ l Ax k =  M _1 Ae^,
so if our preconditioner M  is ‘close’ to A, then the preconditioned residual norm will 
be a good estimate of the error norm:
||M _1Aefc | | 2  ^  ||efc||2,
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since M -1 A will be ‘close’ to the identity matrix. Note that as in most preconditioned 
iterative schemes, the preconditioned matrix M~* A is never formed explicitly; the action 
of it on a vector is calculated in two stages, first a matrix-vector multiplication with A 
and secondly the solution of a linear system
M z  =  y.
A preconditioned system must satisfy two requirements:
• The eigenvalues of the preconditioned system should be distributed to aid faster 
convergence than that of the original system. From Chapter 2, we know for 
GMRES that if the majority of the eigenvalues are tightly clustered away from 
zero, then convergence will be rapid.
• the preconditioner is easy to apply, i.e. M y  = z  is cheap to solve.
Clearly, there is no such thing as an ‘ideal’ preconditioner: We cannot satisfy both the 
above conditions exactly. For example, if we were to take M  =  A,  then we would get 
immediate convergence of the GMRES algorithm, but at the cost of having to solve the 
original system during the iteration process. Conversely, taking M  =  I  means that the 
linear system My — z is solved trivially but convergence is not altered at all. W hat 
is required is a compromise: A preconditioner that is not too expensive to calculate or 
apply, but which yields a worthwhile increase in the convergence of the algorithm, so 
that the overall solution time is less than that required for the unpreconditioned system.
What follows is a description of four example matrices from SPEEDUP models that 
will be used to test the effectiveness of the various preconditioners that are presented 
later in the chapter, along with results of numerical experiments carried out with these 
examples.
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3.3 Exam ples
In this section, we give a brief description of the matrices from SPEEDUP on which 
we will test the performance of the various preconditioners. All these matrices are 
extremely poorly scaled: For example, in Example 1 the largest absolute value of an 
element in an example Jacobian matrix is 2.92 x 106, and the smallest is 1.93 x 10-6 . 
Scaling of the Jacobians is not performed unless scale factors are explicitly prescribed 
by the authors of the flowsheet. For the problems presented below, no scale factors were 
given. We present sparsity patterns of sample Jacobian matrices, along with eigenvalues 
calculated numerically using MATLAB. This uses a QR factorisation (see, for example, 
Golub and Van Loan [31]) of the matrix to compute the eigenvalues. Note that rounding 
error means that the eigenvalues presented here are unlikely to be the exact eigenvalues 
of the matrices, but only approximations to them.
3 .3 .1  E xam p le  1: B T X  separation  colum n
The first example we will consider is from the largest nonlinear block of a SPEEDUP 
demonstration model (more details of this model are given in §4.4). The sparsity pattern 
of a typical Jacobian matrix is shown in Figure 3-1, and an unpreconditioned spectrum 
is shown in Figure 3-2. This figure shows six frames, with the entire spectrum shown 
in the top left corner, with the remaining five frames showing increasing degrees of 
magnification. The dimension of the matrix is n = 927 with a condition number of 
k2(A) =  7.01 x 1011. If we define the density of a sparse matrix;
D efinition 3.1 The density of a sparse matrix A £ RnXn is given by
where NZ is the number of non-zero elements in A,
then the matrices from this example have a density of V  =  4.8 x 10-3 .
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Figure 3-1: Sparsity pattern of a typical Example 1 matrix. The matrix is of size 
n = 927 with 4119 non-zero entries.
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F ig u re  3 -2 : Spectrum of typical Example 1 matrix. Top left is whole spectrum, followed 
by increasing degrees of magnification.
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3.3 .2  E xam ple 2: Plant 1 block 1
T h e  second e x a m p le  com es fro m  th e  second larg est n o n lin ea r b lock o f  a  ch em ica l p la n t  
m o d el we sh all ca ll P la n t  1. F o r reasons o f c o n fid e n tia lity , no d e ta ils  o f  th e  m o d e l can  
be g iven . T h e  m a trice s  are  o f size n =  719 , w ith  2 5 54  n on -zero  en tries . T h e  sp a rs ity  
p a tte rn  o f  a  ty p ic a l m a tr ix  is shown in F ig u re  3 -3 . T h is  m a tr ix  has a  c o n d itio n  n u m b e r  
o f  k-2 (A )  =  4 .8 7  x  1016, so desp ite  being sm alle r th a n  th e  m a tr ix  in  E x a m p le  1, possesses 
m o re  e x tre m e  c o n d itio n in g . F ig u re  3 -4  shows th e  sp ec tru m  o f an e x a m p le  J a c o b ia n . T h e  
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F ig u re  3 -3 : Sparsity pattern of typical Example 2 matrix. The matrix is of size n =  71 9  
with 2554 non-zero entries.
3.3 .3  E xam ple 3: Plant 1 block 2
T h is  e x a m p le  is fro m  th e  largest n on lin ear b lock o f th e  m odel P la n t  1. T h e  Ja co b ia n  
m a trice s  a re  o f size n =  1279 w ith  55 53  n on -zero  en tries , and  an e x a m p le  s p a rs ity
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Figure 3-4: Spectrum of typical Example 2 matrix.
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p a tte rn  is show n in F ig u re  3 -5 . A  ty p ic a l co n d itio n  n u m b e r is k 2 (A )  =  3 .7 5  X 1012. T h e  
s p e c tru m  o f  an  ex a m p le  Jaco b ian  is shown in F ig u re  3 -6 . T h e  m a tric e s  have a  d en s ity  
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F ig u re  3 -5 : Sparsity pattern of typical Example 3 matrix. The matrix is of size n =  1279  
with 5553 non-zero entries.
3.3 .4  E xam ple 4: P lant 2
T h is  set o f  m a trice s  arise fro m  a n o th e r ch em ica l p la n t m o d el. T hese  Jaco b ia n s  are  o f  
size n =  3 7 8 7  w ith  16067 n on-zero  en tries , w ith  a  a  d en s ity  o f  P  =  1.1 x  1 0 " 3. A  ty p ic a l 
s p a rs ity  p a tte rn  is show n in F ig u re  3 -7 . T h e  s p e c tru m  o f an ex a m p le  Ja c o b ia n  is show n  
in  F ig u re  3 -8 , and th is  has a  co n d itio n  n u m b e r o f  7 .3 4  x 1015.
R eca ll fro m  C h a p te r  1 th a t  a lth o u g h  fo r these m atrice s , n ranges fro m  a p p ro x im a te ly  
700 to  4 0 0 0 , th e  n u m b e r o f variab les in an e n tire  S P E E D U P  flow sh eet m a y  be m uch  
la rg e r, up to  6 0 ,0 0 0 .
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Figure 3-6: Spectrum of typical Example 3 matrix.
?• I >:’i ’»> V ' . >; "■• • • \ \  , j* J • ••
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Figure 3-7: Sparsity pattern of typical Example 4 matrix. The matrix is of size n =  3787 
with 16067 non-zero entries.
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Figure 3-8: Spectrum of typical Example 4 Jacobian matrix.
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3.4 Incom plete LU factorisation
3 .4 .1  ILU: A n overview
The Incomplete LU factorisation method (ILU) is a popular choice of preconditioner for 
many applications. Many varieties of this type of preconditioner have been suggested, 
with early results from Meijerink and van der Vorst [47], Kershaw [39] and Gustafs- 
son [33], with more recent contributions from Axelsson et al. [3, 5, 6]. Other references 
include [11, 24, 48, 50, 51, 69], although this list is by no means exhaustive.
ILU is based on the LU factorisation method. The LU factorisation method [31] for solv­
ing linear systems works by factoring the matrix into two matrices, one lower triangular 
(L) and the other upper triangular (U) such that
LU = A ,
and is equivalent to factorised Gaussian elimination (such methods are sometimes re­
ferred to as direct methods). To improve the stability of the method, it is usual to 
employ a pivoting strategy so that growth in the factored elements does not become 
too large (pivoting methods are discussed further in Chapter 4). Stability of the LU 
factorisation is discussed by Wilkinson [72], Duff et al. [22] and Reid [55], amongst 
others. This method works well for small, dense matrices, but when applied to large 
sparse systems, the use of pivoting can cause large amounts of fill-in, resulting in the 
factored matrices L and U having many times the number of non-zero entries of A. 
Strategies to counter fill-in can be used (see §4.3), but the calculation of a factorisation 
that is stable and does not suffer from excess fill-in can be very expensive, and may not 
be possible.
Instead, we will consider an incomplete factorisation of the form
LU ~ L U  =  A, (3.2)
where L and U are constructed to reflect the sparsity of A. This factorisation will be
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used as a preconditioner, resulting in the system
U -1L - 1Ax = U~1L - 1b (3.3)
to which an iterative method (in our case the GMRES algorithm) is applied. Of course, 
the system U-1! /-1 A is not formed explicitly, rather the action of first A, with a matrix- 
vector product, and then the action of Z-1 and U-1 , carried out with forward and 
backward solutions, on a vector is calculated to obtain the required result.
If we define the set of index pairs for the non-zero elements of A as
S =  W J )  : *ij /  0}, (3.4)
then the simplest incomplete factorisation we could have is to insist that
Pij = 0 V (3.5)
where P  represents the sum of the matrices Z and U. This approach allows no fill-in to 
occur in the preconditioner, and so has the advantage of using a fixed amount of storage 
and arithmetic. This variant is sometimes referred to as ILU(O), indicating explicitly 
zero fill-in. The simplest implementations of ILU factorisations do not use any kind of 
pivoting strategy, and are generally used for strictly diagonally dominant matrices such 
as those that arise from certain discretised PDE problems.
ILU is essentially a black-box solver - it makes no use of the structure or other special 
properties of a matrix to which it is applied. Whilst this is a disadvantage for problems 
where such structure or properties exist, this is not a drawback for matrices arising from 
SPEEDUP problems, which do not possess any properties that can be utilised. This 
means that we are able to use an off-the-shelf package to study the effectiveness of this 
type of preconditioner.
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3 .4 .2  M odified  ILU
Many variations of the ILU method defined by (3.5) are possible. In some variants, 
entries that would have been discarded for not being in the set S  are instead added 
to the corresponding diagonal entry. This approach, called modified ILU (MILU), was 
proposed by Gustafsson [33] and Axelsson and Munksgaara [7]. It has the advantage 
over ILU that whilst using the same amount of storage as ILU, it preserves more of 
the properties of the matrix, such as row sums. For example, this method is generally 
found to produce better results for matrices arising from finite element methods than 
the standard ILU method.
Another way of modifying the factorisation is to allow a certain degree of fill-in to occur. 
This can be done by either allowing fill-in in certain areas of the factorisation (fill-in 
by position), or by discarding elements that are smaller than some specified tolerance 
(fill-in by value). Such a tolerance is called a drop tolerance, see Axelsson [3, §7.1]. By 
varying the size of the drop tolerance, the amount of fill-in can be controlled. This 
approach has the disadvantage that the amount of storage needed for the factorisation 
cannot be determined a priori.
A third approach is to set a level of fill, I f  i l ,  and only allow the largest I f  i l  entries 
occurring in each row to add to the fill-in. In the numerical experiments presented 
in §3.4.4, we will use several varieties of ILU preconditioners, employing both drop 
tolerances and fill-level strategies, as well as the more basic ILU methods.
3 .4 .3  S ta b ility  and E xisten ce
Two issues of importance for such factorisations are existence and stability: We need to 
know that for a given matrix A a factorisation exists, and if one does, how meaningful in 
the context of finite precision arithmetic it will be. Stability of incomplete factorisations 
is considered in the same manner as that of complete factorisations, by considering a 
‘growth factor’ ([4, 22]), defined as
m a x | a ^ | / m a x l a i j l  >  1, 
i,j,k i,j
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where a\kj is the i j th entry in the partially factorised matrix occurring at the kth. 
step of the factorisation. A factorisation (incomplete or not) is said to be stable if this 
growth factor remains reasonably bounded.
Results regarding stability of incomplete factorisations have been proved for classes of 
matrices such as those arising from discretised PDE’s (Elman, [27]), and other classes 
of matrices, described in Axelsson and Barker [4]. Meijerink and van der Vorst [47] give 
results for stability for Af-matrices. Existence results for factorisations of various classes 
of matrices have been discussed by Axelsson and Barker [4], Axelsson and Lindskog [5] 
and Buoni [11] amongst others.
For a general nonsymmetric matrix such as a SPEEDUP Jacobian, there are no results 
in the literature regarding stability or existence of ILU factorisations. Indeed, the ill- 
conditioning of the matrices suggests that problems may occur in the calculation of such 
factorisations. In the following section, we present results of experiments conducted with 
ILU preconditioned GMRES on the examples outlined in section 3.3.
3 .4 .4  N u m erica l exp erim en ts
In this section we present results of using various types of ILU preconditioner on the 
examples outlined in the previous section. The preconditioners and GMRES solver 
used are from Saad’s SPARSKIT library of routines [60]. Four variants of ILU are used: 
ILU(O), MILU(O) and two variants with a dual strategy for allowing fill-in, ILUT and 
ILUTP. The dual strategy employed by ILUT consists of specifying two parameters, a 
drop tolerance to l  and a value I f  i l .  Any element with modulus less than t o l  relative 
to  the norm of the current row in U is discarded, and only the I f  il-M* elements are 
kept in the zth row of L and the I f  elements in the zth row of U, where /t- and
Ui are the number of elements in row i of L and U respectively. ILUTP uses the above 
strategies in conjunction with partial pivoting to attempt to improve the stability of 
the factorisation. The methods that do not feature pivoting require that the diagonal 
of the matrix be free of zeros. This feature is not guaranteed for general SPEEDUP 
Jacobians, so some pre-processing was required. The Harwell routine MC21A computes 
a permutation of a matrix to provide a non-zero diagonal, details of which can be
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found in [20]. This algorithm was used to ensure the Jacobians satisfied this criterion. 
The GMRES solver is implemented with a selective reorthogonalisation strategy in the 
modified Gramm-Schmidt process. Unlike the Brown and Hindmarsh strategy (§2.7.2), 
extra vector products are used to check orthogonality of the new basis vector against 
all previous ones, and reorthogonalisation is performed if required.
Example 1
Figures 3-9, 3-10 and 3-11 show plots of the log of the norm of the GMRES residual 
against iteration number for these various preconditioners applied to a sample BTX 
Jacobian matrix. For the examples using the restarted GMRES algorithm 2.3 shown in 
Figure 3-11, the number of inner iterations is shown rather than the number of outer 
(GMRES(m)) iterations. GMRES was limited to a maximum of 200 (inner) iterations. 
For application to real-time solution methods on realistic problems, we require conver­
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Figure 3-9: Residual plots for ILU(O) (dotted line) and ILUT preconditioned GMRES 
with l f i l = l  (solid line), 7 (dashed line) and 12 (dot-dashed line) applied to a problem 
from Example 1. to l  was set to 1 x 10-4.
not shown on any of the figures, since the SPARSKIT routine was unable to compute a 
factorisation due to encountering zero entries on the diagonal. GMRES preconditioned
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with ILU(O) breaks down after 28 iterations. Saad [61] showed that GMRES cannot 
break down when applied to a non-singular system: If we recall from Algorithm 2.2 step 
2, the new basis vector Vk+i is given by
vj . (-1 =  Vj+i/hj+ij.
Thus Vk+i can be formed provided that hj+ij  /  0. If, however, hj+ij  =  0 at some 
step in the iteration, then a breakdown is possible. Such a breakdown is called a happy 
breakdown, and the current iterate Xj is the exact solution. Thus GMRES cannot break 
down without producing the exact solution. The ILU(O) breakdown must therefore be 
due to the preconditioned system being singular or near-singular, most likely resulting 
from numerical instability of the incomplete factorisation.
The performance of the ILUT preconditioner decreases as the level of fill-in is allowed 
to increase. This may be explained by the lack of pivoting. If pivoting is not performed, 
then the factorisation will not be stable, since small (nearly zero) pivots will be used. 
The more entries that are allowed in the factorisation, the larger the growth factor due 
to these small pivots will be, thus resulting in a more inaccurate preconditioner. The 
plots for ILUTP, which employs partial pivoting, show a marked increase in performance 
as the level of fill-in is allowed to increase. However, the performance is still very slow, 
requiring many GMRES iterations to reduce the residual to a reasonable level. These 
results were calculated using full GMRES, which is too expensive for practical purposes, 
especially in time-critical applications such as SPEEDUP. The preconditioned systems 
are still ill-conditioned, producing inaccurate residual norm estimates (see §§2.3.4, 2.7); 
for example, the ILUTP preconditioned GMRES terminates with an estimated residual 
norm of 2.88 x 10-5 . However, the actual preconditioned residual norm is 2.61 x 10-2 
and the error norm is 1.24 x 10”2. Thus whilst GMRES appears to be converging, the 
results are not as accurate as is suggested by the approximate residual norms.
Figure 3-11 shows residual norms for ILUTP preconditioned GMRES(m) with I f  il= 1 2  
for several values of m. As can be seen, the iteration stalls for m=10 and m=50 once 
GMRES is restarted, and no progress is made in reducing the residual norm until much 
later in the second outer GMRES(100) iteration. It appears from the results presented 
above that using ILU-type preconditioners on matrices from Example 1 produces poor
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Figure 3-10: Residual plots for ILUTP preconditioned GMRES applied to a problem 
from Example 1, with l f i l = l  (solid line), 7 (dashed line) and 12 (dot-dashed line), 
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Figure 3-11: Residual plots for ILUTP preconditioned GMRES(m) applied to a problem
from Example 1, with l f i l=12,  m=10 (solid line), m=50 (dashed line) and m=100
(dot-dashed line), to l was set to 1 x 10-4.
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and inaccurate convergence of the GMRES algorithm. The poor convergence can be 
attributed to an unfavourable distribution of the spectrum of the preconditioned system, 
and the inaccuracy may be caused by a loss of orthogonality in the basis vectors for 
/Cfc. The spectrum of the preconditioned system is considered in §3.4.5, but first we will 
consider the inaccuracy of the norm estimates.
As was outlined in §2.7, inaccuracy in the orthogonalisation process leads to inaccurate 
residual norm estimates. The GMRES solver used for our examples uses a reorthogonal­
isation procedure to attempt to reduce the effect of this. We can gauge how much the 
vectors are suffering from loss of orthogonality by examining how often reorthogonal­
isation is required. For the example presented above, many reorthogonalisations were 
required on every GMRES iteration, implying a massive loss of orthogonality in the 
subspace vectors. This is probably caused by the preconditioned system being nearly 
numerically singular; whilst in exact arithmetic the MGS process would produce orthog­
onal vectors, the poor numerical properties of the matrix, and hence the preconditioner, 
mean that errors caused by roundoff can cause the preconditioned matrix to act as if it 
was singular, thus producing vectors with a high degree of linear dependence.
E xam ple 2
If we apply the same preconditioners to our second example, we obtain apparently sim­
ilar results, but the preconditioned systems appear to have worse conditioning than 
those for Example 1. The ILUT preconditioner with I f  i l = l  and t o l = l  x 10-4 yields 
an estimated GMRES residual norm of 1.256 after 200 iterations, but the actual resid­
ual norm is 1.57 x 1016. The least inaccurate results are obtained from the ILUTP 
preconditioner with l f i l= 1 2  and to l = l  X 10-4 , with an estimated residual norm of 
2.09 x 10-8 after 78 iterations, with an actual residual norm of 5.23 x 10-3 and an error 
norm of 1.426. Plots of the estimated residual norms for GMRES preconditioned with 
ILU(O), ILUT with I f  i l= 7  and ILUTP with I f  i l= 7  and 12 can be seen in Figure 3-12. 
t o l  was set to 1 X 10-4 . The MILU method again failed to create a factorisation due 
to encountering zeros on the diagonal.
We can see that the poor performance of ILU preconditioned GMRES experienced with
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F ig u re  3 -1 2 : Residual norm estimates for GMRES preconditioned with ILU(O) (solid 
line), ILUT with l f i l = 7  (dot-dashed line) and ILUTP with l f i l = 7  (dashed line) and 
12 (dotted line) applied to a matrix from Example 2. to l= l  x 1 0 - 4 .
th e  f irs t  ex a m p le  is rep eated  here. I f  we ex a m in e  how  th e  n o n -o rth o g o n a lity  check is 
b eh av in g , th en  w e find  th a t  as before, m a n y  re o rth o g o n a lisa tio n s  are  re q u ired  on each  
G M R E S  ite ra t io n , ag ain  suggestive o f  near n u m eric a l s in g u la rity  in th e  p reco n d itio n ed  
m a tr ix .  T h e  in a cc u racy  and slow convergence shown by these tw o  exam p les  m ean th a t  
IL U  p rec o n d itio n in g  w ill n o t m eet th e  re q u ire m en ts  needed fo r a  S P E E D U P  ite ra t iv e  
lin e a r  solver.
3.4 .5  A pproxim ating cr(A)
T h e s e  f irs t tw o  exam p les  show th a t  IL U  p re c o n d itio n in g  and its  v a ria n ts , w h ils t d e m o n ­
s tra te d  by th e  lite ra tu re  to  be useful p reco n d itio n ers  fo r m a trices  th a t  arise fro m  p ro b ­
lem s such as th e  a p p lic a tio n  o f  th e  f in ite  e le m en t m e th o d  to  th e  so lu tio n  o f  P D E ’s, a re  
n o t e ffective  as p reco n d itio n ers  fo r m atrices  aris in g  fro m  S P E E D U P . Since th e  p recon d i­
tio n e d  m a tr ix  M ~l A is n o t fo rm ed  e x p lic itly , w e ca n n o t c a lcu la te  its  sp ec tru m  
to  use resu lts fro m  C h a p te r  2 to  ex p la in  th e  poor p e rfo rm an ce . H o w e v e r, w e are  ab le  
to  g ain  an a p p ro x im a tio n  to  i t  by using th e  fa c t th a t  G M R E S  is based on A r n o ld i ’s 
m e th o d . T h is  m e th o d  a p p ro x im a te s  th e  sp ec tru m  o f a  m a tr ix  A w ith  th a t  o f th e  u p p er
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Hessenberg matrix Hk from algorithm 2.1. Thus we can approximate <r(M- 1 A) with 
the spectrum of the upper Hessenberg matrix cr(Hk) from the GMRES algorithm. Us­
ing this will enable us to make an estimate on the distribution of the spectrum of the 
preconditioned matrix to show how the preconditioning has affected the distribution of 
cr(A). We will approximate the spectrum of M ~l A by that of Hk where k is the number 
of GMRES iterations required to reduce the initial (preconditioned) residual norm by a 
factor1 of 1 x 1 0 -11.
Figure 3-13 shows the spectrum of H 1 5 0  from GMRES applied to a matrix from Example 
1 , preconditioned with ILUTP with I f  il= 1 2  and t o l = l  x 10-4. The plot on the left 
shows one extremal eigenvalue at A «  —5000, and the plot on the right shows the 
distribution of the eigenvalues that are situated closer to the origin. Comparing this 
spectrum with the unpreconditioned spectrum shown in Figure 3-2, then the distribution 
has been improved significantly by the preconditioner, but due to the distribution of the 
eigenvalues close to the origin, it can be seen that we are unable to effectively apply any 
results from Chapter 2. However, numerical results presented in §3.4.6 show that even 
in the absence of such theoretical results, we can still demonstrate that convergence will 
be slow.
If we examine a matrix from Example 2, then we find similar results: Taking the 
matrix # 6 8  from GMRES preconditioned with ILUTP, we find the condition number 
^ 2  ( # 6 8 ) — 5.16 X1010. This is not as large as that from Example 1; this may be explained 
by the fact that we are using a matrix that has been generated from fewer GMRES 
iterations. Results have indicated that for these examples, «2 (#fc) increases with k. 
Calculating the spectrum of if 6 8  (Figure 3-14) shows a similar degree of improvement in 
the conditioning as was found in Example 1; the eigenvalues are not as widely spread as 
those of the original matrix, but the distribution still indicates that GMRES convergence 
will be slow.
We will now present the idea of a matrix pseudospectra, and use this to perform some 
analysis of the incomplete factorisations to help explain their poor performance.
1 B a s e d  o n  th e  G M R E S  r e s id u a l  n o rm  e s t im a te ,  n o t  t h e  t r u e  r e s id u a l  n o rm
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F ig u re  3 -1 3 : Spectrum o f  H 1 5 0  from ILUTP preconditioned GM RES applied to a matrix  
from Example 1. The left-hand pane shows the whole spectrum, whilst the right-hand 
pane is a close-up o f  the main cluster situated around the origin.
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F ig u re  3 -14 : Spectrum o f  matrix Hqq from GMRES algorithm preconditioned with 
ILUTP, applied to a matrix from Example 2.
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3 .4 .6  P seu d osp ectra
The e—pseudospectrum of a matrix A  can be defined for an ( > 0 as
CT£(^ )  =  { z 6 C :  IK ^ r J -A ) -1)! >  t - 1}. (3.6)
Thus the e—pseudospectra of A are nested closed sets with <r0(A) =  cr(A). An alternative 
definition to (3.6) is given by
<t€(A) = { z e  C : z e a { A  + E), ||£ || < e}. (3.7)
Thus the e—pseudospectrum of A  can be viewed as the set of eigenvalues of the set 
of all matrices perturbed from A  by an amount e. In [66], Trefethen notes that if a 
matrix is normal, then the pseudospectra of A are merely the e—neighborhoods around 
the spectrum of A. For non-normal matrices, this is not the case. If a matrix is only 
slightly non-normal, i.e. K2 (U) is not much greater than unity, then we can expect the 
pseudospectra to be close to the c—neighborhoods around the spectrum of A. If we recall 
from Chapter 2 the example matrix Ap, then we can plot the pseudospectra for various 
values of e. Figure 3-15 shows the level curves for e =  0.3, 0.2, 0.1, 0.05, 0.03 and 0.01. 
For these values, the level curves are situated close to the eigenvalues of A, thus indi­
cating that A is not far from normal (||A jA p — ApA j|| =  1.79 x 10-4).
We can make two remarks with regard to how the normality of a matrix effects the 
convergence of GMRES:
• Recalling Theorem 2.3, a large value of k, 2 (A) will give a pessimistic bound for the 
rate of convergence, regardless of the distribution of cr(M-1 A).
• In their conclusions in [49], Nachtigal et al note that if a matrix A  is far from 
normal, then convergence is slower by a potentially unbounded factor than the 
distribution of the eigenvalues alone would suggest, and that convergence is ap­
proximately determined by the pseudospectra of A.
These remarks give an insight into how we can use pseudospectra to examine the conver-
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F ig u re  3 -15 : Plot o f  pseudospectra o f  example A p, with e =  0 .3 , 0 .2 , 0 .1 , 0 .0 5 , 0 .0 3  and 
0 .01 .
gence b e h av io u r o f G M R E S . P lo ts  o f th e  pseudospectra  o f  th e  p rec o n d itio n ed  m a trice s  
w ill show  how fa r  fro m  n o rm a l th e y  are , and i f  a  la rg e  degree o f  n o n -n o rm a lity  is de­
te c te d , th en  fro m  th e  tw o  re m a rks  above we should  ex p e c t p oo r convergence o f G M R E S .
A s  has a lre a d y  been m e n tio n e d , we ca n n o t e x p lic it ly  fo rm  th e  m a tr ix  M - 1 A , since in 
g en era l we o n ly  have th e  ac tio n  o f th e  p rec o n d itio n e r M ~ 1 on a  ve c to r. T h is  m eans  
t h a t  w e are  u nab le  to  ca lcu la te  th e  pseudospectra  d irec tly . In  fa c t, even i f  w e could  
fo rm  M _ 1 A , fo r th e  e x am p le  m a trices  presented , th e  size o f  th e  system s m eans such 
a  ca lcu la tio n  w ou ld  be p ro h ib itiv e ly  expensive. T o h  and  T re fe th e n  [65] suggest th a t  
in s tead  o f  a p p ro x im a tin g  th e  sp ec tru m  o f A w ith  th a t  o f Hk, one a p p ro x im a te s  th e  
p seu d ospectrum  [6 6 ] o f  A w ith  th a t  o f Hk- In  [65], th e  n u m b e r o f A rn o ld i ite ra tio n s  
re q u ired  to  y ie ld  an ac cu ra te  a p p ro x im a tio n  to  th e  pseudospectra  o f various exam p les  
is discussed. F o r o u r purposes, w e w ill use th e  m a tr ix  Hk w here  k is th e  n u m b e r o f  
G M R E S  ite ra tio n s  requ ired  to  reduce th e  in it ia l residual n o rm  by a  fa c to r 2  o f 1 x 1 0 - 1 1 .
F ig u re  3 -1 6  shows th e  pseudospectra  o f  th e  u p p e r Hessenberg m a tr ix  H 1 5 0  fro m  IL U T P  
p rec o n d itio n e d  G M R E S  ap p lied  to  a  m a tr ix  fro m  E x a m p le  1, fo r € =  1 X 10 - 2 , 5 X 
1 0 - 3 , 1 X 10 - 3  and  5 X 10“ 4 . T h e  larg e  o u tly in g  eigenvalue o f H 1 5 0  a t  A «  —5 0 00  has
2B a se d  o n  th e  G M R E S  re s id u a l  n o rm  e s t im a te ,  n o t  th e  t r u e  re s id u a l  n o rm .
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been o m itte d  fro m  th is  figu re . In  c o n tra s t to  figu re  3 -1 5 , th is  figu re  shows th a t  fo r sm all 
values o f  6 , th e  m a tr ix  is very  sensitive to  p e rtu rb a tio n . T h is  suggests a  larg e  degree o f  
n o n -n o rm a lity , and  c a lc u la tin g  « 2 (U) gives a  value o f  1 .63 x  1 0 41, w h e re  U is th e  m a tr ix  
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F ig u re  3 -1 6 : Plot showing a portion of the pseudospecta of the matrix H 1 5 0  from GM­
RES applied to a matrix from Example 1, preconditioned with ILUTP with l f i l= 1 2  
and to l=  1 X 10 - 4 . The level curves are fore =  1 x 10 - 2 , 5 X 10 - 3 , 1 X 10 - 3  and 5 X 1 0 - 4 .
T h e se  tw o  re m a rks  are  ju s tifie d  b o th  by o u r e x p e rim e n ta l results , show ing  th e  p o o r  
convergence o f  G M R E S , and  by th e  p lo ts o f  th e  pseudospecta o f H 1 5 0  w h ich  show  th e  
la rg e  degree o f n o n -n o rm a lity  in th e  u pp er Hessenberg m a tr ix .  T o h  and  T re fe th e n  [65] 
suggest th a t  fo r a  su ffic ien tly  large value o f k , th e  p seudospectra  o f  Hk is an ac cu ra te  
a p p ro x im a tio n  to  th a t  o f  th e  m a tr ix  A to  w hich  th e  A rn o ld i m e th o d  is ap p lied . B y  
choosing k la rg e  enough such th a t  G M R E S  has ‘co n verg ed ’ , w e hope th a t  w e have  
o b ta in e d  an a c cu ra te  a p p ro x im a tio n  to  th e  pseudospecta o f  o u r e x a m p le  m a tr ix .  I f  
th is  is so, th en  w e can ex p e ct th e  sam e la rg e  degree o f  n o n -n o rm a lity  d e m o n s tra te d  
by # 1 5 0  to  be e x h ib ite d  by th e  p recon d itio ned  m a tr ix ,  th us  re in fo rc in g  th e  c la im  th a t  
convergence w ill be slow fo r th is  ex am p le .
C a lc u la tin g  th e  pseudospectra  o f H68  fro m  E x a m p le  2 y ie lds s im ila r  lo o k in g  p lo ts  (F ig ­
u re  3 -1 7 ) to  those fro m  E x a m p le  1 . W e  find  th a t  th e  p lo ts  o f th e  level curves in d ic a te
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a large degree of non-normality, also implying slow convergence of GMRES.
These two examples show that ILU-type preconditioning is not an effective method for 
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Figure 3-17: Pseudospectra of matrix Hes from ILUTP preconditioned GMRES applied 
to a matrix from Example 2. The level curves are for e = 1 x 10-2 , 5 x 10-3, 1 x 10-3 
and 5 X 10~4.
One feature of a preconditioner that would be attractive for application in SPEEDUP 
problems would be reusability. We are concerned with the solution of a sequence of linear 
systems (1.1), so once a preconditioner Mj-1 has been calculated for an initial matrix 
J i, can it be used as a preconditioner for subsequent matrices «//,/ =  2 ,...?  From the 
results presented above for the ILU variants, this is unlikely to be a possibility since ILU 
is not an effective enough preconditioner for J\. This leads us to seek a preconditioning 
method which can satisfy this reusability criterion.
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3.5 Full LU preconditioning
3 .5 .1  M otivation
Due to the poor performance of the ILU preconditioners, we are forced to seek an 
alternative approach to precondition the matrices J\. In §3.4.1, fill-in was allowed on 
some subset of the indices i , j  =  1 ,.. .n}, and so if we take that set equal to
h j  =  1, • • •«} we will calculate a full factorisation of J/,
LU = LU = Ji (3.8)
(cf. (3.2)). Clearly, this calculation negates the need for an iterative solution of the 
system
Jix =  6;. (3-9)
However, since we have a series of systems (1.1) to solve, then we could use a factori­
sation (3.8) of the initial matrix J\ to precondition the subsequent Jacobians. We can 
see how this approach could be effective by considering the quantity
If this quantity is ‘small’ in some sense, then our preconditioned system is ‘close’ to the 
identity, and we can expect reasonably fast convergence of GMRES. If we consider the 
sequence of matrices we will be solving (1.1) in the form
Jl =  J\ +  Dh / =  2, . . . ,  
then if we take M\ =  J\ , this quantity can be re-expressed as
\\m L d ,\\.
So if WM-'DtW is small, then the preconditioned system is close to the identity in 
some sense, and so should have eigenvalues clustered around 1. If the clustering is 
reasonably tight, then we can expect rapid convergence of GMRES from Theorem 2.7.
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We can reasonably expect UMj-1!}/!! to be small if ||D/|| is small, so if the sequence of 
differences Di are consistently small, then we may be able to use one preconditioner for 
many Jacobians Jj.
3 .5 .2  N um erica l experim ents: E xam ple 3
Results of such a preconditioner applied to some Jacobian matrices from Example 3 are 
shown in Table 3.1. This shows the number of GMRES iterations required to reduce 
the residual norm estimate to satisfy
I H h  < 1.0 X 10-8. (3.10)
The values of ||Df|| were calculated using Matlab’s normest function, which is based on 
the power method. These results show that convergence is possible with much smaller 
values of k than for ILU preconditioning, in spite of the large values of ||D/||.
I k \ m I M I 2
2 3 1.64 x 102 2.61 x 1 0 ” 6
3 17 3.37 x  102 1.64 x  10" 6
4 7 1.64 x 102 1.50 x 10“ 4
5 36 1.32 x 103 8.55 x 10" 7
6 3 1.64 x 102 5.55 x 10~ 3
Table 3.1: Results of using M\ =  J\ as a preconditioner for GMRES applied to Jacobian 
matrices from Example 3. Table shows the value o fk required for GMRES residual norm 
estimate to be less than 1 X 10-8 , the value of ||D/|| and the value o f ||e^||2 ♦
Another advantage we find with this type of preconditioning is improved accuracy: 
Whereas with the ILU preconditioning method, the GMRES algorithm was producing 
inaccurate residual norm estimates, using an exact inverse-type preconditioner gives 
good agreement between estimated and true residual norms. For example, when pre­
conditioning matrix J 5 with the exact inverse of J j, GMRES produces a residual 
norm estimate of 3.230 X 10- 9  after 36 iterations, whereas the true residual norm 
11^*3 6 112 =  3.234 x 10-9 . This method also yields a reasonably good error norm of 
1 ^ 3 6 112 =  8.550 x 10-7 . The worst case is that of J6, which yields a residual norm
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of 3.82 x 10~ 9  but an error norm of 5.55 x 10-3. This could be caused by the residual 
containing large components in eigendirections corresponding to the two small eigenval­
ues Ai =  3.40 x 10- 2  and A2 =  3.48 x 10- 2  of the preconditioned matrix. If GMRES is 
restarted with a tighter tolerance of tol=  1 x 10-1°, then an additional four iterations 
produces an approximate solution with an improved error of 1.98 X 10-9 .
Of all the Jacobians we consider in this example, the matrix J 5 requires the largest 
number of GMRES iterations in order to satisfy the convergence criterion (3.10), when 
preconditioned by the initial Jacobian matrix. Due to this, we might expect difficulty 
in applying results such as Theorem 2.7. However, this is not the case. Since we are 
able to explicitly form the preconditioned matrix, we can calculate its spectrum using 
M atlab.
3 .5 .3  E xam in ing  th e  sp ectru m  of th e  precon ditioned  sy stem
If we examine the spectrum, we see that all of the eigenvalues are situated in the right 
half-plane, with a large, well-clustered group situated near the origin, and only a few 
small eigenvalues to the left of this cluster. This allows us to calculate values for p and 
c that result in a disc enclosing the majority of the spectrum of Mj- 1  J 5 . By choosing 
values of p = 0.47 and c =  0.85, we can enclose 1245 of the 1279 eigenvalues of the 
matrix, excluding 12 to the left of c and 2 2  to the right. This is shown in Figure 3- 
18, which shows the spectrum of Mj-1^  (omitting the large outliers A1 2 7 7  ~  11.3, 
A1 2 7 8  ~  317 and A1 2 7 9  ~  347) and the disc centred on 0.85 of radius 0.47. We are unable 
to calculate a value for £ (or «2 (U)) that are required to apply Theorem 2.7, so we can 
only apply Remark 2.2 to determine the rate of convergence. From this, we get the 
result that
| N | 2 = 0  ( S £ )  r ’ °-55*- (3 ,ll )
If we calculate the exact solution, then we can obtain the error at each iteration, and 
see how well the rate of convergence agrees with the result (3.11). Figure 3-19 shows 
the error at the kth step calculated using the exact solution, and a bound obtained by 
multiplying (§"§|)fc a cons!ant- This shows good agreement between the predicted 
and observed behaviour of the convergence.
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Figure 3-18: Plot of (t(M1 1 J$) (excluding the three largest eigenvalues) and the disc 
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Iteration number k
Figure 3-19: Plots of ||e/t H2 (dot-dashed line) and a bound obtained from (3.11) (solid 
line) for GMRES applied to J 5 from Example 3, preconditioned with an exact inverse 
of J i.
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3 .5 .4  C om parin g  a ( M  1Ji)  and cr(Hk)
As with examples with the ILU preconditioners, we can examine the spectrum of the 
upper Hessenberg matrix Hk from the GMRES algorithm. This time, we take the value 
of k to be the number of iterations required to satisfy (3.10). From Table 3.1, k= 36 for 
this example.
The bottom plot in Figure 3-20 shows how the large cluster of eigenvalues of Mj- 1  J 5 
around 1  are approximated by only a few eigenvalues of H^q. The fact that GMRES has 
met the convergence criterion (3.10) tells us that the cluster of eigenvalues of M ^ J s  has 
been approximated accurately enough by those few eigenvalues of H^e- Each GMRES 
iteration increases the dimension of Hk by one, thus introducing a new eigenvalue; the 
fact that the cluster was approximated by only a few eigenvalues of # 3 6  indicates that 
not many of the 36 GMRES iterations were required to resolve it to a sufficient accuracy 
to allow convergence to occur.
The large outlying eigenvalues of Afj- 1  J 5 not shown in Figure 3-20 are approximated well 
by those of # 3 6 . Table 3.2 shows the values of these eigenvalues and their corresponding 
approximations.
i A; of Mj 1 J 5 j A j  of # 3 6
1277 11.29397 34 11.29397
1278 317.67574 35 317.67574
1279 347.15863 36 347.15863
Table 3.2: Large eigenvalues of M1 1 J$ and H$q.
This example shows that this type of preconditioner yields a system with a spectrum 
distributed in such a way to allow GMRES to converge faster and with more accuracy 
than was possible with ILU-type preconditioners. Most of the eigenvalues are clustered 
tightly around 1 , and thus require few GMRES iterations to resolve them.
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Figure 3-20: Top: Spectrum of M(’1Js, excluding large outliers. Middle: Spectrum of 
# 3 6  from GMRES applied to Mj-1 J 5 , excluding large outliers. Bottom: Eigenvalues of 
M ~l J5 (dots) and # 3 5  (circles) situated near 1.
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3 .5 .5  P seu d o sp ec tra  o f Hk from  full LU precon d ition ed  G M R E S
Finally, we will examine the pseudospectra of the matrix Hs& as we did for the ILU pre­
conditioning methods. For the ILU examples, we found the pseudospectra of the matri­
ces Hk from ILU-preconditioned GMRES indicated a large degree of non-normality and 
sensitivity to perturbation in the matrix Hk, behaviour which Toh and Trefethen [65] 
suggest will be reflected in the original (preconditioned) matrix.
Figure 3-21 shows the pseudospectra of H^q from GMRES applied to with
values of c =  1  x 1 0 -2 , 5 x 1 0 -3 , 1 x 1 0 - 3  and 5 x 10“4. If we compare this figure to 
either of Figures 3-16 or 3-17, we can see that the level curves for corresponding values 
of e are situated a lot closer to the spectrum of Hk, indicated that the matrix H^e is 
substantially less non-normal than # 1 5 0  (Example 1 ) and Hqg (Example 2) generated 
by ILU-preconditioned GMRES. If we calculate the eigenvectors of Hz&, we find that 






















Figure 3-21: Pseudospectra of matrix H^q from GMRES applied to M 1 1J 5 from Ex­
ample 3. The level cu rves are for e = 1 x 10“2, 5 X 10-3 , 1 X 10~ 3  and 5 X 10-4 .
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A lth o u g h  we have co m p ared  pseudospectra o f m a trice s  Hk fo r values o f  k fo r w hich  
G M R E S  has ‘co n verg ed ’ , we should also co m p are  pseudospectra  o f  Hk fo r co m p a ra b le  
values o f  k. A lth o u g h  th e  convergence c r ite rio n  (3 .1 0 )  is satisfied  w hen  k =  3 6  fo r  
M^ 1 ^ 5 1 w e can a llc>w  th e  G M R E S  a lg o r ith m  to  co n tin u e  in d e fin ite ly . T h is  a llow s us to  
g en era te  m a trices  Hk and  th e ir  pseudospectra fo r la rg e r values o f  fc, an d  co m p are  th e m  
w ith  th e  co rrespo n d ing  exam ples fro m  IL U  p reco n d itio n ed  G M R E S . T h e  pseu d ospectra
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F ig u re  3 -22 : Section of pseudospectra of matrix # 6 8  from GMRES applied to M f 1 J 5  
from Example 3. The level curves are for c =  1 x 10 - 2 , 5 x 10 - 3 , 1 x 1 0 - 3  and 5 x 1 0 - 4 .
o f / f 6 8  and # 1 5 0  fro m  G M R E S  ap p lied  to  th e  m a tr ix  M^~1J5 a re  p lo tte d  in F ig u re s  3- 
22 and  3 -2 3  resp ective ly  (th e  o u tly in g  eigenvalues have been o m itte d  fo r s im p lic ity ) .  
I f  w e co m p are  these p lo ts w ith  F ig u res  3 -1 6  and  3 -1 7 , th en  we can see th a t  w h ils t  th e  
degree o f  n o n -n o rm a lity  is increasing w ith  k fro m  36  (F ig u re  3 -2 1 ) th ro u g h  6 8  to  150 , th e  
m a trice s  are s till m uch less n o n -n o rm a l th a n  th e  exam ples  fro m  G M R E S  p rec o n d itio n ed  
w ith  IL U .
t r
±
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Figure 3-23: Section of pseudospectra of matrix # 1 5 0  from GMRES applied to Ml 1 J 5 
from Example 3. The level curves are for e = 1  x 10“2, 5 x 10-3, 1 x 10~ 3  and 5 x 10-4 .
3.5.6 N um erical E xperim ents: Exam ple 4
The last example we will examine in this chapter is the application of full LU precondi­
tioning to matrices from Example 4. This is the largest example of the four presented 
in §3.3, with a dimension of n = 3787. The results shown in Table 3.3 show that this 
preconditioning method is effective for this example too. In spite of larger values for 
||M - 1 J/|| than were seen when this preconditioner was used for Example 3 matrices 
(possibly due to the increase in the size of the systems we are solving), we obtain rapid 
and accurate convergence with the GMRES algorithm. We can again see how the ma­
jority of the eigenvalues of the preconditioned system are in a tight cluster around 1 , 
around which we can place a disc centred on c = 0.99 with a radius p =  0.025. Applying 
Corollary 2 . 2  gives us the result that
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1
Figure 3-24: Section of the spectrum of Jacobian matrix J2 preconditioned with exact 
inverse of Jacobian matrix J\ from Example 4. Plot shows a disc of radius p =  0.025 
centred at c =  0.99 enclosing the majority of the eigenvalues in this cluster.
1 k \ w r LJi 11
2 10 1.25 x 104
3 9 8.77 x 103
4 4 3.29 x 103
Table 3.3: Results of using Mi = J\ as a preconditioner for GMRES applied to Jacobian 
matrices from Example 4. Table shows the value ofk required for GMRES residual norm 
estimate to be less than 1 X 10-8 and the value of Ji\\.
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W e  can use th is  resu lt to  d erive an a p p ro x im a te  bound fo r th e  e rro r. F ig u re  3 -2 5  shows  
th e  n o rm  o f th e  e rro r and  a  bound o b ta in ed  by m u ltip ly in g  by a  c o n s ta n t larg e






I te ra t io n  n u m b e r k
F ig u re  3 -2 5 : lo g 1 0  of the error norm and the approximate bound for GMRES applied 
to J2 from Example 4 preconditioned with the exact inverse of J \ .
fig u re  th a t  th e  bound shows reasonable ag reem en t w ith  th e  observed ra te  o f  con ver­
gence, especially  as th e  ite ra tio n  nears te rm in a tio n . A t  th is  p o in t, w e w ou ld  ex p e c t th e  
c o n tr ib u tio n  to  th e  e r ro r  fro m  th e  sm all e igenvalue te rm s  (see § 2 .6 .3 ) to  be sm all, and  
th a t  th e  convergence w ou ld  be governed by th e  re m a in d e r o f th e  s p e c tru m , w h ich  w ou ld  
ex p la in  th e  good ag reem en t a t  th is  stage.
W e  can ca lcu la te  th e  eigenvalues o f  th e  u pp er Hessenberg m a tr ix  H\q to  see how  th ey  
c o m p are  w ith  th e  sp ec tru m  o f th e  p recon d itio ned  m a tr ix  J2, ag a in  ca lcu la ted  w ith  
M a t l a b .  T h e  larg e  e x tre m a l eigenvalues a t  A3 7 8 7  ~  18 an d  A3 7 8 6  ~  1-47 are  a p p ro x i­
m a te d  w ell, as are  th e  sm all ones a t  A i »  0 .5 2 , A2  ~  0 .6 1  and  A5  «  0 .8 9 . H o w eve r, th e  
G M R E S  a lg o r ith m  te rm in a te s  w ith  no a p p ro x im a tio n  to  A3  o r A4 , b o th  n ear 0 .7 1 . I f  we  
e x a m in e  th e  c lu s te r o f  eigenvalues aro u n d  1 , w e see th a t  th e y  have been a p p ro x im a te d  
by five  eigenvalues o f H\q (see F ig u re  3 -2 6 ) , ag ain  in d ic a tin g  th a t  th e  c lu s te r requ ired  
few  G M R E S  ite ra tio n s  to  be resolved. L astly , i f  we ex a m in e  th e  p seu d ospectra  o f H\q 
(F ig u re  3 -2 7 ) ,  w e see th a t  i t  (an d  hence th e  p recon d itio ned  m a tr ix )  does n o t suffer
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0.94 0.95 0.96 0.97 0.98 0.99 1.01 1.02 1.03 1.04
F ig u re  3 -2 6 : The cluster of eigenvalues of the preconditioned matrix M j - 1  J 2  from Ex­
ample 4 (dots) and the eigenvalues of H1 0  from the GMRES algorithm applied to this 
matrix (circles).
fro m  a  large degree o f  n o n -n o rm a lity . W e  can th ere fo re  conclude th a t  th e  e x a c t inverse  
p rec o n d itio n e r w orks  w ell fo r th e  m atrices  fro m  E x a m p le  4.
3 . 6  C o n c l u s i o n s
In  th is  c h a p te r , we have in tro d u ced  th e  concept o f p rec o n d itio n in g , and  shown w h y  i t  is 
necessary fo r m a trice s  th a t  arise fro m  S P E E D U P . F irs t ,  w e ex am in ed  th e  p o p u la r IL U  
p re c o n d itio n in g  m e th o d  and several v a ria n ts  o f i t ,  and resu lts  have show n th a t  th e y  are  
la rg e ly  ine ffective  fo r lin ear system s fro m  S P E E D U P  pro b lem s. T h is  can be a t t r ib u te d  
to  fo u r reasons: F irs tly , a lth o u g h  th e  d is tr ib u tio n  o f th e  eigenvalues is im p ro ve d  by  
th e  p rec o n d itio n in g , it  is n o t su ffic ien tly  im p ro ve d  to  a llo w  us to  a p p ly  an y  results  
fro m  C h a p te r  2 , o r see any s ig n ifican t im p ro v e m e n t in th e  n u m eric a l p e rfo rm an ce  o f  
p reco n d itio n ed  G M R E S .  Secondly, we have show n by m eans o f  p seu d ospectra  th a t  th e  
p reco n d itio n ed  m a trice s  suffer fro m  n o n -n o rm a lity , w hich can cause p o o r convergence o f
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F ig u re  3 -2 7 : Section of the pseudospectra of the matrix H io arising from the GMRES 
algorithm applied to the preconditioned matrix M1~1J2 from Example 4. The level 
curves are for e =  1 X 10 - 2 , 5 X 10 - 3 , 1 X IO - 3  and 5 X 1 0 - 4 .
ite ra t iv e  m etho d s regardless o f th e  d is tr ib u tio n  o f  th e  sp e c tru m . T h ird ly , th e  presence o f  
very  sm all eigenvalues results in poor ag reem en t betw een th e  G M R E S  residua l and th e  
ac tu a l e rro r co rrespo n d ing  to  th e  a p p ro x im a te  so lu tio n , w hich  could  present p ro b lem s in 
d e te rm in in g  w hen te rm in a tin g  th e  a lg o r ith m . F in a lly , w e saw  how  th e  p o o r n u m erica l 
p ro p e rties  o f th e  p recon d itio ned  system s y ie lded  poor residual n o rm  a p p ro x im a tio n s , 
w hich  again  presents prob lem s in decid ing  w hen to  te rm in a te  th e  G M R E S  process.
W e  have shown th a t  by p rec o n d itio n in g  a  sequence o f Jaco b ian  m a trice s  (1 .1 )  by an  
e x a c t inverse o f an in it ia l m a tr ix , we can o b ta in  fas te r and m o re  ac c u ra te  convergence  
o f th e  G M R E S  a lg o r ith m  th a n  i f  we had used an IL U  v a r ia n t p re c o n d itio n e r. T h e  
p ro b lem s enco u ntered  w ith  th e  IL U  p rec o n d itio n in g  are  g en era lly  avo ided  w ith  th is  
ap p ro ach : A lth o u g h  sm all eigenvalues occur, th e y  are  g en era lly  n o t as sm all as those  
enco u ntered  w ith  IL U ,  th us w h ils t s till y ie ld in g  e rro r norm s la rg e r th a n  residual norm s, 
th e  ag reem en t is b e tte r  th a n  w ith  IL U .  T h e  d is tr ib u tio n  o f th e  sp ec tru m  o f th e  precon­
d itio n e d  m atrices  allow s us to  ap p ly  results fro m  C h a p te r  2, y ie ld in g  p red ic ted  ra tes  o f  
convergence th a t  agree w ell w ith  observed results. T h e  pseudospectra  analysis  shows
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that the preconditioned matrices are not as non-normal as those from the ILU precon­
ditioned case. These systems do not share the poor numerical properties of the ILU 
preconditioned systems, and produce reliable residual norm estimates, allowing accurate 
termination of the GMRES algorithm. This method has the advantage of reusability, 
in that we can use one preconditioner for many different linear systems, and once the 
preconditioner has been calculated, it is cheap to apply, requiring 2(k +  1) backsolves 
for k GMRES iterations.
In the next chapter, we will derive a robust algorithm for solving sequences of Jacobian 
problems (1.1), and test its effectiveness on some SPEEDUP integration runs.
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Chapter 4
GM RES as a black-box solver in 
SPE E D U P
4.1 Introduction
In this chapter we present results and conclusions for the implementation of precondi­
tioned GMRES as an alternative to the current linear solvers in SPEEDUP. GMRES is 
treated as a ‘black-box’ solver that provides approximate solutions a;^  to a sequence of 
linear equations (1.1),
Jix = bi, I = 1 ,2 ,.. .  
such that Xk is accepted only if the preconditioned residual norm
\\M -l rk\\2 = \\M -\b , -  Jtxk)\\2
is less than some fixed tolerance. This sequence arises from the SPEEDUP integration 
procedure described in Chapter 1.
We discuss the need for a robust solver to guarantee that the integration will run to 
completion, and derive the Full-LU preconditioned GMRES (FLUGMR) algorithm used 
in the numerical experiments presented later in the Chapter. We discuss the specifics 
of the implementation, including the direct solver used to calculate the preconditioners.
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Finally, we present numerical results from a number of SPEEDUP flowsheets. These 
are used to determine the optimal values for various parameters used in the FLUGMR 
algorithm, and to compare the performance of the GMRES solver with the direct solvers 
currently in use in SPEEDUP.
4.2 Solver Requirements
The first requirement for such a solver should be robustness rather than performance: 
A solution method is of limited use if it breaks down or produces an inaccurate result 
at some stage of an integration, no matter how fast its performance. We must there­
fore ensure that our preconditioned method produces reliable approximate solutions at 
every linear solve. We saw in Chapter 3 that the Jacobian matrices from even simple 
SPEEDUP flowsheets are very ill-conditioned, and efficient preconditioning is required 
to produce a sufficiently accurate solution within a reasonable number of iterations. 
Due to the ill-conditioning of the Jacobian matrices, we need to be careful in our choice 
of preconditioner for two reasons:
• We know from results presented in Chapter 2 that convergence of the GMRES 
algorithm is related to the distribution of the spectrum, a (A), or in the precon­
ditioned case, a(M ~1A). Thus we require the preconditioned matrices to have 
eigenvalues suitably distributed to ensure rapid convergence. From Chapter 3, we 
know that by using a suitable preconditioner, the eigenvalues of the preconditioned 
system can be distributed in tight clusters, or in clusters with small numbers of 
outliers. From Theorems 2.7 and 2.9, we can therefore expect a sufficiently rapid 
rate of convergence by using such preconditioners.
• The information usually used to terminate the GMRES algorithm is the norm of 
the (preconditioned) residual r/c, which is available at no cost during the iteration. 
We recall from §2.4 that the error can still be large when the residual is small 
if the error possesses a large component in an eigendirection corresponding to a 
small eigenvector of the (preconditioned) matrix. Thus care needs to be exercised 
in deciding when to terminate the iteration, as our preconditioned systems may
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possess small eigenvalues.
From Chapter 3, the most successful preconditioner we considered was a sparse LU 
factorisation of a previous Jacobian matrix from the current integration run, i.e.
The experiments conducted in Chapter 3 with Jacobian matrices from SPEEDUP 
showed that a factorisation of J\ can be used to successfully precondition several subse­
quent Jacobians J\, / =  2 ,3 , We would expect the performance of the preconditioner
to decrease as the Jacobian «// changes from the the initial Jacobian J\.
This suggests that to attempt to avoid the first of the two problems outlined above, 
we should not rely on a single preconditioner for a whole integration, but use several 
preconditioners generated at different stages throughout the integration. There are 
two possible ways to decide when to generate a new preconditioner. The first is to 
generate a new preconditioner after a fixed number of linear solves have been performed. 
This choice would require the GMRES solver to be able to solve a system for a given 
preconditioner, regardless of the suitability of the preconditioner. This may require a 
long subspace length m  or a large number of restarts r in order to achieve convergence, 
which could be prohibitively expensive.
The second approach is to prescribe a fixed subspace length m  and limit the number 
of restarts r to a maximum of rmax, and generate a new preconditioner when these two 
limits are reached. Using this method, we can ensure that a new preconditioner is gener­
ated when the performance of the linear solver deteriorates, whilst avoiding unnecessary 
calculations when the current preconditioner is performing well. This method also fits 
in well with the manner in which the behaviour of a SPEEDUP flowsheet changes. The 
disturbances, as described in Chapter 1, that can require many refactorisations by a 
direct method, do not necessarily happen at regular intervals. If we assume that such 
changes in a flowsheet are likely to warrant calculation of additional preconditioners, 
then this second approach is more appropriate.
This second choice therefore leads to the following algorithm:
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A lgorithm  4.1 FLUGMR - Full LU preconditioned GMRES: Used to solve system of 
linear equations (1.1)
1. S ta rt: Calculate M ~l =  J f 1. Set x = 1 = 2.
2. Ite ra te : Until integration is completed over the required time period, 
apply GMRES (ra) to
M ~ xJix =
If converged then:
(a) Accept x as solution, set / =  / +  1, else,
(b) if T ^  rmax then restart:
Xq * x m,
else calculate new preconditioner:
M ~ 1 = J f \
Goto 2.
Of course, when we refer to M -1 and J f 1 in the above algorithm, we do not calculate 
these inverses exactly, rather use some factorisation method (as in Chapter 3), details 
of which will be discussed in the following section.
The values of m  and rmax govern how the iterative solver will behave: The larger these 
are, the fewer new preconditioners will be calculated during the iteration. It is therefore 
likely that there is an optimal value for these two parameters that will yield the fastest 
solution time for a particular flowsheet.
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4.3 Im plem entation of FLUGM R
4.3 .1  LU factorisation
The calculation of exact inverses of general large, sparse matrices is a nontrivial task. 
Instead, it is usual to construct a factorisation of a matrix such that the action of the 
inverse on a vector can be calculated. The most common factorisation for non-symmetric 
matrices is the LU factorisation with partial pivoting,
PA = LU, (4.1)
where L and U are lower and upper-triangular matrices respectively, and P  is some 
permutation matrix. Whilst for dense matrix problems partial pivoting is a sensible 
approach to achieving a stable factorisation, when this method is applied to sparse 
matrices ([22]) large amounts of fill-in can occur in the factorisation, causing poor 
performance due to the extra arithmetic that the fill-in introduces, and increases the 
storage requirements of the factorisation.
One way of reducing fill-in is to use threshold pivoting. With partial pivoting, pivots 
are chosen to satisfy
I°mI -  * -  k '
where a\kj  are the elements of the unfactored submatrix A ^  arising from the kth  step 
of the factorisation. For threshold pivoting, this is replaced with
I<451 ^  u\a\%  i>  k ,0  < u < I. (4.2)
Note that for u = 1, the choice reverts to the normal partial pivot choice. This allows 
a choice of pivots, and can be applied with a Markowitz criterion [45] to minimise the 
number of rows and columns changed by the pivot, thus reducing the amount of fill-in. 
For a thorough treatment of factorisation methods for general sparse matrices, see [22].
SPEEDUP currently uses both the Harwell MA28 [19] and MA48 [23] suites of subrou­
tines as direct linear solvers. Both of these employ techniques similar to the threshold
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pivoting approach outlined above. These routines are designed to calculate factori­
sations of matrices with similar sparsity patterns cheaply, using information from the 
factorisation of an initial matrix. There are three distinct stages to these routines, which 
we will denote by A n a l y s e ,  F a c t o r i s e  and S o l v e .  The operation of the subroutines 
can then be characterised as follows:
• The A n a l y s e  phase will examine a matrix and determine from the position and 
values of the non-zero entries, a set of potential pivots that satisfy the thresh­
old condition. This is most expensive phase of the process, but the calculations 
performed can be used to generate factorisations of matrices with similar sparsity 
patterns. Ideally, A n a l y s e  will only called once for a large number of subsequent 
factorisations.
• The F a c t o r i s e  phase will generate a factorisation of the matrix from the in­
formation from A n a l y s e  and the values of the non-zero entries. Two types of 
F a c t o r i s e  calls are possible. The first type generates a pivot sequence using the 
A n a l y s e  data, by performing additional calculations. The second type simply 
reuses an existing pivot sequence calculated by a previous call to the F a c t o r i s e  
routine. This type of call can cost as little as 10% of the time of a full F a c ­
t o r i s e  call. We will denote this type of call by F a s t F a c .  Should the old pivot 
sequence be unsuitable (for example, an element previously used as a pivot could 
have changed to zero), a new pivot sequence must be calculated using a F a c ­
t o r i s e  call. In MA28, this also requires a new A n a l y s e  phase, but in MA48 this 
expensive step can be avoided.
•  F in a lly , th e  S o l v e  p h a se  w ill p rod u ce  a  so lu tio n  for a  g iven  r igh t-h an d  s id e  v ec to r  
from  th e  resu lts  o f  th e  FACTORISE p h a se  w ith  a  pair o f  tr ia n g u la r  so lv es .
The operation of both MA28 and MA48 are summarised in Table 4.1.
The motivation for this project is the slow performance of the existing direct solution 
methods, caused by the need to perform many F a c t o r i s e  (and possibly A n a l y s e )  
operations during short periods of the integration. By using the FLUGMR algorithm 
with a preconditioner with a three-stage operation as outlined above, we hope to reduce
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Factorise matrix suited to 
previous pivot scheme
MA28 A n a l y s e  and F a c t o r i s e Fa s t Fa c
MA48 A n a l y s e  and F a c t o r i s e Fa s t Fa c
Task
Factorise matrix unsuited 
to previous pivot scheme
Solve linear system
MA28 A n a l y s e  and F a c t o r i s e S o l v e
MA48 Fa c t o r is e S o l v e
Table 4.1: Summary of the operation of the subroutine suites MA28 and MA48. 
the number of these expensive additional factorisations.
We know from Chapter 3 that we can use a single factorisation as a preconditioner for 
more than one Jacobian. If we use the MA48 solver to calculate the preconditioner, it 
may be possible that we will require fewer F a c t o r i s e ,  F a s t F a c  and A n a l y s e  calls 
than using the direct method alone over the same integration period. We will use many 
more S o l v e  calls, since using the direct solver alone, only one of these is required per 
linear solve, whereas we will require k -\-1 of these calls, where k is the number of GMRES 
iterations required to produce an acceptable solution. Recalling from Chapter 3 that 
one requirement of a preconditioner is that it is cheap to apply, i.e. the operation
x <— M ~ xx (4.3)
is not expensive, then we can see that the MA48 routine satisfies this, since (4.3) can be 
performed using two triangular solves. It is anticipated that the S o l v e  process will be 
the more expensive part of the preconditioned matrix-vector multiplication: If a matrix 
Jl has N Z  non-zeros elements, then to calculate the action of J\ on a vector will require 
N Z  operations. The factorisation will have more than N Z  non-zero entries, since some 
fill-in will occur, thus requiring more than N Z  operations. Therefore the action of the 
preconditioner on a vector will be more expensive to calculate than the action of the 
matrix on a vector.
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4 .3 .2  C onvergence safeguard
To counteract the effect of small eigenvalues producing residual norms much smaller 
than error norms, we implement a simple safeguard. As the system Jix = bi arises in 
a sequence of Newton steps, then too large an error can result in too large a value for 
||F ||. If this occurs, then the nonlinear solver will request another Newton iteration. 
The GMRES solver will then return a zero value for the Newton step, since the initial 
(preconditioned) residual will satisfy the convergence criterion, and the Newton iteration 
will stall. To counter this, if a zero Newton step is encountered, then the convergence 
criterion will be tightened for one step:
t o l  10~2to l .
This will force the GMRES solver to produce a more accurate solution, and hopefully 
reduce the error sufficiently to allow the Newton iteration to proceed. The tolerance 
will be returned to its standard value after that step.
A more sophisticated criterion could be used, based on approximate eigenvalues of the 
preconditioned system obtained using the Arnoldi process at the foundation of the 
GMRES algorithm. However, many GMRES iterations may be required to use this 
approach, as small groups of extremal eigenvalues may not be approximated in by the 
early GMRES iterations. As we require fast solution times, this approach is probably 
too expensive to consider.
We now present a series of examples from SPEEDUP flowsheets, using the FLUGMR 
algorithm as a linear solver.
4.4 Example 1: BTX  separation column
The first problem we will examine is one from the SPEEDUP suite of demonstration 
examples. This system models a Benzene, Tolulene and Xylene extraction column, and 
has a largest nonlinear block (§1.4.2) of size n = 927 (its sparsity pattern is shown in 
Figure 3-1) from a total DAE system size of 1089. This model is integrated from t =  0
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to 5 hours in 300 timesteps. With the full Newton solver, this requires around 1220 
Newton steps. Real time solution of the BTX model is easily achieved with the current 
direct methods, so this initial example is used to test robustness and to obtain an initial 
estimate for optimal values of rmax and m. Since this is a fairly simple example, we 
will not consider the different types of F a c t o r i s e  and F a s t F a c  calls, but merely count 
the number of new preconditioners required. The number of new preconditioners and 
the CPU time taken for the whole integration run for varying values of m  and rmax 
are shown in Table 4.2. These values were obtained by requiring the GMRES solver to 
obtain approximate solutions such that ||r^ | | 2  < 10-8 .
m ’'max Its S o l F F a c Fa c A n a CPU secs
3 0 1223 8202 1070 1 1 89.14
3 1 1223 8204 1069 1 1 88.78
3 2 1223 8208 1069 1 1 89.14
3 3 1223 8208 1068 1 1 89.19
4 0 1223 8555 702 1 1 87.33
4 1 1223 8556 701 1 1 87.45
4 2 1223 8560 701 1 1 87.48
4 3 1223 8560 700 1 1 87.59
5 0 1223 8740 357 1 1 85.56
5 1 1223 8744 357 1 1 84.80
5 2 1223 8744 356 1 1 85.45
5 3 1223 8749 356 1 1 85.87
6 0 1223 9209 163 1 1 86.58
6 1 1223 9211 163 1 1 86.92
6 2 1223 9216 163 1 1 86.95
6 3 1223 9221 163 1 1 86.79
7 0 1223 9642 85 1 1 89.18
7 1 1223 9670 84 1 1 89.06
7 2 1223 9675 84 1 1 90.88
7 3 1223 9671 84 1 1 89.31
18 0 1223 16474 5 1 1 140.73
Table 4.2: CPU timings and number of S o l v e ,  F a s t F a c ,  F a c t o r i s e  and A n a l y s e  
calls for the B T X  example for varying values of m and rmax using the FLUGMR al­
gorithm. These calculations were performed on an IBM RS6000 3CT machine with 
128Mbytes of RAM.
The optimal value for m for this example is 5, requiring 357 preconditioners for the 1223 
nonlinear iterations occurring in the 300 integration steps. The value of rmax seems to 
have little effect on the solution time. By prescribing a large enough value of m  or rmax,
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it is possible to require only a few preconditioners to complete an integration run for the 
BTX problem, at the cost of more work performed in the GMRES algorithm. However, 
this is far slower than the optimal values given in Table 4.2.
The effect of this additional work on the CPU load per timestep can be shown by a 
simple example. Figure 4-1 shows two plots of CPU/real time for the integration run. 
The top plot is for m = 6  and rmax=0 and the bottom is for m = 18 and rmax=0. 
Figure 4-1 clearly shows the ‘ramping’ effect on the solution time of using too few
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Simulation Time (hrs), m = 6 , rmax =  0  
1 . 5 1----------------1--------------- 1--------------- 1----------------1--------------- 1----------------1----------------1--------------- 1-----------------1---------------
Simulation Time (hrs), m = 18, rmax = 0
Figure 4-1: C P U /realtim e for the B T X  example. Top figure is m  =  6, rmax= 0 , bottom  
figure is m = 18, rmax=0. The do tted  line on the bottom  figure is the da ta  for m  = 6 , 
rmax= 0  for ease o f comparison.
preconditioners, as the GMRES algorithm has to perform more iterations to obtain a 
sufficiently accurate solution for the m = 18 case. The solution time for the m  = 6  case 
does not exhibit this effect.
The Brown and Hindmarsh reorthogonalisation criterion (§ 2.7.2) was implemented in 
the GMRES solver, but with a value of a  = 0.001 no reorthogonalisations were required.
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This indicates that it is not worthwhile trying an expensive Householder GMRES variant 
on this problem, since loss of orthogonality does not seem to be affecting performance.
This example has shown that the FLUGMR algorithm is able to satisfy our first cri­
terion for an iterative linear solver: It has proved to be robust on a relatively simple 
SPEEDUP integration. Results have shown that although it is possible to use only a few 
preconditioner over many timesteps, it is more effective to update the preconditioner 
more frequently by using small values of m. We will now move on to more realistic 
SPEEDUP problems for which real-time solution can be problematic.
4.5 Example 2: Plant 3
The second example comes from a case study of a real-world process application per­
formed by Aspentech Consultants. Real-time solution of this problem is not currently 
possible, with the integration consistently running in excess of 100% of real time. The 
primary feature of this flowsheet is a reactor producing the chemical 2EH by oxidis­
ing propylene, which undergoes a malfunction during the integration. The model has 
one significant nonlinear block of size 5231, and a total system size in excess of 12,000 
DAE’s. The integration for this example is over 667 timesteps of 3 X 10- 5  hours, to­
talling 0.02 hours. Table 4.3 shows the number of nonlinear iterations and the number 
of S o l v e , Fa s t Fa c , Fa c t o r is e  and A n a l y s e  calls required by the FLUGMR algo­
rithm for the large nonlinear block, and the total number of CPU seconds required to 
complete the integration. The results show that, as was the case for the BTX example, 
shorter subspace lengths provide the optimal performance, although the rmax parame­
ter seems to play very little part in the performance. Indeed, judging by the number 
of S o l v e  calls made, the average number of GMRES iterations required per iteration 
seems fairly constant over all the values of rmax. In fact for the optimal m = 6  case, we 
see that the averages are 5.801, 5.813 and 5.821 for rmax= 0, 1 and 2 respectively. Thus 
we can conclude that, for this example, restarts have a negligible effect on the solution 
time. Observations show that sometimes, a restart will allow convergence to occur with 
only one or two extra iterations, thus saving the calculation of a preconditioner. Other 
times, the rmax limit will be reached, and a new preconditioner will be required anyway.
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m ^max Its S o l F F a c Fa c A n a CPU secs
5 0 1830 12164 438 2 2 8 1004.25
5 1 1830 12166 438 23 8 1005.49
5 2 1830 12163 439 23 7 1 0 0 2 . 8 8
6 0 1828 12749 307 2 1 7 959.06
6 1 1828 12761 307 2 1 7 960.99
6 2 1825 12754 306 2 1 7 959.84
7 0 1827 13646 250 19 6 965.87
7 1 1829 13657 249 19 6 965.76
7 2 1829 13662 249 19 7 966.80
8 0 1831 14675 225 19 6 997.46
8 1 1829 14676 223 18 5 988.15
8 2 1827 14677 225 19 6 996.57
9 0 1831 15815 186 2 0 6 1024.11
9 1 1838 15858 189 2 0 6 1027.94
9 2 1828 15783 185 2 0 6 1022.17
18 0 1826 2 1 2 0 2 71 1 0 1 1328.31
Table 4.3: Results for FLUGMR applied to Example 2 using a full Newton method. The 
CPU timings are for the entire integration, whilst the solve, factorisation and analyse 
counts are for the largest block (n = 5231). The GMRES tolerance was set to IO-10. 
These results were calculated on an IBM RS6000 3CT machine with 128Mbytes o f RAM.
It appears that the combination of these effects for the differing values of rmax result 
in similar numbers of S o l v e  calls and preconditioners, and therefore similar solution 
times.
We can examine exactly how the work is divided between the different routines by 
performing profiling on the SPEEDUP executable program. This will show what per­
centage of the solution time was spent in the individual routines. Table 4.4 shows the 
percentage of CPU time used by each of the top four routines for rmax= 0, 1  and 2 . Note 
that the totals shown in the table include calls for smaller blocks also. The number of 
calls and the percentage of time spent in each routine is fairly uniform for each value of 
rraax- A brief description of each routine is given in the table, but in more detail, the 
relevant routines are:
•  m a50bd: This routine is responsible for the Fa c t o r is e  and Fa s t Fa c  calls. No 
discrimination between the types of call is possible, so the average value for the 
time per call is over both types of call.
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• ma50cd: T h is  is th e  S o l v e  ro u tin e , an d  is u sed  to  a p p ly  th e  p reco n d itio n er  a fter  
a  m a tr ix -v e c to r  m u ltip lica tio n .
• spmvmu: This routine calculates the product of a matrix (stored in co-ordinate 
format) with a vector.
• pgmrgs: This routine is the body of the GMRES solver, and performs the MGS 
operation (using dotvec) and the QR factorisation of Hk.
• dotvec: This calculates the scalar product of two vectors, and is used during the 
MGS process.
• 1 2 nom: This calculates the /2 -norm of a vector.
^max Routine %CPU msec/call #  calls Total secs
0 ma50cd ( S o l v e ) 34.1 19.26 14079 271.16
ma50bd (F a c t o r i s e / F a s t Fa c ) 2 2 . 6 544.26 315 171.44
pgmrgs (MGS/QRFac) 9.4 56.09 2459 137.93
spmvmu (M-V product) 6.7 1 0 . 1 2 11611 117.44
dotvec (scalar prod.) 2 . 8 1.85 26201 48.26
1 ma50cd ( S o l v e ) 34.0 19.19 14092 270.45
ma50bd (F a c t o r i s e / F a s t Fa c ) 2 2 . 6 545.02 315 171.68
pgmrgs (MGS/QRFac) 9.5 57.35 2460 141.08
spmvmu (M-V product) 6.7 10.06 11623 116.92
dotvec (scalar prod.) 2 . 8 1.85 26254 48.47
2 ma50cd ( S o l v e ) 34.1 19.87 14085 279.87
ma50bd (F a c t o r i s e / F a s t Fa c ) 2 2 . 6 543.82 314 170.76
pgmrgs (MGS/QRFac) 9.4 57.23 2457 140.61
spmvmu (M-V product) 6.7 1 0 . 1 0 11619 117.40
dotvec (scalar prod.) 2 . 8 1 . 8 6 26271 49.00
Table 4.4: Profile results for FLUGMR applied to Example 2 for m — 6  and rmax=0, 1 
and 2 . Figures shown are %age of total CPU time used for each routine, the time for 
each routine, the number of calls to each routine and the total time for each routine.
The results show that the optimal subspace value with rmax=0 results in the majority 
of the time (40.8%) being spent on calculating the matrix-vector products, with the 
calculation of preconditioners taking 22.6%. The modified Gramm-Schmidt and QR 
factorisation operations take less than 1 0 % of the time.
We can see how increasing the subspace length alters the distribution of the CPU 
time by profiling a run with a value of m = 18. Table 4.5 shows results of such run.
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Routine %CPU time msec/call #  calls Total secs
ma50cd ( S o l v e ) 31.8 25.09 34650 869.45
pgmrgs (MGS/QRFac) 23.6 165.67 3897 645.63
spmvmu (M-V product) 1 1 . 8 10.47 30744 322.15
dotvec (scalar prod.) 9.9 1 . 8 6 145424 270.31
maSObd (F a c t o r i s e / F a s t Fa c ) 3.5 753.02 126 94.88
Table 4.5: Profile results for FLUGMR applied to Example 2 for m — 18, rmgLX=0. 
Figures shown are %age of total CPU time used for each routine, the average time for 
each call and the number o f calls to each routine, and the total time spent in each 
routine.
As we would expect, the matrix-vector routines ma50cd and spmvmu, and the main 
GMRES routine pgmrgs have a much larger percentage of the total CPU usage in 
the m = 18, rmax =  0 case. The extra work needed by the GMRES algorithm is 
also reflected in the much larger average call time for the pgmrgs routine. Another 
consequence is that the dotvec routine also uses more of the CPU time than in the m =  6  
case, caused by the large increase in the number of calls. With fewer preconditioners 
required, the routine responsible for the Fa c t o r i s e  and Fa s t Fa c  calls is much lower 
down the list than for the m  =  6  case, taking only 3.5% of the total time.
So as expected, the optimal values for m and rmax are determined by a balance between 
the cost of calculating new preconditioners and the increasing overhead of GMRES(m) 
as m  increases, although the predominant factors with the optimal values are the matrix- 
vector multiplication and the calculation of preconditioners, not the GMRES algorithm 
itself.
4.5 .1  D istu rban ces
The effect of disturbances introduced to the flowsheet on the CPU loading can be 
demonstrated by examining a graph of the CPU-time/realtime ratio for the integration 
period. Figure 4-2 shows two such graphs, one for the optimal choice of m  =  6 , and 
another for m = 8 . It can be seen that the integration causes a higher CPU load 
during the period from t = 0.01 to 0.017, due to an increased level of activity in the 
model. This corresponds to the malfunction, the accidental closure of a gas feed to the
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reactor, occurring during this time period. The majority of the new preconditioners 
are calculated during this period. Indeed, with a large subspace value of m = 18, it 
is possible to integrate up to to t = 0.01 requiring only 4 preconditioners. However, 
once the more active period is entered, large subspace values are of little assistance, and 
require almost as many preconditioners than the shorter values.
Figure 4-2 shows the effects of calculating additional preconditioners verses more GM­
RES work: The dotted line on the bottom graph representing m =  6  has a consistently 
lower ‘base level’ than the solid line of m = 8 , especially during the initial time period. 
This can be attributed to the smaller amount of work done by the GMRES algorithm 
using the shorter subspace length. The calculation of new preconditioners is shown by 
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Figure 4-2: CPU  loading for integration o f Exam ple 2 model, using FLUGM R as a 
linear solver. Top figure shows m  = 6 , rmax =  0, and bottom  figure m  = 8 , rmax =  0. 
D otted  line on bottom  figure shows m  = 6 , rmax = 0 for ease o f comparison.
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4 .5 .2  F A S T N E W T O N  verses N ew ton
The results in Table 4.3 were obtained using the standard Newton algorithm. SPEEDUP 
has another nonlinear solver available, the FASTNEWTON (simplified Newton) option 
detailed in Chapter 1 (§1.5.2). This option yields better results than a standard Newton 
method when used in conjunction with the direct solvers in SPEEDUP, by requiring 
fewer factorisations (as previous Jacobian matrices are used whenever possible) than 
the standard method, although at a cost of more Newton iterations. However, the 
motivation for using this approach is only applicable to direct methods. The FLUGMR 
method should not be affected by changing the Jacobian, since we are not directly 
dependent on exact factorisations on every Newton step. We would therefore expect a 
full Newton method to be faster than a simplified Newton method, due to the superior 
convergence of the full Newton method. We will show that this is indeed the case with 
the results presented in this section.
Results for the Plant 3 example run using the FASTNEWTON option are shown in 
Table 4.6, which shows, for varying values of m  and rmax, the total number of nonlin­
ear iterations required for the large block, the number of Fa s t Fa c , Fa c t o r is e  and 
A n a l y s e  calls needed, and the total number of CPU seconds required to complete the 
integration.
Compared to the results shown in table 4.6, it can be seen that, as predicted, using 
a full Newton method is faster than an Approximate Newton method when using the 
FLUGMR solver.
4 .5 .3  C om parison w ith  th e  D irect Solver
The initial motivation for this project was the poor performance of direct solution 
methods on large SPEEDUP problems. In spite of preconditioning GMRES with a 
direct solver, it may still be possible to out-perform the direct solver by requiring fewer 
of the expensive refactorisations that cause the ‘spiking’ seen in Figure 1-1. In this 
section, we will compare the performance of the FLUGMR algorithm with the optimal 
values of m  with the two direct solvers available in SPEEDUP, MA28 [19] and MA48 [23],
4.5. EXAMPLE 2: PLANT 3 111
C h a p t e r  4
m ^max Its S o l F F a c Fa c A n a CPU seconds
3 0 3443 13706 468 2 1 1 1242.39
4 0 3441 14298 350 2 0 1 1221.27
4 1 3442 14352 350 2 1 1 1165.53
4 2 3443 14149 351 2 1 1 1174.65
5 0 3442 14503 334 19 1 1160.83
5 1 3445 14531 333 19 1 1168.78
5 2 3442 14526 332 18 1 1163.21
6 0 3443 16173 306 19 1 1187.12
6 1 3440 16227 309 18 1 1191.33
6 2 3443 16232 306 19 1 1189.03
18 0 3443 33507 118 1 1 1 1915.46
Table 4.6: Results for FLUGMR applied to Example 2 using FASTNEWTON method. 
The GMRES tolerance was set to IO-10. These results were calculated on an IBM  
RS6000 3CT machine with 128Mbytes of RAM.
both from the Harwell subroutine library.
MA48 is the direct solver used by FLUGMR as a preconditioner. MA28 is unable to 
perform Fa c t o r i s e  calls independently of A n a l y s e  calls - the two must be performed 
together. MA48 is able to do this, generally resulting in just one A n a l y s e  call per 
integration run. However, experiments on some SPEEDUP flowsheets have shown this 
to have a down-side. With only one A n a l y s e  call being performed, as the Jacobian 
matrices evolve over the integration, the Fa c t o r is e  and Fa s t Fa c  calls require more 
CPU time to find a suitable factorisation. This resulted in a ‘ramping’ of the CPU 
time as the simulation proceeded. The most likely cause of this is that by using ‘out-of- 
date’ A n a l y s e  information, the search for suitable pivots performed by the Fa c t o r i s e  
routine takes more time.
To counter this, MA48 was modified to calculate a rolling average of the time taken to 
perform the Fa s t Fa c  calls. If this average exceeded a user-specified percentage of the 
first Fa s t Fa c  call, the next factorisation would perform an A n a l y s e  call. This resulted 
in the elimination of the ramping effect. This modified version is used in FLUGMR. 
The effects of the modification can be seen in the results of the full Newton method 
for this example (Table 4.3), which shows more than one A n a l y s e  call for each set of 
parameters. For the FASTNEWTON option, although the modification was in place,
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n o  a d d itio n a l A n a l y s e  ca lls  w ere n eed ed .
We will therefore compare FLUGMR with MA28, MA48 and the modified MA48, using 
both Newton and FASTNEWTON nonlinear solvers. Table 4.7 shows the results for 
these six combinations, along with the fastest result from FLUGMR for comparison. 
From these results, we can see that FLUGMR produces the best result for solvers using
Method Its F F a c Fa c A n a CPU seconds
MA28, N 1834 1852 19 19 1174.61
MA28, FN 3442 701 19 19 763.78
MA48, N 1836 1853 18 1 2142.59
MA48, FN 3440 702 2 1 1 1083.26
MA48 mod, N 1836 1859 24 5 1732.28
MA48 mod, FN 3442 704 2 2 2 814.90
FLUGMR(6,0), N 1828 307 2 1 7 959.06
Table 4.7: Results for various linear solvers applied to Example 2 with Newton (N) and 
FASTNEW TON (FN) nonlinear solvers. The CPU timings are for the entire integration, 
whilst the factorisation counts are for the largest block (n = 5231). The GMRES 
tolerance in FLUGMR was set to IO-10. These results were calculated on an IBM  
RS6000 3CT machine with 128Mbytes of RAM.
the full Newton method. This can be attributed to the large number of Fa s t Fa c  
calls required by both direct solvers when using the full Newton option. However, the 
MA28 and MA48 modified solvers using the FASTNEWTON option both produce faster 
results. FLUGMR requires the smallest total of Fa s t Fa c  and Fa c t o r is e  calls by a 
large margin, but requires far more S o l v e  calls. Where the MA28 FASTNEWTON 
solver only requires 3442 S o l v e  calls and the MA48 FASTNEWTON solver 3440, the 
FLUGMR solver needs 12761, nearly four times as many.
Routine %CPU time msec/call #  calls total secs
ma30bd (F a c / F F a c ) 30.6 341.23 684 233.40
ma30ad ( A n a ) 21.5 6075.2 27 164.03
ma30cd ( S o l ) 9.5 19.05 3787 72.14
ma50bd (F a c / F F a c ) 47.8 543.38 716 389.06
ma50cd ( S o l ) 9.2 19.69 3789 74.56
Table 4.8: Profile results for MA28 and MA48 FASTNEWTON applied to Example 2. 
Figures shown are %age of total CPU time used for each routine, the average time for 
each routine, the number of calls to each routine and the total time for each routine.
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If we compare the profiles of the FLUGMR algorithm (Table 4.4) with the profiles of 
the FASTNEWTON MA28 and MA48 runs (Table 4.8), we can see that whilst for 
the direct methods, the Fa s t Fa c / F a c t o r is e  routine is responsible for the majority of 
the solution time, it is the S o l v e  calls that take up the majority of the time for the 
iterative scheme. Unfortunately, the savings made on the factorisations are cancelled out 
by the extra cost of the S o l v e  calls, resulting in slower performance than the optimal 
combination of the FASTNEWTON approximate Newton method and the MA28 direct 
linear solver.
4.6 Example 3: Plant 4
The final example in this Chapter is another flowsheet from an Aspentech Consultants 
problem. The main features of the simulation are a reactor and a pair of distillation 
columns. The apparatus is again producing 2EH by oxidising propylene. The largest 
block is of size n =  25011, from a total of 59327 variables. The integration consists 
of 1000 timesteps of 3 X 10- 5  hours, totalling 0.5 hours. This problem has a much 
larger maximum block size than previous problems, so refactorisations are much more 
expensive to calculate. From Example 2 , we know that for FLUGMR to compete with 
the direct solvers, it must perform substantially fewer of them in order to counteract 
the cost of the additional S o l v e  calls it needs. The results for FLUGMR used with 
the full Newton method are shown in Table 4.9. As for Example 2, we find that short 
subspace lengths provide the best performance, and the value of rmax seems to have 
little effect on the solution time. Again, we can see that large numbers of S o l v e  calls 
are needed. The solution time is greatly in excess of real time, as is shown by the graph 
of the CPU-time/realtime ration in Figure 4-3. The main point of interest is therefore 
how the performance compares to the direct solution methods.
4.6 .1  C om parison w ith  th e  D irect Solver
Here we will compare the performance of FLUGMR with the direct solution methods 
MA28 and MA48. Table 4.10 shows the number of nonlinear iterations, Fa s t Fa c ,
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m ^max Its S o l F F a c Fa c A n a CPU seconds
4 0 3007 16548 400 1 0 2 1 6979.06
4 1 3007 16583 450 113 1 6990.17
4 2 3007 16559 454 118 1 6984.48
4 3 3007 16560 451 116 1 6989.84
5 0 3007 17772 187 50 1 6741.49
5 1 3007 17843 169 33 1 6723.64
5 2 3007 17786 2 1 2 76 1 6745.62
5 3 3007 17778 175 39 1 6721.82
6 0 3007 18798 97 27 1 6772.22
6 1 3007 18978 99 30 1 6806.36
6 2 3007 18950 103 35 1 6815.84
6 3 3007 18999 103 37 1 6808.86
7 0 3007 20582 58 17 1 7106.14
7 1 3007 20292 61 19 1 7054.31
7 2 3007 20238 60 2 0 1 7047.61
7 3 3007 20259 59 19 1 7047.47
Table 4.9: Results for FLUGMR applied to Example 3 using a full Newton method. The 
GMRES tolerance was set to 10-11. These results were calculated on an IBM RS6000 
3CT machine with 128Mbytes of RAM.
Fa c t o r i s e  and A n a l y s e  calls, and the total CPU time required by each of the direct 
solvers in conjunction with both the full Newton method and the FASTNEWTON 
option. No additional A n a l y s e  calls were performed when the modified MA48 was 
used, so these figures are not included here. As the table shows, the FLUGMR algorithm
Method Its F F a c Fa c A n a CPU seconds
MA28, N 3007 3007 5 5 10704.43
MA28, FN 3386 1 0 2 19 19 5957.04
MA48, N 3007 3353 347 1 10962.49
MA48, FN 3385 1 1 0 28 1 1917.24
FLUGMR(5,0), N 3007 187 27 1 6722.89
Table 4.10: Results for various linear solvers applied to Example 3 with Newton (N) and 
FASTNEW TON (FN) nonlinear solvers. The CPU timings are for the entire integration, 
whilst the factorisation counts are for the largest block (n =  25011). The GMRES 
tolerance in FLUGMR was set to 10-11. These results were calculated on an IBM  
RS6000 3CT machine with 128Mbytes of RAM.
is again the best linear solver when used in conjunction with the full Newton method. 
However, the direct solution methods (MA48 in particular) outperform the best iterative
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Figure 4-3: CPU loading for integration of Example 3 model. Figure shows data 
for FLUGMR-Newton, MA48-Newton and MA48-FASTNEWTON. Top figure shows 
MA48-Newton (solid line) and FLUGMR(5,l)-Newton (dotted line), bottom figure 
shows FLUGMR(5,l)-Newton (solid line) and MA48-FASTNEWTON (dotted line).
seen in Figure 4-3 how the various methods perform compared to real-time. Both the 
FLUGMR and MA48 methods used with the Newton solver have a fairly consistent CPU 
loading, with the iterative method being consistently faster than the direct method. The 
FASTNEWTON option used with MA48 has a much lower base level than the Newton 
method, with the integration only falling behind real-time when additional factorisations 
are needed.
4 . 7  C o n c l u s i o n s
In this chapter, we have taken ideas presented in Chapter 3 and developed them to 
produce a robust iterative linear solver for use with SPEEDUP. By experimenting with
4.7. CONCLUSIONS 116
C h a p t e r  4
the solver parameters, we have shown that the fastest solution times are provided by 
allowing only relatively short subspace lengths (m =  5 or 6 ) before restarting GMRES 
or calculating new preconditioners. The value of rmax, the maximum number of restarts 
allowed before a new preconditioner is calculated, appears to have little effect on the 
performance of the algorithm on the larger examples presented in this chapter.
The iterative nature of the solver enables the use of a full Newton method, whereas the 
direct methods require an approximate Newton method such as SPEEDUP’s FAST­
NEWTON option to produce optimal results. Although FLUGMR uses a direct method 
for its preconditioner, it was hoped that the iterative method would be faster than the 
the direct methods alone, by requiring fewer expensive refactorisations of the Jacobian 
matrices. Examples 2 and 3 have shown that whilst fewer factorisations are required, 
performance of the iterative solver is not as good as the optimal combination of direct 
solver and approximate Newton method.
Whilst comparing FLUGMR with MA28 and MA48 using the standard Newton method 
produces favourable results, the performance is significantly slower when using the 
FASTNEWTON option. Profiling performed on FLUGMR shows that the calculation 
of the matrix-vector products required by the algorithm take up the largest proportion 
of the solution time; more specifically the application of the preconditioner by triangular 
linear solves. It is the large number of these solves that cause the slower performance 
when compared to the direct solvers using the FASTNEWTON option. Ultimately, it 
seems that using an iterative method as a black-box linear solver is not as efficient as 
the best combination of a direct solver and an approximate Newton method. In the 
next Chapter, we will examine inexact Newton methods, which are ideally suited to 
iterative linear solvers, in an attempt to reduce the overall number of linear iterations 
required to solve a nonlinear system.
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Inexact N ew ton M ethods
5.1 Introduction
In the previous Chapter, we presented the FLUGMR algorithm for the solution of a 
sequence of linear systems of equations
JlX = bh 1 = 1 ,2 ,3 ... (5.1)
These systems of equations arose from Newton’s method applied to a sequence of non­
linear systems
F{x) = 0. (5.2)
Many variants of the standard Newton method exist. Popular methods include the 
secant method, Broyden’s method and other globally convergent quasi-Newton methods. 
Details of many of these methods are contained in Dennis and Schnabel [18]. In this 
chapter, we will consider another variant of Newton’s method, the family of so-called 
inexact Newton methods [17], that takes advantage of the fact that we are using an 
iterative method to solve the linear systems (5.1).
The FLUGMR algorithm produces approximate solutions subject to a fixed convergence
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criterion, namely that the kth iterate is accepted as the approximate solution if
IM | 2 < to l ,  (5.3)
where rjt is the usual preconditioned residual and to l  is some fixed value. This takes no 
account of the Newton process from which the linear system arose. When such linear 
systems are solved using direct methods, then the linear systems are solved ‘exactly’,
i.e. as close to the exact solution as finite precision arithmetic will allow. When us­
ing iterative methods to solve (5.1), we have the freedom to choose how accurate the 
approximate solution is - we can vary to l  from one linear solve to the next.
5.1 .1  M otivation
The question arises: Why would we wish to do this? The answer lies in the relationship 
between the linear equations (5.1) and the nonlinear function (5.2). Newton’s method 
is based on the principle that a nonlinear function can be approximated by a linear 
approximation to it, based on the Taylor expansion of the nonlinear function. This 
linear model of the function is then solved to generate a new approximate solution, 
and the process is repeated. It is expected that several such approximations will be 
required to yield an accurate enough solution to the nonlinear function, with the initial 
linear solves resulting in quite a large value for ||F(a;)||. This is due to the fact that, far 
away from the solution, the linear model may disagree considerably with the nonlinear 
function at the exact Newton step. An example of this is shown in Figure 5-1, where 
y =  x 2 is compared to the linear model y at the point x =  3. The figure clearly shows 
the disagreement between the exact solution {x =  0 ) of x 2 — 0  and the solution of the 
linear model (a: =  1.5).
The motivation for varying the convergence tolerance is now clear: Why require that 
the solution of the linear model be highly accurate early on in the Newton process when 
the nonlinear model will not show the same degree of accuracy? By having a more 
relaxed convergence tolerance earlier on in the process, time is saved by requiring fewer 
iterations to be performed by the linear solver, and therefore hopefully decrease the 
solution time.
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F ig u re  5 -1 : Example of disagreement between nonlinear function and linear model: The 
function y = x 2 (dashed line) has solution x = 0 , but the linear model y based on the 
point x =  3 (dot-dashed line) has solution x =  1 .5 .
5.1.2 The Inexact N ew ton  algorithm
W e  can now d e ta il th e  re su ltin g  a lg o r ith m , an In e x a c t N e w to n  m e th o d  [17]:
A lgorithm  5.1 IN  - Inexact Newton Method
1 . S tart: C hoose
2. Itera te : F o r k =  1 , 2 , . . .  u n til ‘co n verg ed ’ , do: 
F in d  som e rjk G [0 ,1 )  and  6x th a t  satis fy
(5 .4 )
S et x<fe+1> =  x<*> +
So i t  is th e  choice o f  th e  r]kte rm s  (n o t to  be confused w ith  th e  used in C h a p te r  
2) th a t  d e te rm in e  how  ac c u ra te ly  th e  a lg o r ith m  solves th e  lin e a r m o d el eq u a tio n s . T h e
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role of rjk can be thought of as forcing ||F (a:^ ) +  J(a;^)fa:|| to be small in some sense, 
and thus is often referred to as a forcing term, and {77^} a forcing sequence.
5 .1 .3  R ates o f convergence
The local convergence of such an inexact method is governed by the forcing term. Under 
assumptions that the function is continuously differentiable in a neighbourhood 
of the exact solution =  0), the Jacobian J (x (*))) is non-singular, and that
the Jacobian is Lipschitz continuous at with constant A:
| | J ( x ) - J ( x w )|| < A||* -  x<*)||
for x near 2^*), Dembo, Eisentat and Steihaug [17] show the following results: If is 
sufficiently close to and
0 5: Vk — %iax ^ 1 (5*5)
for each k, then (z^)}  converges to ^-linearly in the ||.||* norm defined by
IHI. =  | | / (*W )« ||
for v G R n, with asymptotic rate no greater than 77max- Further, if
lim r]k = 0, (5.6)
k —»-oo
then convergence is g-superlinear, and if
% =  0(||-F(x(i,))||), (5-7)
then convergence is ^-quadratic.
5 .1 .4  O versolving
Eisenstat and Walker [26] introduce the concept of oversolving. At a point away from
the solution, if an rjk is chosen that is too small, then the resulting step may result in
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considerable disagreement between F  and its local linear model. This oversolving of the 
Jacobian equation may yield little or no decrease in the value of ||F ||, and therefore take 
us not much nearer the solution. Since we are using iterative methods to perform the 
solution of (5.1), then requiring an increased level of accuracy will add to the expense 
of the solution. Thus a less accurate approximation to the full Newton step will be 
cheaper to calculate and may be just as effective.
5.2 Choosing rjk
We are now faced with the task of choosing the rjk terms to effect the inexact Newton 
algorithm 5.1. We know from section 5.1.3 it is possible to obtain linear, superlinear or 
quadratic rates of convergence near to the exact solution x(*\ if the sequence {rjk} is 
chosen to satisfy the relevant requirements (5.5), (5.6) or (5.7). We will present several 
choices for the sequence, representing a reasonable cross-section of the literature.
5.2 .1  C hoice 1
The first choice is very unsophisticated, and was suggested by Cai, Gropp, Keyes and 
Tidriri [13]:
r}k =  10-4 .
As this only satisfies (5.5) and neither of (5.6) or (5.7), then an inexact Newton method 
with this choice of forcing term will result in linear convergence of the algorithm near the 
solution. This choice may also require a higher level of accuracy earlier in the Newton 
iteration than other choices, possibly resulting in oversolving.
5 .2 .2  C hoice 2
Brown and Saad [9] choose
1
*7* — 2H T ’
5.2. CHOOSING r)K 12 2
C h a p t e r  5
resulting in superlinear convergence as both (5.5) and (5.6) are satisfied. For small 
values of k , this choice allows relatively inaccurate approximations to the exact Newton 
step to be made, hopefully avoiding oversolving the inexact Newton equation (5.4).
5 .2 .3  C hoice 3
The third choice of forcing term is one suggested by Dembo and Steihaug [16]:
Near to we would expect the ||.F(2: ^ ) | |  term to be the minimum, and this should 
result in quadratic local convergence, since it satisfies (5.7). Also, this choice should , 
avoid oversolving early in the Newton process since for small k , r)k will be relatively 
large.
5 .2 .4  C hoice 4
This choice is one of three presented by Eisenstat and Walker in [26]:
/  iif (*w.)u V 
% 7  ( ||F (x (* -')) || J  ’
with 7  £ [0,1]. The other alternatives presented in this paper reflect the agreement of F  
with the local linear model of F  at the previous step in an attempt to avoid oversolving. 
However, these choices are more expensive to evaluate than the one presented above, 
and Eisenstat and Walker remark that experiments completed in [26] demonstrate that 
the choice we will use also results in little oversolving in practice. Like choice 3, we 
can expect local quadratic convergence with choice 4, and Eisenstat and Walker suggest 
that this choice has the advantage over other choices in that it is not sensitive to the 
scaling of F.
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5 .2 .5  C hoice 5
The final choice is a heuristical one similar to Choice 1 , but takes account of the ill- 
conditioning which results in poor agreement between the norm of the preconditioned 
residual and the actual achieved error norm (see, for example, Table 3.1). rjk is defined 
as
u
T J k  ~  IF*
where u> 6  [0,1] is some weight value. Clearly, with u; =  0, this choice reverts back to the 
standard Newton’s method. This choice may suffer from the same drawbacks as Choice 
1, but both (5.5) and (5.6) are satisfied, so local convergence should be superlinear. 
Compared to Choice 2 , even for u  =  1  this choice produces smaller forcing terms, 
resulting in more accurate linear solves throughout the nonlinear iteration.
5.3 Im plem entation
The FLUGMR algorithm will be used as the linear solver, with the convergence tolerance 
being set to 77fc||F|| as per (5.4). Two other measures are included to ensure robust 
convergence of the algorithm:
5.3 .1  G lob alisation
The majority of the literature concerning inexact Newton methods advocate not using 
the IN algorithm 5.1 on its own, but with some form of global convergence scheme; 
examples are given in [9, 25, 26, 70]. Backtracking is a popular strategy to ensure glob­
alisation, although more elaborate methods based on trust region methods are presented 
in [25].
The SPEEDUP nonlinear solver has a global convergence strategy implemented in both 
the full Newton and approximate Newton algorithms. If no reduction in ||F || has been 
observed for a number of iterations (the default is 1 0 ), then the solver will return to 
the best solution point #(best) and take half the Newton (or approximate Newton) step
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^(best)^ an(j iteration proceeds with the new step defined as:
=  z(best) +  0.5 <fa(best).
Such an approach is often called ‘damped Newton’. It is this approach that we will use 
to try to ensure global convergence of the Newton process.
5 .3 .2  C onvergence safeguard
We will also use the same sort of safeguard for the convergence criterion as we did for 
the black-box solver (§4.3.2) to counteract the possible effects of ill-conditioning in the 
preconditioned linear system (§4.2): If a zero inexact Newton step is detected and the 
inexact Newton iteration has not converged, then
rjk < -  1 0 ~2T]k
and the inexact Newton procedure is continued.
We will now present results of the five different choices presented in §5.2 applied to 
various SPEEDUP integration runs from Chapter 4.
5.4 Examples
5.4 .1  E xam p le  1: B T X  separation  colum n
This is the same flowsheet as Example 1 in Chapter 4 (§4.4). As before, this example 
will be used to see if the inexact Newton methods are a viable solution method for 
this fairly simple SPEEDUP flowsheet. The number of nonlinear iterations and the 
number of S o l v e , Fa c t o r i s e , Fa s t Fa c  and A n a l y s e  calls required for the large 
block (n = 927) during the iteration, and the total CPU time to complete the iteration 
are shown in Table 5.1. Choice 4 is used with values of 7  of 0.5, 0.7 and 0.9 (in [26], a 
value of 7  =  0.9 was found to give best results). Choice 5 is tried with values of u  of
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1 0 “5, 1 0 “ 7  and 1 0 “9.
Choice Its S o l F F a c Fa c A n a CPU secs
1 1277 5005 0 1 1 69.61
2 3313 15667 3 1 1 172.93
3 2748 12203 1 0 1 1 142.08
4, 7  =  0.5 2007 10561 39 1 1 119.88oII 2055 10825 39 1 1 122.3505oII 2073 10814 39 1 1 122.54
5, w =  10" 5 1374 7480 2 1 1 88.98
5, w =  10" 6 1246 7074 32 1 1 84.22
5, LJ = 10- 7 1235 7352 42 1 1 86.16
FLUGMR(5,0)
1223 8740 357 1 1 85.56
Table 5.1: Results for various choices of forcing term for an inexact Newton method 
applied to Example 1. The CPU timings are for the entire integration, whilst the solve, 
factorisation and analyse counts are for the largest block (n = 927). All FLUGMR runs 
had a maximum subspace length of m = 5 and rm3iX=0. These results were calculated 
on an IBM RS6000 3CT machine with 128Mbytes o f RAM.
As we can see, Choice 1  is easily the most efficient candidate, requiring the fewest S o l v e  
Fa s t Fa c  and Fa c t o r i s e  calls for the integration. Indeed, only one preconditioner is 
needed. This results in better performance than the black-box solver.
Choice 5, with an optimal value of u> = 10-6 , is roughly similar in performance to the 
black-box method, requiring fewer S o l v e  and Fa s t Fa c  calls, but at a cost of more 
Newton iterations.
Choices 2 and 3 resulted in a large increase in the number of Newton steps, and this is 
also reflected in the increased number of S o l v e  calls. This caused significantly slower 
performance than the black-box solver.
Choice 4 also resulted in more Newton iterations and S o l v e  calls, and performance is 
also slower than the black-box method, although not to the same degree as for 2 and 3. 
It was noted that Choices 2, 3 and 4 all required significant numbers of adjustments to 
the convergence tolerance due to the convergence safeguard (§5.3.2).
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5 .4 .2  E xam p le  2: P lan t 3
This example was first considered in Chapter 4 (§4.5). It has a largest nonlinear block 
of size 5231, and the integration consists of 667 timesteps. The number of nonlinear 
iterations and the number of S o l v e , F a c t o r i s e , F a s t F a c  and A n a l y s e  calls required 
for the large block during the iteration, and the total CPU time to complete the iteration 
are shown in Table 5.2. Choice 4 is used with values of 7  of 0.5, 0.7 and 0.9 (in [26], a 
value of 7  =  0.9 was found to give best results). Choice 5 is tried with values of u; of 
1 0 " 3, 1 0 " 4, 1 0 " 5 and 1 0 " 6.
Choice Its S o l F F a c F a c A n a CPU secs
1 2570 16220 56 9 1 1160.74
2 5494 25164 71 9 2 1674.02
3 4527 19888 53 9 1 1415.10
4, 7  =  0.5 3367 16201 81 1 1 1 1212.92
0IIc~ 3297 16081 75 1 1 1 1197.33
II O CO 3494 17240 91 1 2 2 1247.48
5, u  = 10~ 3 2151 12941 73 1 0 1 980.89
5, w = 10“ 4 2044 12787 87 1 1 2 971.87
5,oj = 1 0 ~ 5 1883 12458 116 1 2 2 942.65
5, u) =  10“ 6 1838 12643 145 13 2 992.22
FLUGMR(6,0)
1828 12749 307 2 1 7 959.06
MA28 FASTNEWTON
3442 3442 1852 19 19 763.78
Table 5.2: Results for various choices of forcing term for an inexact Newton method 
applied to Example 2. The CPU timings are for the entire integration, whilst the solve, 
factorisation and analyse counts are for the largest block (n = 5231). All FLUGMR runs 
had a maximum subspace length of m = 6  and rmSLX=0. These results were calculated 
on an IBM RS6000 3CT machine with 128Mbytes of RAM.
Unlike the BTX example, Choice 1 is not faster than the standard black-box method for 
this Example. Although reducing the approximate1 average CPU seconds per Newton 
step from 0.52s to 0.45s, and the average number of S o l v e  calls per Newton step from 
6.97 to 6.31, the increase in the number of Newton steps required to complete the 
integration results in slower performance.
1T h e  a v e ra g e  is c a lc u la te d  u s in g  th e  t o t a l  n u m b e r  o f  C P U  s e c o n d s  fo r  t h e  i n t e g r a t io n ,  w h ic h  in c lu d e s  
t h e  s o lu t io n  o f  t h e  s m a lle r  b lo c k s  in  t h e  d e c o m p o s i t io n
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Again, Choices 2 and 3 are much slower than the black-box method, requiring many 
more Newton steps. Choice 4 results in a similar performance, although again, not as 
bad as either of Choices 2 or 3. The value of 7  has little effect on the performance of 
Choice 4.
So it is Choice 5 that produces the best results for this example, managing a faster 
solution time than the black-box method with a value of u  — 10~5. However, the 
performance increase is not large, and the direct method is still significantly faster.
Once again, Choices 2 , 3 and 4 all required many adjustments to the convergence tol­
erance due to the convergence safeguard.
5.5 Conclusions
The results presented in this chapter indicate that whilst faster solution times requiring 
both fewer Fa c t o r i s e / F a s t Fa c  calls and fewer S o l v e  calls are possible using inex­
act Newton methods, the increase in performance is not significant. Therefore, the 
FLUGMR algorithm is still not as fast as the best direct method. For the real-world 
problem in Example 2, the performance difference between the black-box method and 
the best choice was negligible.
The different forcing terms produced varying results, with those resulting in fewest 
Newton steps producing the fastest results. This can be easily explained: Fewer steps 
means fewer GMRES iterations and therefore fewer S o l v e  calls - the number of Fa c ­
t o r i s e / F a s t Fa c  calls appears to be secondary to this in determining optimum perfor­
mance.
Choice 1 was the best for the BTX example, but for Example 2 was not as good 
as the ordinary black-box FLUGMR method, in spite of a reduced average time per 
Newton iteration, as more of these iterations were required. Choices 2 and 3 gave a 
significant increase in the number of steps for both examples, thus resulting in their 
poor performances. Choice 4 produced similar results for various values of 7 , and was 
generally better than Choices 2  and 3. However, it is Choice 5 that gave the best results
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for Example 2, requiring slightly more Newton iterations than the black-box method, 
but at a lower cost per iteration. The number of S o l v e  calls was similar in both these 
cases, but the inexact method required fewer Fa c t o r i s e / F a s t Fa c  calls.
It seems that it is the attempts to avoid oversolving by the more sophisticated choices 
that result in the slower performance. This is likely to be because of the observed 
poor agreement between the size of the preconditioned GMRES residual and the actual 
error, and therefore the value of ||F(a;)||. Whilst the analysis, which does not take this 
disagreement into account, predicts a reduction in ||F(:r)|| related to the residual norm, 
this reduction is not necessarily observed with problems from SPEEDUP flowsheets. 
The choices that require a tighter tolerance earlier in the Newton iteration (1,5) cause 
this disagreement to be smaller by insisting on a more accurate approximate solution 
for a given step. This can be verified by considering the smaller number of adjustments 
to the tolerance by the convergence safeguard (§5.3.2) for these two choices compared 
to the other three. Thus whilst the Newton steps are not as cheap as they could be, 
they are on average cheaper than the steps required for the black-box solver examined 
in the previous chapter.
The next chapter will consider other iterative methods as an alternative to GMRES, 





In the previous chapters, we have considered the performance of the GMRES iterative 
solver. As was mentioned in Chapter 2, there are a number of other Krylov sub­
space iterative methods for nonsymmetric linear systems. The aim of this chapter is 
to present some examples of these solvers, and examine their performance on precon­
ditioned SPEEDUP problems. As was mentioned in §2.2, there are three categories of 
Krylov subspace solvers:
a) Methods based on the normal equations
b) Methods employing orthogonalisation techniques
c) Methods employing biorthogonalisation techniques
GMRES is a type b) method: It produces an /2 -orthogonal basis for JCk, which it uses 
to produce optimal approximate solutions on the subspace. The disadvantage of this 
category of method is that the cost of the orthogonalisation process grows with the iter­
ation number. Generally, methods of types a) and c) use short recurrence relationships 
to generate iterates, and so have a fixed amount of work associated with each iteration.
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This means that such methods can be run without being restarted, unlike the GMRES 
algorithm. We shall first examine type a) methods, based on the normal equations.
6.2 M ethods based on the Normal Equations
6.2 .1  Form ing th e  norm al equations
The conjugate gradient (CG) method [35] is the method of choice for the solution of 
linear systems (2.1) where the coefficient matrix A is symmetric positive definite (SPD). 
It has the properties that iterates are generated using a 3-term recurrence relation, and 
these iterates satisfy an optimality property. Since SPEEDUP matrices are not SPD, 
we cannot apply CG to these problems directly. However, we can form an SPD system 
by multiplying (2 .1 ) by AT:
A t Ax = ATb. (6.1)
This has the same solution as (2 .1 ) and can be solved using the CG method. This 
method is often denoted by CGNR, for residuals, since the A-norm (see §6.2.2) of the 
CGN residuals is minimised over the Krylov subspace.
The system (6 .1 ) is not formed explicitly, rather the action of AT on a vector is required. 
For some applications calculating this action is not possible, but for SPEEDUP problems 
it is freely available.
This method uses a different Krylov subspace to that used by the other two classes (2.2): 
Iterates Xk are produced such that
%k € x 0  +  fCk(ATA ,r0). (6.2)
This means that two matrix-vector products (one with A, the other with AT) are re­
quired at each iteration, compared to a single one for other Krylov methods. The use 
of the normal equations also means that whereas the convergence of the standard CG 
method is governed by the spectrum of A (see Kelley, [38]), the convergence of CGN is 
governed by the spectrum of ATA, namely the singular values of A.
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6 .2 .2  C G  itera tion
If A is SPD, the conjugate gradient method produces iterates Xk which minimise the 
A-norm,
IMU = V  xT Ax, (6.3)
of the error over the space S  =  xo+K,k ((6.3) defines a norm since A is SPD). Properties 
such as finite termination can be proved in a similar manner to those for the GMRES 
algorithm (see, for example, Johnson [37, §7.3]).
The standard result ([15, 37, 38]) regarding CG convergence relates the kth  error norm 
to the initial error norm:
||*fc -  x \\a  <  2 | | * 0 -  x \\a
V'«2(A) -  1 (6.4)
where x is the exact solution to (2.1) and K2 {A) is the standard condition number of A. 
The eigenvalues of ATA are the squares of the singular values of A, with eigenvectors 
given by the right singular vectors of A. We can thus state that the convergence of CGN 
is governed by the singular values of A. It is easily shown that the condition number 
k 2 {At  A) =  k2 (A)2:
x (a t A) 
^ A )  =  - ^ r l )  =
Ai
-  *2 (A)2,
and so we can obtain an expression for the rate of convergence of CGN,
\ \ x k - x \ \ A TA <  2 \\x 0 - x \\a t a
k2(A) -  1
k 2 (A) +  1
(6.5)
compared to (6.4) for standard CG. The main point of note is that we have lost the 
square root in the convergence coefficient. Thus for even moderate values of k 2 (A), we 
can expect to see very slow convergence for CGN.
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6 .2 .3  R eu sin g  precon ditioners
We saw in Chapters 3 and 4 that it is possible, desirable in fact, to use a preconditioner 
to solve many subsequent linear systems. We can show that it is likely that precondi­
tioners applied to the normal equations will not possess this property when applied to 
SPEEDUP problems. Recall from §3.5.1 that we considered the sequence of Jacobian 
matrices in the form
Ji — J\ +  D/, 1 = 2 , . . . ,
then if the value of ||M _1 D/|| is ‘small’ for a preconditioner M  derived from J\ (for 
example, an exact factorisation of Ji), then this preconditioner can be expected to yield 
good convergence for the iterative method to which it is applied. We can reasonably 
expect ||Af- 1 Di|| to be small if ||D/|| is small (although results from Chapter 4 have 
shown that rapid convergence is possible even with relatively large values of D{).
If we consider the matrices J f  Ji in the same manner as above, we have
j J  J, =  J f  Jx +  D j  ^  +  Jf  D, +  D f  D,. (6.6)
If we apply a preconditioner generated from J\ to the normal equations (6 .6 ) (recalling 
that left and right preconditioning is required to preserve symmetry), then we obtain 
an equivalent quantity to ||M - 1 D/|| in the form
|| M i { D j j x +  J?D, +  D j D , ) M 2 II,
where M \  and A t2 represent the preconditioning. As before, we can reasonably expect 
this quantity to be small if \\D f J\ +  J f  Di +  DfDi\\ is small. However, this quantity 
will not necessarily be small even if Di is small. If we look at Example 3 from §3.3, we 
can see that this value is several orders of magnitude larger than ||D/||, suggesting that 
preconditioners generated from J\ may give poor performance with this algorithm. This 
confirmed in §6.2.4, which shows the poor performance of CGN applied to SPEEDUP 
Jacobians when preconditioned with a factorisation of a previous Jacobian.
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I I I A H || D ' i ' h  +  J { D i  +  D { D l ||
2 1.64 x 102 8.49 x 104
3 3.37 x 102 9.04 x 106
4 1.64 x 102 8.49 x 104
5 1.32 x 103 5.11 x 107
6 1.64 x 102 8.49 x 104
Table 6.1: Values of ||-D/|| and \\D jJ\ +  Di +  D f Di\\ from Jacobian matrices from 
Chapter 3 Example 3.
6 .2 .4  N u m erica l E xp erim en ts
We can now examine the effectiveness of using preconditioners generated from previous 
Jacobians in conjunction with CGN iteration. To preserve symmetry, we must apply 
the preconditioning matrix M  twice, once to each matrix-vector product. This gives us 
the preconditioned system
(M ~l A)T M ~l A =  At M ~t M ~1A = ATM ~Tb. (6.7)
Recalling (6.5), then we can examine the condition number of our preconditioned sys­
tems to see what sort of effect the preconditioning may have on the convergence of the 
algorithm. Using the preconditioner that was found to be most effective in Chapter 3,
i.e. a factorisation of a previous Jacobian, it can be seen that whilst conditioning is 
improved slightly, we can still expect poor convergence from the CGN algorithm when 
applied to these examples. Table 6.2 shows the condition numbers for Example 3 from 
Chapter 3. Some convergence curves are shown in Figure 6-1 for three Jacobians from 
Example 3, Chapter 3.
I (Jl) ^ (M fV /)
2 2.58 x 1013 8.52 x 1010
3 3.30 x 1014 1.39 x 1014
4 2.75 x 1014 7.89 x 1011
5 1.41 x 1012 7.17 x 1012
6 7.58 x 1013 2.04 x 1011
Table 6.2: Values o f K2 (M1 1 J/) from Jacobian matrices from Chapter 3 Example 3.
6.2. METHODS BASED ON THE NORMAL EQUATIONS 134






10' 60 70 80 9010 20 30 40 50
I te ra t io n  n u m b e r k
100
F ig u re  6 -1 : Convergence curves for CGN  applied to Jacobians from example 3, Chapter 
3, preconditioned with the exact inverse o f  J \ .  Solid line: J 2 , dash-dotted line: J4, 
dashed line: J 5 .
T h is  fig u re  shows th e  p o o r p erfo rm an ce  th a t  w as p red ic ted  by th e  c o n d itio n  num bers. 
W h ils t  G M R E S  w as converg ing  in 3, 7 and 36  ite ra tio n s  resp ec tive ly  fo r Jaco b ians  
J2, J4 an d  J 5 , w e see th a t  C G N  is has n ot p roduced  a  su ffic ien tly  ac c u ra te  a p p ro x im a te  
so lu tio n  a f te r  100 ite ra tio n s  fo r each Ja co b ia n , and fo r J 5  has n o t m ad e  a  s ig n ifican t 
re d u ctio n  in th e  residual n orm  a t  a ll. F ro m  these resu lts , w e can conclude th a t  C G N  is 
n o t an e ffec tive  so lver fo r prob lem s aris ing  fro m  S P E E D U P  in te g ra tio n  runs. T h is  is n o t  
su rp ris in g , as so lv ing  th e  n o rm a l eq u ation s is g en era lly  considered to  be a  p o o r m e th o d  
fo r n o n -s y m m e tric  lin e a r system s (fo r special cases w h ere  i t  is an e ffective  ap p ro ac h , see 
fo r e x a m p le  F reu n d  et al. , [28 ]).
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6 . 3  B i o r t h o g o n a l i s a t i o n  m e t h o d s
6.3.1 T he Lanczos m ethod
So fa r , w e have seen K ry lo v  m etho d s w hich  use o rth o g o n a lis a tio n  to  p ro du ce o p tim a l 
i te ra te s  ( G M R E S ,  C h a p te r  2 ) ,  b u t a t  a  cost o f  re q u irin g  increasing  a m o u n ts  o f  a r ith ­
m e tic  an d  w orkspace as th e  ite ra t iv e  process proceeds, an d  C G -ty p e  m e th o d s  ap p lied  
to  th e  n o rm a l eq u atio n s  ( 6 . 1 ) w hose ite ra te s  are  u n ifo rm ly  cheap to  p ro du ce b u t w hose  
convergence is to o  slow to  be effective .
M e th o d s  t h a t  em p lo y  biorthogonalisation  techn iques are  a  co m p ro m ise: T h e ir  ite ra te s  
d o  n o t sa tis fy  a  s tr ic t o p t im a lity  p ro p e rty  like  th e ir  G M R E S  c o u n te rp a rts , ins tead  th e y  
s a tis fy  som e q u a s i-o p tim a lity  p ro p e rty  on th e  sam e K ry lo v  subspace. H o w eve r, like  C G  
m e th o d s , th e  ite ra te s  are  ava ilab le  a t  a  u n ifo rm  cost per ite ra te .
T h e se  m e th o d s  are  based on ideas firs t deve loped in th e  n o n -s y m m e tric  L anczos m e th o d ,  
proposed by Lanczos in 1950 [40]. T h is  a lg o r ith m  reduces a  gen era l m a tr ix  A  E R nxn  
to  tr id ia g o n a l fo rm . T h e  a lg o r ith m  s ta rts  w ith  tw o  n on -zero  n -d im e n s io n a l vecto rs  v\ 
an d  w\  an d  genera tes  sets o f  basis vectors {u t }  and  {tU t} fo r th e  tw o  K ry lo v  subspaces  
fCk(v\, A) and  /Cfc(tui, A T) respectively , s u b je c t to  th e  bi-orthogonality condition
T h e s e  bases have th e  p ro p e rty  th a t  th e y  can be co n stru cted  w ith  o n ly  th re e -te rm  re­
cu rrences. I f  w e d en o te  th e  coeffic ients o f th e  recurrence re la tio n sh ip s  by and  7 i,
wf vi  =  Si,3- (6 .8)
th e n  w e can d efine th e  tr id ia g o n a l m a tr ix  h {6  ^ E as
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and Hk £ R kxk as
H k  = [ I k  0]//<e). (6.10)
If we write the two bases in matrix form,
Vh = [v \v2 . . .  v j ,  Wk = [wi w2 . . .  wk], 
then we can relate A , Vk, W*; and Hk by.
AVk = VkHk,
(6 .11)
(cf. (2.9)) and the biorthogonality condition (6.8) can be written
W £ vk = h ,
where Ik is the k dimensional identity matrix.
6 .3 .2  B icon ju gate  G radients
The Biconjugate Gradient algorithm (BCG) is a Krylov subspace method originally 
proposed by Lanczos in 1952 [41]. Like the Lanczos method described above, it produces 
bases for two Krylov subspaces subject to a biorthogonality condition. The algorithm 
is started with two vectors ro =  b — Axo and rb, where rb is a user-supplied vector, 
often set to ro. Sequences of residuals {rk} and {rk} such that rk £ ICk(A,ro) and 
f k E /Cfc(AT,fo), and subject to the biorthogonality (Galerkin) condition
r^w  = 0 for all w £ ICk(AT ,fo). (6.12)
There is a residual polynomial pk £ Vk such that
rk = pk(A)r0 and rk = pk(AT)r0. (6.13)
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Since the BCG iterates are in the same subspace as the GMRES iterates, Lemma 2.1 
gives us that
l l ^ M RES|b  <  l | r f C G | | 2 , ( 6 .1 4 )
so GMRES will always reduce the residual norm more rapidly than BCG provided it is 
not restarted: However, if many iterations are needed, the amount of work needed to 
reduce the residual by some fixed amount may be more for GMRES due to the increasing 
cost of the GMRES iterates. We will now describe the BCG algorithm:
Algorithm  6.1 BCG - Bi-conjugate gradients
Start: Choose xo. Set q0 = ro — O'* 1 o
Choose fo, ro 0, and set go = ,  po = r j r 0.
Iterate: For j  = 1 ,2 ,...  until satisfied do:
( T j ~ i  — q l- iM k - i ,
a j - 1 - Pk-1 / &k—1?
x k = 1Jie
+1Ji
rk = rk-i ~ afc-i
Tk = ^k—1 &k—1-
and
Pk = r l r k,
Pk = Pk/pk-i,
Qk = rk +  pkqk.
Qk = rk +  pkqk.
If rk =  0 or rk =  0, stop.
From this, we can see how the iterates are formed using only short recurrence relation­
ships, whereas the GMRES algorithm (Algorithm 2.2) requires an increasing amount of
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work as j  increases. However, unlike GMRES, BCG iterates do not satisfy any optimal­
ity property such as (2.6). Indeed, BCG iterates can suffer wild oscillations in the norm 
of the residual, ||rfc||2 , or more seriously, the algorithm may break down completely. 
Examining step 2  of Algorithm 6 .1 , then we see that BCG will fail at the k t h  step if
ql_xAqk - 1  =  0 when f k - 1  /  0, r fc_i ^  0, (6.15)
or if
=  0  when rk - 1  ^  0 , rjt_i ^  0 . (6.16)
The first of these breakdowns (6.15) occurs when there exists no BCG iterate that 
satisfies the Galerkin condition (6 .1 2 ). The second type of breakdown is due to failure of 
the underlying non-symmetric Lanczos algorithm, which can have a serious breakdown. 
As well as (6.15) and (6.16) being satisfied exactly, the use of finite-precision arithmetic 
means that numerical instability can be caused by very small values on the right-hand 
sides of the equations. Due to the possibility of breakdowns, BCG does not possess a 
finite convergence property such as Theorem 2.1 for GMRES.
Due to these reasons, BCG is not a, widely used method, and alternatives were sought 
which preserved the low work and storage requirements of BCG but improving the 
robustness of the algorithm.
6 .3 .3  CG S and B i-C G ST A B
One such method is the Conjugate Gradient Squared (CGS) method proposed in 1989 
by Sonneveld [62], whose iterates satisfy the relation
rk = pk(A)2r0
where pk is the BCG polynomial from (6.13). Note that the power of two on the 
polynomial gives the algorithm its name. Nachtigal, Reddy and Trefethen [49] state 
that CGS typically converges (or diverges) faster than BCG by a factor between 1  and 
2 . Now p\ £ V 2 k, so we can again use Lemma 2 . 1  to compare GMRES and CGS
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residuals to obtain
.GMRES
By a rearrangement of Algorithm 6.1, CGS eliminates the need for the action of AT on 
a vector, and becomes reliant merely on the action of A on a vector. Whilst this is not
an issue for SPEEDUP problems where the transpose is freely available, it makes CGS 
more attractive for other applications where this is not the case.
Whilst the CGS method converges faster than BCG, it is still susceptible to breakdowns 
for the same reasons as BCG, and still possesses erratic convergence behaviour in the 
residual norm. The Bi-CGSTAB algorithm proposed by Van der Vorst in 1992 [67] 
has been shown to have the fast convergence properties of CGS but with a smoothly 
converging residual norm. Van der Vorst observed in [67] that although the oscillations 
of the CGS residual norm do not seem to affect the overall convergence of CGS, this 
is not necessarily the case. The practical effect in some situations is that large local 
peaks in the convergence curve result in cancellation caused by large corrections to the 
current iterate, resulting in loss of accuracy. Results in [67] show that in these cases, 
BiCGSTAB is much more efficient than CGS. However, it shares the failing of both BCG 
and CGS that breakdowns are possible. Nachtigal, Reddy and Trefethen construct a 
2  by 2  example on which BCG, CGS and BiCGSTAB will break down, namely the 
skew-symmetric matrix
if the initial vector tq is real, and assuming fo = tq. However, in their discussion they
these methods turn out to be effective. It is the BiCGSTAB method that we will use to 
examine the effectiveness of this type of method on SPEEDUP problems in the following 
set of numerical examples.
6 .3 .4  N u m erica l E xp erim en ts
We will now apply BiCGSTAB preconditioned by an exact LU factorisation of the 
Jacobian J\ to matrices from Chapter 3, Example 3. The results are shown in Table 6.3.
comment that even given the possibilities for breakdown, it is remarkable how frequently
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If we compare these to the GMRES results for the same matrices shown in Table 3.1, 
then we can see that for the majority of the Jacobians, BiCGSTAB converges to the 
required tolerance in a similar number of iterations to the GMRES algorithm. Two 
points of interest are raised by these results. The first is that BiCGSTAB appears to have 
greater difficulty in producing an accurate solution for matrix J 5 than GMRES, requiring 
1 0 2  iterations as opposed to the 36 required by GMRES. The convergence curve for this 
example is shown in Figure 6 -2 , and it shows the oscillatory behaviour typical of BCG- 
type methods. The GMRES convergence curve for this example is also shown on this 
figure for comparison. Since the convergence behaviour of BCG-type methods is not 
nearly as clearly understood as that of GMRES or CG(N), it is not possible to explain 
why BiCGSTAB should take many more iterations than GMRES. The second point 
of note is that BiCGSTAB yields a much more accurate approximate solution than 
GMRES for the example matrix Jq. Again, due to the lack of convergence theory, an 
explanation for such behaviour is not possible, but due to (2.45), it is possible that the 
BiCGSTAB residual is deficient in eigendirections corresponding to small eigenvalues of 
the preconditioned systems.
I k I N I 2
2 2 7.58 x  10~6
3 17 2.67 x  1 0 -^
4 7 1.76 x 10"7
5 102 5.80 x 10"8
6 4 1.57 x  10"14
Table 6.3: Results of using M\ =  J\ as a preconditioner for BiCGSTAB applied to 
Jacobian matrices from Example 3. Table shows the value o fk  required for BiCGSTAB 
residual norm to be less than 1 0 -8 , and the error norm given by the kth iterate.
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F ig u re  6 -2 : Convergence curves for BiCGSTAB (solid line) and GMRES (dashed line) 
applied to matrix J$ preconditioned with an exact inverse of matrix J\ from example 
three, Chapter 3.
W e  can use B iC G S T A B  as an a lte rn a tiv e  i te ra t iv e  so lver to  G M R E S  in  S P E E D U P  
in te g ra tio n  runs. B y  a  s im p le  m o d ifica tio n  o f a lg o r ith m  4 .1 , w e o b ta in  th e  fo llo w in g  
a lg o r ith m :
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A lgorithm  6.2 FLUBiCG
1. S ta rt: Calculate M -1 =  J-j-1. Set 6x =  —M ~ 1f(x)
2. I te ra te : For / =  2 ,3 ,.. .
Apply BiCGSTAB, subject to a maximum of m  iterations, to
M -'J iS x  = —M ~ 1f(x) .
If converged then set
x <— x +  6x , / =  / +  1, 
else calculate new preconditioner:
A T 1 =  J f 1.
Goto 2.
This is essentially the same as the FLUGMR algorithm from Chapter 4, except there is 
no need to restart the BiCGSTAB iteration. This only leaves the decision of how many 
iterations to run BiCGSTAB for.
The impact of the growing cost of standard (non-restarted) GMRES was seen to be 
negligible in Chapter 4, due to the optimal value for the subspace length m  being 
small (m=5 or 6). We may also recall that profiling revealed that the S o l v e  phase of 
the preconditioner required the largest amount of CPU time when this optimal value 
was used. Thus it may be expected that BiCGSTAB, which requires twice as many 
preconditioned matrix-vector multiplications per iteration as GMRES, may not be able 
to compete with GMRES.
As an initial example, we will return to the BTX problem first presented in Chapter 4. 
This poses no real-time issues but provides a good basis for examining the relative per­
formances of preconditioned GMRES and BiCGSTAB. As for GMRES, we will attem pt 
to determine the optimal number of iterations to allow before we calculate a new pre- 
conditioner. The results for varying values of subspa.ce length m  are shown in Table 6.4.
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As we can see, for comparable subspace lengths, BiCGSTAB is slower than GMRES.
m CPU Time S o l v e Fa s t Fa c
1 7 6 .2 5 8 390 43 9
2 8 7 .31 10767 4 0 4
3 9 7 .1 4 13117 395
4 107 .12 15467 389
5 117 .4 8 17817 379
6 6 6 .8 6 8 675 376
7 6 9 .8 8 9452 365
8 7 2 .4 3 10133 356
Optimal GMRES
5,1 8 4 .8 0 8 744 357
Direct Method
4 3 .9 812 812
Table 6.4: Results of BiCGSTAB as an iterative solver in SPEEDUP for the B T X  , 
problem. All runs 1 F a s t F a c  and 1 A n a l y s e  call. Shown for comparison are values 
for the optimal GMRES method and the direct method.
Unlike GMRES, the fastest run was with a subspace of length 1 (from Chapter 4, we 
saw that the optimal value of m  for GMRES was generally 5 or 6). This implies that, 
for this example at least, the most effective BiCGSTAB is one with subspace length 0, 
i.e. just the direct solver.
When we apply BiCGSTAB to a more serious example from Chapter 4, we find that 
a breakdown occurs during the integration with (6.16). Whilst this breakdown is de­
tectable and can be worked around, it results in having to use the direct solver to 
continue the integration. If breakdowns occur regularly, then this may require many 
additional factorisations, which is what we are trying to avoid by using an iterative 
solver in the first instance. In view of this, and the inferior performance of BiCGSTAB 
relative to GMRES indicated by the BTX example, we can conclude that BiCGSTAB 
is not as suited to use in SPEEDUP integration as GMRES. Figure 6-3 shows the 
CPU-time/real-time ratio for BiCGSTAB with m =  5 for the portion of the integration 
prior to the first breakdown, compared to that of the optimal GMRES. The ratio for 
BiCGSTAB is consistently higher than that of the GMRES algorithm.
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F ig u re  6 -3 : CPU to real-time ratio for initial part of Example 2 integration. The solid 
line is FLUBiCG(5), and the dot-dashed line is FLUGMR(5,0).
6 . 4  Q M R :  Q u a s i - M i n i m a l  r e s i d u a l s
6.4.1 Look-ahead Lanczos
T h e  b rea kd o w n  o f  th e  Lanczos m eth o d  can be avoided  by using a  ‘ lo o k -a h e a d ’ ver­
sion [54], w h e re b y  p o te n tia l b reakd o w n s are  d e tec ted  in advance, and  th e  b io rth o g o ­
n a lity  co n d itio n  (6 .8 )  is re laxed  to  a llow  th e  process to  co n tin u e . T h e  resu ltin g  m a tr ix  
1/lookahead js b lo c k -tr id ia g o n a l, as opposed to  th e  tr id ia g o n a l m a tr ix  # £ , ( 6 . 1 0 ) ,  gener­
a te d  by th e  s ta n d a rd  n o n s y m m e tric  Lanczos a lg o r ith m . T h is  process s till generates  
bases fo r th e  tw o  K ry lo v  subspaces K k{A,V\)  and ICk(A T , iu i ) ,  and  th e  basis vectors  
Vk =  [v\ . . .  vk] and  W k =  [ w i . . .  w k\ sa tis fy
AVk =  V fc /f[ookahead,
<6-17)A TW k =  W kH  lo g h e a d '  ^
w hich  should  be co m p ared  w ith  (2 .9 ) and  (6 .1 1 ) .
6.4. QMR: QUASI-MINIMAL RESIDUALS 145
C h a p t e r  6
6 .4 .2  T h e  Q M R  m eth od
In 1991, Freund and Nachtigal proposed the Quasi-minimal residual method (QMR) 
for solving nonsymmetric linear systems [29]. This method is based on the look-ahead 
variant of the Lanczos algorithm, thus addressing the problem of potential breakdown in 
BCG-type methods caused by failures in the standard Lanczos process. Its iterates are 
still formed from short-term recurrence relationships, but its iterates have the attractive 
property that they satisfy a quasi-optimality property. Recalling the GMRES algorithm 
(§2.3.3), the minimisation of (2.10) was changed from an n x k least-squares problem to 
a (k +  1) X k one (2.14) by taking advantage of the fact that the matrices A , 14, 14+i 
and Hk satisfy the relation
AVk = 14+i Hk
and that 14+i is ^-orthonormal. For the look-ahead Lanczos process, we can write a 
similar relation, i.e.
AVk =  Vfc+1£ lookah“ d, (6.18)
where # l°okahead is the same as i°okahead with the addition of an extra row whose only 
non-zero entry is hk+i}k- Now since the QMR iterates satisfy
Xk € x0 +  ICk(A,r0)
and the vectors 14 span /Cjt(A,ro), we can write
Xk = xo + Vky, y € R n,
and from (6.18), we see that
rk =  r0 -  AVky =  r0 -  VM = Vk+1 (p0ei -  H ^ ^ y ) , (6.19)
where po = ||ro||2 * We would like the iterates to satisfy a condition such as
||r* ||2 =  min ||6 -  414?/||2.
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From (6.19), we have
IM |2 =  ||V*+i(poet -  ffi‘>“kahe“dy)||2. (6.20)
Unfortunately, the matrix Vk+i is not ^-orthonormal in general, so we cannot satisfy 
the optimality property without solving an n x k minimisation property. Instead, we 
choose iterates that satisfy the quasi-optimality property
Hyoei -  t [ ookaheadM | | 2  =  min H^e, -  ||2 (6.21)
yeRk
obtained by discarding V^+i from (6.20) anyway. Thus the residuals from QMR are said 
to be quasi-minimal.
6 .4 .3  N u m erica l E xp erim en ts
As for the BiCGSTAB algorithm, we will first present results for QMR preconditioned 
with the exact inverse of a previous Jacobian matrix applied to an example from Chap­
ter 3, followed by the application of QMR with this preconditioning to a SPEEDUP 
integration run from an example from Chapter 4.
I k M l*
2 3 2.53 x 10~6
3 33 1.72 x 1(TS
4 8 3.16 x KT11
5 78 8.01 x 10"8
6 5 6.51 x IQ'10
Table 6.5: Results of using M\ =  J\ as a preconditioner for QMR applied to Jacobian 
matrices from Example 3. Table shows the value o f k required for QMR residual norm 
to be less than 10-8 , and the error norm given by the kth iterate.
Again, we may expect QMR to be more expensive than GMRES when we consider the 
fact that the optimal value of m  in the FLUGMR algorithm from Chapter 4 is small, 
resulting in little impact on the solution time of the increasing cost of GMRES iterates. 
This is again because two preconditioned matrix-vector multiplications are required
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per QMR iteration, doubling the am ount of S o lv e  calls which already dom inate the  
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Figure 6-4: CPU-time to real-time ratio (solid line) for FLU QMR applied to Exam­
ple 2 from Chapter 4. Breakdown occurs at time t=0.0107. The dashed line is for 
FLUGMR(5,0).
If we apply the FLUQMR algorithm, derived in the same manner as FLUBiCG, to 
example 2 from Chapter 4, a severe problem occurs. We have seen in §6.4.2 that the 
basis vectors generated for /Ck(A) and /Ck(AT) are not normalised. With ‘real-world’ 
flowsheets, this becomes a handicap as the ill-conditioning of the preconditioned system 
causes the vectors to exhibit enormous growth, resulting in extremely slow convergence, 
and eventual overflow at some stage of the iteration. Figure 6-4 shows the CPU-time to 
real-time ratio for FLUQMR applied to Example 2 from Chapter 4, including the break­
down at time t = 0.0107, compared to that for the optimal FLUGMR solution. This 
breakdown is not recoverable from, and would cause additional arithmetic to prevent 
and correct. In the original presentation of QMR [29], Freund and Nachtigal suggest 
using a weight matrix = diag(u;i,u;2 , . . .  ,u>n+i) where the u>j are greater than zero, 
to modify the scaling of the problem.
This approach could be used here, but an alternative approach was used. It was found 
that by insisting that F a c t o r i s e  calls are made instead of F a s tF a c  calls, the effects
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of the ill conditioning could be reduced substantially. The calculation of a new pivot 
sequence instead of using an existing one produces a linear system sufficiently well- 
conditioned to prevent the errors outlined above from occurring. The results are shown
m Its S o l v e F a c A n a CPU Time
1 1830 12612 1647 3 1838.17
2 1827 17568 847 3 1798.07
3 1829 22649 652 5 1773.07
4 1832 25550 429 5 1560.59
5 1830 29452 357 5 1680.28
6 1830 32699 316 4 1717.20
Optima GMRES
6,0 1828 12749 21 7 959.06
MA28, FASTNEWTON
3442 3442 19 19 763.78
Table 6.6: Results o f QMR as an iterative solver in SPEEDUP for Example 2. Table 
shows number o f nonlinear iterations, S o l v e , F a c t o r i s e  and A n a l y s e  calls, and total 
CPU time for the integration for various values of m. Shown for comparison are values 
for the optimal GMRES and direct methods.
in Table 6.6. As we can see, the cost of the additional work required by the F a c ­
t o r i s e  calls over the cheaper F a s t F a c  calls, and the additional S o l v e  calls mean that 
performance is significantly slower than both the optimal GMRES solver and the op­
timal direct method, in this case MA28 with the FASTNEWTON option. Unlike the 
BiCGSTAB method, which had a ‘best’ subspace length of m = 1 (ie the best result 
was not to use BiCGSTAB at all), QMR has a best value of m = 4.
6.5 Conclusions
In this chapter, we have examined three alternative iterative solvers to GMRES. All 
three were shown to have deficiencies in performance when applied to the examples in 
this thesis.
The CGN method suffered from extremely slow convergence, meaning that implement­
ing it as a SPEEDUP solver would be a futile exercise. This result was not surprising, 
given the Teal world’ nature of the Jacobian matrices we are dealing with.
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Both the BiCGSTAB and QMR methods may have been expected to perform well, 
despite the lack of convergence results concerning these algorithms. However, they 
proved slower than GMRES despite showing comparable rates of convergence on the 
test matrices. This is due to the fact that our GMRES implementation was found to 
produce optimal performance with quite short subspaces, (m =  5 or 6), and the impact 
of needing twice as many preconditioned matrix-vector multiplications weighed against 
them.
Finally, both BiCGSTAB and QMR proved unsuitable for use in SPEEDUP integrations 
due to a lack of robustness. BiCGSTAB suffered a breakdown at some stage of an 
integration. Although it would be possible to bypass such an occurrence and continue 
the integration, if this were to occur frequently, then performance would be severely 
impaired.
QMR suffered a similar breakdown, but this has more to do with the ill-conditioned na­
ture of the Jacobian matrices than the QMR algorithm. The fact that the basis vectors 
for the two biorthogonal subspaces are not scaled or orthogonalised leads to enormous 
growth in the basis vectors, resulting in overflow and breakdown. By constructing a 
more stable preconditioner, the conditioning was improved sufficiently to allow solu­
tion. However, the additional work this entails, coupled with the extra matrix-vector 
multiplications required by QMR result in much slower than GMRES.
Thus we can conclude that GMRES is the most suitable of the four iterative methods 
for solving the linear systems that occur from the integration of SPEEDUP flowsheets. 
The QMR breakdown emphasises the extreme degree of ill-conditioning present in the 
Jacobian matrices that arise from the nonlinear systems that we are solving.
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Final Conclusions and Future 
Work
We can summarise the achievements of this thesis as follows: We have developed a 
robust iterative solver, FLUGMR, for a series of linear systems (1.1), based on the 
GMRES method [61], for use in SPEEDUP. These linear systems arise from the time 
integration of systems of DAE’s (1.2), and are typically severely ill-conditioned. The 
DAE systems result from the modelling of real-world process engineering problems, and 
can contain tens of thousands of equations. FLUGMR uses a full LU factorisation of 
an initial matrix to precondition GMRES applied to subsequent linear systems.
Using a novel approach to the GMRES error analysis, we were able to obtain conver­
gence rate estimates related to the distribution of the spectra of a matrix, and showed 
that if the majority of the eigenvalues were suitably clustered, the rate of convergence 
was unaffected by large or small outliers. Numerical experiments on several exam­
ple matrices from SPEEDUP flowsheets showed that conventional ILU preconditioning 
methods were ineffective. Examining the pseudospectra of the upper Hessenberg matrix 
arising from the GMRES process showed that the spectra of the ILU preconditioned 
systems were subject to a high degree of non-normality, thus explaining, by appeal to 
the convergence bounds and other indicators, the poor performance of this precondi­
tioner. Experiments using an exact LU factorisation of a previous matrix from the
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sequence as a preconditioner yielded much better results, which were again justified by 
examining the pseudo spectra of the upper Hessenberg matrix, and by direct appeal to 
the convergence bounds we have derived.
The performance of FLUGMR was tested on a number of real-world SPEEDUP flow­
sheets modelling actual process engineering applications. The solver was found to be 
robust, enabling SPEEDUP to complete the integration of all the flowsheets used to test 
the algorithm. However, its performance was not as good as the optimal combination 
of a direct solver coupled with an approximate Newton method. Whilst fewer factorisa­
tions were required than for the direct solver, the large increase in the number of S o l v e  
operations required by FLUGMR over the direct solver resulted in slower performance.
Inexact Newton methods were considered, and for some choices of the forcing term 
performance was better than the black-box solver. However, any performance gains 
were negligable, and the more sophisticated choices of forcing term actually resulted in 
often drastically slower performance. This is probably caused by poor agreement with 
the preconditioned GMRES residual norm and the actual achieved error norm. This 
indicates that care should be exercised when applying theoretical results to practical 
applications. Alternative Krylov methods were tried as an alternative to GMRES, but 
were found to be slower and lacked robustness.
In conclusion, we can state that the state of the art iterative methods for general linear 
systems are not able to compete with the best optimised direct solution methods used 
in conjunction with an approximate Newton method, when applied to the real time 
integration of realistic process modelling applications. The root cause of the problem 
lies in the ill-conditioning of the matrices we are faced with. Such ill-conditioning means 
popular sparse matrix preconditioners like ILU are ineffective, producing slow and in­
accurate convergence for GMRES. To obtain satisfactory convergence, it is neccessary 
to use a direct method as a preconditioner. The fill-in that occurs during the factorisa­
tion means that the application of the preconditioner is the most expensive part of the 
solution process.
From the work carried out with the other Krylov subspace-based iterative solvers in 
Chapter 6, it is clear that no iterative method exists at the moment that will compete
1 5 2
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with the direct method/approximate Newton strategy. If a method was devised that 
could take advantage of the nature of the problem we are dealing with, then this could 
offer a potential improvement. Since SPEEDUP flowsheets vary from one to the next, 
how such a method could be devised is not clear. At the least, it would probably entail 
integrating the solver with the block decomposition technique described in §1.4.2.
Perhaps a larger benefit may be obtained by trying to improve the conditioning of the 
linear systems. Whether this is achieved by some pre-processing measure or an im­
provement in the scaling of the models offered for solution is undecided. This approach 
is not related to the method used to solve the resulting linear systems, however, and is 
therefore beyond the scope of any related work. Performance can always be improved 
with the introduction of faster hardware, and in the short term perhaps this is the only 
guaranteed way of improving the real-time performance of the real-world problems we 
have seen in this thesis.
1 5 3
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