Introduction to the special issue on Graphical Models and Information Retrieval  by Fernández-Luna, Juan M. et al.
International Journal of Approximate Reasoning 50 (2009) 929–931Contents lists available at ScienceDirect
International Journal of Approximate Reasoning
journal homepage: www.elsevier .com/locate / i jarEditorial
Introduction to the special issue on Graphical Models and
Information Retrieval1. Motivation and introduction
Information Retrieval (IR) [1] is both an old and very active ﬁeld of research throughout the world that has been fueled by
the ever increasing number of documents and retrieval tasks on the Internet. New challenges (semi-structured documents,
multimedia) as well as old issues (how to improve the quality of the retrieval) are still active areas within this ﬁeld.
The abundance of problems for the last 50 years gave rise to a variety of solutions, ranging from ad-hoc techniques to
complex mathematically-based models.
Among the different techniques, probabilistic models have been widely used [3], offering a principled way of managing
the uncertainty that naturally occurs in IR, whether it relates to how to represent documents, the user information need, or
other components of an IR model. Since their ﬁrst uses in IR, probabilistic models have proved to be reliable and sound mod-
els. Moreover, the principled formalisation has fostered new interpretations and progress in IR.
Nowadays, these probabilistic models have matured and evolved. A now common formalism is that of Bayesian networks
(BNs). We can assert that they are one of the dominant approaches for managing probability within the ﬁeld of Artiﬁcial
Intelligence [7,5], and used within IR as extensions of classical probabilistic models.
BNs belong to a much richer category, that of Graphical Models (GM), composed of very different tools, but with common
features. GMs comprises a large class of models, and include among others Bayesian networks, possibilistic networks, Mar-
kov networks, dependence graphs, inﬂuence diagrams, probability trees and decision trees.
Broadly speaking, a GM [6,8] consists of a qualitative part, a graph, and a quantitative one, a collection of numerical
parameters. The knowledge represented in the graphical component is expressed in terms of (in)dependence relationships
between variables. These relationships are encoded by means of the presence or absence of edges between nodes in the
graph. The knowledge deﬁned by the numerical part quantiﬁes the dependencies encoded in the graph.
Important savings in storage requirements, as compared to a model where the joint probability over all the variables
would be used, are obtained because Independences allow a factorization of the computations necessary to compute various
quantities of interest. For instance, they allow inference to be performed more efﬁciently. Moreover, the number of param-
eters is less, which in turn allows for a more robust estimation of the parameters in the case of learning.
The ﬂexibility of GMs allows them to encompass many models in IR and the important development of learning and
inference techniques also offers an opportunity to set automatically the models parameters or detect the dependencies be-
tween the variables of the model. On the whole, GMs provide a very intuitive graphical tool for representing available
knowledge.
With respect to the application of GMs to IR, a representative sample is a 2004 special issue Bayesian Networks and Infor-
mation Retrieval in Information Processing and Management [2], focussing on how BNs were used to solve speciﬁc IR problems.
Within the main conference of the IR ﬁeld, SIGIR’07, the guest editors of this special issue organized a workshop entitled
Information Retrieval and Graphical Models [4]. This workshop had the aim of creating a wider participation forum of all the
researchers working on the application of GMs to IR, providing an event in which they could present interesting solutions to
classic and new IR problems. During this event, different applications were presented, providing a starting point for
discussions.
The edition of a special issue with selected and extended versions of the papers presented in the workshop was proposed
to the IJAR editor-in-chief, and accepted. We think this is one of the most appropriate journals to publish an application of
GMs. The result is an issue with four papers, covering a good sample of GMs applied to open IR problems. In the following
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Among the four papers of this special issue, two of them are based on Bayesian networks, and one applies the formalism
of the possibilistic networks. The fourth paper, more atypical, proposes to use an undirected graphical model generalization
of a Boltzmann machine. The papers cover two IR thematics, text retrieval and categorization. We now succinctly describe
each of these papers.
The ﬁrst paper, entitled Bayesian Network Models for Hierarchical Text Classiﬁcation from a Thesaurus, by de Campos and
Romero, deals with the problem of text classiﬁcation. The approach followed by these authors is supported by a thesaurus:
given a document to be classiﬁed, the model generates a ranking of appropriate descriptors from the thesaurus. The descrip-
tors are arranged in the list according to their posterior probability of being relevant obtained after an inference process in a
BN. This classiﬁer could be used with or without training data and is applied to a parliamentary resolutions corpus. The used
thesaurus is Eurovoc.
Both addressing the text classiﬁcation and retrieval ﬁelds, the paper entitled Using Scatterplots to Understand and Improve
Probabilistic Models for Text Categorization and Retrieval, by Giorgio Maria Di Nunzio, presents a two dimensional represen-
tation of documents that allows their visualization in a Cartesian plane. The main objective, in the categorization context, is
to provide a tool for understanding relationships among categories as given as by a Naïve Bayes classiﬁer. From the point of
view of retrieval, the authors make use of the Binary Independence Model – a model where features are both binary and
independent. Visualization is intended for a better understanding of the decisions made for ranking a document after rele-
vance feedback has been provided by the user.
Boughanem, Brini and Dubois present a paper entitled Possibilistic Networks for Information Retrieval. The authors describe
a model based on possibilistic networks, which quantify the relationships between variables by means of two measures: the
necessity and the possibility. The authors explain how they are suited to the problem of document retrieval and discuss a
new term weighting scheme. The performance of the model with standard test collections is presented.
Semantic Hashing, by Ruslan Salakhutdinov and Geoffrey Hinton, is the next and ﬁnal paper. It focus on the use of Re-
stricted Boltzmann Machines, and is a probabilistic approach to dimensionality reduction of the documents vector space.
The method can be used to create small hash codes (low dimensionality non exclusive representation of documents) that
represent the documents. This hash code (a small integer) has the property of reﬂecting the document content: The more
similar the hash codes of the two documents, the more similar the documents. This has practical implications for speeding
up retrieval and/or classiﬁcation, since only a handful of documents have to be explored.
3. Conclusions
This special issue of International Journal of Approximate Reasoning present four different and innovative approaches on
how to use GMs within the IR community.
These papers show there is still room for new applications of GMs within IR. Given that new issues and problems arise
everyday in IR, there are plenty of opportunities for research to try and experiment with new ideas and models. IR is a very
good test bed for several reasons, among which we could cite the size of the problem, efﬁciency issues, and of course the
inherent uncertainty associated with the representation of text and users.
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