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Continuum Mechanics and Thermodynamics
in the Hamilton and the Godunov-type Formulations
Ilya Peshkov1, Michal Pavelka2, Evgeniy Romenski3, Miroslav Grmela4
Spoiler
Continuum mechanics with dislocations, with the Cattaneo type heat conduction, with mass transfer, and with elec-
tromagnetic fields is put into the Hamiltonian form and into the form of the Godunov type system of the first order,
symmetric hyperbolic partial differential equations (SHTC equations). The compatibility with thermodynamics of
the time reversible part of the governing equations is mathematically expressed in the former formulation as degen-
eracy of the Hamiltonian structure and in the latter formulation as the existence of a companion conservation law.
In both formulations the time irreversible part represents gradient dynamics. The Godunov type formulation brings
the mathematical rigor (the well-posedness of the Cauchy initial value problem) and the possibility to discretize
while keeping the physical content of the governing equations (the Godunov finite volume discretization).
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1. Introduction
Results of experimental observations are seen in mathematical models as properties of solutions of their governing
equations. Universality of some results translates in the models into the universality of the mathematical structure
of the equations. For instance one of the universal experimental observations is the approach of externally unforced
macroscopic systems to the thermodynamic equilibrium states at which the behavior is found to be well described
by the classical equilibrium thermodynamics. The structure responsible for this observation has been identified
to be the following. The irreversible part of the time evolution is of gradient type generated by a potential called
entropy. This potential is then preserved in the reversible part of the time evolution that is Hamiltonian, since it
is the part of the time evolution directly inherited from the underlying microscopic mechanics. The time-evolution
equations involving both the Hamiltonian and the gradient part have appeared first in [20], in [44] (that was
presented at the AMS-IMS-SIAM Joint Summer Research Conference in the Mathematical Sciences on Fluids and
Plasmas “Geometry and Dynamics”, held at the University of Colorado, Boulder, CO, USA, 17–23 July 1983) and in
[59, 67, 45, 7, 50, 72, 71]. In [50, 72], the abstract equation (14) has been called GENERIC.
In the smaller pool of governing equations that arise in continuum mechanics we may expect to identify even
stronger common structure. In particular, what is missing in GENERIC is the guarantee that the initial value
problem is well posed. This is indeed one of the basic validations of a model. The time evolution is seen to exist
and thus the time evolution seen in the model should also exist. Another aspect that is not included in GENERIC
is the adaptability of the governing equation to searching their solutions numerically.
The structure addressing both of these aspects have been identified by Godunov [35, 36] for a system of the
first order partial differential equations having the form of local conservation laws (i.e. equations having the form
of the time derivative of a field equals divergence of a flux). The compatibility with thermodynamics of these
equations (representing the time reversible part of the time evolution) is expressed by the existence of a companion
local conservation law for a new field that is an appropriately regular and convex function of the fields playing the
role of state variables. It is very interesting that this requirement of the agreement with experimental observations
implies then directly the mathematical well-posedness (the companion local conservation law enables to symmetrize
the system of the first order hyperbolic equations which then implies their well posedness). Godunov has also
introduced a discretization (the modification of the governing equations needed when computers are brought to
assistance in the process of finding details of their solutions) preserving the physical content of the original partial
differential equations [34].
In this paper we introduce a large family of partial differential equations that:
1. Govern the time evolution of fluids, solids without and with dislocations, the Cattaneo type heat conduction
and the electromagnetic fields, all coupled together.
2. Possess the GENERIC structure.
3. Possess the SHTC structure, that extends to Godunov structure to a larger class of the first order partial
differential equations.
The GENERIC route begins with the well known Hamiltonian structure of the Euler hydrodynamic equations
[16, 2]. By adopting the field of labels into the set of state variables, we pass to the Lagrangian formulation
and to the solid mechanics without dislocations [46] and (by using the extension developed in this paper) with
dislocations. This Hamiltonian formulation of the reversible part of the continuum mechanics is then coupled to
the Hamiltonian formulation of the Cattaneo-like heat conduction and to the Hamiltonian formulation of the time
evolution of electromagnetic fields.
The Godunov route begins with the Lagrangian formulation in which the time reversible governing equations
have the form of the local conservation laws and the original Godunov analysis thus applies to them. By passing
to the Eulerian formulation (the Lagrange → Euler passage is worked out in detail in this paper) the governing
equations do not remain to be, at least in general, local conservation laws. Their weakly nonlocal extension is
3
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however shown to possess a new structure (called SHTC structure) that also allows symmetrization, and thus
the mathematical well posedness, as well as the applicability of the Godunov discretization, is guaranteed for
them. The weakly nonlocal extension (having the physical meaning, for example, of including dislocations into the
consideration) consists of:
1. Constructing new local conservation laws for new fields that are appropriate spatial derivatives of the original
fields included in the set of the state variables (e.g. the vorticity) by appropriately combining the original sys-
tem of equations with equations obtained by applying appropriate spatial derivatives on the original system
of equations.
2. Adopting the new fields (that are appropriate spatial derivatives of the fields included in the original set of
the state variables) as new independent fields.
Both the GENERIC and the Godunov routes lead to the same equations. Having proven that the equations
possess both the GENERIC and the SHTC structures, all the results and techniques that are available for these
structures (in particular the physical, the mathematical, and the numerical well posedness) are now available for
the governing equations investigated in this paper.
2. Preliminaries
2.1. SHTC framework, Symmetric Hyperbolic Equations, Well-Posedness, Causality
The origin of the SHTC formulation of continuum mechanics should be attributed to the work of Godunov [35]
where he considered “an interesting class” of nonlinear conservation laws. The key motivation (from the words
of S.K. Godunov) for this seminal paper was the will to understand what physical principles may guarantee the
well-posedness of the initial value problem (IVP) for a nonlinear system of time dependent PDEs. Indeed, when one
deals with nonlinear dynamical phenomena, and in particular with nonlinear time-dependent partial differential
equations (PDEs), perhaps, the first examination a new model has to pass is to verify if the IVP is well-posed, at least
locally, i.e. whether the solution to the system of PDEs with given initial data exists, is unique and stable (depends
continuously on the initial data). We emphasize that the well-posedness of the IVP should not be considered as
a purely mathematical requirement but as a fundamental physical observation about the time evolution of physical
systems, i.e. exactly as we consider causality, conservation and thermodynamic principles, Galilean or Lorentz
invariance to be essential features of macroscopic time evolution. In other words, a model describing the time
evolution of a physical system and having an ill-posed IVP should be regarded as wrong. Moreover, the well-
posedness of the IVP is a fundamental property of time-dependent PDEs in order for them to be numerically
solvable.
Not all nonlinear systems of PDEs, of course, are well posed. This even cannot be guaranteed for a first order
quasi-linear system [5, 19, 69], or for models which were believed to be consistently derived from microscopic
theories as, for example, the Burnett equations derived from the gas kinetic theory [8, 90, 91]. However, there
is a class of nonlinear PDEs for which the IVP is locally well-posed in time, by definition, which is the class of
hyperbolic PDEs. Unfortunately, it is difficult to prove that a given non-linear first order system is hyperbolic in the
domain of interest (domain of state parameters) because this would require to prove the existence of the full basis
of eigenvectors for a matrix whose entries depends nonlinearly on the state variables. So how can one guaranty
that the IVP for a new nonlinear continuum mechanics model is well-posed, i.e. that the model is hyperbolic?
The only possibility we see is to deliberately develop the model within a very important subclass of first order
hyperbolic systems
A(p)
∂p
∂t
+ Bk(p)
∂p
∂xk
= 0, (1)
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where AT = A > 0 and BTk = Bk, for which (local) well-posedness is known to hold true [58, 5, 69, 88]. This
subclass is called symmetric hyperbolic systems of PDEs which is a generalization of Friedrichs-symmetrizable linear
systems [27] and is known to be globally hyperbolic by definition. However, one should naturally question how
restrictive it is for a model to be symmetric hyperbolic and, at the same time, represent diverse physical phenomena
admitting continuum mechanics description? As it was shown by Godunov [35, 36, 37] and later by others [28, 9, 89]
there is an intimate connection between the symmetric hyperbolicity and thermodynamics for a specific subclass of
system of conservation laws.
In particular, if a first order system of conservation laws for conservative state variables q = (q1, q2, . . . , qn)
∂q
∂t
+
∂F k(q)
∂xk
= 0 (2)
admits an extra conservation law
∂E(q)
∂t
+
∂Gk(q)
∂xk
= 0 (3)
for a strictly convex potential E(q), which plays the role of the total energy for the system, then such a system can be
parametrized with new state variables p = (p1, p2, . . . , pn) and a potential L(p) as follows (which shall be refereed
to as the Godunov form of conservation laws)
∂Lp
∂t
+
∂Lkp
∂xk
= 0, (4)
where, as through out this paper, Lp and Lkp are the vectors with components Lpi = ∂L/∂pi , L
k
pi
= ∂Lk/∂pi, see
below for the concrete form of these vectors for the conservative system. It is obvious that (4) can be rewritten in a
symmetric quasilinear form
Lpi p j
∂pj
∂t
+ Lkpi p j
∂pj
∂xk
= 0. (5)
Moreover, the conservative state variables q and the potential E(q) are related to the new variables p and potential
L(p) as
q = Lp, E(q) = p · Lp − L(p) = p · q− L(p) (6)
and vice versa,
p = Eq, L(p) = q · Eq − E(q) = q · p− E(q). (7)
The relations p = Eq and q = Lp are one-to-one relations because we assume that E(q) is convex and hence, the
Hessian ∂p∂q = Eqq = (Lpp)
−1 > 0. Thus, the convexity of E(q), in fact, means that (5) is symmetric hyperbolic. This
result is referred to as the Godunov-Friedrichs-Lax (GFL) theorem [29].
The key point of the Godunov observation is that the system (2) and conservation law (3) together forms an
overdetermined system of PDEs, i.e. the number of PDEs is n + 1 while the number of state variables is n (E is not
an unknown but the potential E(q)), and thus, in order such a system has a solution, one of the conservation laws
should be a consequence of the others. Therefore, the simultaneous validity of (2) and (3) implies that
Eq ·
(
∂q
∂t
+
∂F k(q)
∂xk
)
≡
∂E(q)
∂t
+
∂Gk(q)
∂xk
, (8)
where the dot denotes the scalar product. After introducing the potentials Lk(p) = Eq ·F k(q)−Gk(q) = p ·F k(q)−
Gk(q) and noting that Lkp = F
k, the energy conservation (3) can be rewritten as
∂(piLpi − L)
∂t
+
∂(piL
k
pi
− Lk)
∂xk
= 0. (9)
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In other words, L is the Legendre-conjugate energy and Lk is Legendre conjugation of energy flux. Therefore,
returning back to our last question, such a subclass of symmetric hyperbolic PDEs can be associated with the
thermodynamically compatible systems of first order nonlinear conservation laws.
However, it turns out that there are some important continuum mechanics models, like ideal magnetohydro-
dynamics (MHD) equations for example, which seems to be represented by systems of conservation laws (2) with
an additional conservation law (3) but still can not be symmetrizable in such a way. A more attentive analysis by
Godunov of this inconsistency of the MHD equations in [38] shows that, in fact, the MHD equations written in
a classical conservative form are not compatible with the energy conservation, i.e. the energy conservation law is
not the consequence of the mass, momentum, entropy and magnetic field conservation laws, like in (8). More pre-
cisely, the energy flux of the MHD equation is inconsistent with the other fluxes unless the non-conservative product
Bivi
∂Bk
∂xk
≡ 0 is added to the left-hand side of (8), where vi and Bi are the velocity and magnetic fields accordingly.
We discuss this in more details in Section 3.2.3. Godunov concludes that the ideal MHD equations do not admit the
original Godunov structure (4) but generalize it in the following way
∂Lp
∂t
+
∂(vkL)p
∂xk
+ Ck
∂p
∂xk
= 0, (10)
where CTk = Ck are symmetric matrices and vk being the velocity field.
The latter analysis by Godunov and Romenski in nineties in a series of papers [32, 43, 30, 42, 42, 87, 21, 41] of var-
ious equations (ideal MHD equations, nonlinear elasticity, electrodynamics of slowly moving medium, superfluid
flow, superconductivity) studied in the books of Landau and Lifshitz [62, 61] reveals that for a proper understand-
ing of the structure of the continuum mechanics models it is important to distinguish the Lagrangian and Eulerian
frames of reference, and that the original Godunov structure (4) is, in fact, rather inherent to the conservation laws
written in the Lagrangian frame, while their Eulerian counterparts are inherently non-conservative time evolutions
and have more complicated structure (10).
The departure point of the SHTC framework is the invariant under arbitrary rotations conservation laws in the
Lagrangian frame, which were proposed in [30] and can be derived from Hamilton’s principle of stationary action,
see Section 3.1.5. Here, we also demonstrate for the first time the the Lagrangian SHTC equations can be generated
by canonical Poisson brackets. Then, Eulerian non-conservative SHTC equations (10) are the direct consequence of the
Lagrange-to-Euler transformation applied to the Lagrangian conservation laws. It is the primary goal of this paper
to demonstrate that the Eulerian non-conservative SHTC equations (10) are fully compatible with the GENERIC
framework presented in the subsequent section. Another goal of the paper is to provide the reader with some
non-trivial details of the Lagrange-to-Euler transformation between the conservative Lagrangian SHTC equations
and their non-conservative Eulerian counterparts which have never been published before. It is thus one of the
goal of our paper to provide these important, though quite technical, details. Moreover, we review all properties
of the SHTC formulation which were previously published rather separately in a series of paper by Godunov and
Romenski [32, 43, 30, 42, 42, 87, 21, 41].
Eventually, we also recall that apart of the well-posedness of the IVP the hyperbolicity also naturally accounts
for another fundamental observation about time evolution of physical systems, namely the finite velocity for any
perturbation propagation, i.e. causality.
2.2. GENERIC
General Equation for Non-Equilibrium Reversible-Irreversible Coupling (GENERIC) was first introduced in [50,
72]. The fundamental idea behind GENERIC is that evolution equations for chosen state variables are generated
from four building blocks: a Poisson bracket {•, •}, Hamiltonian E =
∫
Edr, dissipation potential Ξ and entropy
functional S =
∫
sdr, where the potentials E and s are the total energy and entropy densities. Once these building
blocks are at hand, the evolution equations follow by direct calculation.
The building blocks are required to fulfill certain degeneracies and conditions:
6
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1. Entropy should be a Casimir of the Poisson bracket, which means that {A ,S } = 0 for all functionals A of
the state variables.
2. Energy is not changed by the dissipation potential 1, i.e. 〈Ex,ΞSx〉 = 0, and
3. the dissipation potential is a monotonous operator, i.e. 〈ΞSx ,Sx〉 = 0 for all entropies.
2
Apart from these conditions, the Poisson bracket has the following properties:
1. antisymmetry, {A ,B} = −{B,A },
2. Leibniz rule, {A B,C } = {A ,C }B +A {B,C },
3. Jacobi identity, {{A ,B},C }+ {{B,C },A }+ {{C ,A },B} = 0.
Moreover, the Poisson bracket is constructed from a Poisson bivector Lij (antisymmetric twice contravariant tensor
field) as
{A ,B} = Axi L
ij
Bx j . (11)
Note that summation over an index can be interpreted as integral over fields. Finally, Hamiltonian evolution of
functionals is given by
∂A
∂t
= {A , E }. (12)
GENERIC then gives the following evolution equations for functionals of state variables x:
∂A
∂t
= {A , E }+ 〈Ax,
δΞ
δSx
〉. (13)
From antisymmetry of the Poisson bracket and from the degeneracy of the dissipation potential it follows that en-
ergy is conserved, ∂E /∂t = 0. From the degeneracy of the Poisson bracket and from monotonicity of the dissipation
potential it follows that entropy grows, ∂S /∂t ≥ 0. Moreover, when energy, entropy and the dissipation potential
are taken as even functions with respect to time reversal transformation, the Hamiltonian part generates reversible
evolution while the dissipative part generates irreversible evolution [74]. Finally, Onsager-Casimir reciprocal rela-
tions are satisfied automatically [74, 71]. These results manifest compatibility of GENERIC with thermodynamics.
Instead of working with evolution of functionals, which can be interpreted as a sort of weak formulation, one
can recover the evolution equations of the state variables easily. Taking A = xi, we obtain
∂xi
∂t
= LijEx j + ΞSxi
. (14)
This last equation shows how to write down the evolution equations (usually partial differential equations) implied
by GENERIC.
Since Poisson brackets are a cornerstone of GENERIC, a question often arises how the Poisson brackets can
be derived from first principles. For example the canonical Poisson bracket, that generates Hamilton canonical
equations in classical mechanics, is generated by the canonical two-form present on the cotangent bundle of classical
mechanics (positions and momenta of all particles). The canonical Poisson bracket can be thus interpreted as a
geometric result of construction of the cotangent bundle.
The hydrodynamic Poisson bracket, that generates compressible Euler equations, is different from the canonical
Poisson bracket. Of course, it generates evolution equations for the hydrodynamic fields: density, momentum
1〈•, •〉 denoting integration (L2 scalar product)
2Note that subscripts denote functional derivatives Sx = δSδx . In the special case when the functional is a spatial integral over a density
which is a real-valued function of the state variables, the functional derivative becomes the usual derivative of the density with respect to the
state variable. For example E =
∫
E(x(r))dr and Ex = ∂E∂x if E is a real-valued function of real variables.
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density and entropy density. It can be derived in several ways. One can start for example from dynamics of particles
in the Lagrangian frame and perform transformation to the Eulerian frame [1]. The calculation is, however, rather
complicated. A shorter way is to construct dual of the Lie algebra of the group of diffeomorphisms of a volume
[64]. Perhaps the shortest way is to use projection from the Boltzmann Poisson bracket to the hydrodynamic fields,
see e.g. [73].
It is, in fact, often more difficult to derive the dissipation potential. In the simplest cases dissipation potentials
can be quadratic functions of derivatives of entropy. That is the setting of classical irreversible thermodynamics [51].
The matrix of second derivatives of the dissipation potential is then referred to as the dissipative matrix Mij, and
the evolution equations then become
∂xi
∂t
= LijEx j + M
ij
Sx j for Ξ =
1
2
Sxi M
ij(x)Sx j. (15)
Apart from quadratic dissipation potentials, exponential dissipation potentials (like hyperbolic cosine) are used in
case of chemical reactions and Boltzmann equation [50, 47], and such dissipation potentials have also statistical
reasoning [66].
In summary, the GENERIC framework is an alternative approach to non-equilibrium thermodynamics, which
does not rely on classical balance laws and their extensions as usual non-equilibrium thermodynamics. The re-
versible (Hamiltonian) part of the evolution can be constructed by various methods, for example by means of
differential geometry (Lie groups, Lie algebras, semidirect products) or projections. The irreversible part is con-
structed as gradient dynamics satisfying the first and second laws of thermodynamics. Applicability of GENERIC
is very wide, covering for example particle mechanics, kinetic theory, motions of fluids and solids, complex fluids,
electromagnetism and dynamics of interfaces.
3. SHTC formulation of continuum mechanics
In this Section, we present the SHTC formulation of continuum mechanics and discuss its properties in both La-
grangian and Eulerian frames. We first, present the Lagrangian SHTC equations. Exactly these equations are fully
compatible with original Godunov’s structure (4). The Lagrangian SHTC equations can be also seen as Hamilto-
nian dynamics generated by a canonical Poisson bracket of the cotangent bundle of two vector fields, see Section
4.1. We then proceed with presenting the Eulerian SHTC equations which are the equations of principle interest in
this paper. The derivation of Poisson brackets for the Eulerian SHTC equations and thus demonstrating their fully
compatibility with GENERIC in Section 4 and for which we show that they have a structure fully compatible with
GENERIC in Section 4.
3.1. Lagrangian frame
In the series of papers [32, 43, 30, 42, 42, 87, 21, 41], Godunov and Romenski investigated the question of whether
time evolution equations of various continuum mechanics models share some common elements of a general struc-
ture. More specifically, in [30], they examined the following important question. Whether it is possible to conclude
something meaningful about the structure of a PDE system representing a continuum mechanics model without
specifying the physical settings but being based merely on universally accepted fundamental physical principles such as
invariance principles, conservation principles, causality principle, the laws of thermodynamics and well-posedness
of the IVP. In [30], this question was considered in the Lagrangian coordinates and the following requirements to
PDEs were imposed:
• PDEs are invariant under any rotations of the space
• PDEs are compatible with an extra conservation law
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• PDEs are generated by only one thermodynamic potential
• PDEs are nonlinear but have well-posed IVP (i.e. they are first-order symmetric hyperbolic)
• PDEs are conservative and the fluxes are generated by invariant differential operators only, such as div, grad
and curl.
Then, based on the analysis of various continuum mechanics models and the group representation theory, a quite
general system (system (25) in [30]) of Lagrangian conservation laws satisfying all the above requirements was
proposed. Moreover, it has appeared that even a smaller system of PDEs is sufficient for many practical applications
and it was proposed to consider a subsystem of the general one which we shall refer to as the master system and is
discussed in the following section.
3.1.1 Energy formulation
As will be shown thorough this paper, one of the apparent common things between the SHTC and GENERIC
frameworks is the use of the state variables and the generating potentials and their conjugate ones with respect
to the Legendre transformation, see also a discussion in [76]. In both frameworks the primary state variables are
the density like fields and the primary potential is the total energy conservation. The conjugate state variables and
potential have the meaning of the fluxes and a generalized pressure accordingly. In this section, we present the
Energy formulation of the SHTC Lagrangian equations, i.e. they are written in terms of the primary density fields
and the total energy potential. The conjugate formulation is discussed in Section 3.1.2.
The master system is formulated with respect to the following state variables
q = (m,F ,h, e,w, σ) (16)
and the thermodynamic potential
U = U(q), (17)
where m = [mi] is a vector field with the meaning of the generalized momentum, e.g. see [18], F = [Fij] is the
deformation gradient, e = [ei] and h = [hi] are vector fields which can be interpreted as electromagnetic fields [18],
σ is a scalar field which is transported according to the vector field w = [wi]. The later two are used for modeling
of the mass and heat transfer where σ has the meaning of mass concentration or the entropy, accordingly.
In fact, we do not need to give a precise meaning to the fields (16) and the further analysis is independent
of specific physical interpretations. The meanings of the fields (16) depend on the specification of the generating
potential U in the SHTC framework. For instance, in the example Section 6, we show that the same equations
can describe the heat and mass transfer and the represented physics is fully determined by the way we define the
generating potential.
Allover the paper, we use the summation over the repeated indexes and we denote the partial derivative of the
potentials with respect to the state variables as Uqi = ∂U/∂qi, Uq = [Uqi ], Umi = ∂U/∂mi, etc.
The master system that fulfills all of the requirements listed in Section 2.1 was proposed in [30]. A more general
master system however can be easily proposed, see [30], but the minimal system then was selected after analysis of
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a large number of continuum mechanics models. Such a minimal master system reads as
dmi
dt
−
∂UFij
∂yj
= 0, (18a)
dFij
dt
−
∂Umi
∂yj
= 0, (18b)
dhi
dt
+ ε ijk
∂Uek
∂yj
= 0 , (18c)
dei
dt
− ε ijk
∂Uhk
∂yj
= 0, (18d)
dwj
dt
+
∂Uσ
∂yj
= 0, (18e)
dσ
dt
+
∂Uw j
∂yj
= 0. (18f)
In addition, an extra conservation law is the consequence of the above PDEs
dU
dt
−
∂
∂yj
(
UviUFij + ε ijkUeiUhk −UσUw j
)
= 0. (19)
It can be obtained as the sum of the governing PDEs multiplied by the corresponding fluxes:
(19) ≡ Umi · (18a)+ UFij · (18b)+ Uei · (18d)+ Uhi · (18c)+ Uσ · (18f)+ Uw j · (18e). (20)
Usually, in such a formulation, the potential U plays the role of the total energy density (per unit mass), i.e. it relates
to the total specific energy U (per unit volume) as U = ρ0U , where ρ0 is the reference mass density.
The first pair of equations usually represents the equations of motion, while the second pair, (18d), (18c), may
represent a non-linear generalization of the Maxwell equations. However, as we already mentioned, they may have
a drastically different interpretations. For example, in [76], the equations with the structure of (18d), (18c) were
used to describe the dynamics of flow defects, while in Section 3.2.6, the Eulerian counterpart of (18c) is used to
describe a weakly non-local dynamics.
3.1.2 Conjugate formulation and symmetric form
System (18) is a system of conservation laws and it is compatible with the accompanying conservation law (19)
and hence, according to the Godunov-Friedrichs-Lax theorem discussed in Section 2, it can be written in Godunov
form (4) and hence it is symmetric hyperbolic. In order to see this explicitly, it is necessary to introduce fluxes
of (18) as new state variables p = [pi] and a potential M(p) (it has the meaning close to the pressure).
The new variables and the potential (p, M) are thermodynamically conjugate to the pair (q,U) in the following
sense
p = Uq, M(p) = qiUqi −U = qi pi −U, (21)
i.e. M(p) is the Legendre transformation of U(q). Of course, the vice versa is also true
q = Mp, U(q) = pi Mpi − M = qi pi − M. (22)
In order the relation (21) and (22) be a one-to-one relation, it is necessary that U(q) would be a convex function
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(M(p) would be then also convex because of the properties of the Legendre transformation), i.e.
Uqq = (Mpp)
−1
> 0. (23)
3.1.3 Complimentary structure and odd-even parity
One may clearly note a complimentary structure of the equations (18), i.e. when a field under the time derivative,
say mi in (18a), then appears in the flux of the complimentary equation (18b) in the partial derivative Umi of
the generating potential U Thus equations (18) are split into complimentary pairs for (mi, Fij), (hi, ei) and (wi, σ).
Therefore, when one constructs a specific model in the SHTC framework, it is impossible to take only one PDE in a
pair because its flux will be undetermined. However, an arbitrary number of ordinary differential equations
∂qi
∂t
= fi(q) (24)
can be added to system (18). Here, qi might be scalars or entries of a vector or tensor field, fi(q) are sufficiently
smooth functions of the entire vector of state variables. For example, equations (18a), (18a) and ordinary differential
equations of type (24) constitute the nonlinear elastoplasticity model studied in [31].
The complimentary structure of the SHTC equations can be also seen from the point of view of the odd-even parity
with respect to time-reversal transformation (TRT) [71, 74] which has been playing a central role in thermodynamics
for very long time. If a field changes its sign under TRT, i.e. when the velocities of all microscopic particles (and
magnetic field intensity) are inverted, the quantity is odd. If the quantity is not altered by the inversion of velocities,
it is even. In applications we dealt with so far, in each complimentary pair (mi, Fij), (h,ei) and (wi, σ) one of the
fields has even parity while the second has odd parity. For example, if mi is treated as the momentum density and
Fij is treated as the deformation gradient then mi is odd while Fij is even; if hi is treated as the magnetic field and
ei is treated as the electric field then hi is odd while ei is even; if wi is treated as the momentum of heat carriers and
σ is treated as the entropy density then wi is odd while σ is even. The odd-even parity of the state variables is also
evident from the geometric form of the Lagrangian SHTC equations presented in Section 4.1.
3.1.4 Involution constraints
Solutions to the master system satisfy some stationary laws that are conditioned by the structure of the fluxes:
∂Fij
∂yk
−
∂Fik
∂yj
= const ,
∂hi
∂yi
= const ,
∂ei
∂yi
= const ,
∂wj
∂yk
−
∂wk
∂yj
= const , (25)
In fact, these stationary laws impose constraints on the initial data and hold for every t > 0 if they were satisfied
at t = 0. Indeed, applying the divergence operator, for instance, to equation (18d) we obtain
d
dt
(
∂ei
∂yi
)
= 0. (26)
Thus, the stationary laws (25) should be considered as involution constraints. Moreover, as we shall see in Section 3.1.5
where the master system is derived from the variational principle, these involution constraints play the role of
integrability conditions to the equations of motion if, however, the constants on the right-hand sides of (25) equal to
zero.
3.1.5 Variational nature of the SHTC equations
The master system was proposed in [30] based merely on the requirements listed at the beginning of Section 3.1. In
this section, we show that the master system can be also obtained from Hamilton’s principle of stationary action if
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the Lagrangian is taken as a partial Legendre transformation (see details below) of the total energy potential and
stationary laws (25) have zeros on the right-hand sides. Partly, these results were published in Chapter 23 of the
Russian edition [42] of the book [41] as well as in the recent paper [18].
We start by introducing two vector potentials and two scalar potentials:
xi(t,y), ai(t,y), ϕ(t,y), χ(t,y) (27)
and denote their derivatives as follows
vˆi =
∂xi
∂t
, Fˆij =
∂xi
∂yj
, (28a)
eˆi = −
∂ai
∂t
−
∂ϕ
∂yi
, hˆi = ε ijk
∂ak
∂yj
, (28b)
σˆ =
∂χ
∂t
, wˆi =
∂χ
∂yi
. (28c)
The independent variables t, y = [yi] and x = [xi] can be seen as the time, the Lagrangian and Eulerian spatial
coordinates respectively, ai and ϕ can be considered as the conventional electromagnetic potentials, while at this
stage it is difficult to give a certain meaning to χ.
Then, we define the action integral
L =
∫
Λ dydt, (29)
where Λ = Λ(vˆi, Fˆij, hˆi, eˆi, wˆi, σˆ) is the Lagrangian.
The first variation of L
δL =
∫ [(
∂Λvˆi
∂t
+
∂ΛFˆij
∂yj
)
δxi +
(
∂Λeˆi
∂t
+ ε ijk
∂Λhˆk
∂yj
)
δai +
∂Λeˆ j
∂yj
δϕ+
(
∂Λσˆ
∂t
+
∂Λwˆ j
∂yj
)
δχ
]
dydt (30)
gives us the Euler-Lagrange equations
∂Λvˆi
∂t
+
∂ΛFˆij
∂yj
= 0, (31a)
∂Λeˆi
∂t
+ ε ijk
∂Λhˆk
∂yj
= 0,
∂Λeˆ j
∂yj
= 0, (31b)
∂Λσˆ
∂t
+
∂Λwˆ j
∂yj
= 0 (31c)
To this system, the following integrability conditions should be added (they are trivial consequences of the defini-
tions (28))
∂Fˆij
∂t
−
∂vˆi
∂yj
= 0 ,
∂Fˆij
∂yk
−
∂Fˆik
∂yj
= 0 , (32a)
∂hˆi
∂t
+ ε ijk
∂eˆk
∂yj
= 0 ,
∂hˆj
∂yj
= 0 . (32b)
∂wˆj
∂t
−
∂σˆ
∂yj
= 0 ,
∂wˆi
∂yj
−
∂wˆj
∂yi
= 0 . (32c)
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In order to rewrite equations (31)–(32) in the form of system (18), let us introduce a potential U as a partial
Legendre transformation of the Lagrangian Λ
dU = d(vˆiΛvˆi + eˆiΛeˆi + σˆΛσˆ −Λ) = vˆidΛvˆi + eˆidΛeˆi + σˆidΛσˆ −ΛFˆijdFˆij −Λhˆidhˆi −Λwˆidwˆi =
vˆidΛvˆi + eˆidΛeˆi + ΛFˆijd(−Fˆij) + Λhˆid(−hˆi) + Λwˆid(−wˆi). (33)
Hence, denoting mi = Λvˆi , ei = Λeˆi , σ = Λσˆ, Fij = −Fˆij, hi = −hˆi and wi = −wˆi, we get the thermodynamic identity
dU = Umidmi + UFijdFij + Uhidhi + Ueidei + Uwidwi + Uσdσ.
Eventually, in terms of the variables
q = (mi, Fij, hi, ei,wi, σ) (34)
and the potential U = U(q), equations (31a), (31b)1, (31c), (32a)1, (32b)1 and (32c)1 transform exactly into the
equations (18) which should be supplemented by stationary constraints (32a)2, (31b)2 (32b)2 and (32c)2 which now
read as
∂Fij
∂yk
−
∂Fik
∂yj
= 0 ,
∂ei
∂yi
= 0 ,
∂hi
∂yi
= 0
∂wi
∂yj
−
∂wj
∂yi
= 0. (35)
3.2. Eulerian frame
We now present the Eulerian SHTC equations which later will be shown to be compatible with GENERIC in
Section 4. We first present the equations which are directly obtained from the Lagrangian master system (18) by
means of the Lagrange-to-Euler change of the spatial variables which results in the change of the time and spatial
derivatives
d
dt
=
∂
∂t
+ vk
∂
∂xk
,
∂
∂yj
= Fkj
∂
∂xk
. (36)
The resulting Eulerian master system have a more complicated structure of PDEs than its Lagrangian counter-
part (18). The main difference is that, in contrast to the fully conservative Lagrangian master system, the Eulerian
equations are inherently non-conservative ones and do not admit the original Godunov structure (4) but generalized
it in the following way
∂Lp
∂t
+
∂(vkL)p
∂xk
+ Ck
∂p
∂xk
= 0, (37)
where one can recognize the Godunov structure (4) in the first two terms, while CTk = Ck are some symmetric
matrices. The reason for the insufficiency of the original conservative Godunov structure (4) is the fact that the
involution constraints in the Eulerian frame are not just auxiliary equations as in the Lagrangian frame but they are
an intrinsic part of the structure of the Eulerian SHTC equations and contribute into matrices Ck.
As in the previous section, we start the discussion with the Eulerian SHTC equations in terms of the total
energy potential and density-type state variables. We then discuss the role of the involution constraints and only
for pedagogical reasons we present a fully conservative reformulation of the SHTC equations in Section 3.2.2. This
reformulation results in the lose of Galilean invariance property of the Eulerian equations and it is should be avoided
to thoughtlessly use this conservative formulation in practice. We conclude the section by presenting the conjugate
formulation and demonstrating how the involution constraints essentially affect the symmetrization procedure of
the SHTC equations in the Eulerian frame.
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3.2.1 Energy formulation
Transformation from the Lagrangian SHTC master system (18) to the Eulerian equations has been done in [30]
while omitting non-trivial details of the calculation, which can be now found in Appendix A. The resulting non-
conservative Eulerian system of equations is
∂mi
∂t
+
∂
∂xk
(
mivk + δik
(
ρEρ + σEσ + mlEml + elEel + hlEhl − E
)
− ekEei − hkEhi + wiEwk + AjkEA ji
)
= 0, (38a)
∂Aik
∂t
+
∂(Ailvl)
∂xk
+ vj
(
∂Aik
∂xj
−
∂Aij
∂xk
)
= 0, (38b)
∂hi
∂t
+
∂
(
hivk − vihk + ε iklEel
)
∂xk
+ vi
∂hk
∂xk
= 0, (38c)
∂ei
∂t
+
∂
(
eivk − viek − ε iklEhl
)
∂xk
+ vi
∂ek
∂xk
= 0, (38d)
∂wk
∂t
+
∂ (vlwl + Eσ)
∂xk
+ vj
(
∂wk
∂xj
−
∂wj
∂xk
)
= 0. (38e)
∂σ
∂t
+
∂
(
σvk + Ewk
)
∂xk
= 0, (38f)
∂ρ
∂t
+
∂(ρvk)
∂xk
= 0. (38g)
We note that it is always implied in the SHTC framework (as well as in the GENERIC) that the velocity field vi
and the total momentum field are conjugate fields, i.e. vi = Emi . Thus, in all the equations of system (38), vi can
be substituted by Emi but we prefer to keep vi explicitly written for historical reasons. Later, in Section 4 we shall
always use Emi instead of vi.
Also, note that we use the same notations for the state variables in system (18) and (38), however they are
different fields which relate to each other by the formulas
m′ = wm, F = A−1, ρ0 = w ρ, w = det(F ), (39a)
e′ = wAe, h′ = wAh, (39b)
σ′ = w σ, w′ = F Tw, (39c)
while the Lagrangian total energy density U is related to Eulerian total energy density E as
U = w E. (39d)
In these relations,m′, F , h′, e′, w′ and σ′ are the Lagrangian fields, i.e. exactly those fields in equations (18), while
m, A, h, e, w and σ are the fields in the Eulerian equations (38). Also, ρ0 is the reference (Lagrangian) mass density.
Exactly as in the Lagrangian framework (see summation rule (20)), the conservation of the total energy density
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E,
∂E
∂t
+
∂
∂xk
(
vkE + vi
[(
ρEρ + σEσ + mlEml + el Eel + hlEhl − E
)
δik − ekEei − hkEhi + wiEwk + AjkEA ji
]
+ε ijkEei Eh j + EσEwk
)
= 0, (40)
is just a consequence of the governing PDEs (38). Namely, it is the sum of PDEs (38) multiplied by the corresponding
factors, the conjugate state variables:
(40) ≡ Emi · (38a)+ EAik · (38b)+ Ehi · (38c)+ Eei · (38d)+ Ewk · (38e)+ Eσ · (38f)+ Eρ · (38g). (41)
As discussed in Section 5, this summation rule also plays a key role in the introduction of the dissipative terms
in the SHTC framework. The calculation can be found in the Russian edition [42] of the book [41]. However, for
completeness, we shall also demonstrate it in this paper after we present the conjugate formulation in Section 3.2.4.
We note that there is no need to use the mass conservation equation in the Lagrangian frame because the mass
density is ρ = ρ0w−1. Moreover, as it has been shown several times, e.g. [42, 76], the mass conservation (38g) is the
consequence of the time evolution (38b) for the distortion matrix A and hence, can be dropped out. But in fact, in
the Eulerian frame, for many reasons, it is easier to treat ρ as an independent state variable governing by its own
time evolution. In this sense, the complimentary pair of Lagrangian equations (18a) and (18b) corresponds to three
equations (38a), (38b) and (38g) of the Eulerian SHTC master system. Also, remark that an arbitrary number of
equations with the structure of (38g) can be added to system (38). In practical cases, the entropy conservation law
for the ideal fluids or time evolution for the volume fraction in multi-phase models have the same structure as (38g),
e.g. see Section 6.5.2. Thus, (38g) symbolizes various equations with such a structure.
Eventually, we mention a few examples in which equations (38) were used, see also more details in Section 6.
Thus, equations (38a), (38b), were used in [38, 85, 41, 4, 23, 3, 14] for modeling of elastic and elastoplastic defor-
mations in metals, while the same equations constitute the unified formulation of continuum mechanics proposed
in [77, 17, 78, 18] and can be used for modeling of fluid flows. Equations (38a)–(38c) were used in [86, 18] to describe
the electrodynamics of moving medium, equations (38a), (38e) and (38f) can be used to model multiphase flows,
heat conduction, superfluid helium flows, see [86, 83, 82, 81].
3.2.2 Involution constraints
As we already mentioned, the involution constraints play an exceptional role in the Eulerian SHTC equations. This
role will show up in all the subsequent sections.
We start the discussion by demonstrating that the following stationary constraints3
∇×A = B , ∇ · h = Q , ∇ · e = R , ∇×w = Ω , (42)
or, in the component-wise notations,
εajk
∂Aik
∂xj
= Bia ,
∂hk
∂xk
= Q ,
∂ek
∂xk
= R , εajk
∂wk
∂xj
= Ωa , (43)
3The curl operator is applied to matrix A in the column-wise manner.
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are compatible with system (38), where the quantities B, Q, R and Ω satisfy the following conservation laws
∂Bij
∂t
+
∂(Bij vk − vj Bik)
∂xk
+ vj
∂Bik
∂xk
= 0, (44a)
∂R
∂t
+
∂(R vk)
∂xk
= 0, (44b)
∂Q
∂t
+
∂(Q vk)
∂xk
= 0, (44c)
∂Ωj
∂t
+
∂(Ωj vk − vj Ωk)
∂xk
+ vj
∂Ωk
∂xk
= 0. (44d)
Indeed, we are going to demonstrate that the following involution constraints
∂
∂t
(∇×A−B) ≡ 0 ,
∂
∂t
(∇ · e− R) ≡ 0 ,
∂
∂t
(∇ · h−Q) ≡ 0 ,
∂
∂t
(∇×w−Ω) ≡ 0 , (45)
are satisfied on the solutions to (38) if they hold true at the initial moment of time. Indeed, ∇×A, ∇ · e, ∇ · h and
∇×w satisfy the following evolution equations4
∂(∇×A)ij
∂t
+
∂((∇×A)ij vk − vj (∇×A)ik)
∂xk
+ vj
∂(∇×A)ik
∂xk
= 0, (46a)
∂(∇ · h)
∂t
+
∂(vk (∇ · h))
∂xk
= 0, (46b)
∂(∇ · e)
∂t
+
∂(vk (∇ · e))
∂xk
= 0, (46c)
∂(∇×w)j
∂t
+
∂((∇×w)j vk − vj (∇×w)k)
∂xk
+ vj
∂(∇×w)k
∂xk
= 0. (46d)
By comparing (44) and (46), one may conclude that (45) is satisfied if it was true at t = 0. We emphasize that even
though the non-conservative terms in (46a) and (46d) are zeros they can not be omitted because this would violate
the Galilean invariance property of these equations and also change the characteristic structure.
In some cases, at t = 0, one may assume that B = 0, h = 0, e = 0 and Ω = 0 and hence, (44) has trivial solution,
and (45) becomes
∇×A ≡ 0 , ∇ · h ≡ 0 , ∇ · e ≡ 0 , ∇×w ≡ 0 (47)
for any t > 0. However, in some applications we have to set B 6= 0, h 6= 0, e 6= 0 or Ω 6= 0 in the initial conditions
and hence, system (44) has non-trivial time-dependent solution. Thus, it is necessary to note that quantities B, h,
e and Ω may have a certain physical meaning. For example, ∇×A has the meaning of the density of microscopic
defects (dislocation density tensor) [42, 41, 76] in the elatoplasticity theory. Thus, if the material has suffered from
plastic deformations in the past (t < 0) then at t = 0 we have ∇×A 6= 0. For example, the impact of the dislocation
density on the dispersive properties of the elastic waves was studied in [84] where it was assumed that the material
has non-zero initial concentration of defects.
As we shall see later, the involution constraints (45) and (47) have strong impact on the symmetrization of
system (38). Thus, if constraints (47) hold then the symmetrization is much simpler than in the case of (45). If only
4For the derivation of (46a) and (46d), see Appendix C, while equations (46c) and (46b) can be easily obtained by applying ∂/∂xi to the SHTC
equations (38d) and (38c) accordingly.
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(45) holds, then system (38) can be symmetrized in an extended sense. Namely, we shall demonstrate that system
(38) extended by adding to it constraints (44) can be symmetrized. This is, in fact, a very interesting feature of the
SHTC formulation because one may note that the extended system (38), (44) is weakly nonlocal because the quantities
∇×A, ∇ · e, etc, represent a coarser scale then the state variables A, e, etc. This will be even more pronounced
when we shall discuss the irreversible dynamics within the SHTC framework in Section 5 because in the presence
of dissipative processes the quantities ∇×A, ∇ · e, ∇×w are not zeros even if they were zero at t = 0.
3.2.3 Weakly non-local conservative non-symmetrizable formulation
In contrast to the Lagrangian master system (18), the Eulerian system (38) is not a system of conservation laws due
to the presence of the non-conservative differential terms,
vj(∂j Aik − ∂k Aij), vi∂khk, vi∂kek, vj(∂jwk − ∂kwj), (48)
in equations (38b), (38c), (38d) and (38e) accordingly. Therefore, there is a temptation to rewrite Eulerian SHTC
equations in a fully conservative form using the results of Section 3.2.2 and to symmetrize it in a way discussed
in Section 2.1. Unfortunately, such an idea is not viable, and the pedagogical goal of this section is to demonstrate
this.
For the sake of simplicity, we consider the ideal MHD equations in this section. However, all the analysis can be
applied to the entire system (38) without any changes. Thus, let us consider the MHD equations which using the
results of Section 3.2.2 can be written as
∂tmi + ∂k
(
mivk + δik
(
ρEρ + σEσ + mlEml + BlEBl − E
)
− BkEBi
)
= 0, (49a)
∂tBi + ∂k (Bivk − viBk) = −vi Q, (49b)
∂tQ + ∂k(Q vk) = 0, (49c)
∂tρ+ ∂k(ρvk) = 0, (49d)
∂tσ+ ∂k(σvk) = 0, (49e)
∂tE + ∂k
(
vkE + vi
[(
ρEρ + σEσ + mlEml + BlEBl − E
)
δik − BkEwi
])
= 0, (50)
which look like the system of conservation laws (i.e. all the differential terms are written in a conservative manner)
with the algebraic source term −vi Q in the PDE for Bi which can be ignored in the symmetrization process as a
low order term. Here, instead of the field hi used in system (38) we use a convectional notation Bi for the magnetic
field, ρ is the mass density, σ is treated as the entropy density. As discussed in Section 3.2.2, on the solution of the
system, the involution constraint
∂
∂t
(∇ ·B − Q) = 0 (51)
is fulfilled. This involution constraint can be reduced to ∂tQ = 0 because ∇ ·B = 0 which has the meaning of the
absence of magnetic monopoles. Therefore, one may even suggest to consider a simpler model
∂tmi + ∂k
(
mivk + δik
(
ρEρ + σEσ + mlEml + BlEBl − E
)
− BkEBi
)
= 0, (52a)
∂tBi + ∂k (Bivk − viBk) = 0, (52b)
∂tρ+ ∂k(ρvk) = 0, (52c)
∂tσ+ ∂k(σvk) = 0, (52d)
as it is done in many works, e.g. see discussion in [79]. However, neither (49) nor (52) is compatible with the energy
conservation law (50). Indeed, equations (49) and (50) form an overdetermined system of PDEs. Hence, the energy
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conservation should be a combination of equations (49) or (52). However, as it was shown by Godunov in [38], the
energy flux can not be obtained as a combination of the conservative fluxes (49) or (52) because the energy flux is
exactly (see details in Appendix B)
flux(50) ≡ Emi · flux(52a)+ EBi · flux(52b)+ Eρ · flux(52c)+ EBi vi∂kBk. (53)
Therefore, the energy conservation is not a combination of either (49) or (52) and hence the symmetrization is impos-
sible by means of the GFL theorem discussed in Section 2.1. Other ways of symmetrization of the MHD equations
are unknown. Eventually, both formulations (49) and (52) are not Galilean invariant, e.g. see [79], and should be
avoided in practical use.
The MHD formulation which is compatible with the energy conservation (50) is the following non-conservative
system
∂tmi + ∂k
(
mivk + δik
(
ρEρ + σEσ + mlEml + BlEBl − E
)
− BkEBi
)
= 0, (54a)
∂tBi + ∂k (Bivk − viBk) + vi∂kBk = 0, (54b)
∂tρ+ ∂k(ρvk) = 0, (54c)
∂tσ+ ∂k(σvk) = 0. (54d)
This formulation is non-conservative due to the presence of the non-conservative differential term vi∂kBk in the PDE
for Bi. However, exactly this formulation is compatible with the energy law (50), it is symmetrizable as was shown
in [38], it has the structure of the equation (38c) of the SHTC master system (38), it is Galilean invariant, and exactly
equation (54b) can be obtained from the Lagrangian equation for the magnetic field
dBi
dt
= 0, (55)
see details in Section A.3.
In summary, it is important not only to pay attention to casting the equations into the form of conservation laws,
but also to the companion conservation law, which has to be compatible with the rest of the evolution equations.
Otherwise, the GFL theorem can not be applied.
3.2.4 Conjugate formulation
In the previous section, the governing equations were formulated in terms of the state variables q and the total
energy density E(q). In this section, we also provide another, thermodynamically conjugate, formulation in terms of
the conjugate state variables p (flux fields) and a potential L(p) which is the Legendre transform of E(q) and has
the physical meaning of a generalized pressure. This formulation allows to emphasize an exceptional role of the
generating potentials L and E and shall be used to prove the symmetric hyperbolicity of the governing PDEs in
Sections 3.2.6 and 3.2.5 within the SHTC formalism.
As in the Lagrangian framework, we introduce the conjugate variables
p = (r, vi, αik, bi, di, ηk, θ) (56)
as the partial derivatives of the total energy density E(q) with respect to the conservative state variables
vi = Emi , αik = EAik , bi = Ehi , di = Eei , ηk = Ewk , θ = Eσ, r = Eρ,
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and the new potential
L(p) = q · p− E = rρ+ vimi + αij Aij + diei + bihi + ηiwi + θσ− E (57)
as the Legendre transformation of E. In terms of the new variables p and potential L(p), system (38) can be rewritten
as
∂Lvi
∂t
+
∂
∂xk
[
(vkL)vi + αmkLαmi − δikαmnLαmn − diLdk − biLbk + ηkLηi − δikηnLηn
]
= 0, (58a)
∂Lαik
∂t
+
∂[(vmL)αim ]
∂xk
+ vj
(
∂Lαik
∂xj
−
∂Lαij
∂xk
)
= 0, (58b)
∂Lbi
∂t
+
∂[(vkL)bi − viLbk + ε ikldl]
∂xk
+ vi
∂Lbk
∂xk
= 0, (58c)
∂Ldi
∂t
+
∂[(vkL)di − viLdk − ε iklbl ]
∂xk
+ vi
∂Ldk
∂xk
= 0, (58d)
∂Lηk
∂t
+
∂[(viL)ηi + θ]
∂xk
+ vj
(
∂Lηk
∂xj
−
∂Lηj
∂xk
)
= 0, (58e)
∂Lθ
∂t
+
∂[(vkL)θ + ηk]
∂xk
= 0, (58f)
∂Lr
∂t
+
∂(vkL)r
∂xk
= 0, (58g)
while the energy conservation (40) now reads (the prove that it is the consequence of the equations (58) is given in
the Appendix B)
∂
∂t
(rLr + viLvi + αijLαij + diLdi + biLbi + θLθ + ηkLηk − L)+
∂
∂xk
(
vk
(
rLr + viLvi + αijLαij + diLdi + biLbi + θLθ + ηkLηk − L
)
+
vi
[(
L− αabLαab − ηaLηa
)
δik + αnkLαni − diLdk − biLbk + ηkLηi
]
+ εkijdibj + θηk
)
= 0. (59)
It is still not clear though whether (58) can be written as a symmetric hyperbolic system because of the non-trivial
structure of the fluxes and non-conservative differential terms. Apparently, the Godunov-Friedrichs-Lax theorem
discussed in Section 2.1 can not be applied because (58) is not a system of conservation laws. Moreover, it can not
be treated as a conservative system in the extended sense as discussed in Section 3.2.3 because energy conservation
would be incompatible with such conservative equations5 and the GFL theorem would still be inapplicable.
The source of the problem is in the following. Unlike the Lagrangian frame, in the Eulerian frame, it has
appeared [38, 33, 86, 87] that the involution constraints (45) play an important role in the symmetrization of system
(58). If the initial conditions were chosen in such a way that (47) holds true, then the symmetrization is much easier
and is discussed in Section 3.2.5 while the general case for non curl-free and divergence-free involution constraints
(45) is discussed in Section 3.2.6.
5See details in Appendix B, where we prove that if the non-conservative terms are ignored then the energy flux is not a consequence of the
other fluxes.
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3.2.5 Symmetric form of conjugate formulation for curl-free and divergence-free involution constraints
As in the Lagrangian framework, the parametrization of the governing equations in terms of the conjugate variables
p and generating potential L(p) allows to rewrite the system in a symmetric quasilinear form. However, this is not
that straightforward as it is in the Lagrangian frame. In order, to show that (58) is equivalent to a quasilinear
symmetric system it is necessary to add the following linear combination of the involution constraints (47)
αjk
(
∂Lαjk
∂xi
−
∂Lαji
∂xk
)
+ di
∂Ldk
∂xk
+ bi
∂Lbk
∂xk
+ ηk
(
∂Lηk
∂xi
−
∂Lηi
∂xk
)
≡ 0 (60)
to equation (58a) and formally brake its conservative form. After that and some trivial term rearrangements in the
rest of the equations, (58) can be rewritten as
∂Lvi
∂t
+
∂(vkL)vi
∂xk
+ Lαij
∂αkj
∂xk
− Lαjk
∂αjk
∂xi
− Ldk
∂di
∂xk
− Lbk
∂bi
∂xk
+ Lηi
∂ηk
∂xk
− Lηj
∂ηj
∂xi
= 0, (61a)
∂Lαij
∂t
+
∂(vkL)αij
∂xk
+ Lαmj
∂vm
∂xi
− Lαij
∂vk
∂xk
= 0, (61b)
∂Lbi
∂t
+
∂(vkL)bi
∂xk
− Lbk
∂vi
∂xk
+ ε ikj
∂dj
∂xk
= 0, (61c)
∂Ldi
∂t
+
∂(vkL)di
∂xk
− Ldk
∂vi
∂xk
− ε ikj
∂bj
∂xk
= 0, (61d)
∂Lηi
∂t
+
∂(vkL)ηi
∂xk
+ Lηj
∂vj
∂xi
− Lηi
∂vk
∂xk
+
∂θ
∂xi
= 0, (61e)
∂Lθ
∂t
+
∂(vkL)θ
∂xk
+
∂ηk
∂xk
= 0, (61f)
∂Lr
∂t
+
∂(vkL)r
∂xk
= 0. (61g)
Now, these modified equations can be rewritten as a quasilinear system
A
∂p
∂t
+ Bk
∂p
∂xk
+ Ck
∂p
∂xk
= 0 (62)
which is apparently symmetric because the first two terms in each equation in (61) form symmetric matrices A(p) =
Lpp and Bk(p) = (vkL)pp as second order derivatives of the potentials L and vkL while the rest terms contribute
to these matrices only in a symmetric way via symmetric matrices Ck(p). Moreover, if L is a convex potential,
then system (58) is symmetric hyperbolic because A = Lpp > 0. Recall that due the properties of the Legendre
transformation, the convexity of L(p) in p is equivalent to convexity of E(q) in q.
To conclude this section, we demonstrate the symmetric structure of the matrix Ck. For example, for k = 1 the
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submatrix of C1 corresponding to the variables vi, ηi and θ is

0 0 0 0 −Lη2 −Lη3 0
0 0 0 Lη2 0 0 0
0 0 0 Lη3 0 0 0
0 Lη2 Lη3 0 0 0 1
−Lη2 0 0 0 0 0 0
−Lη3 0 0 0 0 0 0
0 0 0 1 0 0 0


. (63)
3.2.6 Symmetric form of conjugate weakly non-local formulation in general case
In the previous section, we have demonstrated that conjugate form (58) of master equations (38) can be written as a
symmetric quasilinear system. The key step was a modification of the momentum equation (58a) by formally break-
ing its conservative form via adding to it the linear combination of involution constraints (60). In the case of non
curl-free and non divergence-free involution constraints (45) such a step is not valid. However, the symmetrization
is still possible but in an extended sense when the PDEs (44) for the new state variables B, Q, R and Ω are added
to the master system. Because these quantities coincide with ∇×A, ∇ · h, ∇ · e and ∇×w accordingly at each
time instant, the extended system should be treated as a weakly non-local extension system of the original Eulerian
SHTC equations (38). Here, we follow the idea presented in [21] and for the sake of simplicity, we demonstrate
the symmetrization algorithm for the complimentary couple (wi, σ), or in fact, for their conjugate couple (ηi, θ). As
will be shown in the example section 6, these equations constitute an important class of equations based on which
heat and mass transfer hyperbolic models are developed within the both frameworks, the SHTC and GENERIC
formalism. All the steps of the algorithm then can be applied for symmetrizing the PDEs for the couples (mi, Aij)
and (ei, hi) and eventually the entire system (38). Thus, we consider the following system for the (wi, σ)-pair which
is coupled with the evolution PDE for the vector field Ωi from which we expect to be equal to Ωi = ε ijk∂jwk
∂tmi + ∂k
(
mivk + δik
(
ρEρ + σEσ + mlEml + ΩlEΩl − E
)
−ΩkEΩi + wiEwk
)
= 0, (64a)
∂twk + ∂k(wava + Eσ) + vj(∂jwk − ∂kwj) = 0, (64b)
∂tσ+ ∂k(σvk + Ewk) = 0, (64c)
∂tΩi + ∂k(Ωivk −Ωkvi) + vi∂kΩk = 0, (64d)
∂tρ+ ∂k(ρvk) = 0. (64e)
Here, it is implied that we have extended the set of state variables by adding to it the vector field Ω. However,
the addition of a new state variable and its evolution PDE can not be done arbitrary in the SHTC framework
because this might be incompatible with the energy conservation law. In order to make it compatible, we have to
add the extra stress −ΩkEΩi in the momentum flux, otherwise the summation rule (41) does not give the energy
conservation. Thus, the energy density and the conjugate potential
E = E(mi,wi, σ,Ωi, ρ), L = L(vi, ηi, θ,ωi, r) (65)
now also depend on Ωi and its conjugate ωi = EΩi accordingly. The entire system (64) including new equation for
Ωi forms a sub-system of the master system (38). For example, one may clearly notice that the new PDE for Ωi has
the same structure as the PDE (38c) for the field hi which, in turn, also has the corresponding extra stress −hkEhi .
The following involution constraints are implied as well
∂
∂t
(
ε ijk∂jwk −Ωi
)
= 0,
∂
∂t
(∂kΩk) = 0. (66)
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Therefore, the extended system (67) is still formulated within the SHTC framework.
The conjugate formulation of (64) is
∂tLvi + ∂k
(
(vkL)vi + ηkLηi − δikηnLηn − ωiLωk
)
= 0, (67a)
∂tLηk + ∂k(Lηa va + θ) + vj(∂jLηk − ∂kLηj ) = 0, (67b)
∂tLθ + ∂k((vkL)θ + ηk) = 0, (67c)
∂tLωi + ∂j(Lωi vj − Lωj vi) + vi∂kLωk = 0, (67d)
∂tLr + ∂k (vkL)r = 0, (67e)
while the involution constraints (66) are
∂
∂t
(∇× Lη − Lω) ≡ 0 ,
∂
∂t
(∇ · Lω) ≡ 0. (68)
The energy conservation law for such an extended formulation now reads as
∂
∂t
(rLr + viLvi + ωiLωi + θLθ + ηkLηk − L) +
∂
∂xk
(
vk
(
rLr + viLvi +ωiLωi + θLθ + ηkLηk − L
)
+
vi
[(
L− ηaLηa
)
δik − ωiLωk
]
+ θηk
)
= 0, (69)
which, we emphasize, has the fluxes fully compatible with the spatial differential terms of the governing equa-
tions (67), i.e. it can be obtained by the summation rule (41).
Now, we are in position to demonstrate that the conjugate formulation (67) is indeed symmetrizable. At the first
step of the symmetrization algorithm we open the brackets in the PDE for Lηk , which, after that, becomes
∂tLηk + Lηa∂kva + vj∂jLηk + ∂kθ = 0, (70)
At the second step, we modify this PDE by adding to it Lηk∂jvj − Lηk∂jvj ≡ 0. We have
∂tLηi + ∂k (vkL)ηi − Lηi∂kvk + Lηa∂iva + ∂iθ = 0. (71)
At the last step of the algorithm, we formally “destroy” the conservative form of the momentum equation by
adding to it the linear combination of the constraints (68)
0 ≡ ηk(∂iLηk − ∂kLηi )− ε ijkηjLωk + ωi∂kLωk . (72)
Eventually, we have
∂tLvi + ∂k (vkL)vi + Lηi∂kηk − Lηa∂iηa − Lωk∂kωi = ε ijkηjLωk , (73a)
∂tLηi + ∂k (vkL)ηi − Lηi∂kvk + Lηa∂iva + ∂iθ = 0, (73b)
∂tLθ + ∂k (vkL)θ + ∂kηk = 0, (73c)
∂tLωi + ∂k (vkL)ωi − Lωk∂kvi = 0, (73d)
∂tLr + ∂k (vkL)r = 0, (73e)
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which can be written as a symmetric quasilinear system (62) but with an algebraic source term S = (ε ijkηjLωk , 0, 0, 0, 0):
A
∂p
∂t
+ Bk
∂p
∂xk
+ Ck
∂p
∂xk
= S.
Indeed, because the non-conservative differential terms have the same structure as in (61), they contribute in a
symmetric way into the matrices Ck. The key idea of such a symmetrization is that the source term ε ijkηjLωk in the
momentum equation (73a) is an algebraic term due to the fact that we treat ∇×w as the new independent state
variable Ω = Lω . This source term is therefore treated as a low order term and does not affect the type of the PDEs
(i.e. it does not contribute into the structure of the coefficient matrices A, Bk and Ck).
Let us demonstrate the symmetric structure of the matrix Ck. For example, for k = 1 the submatrix of C1
corresponding to the variables vi, ηi, θ and ωi is

0 0 0 0 −Lη2 −Lη3 −Lω1 0 0 0
0 0 0 Lη2 0 0 0 −Lω1 0 0
0 0 0 Lη3 0 0 0 0 −Lω1 0
0 Lη2 Lη3 0 0 0 0 0 0 1
−Lη2 0 0 0 0 0 0 0 0 0
−Lη3 0 0 0 0 0 0 0 0 0
−Lω1 0 0 0 0 0 0 0 0 0
0 −Lω1 0 0 0 0 0 0 0 0
0 0 −Lω1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0


. (74)
The equations for the pairs (m,A) and (h, e) are symmetrizable exactly in the same way. For example, in order
to symmetrize the equations for the (m,A)-pair, one has to add the time evolution (44a) for B = ∇ ×A to the
system, extend the set of state variables by considering the total energy as E = E(m,A,B, ρ) and repeat the above
steps.
In summary, extending the idea from [21], we have demonstrated that in case the constraints ∇ × A = 0,
∇ · h = 0, ∇ · e = 0 and ∇×w = 0 are not met, the Eulerian SHTC equations (38) can be symmetrized only after
a weakly non-local extension when the quantities ∇×A, ∇ · h, ∇ · e and ∇×w starts to play the role of the state
variables governed by their own time evolutions (44).
4. GENERIC form of SHTC equations
After having recalled the SHTC equations, let us turn to the question whether equations (38) can be seen as a
Hamiltonian evolution. The answer to that question is affirmative, and the equation are thus fully compatible with
GENERIC framework. Moreover, focusing on the Poisson bracket provides an alternative way of derivation and
generalization of the SHTC equations.
We, first, demonstrate in sub-section 4.1 that the Lagrangian SHTC equations can be generated by canonical
Poisson brackets, while the rest of the section is dedicated to the central and more challenging question of whether
the Eulerian SHTC system (38) can be seen as a Hamiltonian evolution.
4.1. Lagrangian SHTC system as Hamiltonian evolution
Consider the cotangent bundle of two vector fields q(r) and p(r), where the Poisson bracket is canonical, i.e.
{A ,B} =
∫
(Aq ·Bp −Bq ·Ap)dr. (75)
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Let us first construct a Poisson bracket for the pair (18a), (18b). Let us denote q as m and assume that the
functionals depend only on gradients of p, namely on Fij = −∂i pj. Poisson bracket (75) then becomes
{A ,B} =
∫
(Ami∂jBFij −Bmi∂jAFij)dr, (76)
which generates the first couple of evolution equations (18).
Let us now denote q as e and assume that the functionals depend only on curl of p, namely on hi = −ε ijk∂j pk.
Poisson bracket (75) then becomes
{A ,B} =
∫
(Aeiε ijk∂jBhk −Beiε ijk∂jAhk)dr, (77)
which generates the second couple of evolution equations (18).
Finally, let us denote q asw and assume that the functionals depend only on divergence of p, namely on s = ∂j pj.
Poisson bracket (75) then becomes
{A ,B} =
∫
(Awi(−∂iBs)−Bwi(−∂iAs)) dr, (78)
which generates the last couple of evolution equations (18).
The Lagrangian STHC evolution equations (18) can be thus seen as canonical Hamiltonian evolution of a triplet
of cotangent bundles, Poisson bracket of which is the sum of brackets (76), (77) and (78). The triplet of operations,
namely the rotationally invariant differential operators gradient, curl and divergence, forms a sort of complete set
of operations in three-dimensional space, see p. 181 of book [25] and [30].
4.2. Hydrodynamics of ideal fluids
Let us start with the Hamiltonian formulation of the hydrodynamics of ideal fluids. The Poisson bracket for Euler
equations of ideal fluids, i.e. for fields (m, ρ, s), is (e.g. see [16, 2, 64, 45, 68, 73])
{A ,B}(Euler) =
∫ [
mi(Bmj∂jAmi −Amj∂jBmi) + ρ(Bmi∂iAρ −Ami∂iBρ) + s(Bmi∂iAs −Ami∂iBs)
]
dr, (79)
where A (m, ρ, s) and B(m, ρ, s) are two arbitrary functionals and Aρ, Bρ, Ami , Bmi , etc. are the functional deriva-
tives, i.e. Aρ = δAδρ , Ami =
δA
δmi
, etc.
The Poisson bracket expresses kinematics of the state variables, which are the fields x = (m, ρ, s). Taking an
arbitrary functional A (m, ρ, s), evolution of that functional is given by the Poisson bracket
∂A
∂t
= {A ,H }(Euler), (80)
together with the Hamiltonian
H (m, ρ, s) =
∫
E(m, ρ, s)dr, (81)
where the integrand E(m, ρ, s) is the total energy potential. Poisson bracket and the Hamiltonian thus generate
reversible evolution of functionals of state variables, and the evolution equations for the fields (m, ρ, s) are
∂mi
∂t
= {mi,H }
(Euler),
∂ρ
∂t
= {ρ,H }(Euler),
∂s
∂t
= {s,H }(Euler). (82)
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Alternatively, evolution of a functional A (x) =
∫
A(x)dr can be given by
∂A
∂t
=
∫
δA
δxi
∂xi
∂t
dr, (83)
and hence, by collecting terms multiplying derivatives of the functional A in the Poisson bracket, i.e. by rewriting
the bracket as
{A ,H }(Euler) =
∫ [
Ami · (. . . ) +Aρ · (. . . ) + As · (. . . )
]
dr, (84)
one can directly read the evolution equations of the state variables denoted as “. . . ” in (84).
Eventually, by or using (84), one can obtain the Euler equations of compressible hydrodynamics
∂mi
∂t
= −∂j(miEmj)− ρ∂iEρ −mj∂iEmj − s∂iEs = −∂j(miEmj)− ∂i p (85a)
∂ρ
∂t
= −∂i(ρEmi) (85b)
∂s
∂t
= −∂i (sEmi) , (85c)
where the pressure is identified as
p = ρEρ + sEs + miEmi − E. (85d)
This construction of pressure is general within the context of Hamiltonian dynamics and STHC formalism. Com-
pressible Euler equations can be thus seen as Hamiltonian evolution.
4.3. Distortion matrix
The goal of this section is to formulate the Poisson brackets generating the time evolutions (38a), (38b) and (38g)
for the momentum, distortion and the mass density fields of the SHTC formulation, and hence to demonstrate that
these SHTC equations are compatible with GENERIC. The distortion field is a very important concept, which is
used to describe elastic and inelastic deformation of continuum (viscous flows, elastoplastic deformations) in the
SHTC theory. Before discussing the dynamics of distortion matrix, let us first consider dynamics of labels advected
by the fluid particles.
4.3.1 Dynamics of labels
When describing dynamics of solids, the usual approach is to formulate the evolution equations in the Lagrangian
coordinates, since dynamics of the material points is then simply related to classical Newtonian mechanics. Since the
balance equations (of energy, momentum, mass and angular momentum) are formulated in the Eulerian coordinates,
one needs to use the mapping from the Lagrangian coordinates to the Eulerian coordinates. The classical treatment
of elasticity, e.g. [52], is formulated this way. After the transformation to the Eulerian frame, the standard equations
consist of balance laws (conservation of mass, momentum and entropy (or energy)) equipped with an equation
expressing advection of the Lagrangian coordinates of the particles, i.e. labels of the particles.
However, when the material undergoes plastic deformations or even chemical reactions or phase transitions,
where the material points disappear and are created, the mapping from the Lagrangian coordinates to the Eulerian
coordinates loses its physical significance. The reference configuration itself loses its physical significance and it
plays merely the role of an initial condition.
Because the balance equations still keep their physical meaning even when the reference configuration does not,
it seems to be advantageous to formulate the evolution equations of solids purely within the Eulerian coordinates.
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GENERIC provides a way for such a construction [46], and the result turns out to be compatible with the Godunov-
Romenski approach [40, 39, 31, 4, 23, 77, 17, 78]. Let us now develop the GENERIC way.
Note that dynamics of solids has already been formulated within GENERIC. For example in [55] evolution equa-
tion for the deformation tensor is generated by a Poisson bracket which is constructed by using the requirements
of antisymmetry and momentum conservation.
The aim here is to find evolution equations for solids capturing balance of mass, momentum and entropy (or
energy) as well as dynamics of individual points of the continuum (particle labels). Therefore, the state variables
will be density ρ, momentum density u, entropy density s and volume density of the labels b. The volume density
of labels is a vector field that expresses where the material at given Eulerian position belongs.
The reversible evolution of the state variables is required to be Hamiltonian, i.e. generated by a Poisson bracket.
Poisson bracket governing evolution of variables ρ, m and s is the standard hydrodynamic Poisson bracket (79).
The bracket expresses that mass density, momentum density and entropy density are passively advected by the
momentum density. Therefore, it is clear how to add an another passively advected field – the volume density of
labels b. The overall bracket becomes
{A ,B}(Euler+Labels) =
∫ [
mi(∂jAmiBmj − ∂jBmiAmj) + ρ(∂iAρBmi − ∂iBρAmi)+
s(∂iAsBmi − ∂iBsAmi) + bi(∂jAbiBmj − ∂jBbiAmj)
]
dr (86)
for any two functionals A and B of the state variables. This is the Poisson bracket expressing kinematics of
hydrodynamic fields and volume density of labels.
However, each label should correspond to a concrete particle of the material rather than to a volume of the
material, and thus we perform transformation from b to
a
de f
=
b
ρ
, (87)
which is the mass-density of labels. Bracket (86) then transforms (by plugging in functionals of type A (m, b(ρ,a), ρ, s))
to
{A ,B}(Lin) = {A ,B}(Euler)+
∫
∂jai
(
AmjBai −BmjAmi
)
dr. (88)
This Poisson bracket was first introduced in [46], where it was referred to as the Lin Poisson bracket. The evolution
equations implied by bracket (88) are
∂mi
∂t
= −∂j(miEmj)− ρ∂iEρ −mj∂iEmj − s∂iEs + Eaj∂iaj (89a)
∂ρ
∂t
= −∂i(ρEmi) (89b)
∂s
∂t
= −∂i (sEmi ) (89c)
∂ai
∂t
= −Emj∂jai. (89d)
When the field a is interpreted as the Lagrangian coordinate of a particle, the evolution equations are the same as
the standard equations of continuum mechanics transformed into the Eulerian frame.
In order to write down the equations explicitly, we have to choose an energy potential E(m,a, ρ, s). Besides the
kinetic energy, which is of course m2/(2ρ), and internal energy, which is a function of ρ and s, the deformation
energy should be taken into account. This energy can not depend on the field a itself but only on gradient of the
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field due to the invariance with respect to translations of the whole body. Thus, the energy can be taken as
E = E(m,∇a, ρ, s). (90)
Derivative of energy with respect to the field of labels a is then
Eai = −∂j
∂E
∂∂jai
= −∂jEAij, Aij = ∂jai, (91)
and the evolution equation for the field of labels becomes
∂a
∂t
+ v · ∇a = 0, (92)
where velocity v is identified with Em. The evolution equation for momentum density now reads
∂mi
∂t
= −∂j(miEmj)− ρ∂iEρ −mj∂Emj − s∂iEs + ∂jσij, (93)
where the stress tensor generated by the labels is
σij = Eδij − ∂ial
∂E
∂∂jal
= Eδij − AliEAl j. (94)
The rest of evolution equations (89) is as in classical hydrodynamics. We have thus explicitly written down the
evolution equations for the hydrodynamic variables with an advected field of particle labels. These equations can
be regarded as standard equations for continuum mechanics in the Eulerian frame.
4.3.2 Differential geometric derivation
In this section we provide an alternative derivation of Poisson bracket (88) by means of differential geometry. More
specifically, we employ the formulas for matched pairs and semidirect products derived in [22], in particular formula
(43) from that paper,
{A ,B}(ℓ
∗×T∗V) = {A ,B}(ℓ
∗) + {A ,B}(T
∗V)
+ 〈Av,Bξ ⊲ v〉 − 〈Bv,Aξ ⊲ v〉
+ 〈α,Aξ ⊲Bα〉 − 〈α,Bξ ⊲Aα〉. (95)
The bracket expresses kinematics of a Lie algebra dual ℓ∗, ξ ∈ ℓ∗, coupled with a cotangent bundle T∗V, (v, α) ∈
T∗V. The coupling is just one-sided, the Lie algebra dual acts on the cotangent bundle. The 〈•, •〉 brackets denote
a scalar product, here standard L2 scalar product, i.e. simple integration. Finally, for example action Bξ ⊲ v stands
for −LBξ v, L being the Lie derivative, and the other actions are interpreted analogically. This is the meaning of
bracket (95).
Let us suppose that the functionals do not depend on α, i.e. elements of the dual to the vector space V. Bracket
(95) then reduces to
{A ,B}(ℓ
∗×V) = {A ,B}(ℓ
∗) + 〈Av,Bξ ⊲ v〉 − 〈Bv,Aξ ⊲ v〉. (96)
The hydrodynamic fields (ρ,m) can be seen as elements of a Lie algebra dual ℓ∗, see e.g. [64] or [73]. Consider now
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the vector field of labels interpreted as an element of a vector space V. Bracket (96) then becomes
{A ,B}(ℓ
∗×V) =
∫
ρ
(
∂iAρBmi − ∂iBρAmi
)
dr+
∫
mi
(
∂jAmiBmj − ∂jBmiAmj
)
dr
+
∫
(BaiAmj∂jai −AaiBmj∂jai)dr, (97)
which is the same Poisson bracket as bracket (88). We have thus interpreted the Lin bracket in terms of differential
geometry.
4.3.3 Dynamics of general distortion matrix
Evolution equations (89) for hydrodynamics with labels are required to be invariant with respect to shift of the field
of labels by a constant. To fulfill such a requirement, it was necessary to let the energy depend only on the spatial
gradient of the field of labels. Let us now reformulate the dynamics solely in terms of the gradient ∇a, which is
referred to as the distortion matrix (following [39, 42, 41, 77, 17]),
Aij = ∂jai, (98)
and expresses local variations of the field of labels. This definition of the distortion matrix implies the integrability
conditions
∂k Aij = ∂j Aik ∀ i, j, k, that is ε l jk∂j Aik = 0 ∀ l ⇐⇒ ∇×A = 0. (99)
We first propose a Poisson bracket for the time evolution of the compatible distortion, i.e. for which the integrability
conditions are fulfilled and which is thus the gradient of the field of labels. Our main goal, however, is to provide a
Poisson bracket for generally incompatible distortion fields, for which ∇×A 6= 0. The incompatible distortion field
is the most important case because such distortions are used to describe irreversible deformations of viscous fluids
and elastoplastic solids [41, 77, 17, 78], see also examples in Section 6, and non-Newtonian fluids, see Sec. 4.3.4.
Transforming Poisson bracket (86) into variables (m,A, ρ, s), which also means that the two functionals depend
only on the new variables, leads to the Poisson bracket of hydrodynamics with the distortion matrix,
{A ,B}(Euler+A) = {A ,B}(Euler)+
∫
Aij
(
Bmj∂kAAik −Amj∂kBAik
)
dr. (100)
This bracket is a Poisson bracket, in particular it fulfills Jacobi identity (checked with program [60]), if and only if the
integrability conditions (98) hold. However, it can be expected that irreversible evolution violates these conditions
and hence the distortion matrix loses the connection (99) with the field of labels. Indeed, having ∇×A 6= 0 also
means that integral of A over a closed loop does not necessarily give zero, which means that there might be a
discontinuity in the field of labels – the material undergoes irreversible deformation and identity of the particles
(the labels) are altered. We need to extend the Poisson bracket so that it fulfills the Jacobi identity also for the
incompatible distortion fields.
The extension should be done in such a way that for curl-free distortion matrices bracket (100) is recovered,
which means that the extra terms (to be added to the bracket) should thus be multiplied by ∇×A. Moreover, in
order to generate reversible evolution, the extra terms should provide additional coupling between A (even with
respect to time reversal) and momentum m (odd) becausem is the only variable with opposite parity than A, see
Section 3.1.3 and [75]. The new distortion matrix bracket then reads
{A ,B}(DM) = {A ,B}(Euler+A)+
∫ (
∂k Aij − ∂j Aik
) (
AAikBmj −BAikAmj
)
dr, (101)
which fulfills the Jacobi identity unconditionally (checked with program [60]). Note that the extra terms can not be
multiplied by any number or function without violating the Jacobi identity, which makes the choice of the extension
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unique. This Poisson bracket leads to evolution equations
∂mi
∂t
= −∂j(miEmj)− ρ∂iEρ −mj∂iEmj − s∂iEs − Aji∂kEA jk − (∂k Aji − ∂i Ajk)EA jk (102a)
= −∂i p− ∂j(miEmj) + ∂jσij
∂Aik
∂t
= −∂k(AijEmj) + (∂k Aij − ∂j Aik)Emj , (102b)
∂ρ
∂t
= −∂i(ρEmi) (102c)
∂s
∂t
= −∂i (sEmi ) . (102d)
where the generalized pressure p and extra stress tensor σij were identified as (taken H =
∫
E(m,A, ρ, s)dr)
p = ρEρ + sEs + miEmi + AijEAij − E, σij = −AkiEAkj + AklEAklδij. (103)
Equation (102) are the same as the Eulerian SHTC equation (38a), (38b) (recall that equations (102c) and (102d) have
the same structure and thus are represented by one equation (38g) in system (38)). It should be borne in mind that
the distortion matrix is no longer required to have zero curl. Also, evolution equations (102) are Galilean invariant,
as they can be rewritten in terms of material derivatives ∂t + v · ∇ and gradients of velocity.
Kinematics of the field of labels is the same as kinematics of Lagrangian coordinates of the fluid particles
in the Eulerian frame. Therefore, kinematics of the distortion matrix expressed by Poisson bracket (100), where
only matrices with zero curl are allowed, is the same as kinematics of inverse of the deformation tensor, which is
standard in continuum mechanics. The extended Poisson bracket (101), however, allows for distortion matrices with
non-zero curl, and the resulting kinematics thus lies outside of the scope of classical continuum mechanics because
the Lagrangian coordinates can not be reconstructed uniquely.
In summary, the hydrodynamic Poisson bracket was first enriched with the field of labels, kinematics of which
is pure advection. That is the setting of classical continuum mechanics in the Eulerian frame. Due to the required
invariance with respect to spatial shifts, only spatial gradients of the field of labels (the distortion matrix) were kept
among the state variables, and a new Poisson bracket followed. The bracket fulfilled Jacobi identity only for curl-
free distortion matrices, and to satisfy the identity also for distortion matrices with non-zero curl, it was necessary
to add (in a unique way) extra terms to the Poisson bracket. The Poisson bracket expressing kinematics of non
curl-free distortion matrices has then been found, which generates the same evolution equations (38a), (38b) and
(38g) of the SHTC framework. To our best knowledge, these results are new.
4.3.4 Dynamics of the left Cauchy-Green (or Finger) tensor
One of the main motivations for developing GENERIC framework was modeling of rheological properties of com-
plex fluids [50, 72], where it is popular to include a symmetric positive definite tensor into the set of state variables,
e.g. the conformation tensor. Here we choose the left Cauchy-Green tensor (or Finger tensor), which has been
shown useful when describing complex fluids [80, 63, 54].
The goal of this section is to discuss the relation of a tensor B, which becomes the left Cauchy-Green tensor (or
Finger tensor) in the case of curl-free distortion field, e.g. in the absence of dissipation. Indeed, the distortion matrix
is identical to the inverse deformation gradient if dissipation is absent [41]. In particular, we demonstrate that a
Poisson bracket for the Left Cauchy-Green tensor can be derived from the Poisson bracket (101), which generates
reversible evolution of the hydrodynamic fields and the general distortion matrix.
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The left Cauchy-Green tensor is defined as
Bij = A
−1
ik A
−1
jk . (104)
Derivative of a functional A (m,B, ρ, s) with respect to the distortion matrix then becomes
AAmn =
δA
δAmn
=
δA
δBij
∂Bij
∂Amn
. (105)
By differentiating definition (104), we can obtain that
∂Bij
∂Amn
= −A−1im Bnj − A
−1
jm Bin, (106)
from which it follows that
AAik = −ABmn A
−1
mi Bkn −ABmn A
−1
ni Bmk. (107)
Substituting this last relation into equation (101) leads to the following Poisson bracket
{A ,B}(Finger) = {A ,B}(Euler)+
∫
Bik
(
∂jABikBmj − ∂jBBikAmj
)
dr
+
∫
Bkm
((
ABmj +ABjm
)
∂kBmj −
(
BBmj + BBjm
)
∂kAmj
)
dr
+
∫
Bik
(
ABik∂jBmj −BBik∂jAmj
)
dr, (108)
which generates the following reversible evolution equations:
∂mi
∂t
= −∂j(miEmj)− ρ∂iEρ −mj∂iEmj − s∂iEs −Bjk∂iEBjk + ∂k
(
Bkm(EBmi + EBim)
)
+ ∂i
(
BjkEBjk
)
(109a)
= −∂j(miEmj)− ρ∂iEρ −mj∂iEmj − s∂iEs + EBjk∂iBjk + ∂k
(
Bkm(EBmi + EBim)
)
(109b)
∂Bij
∂t
= −Euk∂kBij + Bki∂kEuj + Bkj∂kEui , (109c)
∂ρ
∂t
= −∂i(ρEmi) (109d)
∂s
∂t
= −∂i(sEmi). (109e)
This means that the left Cauchy-Green tensor has zero upper-convected derivative unless dissipation is introduced.
Note also that kinematics of the tensor B can be thus seen as a consequence of kinematics of the distortion
matrix (101), which in turn lies outside of the scope of classical continuum solid mechanics due to the possibility of
non-zero curl of the matrix.
4.4. Electrodynamics of slowly moving medium
The goal of this section is to demonstrate that SHTC equations (38a), (38c), (38d) and (38g) governing the dynamics
of the fields (m,h, e, ρ, s) has the structure which is compatible with GENERIC, i.e. these equations can be generated
by a Poisson bracket. However, as usually in GENERIC, while constructing the Poisson brackets, we have to be
more specific and thus the fields (m,h, e, ρ, s) have to be endowed with certain physical meanings. For example,
the electrodynamics of slowly moving continuous media is formulated in [18] within the SHTC framework. In this
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paper, the fields (e,h) were recognized as
e = ǫ(E + v × (v×E)), h = B + v × (v×B), (110)
while the conjugate fields are
Ee = E + v×B, Eh = B − ǫ v ×E, (111)
where ǫ is the electric permittivity, E and B are the electric and magnetic fields in the laboratory frame and the
speed of light is assumed to be one.
Thus, if the motion is absent (v = 0) then the standard electric displacement field D and magnetic field are
recovered
e = ǫE = D, h = B. (112)
It has appeared that a Poisson bracket governing evolution of exactly the fields (D,B) and fields m, ρ and s has
been referred to as the electromagnetohydrodynamic Poisson bracket (EMHD) in [53] or in [22] (see equation (66) there),
and it reads 6
{A ,B}(EMHD) = {A ,B}(Euler)+ {A ,B}(EM)
+
∫
Di(Bmj∂jADi −Amj∂jBDi )dr+
∫
∂jDj(AmiBDi −BmiADi)dr+
∫
(Ami Dj∂jBDi −Bmi Dj∂jADi)dr
+
∫
Bi(Bmj∂jABi −Amj∂jBBi )dr+
∫
∂jBj(AmiBBi −BmiABi)dr+
∫
(Ami Bj∂jBBi −Bmi Bj∂jABi)dr. (113)
Note that the momentum density m is the coupled matter-field momentum in [22] and [18]. This Poisson bracket
contains also the electromagnetic Poisson bracket,
{A ,B}(EM) =
∫
(ADiε ijk∂jBBk −BDi ε ijk∂jABk)dr, (114)
which generates the Maxwell equations.
By taking a Hamiltonian H =
∫
E(m,B,D, ρ, s)dr and rewriting bracket (113) in a form similar to (84), one
directly obtains the following evolution equations
∂mi
∂t
= −∂j(miEmj)− ρ∂iEρ −mj∂iEmj − s∂iEs − Dj∂iEDj − Bj∂iEBj + ∂j
(
DjEDi + BjEBi
)
, (115a)
∂Bi
∂t
= −∂j(BiEmj − Emi Bj + ε ijk∂jEDk)− Emi∂jBj, (115b)
∂Di
∂t
= −∂j(DiEmj − Emi Dj − ε ijk∂jEBk)− Emi∂jDj, (115c)
∂ρ
∂t
= −∂i (ρEmi) , (115d)
∂s
∂t
= −∂i (sEmi) , (115e)
where pressure p is defined as
p = ρEρ + sEs + miEmi + DiEDi + BiEBi − E, (115f)
and E(m,B,D, ρ, s) being the total energy density. These evolution equations are also equipped with two con-
6 Bracket (113) can be derived from Eq. (65) in paper [22] by rewriting action ⊲ as minus Lie derivative when interpreting fields D and
B as vector fields, i.e. HD and HB as covector fields (in notations of [22]). By applying constraints (115g), bracket (113) becomes bracket (66)
from paper [22]. Constraints (115g), which are two of four Maxwell equations, can be seen either as results of gauge invariance of the theory of
electromagnetism coupled with matter [64] or as conditions under which Poisson bracket (66) from paper [22] becomes a projection from kinetic
theory coupled with matter, equation (58) in [22].
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straints imposed on the Poisson bracket
div (D) =
ze
ǫ
ρ, div (B) = 0, (115g)
where z is number of elementary charges per particle and e is the elementary charge.
By subtracting and adding ∂iE to the momentum equation, it can be transformed exactly into the SHTC momen-
tum conservation law (38a), while the equations for B and D already has exactly the structure of equations (38c)
and (38d) accordingly. Thus, the entire GENERIC formulation and the SHTC formulation for electrodynamics of
moving medium are fully compatible.
4.5. Ballistic transport
The goal of this section is to present a Poisson bracket which generates equations (38a), (38f) and (38e), and thus
to prove their compatibility with GENERIC. In applications, these equations can be used for modeling of heat
and mass transfer if equipped with appropriate dissipative algebraic source terms (see Section 5 and 6 for details).
However, in this section we shall use the terminology for heat conduction and we shall call the scalar field s the
entropy density while the vector field w as the conjugate entropy flux. Absence of the dissipative terms, i.e. absence
of the interaction between the mass or heat carriers and the medium, corresponds to the most non-equilibrium state,
ballistic transport, which explains the title of this Section.
4.5.1 The SHTC-compatible bracket
Consider first a rigid heat-conducting body. We wish to prescribe a field of entropy density s expressing local
thermodynamic state of the body. Let us now address dynamics of the field. Taking a Lagrangian Λ(s, s˙), the
Legendre transformation introduces the corresponding Hamiltonian,
δ
δs˙
(
−Λ(s, s˙) +
∫
ψ(r)s˙(r)
)
dr = 0 ⇔ Λs˙ = ψ, (116)
and the conjugate scalar field ψ(r, t). The couple (ψ, s) is equipped with the canonical Poisson bracket
{A ,B}(ψ,s) =
∫
(AψBs −BψAs)dr. (117)
However, the aim is to work with a vector (covariant) field that plays the role of conjugate entropy flux. Therefore,
taking functionals dependent only on w = −∇ψ, the canonical bracket becomes
{A ,B}(w,s) =
∫
(∂kAsBwk − ∂kBsAwk)dr, (118)
evolution equations generated by bracket (118) are
∂s
∂t
= −∂kEwk , (119a)
∂wk
∂t
= −∂kEs, (119b)
equipped with the condition that w is a potential vector field, or that
∂iwj = ∂jwi. (119c)
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From (119a) it is clear why w is referred to as the conjugate entropy flux. Equations (119) express evolution of
entropy within rigid heat conductors.
How can one couple the dynamics of heat with hydrodynamics, i.e. with transport of matter? As in section
4.3.2, the hydrodynamic bracket for (m, ρ) can be extended to describe also action of hydrodynamics on elements
of a vector space V, ψ ∈ V, and the resulting Poisson bracket would be analogical to bracket (97) with ai replaced
by ψ. Here, however, we will consider coupling between the hydrodynamic Lie algebra and a cotangent bundle
(ψ, s) ∈ T∗V, kinematics of which is expressed by bracket (95),
{A ,B}(m,ρ)×(ψ,s) = {A ,B}(Euler)+
∫
(AψBs −AsBψ)dr+
∫
(BψAmj∂jψ−AψBmj∂jψ)dr.
Taking functionals dependent only on gradients of ψ, denoted by wi = −∂iψ, this last bracket becomes
{A ,B}(m,ρ)×(w,s) = {A ,B}(Euler)+
∫
(Bwi∂iAs −Awi∂iBs)dr+
∫
wj
(
∂iAwiBmj − ∂iBwiAmj
)
dr. (120)
This Poisson bracket expresses kinematics of variables (m, ρ,w, s) provided w is a potential vector field, i.e. ∇×
w = 0. Indeed, Jacobi identity is fulfilled only when this involution constraint is met (as in the case of the transition
from kinematics of labels to kinematics of distortion matrix).
Validity of Jacobi identity for bracket (120) even for fields w with non-zero curl can be achieved by extending
the Poisson bracket as in the case of distortion matrix in Section 4.3.3. A new term has to be added to the bracket
proportional to ∂iwj − ∂jwi (the term can not be multiplied by any constant). Moreover, the term has to provide
coupling between w, which is an odd variable, and an another odd field, for example with the field m. The only
way to extend the bracket (120) is then as follows (the Jacobi identity for this bracket has been checked by program
[60])
{A ,B}(Heat) = {A ,B}(m,ρ)×(w,s)+
∫ (
∂iwj − ∂jwi
) (
AwiBmj −BwiAmj
)
dr, (121)
which7 after rearranging the terms as in (84), leads to the time evolutions equations
∂mi
∂t
= −∂k(miEmk)− ρ∂iEρ − s∂iEs −mk∂iEmk −wi∂kEwk − Ewk(∂awi − ∂iwk), (122a)
∂wk
∂t
= −∂k(wjEmj + Es)− (∂jwk − ∂kwj)Emj , (122b)
∂s
∂t
= −∂k
(
sEmk + Ewk
)
, (122c)
∂ρ
∂t
= −∂k(ρEmk) (122d)
which coincide with the Eulerian SHTC equations (38a), (38e), (38f) and (38g).
In summary, Poisson bracket (120) has been derived as a result of coupling between the Lie algebra dual of
classical hydrodynamics and the cotangent bundle of dynamics of entropy. The Jacobi identity is valid only for
potential vector fields w. Validity of Jacobi identity can be extended to fields w with non-zero curl by extending
the bracket by a term coupling fields w and m, and such an extension can be carried out in only one way. The
final extended Poisson bracket is bracket (121), which generates the SHTC evolution equations (122) for ballistic
transport of the scalar field s.
7This bracket was first proposed in [70].
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4.5.2 Alternative bracket, Cattaneo hydrodynamics
A Poisson bracket expressing the Cattaneo-like dynamics of heat was proposed in [49],
{A ,B}(Cat) =
∫
πi
(
∂jAπiBπ j − ∂jBπiAπ j
)
dr+
∫
s (∂iAsBπi − ∂iAsBπi) dr, (123)
where pi is a momentum flux associated with transport of entropy. There are at least two reasons why such a bracket
plays a role. Firstly, it can be obtained by projection from the Boltzmann Poisson bracket expressing kinematics of
phonons. Secondly, it can be seen as the Poisson bracket of the Lie algebra dual of the semidirect product where
entropy is advected by its momentum.
It is a matter of straightforward calculation that by transformation
pi = ws (124)
and by using condition (119c), bracket (123) becomes bracket (118). The two brackets are thus equivalent and related
by change of variables provided the vector field w is curl-free.
However, bracket (123) is not constrained to the case of curl-free w fields. In fact, it can be derived by projection
to fields s (a scalar function of the phonon distribution function) and pi (first moment of the distribution function)
from the Boltzmann Poisson bracket governing dynamics of phonons. Bracket (123) is the hydrodynamic bracket
expressing kinematics of phonons.
When bracket (123) has to be coupled with hydrodynamics, one can proceed simply by summing the hydrody-
namic bracket for density and momentum of matter, (ρ,u), given by (79), and bracket (123),
{A ,B}(u,ρ,pi,s) = {A ,B}(u,ρ) + {A ,B}(Cat). (125)
Coupling between those brackets is introduced by transformation from matter and phonon momentum onto total
momentum and phonon momentum, (u, ρ,pi, s)→ (m = u+ pi, ρ,pi, s). After this transformation, Poisson bracket
(125) becomes
{A ,B}(m,ρ,pi,s) = {A ,B}(Euler)+
∫
s (∂i AsBπi − ∂iBs Aπi) dr
+
∫
πi
[(
∂j Ami Bπ j − ∂jBmi Aπ j
)
+
(
∂j Aπi Bmj − ∂jBπi Amj
)
+
(
∂j Aπi Bπ j − ∂jBπi Aπ j
)]
dr. (126)
Further transformation from (ρ,m, s,pi) to (ρ,m, s,w = pi/s) leads to bracket
{A ,B}(CatHydAlt) = {A ,B}(Heat) +
∫
dr
1
s
(∂iwj − ∂jwi)Awi Bw j, (127)
where the first term on the right hand side is given by Eq. (120) and the second term disappears if condition (119c)
is satisfied. The condition, however, does not need to be satisfied in general, especially in the case when dissipation
(usually proportional to Ew) is taken into account. Poisson bracket (127) is new.
In summary, Poisson bracket (127) has been derived in a way alternative to the way bracket (121) was derived.
These brackets, however, are nearly the same. The difference lies in how the Jacobi identity is ensured for fields
w with non-zero curl. In the case of bracket (121) Jacobi identity was satisfied by adding a term coupling field w
with momentum m whereas in the case of bracket (127) a yet another term coupling field w with itself appeared.
We have thus arrived at a SHTC-compatible ballistic heat conduction expressed in Poisson bracket (121) and an
alternative bracket, (127), that contains advection of field w by itself. It will be a matter of future research to
compare the alternatives with results on non-Fourier heat transport, e.g. [92] or [6].
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Poisson bracket (127) generates evolution equations
∂mi
∂t
= −∂j(miEmj)− ∂j(wiEw j)− ρ∂iEρ −mj∂iEmj − s∂iEs − wk∂iEwk + ∂i(Ewk wk) (128a)
∂wk
∂t
= −∂kEs − ∂k(wjEmj) + (∂kwj − ∂jwk)
(
Emj +
1
s
Ew j
)
, (128b)
∂s
∂t
= −∂k
(
sEmk + Ewk
)
, (128c)
∂ρ
∂t
= −∂k(ρEmk). (128d)
The difference between the SHTC Cattaneo hydrodynamics and this alternative Cattaneo hydrodynamics lies in the
last term of (128b) with prefactor 1s .
4.6. Complete Poisson bracket
The complete Poisson bracket generating SHTC Eulerian equations (38) is then the combination of brackets (79),
(101), (113) and (121),
{A ,B}(SHTC) = −2{A ,B}(Euler)+ {A ,B}(DM) + {A ,B}(EMHD) + {A ,B}(Heat). (129)
Bracket {A ,B}(Euler) is contained in the last three terms and therefore we have to subtract it twice so that it is
contained only once in the final Poisson bracket. Validity of the Jacobi identity for this bracket was checked by the
program developed in [60].
5. Dissipation
Dissipative evolution is usually meant as the evolution that raises entropy. In the sense of the hyperbolic conserva-
tion laws (SHTC) entropy density is among state variables and entropy is thus conserved unless dissipative terms
are added to equations (38). In the sense of GENERIC, entropy is required to be a Casimir of the Poisson bracket,
i.e. {S , E } = 0 for all possible energies E , and it is thus also conserved unless some dissipative terms are added.
It is the goal of this section to compare the way dissipation is added in the SHTC and GENERIC formalisms.
Before introducing concrete forms of dissipative terms, let us make a comment on reversibility and irreversibility.
Reversible evolution equations is such that it is intact by the time-reversal transformation (TRT), where velocities of
all particles and magnetic field are inverted as well as the sign of the time increment in time derivatives. Evolution
equations in non-equilibrium thermodynamics usually contain both reversible and irreversible parts. Assuming that
the left hand sides of the evolution equations are constituted by only partial time derivatives of the state variables,
the reversible parts of the right hand sides transform under TRT exactly as the left hand sides of the corresponding
equations (partial time derivatives of the state variable) while the irreversible parts of the right hand sides gain
opposite signs than the corresponding left hand sides. Reversible evolution is invariant with respect to TRT while
the irreversible changes its sign.
In order to be able to apply TRT to an equation, however, one has to first introduce parities with respect to TRT.
A quantity is called even with respect to TRT (parity equal to 1) if TRT does not alter the quantity, and it is called odd
(parity equal to −1) if TRT changes sign of the quantity. How can we determine whether a quantity is even or odd?
The odd quantities are those that change its sign when velocities of particles and magnetic field are inverted. For
example, density is even, momentum is odd, entropy and energy are even. Electric displacement field is even and
magnetic field is odd. There are, however, quantities with no definite parity, which means that TRT does neither
leave them intact nor changes their sign, e.g. the one-particle distribution function in kinetic theory. In that case one
has to consider a more geometric definition of TRT (a push-forward on vector fields), see [75]. Finally, we require (as
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is usual in non-equilibrium thermodynamics) that the reversible parts of evolution equation do not change entropy
(i.e. are non-dissipative) while the irreversible terms raise entropy (are dissipative), and the adjectives irreversibility
and dissipativity will be then considered equivalent.
In general, dissipative (or irreversible) evolution within the SHTC framework is constructed by means of a
quadratic dissipation potential, i.e. the irreversible terms are linear in derivatives of energy (conjugate state vari-
ables within SHTC). Within GENERIC we also prefer using a dissipation potential although some authors prefer
using a possibly non-symmetric dissipative bracket [56, 71]. The geometric character and statistical interpretation
of dissipation potentials [66], discussed also in [57], convince us to prefer dissipation potentials. The dissipation
potential is, however, used in a slightly different way in SHTC than within GENERIC, which differ by the way con-
jugate variables are constructed from the state variables. In the SHTC formalism conjugate variables are constructed
as derivatives of energy while in GENERIC they are derivatives of entropy. Let us now discuss all the mentioned
possibilities.
5.1. Irreversible dynamics
5.1.1 Energy representation
In the SHTC framework, irreversible dynamics is modeled via only algebraic (independent of spatial gradients)
dissipative terms which do not harm the hyperbolic type of the PDEs. In the light of our recent results [77, 17, 18] on
modeling of dissipative processes such as viscous momentum, heat and charge transfer, the modeling of dissipative
phenomena with algebraic terms of relaxation type does not seem to be something restrictive.
In order to simplify the notations, in this sections, we also denote the conjugate variables as
A∗ij = EAij, e
∗
i = Eei , h
∗
i = Ehi , s
∗ = Es, w∗i = Ewi . (130)
In what follows we provide a recipe on how to introduce dissipative terms into system (38). It is strongly
motivated by the key fact around the SHTC equations, the summation rule (41). In this consideration we do not
consider the momentum and mass conservation as they are pure reversible time evolutions. Thus, we add, so far,
arbitrary functions of the state variables into the right hand side of each of the remaining equations:
∂Aik
∂t
+ ∂k(Ailvl) + vj(∂j Aik − ∂k Aij) = S
A
ik , (131a)
∂hi
∂t
+ ∂(hivk − vihk + ε iklEel ) + vi∂khk = S
h
i , (131b)
∂ei
∂t
+ ∂k(eivk − viek − ε iklEhl ) + vi∂kek = S
e
i , (131c)
∂wk
∂t
+ ∂k(vlwl + Es) + vj(∂jwk − ∂kwj) = S
w
k , (131d)
∂s
∂t
+ ∂k(svk + Ewk) = S
s. (131e)
Because the functions SAij , S
h
i , S
e
i , S
w
i and S
s are quite arbitrary, we can not guaranty that
A∗ijS
A
ij + h
∗
i S
h
i + e
∗
i S
e
i + w
∗
i S
w
i + s
∗Ss ≡ 0, (132)
which is required by the summation rule (41) and energy conservation (40). Therefore, the energy conservation, the
first law of thermodynamics, might be, in general, violated. Thus, the central question is how can we introduce the
dissipative sources in (131) which fulfills the first law (40)? It seems that the only degree of freedom we have is to
assign to one of the variables the role of the entropy. Bearing in mind the Hamiltonian nature of the reversible part
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of the SHTC equations, only a Casimir of the corresponding Poisson bracket (129) can be chosen as the entropy.
The field s indeed fulfills this criterion. We emphasize that the introduction of the entropy in the SHTC framework
is not a spontaneous step but it is fully motivated by the necessity to respect the first law of thermodynamics.
We now show how the entropy field can be used to fix the energy conservation, i.e. to guarantee the zero on the
right-hand side of (132). It is evident that if we define the entropy source term as
Ss = −
1
s∗
(A∗ijS
A
ij + h
∗
i S
h
i + e
∗
i S
e
i + w
∗
i S
w
i ) (133)
then (132) holds automatically (recall that s∗ = Es is usually interpreted as the temperature). However, there is also
the second law of thermodynamics which postulates the positivity of the entropy production, Ss ≥ 0. How can
we guarantee the second law is fulfilled? Perhaps, the simplest (but not exhaustive) solution is as follows. Let us
introduce the vectors of state variables and conjugate variables
Q = (q, s), Q∗ = (q∗, s∗), (134)
where q = (Aij, hi, ei,wi) and q∗ = (A∗ij, h
∗
i , e
∗
i ,w
∗
i ), i.e. they do not include s and s
∗ accordingly. Then, we define
the dissipative sources as the partial derivatives
SAij = −
∂Ψ
∂A∗ij
, Shi = −
∂Ψ
∂h∗i
, Sei = −
∂Ψ
∂e∗i
, Swi = −
∂Ψ
∂w∗i
, (135)
of a potential Ψ(q∗) which does not explicitly depend on s∗ and is taken as
Ψ(q∗) =
1
2
q∗Λq∗, (136)
where Λ = Λ(Q) being a symmetric positive semidefinite matrix, ΛT = Λ ≥ 0, whose entries may depend on the
primary state variables Q (as well as on other state variables whose time evolutions are reversible and are omitted
in this section, e.g. ρ) and will be associated with the inverse of the characteristic dissipation times in Section 6.
Therefore, with the choice (135), (136), the second law, i.e. the inequality
Ss ≥ 0, (137)
is automatically fulfilled.
We note that the main nonlinearity of the dissipative processes is not defined by the nonlinearity of the dissi-
pation potential (136) or nonlinearity of the conjugate variables q∗ but it is, in fact, hidden in the entries of Λ(q).
For example, when dealing with irreversible deformations in solids, the entries of Λ are associated with the inverse
strain relaxation times [39, 85, 42, 41, 31, 4, 23, 14] which may vary over several orders of magnitude.
Therefore, we have shown that the SHTC irreversible time evolution can be expressed in terms of the quadratic
dissipation potential Ψ(q∗) (136) as (
∂qi
∂t
)
irr
= −Ψq∗i , (138a)
except for the right hand side of the evolution equation for entropy density, which is constructed as(
∂s
∂t
)
irr
=
1
s∗
q∗i Ψq∗i ≥ 0. (138b)
This particular choice of the dissipative source terms respects the both laws of thermodynamics.
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5.1.2 Entropy representation and gradient dynamics
In the previous Section, we have shown that the irreversible part of the SHTC time evolution of all the state
variables can be generated by the potential Ψ(q∗) which does not depend explicitly on s∗, and q∗ were defined as
the conjugate variables with respect to the energy, q∗ = Eq . Whereas, within GENERIC, conjugate variables in the
irreversible part are usually identified as derivatives of entropy with respect to the state variables and irreversible
time evolution can be formulated as nonlinear gradient dynamics with a prefactor playing the role of temperature(
∂q
∂t
)
irr
=
1
sE
δΞ
δsq
and
(
∂E
∂t
)
irr
=
1
sE
δΞ
δsE
, (139)
where δ/δ stands for a functional derivative and E is the total energy density. The prefactor was introduced for
example in [75]. Is the SHTC irreversible evolution compatible with this GENERIC irreversible evolution?
The answer is affirmative, but in order to demonstrate it we have to first recall transformations between the
energetic representation, where state variables are (q, s), and entropic representation, where state variables are
(q, E). In the energetic representation conjugate variables are identified with derivatives of energy with respect to
the state variables, (q∗, s∗) = (Eq , Es), while in the entropic representation the conjugate variables are derivatives
of entropy, (p∗, E∗) = (sq, sE). The two representations thus have different conjugate variables.
In order to show the compatibility of both formalisms, we need to recall the following relations between conju-
gate variables in the two representations.(
∂E
∂qi
)
s
= −
(
∂E
∂s
)
q
·
(
∂s
∂qi
)
E
and
∂E
∂s
=
1
∂s
∂E
, (140)
or
q∗i = −s
∗p∗i and s
∗ =
1
E∗
. (141)
From (140) it follows that (
∂q∗i
∂p∗j
)
E∗
= −s∗δij,
(
∂q∗i
∂E∗
)
p∗
=
p∗i
(E∗)2
(142a)
(
∂s∗
∂p∗i
)
E∗
= 0,
(
∂s∗
∂E∗
)
p∗
= −
1
(E∗)2
. (142b)
Derivatives of the dissipation potential then transform as
∂Ξ
∂p∗i
=
∂Ξ
∂q∗j
∂q∗j
∂p∗i
+
∂Ξ
∂s∗
∂s∗
∂p∗i
= −s∗
∂Ξ
∂q∗i
(143a)
∂Ξ
∂E∗
=
∂Ξ
∂q∗j
∂q∗j
∂E∗
+
∂Ξ
∂s∗
∂s∗
∂E∗
= −s∗
(
q∗j
∂Ξ
∂q∗j
+ s∗
∂Ξ
∂s∗
)
. (143b)
Irreversible GENERIC evolution equations (139) can be then reformulated as
(
∂qi
∂t
)
irr
= −(s∗)2Ξq∗i (144a)(
∂E
∂t
)
irr
= −(s∗)2
(
q∗j
∂Ξ
∂q∗j
+ s∗
∂Ξ
∂s∗
)
. (144b)
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Since the STHC dissipation potential Ψ is always assumed algebraic, i.e. does not contain spatial gradients, the
sought corresponding GENERIC dissipation potential Ξ should be also algebraic. Energy conservation then requires
that the right hand side of the evolution equation for total energy density disappears, i.e.
ΞE∗ = 0 = q
∗
j
∂Ξ
∂q∗j
+ s∗
∂Ξ
∂s∗
, (144c)
which means that the dissipation potential must be a zero-homogeneous function in the energetic representation.
These evolution equations imply the irreversible evolution of entropy density,
(
∂s
∂t
)
irr
=
p∗j
E∗
Ξp∗j
= q∗j s
∗
Ξq∗j
. (144d)
We have arrived at the algebraic energy-conserving irreversible GENERIC evolution equations in the energetic
representation.
Let us now go back to the irreversible evolution formulated within the SHTC framework, Eqs. (138), which are
generated by the dissipation potential Ψ, which is independent of s∗, and by the requirement of energy conservation.
In order to find the gradient dynamics in the entropic representation that is compatible with the SHTC irreversible
evolution, we need to find the dissipation potential Ξ such that Eqs. (144) are the same as Eqs. (138). This is
achieved by choosing
Ξ(q∗, s∗) = Ψ(q∗)|q∗ :=q∗/s∗ . (145)
Such a dissipation potential clearly conserves energy because it can be written as a function of p∗ only (not E∗).
Derivatives of this dissipation potential are
Ξq∗ =
1
s∗
Ψq∗ |q∗ :=q∗/s∗ and Ξs∗ = −
q∗i
(s∗)2
Ψq∗i
|q∗ :=q∗/s∗ , (146)
and evolution equations (144) become
(
∂qi
∂t
)
irr
= −s∗Ψq∗i |q∗ :=q∗/s∗ (147a)(
∂s
∂t
)
irr
= q∗i Ψq∗i |q∗ :=q∗/s∗ , (147b)
which are exactly the same as Eqs. (138) for quadratic potentials Ψ.
In summary, energy-conserving algebraic irreversible GENERIC gradient dynamics with the temperature pref-
actor thus completely compatible with the irreversible STHC equations provided the SHTC dissipation potential is
quadratic. If the potential is not quadratic, extra dependence on temperature pops out, which does not play any
crucial role because of the possible dependence of the phenomenological equations on temperature. One can even
start with purely gradient dynamics without any prefactor, as is usual within GENERIC, and the resulting evolution
equations in the energetic representation would be compatible with the SHTC evolution up to a prefactor given by
a power of temperature.
5.2. Involution constraints in case of dissipation
It is important to remark that there is an intimate connection between the dissipation and involution constraints
discussed in Section 3.2.2. The presence of the dissipative algebraic source terms SAik , S
h
i , S
e
i and S
w
i in (131) also
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affects the time evolutions of B = ∇×A, Q = ∇ · h, R = ∇ · e and Ω = ∇×w in the following way
∂Bij
∂t
+ ∂k(Bij vk − vj Bik + ε jklS
A
il ) + vj∂kBik = 0, (148a)
∂Q
∂t
+ ∂k(Q vk + S
h
k ) = 0, (148b)
∂R
∂t
+ ∂k(R vk + S
e
k) = 0, (148c)
∂Ωj
∂t
+ ∂k(Ωj vk − vj Ωk + ε jklS
w
l ) + vj∂kΩk = 0, (148d)
i.e. the dissipative sources emerge as constitutive fluxes in the time evolutions for the fields B, Q, R and Ω.
Therefore, in contrast to the reversible dynamics, these fields deviate from zero values even if initially (t = 0)B = 0,
Q = 0, R = 0 and Ω = 0 and hence, may serve as indicators of irreversible dynamics. See also Section 6 with some
examples for more discussions.
5.3. Dispersive dynamics
It is not obligatory in the SHTC theory that addition of the algebraic source terms to the master equations results
in that the dynamics becomes irreversible, i.e. rise the entropy. In fact, the source terms can be added in such a way
that both, the entropy and the total energy, are conserved. This can be achieved by introducing new state variables
representing the dynamics at a microscale and designing the source terms which models the energy conversion
between the macro- and micro- scales without any lose. For example, the impact of the dislocation density on the
dispersive properties of the elastic waves was studied in [84] where it was assumed that the material has non-zero
initial concentration of defects and the energy converts reversibly between the kinetic energy carried by the elastic
waves and the energy stored in the microscopic defects.
We recall that in the classical continuum mechanics, the dispersive dynamics, as well as the dissipative dynamics,
is modeled by means of high-order PDEs. However, as we have demonstrated in [77, 17, 18] that the classical
dissipative models can be successfully modeled with first-order PDEs, the dispersive properties of the continuous
media can be also modeled with merely first-order PDEs, e.g. see [84, 24, 65].
6. Examples
6.1. MaxEnt reduction
In non-equilibrium thermodynamics one often deals with the problem of how to reduce some detailed evolution
to a less detailed evolution. In particular, one often has a fast state variable which is to be eliminated from the
evolution equations. The standard procedure for elimination of the fast variable is the Chapman-Enskog reduction,
see e.g. [51]. However, the reduction often relies on demanding calculations and rigorous origin of the method can
also be questioned.
An alternative method to the Chapman-Enskog reduction was proposed in [75]. The method relies on identifica-
tion of state and conjugate variables in the evolution equations. Note that the Chapman-Enskog reduction does not
use this extra information. It is becoming fashionable to formulate non-equilibrium thermodynamics within contact
geometry, where the conjugate variables have their independent meaning and own evolution equations, see e.g. [48].
In this sense, it is reasonable to let conjugate and state variables relax with different speeds. For example, in the
reduction proposed in [75], let us refer to it as to the MaxEnt reduction, the fast variable is set to the corresponding
value given by maximization of entropy while the conjugate fast variable is set to a value solving the stationary fast
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evolution equation. This way the conjugate fast variable becomes a function of the other state variables, and due
to the coupling between the fast and slow variables, evolution equations for the slow variables obtain irreversible
terms caused by relaxation of the fast variable. Let us demonstrate this reduction on the following examples.
6.2. Navier-Stokes dynamics
Compressible Navier-Stokes (NS) equations consist of a reversible and irreversible part. The reversible part, the
compressible Euler equations, is of course implied by the SHTC and GENERIC formalisms. Taking for example
Poisson bracket (79), the implied evolution equations are equations (85), which represent the Euler equations.
The irreversible part of NS equations is more difficult to obtain. The NS equations can not be incorporated into
the SHTC framework because of the parabolic character of the irreversible terms (Laplacian of velocity). Within
GENERIC, the NS equations can be recovered by taking a quadratic dissipation potential, or a dissipative bracket,
which is composed of second derivatives of the potential, as in [71],
Ξ(x∗) =
1
2
Sxi M
ijSx j , (149)
where state variables are x = (m, ρ, E) and x∗ are the corresponding conjugate (with respect to entropy) variables.
Our goal, however, is to see the Navier-Stokes equation as an approximation of the SHTC equations. This, in
particular, was demonstrated in [77, 17], but this time we would like also to demonstrate the work of the MaxEnt
reduction. For this purpose, let us consider dynamics of the Finger (or left Cauchy-Green) tensor from Sec. 4.3.4,
which is a consequence of kinematics of the generalized distortion matrix. Let the energy potential depend on the
fields through
E = ε(ρ, s) +
1
2
α2 (devB)2 +
1
2
β2 (trB− 3)2 +
m2
2ρ
, (150)
derivative of which with respect to the Finger tensor is
EB = α
2devB + β2 (trB− 3) I. (151)
Note that devB is the deviatoric (traceless) part of tensor B and α and β are assumed to be material-dependent
constants (typically sound speeds, e.g. see [17]). The derivative EB is zero for B = I. Similarly, one can express
entropy as function of (m,B, ρ, E) and derivative of entropy with respect to B will be zero only for Finger tensor
equal to the unit matrix. The MaxEnt value of B is thus the unit matrix I.
Putting the MaxEnt value of B into the evolution equations (109), and adding the shear and volume dissipative
terms8 −τ−1S devB
∗ and −τ−1V tr(B
∗)I to the right hand side of the equation for B, leads to
∂mi
∂t
= −∂j(mim
∗
j )− ρ∂iρ
∗ −mj∂im
∗
j − s∂is
∗ + ∂k (B
∗
ki + B
∗
ik) (152a)
0 = ∂im
∗
j + ∂jm
∗
i −
1
τS
devB∗ij −
1
τV
tr(B∗)δij, (152b)
∂ρ
∂t
= −∂i(ρm
∗
i ) (152c)
∂s
∂t
= −∂i(sm
∗
i ). (152d)
8The dissipative terms can be seen as derivatives of a quadratic dissipation potential with respect to B∗, see Section 5. It should be also borne
in mind that B∗ is interpreted as an element of the dual space to the space where B lives, but in the precise variant of the evolution, Eqs. (109),
it can be identified with derivative of energy with respect to B.
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The last equation means that
devB∗ij = τS
(
∂im
∗
j + ∂jm
∗
i −
2
3
∂km
∗
kδij
)
and tr(B∗) =
2
3
τV∂km
∗
k , (153)
which, after substitution into the equation for m and evaluating the conjugate variables as the corresponding
derivatives of energy, leads to the Navier-Stokes equations
∂mi
∂t
= −∂j(miEmj)− ρ∂iEρ −mj∂iEmj − s∂iEs
+ ∂k
(
2τS
(
∂iEmk + ∂kEmi −
2
3
∂l Emlδik
))
+ ∂i
(
4
3
τV∂kEmk
)
, (154)
where τS and τV are related to shear and volume viscosities.
Note that if the volumetric relaxation time, τV , goes to infinity, it follows from Eq. (152b) that the spherical part
of the B tensor remains undetermined and the condition of incompressibility, ∇ · Em = 0, is enforced after the
MaxEnt reduction. This way the incompressible Navier-Stokes equation can be recovered, and the undetermined
spherical part of B plays the role of pressure in incompressible fluids.
In summary, compressible (and also incompressible) Navier-Stokes equation is an approximation of the evolu-
tion of the Finger tensor, which is implied by evolution of the generalized distortion matrix, compatible with the
SHTC equations.
6.3. Elastic and elastoplastic solids
Classical evolution of elastic solids can be formulated by means of the distortion matrix easily [39, 42, 41]. The
distortion matrix is then interpreted as inverse of the deformation gradient, and evolution equations (102) or (38a),
(38b), (38g) become equivalent with the balance of mass, balance of momentum, and evolution equation for the
inverse deformation gradient in the Eulerian frame. Recall that the fact that the distortion matrix is the inverse
deformation gradient is expressed by the integrability condition ∇×A = 0.
Equations (102) or (38b) are however much more general than the mentioned Eulerian equations of classical
continuum theory because matrix A is allowed to have non-zero curl, in which case the interpretation as a global
deformation field becomes invalid. The case of distortion matrix with non-zero curl corresponds to irreversible
deformations, where indeed one can not reconstruct the original Lagrangian frame precisely, e.g. see [39, 85, 42, 41].
Non-zero curl ofA is caused by dissipative term 1τ′ EA (see (148a)) in the evolution equation for the distortion matrix
because the time evolution for the Burgers tensor B = ∇×A (dislocation density tensor) is, e.g. see Appendix C
or [39, 42, 41, 76],
∂Bij
∂t
+ ∂k
(
Bijvk − vjBik + ε jkm
1
τ′
EAim
)
+ vj∂kBik = 0, (155)
from which it follows that even if Bij = 0 initially it will, in general, distinct from zero at later times. One can clearly
see that this equation has the SHTC structure of equation (38c). However, to have the full SHTC and GENERIC
structure, this equation should be accompanied by a time evolution for a complimentary tensor field D, exactly as
h is the complimentary field to e, see Section 3.1.3. In the theory of dislocations, the complimentary fieldD has the
meaning of the flux dislocation density, e.g. see a discussion in [76].
It is interesting to note that, in caseB 6= 0, i.e. in case of irreversible deformations, the SHTC Eulerian equations
(38a), (38b) can be symmetrized only in the extended weakly non-local sense, see Section 3.2.6, i.e. when the Burgers
tensor B and the flux dislocation density tensor D are considered as new independent state variables and the total
energy potential E = E(m,A,B,D, ρ, s) depends on the extended set of state variables. The later leads to the
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appearing of extra stress in the momentum flux (38a) due to dislocation motion:
∂mi
∂t
+
∂
∂xk
(
miEmk + δik
(
ρEρ + σEσ + mlEml + BjlEBjl + DjlEDjl − E
)
− BjkEBji − DjkEDji + AjkEA ji
)
= 0. (156)
Thus, evolution of the distortion matrixA gives, in fact, exact evolution of the Burgers tensor, defining dynamics
of dislocations [39, 42, 41]. The evolution equation of the distortion matrix coupled with mass, momentum and
energy conservation, thus represents an Eulerian framework covering elastic and elasto-plastic solids as well as
fluids, see also [77, 17, 78, 85, 4, 14, 23]. In practice, the transition between the elastic and plastic response of solids
is governed by the dependence of the strain relaxation time on the state parameters, τ = τ(A,B,D, ρ, s), see details
in [78, 85, 4, 14, 23].
6.4. Non-Newtonian fluid dynamics
Dynamics of viscoelastic fluids (or solids) can be also formulated within the SHTC and GENERIC formalisms by
the proper choice of the dissipative source term in the time evolution for the distortion matrix:
∂Aik
∂t
+ ∂k(Aimvm) + vj(∂j Aik − ∂k Aij) = −
1
τ′
EAik (157)
or by using the Finger tensor as in Sec. 4.3.4. Here, the relaxation function τ′ = τ′(τ) depends on the real relaxation
time τ and typically is defined as τ′ ∼ τ b2, while its further specification depends on the specific choice of the total
energy, see [77, 17]. Here, b is the shear sound speed (the speed of propagation of small transversal perturbations).
For the further discussion, let us recall the physical interpretation of the strain dissipation time τ. In the unified
flow theory [77, 17, 78], τ is understood as a continuum interpretation of the seminal idea of the so-called particle
settled life time of Frenkel [26], who applied it to describe the ability of liquids to flow, see also recent promising
experimental and theoretical advances [15, 10, 12, 11, 13] confirming and further developing Frenkel’s idea. Thus,
in our continuum approach, the time τ is the time taken by a given continuum particle (finite volume) to “escape”
from the cage composed of its neighbor particles, i.e. the time taken to rearrange with one of its neighbors. The
more viscous a fluid is, the larger the time τ, i.e. the longer the continuum particles stay in contact with each other.
Such a concept of the strain dissipation time, in contrast to the phenomenological viscosity concept, allows
to cover the entire spectrum of material responses, from ideal fluids (τ = 0) to elastic solids (τ = ∞) through
the viscous fluids, either Newtonian or non-Newtonian (0 < τ < ∞). Note that the viscosity concept does not
allow to model deformable solids. Moreover, in the proposed framework, the division on the Newtonian and
non-Newtonian fluids becomes artificial because it dose not rely on any constitutive laws designed specifically for
either Newtonian or non-Newtonian flows. For example, to apply our model to modeling Newtonian flows one
may even do not know that Newton’s viscous law exists. All flows are treated as being non-equilibrium and no
assumptions on the closeness to the global equilibrium was assumed in both formalisms. Thus, according to our
approach, simple fluids as water for example exhibit elastic response at time scales T < τ, viscoelastic at time scales
T ∼ τ and Newtonian response at time scales T ≫ τ, where T is the characteristic flow time scale. We emphasize
that the viscoelastic and even solid like properties of simple liquids at small time scales is an experimental fact, see
e.g. [15, 10, 12, 11, 13] and was predicted by Frenkel [26].
In practice, as in the modeling of elastoplastic solids, the user have to provide a suitable function τ = τ(A, ρ, s)
to cover diverse non-Newtonian responses. We emphasize that, in contrast to the viscosity approach, there is
no need to use the dependence of τ on the strain rate because our relaxation model is rate dependent by the
construction, e.g. see Fig. 1 in [77]. Moreover, in contrast to the nonlinear viscosity, the switching from τ = const to
nonlinear τ(A, ρ, s) dose not increase the complexity of the model. Thus, in classical phenomenological approach
the substitution of the constant viscosity onto a nonlinear viscosity transforms a linear parabolic PDE system into a
nonlinear parabolic system which is a way more difficult problem than the linear theory from both, the theoretical
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as well as numerical viewpoint. In our case, τ(A, ρ, s) does not affect the hyperbolic differential part (reversible
part of the time evolution) of the model at all.
6.5. Heat and mass transfer
In this section, we demonstrate the viewpoint discussed in the Introduction section on the universality of the mathe-
matical structure of the equations. We shall demonstrate that equations (38e), (38f) equipped with proper dissipative
source terms and coupled with momentum and mass conservation, i.e.
∂mi
∂t
+ ∂k(mivk + [ρEρ + σEσ + mlEml − E]δik + wiEwk) = 0, (158a)
∂wk
∂t
+ ∂k(vlwl + Eσ) + vj(∂jwk − ∂kwj) = −
1
τ
Ewk , (158b)
∂σ
∂t
+ ∂k(σvk + Ewk) =
1
Eστ
Ewi Ewi , (158c)
∂ρ
∂t
+ ∂k(ρvk) = 0, (158d)
possess a sort of universal structure because they can be applied to quite different physical settings. Namely, to the
transport of heat and transport of mass. In particular, we shall demonstrate that the solution to this system satisfies
the equilibrium laws of heat and mass transfer of Fourier and Fick accordingly, if the energy potential E is properly
designed. The non-Fourier heat conduction and non-Fickian diffusion corresponds to τ ∼ T and are beyond the
scope of this paper. Here, τ is the relaxation parameter in (158b), and T is the characteristic macroscopic time scale.
Let us start with the discussion of the heat transfer.
6.5.1 Heat conduction
Energy conservation law (40) for system (158) reduces to
∂E
∂t
+ ∂k(vkE + vi[(ρEρ + σEσ + mlEml − E)δik + wiEwk ] + EσEwk) = 0, (159)
from which one can recognize the heat flux
qi = EσEwi . (160)
By taken the energy potential in the most simple form
E = Ehydro(ρ, s) +
α2
2
w2 +
1
2ρ
m2 (161)
and expanding the solution in a series in τ, e.g. w = w0 + τw1 + τ2w+ . . ., one can show (exactly as in [17]) that
in the leading terms, the Fourier law of heat conduction is recovered as
qi = −ρθτα
2 ∂θ
∂xi
, θ = Eσ, (162)
where θ is the temperature. From this relation, it is easy to recognize the heat conductivity κ as κ = ρ θ τ α2.
Let us now demonstrate that similar results can be obtained with the help of MaxEnt approach (see Section 6.1)
which we have already applied to the Navier-Stokes equations in Section 6.2. Again, for this purpose, it is more
convenient to use equivalent form (122) of (158). Thus, the goal is to reduce the Cattaneo-type hydrodynamics,
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represented by the equations
∂mi
∂t
= −∂k(miEmk)− ρ∂iEρ − s∂iEs −mk∂iEmk −wi∂kw
∗
k − w
∗
k(∂awi − ∂iwk), (163a)
∂wk
∂t
= −∂kEs − wj∂kEmj − Emj∂jwk +
1
s
(∂kwj − ∂jwk)w
∗
j −
1
τ
w∗k , (163b)
∂s
∂t
= −∂k(sEmk + w
∗
k ) (163c)
into hydrodynamics with Fourier heat conduction. Here, we use the notation w∗i = Ewi for the w conjugate field.
As always, the energy is assumed to be a convex function of w and thus the entropy is a concave function of w.
Derivative of entropy with respect to w is zero for w = 0, which is the value to which field w is set in the MaxEnt
reduction. This leads to equations
∂mi
∂t
= −∂j(miEmj)− ρ∂iEρ −mj∂iEmj − s∂iEs (164a)
0 = −∂kEs −
1
τ
w∗k , (164b)
∂s
∂t
= −∂k
(
sEmk + w
∗
k
)
. (164c)
The second equation gives
w∗k = −τ∂kθ, θ = Es, (164d)
where θ being the temperature.
Plugging the relaxed value of w∗ into the equation for entropy yields
∂mi
∂t
= −∂j(miEmj)− ρ∂iEρ −mj∂iEmj − s∂iEs (165a)
∂s
∂t
= −∂k
(
sEmk − τEs
)
, (165b)
which represent Euler equations with Fourier heat conduction.
Eventually we note that, by combining the Cattaneo-type hydrodynamics with the dynamics of the Finger tensor,
Sec. 4.3.4, one can obtain the full Navier-Stokes-Fourier (NSF) system of equations by the MaxEnt reduction from
the SHTC framework although the NSF system is not part of the framework itself.
6.5.2 Mass transfer
In this section we continue exploiting equations (158) and, this time, show that the classical Fickian diffusion usually
described by parabolic PDE can be successfully modeled by equations (158). However, for this purpose we shall
prescribe different meanings to the variables (w, σ).
Let us consider a mixture of two inviscid fluids. We characterize the mixture morphology by three independent
scalars, the mass density of the mixture ρ, and the mass and volume fractions of one of the phases (denoted by the
index “1”) c and α correspondingly. These three scalars relate to each other through the phase mass densities ρ1
and ρ2 as
ρ = αρ1 + (1− α)ρ2, c =
αρ1
ρ
. (166)
Obviously that the mass and volume fraction of the second phase are 1− c and 1− α accordingly.
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The kinematics of the mixture is characterized by two velocity fields
v = cv1 + (1− c)v2, w = v1 − v2, (167)
which are the mixture velocity and the relative velocity of the phases.
Thus, if one identifies the scalar σ in (158) with ρc and introduces the specific total energy E = E/ρ then system
(158) can be written as
∂ρvi
∂t
+ ∂k(ρvivk + ρ
2
Eρδik + ρwiEwk) = 0, (168a)
∂wk
∂t
+ ∂k(wjvj + Ec) + vj(∂jwk − ∂kwj) = −
1
τw
Ewk , (168b)
∂ρc
∂t
+ ∂k(ρcvk + ρEwk) = 0, (168c)
∂ρ
∂t
+ ∂k(ρvk) = 0, (168d)
∂ρα
∂t
+ ∂k(ραvk) = −
1
τα
ρEα, (168e)
∂ρs
∂t
+ ∂k(ρsvk) =
1
Es
(
1
τA
EAijEAij +
ρ2
τα
EαEα +
1
τw
EwiEwi
)
≥ 0, (168f)
where we also add the time evolution of ρα, while the entropy time evolution now has the structure of fluxes not
as in the heat conduction case in the previous section, i.e. as in the time evolution for the scalar σ in (158), but as
the mass conservation. Recall that PDEs with such a simple structure of fluxes as in (168d), (168e) and (168f) can be
added in an arbitrary amount, see Section 3.1.3.
To close the system (168), one has to provide the specific total energy potential E. For example, it can be taken
as
E = c e1 (ρ1, s) + (1− c)e2 (ρ2, s) +
1
2
c(1− c)w2 + Emix(ρ, s, α, c) +
1
2
v2, (169)
where e1 and e2 are the internal energies of the phases, Emix defines the chemical interaction of the phase molecules
and can be left unspecified for our purposes. Then, the mixture chemical potential is defined as the derivative of
the energy with respect to the mass fraction
Ec = e
1 + ρ1e
1
ρ1
− e2 − ρ2e
2
ρ2
+
1
2
(1− 2c)w2 + Emixc = µ1 − µ2 +
1
2
(1− 2c)w2 + Emixc , (170)
where µi = ei +
pi
ρi
, i = 1, 2 are the chemical potentials of the phases.
Taking the derivatives of the total energy with respect to α we obtain the pressure relaxation term in the volume
fraction time evolution
Eα =
1
ρ
(p2 − p1), (171)
where pi = ρ2i
∂ei
∂ρi
are the phase pressures.
Now, we are in position to show that the Fick law of diffusion is an inherent property of the model (168). As
in the case of the Fourier law of heat conduction, it ca be shown that the Fick law is recovered in our hyperbolic
model in the leading terms for small relaxation time τw when the mass fraction time evolution reduces to
ρ
dc
dt
= ∇ · [ρτw∇(µ1 − µ2 + E
mix
c )] (172)
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from which one can recognize the Fick law
ρ
dc
dt
= ∇ · J , J = η∇Ec (173)
or
ρ
dc
dt
= ∇ · (D∇c), D = ηEcc (174)
if to require
η = ρτw, (175)
and hence the effective diffusion coefficient is D = ρτwEcc.
Eventually, we recall that the viscous momentum transfer is modeled by the distortion field in the SHTC formu-
lation [77, 17, 18]. Thus, if one wants to generalize the above equations to model the viscous properties of mixtures
then it is sufficient to add only one distortion field representing the distortion of the mixture elements. Then, the
strain relaxation time, see [17], should be composed of the phase relaxation times. We hope to discuss this in a
subsequent paper dedicated to modeling of multi-phase flows.
6.6. Electrodynamics of slowly moving medium
The electrodynamics of slowly moving medium (|v| ≪ c, where c is the speed of light) can be modeled by equations
(38a), (38d), (38c) and (38g), see [18, 22]. By means of adding the dissipative source term − 1η Eei to the right hand
side of the equation (38d) which represents the dynamics of the electric field, one can describe dielectrics (η → ∞),
ideal conductors (η → 0), and resistive conductors (0 < η < ∞) as particular cases, where η is the resistivity, see
details in [18, 22].
7. Concluding remarks
Continuum mechanics of fluids and solids with dislocations, with Cattaneo type heat conduction, with mass trans-
fer, and with electromagnetic fields is formulated in the Hamiltonian and the Godunov type form. In order to
emphasize that the Godunov type structure that we consider is an extension of the original Godunov structure of
local conservation laws we also call it SHTC structure. The Hamiltonian structure guarantees the physical well-
posedness and the Godunov like structure the mathematical and the numerical well-posedness.
From the microscopic point of view, the physical systems under consideration are mechanical systems, their
microscopic governing equations thus possess the Hamiltonian structure. This structure then passes also to the
time reversible part of the dynamics in the continuum formulation. However, due to the ignorance of microscopic
details in the continuum formulation, a new dynamics, that is time irreversible and of gradient type, emerges. The
governing equations of continuum mechanics are thus an appropriate combination of the Hamiltonian and the
gradient dynamics (called GENERIC).
The governing equations in the SHTC form are first order symmetric hyperbolic partial differential equations
admitting a companion local conservation law. We have seen that the Hamiltonian continuum equations can be cast
into the SHTC form. The companion local conservation law in the SHTC formulation appears in the Hamiltonian
formulation as a statement about the degeneracy of the Hamiltonian structure. The time irreversible part of the con-
tinuum dynamics is in both the GENERIC and the SHTC formulations of gradient type. In the SHTC formulation
the time irreversible part is moreover required to be free of spatial derivatives. The advantage of the SHTC formula-
tion is the mathematical well-posedness in the sense that the partial differential equations can be symmetrized (due
to the existence of the companion local conservation law) and as such the Cauchy initial value problem for them is
well posed. The numerical well-posedness means that the Godunov finite volume discretization method, that keeps
the physical content of the governing equations also in their discrete form, can be applied.
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A. Lagrange-to-Euler transformation
In this section we recover all the technical details omitted in [30] of the transformation of the Lagrangian master
system (18) into its Eulerian counterpart (38).
In what follows, we use the notations A = F−1, w = det(F ), and we use primes to denote the Lagrangian fields,
e.g. m′ is the field appearing in equation (18a), etc. Yet the reference (Lagrangian) density will be denoted not as ρ′
but ρ0.
The Lagrangian and Eulerian fields relate to each other by the following formulas
m′ = wm, F = A−1, ρ0 = w ρ, (176a)
e′ = wAe, h′ = wAh, (176b)
w′ = F Tw, σ′ = w σ, (176c)
while the Lagrangian total energy density U is related to Eulerian total energy density E as
U = w E. (176d)
For the Lagrange-Euler transformation, we also need the following relations between the derivatives of E and U
with respect to the state variables
Ehi = AjiUh′j
, Eei = AjiUe′j, (177a)
Eσ = Uσ′ , Ewk =
1
ρ0
FkjUw′j
. (177b)
A.1. Auxiliary relations
Here, we summarize the definitions and formulas used in the Lagrange-to-Euler transformation. The total defor-
mation gradient F = [Fij], the distortion matrix A = [Aij] and the velocity are defined as
Fij =
∂xi
∂yj
, A = F−1, w = det(F ) =
ρ0
ρ
, vi =
∂xi
∂t
,
d
dt
=
∂
∂t
+ vk
∂
xk
(178)
where yj are the Lagrangian coordinates and xi are the Eulerian ones, ρ and ρ0 are the actual and the reference mass
densities, respectively. The time evolution equation for Fij in the Lagrangian coordinates
dFij
dt
−
∂vi
∂yj
= 0 (179)
is a trivial consequence of definitions (178)1 and (178)4.
The following standard definitions and formulas are also introduced
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C = cof(F ) = wAT =
[
Cij
]
, or Aij = w
−1Cji, (180)
∂Cij
∂yj
= 0, ε ijk
∂Fik
∂yj
= 0, (181)
dw
dt
−
∂wAjkvk
∂yj
= 0, or using (180) and (181) :
dw
dt
−wAjk
∂vk
∂yj
= 0, or
dρ
dt
+ ρAjk
∂vk
∂yj
= 0, (182)
∂w−1Fkj
∂xk
= 0,
∂
∂t
(
1
w
)
+
∂
∂xk
(vk
w
)
= 0, (183)
ε ikl Ami AjkAal = εmjaw
−1, (184)
Ckm =
1
2
ε lnkεpqmFl pFnq, (185)
ε imnε jmn = 2δij. (186)
Here, ε ijk is the Levi-Civita symbol and δik is the Kronecker delta.
A.2. (wi, σ)-pair
Here, we work with the complimentary pair
dw′j
dt
+
∂U′σ
∂yj
= 0,
dσ′
dt
+
∂Uw′j
∂yj
= 0.
This pair of equation can be used (if proper energy potential and dissipation source terms are introduced) to model
heat transfer (σ then should be treated as the entropy while wj as some heat vector) or multi-phase flows (σ should
be treated as the mass fraction while wj as the relative velocity vector).
Moreover, we also assume that σ = ρs and E = ρE. Note that the specific energy E is related to the Lagrangian
energy density U as E = ρ0U.
A.2.1 Transformation (38f)→(18f)
∂σ
∂t
+
∂
(
σvk + Ewk
)
∂xk
=
∂ρs
∂t
+
∂
(
ρsvk + ρEwk
)
∂xk
= s
∂ρ
∂t
+ ρ
∂s
∂t
+ ρs
∂vk
∂xk
+ vkρ
∂s
∂xk
+ vks
∂ρ
∂xk
+
∂ρEwk
∂xk
=
= s
dρ
dt
+ ρ
ds
dt
+ ρs
∂vk
∂xk
+
∂ρEwk
∂xk
= s
dρ
dt
+ ρ
ds
dt
+ ρsAjk
∂vk
∂yj
+ Ajk
∂ρEwk
∂yj
We now use (182)3 to substitute time derivative of the density:
−sρAjk
∂vk
∂yj
+ ρ
ds
dt
+ ρsAjk
∂vk
∂yj
+ Ajk
∂ρEwk
∂yj
= ρ
ds
dt
+ Ajk
∂ρEwk
∂yj
= ρ0w
−1ds
dt
+ w−1Ckj
∂ρEwk
∂yj
= 0
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Using constraint (181)1 for the cofactor matrix, the last equality can be rewritten as
dρ0s
dt
+
∂ρCkjEwk
∂yj
= 0,
and after using (176c) and w−1Ckj = Ajk, as
dσ′
dt
+
∂Ajkρ0Ewk
∂yj
= 0.
Eventually, after noting that Ewk =
(
1
ρ0
U(Fbawa)
)
wk
= 1ρ0 FkjUw′j
, the latter equation becomes
dσ′
dt
+
∂Uw′j
∂yj
= 0, (188)
which is the sought Lagrangian equation (18f).
A.2.2 Transformation (38e)→(18e):
Denoting ωi = ε ijk∂jwk, equation (38e) reads as
∂wk
∂t
+
∂ (vαwα + Eσ)
∂xk
+ εkl jωlvj =
∂wk
∂t
+ vα
∂wα
∂xk
+ wα
∂vα
∂xk
+
∂Eσ
∂xk
+ εkl jωlvj =
∂wk
∂t
+ vα
∂wα
∂xk
+ wα
∂vα
∂xk
+
∂Eσ
∂xk
+
+vα
(
∂wk
∂xα
−
∂wα
∂xk
)
=
∂wk
∂t
+ vα
(
∂wk
∂xα
)
+ wα
∂vα
∂xk
+
∂Eσ
∂xk
=
dwk
dt
+ wα
∂vα
∂xk
+
∂Eσ
∂xk
=
dwk
dt
+ Ajk
(
wα
∂vα
∂yj
+
∂Eσ
∂yj
)
The intermediate result is
dwk
dt
+ Ajk
(
wα
∂vα
∂yj
+
∂Eσ
∂yj
)
= 0.
By multiplying the last equation by F T, we obtain
Fki
dwk
dt
+ Fki Ajk
(
wα
∂vα
∂yj
+
∂Eσ
∂yj
)
= 0.
Further, using the identity AjkFki = δji we can rewrite the last equations as
Fki
dwk
dt
+ Fki Ajk
(
wα
∂vα
∂yj
+
∂Eσ
∂yj
)
= Fki
dwk
dt
+
(
wα
∂vα
∂yi
+
∂Eσ
∂yi
)
= 0.
Then using (179), we get
Fki
dwk
dt
+
(
wα
∂vα
∂yi
+
∂Eσ
∂yi
)
= Fki
dwk
dt
+
(
wα
dFαi
dt
+
∂Eσ
∂yi
)
=
d(Fkiwk)
dt
+
∂Eσ
∂yi
= 0
50
Peshkov, Pavelka, Romenski, Grmela / SHTC&GENERIC
Then using that Uσ′ = (wE)wσ′ = Eσ, we get the final result, i.e. sought Lagrangian equation (18e),
dw′k
dt
+
∂Uσ′
∂yk
= 0. (189)
Therefore, equations (188) and (189) suggest that the Lagrangian fields w′, σ′ and Eulerian w, σ are related by
(176c).
A.3. (e, h)-pair, transformation of the nonlinear Maxwell equations
We shall transform (38d) into (18d) while (38c) transforms into (18c) analogously. Thus, (38d) is equivalent to
∂ei
∂t
+ vk
∂ei
∂xk
+
∂vk
∂xk
ei −
∂vi
∂xk
ek − ε ikl
∂Ehl
∂xk
= 0. (190)
Using d/dt = ∂/∂t + vk/∂xk we have
dei
dt
+
∂vk
∂xk
ei −
∂vi
∂xk
ek − ε ikl
∂Ehl
∂xk
= 0. (191)
From (178) it follows that ∂∂xk = Ajk
∂
∂y j
and thus we change the variables xk on yj
dei
dt
+ Ajk
∂vk
∂yj
ei − Ajk
∂vi
∂yj
ek − ε ikl Ajk
∂Ehl
∂yj
= 0. (192)
Applying (182)2 to the second term and (179) to the third term of the last equation, we have
dei
dt
+
1
w
dw
dt
ei − Ajk
dFij
dt
ek − ε ikl Ajk
∂Ehl
∂yj
= 0, (193)
and then
dwei
dt
− wek Ajk
dFij
dt
−wε ikl Ajk
∂Ehl
∂yj
= 0. (194)
Now, we add 0 ≡ wek
dδik
dt
to the left hand side and then using δik = Fij Ajk one can obtain that
dwei
dt
+ wek
dδik
dt
− wek Ajk
dFij
dt
−wε ikl Ajk
∂Ehl
∂yj
= 0, (195)
dwei
dt
+ wek
dFijAjk
dt
− wek Ajk
dFij
dt
−wε ikl Ajk
∂Ehl
∂yj
= 0, (196)
dwei
dt
+ wekFij
dAjk
dt
+ wek
dFij
dt
Ajk − wek Ajk
dFij
dt
−wε ikl Ajk
∂Ehl
∂yj
= 0. (197)
After multiplying the last equation by Ami
Ami
(
dwei
dt
+ wekFij
dAjk
dt
−wε ikl Ajk
∂Ehl
∂yj
)
= 0, (198)
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Ami
dwei
dt
+ wek
dAmk
dt
− wε ikl Ami Ajk
∂Ehl
∂yj
= 0, (199)
we have an intermediate result:
dwAmkek
dt
− wε ikl Ami Ajk
∂Ehl
∂yj
= 0. (200)
Now, we introduce the change of unknowns (176b): wAmkek = e′m, wAmkhk = h
′
m, and we also change the
energy potential E(ei, hi) = E(w−1Fije′j,w
−1Fijh
′
j) = w
−1U(e′j, h
′
j). Hence, Ehi = AjiUh′j . After this, the intermediate
result (200) reads as
de′m
dt
− wε ikl Ami Ajk
∂AalUh′a
∂yj
= 0, (201)
de′m
dt
− wε ikl Ami AjkAal
∂Uh′a
∂yj
−wε ikl Ami Ajk
∂Aal
∂yj
Uh′a = 0. (202)
Applying (184) and (180)3 to the second term, we get
de′m
dt
− εmja
∂Uh′a
∂yj
− wε ikl Ami Ajk
∂Aal
∂yj
Uh′a = 0, (203)
Now using the cofactor definition (180) and then applying (185) to the third term, we have
de′m
dt
− εmja
∂Uh′a
∂yj
− ε ikl AmiCkj
∂Aal
∂yj
Uh′a = 0, (204)
de′m
dt
− εmja
∂Uh′a
∂yj
−
1
2
ε iklε lnkεpqjFl pFnq Ami
∂Aal
∂yj
Uh′a = 0. (205)
Using (186) in the third term gives us
de′m
dt
− εmja
∂Uh′a
∂yj
− δinεpqjFl pFnq Ami
∂Aal
∂yj
Uh′a = 0, (206)
and subsequently,
de′m
dt
− εmja
∂Uh′a
∂yj
− εpqjFl pFiqAmi
∂Aal
∂yj
Uh′a = 0, (207)
de′m
dt
− εmja
∂Uh′a
∂yj
− εmjpFl p
∂Aal
∂yj
Uh′a = 0. (208)
Now, adding 0 ≡ εmjp
∂Fl p
∂y j
AalUh′a (see (181)2), we get
de′m
dt
− εmja
∂Uh′a
∂yj
− εmjpFl p
∂Aal
∂yj
Uh′a − εmjp
∂Fl p
∂yj
AalUh′a = 0, (209)
de′m
dt
− εmja
∂Uh′a
∂yj
−Uh′a
(
εmjp
∂Aal Fl p
∂yj
)
= 0, (210)
de′m
dt
− εmja
∂Uh′a
∂yj
−Uh′a
(
εmjp
∂δap
∂yj
)
= 0. (211)
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Eventually, we have
de′m
dt
− εmja
∂Uh′a
∂yj
= 0, (212)
which is identical to (18d).
A.4. (m, F)-pair
A.4.1 Distortion matrix
Here, we derive Eulerian equation (38b) from its Lagrangian form (18a).
Recall that the velocity field vi is conjugate to the momentum field, i.e. vi = Umi . Thus, (18b) reads as
dFij
dt
−
∂vi
∂yj
= 0. (213)
Then, applying (178)1 and (178)5 we arrive at
∂Fij
∂t
+ vk
∂Fij
∂xk
− Fkj
∂vi
∂xk
= 0. (214)
Using the identity
0 ≡ dI ≡ d(FA) ≡ FdA+ (dF )A , (215)
(214) can be rewritten as
∂Aij
∂t
+ vk
∂Aij
∂xk
+ Aik
∂vk
∂xj
= 0, (216)
and eventually as
∂Aik
∂t
+
∂(Aimvm)
∂xk
+ vj
(
∂Aik
∂xj
−
∂Aij
∂xk
)
= 0, (217)
which is the sought equation (38b).
A.4.2 Transformation of the momentum conservation
In this section, we demonstrate that Eulerian momentum conservation law (38a) can be derived from its Lagrangian
counterpart (18a). As earlier, we use prime to denote Lagrangian fields. Now, (18a) reads as
dm′i
dt
−
∂UFij
∂yj
= 0. (218)
Using that d/dt = ∂/∂t + vk∂/∂xk and Fij = ∂xi/∂yj, equation (218) can be rewritten as
∂m′i
∂t
+ vk
∂m′i
∂xk
− Fkj
∂UFij
∂xk
= 0. (219)
Subsequently, using the Eulerian stationary constraint for Fij and time evolution of w = det(F ) (183):
∂w−1Fkj
∂xk
= 0,
∂
∂t
(
1
w
)
+
∂
∂xk
(vk
w
)
= 0, (220)
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(219) can be rewritten as
∂
∂t
(
m′i
w
)
+
∂
∂xk
(
vkm
′
i − FkjUFij
w
)
= 0. (221)
We now introduce change of the potential
U = w U ,
and change of the momentum (176a), mi = w−1m′i. Note that U equals to E but depends on the Lagrangian fields,
i.e.
U (Fij,m
′
i, e
′
i, h
′
i, σ
′,w′i) = E(ρ, Fij,mi, ei, hi, σ,wi). (222)
After that, we arrive at
∂mi
∂t
+
∂
∂xk
(
vkmi −U δki − Fkj UFij
)
= 0. (223)
Finally, it remains to transform the term Fkj UFij in the flux of equation (223). Thus, according to (222) and
change of the variables (176a), (176b) and (176c): m′a = wma, e
′
b = wAbaea, h
′
b = wAbaha, σ
′ = wσ and w′b = Fabwa ,
we have
UFij =
∂
∂Fij
(
E(ρ, Fab,w
−1m′a,w
−1Fabe
′
b,w
−1Fabh
′
b,w
−1σ′, Abaw
′
b)
)
, (224)
and hence
FkjUFij = Fkj
(
−ρAjiEρ + EFij + Ema(w
−1m′a)Fij + Eea(w
−1Fabe
′
b)Fij + Eσ(w
−1σ′)Fij + Ewa
(
Abaw
′
b
)
Fij
)
. (225)
After using the formulas
∂w
∂Fij
= wAji,
∂Aab
∂Fcd
= −Aac Adb, (226)
and doing some trivial algebra, we arrive at
Fkj UFij = −(ρEρ + mlEml + σEσ + el Eel + hlEhl )δki + ekEei + hkEhi −wiEwk + FkjEFij. (227)
Eventually, using that FkjEFij = −AjkEA ji , the momentum equation becomes
∂mi
∂t
+
∂
∂xk
(
miEmk + (ρEρ + mlEml + elEel + hl Ehl + σEσ − E)δki − ekEei − hkEhi + wiEwk + AjkEA ji
)
= 0. (228)
B. Derivation of the energy conservation law
In this section, we prove that the energy conservation law (59)
∂
∂t
(rLr + viLvi + αijLαij + diLdi + biLbi + θLθ + ηkLηk − L)+
∂
∂xk
(
vk
(
rLr + viLvi + αijLαij + diLdi + biLbi + θLθ + ηkLηk − L
)
+
vi
[(
L− αabLαab − ηaLηa
)
δik + αnkLαni − diLdk − biLbk + ηkLηi
]
+ εkijdibj + θηk
)
= 0.
is compatible with the governing equations (58), that is it can be obtained as the consequence of all the equations (58)
multiplied by the corresponding conjugate state variables (56). From this prove, it will be clear that the energy flux,
in fact, is not the consequence of only the fluxes in (58), but the non-conservative terms in equations (58b), (58d),
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(58c) and (58e) contribute into the energy flux as well.
It is obvious that the time derivative of the energy conservation can be obtained as the sum of the time derivatives
of the equations (58) multiplied by the corresponding conjugate fields, i.e.
∂(piLpi − L)
∂t
= pi
∂Lpi
∂t
, (229)
while the main challenge is to show that the energy flux is
flux(59) = r · flux(58g)+ vi · flux(58a)+ αik ·
(
flux(58b)+ vj(∂jLαik − ∂kLαij)
)
+
di ·
(
flux(58d)+ vi∂kLdk
)
+ bi ·
(
flux(58c)+ vi∂kLbk
)
+
θ · flux(58f)+ ηk ·
(
flux(58e)+ vj(∂jLηk − ∂kLηj )
)
. (230)
The right-hand side of (230) is
r∂k(vkLr) + vi∂k
(
δikL + vkLvi + αmkLαmi − δikαmnLαmn − diLdk − biLbk + ηkLηi − δikηnLηn
)
+
αik
(
∂k(vmLαim) + vj(∂jLαik − ∂kLαij)
)
+
di
(
∂k(vkLdi − viLdk − ε iklbl) + vi∂kLdk
)
+ bi
(
∂k(vkLbi − viLbk + ε ikldl) + vi∂kLbk
)
+
θ∂k(vkLθ + ηk) + ηk
(
∂k(viLηi + θ) + vj(∂jLηk − ∂kLηj )
)
= (231)
r∂k(vkLr) + vi∂k(vkLvi ) + αmi∂k(vkLαmi ) + di∂k(vkLdi ) + bi∂k(vkLbi ) + θ∂k(vkLθ) + ηi∂k(vkLηi )−
vi∂k
(
δikαmnLαmn − αmkLαmi + diLdk + biLbk + δikηnLηn − ηkLηi
)
−(
δikαmnLαmn − αmkLαmi + diLdk + biLbk + δikηnLηn − ηkLηi
)
∂kvi+
vk∂kL− ε ikldi∂kbl + ε iklbi∂kdl + θ∂kηk + ηk∂kθ = (232)
∂k
(
vk(rLr + viLvi + αmiLαmi + diLdi + biLbi + θLθ + ηkLηk)
)
−
vk
(
Lr∂kr + Lvi∂kvi + Lαmi∂kαmi + Ldi∂kdi + Lbi∂kbi + Lθ∂kθ+ Lηk∂kηk
)
+ vk∂kL−
∂k
(
vi(δikαmnLαmn − αmkLαmi + diLdk + biLbk + δikηnLηn − ηkLηi )
)
+ ∂k(εkijdibj + θηk), (233)
which eventually transforms exactly into the energy flux (59).
C. Derivation of the time evolution for ∇× w and ∇× A
Here, we derive the time evolutions (46a) and (46d) for ∇×A and ∇×w accordingly. In fact, because the time
evolution for each column Aik, k = 1, 2, 3 has the same structure as the time evolution for wi (apart of the constitutive
flux Eσ) we can perform the derivation only for wi.
We start by rewriting (38e) (we also assume the presence of an algebraic source term − fk in the right-hand side)
∂wk
∂t
+ ∂k (vawa + Eσ) + vj(∂jwk − ∂kwj) = − fk (234)
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in an equivalent form
∂wk
∂t
+ wa∂kva + ∂kEσ + va∂awk = − fk.
Then, applying ∂m to the k-th equation and ∂k to the m-th equation and subtracting the later from the former we get
∂
∂t
(∂mwk − ∂kwm) + va∂a(∂mwk − ∂kwm) + ∂mwa∂kva − ∂kwa∂mva − ∂awm∂kva + ∂awk∂mva = −(∂m fk − ∂k fm). (235)
This equation can be written in an elegant form if all the derivatives of the components of wi are arranged in such
a way that the resulting equation contains only the components of the vector Ω = ∇×w. Indeed, it suffices to
explain how to handle with last four terms in the left-hand side of (235) for some m and k. We consider only the
case m = 1, k = 2 and write explicitly the summation with respect to a:
∂1wa∂2va + ∂aw2∂1va − ∂2wa∂1va − ∂aw1∂2va =
∂1w1∂2v1 + ∂1w2∂1v1 − ∂2w1∂1v1 − ∂1w1∂2v1 + ∂1w2∂2v2 + ∂2w2∂1v2−
∂2w2∂1v2 − ∂2w1∂2v2 + ∂1w3∂2v3 + ∂3w2∂1v3 − ∂2w3∂1v3 − ∂3w1∂2v3 =
(∂1w2 − ∂2w1) ∂1v1 + (∂3w2 − ∂2w3) ∂1v3 + (∂1w3 − ∂3w1) ∂2v3 + (∂1w2 − ∂2w1) ∂2v2 = (236)
(∂1w2 − ∂2w1) (∂1v1 + ∂2v2) + (∂3w2 − ∂2w3) ∂1v3 + (∂1w3 − ∂3w1) ∂2v3 =
Ω3 (∂1v1 + ∂2v2)−Ω1∂1v3 −Ω2∂2v3 = Ω3 (∂1v1 + ∂2v2 + ∂3v3)−Ω1∂1v3 −Ω2∂2v3 −Ω3∂3v3 =
Ω3∂ava −Ωa∂av3.
Finally, we conclude that
∂Ωi
∂t
+ vk∂kΩi + Ωi∂kvk −Ωk∂kvi + ε ikl∂k fl = 0 (237)
or equivalently
∂Ωi
∂t
+ ∂k (Ωivk −Ωkvi + ε ikl fl) + vi∂kΩk = 0, (238)
which apparently has the same structure as equation (38c) of the Eulerian SHTC system and the sought equa-
tion (44d) but with an additional term in the flux conditioned by the presence of the source term fk in (234).
Eventually we make an important remark. By construction, ∂kωk = 0 because Ω = ∇×w and hence, one may
want to write (238) in a conservative form by eliminating the non-conservative term vi∂kΩk = 0. This however
should be avoided because the obtained conservative equation
∂Ωi
∂t
+ ∂k (vkΩi −Ωkvi + ε ikl fl) = 0 (239)
has different characteristic speeds, e.g. see [79], and thus is not equivalent to the original equations (237) and (238).
Moreover, in contrast to (237) and (238), conservative equation (239) is not Galilean invariant.
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