The h-index provides us with nine natural classes which can be written as a matrix of three vectors. The three vectors are: X=(X 1 , X 2 , X 3 ) indicate publication distribution in the h-core, the h-tail, and the uncited ones, respectively; Y=(Y 1 , Y 2 , Y 3 ) denote the citation distribution of the hcore, the h-tail and the so-called "excess" citations (above the h-threshold), respectively; and
Introduction
Since Garfield (1955) introduced the Science Citation Index (SCI) and suggested the Impact Factor (IF) as an important indicator, citation analysis has increasingly become a scientific field of studies (Garfield, 1979) . Developed by scientometricians, data around SCI and IF have been the subject of many studies. However, the skewness of citation and publication distributions delegitimizes the use of averages (Seglen, 1992 (Seglen, , 1997 cf. Rousseau & Leydesdorff, 2011) .
As a non-parametric alternative, suggested to turn to the six percentile rank classes in use by the National Science Foundation (NSF) in the Science & Engineering Indicators (NSB, 2012) : top-1%, top-5%, top-10%, etc., of highly-cited papers. developed the Integrated Impact Indicator (I3) that is based on normalization in terms of percentile ranks of the distribution. More recently, the top-10% of publications in terms of citations has increasingly been used as an "excellence indicator" in university rankings (e.g., Bornmann et al., 2012; Waltman et al., 2012) . Rousseau (2012) studied the relation between I3-that is, ranking based on the integration of weighted percentile rank classes-with the h-index (Hirsch, 2005) -that is, ranking based on a core-tail concept. Can the core, the tail, and the uncited papers be considered as three relevant classes for I3? He concluded that although "the h-index can be written in such a way that it formally looks like an I3 score, it is not an I3 score. The reason is that the scores x k and the classes may not depend on the set A." In other words: the number of documents in the h-core (and h-tail, respectively) would determine the weight of the class, whereas these two numbers are independent from the number of documents in the sample using percentile ranks across a distribution.
Furthermore, the h-index uses the document set under study as its own reference set, whereas I3 ranks the document set as a sample against a (larger) reference set. For example, one can rank the I3-value of a journal among other (similar) journals or one university among other ones (Bornmann et al., 2013; Leydesdorff & Shin, 2011; Prathap & Leydesdorff, 2012; Waltman et al., 2012) using the superset of similar samples for the reference.
The h-index is based on publications and citations, and was introduced in 2005 (Hirsch, 2005) . Its simplicity has made it attractive for use in academic performance measurement (Alonso et al., 2009; Egghe, 2010) and has led to a meaningful unification of publications and citations (Ye, 2011 ). Yet, it could be shown that the h-index is logically flawed in the sense that (in a static time window) it is not independent (Marchant, 2009) and not consistent (Waltman & van Eck, 2012) . However, this is not an issue in dynamic cases (Ye, 2012) .
In the meantime, the h-index and h-type indicators were further developed and improved. Kuan et al. (2011a) , for example, proposed the c-descriptor and t-descriptor for analyzing patent performance of assignees. Kuan et al. (2011b) used the h-core and h-tail centroids, which are located at the geometric centers of the h-core and h-tail areas (Chen et al., 2013) . Zhang (2013a & b) developed a novel triangle mapping technique and introduced the h' index where citations in h-tail are considered as negative contribution, while Thor & Bornmann (2011) introduced indices h-upper, h-lower, h-center with a web application based on Google Scholar.
In this study, we propose to combine the ideas of I3 with the h-index. This will lead us to a new academic vector metrics, characterized by a set of three vectors (X, Y, Z) that can be combined into the performance matrix V, and then summarized as the trace of this matrix: tr(V). The various elements of both this matrix and the trace will be provided with detailed interpretations for the case of academic publications and citations, but the reasoning is more abstract and can further be elaborated for other applications (e.g., patents or, more generally, any skewed distribution).
Methodology
On the basis of the definition Rousseau & Ye, 2012a) , one can formalize I3 as follows:
where X i indicates the percentile ranks and f(X i ) denotes the frequencies of the ranks with i= [1,C] as the percentile rank classes. In other words, the measures X i are divided into C classes each with a scoring function f(X i ) or weight (w i ) so that one can aggregate as follows:
More generally, when one ranks publications according to their citations from high to low, one obtains a C-P rank distribution-the citation curve-as shown in Figure 1 . We added the three sections that are relevant for the h-index: the h-core, h-tail, and the uncited (zero citations) publications (P z ) respectively (Ye & Rousseau, 2010; Chen et al., 2013; Liu et al., 2013) . Furthermore, Zhang (2009) proposed to call the area above the h-core a representation of "excess citations," that is, citations which are gathered, but do not further contribute to the h-value. 
2.1
The Performance Matrix Similarly to I3 (in Eq. 2), one can define a weighted I3-like measure corresponding to publications and citations in the core-tail framework of Figure 1 , and formulate I3-like indicators for both publications (I3X) and citations (I3Y) based on the three respective classes, as follows: 
In Eq. (3), P c = h denotes the number of publications in the h-core, P t the number of publications in the h-tail, P z the number of uncited (zero citation) publications. In Eq. (4), C c = h 2 , C t the number of citations in the h-tail, C e the number of citations in the excess area (Zhang, 2009 ), C h = C c + C e indicates the total number of citations in the h-core. P= P c +P t + P z is the total number of publications and C = C c + C t + C e is the total number of citations, with the following relation between them:
Our scheme of weighting scores (following Eqs. 3 and 4) can be considered as follows: x c =P c /(P c +P t +P z ), x t =P t /(P c +P t +P z ), x z =P z /(P c +P t +P z ), y c =C c /(C c +C t +C e ), y t =C t /(C c +C t +C e ) and y e =C e /(C c +C t +C e ) given that P c , P t , P z , C c , C t and C e measure each three classes. Analogous to the scoring function in I3, we apply weights in the case of I3X and I3Y as follows: x c + x t + x z =1 and y c + y t + y e =1. Since I3X=x c P c +x t P t +x z P z and I3X=y c C c +y t C t +y e C e , it follows that x c + x t + x z =1 and y c + y t + y e =1.
However, one can make the classes relative to-that is, equivalent to a percentage of-the size of the sets under study (cf. Rousseau, 2012) by normalizing to fractions (percentages), as follows: These six numbers X 1 , X 2 , X 3 ,Y 1 , Y 2 and Y 3 can be re-organized and defined as two independent vectors as follows:
The vector measures X=(X 1 , X 2 , X 3 ) and Y=(Y 1 , Y 2 , Y 3 ) indicate the distributions of publications and citations in the h-core, h-tail and the uncited areas, respectively.
Since C-P is the difference between the total number of citations and the total number of publications and it no longer indicates the rank distribution as a simple consistent measure (Rousseau & Ye, 2011) , one is allowed to derive the additional vector Z, as follows:
It follows logically that Z is also a consistent measure. However, the vector Z can be provided with an interpretation beyond its generation as an arithmetic subtraction of the number of publications from the number of citations. The terms of Z can be appreciated as the fraction of citations (with the dimensionality of citation [C i 2 /C]) minus the fractions of publications (with the dimensionality of publication [P i 2 /P]), so that Z is a set of meaningful indicators, where C i covers C c , C t and C e , and P i includes P c , P t and P z . Z 3 (= C e 2 /C-P z 2 /P) is a complex indicator because one considers the excess citations as a possible compensation for the uncited publications. The fraction of uncited publications contributes negatively to Z 3 , but this can be compensated by the fraction excess citations in a set.
Let us call X, Y and Z academic vectors, consisting of {X i , Y i , Z i } (i=1, 2, 3). On this basis, one can construct a unique matrix V for measuring the total distribution of academic achievements as follows:
The matrix V contains nine numbers (X 1 , X 2 , X 3 ; Y 1 , Y 2 , Y 3; Z 1 , Z 2 , Z 3 ), but only the two vectors (X, Y) are independent. Therefore, the matrix V provides us with a two-dimensional measure of academic achievements, 1 with the following specific meanings:
 X 1 , X 2 and X 3 indicate the publication distributions in the h-core, h-tail, and the uncited areas, respectively;
 Y 1 , Y 2 and Y 3 denote the citation distribution of the h-core, h-tail, and the excess areas, respectively;
 Column vector (X 1 , Y 1 , Z 1 ) indicates the distribution of publications and citations in the h-core;
 Column vector (X 2 , Y 2 , Z 2 ) does so in the h-tail, whereas row vector (X 1 , X 2 , X 3 ) denotes the publication view and row vector (Y 1 , Y 2 , Y 3 ) the citation view;
 Column vector (X 3 , Y 3 , Z 3 ) reflects the uncited publications, the excess citations, and the difference between these two fractions; row vector (Z 1 , Z 2 , Z 3 ) provides citations minus publications, where X 3 marks the fraction of uncited publications and Y 3 the fraction of excess citations, and Z 3 indicates their corresponding differences.
Furthermore, the number pair (X 1 , Y 1 )=(h 2 /P, h 2 /C) reflects achievements in the h-core and (X 2 , Y 2 ) in the h-tail. Larger values of X i and Y i (i=1, 2, 3) indicate academic achievements. However, X 3 can be excluded as an indicator of achievement when the number of uncited publications is not considered as adding to the rank. (Alternatively, one can set X 3 to zero in an evaluation.) Except for X 3 , the larger values of {X i , Y i , Z i } are, the higher always the level of academic achievement indicated.
Among the above nine numbers, it may look as if there are six independent ones (X 1 , X 2 , X 3 ; Y 1 , Y 2 , Y 3 ). However, there are the following linear relations among them: P t =P-P c -P z , P c = h, C c = h 2 , C t = C-C h ,and C e = C h -C c . Consequently one needs only five really independent numbers (P, P z , h, C, C h ) in the data collection for the calculation of the performance matrix
2.2
The Academic Trace The trace of matrix V-we propose to call it "the academic trace" of the "performance matrix"-provides us with a single and unique measure that summarizes academic achievements as follows:
The trace T of the matrix V is a mathematical result that follows naturally from the above coretail framework of the h-index when combined with the idea of relative frequencies used for I3. When we classify X i , Y i , and Z i in the core-tail plane, we obtain matrix V, which provides us with the trace T of this matrix. For each academic source (in a specific database and time span), its V and T are determinate and unique. The trace of V can be specified as T=X 1 +Y 2 +Z 3 =h 2 /P+C t 2 /C+(C e 2 /C-P z 2 /P), and thus covers the distributions of the h-core, the htail, and the uncited areas. This summarizes the representative information distributed over the earea, the h-area, the t-area, and the uncited area. In other words, T = tr (V) provides a scalar number that can be used as an indicator that summarizes V as a matrix consisting of three vectors X, Y and Z.
The three components of T are themselves meaningful: X 1 = 2 c P /P=h 2 /P indicates publications in the h-core and is determined by h when P is a constant. In other words, X 1 is a normalized publication score for the h-core. Y 2 = 2 t C /C, provides a normalized citation measure for the h-tail, which represents citations in the h-tail. In our opinion, citations in the h-tail should not be considered as meaningless, but can be added to the achievements measured by X 1 . When a new paper is first published and begins to earn citations, for example, these citations always fall initially in the h-tail. But when the citations to a publication accumulate, these same publications and citations may be included in the h-core in a later stage.
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Finally, Z 3 = 2 e C /C-2 z P /P, measures the difference between the fraction of excess citations and the fraction of uncited publications in terms of the respective areas in Figure 1 , so that the additional impact of excess citation in the set can compensate for uncited publication. Note that this value can also be negative when the number of uncited publications is larger than the sum of the excess citations.
X 1 , Y 2 and Z 3 thus construct a synthetic measure of the h-core, the h-tail, the excess and uncited areas, so that T= X 1 +Y 2 +Z 3 reflects the publication-citation distribution in the core-tail plane of Figure 1 . However, the trace is not just a number: the trace can be provided with a meaningful interpretation in terms of the various areas in the citation distribution of Figure 1 . Thus, T can be considered as a synthetic indicator for measuring total academic achievements, which provides a total number of academic historical records. The larger the value of T, the more academic accumulation is measured.
While the value of the h-index marks only a single cut-off level in the core-tail plane, the value of T includes summary information across the h-core, h-tail, and the uncited areas. For this reason, T provides an improved h-index (which can be extended to similar measures such as the g-index, etc.). Compared with the h-index, the academic trace T seems more complex, but is nevertheless also an indicator that is simple in the computation.
Note that T is sensitive to increases or decreases in the performance, while the h-index can only increase. In our opinion, a newly added, but yet uncited publication can first meaningfully decrease T. All cited publications in the h-tail or excess citations to the h-core, however, lead to increases of T. As with the h-index, the analyst may wish to limit the time window for both publications and their citations when comparing sets for the evaluation.
The academic vectors, matrices, and traces can be applied to information sources at different levels, including scholars, research groups, journals, institutions, universities, countries, and even topics. However, one should always compare "like with like" (Martin & Irvine, 1983) , in the same field. (One needs a scaling normalization when comparing among different fields). Since our reasoning is abstract, both papers and patents can be used as data sources. Of course, all values of academic vectors, matrices, and traces remain contingent upon the databases and time windows used for the data collection.
Data

Journals
In order to compare our results with 's initial study about I3, we collected the following journal data as samples: (1) journals in information science and library science recorded in the JCR for SSCI, and (2) Nature, Science and PNAS as leading interdisciplinary journals recorded in the JCR of SCI. The data is provided in an Appendix. All data were downloaded from Web of Science (WoS, updated on March 22, 2013), with a two-year time window (2009) (2010) ) and a five-year time window (2008) (2009) (2010) (2011) (2012) respectively, in order to make comparisons with IF and IF5 also possible. On the basis of this data, all indicators can be computed.
Other units of analysis
In order to show the general applicability of this trace-measure, we also provide examples at different levels: for academics (ourselves, using 10 years of data from 2003-2012 in WoS) and for the comparison between two German universities, using 2012 data in WoS. (Table A2 in the Appendix shows this data.) We chose ourselves in order to avoid privacy issues and these two universities because their names are not ambiguous. The use of the indicator, of course, can be scaled up.
Results
Journals
On the basis of Eqs. (6) to (16), and using the data in the Appendix, we calculated results as shown in Table 1 . These results show that the trade-off is multi-dimensional and different choices therefore are possible in the comparisons. For example, the Journal of Informetrics (JoI) has a value for X 1 (that is, the normalized indicator of core-h publications) higher than the Journal of the American Society for Information Science and Technology (JASIST), but JASIST has a much larger value than JoI in the h-tail, and eventually in the total accumulation as reflected by the trace. The academic matrices and traces for these two journals are: 
Using the academic trace, JASIST is thus indicated as higher in terms of total performance than JoI (as well as MIS Quarterly). However, the trace (Eq. 20) shows that JASIST earns 99.8% (= 1190.9/1193.1) of its performance credit by citations in the h-tail (Y 2 ). These results completely accord with those for I3 of . The results of the comparison among the multidisciplinary journals (PNAS with higher value of T than Nature) are also similar to the ones for I3 reported by these authors. Figure 2 shows the relations between the trace-values and two-year impact factors for the journals in the WoS Subject Category "Library and Information Sciences" (insofar as T > 0). This figure is not essentially different using five years instead of two. Table 2 provides the Pearson and rank-order correlations. In our opinion, the strong reduction of the complexity of the citation curve into a single number using the h-index or IF have been unfortunate choices. In the case of IF, an average is taken over a very skewed distribution. The h-index is non-parametrical, but the size of the samples influences the attribution into a classificatory scheme: larger and older sets tend to have larger hvalues for no other reason than the accumulative effect of having grown older and larger.
An additional normalization is therefore proposed by us in the case of the vectors X, Y, and Z, analogously to using percentiles for I3. The choice for the number of percentile rank classes (such as six or hundred) was hitherto conventional NSB, 2012) . Our new measure offers a reasoned reduction of the complexity from first nine possible to three independent classes that can be aggregated as a mathematically defined trace.
Other examples
The trace can be measured for any download from WoS. For example, one can rank institutional units such as universities. Table 3 provides a comparison between the German universities of Heidelberg and Hamburg and Table 4 extends the analysis to individual authors using our own track records as a (harmless) example. Note that in the setting of a large university Z 3 will often be negative because uncited publications (X 3 ) can be expected to prevail and excess citations (Y 3 ) may be scarce. Although the University of Hamburg is lower on both these partial indicators, the University of Heidelberg is on the aggregate more than twice as large in terms of the value of the trace, mainly because of the high value of Y 2 that indicates citations to the publications in the tail.
As a second extension, we use our own records because the issue of measuring authors at the individual level involves sometimes a privacy issue. 
Using individual authors, the samples may be too small for other statistics. By using the trace, however, all absolute numbers (see Appendix) are normalized to relative ones by using Eqs. (6-11).
Analysis
Suppose that the C-P rank distribution were a continuous function C(x), where x denotes the publications ranked by citations. We can then generalize C e , C c and C t as follows (P c =h)
C h and C t determine the shape of C(x).
Using Eq. (16) in combination with the Eqs. (6), (8), (10), (11) and (14), we can write: sufficiently. In general, the sign of this T-value provides us with a first measure for the scientific quality of a document set under study.
Let us consider solving the first-order differentials of Eq. (27). When P and C are much larger than P c , C e and P z , P and C can be considered as constants, then we obtain:
) are constants, we are not able to decide for maximum or minimum values of P c , C e and P z . However, T tends to increase when P c or C e increases, and T decreases when P z increases. In other words, T does not only increase with P c = h, but the excess citations are also appreciated. A relatively large fraction of these can compensate for a large fraction of uncited publications in the aggregate.
Consistency
Rousseau and Ye (2012b) formulated the following independence axiom for any indicator f: If f(S) ≤ f(T) and the same type of basic steps are made to both sets S and T, then still f(S) ≤ f(T). Since P or C are independent indicators and X or Y are arithmetic combinations of P or C, respectively, X and Y also comply with the independence axiom.
Furthermore, since C-P is a simple consistent indicator (Rousseau & Ye, 2011) , Z=Y-X is also a consistent indicator. Therefore, the performance matrix V=(X, Y, Z)
T can be considered as a consistent two-dimensional measure. However, since T is a summation of the subsets X 1 , Y 2 and Z 3 , its consistency cannot be expected to hold under all conditions.
Discussion and conclusions
Using the h-value as a classifier, we introduce academic vectors: the row vector X=(X 1 , X 2 , X 3 ) indicates the relative publication distribution of the h-core, h-tail, and the uncited publications, while Y=(Y 1 , Y 2 ,Y 3 ) denotes the relative citation distribution of the h-core, h-tail, and excess area, respectively. The column vector (X 1 , Y 1 , Z 1 ) indicates the distribution of publications and citations in the h-core and the column vector (X 2 , Y 2 , Z 2 ) does so in the h-tail. The column vector (X 3 , Y 3 , Z 3 ) reflects the excess citations minus uncited publications, and row vector Z=(Z 1 , Z 2 , Z 3 ) represents citations minus publications in the three segments of h-core, h-tail, and uncited publications.
The performance matrix V=(X,Y, Z) T constructs a unique two-dimensional measure for academic achievements and the academic trace of this matrix tr(V) provides a unique indicator for total academic achievements. As there may be a linear relation between X and Y, V can be at best two-dimensional; but never be more than two dimensions. Except perhaps for X 3 (uncited publications), larger values of {X i , Y i , Z i } indicate improvements in academic achievements.
The trace T compares citation with publication distributions like apples with oranges by providing both with a price in a single framework. Using this metaphor, one may consider the prices as fractions of the total number of publications and citations, respectively. Citations to publications in the h-tail thus have a different value from citations in the h-core or excess citations. The trace first aggregates the publications in the h-core with the citations in the h-tail, but then adds the excess citations as a fraction minus the fraction of uncited publications. The subtraction of the latter is perhaps the most debatable element of this indicator in evaluation research.
In terms of data collection, only five independent numbers (P, P z , h, C, C h ) are needed, although there are nine numbers that denote the multi-dimensional meanings in the matrix. All relevant data are available from WoS as summary statistics. The I3-like indicator in this core-tail framework of the h-index provides a conceptual link between these two indicators, and introduces new academic metrics, characterized by vectors (X, Y, Z), the performance matrix V=(X, Y, Z) T as well as the academic trace T=tr(V). The new indicator is well-grounded in mathematics, and contributes a useful, versatile, and easy-to-compute tool for the measurement and assessment of publication and citation profiles and can thus stimulate further studies.
