Abstract. Line matching across images taken by a central imaging system (perspective or catadioptric) with focus on short baseline motion of the system is proposed. The relationship between images of lines on unitary sphere is studied and a simple algorithm for matching lines are proposed assuming the rotation of the system is known apriori or it can be estimated from some correspondences in two views. Two methods are discussed for retrieving R in the case it is not known apriori.
Introduction
Line Matching is simply nding the corresponding images of the same 3D line across two or multiple images of a scene. It is often the rst step in the reconstruction of scenes such as an urban scene. The images can be captured by any types of imaging systems. This work address central imaging systems e.g. a perspective camera or a catadioptric system. Our method for line matching consists of 3 main steps. First, lines of interest have to be detected in both images. Second, the line segments are projected from 2D to 3D by lifting to unitary sphere. Locating corresponding lines using the relation derived in the following section is the nal stage of the line matching algorithm. The geometric relation between two images required a priori here is the rotation of imaging system. This can directly be recorded during image acquisition or later by dierent available methods such as methods based on matching corresponding vanishing points [9, 10] . In this work, we are interested in the last step of the matching algorithm. In [11, 15] we presented a pipeline for automatic line matching with focus on paracatadioptric systems under the short-baseline motion of the system by employing line intersections correspondences as input to RANSAC in order to compute the rotation of the imaging system. In this work however we employ two dierent methods for estimating rotation; one is an already developed and robust method of retrieving the rotation using vanishing points direction and second one is a simple alternative method which will shortly be explained. We aim to formulate a generic method of matching lines for all central imaging systems under the short-baseline motion including perspective cameras. The latest work which signicantly improves on the state of the art for line matching across two or more perspective views can be found in [1] . They also assume that the motion of the camera is apriori known (through fundamental matrix) and the problem is then reduced to nding corresponding lines by help of fundamental matrix and epipolar geometry. The most related work to line matching in catadioptric imaging systems is done in [5] for visual servoing/tracking purposes by tracking line features during the camera (and/or the object) motion. The paper is mainly concerned with the use of projected lines extracted from central catadioptric images as input of a visual servoing control loop. The method is based on the estimation of the partial camera displacement between two views, given by the current and desired images and it is entirely dierent from the problem of matching lines across views in which there is considerable motion between corresponding lines which is the subject of our work. While in the perspective case line matching is rather eciently solved, to the best of our knowledge, this is the rst work dealing with this problem in catadioptric images.
Proposed Method
The rest of this text is organized as follows. In the next section, we derive the relation between normal vector of the great circle of any 3D line represented in the rst unitary sphere coordinate system and its corresponding vector expressed in the second system which in return gives us an adequate tool to match lines. Then, we recall the sphere equivalence followed by a brief description of the two algorithms for recovering the rotation of the imaging system. We skip giving the denition of catadioptric imaging systems and unitary sphere model due to space restrictions. General readers are referred to references [2, 3, 4] for explanations and details. Finally some experimental results of applying the proposed algorithm on both synthetic and real images are presented. For extracting line segments, we use the line extraction algorithm of [6] . For recovering R, along with our proposed method we also explain attitude estimation method of [10] . We will shortly give a brief explanation of these algorithms.
The Relation Between Images Of 3D Lines On Unitary sphere
Having the intrinsic parameters of the imaging system, the key idea is to project the image on the unitary sphere, turning the conic curves (images of the lines on the image plane) into their corresponding great circles on the unitary sphere. Knowing that a great circle is fully dened by normal vector of its plane, the problem of matching conics is then reduced to matching these vectors. In this section we show that under short range motion, two corresponding great circle are mainly related by rotation part of the imaging system motion. Consider a line in 3D scene with two separate 3D points X 1 and X 2 on it. Suppose n 1 is the non-normalized vector of the plane which passes through these two points and the origin of the rst unitary sphere and n 2 is corresponding vector expressed in the second model ( Fig. 1) . Then:
Where metric transformation of the imaging system (represented by two unitary spheres in Fig. 1 ) is dened by the rotation matrix R and translation vector t and R −t is inverse transpose of R. Note that for a rotation matrix, det(R) = 1 and transpose inverse is the same as R. Above relation coincides with the relation obtained in [7, 8] in which equivalent Euclidean Plücker representation of the line is used to derive a similar formula:
Where the 3D line segment is represented by its innite supporting line represented by two vectors l and n. l is a unit vector parallel to the line, and n is a non-normalized vector to the plane dened by the line and the origin of the coordinate system and its norm is equal to the distance of the line to the origin, e.g. n = d , see Fig. 1 . Therefore if transformation between two positions of the imaging system is a pure rotation (t = 0) or the movement of the system in comparison to its distance to the scene is very small (short baseline, for example aerial imaging), we can neglect the second term in the above equations and conclude that under the pure rotation or short base line motion, n 1 and n 2 are related by the rotation matrix:
This equation can also be visually veried as shown in Fig 2. One immediate result is that for the case of short-baseline, after estimating the rotation matrix, for each line in the rst image, all which is needed to nd its corresponding line in the second image is to multiply R at normal vector of great circle of the line. The result vector is pointing at the same direction as the normal vector of great circle of corresponding line is pointing (inside a reasonable angular distance error). 
Lifting from image plane to Unitary Sphere
The necessary equations for lifting a pixel on the image onto the unitary sphere are already derived in several slightly dierent formulations in literature. We use the projection model of [14] which is an extension of the model proposed by [12, 13] as follows: Fig. 2 : If the motion of the imaging system is a short range motion (pure rotation), the images of a world point on the unitary sphere at two dierent positions are approximately (absolutely) related by the rotation of the system. Note that there is a considerable arbitrary rotation between two unitary sphere coordinate systems.
Consider the pixel (i, j) on the image plane( of our interest are the pixels belonging to conic segments, the images of 3D lines on the image plane). The pixel coordinates after lifting are:
ξ is a parameters describing the mirror shape, s is skew parameter, r is aspect ratio,γ is generalized focal lengths and (u 0 , v 0 ) is principal point . All these parameters are available as the result of calibration. The same above equations can be used in reverse to project a point on unitary sphere into image plane.
Recovering R
There are several methods for estimating R applicable to all types of central imaging systems (cf. [9] for a review on these methods and their pros and cons). Regarding the simplicity and robustness we have experimented with two automatic methods, one from [9] which works in urban scene with at least two groups of 3D parallel lines and the other one is our proposed method which is suitable for short-baseline motion as follows.
Recovering R using Vanishing Points Vanishing Points (VP) are points on the plane at innity and therefore they are invariant to translation. A rotation matrix has three degree of freedom and each vanishing point correspondence provides two rotation constraints. Therefore for estimating R, it is sucient to have two enough distinct VP correspondences in the two views. Reference [10] has exploited above facts to estimate the rotation of an imaging system in two steps, extraction of vanishing points followed by recovering R by matching these points. For the sake of completeness, we briey explain their method for extracting VP. For matching part, interested readers are referred to [9] . Consider two great circles corresponding to two parallel 3D lines. The intersection of these two great circles (say vector u) corresponds to the common direction of the lines. u should also point at the direction of any other line parallel to these two lines (inside a similarity threshold). Therefore checking for all lines, we can nd the number of lines that may share the same direction u. Repeating this procedure for each combination of two great circles we can compute the vector that corresponds to the highest number of parallel lines (the vanishing point of those lines). To detect the second dominant direction, we remove the lines belong to the rst dominant direction and repeat the above steps ( See Fig 3) . Recovering R using points correspondences and RANSAC The idea behind this approach is already depicted in Fig 2. In the case of short-baseline motion, the image of the scene on the unitary sphere goes under the same rotation as imaging system. Exploiting this fact, we suggest the following simple method for extracting the R:
Manually or by means of automatic algorithms such as SIFT feature extractor, extract enough point correspondences between two views. Lift these correspondences to their unitary spheres. Using RANSAC or similar tting algorithms, nd the best rotation matrix which relates these corresponding points.
Note that this method is only feasible when the imaging system goes under a short range motion. Note also that theoretically, having the images of two salient 3D points (which are not collinear with the center of unitary sphere) and their correspondences is sucient to estimate the rotation matrix. However we employ RANSAC to be able to automatically extract some interest points and their correspondences without being concerned about the errors in detection of positions of these points in the image planes and also any possible mismatches.
Implementation details and experimental results
The proposed method is composed of the following main steps:
1. Given two images taken by a central imaging system under short range motion, extract their line segments (cf. [6] ). 2. Extract two dominant vanishing directions and use them to estimate R (cf. section 2 and [9] ). 3. Project line segments onto the unitary sphere and compute normal vectors of their great circles. 4. Find corresponding great circle of each line segment in the other image by using the relation (1) derived in section 2.1. Fig. 4 along with Fig. 3 demonstrates the steps of our algorithm on a pair of synthetic images. We have applied the R on whole rst sphere for the sake of demonstration. In practice and during the implementation only normal vector and two end points of each segment (necessary to nd the segment bounding box for the case there are ambiguities) are aected. In the last step, for some segments, matching great circles using the relation (1) is not enough and one ambiguity may occur when more than one segment are lying on corresponding innite line because these segments are all located on the same 3D scene plane (as it is shown in Fig. 5 ). To resolve this ambiguity we also nd the corresponding bounding box of the segment in the rst image and we chose the candidate segment which is inside the bounding box or is intersecting it. During our experiments, the calibration method of [14] was employed to calibrate the imaging system. As the rst approach we used the framework of [2] to detect the lines, extract the vanishing points and estimate R. This approach is especially of interest since the method uses already extracted lines (great circles on the unitary sphere) to estimate R in comparing to the second approach which includes extra steps of extracting salient point correspondences and tting a rotation matrix to them. Therefore in our experiments, we used the rst approach since we had enough vanishing points available.
Synthetic images Fig. 5 shows the line segments extracted on two synthetic aerial images (upper row) and matched lines (lower row). There is a 110 degree rotation around the optical axis of the system and 30 and 20 degree around two other axes all measured w.r.t. a xed coordinate system. Translation of the system is neglectable. Only lines of length 15 pixels or more are considered. The angular threshold for matching great circles is set to one degree. 261 and 226 segments are obtained for the left and right images, respectively. The algorithm outputs the matches displayed at the bottom row of the gure. All of the 121 matches obtained are correct.
Real Images Fig. 6 shows the result of applying our algorithm on two real perspective images. Note that this method is far simpler than an approach such in [1] in which photometric properties of the segments neighborhoods along with epipolar geometry are exploited to do the same job. For this experiment, rotating imaging system around its focal point was not easy since this point is somewhere inside the camera and we needed a special exible xture to carry out the job. However, rotating (while trying to avoid translating) of imaging system can be considered as a short-baseline motion. Images of Fig. 6 are taken by a random rotation of the imaging system in this way. Even though matching 2 vanishing points is enough to recover R, we use 3 vanishing points to reduce the overall error. The recovered R is composed of an approximately 31 degree rotation around the optical axis of the system and 4 degree and 4.5 degree around two other axes all measured w.r.t. a xed coordinate system. For this example, the numbers of segments extracted are 284 and 245 for the left and right images. Obtained Matches are shown at the bottom row of the gure. 93% of the 129 matches are correct. The performance of the proposed method has decreased not only because the motion of the system is not a real short-baseline motion (we found that there is also a small translation of the imaging system) but mainly because perspective imaging systems suer from a limited eld of view. The wider eld of view of a perspective camera results in the better extraction of lines and the longer line segments. Note that the larger error in the computing the position of the lines causes larger error in the estimation of the vanishing points and therefore a less accurate recovery of R and eventually more mismatches. The second method of recovering R by matching salient points rather than vanishing points, however, can overcome this problem since it does not depend on the images of the lines.
Conclusion
This work dealt with the problem of matching lines for all types of central imaging system under a short baseline motion by presenting a generic and simple line matching approach. The method is composed of three main steps of extracting line segments, recovering R and matching lines respectively. Two methods for retrieving R, one based on matching vanishing points and the other based on matching any two feature points were also presented. The evaluation and optimization of the method on the real catadioptric systems and extension of the method to long baseline motion are the subjects of future works. 
