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Реферат. Рассматривается задача билинейного программирования, в которой столбец, соответствующий одной из 
переменных величин, не фиксированный, а может выбираться из некоторого выпуклого множества. Данная задача 
известна как задача Данцига – Вулфа. Раннее предлагался модифицированный опорный метод ее решения, использу-
ющий декомпозицию ограничений задачи метода Данцига – Вулфа. Автором статьи разработан прямой точный метод 
решения сформулированной задачи. Метод основан на идее решения задачи линейного программирования с обоб-
щенными прямыми ограничениями и на общей концепции адаптивного метода решения задачи линейного програм-
мирования. Введены понятия опоры, опорного плана, оптимального и субоптимального (-оптимального) плана, ко-
торый является заданным приближением по целевой функции к оптимальному плану задачи. Сформулированы и 
доказаны критерии оптимальности и субоптимальности опорного плана. Поиск оптимального решения основан на 
идее максимизации приращения целевой функции. Данный подход позволяет полнее учитывать основную цель и 
структуру задачи. Улучшение опорного плана состоит из двух частей: замены плана и замены опоры. Для поиска 
подходящего направления решается специальная производная задача с учетом основных ограничений задачи. Замена 
опоры основана на поиске оптимального плана двойственной задачи. За конечное число итераций (в случае невырож- 
денности) метод приводит к оптимальному решению задачи. 
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Abstract. The bilinear programming problem is considered, where a column, which corresponds to one of the variables, is not 
fixed but can be chosen from a convex set. This problem is known as the Dantzig – Wolfe problem. Earlier, a modified sup-
port method was proposed to solve the problem, using the decomposition of the problem constraints of the Dantzig – Wolfe 
method. The author of the paper has developed a direct exact method for solving the formulated problem. The method is based 
on the idea of the solving a linear programming problem with generalized direct constraints and a general concept of an adap-
tive solution method. The notions of support, support plan, optimal and suboptimal (-optimal) plan are introduced which is  
a given approximation of the objective function to the optimal plan of the problem. Criteria for optimality and suboptimality 
of the support plan have been formulated and have been proved in the paper. The search for the optimal solution is based  
on the idea of maximizing the increment of the objective function. This approach allows more fully to take into account  
the main target and structure of the problem. Improving a support plan consists of two parts: replacing the plan and replacing 
the support. To find a suitable direction, a special derived problem is solved while taking into account the main constraints  
of the problem. The replacement of the support is based on the search for the optimal plan of the dual problem. The method 
leads to an optimal solution to the problem in a finite number of iterations (in the case of a non-degenerate value). 
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Введение  
 
Билинейными задачами называются специ-
альные задачи нелинейного программирования 
с такими двумя группами переменных, когда 
при фиксации значений каждой группы полу-
чается однотипная задача линейного програм-
мирования относительно другой группы пере-
менных. То есть в билинейных задачах обеими 
группами переменных распоряжаются союзни-
ки и каждый из них при самостоятельных дей-
ствиях имеет дело с задачей линейного про-
граммирования [1]. 
Следует отметить, что многие задачи теории 
управления, исследования операций и эконо-
мики могут быть представлены в виде задач 
билинейного программирования [2]. Например, 
так выглядят задачи поиска ситуации равнове-
сия по Нэшу в биматричной игре [3], задача 
производственного календарного планирования, 
задача о многопродуктовом потоке на сети [4]. 
В [5] приводятся приближенные алгоритмы 
локального и глобального поисков оптимально-
го решения в задачах билинейного программи-
рования с несвязными переменными. Среди 
последних работ стоит отметить подход к ре-
шению билинейных задач, базирующийся на 
известном алгоритме внешних аппроксимаций. 
Автором статьи разработан точный метод 
решения специальной задачи билинейного про-
граммирования, который максимально учиты-
вает специфику задачи и позволяет находить 
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где  **,: gygaByyY   – ограниченное 
множество; **,,, ddxc – n-векторы; ba ,0 – m-век-
торы; **,,, ggyq  – p-векторы; a  – r-вектор; 
*
00*00 ,,, ddxc – скаляры;  JIAA , – nm -мат-
рица;  LKBB ,  – pr -матрица;  LICC ,  – 
pm -матрица. 
Данная задача в литературе известна как за-
дача Данцига – Вулфа [6]. 
Совокупность  yxx ,,0  называется планом 
задачи (1), если на ней выполняются все ограни-
чения. План  ***0 ,, yxx  называется оптималь-
ным, если он доставляет максимум целевой 
функции. Субоптимальный (-оптимальный) 
план определяется неравенством  * * *0 , ,x x y  
 0 , , ε.x x y      
Предположим, что .r m p   Из множеств J 
и L выделим подмножества Joп и Loп соответ-
ственно так, что oп oп, .J I L K   Квадрат-
ные матрицы    oпoпoп ,,, LKBJIAA   назовем 
опорными, если они являются невырожден- 
ными [7]. Совокупность  oпoп0 ,,,, BAyxx  – 
это опорный план задачи (1). Опорный план 
 oпoп0 ,,,, BAyxx  называется невырожденным, 
если он не вырожден по прямым ограничениям, 
т. е. выполняются неравенства: 
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Пусть задан опорный план  0 oп oп, , , ,x x y A B . 
Вычислим векторы потенциалов 1oп oп ,u c A
   
1
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0 0, .u C q u a c          
Рассмотрим некоторый план задачи (1): 
   .,,~,~,~ 000 yyxxxxyxx   Найдем фор-
мулу приращения целевой функции  0 , ,x x y  
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Так как  yxx ,,0  и  yxx ~,~,~0  являются пла-
нами задачи, то выполняются следующие ра-
венства: 
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Найдем из этих равенств опорные компо-
ненты x и у: 
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     ,, нн1oпoп LyLKBBLy             (5) 
 
где н oп н oп\ ; \ .J J J L L L   
Тогда из определения потенциалов и оценок 
получим 
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Теорема. Критерий оптимальности. Со-
отношения: 
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достаточны, а в случае невырожденности 
необходимы для оптимальности опорного пла-
на  0 oп oп, , , , .x x y A B  
Доказательство. Достаточность. Из усло- 
вий * xxd   
* *
*0 0 0 0 0, ,d x d x x d x       
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нн* ,,, LLJJ  следуют соотношения   ,0н*  Jx  
  ,0*н  Jx     **н н 00, 0, 0y L y L x       при 
0 *0,x d  
*
0 0 00 приx x d    для всех допусти-
мых приращений 0 , , .x x y    Следовательно, 
при условиях (7) выполняется неравенство 
 0, , 0,x x y   что доказывает оптимальность 
плана  0 , , ,x x y  так как любое допустимое при-
ращение  yxx  ,,0  не ведет, согласно (6),  
к увеличению значения целевой функции. 
Необходимость. Пусть  oпoп0 ,,,, BAyxx  – 
оптимальный план. Докажем справедливость 
соотношений (7) методом от противного. Пусть 
условия (7) не выполняются по первой группе 
соотношений. Тогда, полагая  0 н0,x y L     
= 0, можно построить такую (в силу невы- 
рожденности опорного плана) допустимую ва-
риацию х, что не нарушаются прямые огра- 
ничения по опорным переменным и при  
этом    н н' 0,J x J     что противоречит 
предположению об оптимальности опорно- 
го плана. Аналогично проводится доказатель-
ство при нарушении других групп соотно- 
шений (7). 
Из приведенных рассуждений следует, что 
при заданном опорном плане  oпoп0 ,,,, BAyxx  
для каждого плана  yxx ~,~,~0  найдутся допу-
стимые приращения 0нн ),(),( xLyJx   та-
кие, что  oп н 0 0 0( ), ( ) , ,x x x J х J x x x         
 oп н( ), ( ) ,y y y L y L     где )(),( oпoп LyJx   
вычисляются по формулам (4), (5). Поэтому 
максимум функции (6) служит оценкой откло-
нения плана  yxx ,,0  от оптимального по це-
левой функции. Найдем максимум функции (6) 
с учетом ограничений:  
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Он достигается при jjj xdx  *  при 0;j   
*
j j jx d x    при 0; 0jj x     при 0,j   
н ;j J  00*0 xdx   при  0 00;y x      
= *0 0d x при  0 00; 0y x     при  0 0;y   
*
* при 0; при 0;j j j j j j j jy g y y g y         
н0 при 0,j jy j L      и равен числу  =  (х0, 
oп oп, , , )x y A B  [8, 9]: 
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которое называется оценкой субоптимальности 


















Справедлив критерий субоптимальности. 
При    опорный план  oпoп0 ,,,, BAyxx  яв-
ляется -оптимальным опорным планом зада- 
чи (1). Для каждого -оптимального плана 
 0 , ,x x y    существует такая опора oп oп, ,A B  
что оценка субоптимальности  опорного пла- 
на  0 oп oп, , , ,x x y A B    удовлетворяет неравен-
ству   . 
Итерация метода. Пусть  oпoп0 ,,,, BAyxx – 
опорный план задачи (1). Для плана  yxx ,,0  
имеются допустимые направления, вдоль кото-
рых целевая функция возрастает. Пусть  > , 
где  – заданная точность приближения к опти-
мальному плану задачи. Новый пан  yxx ~,~,~0  
будем искать в виде ,θ~,θ~ 200000 lxxlxx   
0θ ,y y l    где  lll ~,,0  – подходящие направ-
ления для  0 , , ;x x y  0 – максимально допу-
стимый шаг. 
Для построения подходящего направления 
рассмотрим производную задачу: 
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В результате получим следующую кусочно-
линейную задачу для нахождения l0: 
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Несложно доказать, что если 00 lx   меняет 
знак на отрезке **0 0, ,d d    то функция )( 0ls  – 
вогнутая. Если 00 lx   постоянного знака,  
то )( 0ls  – монотонная. Следовательно, мини-
мум функции )( 0ls  существует только на гра-
ницах отрезка **0 0, .d d    
Решая задачу (10), находим направление l0 
для х0. Затем по формулам (9), (5) находим 
направление l
~







0 при 0, ,
j j j





   
   
   
 
 
вычисляем )( oпJl  по (4). Направление l для 
вектора х найдено. Максимально допустимый 
шаг 0 вдоль найденных направлений lll
~
,,0  
для yxx ,,0  соответственно вычисляем так, 
чтобы:  
1) выполнялись прямые опорные и неопор-
ные основные ограничения;  
2) оценка )(0 y  сохраняла свой знак.  
Следовательно, имеем  
* 00
min 1, , , ,j j       
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0   [10], на котором выпол-
няются соотношения 
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Следовательно, при     процесс решения 
задачи (1) заканчивается построением -опти- 
мального плана  0 , , .x x y    
Пусть    . Составим двойственную зада-
чу к задаче (1). В силу билинейности двой-
ственная задача будет состоять из пары двой-





' , 0, 0;
b z d v d w
A z v w c v w
  
    




' , 0, 0,
a z g v g w
B z v w a v w
  
    
          (12) 
 
где  0 0b b cy a x z u      для (11); z u  для (12). 
Для уменьшения оценки субоптимальности 
переходим к улучшению опор oпA  или oпB  в 
зависимости от выбранного шага [8]. Возмож-
ны случаи: 
1) 0θ θ j  – с помощью решения двой-
ственной задачи (11) улучшаем опору Аоп, за-
меняя ее на новую oп
~
A  [3]; 
2) 
00
θ j   – меняем опору oпB  на oп ,B  ис-
пользуя оптимальный план двойственной зада-
чи (12); 
3) 0θ θ   – здесь 0 ( ) 0.y   Следовательно, 
новую опору oпB  необходимо подобрать так, 
чтобы удержать данное условие. Так как 0( )y   
' ,y   то вектор y  должен удовлетворять 
условиям 0, ' 0.B y y      Отсюда имеем: 
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где н н \ .sL L j  
 
Поскольку      ,, нн1oпoп LyLIBBLy    то  
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Строим новую опору oп ,B  полагая onL   
 on 0\ ,sL j j  где 0j  определяем по второй 
группе соотношений оптимальности с учетом 
их нарушений. 
Проверяем опорный план  oпoп0 ~,~,~,~,~ BAyxx  
на оптимальность. За конечное число шагов 
при невырожденности опорного плана полу- 




1. Разработан прямой точный метод реше-
ния задачи билинейного программирования  
в случае, когда столбец, соответствующий од-
Физико-математические науки  
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ной из переменных задачи, не фиксированный,  
а выбирается из некоторого выпуклого мно- 
жества. 
2. Сформулированы и доказаны критерии 
оптимальности и субоптимальности опорного 
плана, позволяющие оценить степень прибли-
жения полученного решения к оптимальному. 
3. Данный метод может применяться при 
решении прикладных задач в теории управле-
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