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A posteriori error estimates for fully coupled McKean-Vlasov
forward-backward SDEs
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Abstract. Fully coupled McKean-Vlasov forward-backward stochastic differential equations
(MV-FBSDEs) arise naturally from large population optimization problems. Judging the quality
of given numerical solutions for MV-FBSDEs, which usually require Picard iterations and ap-
proximations of nested conditional expectations, is typically difficult. This paper proposes an
a posteriori error estimator to quantify the L2-approximation error of an arbitrarily generated
approximation on a time grid. We establish that the error estimator is equivalent to the global
approximation error between the given numerical solution and the solution of a forward Euler
discretized MV-FBSDE. A crucial and challenging step in the analysis is the proof of stability
of this Euler approximation to the MV-FBSDE, which is of independent interest. We further
demonstrate that, for sufficiently fine time grids, the accuracy of numerical solutions for solving
the continuous MV-FBSDE can also be measured by the error estimator. In particular, the a
posteriori error estimates justify the usage of the Deep BSDE Solver for solving MV-FBSDEs.
Numerical experiments on an extended mean field game are presented to illustrate the theoretical
results and to demonstrate the practical applicability of the error estimator.
Key words. Computable error bound, a posteriori error estimate, McKean-Vlasov, fully coupled
forward-backward SDE, mean field games, Deep BSDE Solver
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1 Introduction
In this article, we propose an a posteriori error estimator to quantify the approximation
accuracy of given numerical solutions to the following MV-FBSDEs: for all t ∈ [0, T ],
Xt = ξ0 +
∫ t
0
b(s,Xs, Ys, Zs,P(Xs,Ys,Zs)) ds+
∫ t
0
σ(s,Xs, Ys, Zs,P(Xs,Ys,Zs)) dWs, (1.1a)
Yt = g(XT ,PXT ) +
∫ T
t
f(s,Xs, Ys, Zs,P(Xs,Ys,Zs)) ds −
∫ T
t
Zs dWs, (1.1b)
where X,Y,Z are unknown solution processes taking values in Rn,Rm,Rm×d, respectively, T > 0
is an arbitrary given finite number, ξ0 is a given n-dimensional random variable, W is a d-
dimensional standard Brownian motion, P(Xt,Yt,Zt) is the marginal law of the process (X,Y,Z) at
time t ∈ [0, T ), PXT is the marginal law of the process X at the terminal time T , and b, σ, g, h are
given functions with appropriate dimensions, which will be called the generator of (1.1) as in [36].
Such equations extend the classical FBSDEs without McKean-Vlasov interaction, i.e., the
generator (b, σ, g, h) is independent of the distribution of the solution triple (X,Y,Z), and play an
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important role in large population optimization problems (see e.g. [33, 9, 5, 11] and the references
therein). In particular, by applying the stochastic maximum principle, we can construct both the
equilibria of the mean field games and the solution to optimal mean field control problems based
on the solution triple (X,Y,Z) of the fully-coupled MV-FBSDE (1.1). Moreover, the Feynman-
Kac representation formula for partial differential equations (PDEs) can be generalized to certain
nonlinear nonlocal PDEs defined on the Wasserstein space (also known as “master equations”)
by using MV-FBSDE (1.1), where the processes Y and Z give a stochastic representation of the
solutions to master equations and the gradient of the solutions, respectively (see e.g. [14, 8, 15]).
As the solution to (1.1) is in general not known analytically, many numerical schemes have
been proposed to solve these nonlinear equations in various special cases, which typically involve
two steps. Firstly, a time-stepping scheme, such as the Euler-type discretizations in [7, 37, 4, 32],
is employed to discretized the continuous-time dynamics (1.1) into a discrete-time MV-FBSDE,
whose solution can be expressed in terms of nested conditional expectations defined on the time
grid. Secondly, a suitable numerical procedure is introduced to solve the discrete-time MV-
FBSDE, which usually consists of projecting the nested conditional expectations on some trial
spaces by least-squares regression (see e.g. [17, 23, 4, 16, 18, 1, 13, 15, 21, 22, 31, 35, 28]).
However, in the absence of an analytic solution, it is typically difficult to judge the quality
of the numerical approximation for conditional expectations, especially in the practically relevant
pre-limit situation (i.e., for a given choice of discretization parameters) or in high-dimensional
settings. This is mainly due to the following reasons. Firstly, the available computational resources
constrain us to adopt a trial space with limited approximation capacity in the simulation, such as
polynomials of fixed degrees (see e.g. [4]) or neural networks of fixed sizes (see e.g. [18, 21, 22]).
Hence it is not clear whether the chosen trial space is rich enough to approximate the required
conditional expectations up to the desired accuracy. Secondly, it is well-known that choosing a
trial space with better approximation capacity in the computation of conditional expectations
may not lead to more accurate numerical solutions. For example, a high-order polynomial ansatz
may lead to oscillatory solutions that blow up quickly for large spatial values, and neural networks
with more complex structures in general result in more challenging optimization problems in the
regression steps (see e.g. [24, 29]). Finally, most existing numerical schemes for solving coupled
(MV-)FBSDEs (1.1) involve the Picard method, which solves for the backward components (Y,Z)
with a given proxy of the forward componentX and then iterates (see [17, 4, 1, 15]). Unfortunately,
sharp criteria for convergence of the Picard method are difficult to establish since, on one hand,
it is well-known that the Picard theorem only applies to the fully coupled system (1.1) with a
sufficiently small maturity T (see e.g. [1, 15]), while on the other hand, empirical studies show
that the theoretical bound on the maturity to ensure the convergence is usually far too pessimistic
(see Remark 1 in [22]).
To overcome the above difficulty, we propose in this work an a posteriori error estimator to
quantify the approximation accuracy of any given numerical solution to the fully coupled MV-
FBSDE (1.1) with an arbitrary terminal time T . More precisely, let pi = {0 = t0 < . . . < tN = T}
be a time grid and (Xˆti , Yˆti , Zˆti)ti∈pi be a given approximation on the grid pi (generated by some
algorithm), the proposed error estimator checks how well the given approximation satisfies MV-
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FBSDE (1.1) running forward in time on the grid pi:
Epi(Xˆ, Yˆ , Zˆ)
:= E[|Xˆ0 − ξ0|2] + E[|YˆT − g(XˆT ,PXˆT )|
2]
+ max
0≤i≤N−1
E
[∣∣∣∣Xˆti+1 − Xˆ0 −
i∑
j=0
(
b(tj , Θˆtj ,PΘˆtj
)∆j + σ(tj , Θˆtj ,PΘˆtj
)∆Wj
) ∣∣∣∣
2]
+ max
0≤i≤N−1
E
[∣∣∣∣Yˆti+1 − Yˆ0 +
i∑
j=0
(
f(tj, Θˆtj ,PΘˆtj
)∆j − Zˆj∆Wj
) ∣∣∣∣
2]
,
(1.2)
where Θˆti = (Xˆti , Yˆti , Zˆti), ∆i = ti+1 − ti and ∆Wi = Wti+1 − Wti for all i = 0, . . . , N − 1.
Our error estimator naturally extends the a posteriori error estimator for standard (decoupled)
BSDEs in [3] to systems of fully coupled FBSDEs with McKean-Vlasov interaction, and can be
consistently evaluated by plain Monte Carlo simulation (see Section 6 for a detailed discussion
on the implementation of such an estimator). We remark that by allowing (1.1a) to involve the
process Z, our estimator (1.2) applies to FBSDEs arising from zero-sum stochastic differential
games with controlled diffusion coefficients (see e.g. [33]), while allowing (1.1a) and (1.1b) to
take different dimensions (i.e., m 6= n) is important for the application of (1.2) to nonzero-sum
stochastic differential games (see e.g. [26]).
A major theoretical contribution of this work is a rigorous a posteriori error analysis for
(1.1) based on the error estimator (1.2), which is novel even for fully coupled FBSDEs without
McKean-Vlasov interaction. Although a posteriori error analysis has been performed in [3, 2] for
decoupled BSDEs (where (1.1a) is independent of Y,Z) and in [27] for weakly coupled FBSDEs
(where (1.1a) is independent of Z), to the best of our knowledge, there is no published a posteriori
error estimator with rigorous error estimates for fully coupled FBSDEs with arbitrary terminal
time, nor for weakly/fully coupled MV-FBSDEs.
In this work, we shall close the gap by showing under the standard monotonicity assumption
(see [33, 5]) that the error estimator (1.2) is equivalent to the squared L2-error between the given
discrete approximation and the solution to the explicit forward Euler discretized (1.1), up to a
generic constant independent of the time stepsize and the given approximation (see Theorems 3.1
and 3.2). This indicates that the error estimator (1.2) effectively measures the accuracy of the
chosen numerical procedure for approximating the nested conditional expectations over the grid.
We emphasize that our a posteriori error estimate applies to numerical solutions produced
from an arbitrary time-stepping scheme, an arbitrary numerical procedure for approximating
conditional expectations and an arbitrary discrete approximation of Brownian increments. This
implies that the discrete-time martingale process used in the computation (such as those based
on Gauss-Hermite quadrature formula as in [34]) may not enjoy the predictable representation
property; see Remark 2.1 and (3.1) for the definition of the error estimator in such a general
setting. Moreover, instead of merely estimating Y0 (the value of Y at the initial time) as in [2],
the estimator (1.2) yields upper and lower bounds for the global L2-error of the given discrete
approximation (Xˆ, Yˆ , Zˆ) over the grid, which subsequently enables us to measure the accuracy
of the numerical Nash equilibria and optimal control strategies (see e.g. [1, 13, 15, 22]) or the
dynamic risk measures [24] computed over the whole interval.
We further examine to what extent the error estimator (1.2) measures the accuracy of a given
approximation (Xˆti , Yˆti , Zˆti)ti∈pi for solving (1.1) on [0, T ]. To the best of our knowledge, this is
the first paper to quantify the time discretization error for fully coupled MV-FBSDEs. We show
that the squared L2-error on the interval [0, T ] between an arbitrary given discrete approximation
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(Xˆti , Yˆti , Zˆti)ti∈pi and the true continuous-time solution (X,Y,Z) can be estimated by (1.2) along
with the modulus of continuity (in the time variable) of (X,Y,Z) on the grid pi (see Theorem
4.3). This additional time regularity term in general vanishes as the time stepsize tends to zero,
and admits a first-order convergence rate provided that the decoupling field of (1.1) satisfies mild
regularity conditions (see [15]). Hence, our estimates suggest that, for any given numerical solution
defined on a sufficiently fine time grid, its accuracy for solving (1.1) can be effectively indicated
by the estimator (1.2) (see Remark 4.1).
An important application of our a posteriori error estimates is the convergence analysis of
the recently developed neural network-based algorithm (the so-called Deep BSDE Solver) for
solving MV-FBSDEs (see e.g. [13, 21, 22]). The Deep BSDE Solver consists of approximating the
process Z by (Zˆti)ti∈pi in a parametric form depending on weights Ξ (for instance a deep neural
network), generating (Xˆti , Yˆti)ti∈pi by following the explicit forward Euler scheme of (1.1), and then
minimizing the objective function E[|YˆT − g(XˆT ,PXˆT )|2] over the weight Ξ (see (4.21) for more
details). Although the Deep BSDE Solver has achieved great success in various empirical studies,
its theoretical convergence has only been studied for weakly coupled FBSDEs without mean field
interaction in [27]. Here, we take an initial step towards a convergence analysis of the Deep BSDE
Solver for fully coupled MV-FBSDEs. By observing that the error estimator (1.2) evaluated at
the numerical solution (Xˆti , Yˆti , Zˆti)ti∈pi is precisely the terminal loss, i.e., Epi(Xˆ, Yˆ , Zˆ) = E[|YˆT −
g(XˆT ,PXˆT )|2], we can obtain a theoretical justification of the Deep BSDE Solver from our a
posteriori error estimate, in the sense that numerical solutions associated with smaller terminal
loss are indeed more accurate (see Corollary 4.4).
We would like to point out that the mean field interaction and the strong coupling in (4.1)
pose a significant challenge for the a posteriori error estimates beyond those encountered in
[3, 27]. In fact, a crucial step in quantifying the performance of (1.2) is to study the explicit
forward Euler discretized version of (1.1) (referred as the MV-FBS∆E), whose well-posedness
has not been established in the existing literature. Since in general one cannot obtain the well-
posedness of such fully coupled MV-FBS∆Es by the method of contraction mapping as in the
weakly coupled cases (see [3, 27]), we shall analyze the MV-FBS∆E by adapting the method
of continuation in [33, 5] to the present discrete-time setting, for which an essential step is to
establish a uniform a priori estimate for possible solutions to a family of MV-FBS∆Es. In the
continuous-time setting, such a priori estimates can be derived by applying the Itoˆ formula to
〈GX,Y 〉 with a suitable G ∈ Rm×n and then using the monotonicity condition (see [33, 5]).
However, applying the Itoˆ formula to the corresponding discrete solutions on the grid yields
∆〈GX,Y 〉i = 〈G∆Xi, Yti〉 + 〈GXti ,∆Yi〉 + 〈G∆Xi,∆Yi〉, with an additional term 〈G∆Xi,∆Yi〉
that only appears in the discrete-time setting. Note that 〈G∆Xi,∆Yi〉 involves the product of
drift coefficients, and hence cannot be controlled by merely the monotonicity condition.
We shall overcome the above difficulty by combining the Lipschitz continuity of the coefficients
and a precise stability estimate of the MV-FBS∆E. In particular, we shall show that the term
〈G∆Xi,∆Yi〉 is of magnitude O(maxi∆i) and one can still obtain the desired a priori estimate
for the MV-FBS∆E provided that the time stepsize is sufficiently small (see Theorem 2.1). This
observation enables us to implement the continuation method and subsequently conclude the well-
posedness of the MV-FBS∆E for all sufficiently fine grids. Note that in order to consider numerical
solutions obtained from general discrete approximations of Brownian motions, we establish the
well-posedness of the MV-FBS∆E in a general setting by allowing the driving noise to be a general
discrete-time martingale, whose proof relies on the Kunita-Watanabe decomposition. Moreover,
we shall establish the Lipschitz stability of the MV-FBS∆E with respect to an arbitrary L2-
perturbation of the generator, with a Lipschitz constant independent of the stepsize, which is
essential for us to estimate the accuracy of numerical solutions generated by time-stepping schemes
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other than the explicit Euler discretization.
A similar difficulty also appears in analyzing the time discretization error of the explicit forward
Euler scheme of (1.1), which is essential for the a posteriori error analysis of the continuous-time
solution. In this case, applying the Itoˆ formula to the difference between the discrete solution and
the continuous solution on the grid results in an additional term consisting of not only the product
of two drift coefficients but also the cross-products of the drift and diffusion coefficients between
the forward and backward equations in (1.1) (see (4.9)). We shall show that this additional term
is of magnitude O(maxi
√
∆i), which subsequently enables us to bound the time discretization
error by the regularity of the true solution uniformly in the time stepsize (see Theorem 4.2).
Finally we apply the a posteriori estimator (1.2) to a coupled MV-FBSDE arising from an
extended mean field game (also known as mean field game of controls), for which we implement a
hybrid scheme consisting of the Markovian iteration [4] and the least-squares Monte Carlo meth-
ods [23] to compute numerical solutions. We show that the error estimator gives very accurate
predictions of the squared approximation errors for different choices of model parameters and
discretization parameters, no matter whether the hybrid scheme converges. We further demon-
strate that, in the absence of a priori error estimates for the algorithm or analytic solutions to
the problem, the error estimator (1.2) can also lead to more efficient algorithms with tailored
hyper-parameters, such as the number of time steps, the number of simulation paths and the
number of Picard iterations.
We organize this paper as follows. In Section 2 we state the main assumptions and then
establish the well-posedness and stability of an explicit forward Euler discretized MV-FBSDE.
We analyze the a posteriori error estimator for discrete-time MV-FBSDEs in Section 3 and for
continuous-time MV-FBSDEs in Section 4. Section 5 presents a detailed proof of the uniform
stability of the discretized MV-FBSDE. Numerical examples for an extended mean field game are
presented in Section 6 to confirm the theoretical findings and to illustrate the effectiveness of the
a posteriori error estimator.
2 Well-posedness and stability of discrete MV-FBSDEs
In this section, we study a discrete-time MV-FBSDE (called MV-FBS∆E) associated with the
a posteriori error estimator (1.2) introduced in Section 1. We shall prove that the MV-FBS∆E
admits a unique adapted solution and establish an a priori stability estimate of its solution
with respect to the perturbation of coefficients, which plays an essential role in our subsequent a
posteriori error analysis.
Let us start with some useful notation that is needed frequently in the rest of this work. We
denote by T > 0 an arbitrary given deterministic terminal time and by (Ω,F ,P) a given complete
probability space equipped with a complete and right-continuous filtration F = {Ft}t∈[0,T ]. Note
that the filtration F is in general larger than the augmented filtration generated by the driving noise
of the system (i.e., the martingale W in (2.1)), and contains the information of all independently
simulated sample paths of the driving noise that are used to obtain the numerical solutions.
For each N ∈ N, let N = {0, 1, . . . , N} and N<N = {0, 1, . . . , N − 1}. We shall denote by
piN = {ti}i∈N a uniform partition of [0, T ] satisfying ti = iτN , i ∈ N , with the time stepsize τN =
T/N ,1by Ei[·] the conditional expectation E[· | Fti ] for i ∈ N , and by ∆ the difference operator
satisfying for each i ∈ N<N and every process (Ut)0≤t≤T that ∆Ui = Uti+1 − Uti . Throughout
this paper, all equalities and inequalities on a vector/matrix quantity will be understood to hold
componentwise in P-almost surely sense. Moreover, for any given i ∈ N and process (Ut)0≤t≤T ,
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we shall write Ui = Uti if no confusion occurs.
For any given n ∈ N, we denote by In the n× n identity matrix. We shall denote by 〈·, ·〉 the
usual inner product in a given Euclidean space and by | · | the norm induced by 〈·, ·〉, which in
particular satisfy for all n,m, d ∈ N and θ1 = (x1, y1, z1), θ2 = (x2, y2, z2) ∈ Rn×Rm×Rm×d that
〈z1, z2〉 = (tr(z∗1z2))1/2 and 〈θ1, θ2〉 = (〈x1, x2〉+ 〈y1, y2〉+ 〈z1, z2〉)1/2, where tr(·) and (·)∗ denote
the trace and the transposition of a matrix, respectively.
Moreover, we introduce several spaces: for each n, n′ ∈ N, t ∈ [0, T ], L2(Ft;Rn) is the space
of all Ft-measurable square integrable random variable taking values in Rn; M2(0, T ;Rn) is the
space of all F-adapted square integrable process taking values in Rn×n
′
; P2(Rn) is the set of square
integrable probability measures on Rn endowed with the 2-Wasserstein distance defined by
W2(µ1, µ2) := inf
ν∈Π(µ1,µ2)
(∫
Rn×Rn
|x− y|2ν(dx, dy)
)1/2
, µ1, µ2 ∈ P2(Rn),
where Π(µ1, µ2) is the set of all couplings of µ1 and µ2, i.e., ν ∈ Π(µ1, µ2) is a probability measure
on Rn × Rn such that ν(· × Rn) = µ1 and ν(Rn × ·) = µ2. For each n ∈ N, µ1, µ2 ∈ P2(Rn), we
can easily deduce from the definition of W2 that W22 (µ1, µ2) ≤ E[|X1 −X2|2], where X1 and X2
are n-dimensional random vectors having the distributions µ1 and µ2, respectively.
We now proceed to introduce the MV-FBS∆E of interest. For each N ∈ N, let us consider the
following MV-FBS∆E defined on the time grid piN : for all i ∈ N<N ,
∆Xpii = b(ti,X
pi
i , Y
pi
i , Z
pi
i ,P(Xpii ,Y pii ,Zpii ))τN + σ(ti,X
pi
i , Y
pi
i , Z
pi
i ,P(Xpii ,Y pii ,Zpii ))∆Wi, (2.1a)
∆Y pii = −f(ti,Xpii , Y pii , Zpii ,P(Xpii ,Y pii ,Zpii ))τN + Zpii ∆Wi +∆Mpii , (2.1b)
Xpi0 = ξ0, YN = g(X
pi
N ,PXpiN ). (2.1c)
where ξ0 ∈ L2(F0;Rn), the solution processes Xpi, Y pi, Zpi and Mpi take values in Rn, Rm, Rm×d
and Rm, respectively, PU is the law of a given random variable U , the coefficients (b, σ, f, g), re-
ferred as the generator of the MV-FBS∆E (2.1), are (possibly random) functions with appropriate
dimensions (see (H.1) for the precise conditions), and W = (Wt)t∈[0,T ] ∈ M2(0, T ;Rd) is a given
(possibly piecewise-constant) martingale process satisfying for all i ∈ N<N that Ei[∆Wi(∆Wi)∗] =
τN Id. Above and hereafter, when there is no ambiguity, we shall omit the dependence of (b, σ, f, g)
on ω ∈ Ω for notational simplicity.
Remark 2.1. Both the Zpi and Mpi processes in (2.1) arise from applying the martingale represen-
tation theorem to obtain an F-adapted solution to (2.1). Note that we allow (2.1) to be driven
by a general discrete martingale W , which represents the discrete approximation of Brownian
increments that are used to generate numerical solutions (such as those based on Gauss-Hermite
quadrature formula as in [34]). It is well-known that martingale processes with jumps, in partic-
ular the discrete-time martingale (Wi)i∈N , in general do not enjoy the predictable representation
property, i.e., for a given martingale U ∈ M2(0, T ;Rm), there may not exist a process Z satisfying
∆Ui = Zi∆Wi and Zi ∈ L2(Fti ;Rm) for all i ∈ N<N . Hence we augment the solution with an-
other martingale process M (see Definition 2.1) and apply Kunita-Watanabe decomposition ([20,
Theorem 10.18]) to construct adapted solutions to (2.1); see Lemma 2.3 and also [3, 6].
In the case that W has the predictable representation property and F is the augmented filtra-
tion generated by (Wt)t∈[0,T ] and an independent initial σ-field F0, then we can deduce from the
uniqueness of the Kunita-Watanabe decomposition that M ≡ 0 on [0, T ]. Important examples
of martingales W that have the predictable representation property are Bernoulli processes with
independent increments and Brownian motions.
1In this paper, we work with a uniform partition of [0, T ] to simplify the notation and to keep the focus on the
main issues, but similar results are valid for nonuniform time-steps as well.
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Throughout this work, we shall perform the analysis under the following standard assumptions
on the generator (b, σ, f, g).
H.1. Let n,m, d ∈ N, T > 0, and let b : Ω × [0, T ] × Rn × Rm × Rm×d × P2(Rn+m+md) → Rn,
σ : Ω × [0, T ] × Rn × Rm × Rm×d × P2(Rn+m+md) → Rn×d, f : Ω × [0, T ] × Rn × Rm × Rm×d ×
P2(Rn+m+md)→ Rm and g : Ω× Rn × P2(Rn)→ Rm be measurable functions.
(1) (Monotonicity.) There exists a full-rank matrix G ∈ Rm×n and constants α ≥ 0, β1, β2 ≥ 0
with α+β1 > 0 and β1+β2 > 0 such that β1 > 0 (resp. α > 0, β2 > 0) when m < n (resp. m >
n), and it holds for all ω ∈ Ω, t ∈ [0, T ], i ∈ {1, 2}, Θi := (Xi, Yi, Zi) ∈ L2(F ;Rn×Rm×Rm×d),
(δX, δY, δZ) := (X1 −X2, Y1 − Y2, Z1 − Z2) that
E[〈b(t,Θ1,PΘ1)− b(t,Θ2,PΘ2), G∗(δY )〉] + E[〈σ(t,Θ1,PΘ1)− σ(t,Θ2,PΘ2), G∗(δZ)〉]
+ E[〈−f(t,Θ1,PΘ1) + f(t,Θ2,PΘ2), G(δX)〉]
≤ −β1(E[|G∗(δY )|2] + E[|G∗(δZ)|2])− β2E[|G(δX)|2],
E[〈g(X1,PX1)− g(X2,PX2), G(δX)〉] ≥ αE[|G(δX)|2].
(2) (Lipschitz continuity.) There exists a constant L ≥ 0 such that it holds for all ω ∈ Ω, t ∈ [0, T ],
i ∈ {1, 2}, θi := (xi, yi, zi) ∈ Rn × Rm × Rm×d, µi ∈ P2(Rn+m+md) and νi ∈ P2(Rn) that
|φ(t, θ1, µ1)− φ(t, θ2, µ2)| ≤ L(|θ1 − θ2|+W2(µ1, µ2)) ∀φ = b, σ, f,
|g(x1, ν1)− g(x2, ν2)| ≤ L(|x1 − x2|+W2(ν1, ν2)).
(3) (Integrability.) ξ0 ∈ L2(F0;Rn), and it holds for 0 ∈ Rn×Rm×Rm×d and the Dirac measure
δ0 ∈ P2(Rn × Rm × Rm×d) that b(·, ·, 0, δ0) ∈ M2(0, T ;Rn), σ(·, ·, 0, δ0) ∈ M2(0, T ;Rn×d),
f(·, ·, 0, δ0) ∈M2(0, T ;Rm) and g(·, 0, δ0) ∈ L2(FT ;Rm).
Remark 2.2. Assumption (H.1) is the same as Assumption (A.1) in [5]. It is well-known that
the monotonicity condition (H.1(2)) is essential for the well-posedness of general continuous-time
coupled FBSDEs (see e.g. [33]) and MV-FBSDEs (see e.g. [5]) with an arbitrary terminal time
T , since one can construct simple MV-FBSDEs with bounded Lipschitz continuous coefficients,
for which the uniqueness of solutions fails globally in time (see e.g. [9]). An analog example can
be constructed to show the discrete-time MV-FBS∆E (2.1) is in general not well-posed under
merely the Lipschitz condition (H.1(2)). We point out that (H.1(2)) can be naturally satisfied by
MV-FBSDEs arising from applying the stochastic maximum principle approach to solve stochastic
control problems and mean field games, where the monotonicity of the generator is inherited from
the concavity of the Hamiltonian (see e.g. [33, 5, 11] for more details).
Note that the matrix G ∈ Rm×n in (H.1(1)) not only matches the dimensions of the processes
X and Y in the monotonicity condition, but also helps to handle the indefiniteness of Hamiltonian
systems arising from zero-sum differential games (see e.g. Example 3.4 in [33]).
We now give the precise definition of a solution of MV-FBS∆E (2.1).
Definition 2.1. For each N ∈ N, let SN be the space of all 4-tuples (X,Y,Z,M) ∈M2(0, T ;Rn×
R
m × Rm×d × Rm) defined on piN , which are constant on the intervals [ti, ti+1) for i ∈ N<N , and
satisfy the conditions that M0 = 0 and M is a martingale process strongly orthogonal
2to W , and
let S0N be the subspace of (X,Y,Z,M) ∈ SN for which M ≡ 0.
Then for each N ∈ N, we say a 4-tuple (X,Y,Z,M) ∈ SN is a solution to MV-FBS∆E (2.1)
defined on piN if it satisfies the system (2.1). We say a triple (X,Y,Z) ∈ S0N is a solution to
MV-FBS∆E (2.1) defined on piN if (X,Y,Z, 0) ∈ SN is a solution.
2 We say that a Rm-valued martingale process M is strongly orthogonal to W if the process (MtW
∗
t )0≤t≤T is a
martingale.
7
To establish that (2.1) admits a unique solution in SN , for any given G ∈ Rm×n, β1, β2 ≥ 0,
N ∈ N, we consider a family of MV-FBS∆Es on the grid piN parameterized by λ ∈ [0, 1]: for all
i ∈ N<N ,
∆Xi = [(1 − λ)β1(−G∗Yi) + λb(ti,Θi,PΘi) + φi]τN
+ [(1− λ)β1(−G∗Zi) + λσ(ti,Θi,PΘi) + ψi]∆Wi,
∆Yi = −[(1− λ)β2GXi + λf(ti,Θi,PΘi) + γi]τN + Zi∆Wi +∆Mi,
X0 = ξ0, YN = (1− λ)GXN + λg(XN ,PXN ) + η,
(2.2)
where Θi = (Xi, Yi, Zi) for all i ∈ N , (φ,ψ, γ) ∈ M2(0, T ;Rn × Rn×d × Rm) are given processes,
and η ∈ L2(FT ;Rm) is a given random variable. It is clear that the well-posedness of (2.2) with
λ = 1 implies that of (2.1).
We first establish a stability result of solutions to MV-FBS∆E (2.2) provided that the generator
(b, σ, f, g) satisfies (H.1), which extends the stability of MV-FBSDEs in [5, Theorem 5] to MV-
FBS∆Es by allowing an arbitrary L2-perturbation of the generator (b, σ, f, g) and F to be a general
right-continuous filtration. We remark that merely the integrability condition (H.1(3)) is required
for the perturbed generator (b¯, σ¯, f¯ , g¯), which is crucial for our subsequent a posteriori error
analysis. In particular, by applying the following theorem with different choices of λ, (φ,ψ, γ, η),
(b¯, σ¯, f¯ , g¯) and (φ¯, ψ¯, γ¯, η¯, ξ¯), we shall establish the well-posedness of (2.2) via the method of
continuation and further prove the desired a posteriori error estimate for (2.1) in Section 3.
For the sake of readability, even though this stability estimate is the cornerstone of the well-
posedness and the a posteriori error estimate for (2.1), we postpone its detailed proof to Section
5, as it involves several technical and lengthy calculations.
Theorem 2.1. Suppose the generator (b, σ, f, g) satisfies (H.1), and let β1, β2 and G be the con-
stants in (H.1(1)). Then there exists N0 ∈ N and C > 0 such that, for all N ∈ N ∩ [N0,∞),
λ0 ∈ [0, 1], all 4-tuples (X,Y,Z,M) ∈ SN satisfying (2.2) defined on piN with λ = λ0, generator
(b, σ, f, g) and some (φ,ψ, γ) ∈ M2(0, T ;Rn × Rn×d × Rm), η ∈ L2(FT ;Rm), ξ0 ∈ L2(F0;Rn),
and all 4-tuples (X¯, Y¯ , Z¯, M¯) ∈ SN satisfying (2.2) defined on piN with λ = λ0, another generator
(b¯, σ¯, f¯ , g¯) satisfying (H.1(3)), and some (φ¯, ψ¯, γ¯) ∈M2(0, T ;Rn ×Rn×d ×Rm), η¯ ∈ L2(FT ;Rm),
ξ¯0 ∈ L2(F0;Rm), we have that
max
i∈N
(
E[|Xi − X¯i|2] + E[|Yi − Y¯i|2]
)
+
N−1∑
i=0
E[|Zi − Z¯i|2]τN + E[|MN − M¯N |2]
≤ C
{
E[|ξ0 − ξ¯0|2] + E[|λ0(g(X¯N ,PX¯N )− g¯(X¯N ,PX¯N )) + η − η¯|2]
+
N−1∑
i=0
(
E[|λ0(f(ti, Θ¯i,PΘ¯i)− f¯(ti, Θ¯i,PΘ¯i)) + γi − γ¯i|2]τN
+ E[|λ0(b(ti, Θ¯i,PΘ¯i)− b¯(ti, Θ¯i,PΘ¯i) + φi − φ¯i|2]τN
+ E|λ0(σ(ti, Θ¯i,PΘ¯i)− σ¯(ti, Θ¯i,PΘ¯i)) + ψi − ψ¯i|2]τN
)}
,
where Θ¯i := (X¯i, Y¯i, Z¯i) for all i ∈ N<N .
A direct consequence of Theorem 2.1 is the uniqueness of solutions to (2.2), which can be
shown by setting (φ¯, ψ¯, γ¯, η¯, ξ¯0) = (φ,ψ, γ, η, ξ0) and (b¯, σ¯, f¯ , g¯) = (b, σ, f, g) in the statement of
Theorem 2.1.
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Corollary 2.2. Suppose (H.1) holds. Then there exists N0 ∈ N such that it holds for all N ∈
N ∩ [N0,∞), λ0 ∈ [0, 1], (φ,ψ, γ) ∈M2(0, T ;Rn × Rn×d ×Rm), η ∈ L2(FT ;Rm), ξ0 ∈ L2(F0;Rn)
that (2.2) with λ = λ0 admits at most one solution in SN .
The remaining part of this section is devoted to the existence of solutions to (2.2) for all
λ ∈ [0, 1], which follows from adapting the continuation argument in [33, 5] to the present discrete-
time setting. The main steps are first constructing a solution to the linear MV-FBS∆E (2.2) with
λ = 0, and then extending the existence result to MV-FBS∆E (2.2) with an arbitrary λ ∈ [0, 1]
by using the stability estimate in Theorem 2.1 and a fixed-point argument.
Let us point out the two main difficulties encountered in the existence analysis of the linear MV-
FBS∆E ((2.2) with λ = 0). Firstly, the fact that 〈G∆Xi,∆Yi〉 6= 0 significantly complicates the
proof of existence theorems since we have to handle the high-order terms O(τ2N ) explicitly (e.g. the
Pi+1 term in (2.6) and (2.10)), which do not appear in the continuous-time setting. In particular,
instead of relying on the well-known existence result for matrix-valued Riccati equations as in
the continuous-time setting (see [33, Lemma 2.5]), we shall show by using an induction argument
that a class of semi-implicit time-discretized matrix-valued Riccati equations admit a symmetric
positive definite solution for all stepsize τN > 0. Secondly, as already mentioned in Remark 2.1,
sinceW may not enjoy the predictable representation property in the present discrete-time setting,
we shall apply Kunita-Watanabe decomposition to construct a martingale process M and obtain
adapted solutions to the linear MV-FBS∆E in the sense of Definition 2.1.
Lemma 2.3. Let β1, β2 ≥ 0, G ∈ Rm×n be a full-rank matrix and ξ0 ∈ L2(F0;Rn). Then it holds
for all N ∈ N, (φ,ψ, γ) ∈ M2(0, T ;Rn × Rn×d × Rm), η ∈ L2(FT ;Rm) that (2.2) with λ = 0
admits a solution in SN .
Proof. Throughout this proof, for each n′ ∈ N let Sn′> be the space of all n′×n′ symmetric positive
definite matrices. We shall separate the proof into two cases: n ≥ m and n ≤ m.
Let us start with the first case where n ≥ m. The fact that n ≥ m and G ∈ Rm×n is full-rank
imply that GG∗ ∈ Sm> . Let X¯ satisfy the following S∆E:
∆X¯i = (In −G∗(GG∗)−1G)(φiτN + ψi∆Wi), i ∈ N<N ; X¯0 = (In −G∗(GG∗)−1G)ξ0,
and assume that (X˜, Y˜ , Z˜, M˜ ) ∈ SN solve the FBS∆E:
∆X˜i = (−β1GG∗Y˜i +Gφi)τN + (−β1GG∗Z˜i +Gψi)∆Wi, (2.3a)
∆Y˜i = −(β2X˜i + γi)τN + Z˜i∆Wi +∆M˜i, (2.3b)
X˜0 = Gξ0, Y˜N = X˜N + η, (2.3c)
then one can easily check by using the linearity of equations that (X,Y,Z,M) := (G∗(GG∗)−1X˜+
X¯, Y˜ , Z˜, M˜) ∈ SN is a solution to (2.2) with λ = 0 (note that GX¯ ≡ 0 and X˜ ≡ GX on
[0, T ]). Hence it suffices to construct a solution to (2.3). For notational simplicity, we shall write
K = GG∗ ∈ Sm> , ξ˜0 = Gξ0, φ˜ = Gφ and ψ˜ = Gψ in the subsequent analysis.
Let us consider the matrices (Pi)i∈N satisfying PN = Im and for each i ∈ N<N that
Pi − Pi+1 = (β2Im − β1Pi+1KPi)τN . (2.4)
We shall show by induction that it holds for all i ∈ N that Pi ∈ Sm> is uniquely defined and
commutes with K. The induction hypothesis clearly holds for the index N , and we shall assume
it holds for some index i + 1 with i ∈ N<N . The fact that K,Pi+1 ∈ Sm> and KPi+1 = Pi+1K
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implies that Pi+1K ∈ Sm> and Im + β1Pi+1KτN ∈ Sm> , which along with β1, β2 ≥ 0 shows that Pi
is well-defined and can be written as
Pi = (Im + β1Pi+1KτN )
−1(Pi+1 + β2τNIm). (2.5)
Moreover, the fact that KPi+1 = Pi+1K gives us the identities that Pi+1(Im + β1Pi+1KτN ) =
(Im + β1Pi+1KτN )Pi+1 and K(Im + β1Pi+1KτN) = (Im + β1Pi+1KτN )K, which show that both
Pi+1 andK commute with (Im+β1Pi+1KτN )
−1. Therefore, we see that Pi ∈ Sm> , and Pi commutes
with K, which shows the induction hypothesis also holds for the index i ∈ N .
With the above matrices (Pi)i∈N in hand, we consider the following linear BS∆E: pN = η,
and for all i ∈ N<N that
∆pi = −[Pi+1(−β1Kpi + φ˜i) + γi]τN + qi∆Wi +∆mi, (2.6)
where (p, q,m) ∈ M2(0, T ;Rm × Rm×d × Rm) are piecewise-constant processes defined on piN
satisfying m0 = 0, and for all i ∈ N<N that Ei[∆mi] = 0 and Ei[(∆mi)(∆Wi)∗] = 0. The
existence of such solutions follows from a standard backward induction together with the Kunita-
Watanabe decomposition (see e.g. [6, Theorem 2.2]). Then we define the processes (X˜, Y˜ , Z˜, M˜)
such that M˜ ≡ m, Z˜i = (Im + β1Pi+1K)−1(Pi+1ψ˜i + qi) for all i ∈ N<N , X˜0 = ξ˜0,
∆X˜i = [−β1K(PiX˜i + pi) + φ˜i]τN + (−β1KZ˜i + ψ˜i)∆Wi ∀i ∈ N<N , (2.7)
and Y˜i = PiX˜i + pi for all i ∈ N . Note that β1 ≥ 0 and Pi+1K ∈ Sm> imply that (X˜, Y˜ , Z˜, M˜)
are well-defined adapted processes and satisfy both (2.3a) and (2.3c). Moreover, we have for each
i ∈ N<N that ∆Y˜i = ∆PiX˜i + Pi+1∆X˜i +∆pi. Hence by substituting (2.4), (2.6) and (2.7) into
the identity, we can verify via a straightforward calculation that (X˜, Y˜ , Z˜, M˜ ) also satisfies (2.3b),
which completes the proof of the existence of solutions to (2.2) with λ = 0 for the case where
n ≥ m.
We now proceed to establish the existence of solutions for the second case where m ≥ n, whose
proof is similar to the above analysis. The fact that m ≥ n and G ∈ Rm×n is full-rank imply
that G∗G ∈ Sn>. Let (Y¯ , Z¯, M¯ ) (where the martingale M¯ is strongly orthogonal to W ) satisfy the
following BS∆E:
∆Y¯i = −(Im −G(G∗G)−1G∗)γiτN + Z¯i∆Wi +∆M¯i,
Y¯N = (Im −G(G∗G)−1G∗)η,
and assume that (X˜, Y˜ , Z˜, M˜ ) ∈ SN solve the FBS∆E:
∆X˜i = (−β1Y˜i + φi)τN + (−β1Z˜i + ψi)∆Wi, (2.8a)
∆Y˜i = −(β2G∗GX˜i +G∗γi)τN + Z˜i∆Wi +∆M˜i, (2.8b)
X˜0 = ξ0, Y˜N = G
∗GX˜N +G
∗η, (2.8c)
then the linearity of the equations shows that the 4-tuple (X,Y,Z,M) ∈ SN defined by X := X˜,
(Y,Z,M) := G(G∗G)−1(Y˜ , Z˜, M˜) + (Y¯ , Z¯, M¯) is a solution to (2.2) with λ = 0 (note that G∗Y¯ =
G∗Z¯ = G∗M¯ = 0 on [0, T ]). Since a standard backward induction argument together with the
Kunita-Watanabe decomposition leads to the existence of (Y¯ , Z¯, M¯ ) (see e.g. [6, Theorem 2.2]), it
remains to construct a solution to (2.8). For notational simplicity, we shall write K = G∗G ∈ Sn>,
γ˜ = G∗γ ∈M2(0, T ;Rn) and η˜ = G∗η ∈ L2(FT ;Rn) in the subsequent analysis.
Let us consider the matrices (Pi)i∈N satisfying PN = K and for each i ∈ N<N that
Pi − Pi+1 = (β2K − β1Pi+1Pi)τN . (2.9)
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A straightforward inductive argument shows that Pi ∈ Sn> for all i ∈ N and Pi = (In +
β1Pi+1τN )
−1(Pi+1 + β2KτN ) for all i ∈ N<N . We shall consider the piecewise-constant pro-
cesses (p, q,m) ∈ M2(0, T ;Rn × Rn×d × Rn) which satisfy the linear BS∆E: pN = η˜, and for all
i ∈ N<N that
∆pi = −[Pi+1(−β1pi + φi) + γ˜i]τN + qi∆Wi +∆mi, (2.10)
and enjoy the properties thatm0 = 0, and for all i ∈ N<N that Ei[∆mi] = 0 and Ei[(∆mi)(∆Wi)∗] =
0, whose existence also follows from a standard backward induction and the Kunita-Watanabe
decomposition. We further define the processes (X˜, Y˜ , Z˜, M˜ ) such that M˜ ≡ m, Z˜i = (In +
β1Pi+1)
−1(Pi+1ψi + qi) for all i ∈ N<N , X˜0 = ξ0,
∆X˜i = [−β1(PiX˜i + pi) + φi]τN + (−β1Z˜i + ψi)∆Wi ∀i ∈ N<N ,
and Y˜i = PiX˜i+pi for all i ∈ N . Then by using the identity that ∆Y˜i = ∆PiX˜i+Pi+1∆X˜i+∆pi,
we can directly verify that (X˜, Y˜ , Z˜, M˜) satisfies (2.8b) for all i ∈ N<N . Therefore, we have proved
that (2.2) with λ = 0 admits a solution for the case where m ≥ n, which finishes the proof of the
desired existence result.
The following proposition shows that the well-posedness of (2.2) with λ = λ0 implies the same
result holds for (2.2) with λ = λ0 + c for a sufficiently small c > 0, independent of λ0.
Proposition 2.4. Suppose (H.1) holds, let β1, β2 and G be the constants in (H.1(1)), N0 ∈ N
be the natural number in Theorem 2.1 and N ∈ N ∩ [N0,∞). Assume further that there exists
λ0 ∈ [0, 1) satisfying for any given (φ¯, ψ¯, γ¯) ∈ M2(0, T ;Rn × Rn×d × Rm) and η¯ ∈ L2(FT ;Rm)
that (2.2) with λ = λ0 and (φ,ψ, γ, η) = (φ¯, ψ¯, γ¯, η¯) admits a unique solution in SN . Then there
exists c0 ∈ (0, 1), depending only on the constants T,L,G, α, β1, β2 in (H.1), such that it holds for
all λ˜ ∈ [λ0, λ0 + c0] ∩ [0, 1], (φ¯, ψ¯, γ¯) ∈ M2(0, T ;Rn ×Rn×d ×Rm) and η¯ ∈ L2(FT ;Rm) that (2.2)
with λ = λ˜ and (φ,ψ, γ, η) = (φ¯, ψ¯, γ¯, η¯) admits a unique solution in SN .
Proof. Throughout this proof, let (φ¯, ψ¯, γ¯) ∈ M2(0, T ;Rn × Rn×d × Rm) and η¯ ∈ L2(FT ;Rm) be
fixed, and let SN be the space of piecewise-constant processes on piN defined as in Definition 2.1,
which is a Banach space equipped with the norm ‖ · ‖SN defined as
‖(x, y, z,m)‖SN :=
(
max
i∈N
(
E[|xi|2] +E[|yi|2]
)
+
N−1∑
i=0
E[|zi|2]τN +E[|MN |2]
)1/2
, (x, y, z,m) ∈ SN .
For each c ∈ (0, 1), let Iλ0+c : SN → SN be the mapping such that for all (x, y, z,m) ∈ SN ,
Iλ0+c(x, y, z,m) = (X,Y,Z,M) ∈ SN is the unique solution to the following MF-FBS∆E defined
on piN :
∆Xi = [(1− λ0)β1(−G∗Yi) + λ0b(ti,Θi,PΘi) + φci ]τN
+ [(1− λ0)β1(−G∗Zi) + λ0σ(ti,Θi,PΘi) + ψci ]∆Wi,
∆Yi = −[(1− λ0)β2GXi + λ0f(ti,Θi,PΘi) + γci ]τN + Zi∆Wi +∆Mi,
X0 = ξ0, YN = g
λ0(XN ,PXN ) + η
c,
(2.11)
where Θ = (X,Y,Z), and for each θ = (x, y, z), φci := c(β1G
∗yi+b(ti, θi,Pθi))+φ¯i, ψ
c
i := c(β1G
∗zi+
σ(ti, θi,Pθi)) + ψ¯i, γ
c
i := c(−β2Gzi + f(ti, θi,Pθi)) + γ¯i and ηc := c(−GxN + g(xN ,PxN )) + η¯. The
well-posedness assumption of (2.2) with λ = λ0 and (H.1) ensure that the mapping Iλ0+c is
well-defined for all c > 0.
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We now show that there exists a constant c0 ∈ (0, 1), depending only on the constants in (H.1),
such that Iλ0+c : SN → SN is a contraction for all c ∈ (0, c0]. Let (xˆ, yˆ, zˆ, mˆ), (x˜, y˜, z˜, m˜) ∈ SN
be given, (Xˆ, Yˆ , Zˆ, Mˆ ) = Iλ0+c(xˆ, yˆ, zˆ, mˆ) and (X˜, Y˜ , Z˜, M˜) = Iλ0+c(x˜, y˜, z˜, m˜). By applying
Theorem 2.1 with λ = λ0, (φ,ψ, γ, η) = (φˆ
c, ψˆc, γˆc, ηˆc), (φ¯, ψ¯, γ¯, η¯) = (φ˜c, ψ˜c, γ˜c, η˜c), ξ¯0 = ξ0 and
(b¯, σ¯, f¯ , g¯) = (b, σ, f, g), we have for some constant C > 0, depending only on the constants in
(H.1), that
‖(Xˆ − X˜, Yˆ − Y˜ , Zˆ − Z˜, Mˆ − M˜)‖2SN
≤ C
{
E[|ηˆc − η˜c|2] +
N−1∑
i=0
(
E[γˆci − γ˜ci |2]τN + E[|φˆci − φ˜ci |2]τN + E|ψˆci − ψ˜ci |2]τN
)}
≤ c2C‖(xˆ− x˜, yˆ − y˜, zˆ − z˜, mˆ− m˜)‖2SN .
Hence we see for c0 = 1/
√
2C > 0 and c ∈ (0, c0] that Iλ0+c : SN → SN is a contraction, which
together with the Banach fixed point theorem implies that (2.2) with λ ∈ [λ0, λ0 + c] ∩ [0, 1] and
(φ,ψ, γ, η) = (φ¯, ψ¯, γ¯, η¯) admits a unique solution.
Now we are ready to conclude the following well-posedness result by combining Corollary 2.2,
Lemma 2.3, and Proposition 2.4.
Theorem 2.5. Suppose (H.1) holds. Then it holds for all sufficiently large N ∈ N that (2.1)
admits a unique solution in SN .
3 A posteriori estimates for discrete FBSDEs
In this section, we shall carry out the a posteriori error analysis in a discrete-time setting. In
particular, for any given 4-tuple (Xˆ, Yˆ , Zˆ, Mˆ ) ∈ SN generated by an arbitrary numerical scheme
on the grid piN , we shall derive a computable bound on the L
2-error between the approxima-
tion (Xˆ, Yˆ , Zˆ, Mˆ ) and the solution (Xpi, Y pi, Zpi,Mpi) to (2.1), which requires only knowledge of
the given approximation and the data (b, σ, f, g). We shall also demonstrate the reliability and
efficiency of the proposed a posteriori error estimator.
More precisely, for any given time grid piN and numerical approximation (Xˆ, Yˆ , Zˆ, Mˆ ) ∈ SN ,
we consider the following a posteriori error estimator on the grid piN , which takes a more general
form than (1.2) since here we allow a general filtration F and a general martingale W :
Epi(Xˆ, Yˆ , Zˆ, Mˆ)
:= E[|Xˆ0 − ξ0|2] + E[|YˆN − g(XˆN ,PXˆN )|
2]
+ max
i∈N<N
E
[∣∣∣∣Xˆi+1 − Xˆ0 −
i∑
j=0
(
b(tj, Θˆj ,PΘˆj)τN + σ(tj , Θˆj,PΘˆj )∆Wj
) ∣∣∣∣
2]
+ max
i∈N<N
E
[∣∣∣∣Yˆi+1 − Yˆ0 +
i∑
j=0
(
f(tj, Θˆj ,PΘˆj )τN − Zˆj ∆Wj
)
− Mˆi+1
∣∣∣∣
2]
(3.1)
with Θˆ = (Xˆ, Yˆ , Zˆ). The estimator (3.1) extends the error criterion proposed for classical BS∆Es
in [3] to fully coupled FBS∆Es (2.1) with random initial data and mean field interaction. Intu-
itively, the first term in (3.1) quantifies the squared L2-error of the Xˆ-component at the initial
time t = 0, the second term quantifies the squared L2-error of the Yˆ -component at the terminal
time t = T , and the last two terms measure the consistency of the approximation to the difference
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equations (2.1a) and (2.1b) defined on the time grid piN . In practice, (3.1) can be accurately
evaluated by approximating the expectations via Monte Carlo simulation and by estimating the
law of (Θˆi)i∈N<N via particle approximations; see Section 6 for more details on the practical
implementation of the a posteriori error estimator.
The remaining part of the section will be devoted to an a posteriori error estimate for (2.1)
based on the estimator (3.1). We shall show the proposed error estimator (3.1) is both efficient
(see Theorem 3.1) and reliable (see Theorem 3.2). Recall that an a posteriori error estimator
is said to be efficient if an inequality of the form “error estimator ≥ tolerance” implies that the
true error is also greater than the tolerance possibly up to an multiplicative constant, while an
a posteriori error estimator is said to be reliable if an inequality of the form “error estimator ≤
tolerance” implies that the true error is also less than the tolerance up to another multiplicative
constant. Hence, as an efficient and reliable error estimator, the quantity (3.1) is equivalent to
the squared L2-error between (Xˆ, Yˆ , Zˆ, Mˆ) and the solution (Xpi, Y pi, Zpi,Mpi) to (2.1).
We start by showing that the error estimator (3.1) is efficient. Note that the following theorem
in fact holds for any time grid piN , as long as the MV-FBS∆E (2.1) admits a solution in SN .
Theorem 3.1. Suppose (H.1(2)) holds. Then there exists a constant C > 0, such that it holds
for all N ∈ N and every 4-tuple of processes (Xˆ, Yˆ , Zˆ, Mˆ ) ∈ SN that
max
i∈N
(
E[|Xˆi −Xpii |2] + E[|Yˆi − Y pii |2]
)
+
N−1∑
i=0
E[|Zˆi − Zpii |2]τN + E[|MˆN −MpiN |2]
≥ Epi(Xˆ, Yˆ , Zˆ, Mˆ)/C,
where (Xpi, Y pi, Zpi,Mpi) ∈ SN is a solution to MV-FBS∆E (2.1) defined on piN .
Proof. Throughout this proof, let N ∈ N and (Xˆ, Yˆ , Zˆ, Mˆ) ∈ SN be fixed. We shall omit the
superscript pi of (Xpi, Y pi, Zpi,Mpi) for notational simplicity. Let Θˆ = (Xˆ, Yˆ , Zˆ),Θ = (X,Y,Z),
(δΘ, δX, δY, δZ, δM) = (Θˆ− Θ, Xˆ −X, Yˆ − Y, Zˆ − Z, Mˆ −M) and for each t ∈ [0, T ], φ = b, σ, f
let δφ(t) = φ(t, Θˆt,PΘˆt) − φ(t,Θt,PΘt). We also denote by C a generic positive constant, which
depends on T , L in (H.1(2)), and may take a different value at each occurrence.
By summation of (2.1) over the index i and insertion in (3.1), we can see that
Epi(Xˆ, Yˆ , Zˆ, Mˆ ) = E[|δX0|2] + E[|δYN − (g(XˆN ,PXˆN )− g(XN ,PXN ))|
2]
+ max
i∈N<N
E
[∣∣∣∣ δXi+1 − δX0 −
i∑
j=0
(
δb(tj)τN + δσ(tj)∆Wj
)
︸ ︷︷ ︸
:=Ai
∣∣∣∣
2]
+ max
i∈N<N
[∣∣∣∣ δYi+1 − δY0 +
i∑
j=0
(
δf(tj)τN − δZj ∆Wj −∆(δM)j
)
︸ ︷︷ ︸
:=Bi
∣∣∣∣
2]
,
(3.2)
where for the last term we have used the fact that δM0 = 0. The Lipschitz continuity of g and
the Cauchy-Schwartz inequality imply that
E[|δYN − (g(XˆN ,PXˆN )− g(XN ,PXN ))|
2] ≤ 2E[|δYN |2] + 2L2E[(|δXN |+W2(PXˆN ,PXN ))
2]
≤ C(E[|δYN |2] + E[(|δXN |2 +W22 (PXˆN ,PXN ))]) ≤ C(E[|δYN |2] + E[|δXN |2]),
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which together with (3.2) leads us to the estimate that
Epi(Xˆ, Yˆ , Zˆ, Mˆ ) ≤ C
(
max
i∈N
E[|δXi|2] + max
i∈N
E[|δYi|2] + max
i∈N<N
(E[|Ai|2] + E[|Bi|2])
)
, (3.3)
where the quantities (Ai, Bi)i∈N<N are defined as in (3.2).
We first estimate Ai for all i ∈ N<N . By applying the Cauchy-Schwartz inequality, the
adaptedness of the coefficients and the fact that W is a martingale with Ej[∆Wj(∆Wj)
∗] = τNId
for all j ∈ N<N , we can deduce that
E[|Ai|2] ≤ C
(
E[|δXi+1|2] + E[|δX0|2] + E
[∣∣∣∣
i∑
j=0
δb(tj)τN
∣∣∣∣
2]
+ E
[∣∣∣∣
i∑
j=0
δσ(tj)∆Wj
∣∣∣∣
2])
≤ C
(
max
i∈N
E[|δXi|2] + E
[ i∑
j=0
|δb(tj)|2τN
]
T +
i∑
j=0
E
[
|δσ(tj)∆Wj |2
])
≤ C
(
max
i∈N
E[|δXi|2] + T
N−1∑
j=0
E[|δb(tj)|2τN ] +
N−1∑
j=0
E
[|δσ(tj)|2 τN]
)
.
Note that the definitions of δb, δσ and the Lipschitz continuity of b, σ in (H.1(2)) show that it
holds for all j ∈ N and φ = b, σ that
E[|δφ(tj)|2] ≤ CE[(|δΘj |+W2(PΘj ,PΘˆj))
2] ≤ C(E[|δXj |2] + E[|δYj |2] + E[|δZj |2]).
Hence, we can see it holds for all i ∈ N<N that
E[|Ai|2] ≤ C
(
max
i∈N
E[|δXi|2] +
N−1∑
j=0
(
E[|δXj |2] + E[|δYj |2] + E[|δZj |2]
)
τN
)
≤ C
(
max
i∈N
E[|δXi|2 + |δYi|2] +
N−1∑
j=0
E[|δZj |2]τN
)
.
(3.4)
We proceed to derive an upper bound of Bi for all i ∈ N<N . The Cauchy-Schwartz inequality
and the fact that the martingale δM is strongly orthogonal to W imply that
E[|Bi|2] ≤ 4
(
E[|δYi+1|2] + E[|δY0|2] + E
[∣∣∣∣
i∑
j=0
δf(tj)τN
∣∣∣∣
2]
+ E
[∣∣∣∣
i∑
j=0
δZj ∆Wj +∆(δM)j
∣∣∣∣
2])
≤ 4
(
2max
i∈N
E[|δYi|2] + E
[∣∣∣∣
i∑
j=0
δf(tj)τN
∣∣∣∣
2]
+ E
[∣∣∣∣
i∑
j=0
δZj ∆Wj
∣∣∣∣
2]
+ E
[∣∣∣∣
i∑
j=0
∆(δM)j
∣∣∣∣
2])
≤ 4
(
2max
i∈N
E[|δYi|2] + E
[∣∣∣∣
i∑
j=0
δf(tj)τN
∣∣∣∣
2]
+ E
[ i∑
j=0
|δZj |2 τN
]
+ E
[ i∑
j=0
|∆(δM)j |2
])
≤ 4
(
2max
i∈N
E[|δYi|2] + E
[∣∣∣∣
i∑
j=0
δf(tj)τN
∣∣∣∣
2]
+ E
[N−1∑
j=0
|δZj |2 τN
]
+ E[|δMN |2]
)
,
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where we have used the fact that δM0 = 0 for the last inequality. Moreover, by using the Cauchy-
Schwartz inequality and the Lipschitz continuity of f , we can deduce for each i ∈ N<N that
E
[∣∣∣∣
i∑
j=0
δf(tj)τN
∣∣∣∣
2]
≤ E
[(N−1∑
j=0
|δf(tj)|τN
)2]
≤ TE
[N−1∑
j=0
|δf(tj)|2τN
]
≤ C
(N−1∑
j=0
E
[(|δΘj |+W2(PΘj ,PΘˆj ))2
]
τN
)
≤ C
(N−1∑
j=0
E[|δXj |2 + |δYj |2 + |δZj |2]τN
)
≤ C
(
max
i∈N
E[|δXi|2 + |δYi|2] +
N−1∑
j=0
E[|δZj |2]τN
)
.
Hence, we can obtain for each i ∈ N<N that
E[|Bi|2] ≤ C
(
max
i∈N
E[|δXi|2 + |δYi|2] +
N−1∑
j=0
E[|δZj |2] τN + E[|δMN |2]
)
. (3.5)
Consequently, we can deduce from the estimates (3.3), (3.4) and (3.5) that
Epi(Xˆ, Yˆ , Zˆ, Mˆ) ≤ C
(
max
i∈N
E[|δXi|2] + max
i∈N
E[|δYi|2] +
N−1∑
j=0
E[|δZj |2]τN + E[|δMN |2]
)
,
which finishes the proof of the desired estimate.
We then proceed to establish the reliability of the a posteriori error estimator (3.1) by first
introducing the following auxiliary processes. Suppose that (H.1) holds, and (Xˆ, Yˆ , Zˆ, Mˆ ) ∈ SN
is a given approximation on a time grid piN . We introduce the processes (X¯, Y¯ , Z¯, M¯ ) ∈ SN such
that Z¯ ≡ Zˆ, M¯ ≡ Mˆ , X¯0 = Xˆ0, Y¯0 = Yˆ0 and it holds for all i ∈ N<N that
∆X¯i := b(ti, Θˆi,PΘˆi)τN + σ(ti, Θˆi,PΘˆi)∆Wi,
∆Y¯i := −f(ti, Θˆi,PΘˆi)τN + Zˆi∆Wi +∆Mˆi
(3.6)
with Θˆ = (Xˆ, Yˆ , Zˆ). Then it is clear that the error estimator (3.1) can be equivalently written as
Epi(Xˆ, Yˆ , Zˆ, Mˆ) = E[|Xˆ0 − ξ0|2] + E[|YˆN − g(XˆN ,PXˆN )|
2]
+ max
i∈N<N
E[|Xˆi+1 − X¯i+1|2] + max
i∈N<N
[|Yˆi+1 − Y¯i+1|2]. (3.7)
With the above processes (X¯, Y¯ , Z¯, M¯ ) ∈ SN in hand, we now show the error estimator (3.1)
is reliable for all sufficiently fine time grids piN .
Theorem 3.2. Suppose (H.1) holds. Then there exists a constant C > 0, such that it holds for
all sufficiently large N and for every 4-tuple of processes (Xˆ, Yˆ , Zˆ, Mˆ ) ∈ SN that
max
i∈N
(
E[|Xˆi −Xpii |2] + E[|Yˆi − Y pii |2]
)
+
N−1∑
i=0
E[|Zˆi − Zpii |2]τN + E[|MˆN −MpiN |2]
≤ CEpi(Xˆ, Yˆ , Zˆ, Mˆ ),
where (Xpi, Y pi, Zpi,Mpi) ∈ SN is the solution to MV-FBS∆E (2.1) defined on piN .
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Proof. Throughout this proof, let N0 ∈ N be the natural number in Theorem 2.1, N ∈ N∩ [N0,∞)
and (Xˆ, Yˆ , Zˆ, Mˆ) ∈ SN be fixed. Let (Xpi, Y pi, Zpi,Mpi) be a solution to (2.1) on piN , and C be a
generic positive constant, which depends only on the constants in (H.1) and may take a different
value at each occurrence.
Let (X¯, Y¯ , Z¯, M¯) ∈ SN be the auxiliary processes defined as in (3.6) and Θ¯ = (X¯, Y¯ , Z¯). We
first derive an L2-estimate of the difference between (X¯, Y¯ , Z¯, M¯) and the solution (Xpi, Y pi, Zpi,Mpi)
to (2.1). Observe that (X¯, Y¯ , Z¯, M¯ ) ∈ SN is a solution to (2.2) with λ = 1, generator (b, σ, f, g) =
0, ξ0 = X¯0, η = Y¯N and (φ,ψ, γ) ∈ M2(0, T ;Rn × Rn×d × Rm) satisfying for all i ∈ N<N that
φi = b(ti, Θˆi,PΘˆi), ψi = σ(ti, Θˆi,PΘˆi) and γi = f(ti, Θˆi,PΘˆi). Hence we can deduce from Theorem
2.1 (with λ0 = 1 and (φ,ψ, γ, η) = 0) that there exists a constant C > 0 such that
max
i∈N
(
E[|Xpii − X¯i|2] + E[|Y pii − Y¯i|2]
)
+
N−1∑
i=0
E[|Zpii − Z¯i|2]τN + E[|MpiN − M¯N |2]
≤ C
{
E[|ξ0 − X¯0|2] + E[|g(X¯N ,PX¯N )− Y¯N |2] +
N−1∑
i=0
(
E[|f(ti, Θ¯i,PΘ¯i)− f(ti, Θˆi,PΘˆi)|
2]τN
+ E[|b(ti, Θ¯i,PΘ¯i)− b(ti, Θˆi,PΘˆi)|
2]τN + E|σ(ti, Θ¯i,PΘ¯i)− σ(ti, Θˆi,PΘˆi)|
2]τN
)}
,
which together with the Lipschitz continuity of the generator and the fact that Z¯ ≡ Zˆ, X¯0 = Xˆ0
and Y¯0 = Yˆ0, gives us the estimate that
max
i∈N
(
E[|Xpii − X¯i|2] + E[|Y pii − Y¯i|2]
)
+
N−1∑
i=0
E[|Zpii − Z¯i|2]τN + E[|MpiN − M¯N |2]
≤ C
(
E[|ξ0 − Xˆ0|2] + E[|g(X¯N ,PX¯N )− Y¯N |2] + sup
i∈N<N
(
E[|X¯i − Xˆi|2] + E[|Y¯i − Yˆi|2]
))
≤ C
(
E[|ξ0 − Xˆ0|2] + E[|g(X¯N ,PX¯N )− g(XˆN ,PXˆN )|
2 + |g(XˆN ,PXˆN )− YˆN |
2 + |YˆN − Y¯N |2]
+ sup
i∈N<N
(
E[|X¯i+1 − Xˆi+1|2] + E[|Y¯i+1 − Yˆi+1|2]
))
≤ CEpi(Xˆ, Yˆ , Zˆ, Mˆ),
where in the last line we have used the equivalent definition (3.7) of the estimator (3.1). Conse-
quently, by using the triangle inequality and the fact that X¯0 = Xˆ0, Y¯0 = Yˆ0, M¯ ≡ Mˆ and Z¯ ≡ Zˆ,
we can obtain that
max
i∈N
(
E[|Xˆi −Xpii |2] + E[|Yˆi − Y pii |2]
)
+
N−1∑
i=0
E[|Zˆi − Zpii |2]τN + E[|MˆN −MpiN |2]
≤ 2max
i∈N
(
|Xˆi − X¯i|2 + E[|X¯i −Xpii |2] + E[|Yˆi − Y¯i|2 + |Y¯i − Y pii |2]
)
+
N−1∑
i=0
E[|Z¯i − Zpii |2]τN + E[|M¯N −MpiN |2] ≤ CEpi(Xˆ, Yˆ , Zˆ, Mˆ),
which finishes the proof of the desired estimate.
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4 A posteriori estimates for continuous MV-FBSDEs
In this section, we establish that the approximation error between a given numerical approxi-
mation and the solution to continuous MV-FBSDEs can also be measured by the a posteriori error
estimator (3.1) together with a measure of the time regularity of the exact solution, which vanishes
as the stepsize τN tends to zero. We shall also provide a theoretical justification of a commonly
used machine learning-based algorithm for solving MV-FBSDEs based on the a posteriori error
estimates.
To simplify the presentation, we shall assume thatW = (Wt)t∈[0,T ] is a d-dimensional Brownian
motion, F = (Ft)t∈[0,T ] is the augmented filtration generated by W and an independent initial
σ-algebra F0, and consider the following continuous MV-FBSDE: for all t ∈ [0, T ),
dXt = b(t,Xt, Yt, Zt,P(Xt,Yt,Zt))dt+ σ(t,Xt, Yt, Zt,P(Xt,Yt,Zt)) dWt,
dYt = −f(t,Xt, Yt, Zt,P(Xt,Yt,Zt))dt+ Zt dWt,
X0 = ξ0, YT = g(XT ,PXT ),
(4.1)
where ξ0 ∈ L2(F0;Rn) and the generator (b, σ, f, g) are given functions satisfying (H.1). We
observe that the generator (b, σ, f, g) then satisfies (A.1) in [5]. Moreover, it has been shown in [30,
Theorem 4.33 on p. 176] that every F local martingale can be represented as a stochastic integral
with respect to W , which enables us to extend Theorem 2 in [5] to the present case with random
initial condition ξ0, and conclude that there exists a unique triple (X,Y,Z) ∈ M2(0, T ;Rn×Rm×
R
m×d) satisfying (4.1) P-almost surely. Note that for a general filtration F satisfying the usual
conditions, we can extend our a posteriori error estimate by augmenting the solution process with
an additional martingale orthogonal to W as in Section 2.
To analyze the time discretization error, we assume the following time regularity of the coef-
ficients:
H.2. There exists an increasing function ω : [0,∞] → [0,∞], vanishing at 0 and continuous at
0, such that it holds for all ω ∈ Ω, t, s ∈ [0, T ], (x, y, z) ∈ Rn × Rm × Rm×d, µ ∈ P2(Rn+m+md),
φ = b, σ, f that |φ(t, x, y, z, µ) − φ(s, x, y, z, µ)| ≤ ω(|t− s|).
The fact that the Brownian motion W enjoys the predictable representation property implies
that it suffices to consider numerical solutions (Xˆ, Yˆ , Zˆ) ∈ S0N (with Mˆ ≡ 0) to (4.1) computed
on a time grid piN based on some numerical schemes. Now for any given numerical solution
(Xˆ, Yˆ , Zˆ) ∈ S0N , the a posteriori error estimator (3.1) now reduces to (1.2) as proposed in Section
1, which is recalled in the following for the reader’s convenience:
Epi(Xˆ, Yˆ , Zˆ) := E[|Xˆ0 − ξ0|2] + E[|YˆN − g(XˆN ,PXˆN )|
2]
+ max
i∈N<N
E
[∣∣∣∣Xˆi+1 − Xˆ0 −
i∑
j=0
(
b(tj , Θˆj ,PΘˆj)τN + σ(tj , Θˆj,PΘˆj )∆Wj
) ∣∣∣∣
2]
+ max
i∈N<N
E
[∣∣∣∣Yˆi+1 − Yˆ0 +
i∑
j=0
(
f(tj, Θˆj ,PΘˆj)τN − Zˆj ∆Wj
) ∣∣∣∣
2]
.
(4.2)
We shall consider the squared approximation error of (Xˆ, Yˆ , Zˆ) on the interval [0, T ] defined by
ERR(Xˆ, Yˆ , Zˆ)
:= max
i∈N<N
max
t∈[ti,ti+1]
(
E[|Xt − Xˆi|2] + E[|Yt − Yˆi|2]
)
+
N−1∑
i=0
E
[ ∫ ti+1
ti
|Zt − Zˆi|2] dt
]
,
(4.3)
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and the squared approximation error of (Xˆ, Yˆ , Zˆ) on the grid piN defined as follows (see [37, 32]):
ERRpi(Xˆ, Yˆ , Zˆ) := max
i∈N
(
E[|Xi − Xˆi|2] + E[|Yi − Yˆi|2]
)
+
N−1∑
i=0
E[|Z¯i − Zˆi|2]]τN , (4.4)
where Z¯i :=
1
τN
Ei
[ ∫ ti+1
ti
Zs ds
]
for all i ∈ N<N . It is easy to show for all i ∈ N<N that Z¯i is the
orthogonal projection of (Zs)s∈[ti,ti+1] on the space L
2(Fi;Rm×d) in terms of the inner product
〈u, v〉M2((ti,ti+1);Rm×d) := E
∫ ti+1
ti
〈us, vs〉 ds.
In the following, we shall demonstrate that both ERRpi(Xˆ, Yˆ , Zˆ) and ERR(Xˆ, Yˆ , Zˆ) can be
effectively estimated by the modulus of continuity ω in (H.2), the a posteriori error estimator
Epi(Xˆ, Yˆ , Zˆ) defined as in (4.2) and a measure of the time regularity of the solution (X,Y,Z)
defined as follows: for any given grid piN ,
Rpi(X,Y,Z)
:= max
i∈N<N
max
t∈[ti,ti+1]
(
E[|Xt −Xi|2] + E[|Yt − Yi|2]
)
+
N−1∑
i=0
E
[∫ ti+1
ti
|Zt − Z¯i|2 dt
]
.
(4.5)
It is well-known that the modulus of continuity Rpi(X,Y,Z) is essential for error estimates of
numerical schemes for BSDEs, which is worth a detailed discussion. The fact that (X,Y,Z) ∈
M2(0, T ;Rn × Rm × Rm×d) and the dominated convergence theorem show that the quantity
Rpi(X,Y,Z) tends to zero as the stepsize τN vanishes. One can further obtain a rate of convergence
for some special cases. For decoupled FBSDEs without mean field interaction, it has been shown
in [37] that Rpi(X,Y,Z) = O(τN ) under the standard Lipschitz assumption on the coefficients.
The same regularity result has been established for decoupled FBSDEs with monotone drivers
(see [32]) and weakly coupled FBSDEs (the forward SDE is independent of Z) provided that the
coupling is weak enough to ensure the convergence of Picard iterations (see [4]).
The regularity of the solution to coupled MV-FBSDEs is more challenging due to the measure
dependence, and, to the best of our knowledge, has not been shown in a general setting. However,
under certain assumptions of the generator (e.g. the function σ is independent of Y,Z), it has
been demonstrated in [15] that there exist functions U : [0, T ] × Rn × P2(Rn) → Rm and V :
[0, T ]×Rn×P2(Rn)→ Rm×d (also known as the decoupling fields for Y and Z, respectively) such
that Yt = U(t,Xt,PXt) and Zt = V(t,Xt,PXt) for all t ∈ [0, T ]. Moreover, the decoupling fields U
and V are 1/2-Ho¨lder continuous in the time variable, and are Lipschitz continuous in the spatial
and measure variables. With the help of these decoupling fields, we see that the forward equation
in (4.1) can equivalently be written as a McKean-Vlasov SDE with Lipschitz coefficients, hence
by using the standard regularity estimate of MV-SDEs and the definition of (Z¯i)i∈N<N , one can
conclude the regularity estimate that Rpi(X,Y,Z) = O(τN ) (see e.g. [32, Theorem 3.5 (iii)]).
Now we turn to establishing the desired a posteriori error estimates for continuous MV-
FBSDEs (4.1). The following technical lemma provides an upper bound on the squared L2-error
between (Xi, Yi, Z¯i)i∈N and the solution (X
pi
i , Y
pi
i , Z
pi
i )i∈N to (2.1).
Lemma 4.1. Suppose (H.1)-(H.2) hold. Let α, β1, β2 and G be the constants in (H.1(1)), L be
the constant in (H.1(2)), N ∈ N, let (X,Y,Z) ∈ M2(0, T ;Rn × Rm × Rm×d) be the solution to
(4.1), (Z¯i)i∈N<N be the random variables satisfying for all i ∈ N<N that Z¯i = 1τN Ei
[ ∫ ti+1
ti
Zs ds
]
,
Z¯ be a ca`dla`g extension of (Z¯i)i∈N<N on piN , (X
pi, Y pi, Zpi) ∈ S0N be a solution to (2.1) defined on
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piN and (δX, δY, δZ) = (X −Xpi, Y − Y pi, Z¯ − Zpi). Then it holds for all ε1, ε2 > 0 that
αE[|GδXN |2] +
N−1∑
i=0
E[β2|GδXi|2 + β1(|G∗δYi|2 + |G∗δZi|2)]τN
≤
N−1∑
i=0
E[ε1(|δYi|2 + |δZi|2) + ε2|δXi|2]τN + C
(
ω(τN )
2 +Rpi(X,Y,Z)
)
+ Cτ
1/2
N
N−1∑
i=0
E[|δXi|2 + |δYi|2 + |δZi|2]τN ,
where C is a constant depending only on ε1, ε2 and the constants in (H.1), ω is the modulus of
continuity in (H.2), and Rpi(X,Y,Z) is defined in (4.5).
Proof. The proof follows from a slight extension of the arguments in Lemma 5.1. Throughout this
proof, let Θpi = (Xpi, Y pi, Zpi), Θ = (X,Y,Z), Θ¯ = (X,Y, Z¯), and for each t ∈ [0, T ], φ = b, σ, f let
φpi(t) = φ(t,Θpit ,PΘpit ), φ(t) = φ(t,Θt,PΘt) φ¯(t) = φ(t, Θ¯t,PΘ¯t) and δφ(t) = φ¯(t)− φpi(t).
For any given i ∈ N<N , we can deduce from the equations (2.1) and (4.1) that
∆(δX)i =
∫ ti+1
ti
(b(t)− bpi(ti)) dt+
∫ ti+1
ti
(σ(t)− σpi(ti)) dWt, (4.6)
∆(δY )i = −
∫ ti+1
ti
(f(t)− fpi(ti)) dt+
∫ ti+1
ti
(Zt − Zpii ) dWt, (4.7)
from which, by using the facts that δX0 = 0 and δYN = g(XN ,PXN )− g(XpiN ,PXpiN ) and applying
the Itoˆ isometry, we obtain that
E[〈GδXN , g(XN ,PXN )− g(XpiN ,PXpiN )〉] =
N−1∑
i=0
E[∆〈GδX, δY 〉i]
=
N−1∑
i=0
E[〈G∆δXi, δYi〉+ 〈GδXi,∆δYi〉+ 〈G∆δXi,∆δYi〉]
=
N−1∑
i=0
E
[ ∫ ti+1
ti
(
〈G∗(δY )i, b(t)− bpi(ti)〉+ 〈G(δX)i,−(f(t)− fpi(ti))〉
+ 〈G∗(Zt − Zpii ), σ(t) − σpi(ti)〉
)
dt
]
+
N−1∑
i=0
Σi,
(4.8)
where for each i ∈ N<N , the term Σi is defined by
Σi = E
[〈∫ ti+1
ti
G(b(t) − bpi(ti)) dt,
∫ ti+1
ti
−(f(t)− fpi(ti)) dt
〉
+
〈∫ ti+1
ti
G(b(t)− bpi(ti)) dt,
∫ ti+1
ti
(Zt − Zpii ) dWt
〉
+
〈∫ ti+1
ti
G(σ(t)− σpi(ti)) dWt,
∫ ti+1
ti
−(f(t)− fpi(ti)) dt
〉]
.
(4.9)
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By first adding and subtracting the terms b¯(ti), f¯(ti), Z¯i and σ¯(ti) in (4.8) and then applying the
monotonicity condition (H.1(1)), we get that
αE[|GδXN |2] ≤
N−1∑
i=0
E[〈G∗δYi, δb(ti)〉+ 〈GδXi,−δf(ti))〉+ 〈G∗δZi, δσ(ti)〉]τN +
N−1∑
i=0
Ψi +
N−1∑
i=0
Σi
≤ −
N−1∑
i=0
E[β1(|G∗δYi|2 + |G∗δZi|2) + β2|GδXi|2]τN +
N−1∑
i=0
Ψi +
N−1∑
i=0
Σi, (4.10)
where for each i ∈ N<N , the term Ψi is defined by
Ψi = E
[ ∫ ti+1
ti
(
〈G∗δYi, b(t)− b¯(ti)〉+ 〈GδXi,−(f(t)− f¯(ti))〉
+ 〈G∗(Zt − Z¯i), σ(t) − σ¯(ti)〉+ 〈G∗δZi, σ(t)− σ¯(ti)〉
)
dt
]
.
(4.11)
Note that the fact that E
[ ∫ ti+1
ti
〈Zt−Z¯i, δσ(ti)〉 dt
]
= 0 has been used to derive the above expression
of Ψi.
Now we proceed to estimate Ψi and Σi for a given i ∈ N<N . By using Young’s inequality,
(H.1(2)), (H.2) and the inequality that W22 (PΘ¯i ,PΘpii ) ≤ E[|Θ¯i − Θpii |2], we can obtain for each
ε1, ε2 > 0 that, there exists a constant C(ε1,ε2,G,L) > 0, depending only on ε1, ε2, G and L, such
that
|Ψi| ≤ E
[ ∫ ti+1
ti
(
ε1(|δYi|2 + |δZi|2) + ε2|δXi|2 + C(ε1,ε2,G,L)(ω¯(τN )2 + |Θt − Θ¯i|2)
)
dt
]
= E[ε1(|δYi|2 + |δZi|2) + ε2|δXi|2]τN + C(ε1,ε2,G,L)
(
ω¯(τN )
2τN + E
[ ∫ ti+1
ti
|Θt − Θ¯i|2 dt
])
.
(4.12)
We then turn to the term Σi by referring the three quantities in (4.9) as Σi,1, Σi,2 and Σi,3. For
notational simplicity, we shall denote by C a generic positive constant, which depends only on
the constants in (H.1) and may take a different value at each occurrence. We start by using
δb(ti) ∈ L2(Fti ;Rn), Young’s inequality and the Itoˆ isometry to estimate the term Σi,2:
Σi,2 = E
[〈∫ ti+1
ti
G(b(t) − b¯(ti) + δb(ti)) dt,
∫ ti+1
ti
(Zt − Zpii ) dWt
〉]
≤ τ
−1/2
N
4
E
[∣∣∣∣
∫ ti+1
ti
G(b(t) − b¯(ti)) dt
∣∣∣∣
2]
+ τ
1/2
N E
[∣∣∣∣
∫ ti+1
ti
(Zt − Zpii ) dWt
∣∣∣∣
2]
=
τ
−1/2
N
4
E
[∣∣∣∣
∫ ti+1
ti
G(b(t) − b¯(ti)) dt
∣∣∣∣
2]
+ τ
1/2
N E
[ ∫ ti+1
ti
|Zt − Zpii |2 dt
]
,
from which, by using Ho¨lder’s inequality, the fact that E
[ ∫ ti+1
ti
〈Zt − Z¯i, δZi〉 dt
]
= 0 and the
assumptions that (H.1(2)) and (H.2), we can obtain that
Σi,2 ≤ τ
1/2
N
4
E
[ ∫ ti+1
ti
|G(b(t) − b¯(ti))|2 dt
]
+ τ
1/2
N E
[ ∫ ti+1
ti
(|Zt − Z¯i|2 + |δZi|2) dt
]
≤ Cτ1/2N
(
ω¯(τN )
2τN + E
[ ∫ ti+1
ti
|Θt − Θ¯i|2 dt
]
+ E[|δZi|2]τN
)
.
(4.13)
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Similarly, by using Young’s inequality, the Itoˆ isometry, Ho¨lder’s inequality, (H.1(2)) and (H.2),
we can obtain the following upper bound of Σi,3:
Σi,3 = E
[〈∫ ti+1
ti
G(σ(t) − σpi(ti)) dWt,
∫ ti+1
ti
−(f(t)− f¯(ti) + δf(ti)) dt
〉]
≤ τ1/2N E
[∣∣∣∣
∫ ti+1
ti
G(σ(t) − σpi(ti)) dWt
∣∣∣∣
2]
+
τ
−1/2
N
4
E
[∣∣∣∣
∫ ti+1
ti
(f(t)− f¯(ti)) dt
∣∣∣∣
2]
≤ Cτ1/2N E
[∫ ti+1
ti
|σ(t) − σ¯(ti) + δσ(ti)|2 dt
]
+Cτ
1/2
N E
[ ∫ ti+1
ti
|f(t)− f¯(ti)|2 dt
]
≤ Cτ1/2N
(
ω¯(τN )
2τN + E
[∫ ti+1
ti
|Θt − Θ¯i|2 dt
]
+ E[|δΘi|2]τN
)
.
(4.14)
Furthermore, we can deduce from Young’s inequality, Ho¨lder’s inequality, (H.1(2)), (H.2) and the
fact that τN ≤ T that
Σi,1 ≤ 1
2
E
[∣∣∣∣
∫ ti+1
ti
G(b(t) − bpi(ti)) dt
∣∣∣∣
2]
+
1
2
E
[∣∣∣∣
∫ ti+1
ti
(f(t)− fpi(ti)) dt
∣∣∣∣
2]
≤ CτNE
[ ∫ ti+1
ti
|b(t)− b¯(ti) + δb(ti)|2 dt
]
+ CτNE
[ ∫ ti+1
ti
|f(t)− f¯(ti) + δf(ti)|2 dt
]
≤ Cτ1/2N
(
ω¯(τN )
2τN + E
[ ∫ ti+1
ti
|Θt − Θ¯i|2 dt
]
+ E[|δΘi|2]τN
)
.
(4.15)
Therefore, we can deduce the desired conclusion by combining the estimates (4.10), (4.12), (4.13)
(4.13), (4.13) and the fact that
∑N−1
i=0 E
[ ∫ ti+1
ti
|Θt − Θ¯i|2 dt
] ≤ max{T, 1}Rpi(X,Y,Z).
With the above lemma in hand, we are able to quantify the time discretization error between
(2.1) and (4.1) in the L2 sense.
Theorem 4.2. Suppose (H.1)-(H.2) hold. Let (X,Y,Z) ∈ M2(0, T ;Rn × Rm × Rm×d) be the
solution to MV-FBSDE (4.1), and for each N ∈ N, i ∈ N<N let Z¯i = 1τN Ei
[ ∫ ti+1
ti
Zs ds
]
. Then
there exists a constant C > 0, such that it holds for all sufficiently large N ∈ N that
max
i∈N
(
E[|Xi −Xpii |2] + E[|Yi − Y pii |2]
)
+
N−1∑
i=0
E[|Z¯i − Zpii |2]τN
≤ C(ω(τN )2 +Rpi(X,Y,Z)),
where (Xpi, Y pi, Zpi) ∈ S0N is the solution to (2.1) defined on piN , ω is the modulus of continuity in
(H.2), and Rpi(X,Y,Z) is defined as in (4.5).
Proof. This proof follows from an analogue argument as that for Theorem 2.1. Throughout this
proof, let Z¯ be a ca`dla`g extension of the random variables (Z¯i)i∈N<N , let N ∈ N be sufficiently
large such that (2.1) defined on piN admits a unique solution (X
pi, Y pi, Zpi) ∈ S0N , let Θpi =
(Xpi, Y pi, Zpi), Θ = (X,Y,Z), Θ¯ = (X,Y, Z¯), (δX, δY, δZ) = (X −Xpi, Y − Y pi, Z¯ − Zpi), and for
each t ∈ [0, T ], φ = b, σ, f let φpi(t) = φ(t,Θpit ,PΘpit ), φ(t) = φ(t,Θt,PΘt) φ¯(t) = φ(t, Θ¯t,PΘ¯t), and
δφ(t) = φ¯(t) − φpi(t). We also denote by C a generic constant, which depends on the constants
appearing in (H.1) but independent of N , and may take a different value at each occurrence.
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Note that by slightly modifying the arguments for (5.5) in Theorem 2.1, we can obtain from
(4.6), Gronwall’s inequality, (H.1), (H.2) and δX0 = 0 that
max
i∈N
E[|δXi|2] ≤ C
(
ω(τN )
2 +
N−1∑
i=0
E
[ ∫ ti+1
ti
|Θt − Θ¯i|2 dt
]
+
N−1∑
i=0
E[|δYi|2 + |δZi|2]τN
)
≤ C
(
ω(τN )
2 +Rpi(X,Y,Z) +
N−1∑
i=0
E[|δYi|2 + |δZi|2]τN
)
, (4.16)
with the quantity Rpi(X,Y,Z) defined as in (4.5). On the other hand, with a slight modification
of the arguments for (5.6) in Theorem 2.1, we can obtain from (4.7) and the product formula for
∆〈δY, δY 〉i that
E[|δYi|2] +
N−1∑
j=i
E
[ ∫ tj+1
tj
|Zt − Zpij |2 dt
]
= E[|δYN |2] +
N−1∑
j=i
E
[〈
2δYj −
∫ tj+1
tj
(f(t)− fpi(tj)) dt,
∫ tj+1
tj
(f(t)− fpi(tj)) dt
〉]
+
N−1∑
j=i
E
[〈∫ tj+1
tj
(f(t)− fpi(tj)) dt,
∫ tj+1
tj
(Zt − Zpij ) dWt
〉]
.
Note that for each i ∈ N<N , by applying Young’s inequality, the Itoˆ isometry, Ho¨lder’s inequality,
(H.1(2)) we see for all ε > 0 that, the last term in the above inequality can be estimated as:
E
[〈∫ ti+1
ti
(f(t)− fpi(ti)) dt,
∫ ti+1
ti
(Zt − Zpii ) dWt
〉]
≤ 1
4ε
E
[∣∣∣∣
∫ ti+1
ti
(f(t)− fpi(ti)) dt
∣∣∣∣
2]
+ εE
[∣∣∣∣
∫ ti+1
ti
(Zt − Zpii ) dWt
∣∣∣∣
2]
≤ CτN
ε
E
[ ∫ ti+1
ti
(
ω(τN )
2 + |Θt − Θ¯i|2 + |δΘi|2
)
dt
]
+ εE
[ ∫ ti+1
ti
|Zt − Zpii |2 dt
]
.
Hence, by using Gronwall’s inequality and the identity that E[
∫ ti+1
ti
|Zt − Zpii |2 dt] = E[
∫ ti+1
ti
|Zt −
Z¯i|2 dt] + E[|δZi|2]τN for all i ∈ N<N , we can deduce from a similar argument as that for (5.8) in
Theorem 2.1 that it holds for all sufficiently large N that
max
i∈N
E[|δYi|2] +
N−1∑
i=0
E[|δZi|2]τN
≤ C
(
E[|δYN |2] +
N−1∑
i=0
E[|δXi|2]τN + ω(τN )2 +
N−1∑
i=0
[ ∫ ti+1
ti
|Θt − Θ¯i|2 dt
])
≤ C
(
E[|δXN |2] +
N−1∑
i=0
E[|δXi|2]τN + ω(τN )2 +Rpi(X,Y,Z)
)
. (4.17)
Hence, in the case where either m < n or m = n with β1 > 0 holds, we can obtain from
Lemma 4.1 that it holds for all ε > 0 and all sufficiently large N ∈ N that
N−1∑
i=0
E[|δYi|2 + |δZi|2]τN ≤
N−1∑
i=0
εE[|δXi|2]τN + Cε
(
ω(τN )
2 +Rpi(X,Y,Z) + τ1/2N
N−1∑
i=0
E[|δXi|2]τN
)
,
22
for some constant Cε depending on ε. Then we can conclude the desired estimate by first using
(4.16) and then (4.17); see the proof of Theorem 2.1 for detailed arguments. For the alternative
case where either m > n or m = n with α, β2 > 0 holds, we can obtain from Lemma 4.1 that it
holds for all ε > 0 that
E[|δXN |2] +
N−1∑
i=0
E[|δXi|2]τN ≤ ε
N−1∑
i=0
E[|δYi|2 + |δZi|2]τN +Cε
(
ω(τN )
2 +Rpi(X,Y,Z)
+ τ
1/2
N
N−1∑
i=0
E[|δYi|2 + |δZi|2]τN
)
,
for some constant Cε depending on ε. Then we can conclude the desired estimate by first using
(4.17) and then (4.16).
Now we are ready to present the a posteriori error estimate for continuous MV-FBSDEs.
Theorem 4.3. Suppose (H.1)-(H.2) hold. Let (X,Y,Z) ∈ M2(0, T ;Rn × Rm × Rm×d) be the
solution to MV-FBSDE (4.1). Then there exists a constant C > 0, such that it holds for all
sufficiently large N ∈ N and for every triple (Xˆ, Yˆ , Zˆ) ∈ S0N that
ERR(Xˆ, Yˆ , Zˆ) ≤ C(ω(τN )2 +Rpi(X,Y,Z) + Epi(Xˆ, Yˆ , Zˆ)), (4.18)
Epi(Xˆ, Yˆ , Zˆ) ≤ C
(
ω(τN )
2 +Rpi(X,Y,Z) + ERR(Xˆ, Yˆ , Zˆ)
)
, (4.19)
where ERR(Xˆ, Yˆ , Zˆ) is defined as in (4.3), ω is the modulus of continuity in (H.2), Rpi(X,Y,Z)
is defined as in (4.5), and Epi(Xˆ, Yˆ , Zˆ) is defined as in (4.2). Moreover, the same error estimates
(4.18) and (4.19) also hold by replacing ERR(Xˆ, Yˆ , Zˆ) with ERRpi(Xˆ, Yˆ , Zˆ) defined as in (4.4).
Proof. Throughout this proof, let piN be an arbitrary fixed partition of [0, T ] with a sufficiently
large N , let (Xpi, Y pi, Zpi) ∈ S0N be the solution to (2.1) defined on piN , let (δΘ, δX, δY, δZ) =
(Θˆ − Θ, Xˆ − X, Yˆ − Y, Zˆ − Z), and for each t ∈ [0, T ], φ = b, σ, f let φˆ(t) = φ(t, Θˆt,PΘˆt),
φ(t) = φ(t,Θt,PΘt). We also denote by C a generic constant, which depends only on the constants
appearing in (H.1), and may take a different value at each occurrence.
We start by observing from the triangle inequality that ERR(Xˆ, Yˆ , Zˆ) ≤ 2(ERRpi(Xˆ, Yˆ , Zˆ) +
Rpi(X,Y,Z)), so it suffices to prove (4.18) for ERRpi(Xˆ, Yˆ , Zˆ) and (4.19) for ERR(Xˆ, Yˆ , Zˆ). The
estimate (4.18) for ERRpi(Xˆ, Yˆ , Zˆ) essentially follows by combining Theorem 3.2 and Theorem
4.2. In fact, we see for all sufficiently large N ∈ N that
ERRpi(Xˆ, Yˆ , Zˆ) ≤ 2
[
max
i∈N
(
E[|Xi −Xpii |2] + E[|Yi − Y pii |2]
)
+
N−1∑
i=0
E[|Z¯i − Zpii |2]]τN
+max
i∈N
(
E[|Xˆi −Xpii |2] + E[|Yˆi − Y pii |2]
)
+
N−1∑
i=0
E[|Zˆi − Zpii |2]τN
]
≤ C(ω(τN )2 +Rpi(X,Y,Z) + Epi(Xˆ, Yˆ , Zˆ)),
which finishes the proof of the estimate (4.18).
We then establish the estimate (4.19) for ERR(Xˆ, Yˆ , Zˆ) by following a similar argument as
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that for Theorem 3.1. By using (4.1), we can see that
Epi(Xˆ, Yˆ , Zˆ) = E[|δX0|2] + E[|δYN − (g(XˆN ,PXˆN )− g(XN ,PXN ))|
2]
+ max
i∈N<N
E
[∣∣∣∣δXi+1 − δX0 −
i∑
j=0
∫ tj+1
tj
((
bˆ(tj)− b(t)
)
dt+
(
σˆ(tj)− σ(t)
)
dWt
)∣∣∣∣
2]
+ max
i∈N<N
[∣∣∣∣δYi+1 − δY0 +
i∑
j=0
∫ tj+1
tj
((
fˆ(tj)− f(t)
)
dt− (Zˆj − Zt) dWt
)∣∣∣∣
2]
,
which together with the Lipschitz continuity of g implies that
Epi(Xˆ, Yˆ , Zˆ) ≤ C
(
max
i∈N
E[|δXi|2] + max
i∈N
E[|δYi|2] + max
i∈N<N
(E[|Ai|2] + E[|Bi|2])
)
, (4.20)
with the quantities (Ai, Bi)i∈N<N defined by
Ai :=
i∑
j=0
∫ tj+1
tj
((
bˆ(tj)− b(t)
)
dt+
(
σˆ(tj)− σ(t)
)
dWt
)
,
Bi :=
i∑
j=0
∫ tj+1
tj
((
fˆ(tj)− f(t)
)
dt− (Zˆj − Zt) dWt
)
.
Then, by applying the Cauchy-Schwartz inequality, the Itoˆ isometry and the Lipschitz continuity
of the coefficients, we have for all i ∈ N<N that
E[|Ai|2] ≤ C
i∑
j=0
∫ tj+1
tj
(
E[|bˆ(tj)− b(t)|2] + E[|σˆ(tj)− σ(t)|2]
)
dt
≤ C
N−1∑
j=0
∫ tj+1
tj
(
ω(τN )
2 + E[|Θt − Θˆj|2]
)
dt
≤ C(ω(τN )2 +Rpi(X,Y,Z) + ERR(Xˆ, Yˆ , Zˆ)).
Similarly, we can obtain from all i ∈ N<N that
E[|Bi|2] ≤ C
i∑
j=0
∫ tj+1
tj
(
E[|fˆ(tj)− f(t)|2] + E[|Zˆj − Zt|2]
)
dt
≤ C
N−1∑
j=0
∫ tj+1
tj
(
ω(τN )
2 + E[|Θt − Θˆj|2]
)
dt
≤ C(ω(τN )2 +Rpi(X,Y,Z) + ERR(Xˆ, Yˆ , Zˆ)).
Summarizing all the above estimates, we can conclude the desired upper bound (4.19).
Remark 4.1. As already mentioned above, the quantities ω(τN ) and Rpi(X,Y,Z) will vanish as
the stepsize τN tends to zero, and admit a first-order convergence rate if the decoupling field of
(4.1) satisfies mild regularity conditions. Hence the estimates (4.18) and (4.19) suggest that the a
posteriori error estimator Epi(Xˆ, Yˆ , Zˆ) in (4.2) effectively measures the accuracy of given numerical
solutions for solving (4.1), in particular the performance of the chosen numerical procedure for
approximating the conditional expectations, for all sufficiently small stepsizes.
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We end this section by applying the a posteriori estimates to study the Deep BSDE Solver
proposed in [13, 21, 22] for solving coupled MV-FBSDEs, extended from the original algorithm
for BSDEs in [18]. Roughly speaking, for a given time grid piN of [0, T ] with stepsize τN = T/N
and any given measurable functions y0 : R
n → Rm, zi : Rn → Rm×d, i ∈ N<N , the Deep BSDE
Solver generates the discrete approximation (Xˆi, Yˆi, Zˆi)i∈N<N by following an explicit forward
Euler scheme:
Xˆ0 := ξ0, Yˆ0 := y0(Xˆ0), Zˆi := zi(Xˆi) ∀i ∈ N<N ,
∆Xˆi := b(ti, Xˆi, Yˆi, Zˆi,P(Xˆi,Yˆi,Zˆi))τN + σ(ti, Xˆi, Yˆi, Zˆi,P(Xˆi,Yˆi,Zˆi))∆Wi ∀i ∈ N<N ,
∆Yˆi := −f(ti, Xˆi, Yˆi, Zˆi,P(Xˆi,Yˆi,Zˆi))τN + Zˆi∆Wi ∀i ∈ N<N .
(4.21)
The algorithm then seeks the optimal (yˆ0, {zˆi}i) by minimizing the following terminal loss:
(yˆ0, {zˆi}i) ∈ argmin
(y0,{zi}i)∈C
E[|YˆN − g(XˆN ,PXˆN ))|
2] with C = Y ×
N−1×
i=0
Zi,
where Y is a parametric family of measurable functions from Rn to Rm and (Zi)i∈N<N are para-
metric families of measurable functions from Rn to Rm×d. Note that for simplicity we consider
the exact law P(Xˆi,Yˆi,Zˆi) in (4.21), which in practice will be estimated by particle approximations
(see, e.g., [22]). In the subsequent analysis, we shall denote by (Xˆy,z , Yˆ y,z, Zˆy,z) the numerical
solution generated by (4.21) to emphasize the dependence on (y0, {zi}i) ∈ C.
The following corollary shows that the approximation accuracy of the Deep BSDE Solver can
be measured by the terminal loss, which extends Theorem 1 in [27] to fully coupled MV-FBSDEs.
Corollary 4.4. Suppose (H.1)-(H.2) hold, and the functions in C are of linear growth. Let
(X,Y,Z) ∈ M2(0, T ;Rn × Rm × Rm×d) be the solution to (4.1). Then there exists a constant
C > 0 such that it holds for all sufficiently large N ∈ N and for all (y0, {zi}i) ∈ C that
ERR(Xˆy,z , Yˆ y,z, Zˆy,z) ≤ C(ω(τN )2 +Rpi(X,Y,Z) + E[|Yˆ y,zN − g(Xˆy,zN ,PXˆy,z
N
)|2]), (4.22)
where ERR(Xˆy,z, Yˆ y,z, Zˆy,z) is defined as in (4.3), ω is the modulus of continuity in (H.2) and
Rpi(X,Y,Z) is defined as in (4.5).
Proof. Note that the linear growth of (y0, {zi}i) ∈ C, (H.1(2)), (H.1(3)), and (4.21) imply that
(Xˆy,z, Yˆ y,z, Zˆy,z) ∈ S0N and E[|Yˆ y,zN − g(Xˆy,zN ,PXˆy,z
N
)|2] = Epi(Xˆy,z, Yˆ y,z, Zˆy,z), which enable us to
conclude (4.22) from (4.18) in Theorem 4.3.
Remark 4.2. One can further control the terminal loss by using the approximation accuracy of
(y0, {zi}i) ∈ C, which is important for the convergence analysis of the Deep BSDE Solver. In fact,
for any given (y0, {zi}i) ∈ C, by viewing (2.1) and (4.21) as explicit forward Euler schemes, we
can deduce from (H.1(2)), Gronwall’s inequality and Xˆy,z0 = X
pi
0 = ξ0 that
max
i∈N
(
E[|Xˆy,zi −Xpii |2] + E[|Yˆ y,zi − Y pii |2]
)
≤ C
{
E[|Yˆ y,z0 − Y pi0 |2] +
N−1∑
i=0
E[|Zˆy,zi − Zpii |2]τN
}
,
where (Xpi, Y pi, Zpi) ∈ S0N is the solution to (2.1) defined on piN . Hence, we can obtain by using
Theorems 3.1 and 4.2 that
inf
(y0,{zi}i)∈C
E[|Yˆ y,zN − g(Xˆy,zN ,PXˆy,z
N
)|2] = inf
(y0,{zi}i)∈C
Epi(Xˆy,z , Yˆ y,z, Zˆy,z)
≤ C
(
ω(τN )
2 +Rpi(X,Y,Z) + inf
(y0,{zi}i)∈C
{
E[|Yˆ y,z0 − Y0|2] +
N−1∑
i=0
E[|Zˆy,zi − Z¯i|2]τN
})
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with Z¯i =
1
τN
Ei
[ ∫ ti+1
ti
Zs ds
]
for all i ∈ N<N . The above estimate and Corollary 4.4 suggest that
to show the convergence of the Deep BSDE Solver, it remains to show the trial space C is large
enough such that {(y0(Xˆy,z0 ), {zi(Xˆy,zi )}i) | (y0, {zi}i) ∈ C} can approximate (Y0, {Z¯i}i) arbitrarily
well (up to a time discretization error). A complete analysis of this issue for the coupled MV-
FBSDE (4.1), which requires a careful analysis of the decoupling fields and the nonlinear mapping
(y0, {zi}i) 7→ Xˆy,zi , is beyond the scope of this paper and left to future research.
5 Proof of Theorem 2.1
In this section, we prove Theorem 2.1, which is essential for the a posteriori error estimate of
(2.1) and (4.1).
Lemma 5.1. Suppose the generator (b, σ, f, g) satisfies (H.1), and the generator (b¯, σ¯, f¯ , g¯) sat-
isfies (H.1(3)). Let α, β1, β2 and G be the constants in (H.1(1)), L be the constant in (H.1(2)),
N ∈ N, λ0 ∈ [0, 1], let (φ,ψ, γ), (φ¯, ψ¯, γ¯) ∈ M2(0, T ;Rn × Rn×d × Rm), η, η¯ ∈ L2(FT ;Rm),
ξ0, ξ¯0 ∈ L2(F0;Rm), let (X,Y,Z,M) ∈ SN (resp. (X¯, Y¯ , Z¯, M¯) ∈ SN) satisfy (2.2) defined on
piN corresponding to λ = λ0, the generator (b, σ, f, g) and (φ,ψ, γ, η, ξ0) (resp. the generator
(b¯, σ¯, f¯ , g¯) and (φ¯, ψ¯, γ¯, η¯, ξ¯0)), and let (δX, δY, δZ) = (X−X¯, Y −Y¯ , Z−Z¯), (δφ, δψ, δγ, δη, δξ0) =
(φ− φ¯, ψ − ψ¯, γ − γ¯, η − η¯, ξ0 − ξ¯0). Then it holds for all ε1, ε2, ε3 > 0 that
min{1, α}E[|GδXN |2] +
N−1∑
i=0
E[β2|GδXi|2 + β1(|G∗δYi|2 + |G∗δZi|2)]τN
≤ ε1E[|G∗δY0|2] + 1
4ε1
E[|δξ0|2] + ε2E[|GδXN |2] + 1
4ε2
E[|λ0(g(X¯N ,PX¯N )− g¯(X¯N ,PX¯N )) + δη|2]
+
N−1∑
i=0
E
[
ε2|GδXi|2 + ε3(|G∗δYi|2 + |G∗δZi|2) +
(
1
4ε2
+ τN
)
|λ0(fˆ(ti)− f¯(ti)) + δγi|2
+
(
1
4ε3
+ τN‖G‖2
)
|λ0(bˆ(ti)− b¯(ti)) + δφi|2 + 1
4ε3
|λ0(σˆ(ti)− σ¯(ti)) + δψi|2
]
τN
+ C(G,β1,β2,L)
N−1∑
i=0
E[|δXi|2 + |δYi|2 + |δZi|2]τ2N ,
where C(G,β1,β2,L) is a constant depending only on G,β1, β2, L, and for each i ∈ N , φ = b, σ, f , we
define φˆ(ti) := φ(ti, X¯i, Y¯i, Z¯i,P(X¯i,Y¯i,Z¯i)) and φ¯(ti) := φ¯(ti, X¯i, Y¯i, Z¯i,P(X¯i,Y¯i,Z¯i)).
Proof. Throughout this proof, for each λ ∈ [0, 1] and (t, x, y, z, µ, ν) ∈ [0, 1]×Rn ×Rm ×Rm×d ×
P2(Rn+m+md)× P2(Rn) let bλ(t, x, y, z, µ) = (1− λ)β1(−G∗y) + λb(t, x, y, z, µ), σλ(t, x, y, z, µ) =
(1− λ)β1(−G∗z) + λσ(t, x, y, z, µ), fλ(t, x, y, z, µ) = (1− λ)β2Gx+ λf(t, x, y, z, µ) and gλ(x, ν) =
(1 − λ)Gx + λg(x, ν). Let Θ = (X,Y,Z), Θ¯ = (X¯, Y¯ , Z¯), (δΘ, δX, δY, δZ, δM ) = (Θ − Θ¯,X −
X¯, Y − Y¯ , Z − Z¯,M − M¯), for each t ∈ [0, T ], h = b, σ, f, bλ, σλ, fλ let h(t) = h(t,Θt,PΘt),
hˆ(t) = h(t, Θ¯t,PΘ¯t), δh(t) = h(t)− hˆ(t) and h¯(t) = h¯(t, Θ¯t,PΘ¯t).
Note that we can deduce from (2.2) that δX0 = δξ0, δYN = g
λ0(XN ,PXN )−g¯λ0(X¯N ,PX¯N )+δη,
and for any given i ∈ N<N that
∆(δX)i = (b
λ0(ti)− b¯λ0(ti) + δφi)τN + (σλ0(ti)− σ¯λ0(ti) + δψi)∆Wi (5.1)
∆(δY )i = −[fλ0(ti)− f¯λ0(ti) + δγi]τN + δZi∆Wi +∆(δM)i, (5.2)
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which together with the definition of the backward operator ∆ shows for all i ∈ N<N that
∆〈GδX, δY 〉i = 〈G∆(δX)i, (δY )i〉+ 〈G(δX)i,∆(δY )i〉+ 〈G∆(δX)i,∆(δY )i〉
= 〈G[(bλ0(ti)− b¯λ0(ti) + δφi)τN + (σλ0(ti)− σ¯λ0(ti) + δψi)∆Wi], (δY )i〉
+ 〈G(δX)i,−[fλ0(ti)− f¯λ0(ti) + δγi]τN + δZi∆Wi +∆(δM)i〉
+ 〈G[(bλ0(ti)− b¯λ0(ti) + δφi)τN ],−[fλ0(ti)− f¯λ0(ti) + δγi]τN 〉
+ 〈G[(bλ0(ti)− b¯λ0(ti) + δφi)τN ], δZi∆Wi +∆(δM)i〉
+ 〈G[(σλ0(ti)− σ¯λ0(ti) + δψi)∆Wi],−[fλ0(ti)− f¯λ0(ti) + δγi]τN +∆(δM)i〉
+ 〈G[(σλ0(ti)− σ¯λ0(ti) + δψi)∆Wi], δZi∆Wi〉.
Then, by adding and subtracting the terms bˆλ0(ti), σˆ
λ0(ti) and fˆ
λ0(ti), we can obtain for all
i ∈ N<N that
∆〈GδX, δY 〉i
= 〈G[(δbλ0(ti) + bˆλ0(ti)− b¯λ0(ti) + δφi)τN + (σλ0(ti)− σ¯λ0(ti) + δψi)∆Wi], (δY )i〉
+ 〈G(δX)i,−[δfλ0(ti) + fˆλ0(ti)− f¯λ0(ti) + δγi]τN + δZi∆Wi +∆(δM)i〉
+ 〈G[(δbλ0(ti) + bˆλ0(ti)− b¯λ0(ti) + δφi)τN ],−[δfλ0(ti) + fˆλ0(ti)− f¯λ0(ti) + δγi]τN 〉
+ 〈G[(bλ0(ti)− b¯λ0(ti) + δφi)τN ], δZi∆Wi +∆(δM)i〉
+ 〈G[(σλ0(ti)− σ¯λ0(ti) + δψi)∆Wi],−[fλ0(ti)− f¯λ0(ti) + δγi]τN +∆(δM)i〉
+ 〈G[(δσλ0(ti) + σˆλ0(ti)− σ¯λ0(ti) + δψi)∆Wi], δZi∆Wi〉.
By further introducing the following residual terms Φi, Ψi and Σi:
Φi = 〈G[(σλ0(ti)− σ¯λ0(ti) + δψi)∆Wi], (δY )i〉+ 〈G(δX)i, δZi∆Wi +∆(δM)i〉
+ 〈G[(bλ0(ti)− b¯λ0(ti) + δφi)τN ], δZi∆Wi +∆(δM)i〉
+ 〈G[(σλ0(ti)− σ¯λ0(ti) + δψi)∆Wi],−[fλ0(ti)− f¯λ0(ti) + δγi]τN +∆(δM)i〉,
Ψi = 〈G[(bˆλ0(ti)− b¯λ0(ti) + δφi)τN ], (δY )i〉+ 〈G(δX)i,−[fˆλ0(ti)− f¯λ0(ti) + δγi]τN 〉
+ 〈G[(σˆλ0(ti)− σ¯λ0(ti) + δψi)∆Wi], δZi∆Wi〉,
Σi = 〈G[(δbλ0 (ti) + bˆλ0(ti)− b¯λ0(ti) + δφi)τN ],−[δfλ0(ti) + fˆλ0(ti)− f¯λ0(ti) + δγi]τN 〉,
we have for all i ∈ N<N that
∆〈GδX, δY 〉i = 〈δbλ0(ti)τN , G∗(δY )i〉+ 〈G(δX)i,−δfλ0(ti)τN 〉
+ 〈Gδσλ0(ti)∆Wi, δZi∆Wi〉+Φi +Ψi +Σi.
We then compute E[∆〈GδX, δY 〉i]. By using the definition of the backward operator ∆, and
the fact that M , M¯ are strongly orthogonal to W , we see Ei[∆(δM)i(∆Wi)
∗] = 0 for all i ∈ N<N .
Thus, we can deduce from the adaptedness of the coefficients and the law of iterated expectations
that E[Φi] = 0. Moreover, the property that Ei[∆Wi(∆Wi)
∗] = τN Id implies that
Ei[〈Gδσλ0(ti)∆Wi, δZi∆Wi〉] = Ei[tr(∆Wi(∆Wi)∗(Gδσλ0(ti))∗δZi)] = τNEi[〈δσλ0(ti), G∗δZi)〉],
where we have used the fact that the trace commutes with conditional expectations. Consequently,
for each i ∈ N<N , we have that
E[∆〈GδX, δY 〉i] = τNE[〈δσλ0(ti), G∗δZi〉+ 〈δbλ0(ti), G∗δYi〉+ 〈−δfλ0(ti), GδXi〉]
+ E[Ψi] + E[Σi],
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where we can deduce from the definitions of (bˆλ0 , σˆλ0 , fˆλ0 , gˆλ0) and (b¯λ0 , σ¯λ0 , f¯λ0 , g¯λ0) that
E[Ψi] = τNE
[〈λ0(bˆ(ti)− b¯(ti)) + δφi, G∗δYi〉+ 〈G(δX)i,−[λ0(fˆ(ti)− f¯(ti)) + δγi]〉
+ 〈λ0(σˆ(ti)− σ¯(ti)) + δψi, G∗δZi〉
]
, (5.3)
E[Σi] = τ
2
NE
[〈G[δbλ0(ti) + λ0(bˆ(ti)− b¯(ti)) + δφi],−[δfλ0(ti) + λ0(fˆ(ti)− f¯(ti)) + δγi]〉]. (5.4)
Note that for each λ ∈ [0, 1), the coefficients (bλ, σλ,−fλ) satisfy (H.1(1)) with the same
G,β1, β2. Hence, by summing the above identity over the index i from 0 to N − 1 and applying
the monotonicity condition (H.1(1)), we have that
E[〈GδXN , δYN 〉]− E[〈GδX0, δY0〉]
=
N−1∑
i=0
τNE[〈−δfλ0(ti), GδXi〉+ 〈δσλ0(ti), G∗δZi〉+ 〈δbλ0(ti), G∗δYi〉] + E[Ψi] + E[Σi]
≤
N−1∑
i=0
τNE[−β2|GδXi|2 − β1(|G∗δZi|2 + |G∗δYi|2)] +
N−1∑
i=0
(E[Ψi] + E[Σi]).
Then by rearranging the terms and using the fact that (δX)0 = δξ0,
δYN = g
λ0(XN ,PXN )− gλ0(X¯N ,PX¯N ) + gλ0(X¯N ,PX¯N )− g¯λ0(X¯N ,PX¯N ) + δη,
and the monotonicity of g, we arrive at the estimate that
(1− λ0 + λ0α)E[|GδXN |2] +
N−1∑
i=0
E[β2|GδXi|2 + β1(|G∗δYi|2 + |G∗δZi|2)]τN
≤ E[〈Gδξ0, δY0〉]− E[〈GδXN , gλ0(X¯N ,PX¯N )− g¯λ0(X¯N ,PX¯N ) + δη〉] +
N−1∑
i=0
(E[Ψi] + E[Σi]),
which together with the fact that (1−λ0+λ0α) ≥ min{1, α}, (5.3) and Young’s inequality implies
for all ε1, ε2, ε3 > 0 that
min{1, α}E[|GδXN |2] +
N−1∑
i=0
E[β2|GδXi|2 + β1(|G∗δZi|2 + |G∗δYi|2)]τN
≤ ε1E[|G∗δY0|2] + 1
4ε1
E[|δξ0|2] + ε2E[|GδXN |2] + 1
4ε2
E[|λ0(g(X¯N ,PX¯N )− g¯(X¯N ,PX¯N )) + δη|2]
+
N−1∑
i=0
E
[
ε2|GδXi|2 + ε3(|G∗δYi|2 + |G∗δZi|2) + 1
4ε2
|λ0(fˆ(ti)− f¯(ti)) + δγi|2
+
1
4ε3
(
|λ0(bˆ(ti)− b¯(ti)) + δφi|2 + |λ0(σˆ(ti)− σ¯(ti)) + δψi|2
)]
τN +
N−1∑
i=0
E[Σi].
Finally, it remains to estimate
∑N−1
i=0 E[Σi]. We obtain from (5.4) and Young’s inequality that
E[Σi] = τ
2
NE
[〈G[(δbλ0(ti) + λ0(bˆ(ti)− b¯(ti)) + δφi)],−[δfλ0(ti) + λ0(fˆ(ti)− f¯(ti)) + δγi]〉]
≤ τ2N
(
E
[‖G‖2|δbλ0(ti)|2 + ‖G‖2|λ0(bˆ(ti)− b¯(ti)) + δφi|2 + |δfλ0(ti)|2
+ |λ0(fˆ(ti)− f¯(ti)) + δγi|2
])
,
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where ‖G‖ denotes the spectral norm of G. Moreover, we can deduce from the definitions of
(δbλ0 , δfλ0) and (bˆ, fˆ) and also the assumption (H.1(2)) that
E[|δbλ0(ti)|2] = E[|(1− λ0)β1(−G∗δYi) + λ0(b(ti)− bˆ(ti))|2]
≤ 2(1− λ0)2β21‖G∗‖2E[‖δYi|2] + 8λ20L2E[|δΘi|2],
E[|δfλ0(ti)|2] ≤ 2(1− λ0)2β22‖G‖2E[‖δXi|2] + 8λ20L2E[|δΘi|2],
which together with the fact that λ0 ∈ [0, 1] gives us that E[‖G‖2|δbλ0(ti)|2 + |δfλ0(ti)|2] ≤
CE[|δΘi|2] for a constant C depending on G, β1, β2, L. This finishes the proof of Lemma 5.1.
With Lemma 5.1 in hand, we now establish Theorem 2.1 by separately discussing the following
two cases: (1) m < n, or m = n with β1 > 0; (2) m > n, or m = n with α > 0, β2 > 0.
Proof of Theorem 2.1. Throughout this proof, let N0 ∈ N be a sufficiently large natural num-
ber whose value will be specified later. For each λ ∈ [0, 1] and (t, x, y, z, µ, ν) ∈ [0, 1] × Rn ×
R
m × Rm×d × P2(Rn+m+md) × P2(Rn) let bλ(t, x, y, z, µ) = (1 − λ)β1(−G∗y) + λb(t, x, y, z, µ),
σλ(t, x, y, z, µ) = (1−λ)β1(−G∗z)+λσ(t, x, y, z, µ), fλ(t, x, y, z, µ) = (1−λ)β2Gx+λf(t, x, y, z, µ)
and gλ(x, ν) = (1 − λ)Gx + λg(x, ν). Let N ∈ N ∩ [N0,∞), λ0 ∈ [0, 1], Θ = (X,Y,Z),
Θ¯ = (X¯, Y¯ , Z¯), (δΘ, δX, δY, δZ, δM) = (Θ−Θ¯,X−X¯, Y −Y¯ , Z−Z¯,M−M¯), (δφ, δψ, δγ, δη, δξ0) =
(φ− φ¯, ψ− ψ¯, γ− γ¯, η− η¯, ξ0− ξ¯0), for each t ∈ [0, T ], h = b, σ, f, bλ, σλ, fλ let h(t) = h(t,Θt,PΘt),
hˆ(t) = h(t, Θ¯t,PΘ¯t), δh(t) = h(t) − hˆ(t) and h¯(t) = h¯(t, Θ¯t,PΘ¯t). We also denote by C a generic
constant, which depends only on the constants in (H.1), and may take a different value at each
occurrence.
We start by deriving several a priori estimates based on (5.1) and (5.2). Note that for any
given i ∈ N<N , by using the Cauchy-Schwartz inequality and the Itoˆ isometry, we can deduce
from (5.1) that
E[|δXi+1|2] ≤ 3
(
E[|δX0|2] + T
i∑
j=0
E[|bλ0(tj)− b¯λ0(tj) + δφj |2]τN
+
i∑
j=0
E[|σλ0(ti)− σ¯λ0(ti) + δψi|2]τN
)
≤ 3
(
E[|δX0|2] + 2T
i∑
j=0
E[|δbλ0(tj)|2 + |bˆλ0(tj)− b¯λ0(tj) + δφj |2]τN
+ 2
i∑
j=0
E[|δσλ0(tj)|2 + |σˆλ0(tj)− σ¯λ0(tj) + δψj |2]τN
)
.
Then by using the Lipschitz continuity of b and σ, the inequality thatW22 (PU ,PU ′) ≤ E[|U −U ′|2]
for any U,U ′ ∈ L2(F ;Rn × Rm × Rm×d), Gronwall’s inequality and the fact that δX0 = δξ0, we
see it holds for all N ∈ N and all i ∈ N<N that
sup
i∈N
E[|δXi|2] ≤ C
(
E[|δξ0|2] +
N−1∑
i=0
E[|δYi|2 + |δZi|2]τN
+
N−1∑
i=0
E[|λ0(bˆ(ti)− b¯(ti)) + δφi|2 + |λ0(σˆ(ti)− σ¯(ti)) + δψi|2]τN
)
.
(5.5)
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On the other hand, for each i ∈ N<N , we can obtain from (5.2) that
∆〈δY, δY 〉i = 〈δYi+1,∆(δY )i〉+ 〈∆(δY )i, δYi〉
= 〈δYi+1 + δYi,−[fλ0(ti)− f¯λ0(ti) + δγi]τN + δZi∆Wi +∆(δM)i〉
= 〈2δYi − [fλ0(ti)− f¯λ0(ti) + δγi]τN ,−[fλ0(ti)− f¯λ0(ti) + δγi]τN 〉+ |δZi∆Wi|2 + |∆(δM)i|2
+ 〈2δYi − [fλ0(ti)− f¯λ0(ti) + δγi]τN , δZi∆Wi +∆(δM)i〉
+ 〈δZi∆Wi +∆(δM)i,−[fλ0(ti)− f¯λ0(ti) + δγi]τN 〉+ 2〈∆(δM)i, δZi∆Wi〉.
Then, by taking the expectation and using the fact that the martingale δM is orthogonal to the
martingale W , we have for all i ∈ N<N that
E[|δYi+1|2 − |δYi|2] = E[∆〈δY, δY 〉i]
= E[〈2δYi − (fλ0(ti)− f¯λ0(ti) + δγi)τN ,−(fλ0(ti)− f¯λ0(ti) + δγi)τN 〉]
+ E[|δZi|2τN ] + E[|∆(δM)i|2].
Rearranging the terms and summing over the index give us for all i ∈ N<N that
E[|δYi|2] +
N−1∑
j=i
(
E[|δZj |2τN + |∆(δM)j |2]
)
= E[|δYN |2] +
N−1∑
j=i
E[〈2δYj − (fλ0(tj)− f¯λ0(tj) + δγj)τN , (fλ0(tj)− f¯λ0(tj) + δγj)τN 〉].
(5.6)
We now derive an upper bound of the two terms on the right-hand side of (5.6) separately. One
can see easily from the Lipschitz continuity of g that
E[|δYN |2] = E[|gλ0(XN ,PXN )− gλ0(X¯N ,PX¯N ) + gλ0(X¯N ,PX¯N )− g¯λ0(X¯N ,PX¯N ) + δη|2]
≤ C(E[|XN − X¯N |2] + E[|gλ0(X¯N ,PX¯N )− g¯λ0(X¯N ,PX¯N ) + δη|2])
= C(E[|δXN |2] + E[|λ0(g(X¯N ,PX¯N )− g¯(X¯N ,PX¯N )) + δη|2]).
(5.7)
Moreover, by using the Lipschitz continuity of f and the fact that λ0 ∈ [0, 1], we can obtain for
each i ∈ N<N that,
E[|fλ0(ti)− f¯λ0(ti) + δγi|2] ≤ 2(E[|δfλ0(ti)|2] + E[|fˆλ0(ti)− f¯λ0(ti) + δγi|2])
≤ C(E[|δΘi|2] + E[|fˆλ0(ti)− f¯λ0(ti) + δγi|2])
= C(E[|δΘi|2] + E[|λ0(fˆ(ti)− f¯(ti)) + δγi|2]),
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which, along with Young’s inequality, implies for all ε > 0 that
N−1∑
j=i
E[〈2δYj − (fλ0(tj)− f¯λ0(tj) + δγj)τN , (fλ0(tj)− f¯λ0(tj) + δγj)τN 〉]
≤
N−1∑
j=i
(
1
εE[|δYj |2]τN + εE[|fλ0(tj)− f¯λ0(tj) + δγj |2]τN + E[|fλ0(tj)− f¯λ0(tj) + δγj |2]τ2N
)
≤
N−1∑
j=i
(
1
εE[|δYj |2]τN + C(ε+ τN )
(
E[|δΘj |2]τN + E[|λ0(fˆ(tj)− f¯(tj)) + δγj |2]τN
))
≤ (1ε + C(ε+ τN ))
(
E[|δYi|2]τN +
N−1∑
j=i+1
E[|δYj |2]τN
)
+ C(ε+ τN )
N−1∑
j=i
E[|δZj |2]τN
+ C(ε+ τN )
N−1∑
j=i
(
E[|δXj |2]τN + E[|λ0(fˆ(tj)− f¯(tj)) + δγj |2]τN
)
.
Then by choosing a sufficiently small ε > 0, we see from (5.6) that, there exists K1 ∈ N, depending
only on T and L, such that it holds for all N ∈ N ∩ [K1,∞) and all i ∈ N<N that
E[|δYi|2] +
N−1∑
j=i
E[|δZj |2τN + |∆(δM)j |2]
≤ E[|δYN |2] +C
( N−1∑
j=i+1
E[|δYj |2]τN +
N−1∑
j=i
(
E[|δXj |2]τN + E[|λ0(fˆ(tj)− f¯(tj)) + δγj |2]τN
))
.
Then a direct application of Gronwall’s inequality, the estimate (5.7) and the fact that δM is a
martingale with δM0 = 0 shows that
max
i∈N
E[|δYi|2] +
N−1∑
j=0
E[|δZj |2]τN + E[|δMN |2]
≤ C
(
E[|δXN |2] +
N−1∑
j=0
E[|δXj |2]τN + E[|λ0(g(X¯N ,PX¯N )− g¯(X¯N ,PX¯N )) + δη|2]
+
N−1∑
j=0
E[|λ0(fˆ(tj)− f¯(tj)) + δγj |2]τN
)
.
(5.8)
Now we are ready to establish the desired stability result in Theorem 2.1 by assuming N ∈
N∩ [K1,∞). Note that (H.1(1)) implies that one of the following two cases must be true, i.e., (1)
m < n, or m = n with β1 > 0; (2) m > n, or m = n with α > 0, β2 > 0 (recall that α, β1, β2 ≥ 0,
α+ β1 > 0 and β1 + β2 > 0, hence when m = n, we have either β1 > 0 or α, β2 > 0).
For the first case, the fact that G ∈ Rm×n is full-rank and n ≥ m shows that | · |G∗ : Rm×m′ ∋
x 7→ |G∗x| ∈ R is a norm on Rm×m′ for any m′ ∈ N. Thus the equivalence of norms on Euclidean
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spaces and Lemma 5.1 (with ε3 = β1/2) imply for all ε1, ε2 > 0 that
N−1∑
i=0
E[|δYi|2 + |δZi|2]τN
≤ ε1E[|G∗δY0|2] + C
ε1
E[|δξ0|2] + ε2E[|GδXN |2] + C
ε2
E[|λ0(g(X¯N ,PX¯N )− g¯(X¯N ,PX¯N )) + δη|2]
+
N−1∑
i=0
E
[
ε2|GδXi|2 +C
(
1
ε2
+ τN
)
|λ0(fˆ(ti)− f¯(ti)) + δγi|2
+ C
(
(1 + τN )|λ0(bˆ(ti)− b¯(ti)) + δφi|2 + |λ0(σˆ(ti)− σ¯(ti)) + δψi|2
)]
τN
+ C
N−1∑
i=0
E[|δXi|2 + |δYi|2 + |δZi|2]τ2N .
Observe that there exists K2 ∈ N, depending only on the constants in (H.1), such that we have
for all N ∈ N ∩ [K2,∞) that τNC ≤ 1/2, which implies the above estimate still holds without
the last two terms
∑N−1
i=0 E[|δYi|2+ |δZi|2]τ2N . Then by choosing a small ε2, we can substitute the
above estimate into (5.5) and deduce for all ε1 > 0 that
sup
i∈N
E[|δXi|2] ≤ ε1E[|G∗δY0|2] + C
{
1
ε1
E[|δξ0|2] + E[|λ0(g(X¯N ,PX¯N )− g¯(X¯N ,PX¯N )) + δη|2]
+
N−1∑
i=0
(
E[|λ0(fˆ(ti)− f¯(ti)) + δγi|2]τN + E[|λ0(bˆ(ti)− b¯(ti)) + δφi|2]τN
+ E|λ0(σˆ(ti)− σ¯(ti)) + δψi|2]τN
)}
+ C
N−1∑
i=0
E[|δXi|2]τ2N .
(5.9)
which still holds without the last term C
∑N−1
i=0 E[|δXi|2]τ2N since it holds for all sufficiently large
N that
C
N−1∑
i=0
E[|δXi|2]τ2N ≤ CT sup
i∈N
E[|δXi|2]τN ≤ 12 sup
i∈N
E[|δXi|2].
Then by further substituting (5.9) (with a small ε1) into (5.8), we obtain the desired upper bound
for maxi∈N E[|δYi|2]+
∑N−1
j=0 E[|δZj |2]τN +E[|δMN |2], which together with (5.9) finishes the proof
of the desired stability estimate for the first scenario.
For the alternative case, we see from the fact that G ∈ Rm×n is full-rank and m ≥ n that
| · |G : Rn×m′ ∋ x 7→ |Gx| ∈ R is a norm on Rn×m′ for any m′ ∈ N. Thus the equivalence of norms
32
on Euclidean spaces and Lemma 5.1 (with ε2 = min{1, α, β2}/2) imply for all ε1, ε3 > 0 that
E[|δXN |2] +
N−1∑
i=0
E[|δXi|2]τN
≤ ε1E[|G∗δY0|2] + C
ε1
E[|δξ0|2] + CE[|λ0(g(X¯N ,PX¯N )− g¯(X¯N ,PX¯N )) + δη|2]
+
N−1∑
i=0
E
[
ε3(|G∗δYi|2 + |G∗δZi|2) + C|λ0(fˆ(ti)− f¯(ti)) + δγi|2
+
C
ε3
(
|λ0(bˆ(ti)− b¯(ti)) + δφi|2 + |λ0(σˆ(ti)− σ¯(ti)) + δψi|2
)]
τN
+ C
N−1∑
i=0
E[|δXi|2 + |δYi|2 + |δZi|2]τ2N .
Observe that the term
∑N−1
i=0 E[|δXi|2]τ2N on the right-hand side of the above estimate can be
eliminated for all sufficiently small τN . Then by choosing a small ε3, we can see from (5.8) that
it holds for all sufficiently small τN , ε1 > 0 that
max
i∈N
E[|δYi|2] +
N−1∑
j=0
E[|δZj |2]τN + E[|δMN |2]
≤ ε1E[|G∗δY0|2] + C
{
1
ε1
E[|δξ0|2] + E[|λ0(g(X¯N ,PX¯N )− g¯(X¯N ,PX¯N )) + δη|2]
+
N−1∑
i=0
(
E[|λ0(fˆ(ti)− f¯(ti)) + δγi|2]τN + E[|λ0(bˆ(ti)− b¯(ti)) + δφi|2]τN
+ E|λ0(σˆ(ti)− σ¯(ti)) + δψi|2]τN
)}
.
Hence choosing a small ε1 in the above estimate gives us the desired upper bound for the left-hand
side. We can then conclude from (5.5) the desired stability estimate for the second scenario, which
subsequently finishes the proof of Theorem 2.1.
6 Numerical experiments
In this section, we illustrate the theoretical findings and demonstrate the effectiveness of the
a posteriori error estimator through numerical experiments. We shall study the following linear
coupled MV-FBSDE as in [12, 1]:
dXt = − 1
cα
Yt dt+ σ dWt, t ∈ [0, T ]; X0 = x0, (6.1a)
dYt = −
(
cxXt +
h¯
cα
E[Yt]
)
dt+ Zt dWt, t ∈ [0, T ]; YT = cgXT , (6.1b)
where x0, T, cα, σ, cx, h¯ > 0 are some given constants and W = (Wt)t∈[0,T ] is a one-dimensional
Brownian motion. This equation arises from applying the Pontryagin approach to a linear-
quadratic extended mean field game, in which the representative agent interacts with the law
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of the control instead of the law of their state. Such a model has been used in studying opti-
mal execution problems for high frequency trading, where h¯ represents the impact of a trading
strategy on the market price and cα represents the cost of trading (see Section 4.4.2 of [1] for
interpretations of the remaining parameters). One can easily check by using Young’s inequality
that if the parameters in (6.1) satisfy the relation that −cx + h¯2/(4cα) < 0, then (6.1) satisfies
(H.1) with G = 1, α = cg, β1 = 0 and β2 = cx − h¯2/(4cα) in (H.1(1)).
The linearity of the equation implies that the decoupling field of the process Y is affine, in the
sense that there exist deterministic functions (ηt)0≤t≤T and (ξt)0≤t≤T such that Yt = ηtXt+ ξt for
all t ∈ [0, T ]. Choosing this ansatz for the decoupling field of Y and solving a system of ODEs for
E[Xt] and E[Yt] (see pages 310–312 in [12] for details on these computations), we can obtain for
all t ∈ [0, T ] that
ηt = −cα
√
cx/cα
cα
√
cx/cα − cg − (cα
√
cx/cα + cg)e
2
√
cx/cα(T−t)
cα
√
cx/cα − cg + (cα
√
cx/cα + cg)e
2
√
cx/cα(T−t)
,
ξt =
h¯
cα
∫ T
t
E[Ys]e
− 1
cα
∫ s
t
ηu du ds.
(6.2)
The mean of Yt can also be explicitly expressed as E[Yt] = x0η¯te
− 1
cα
∫ t
0
η¯u du for all t ∈ [0, T ], where
η¯t =
−C
(
e(δ
+−δ−)(T−t) − 1
)
− cg
(
δ+e(δ
+−δ−)(T−t) − δ−
)
(
δ−e(δ+−δ−)(T−t) − δ+)− cgB (e(δ+−δ−)(T−t) − 1)
for t ∈ [0, T ], B = 1/cα, C = Cx and δ± = −D±
√
D2 +BC with D = −h¯/(2cα). The decoupling
field of Y together with the Itoˆ formula further implies that the process Z is deterministic and
can be expressed as Zt = σηt for all t ∈ [0, T ]. These explicit expressions of the decoupling fields
for Y and Z allow us to compare the exact squared L2-error of a given numerical solution with
the a posteriori error estimator, both qualitatively and quantitatively.
To obtain numerical approximations of the solution triple (X,Y,Z), we shall employ a hybrid
scheme consisting of Picard iterations for the decoupling field of Y , an explicit forward Euler
discretization of (6.1a), an explicit backward Euler discretization of (6.1b) and the least-squares
Monte Carlo approximation of conditional expectations (see e.g. [23]), which is similar to the
Markovian iteration scheme proposed in [4] for solving weakly coupled FBSDEs without mean
field interaction.
We now briefly outline the main steps of the numerical procedure for the reader’s convenience.
Let N ∈ N, K ∈ N, piN = {ti}Ni=0 be the uniform partition of [0, T ] with stepsize τN = T/N ,
γ = {γk}Kk=1 be a set of basis functions on R and P ∈ N be the number of Picard iterations. We
shall seek the following approximate decoupling fields on piN :
yˆPi := (αˆ
P
i )
∗γ : R→ R, zˆPi := (βˆPi )∗γ : R→ R, i = 0, . . . , N − 1,
where for each i, αˆPi , βˆ
P
i ∈ RK are some unknown deterministic weights to be determined. After
determining the weights (αˆPi , βˆ
P
i )
N−1
i=0 , we define the approximation (Xˆ
P , Yˆ P , ZˆP ) of the solution
triple (X,Y,Z) as follows: XP0 = x0,
XˆPi+1 := Xˆ
P
i −
1
cα
yˆPi (Xˆ
P
i )τN + σ∆Wi, i = 0, . . . , N − 1, (6.3)
Yˆ PN := cgXˆ
P
N and for each i = 0, . . . , N − 1, Yˆ Pi := yˆPi (XˆPi ) and ZˆPi := zˆPi (XˆPi ). For the present
one-dimensional case, we choose for simplicity a set of local basis functions which are indicators
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of disjoint partitions of a chosen computational domain [xmin, xmax]: we set for each K ≥ 3 that
γ1(x) = 1(−∞,xmin)(x), γK(x) = 1[xmax,∞)(x)
γk+1(x) = 1[xmin+(xmax−xmin) k−1K−2 ,xmin+(xmax−xmin)
k
K−2
)(x), k = 1, . . . ,K − 2.
To compute the weights (αˆPi , βˆ
P
i )
N−1
i=0 , we shall employ Picard iterations with least-squares
Monte Carlo regression, starting with an initial guess (αˆ0i )
N−1
i=0 ∈ RKN of the weights for Y .
Let p ∈ {1, . . . , P}. We assume the approximate decoupling field of Y for the (p − 1)-th Picard
iteration has been determined by yˆp−1 = (αˆp−1)∗γ and consider the p-th Picard iteration. For each
i ∈ {0, . . . , N − 1}, let (∆W λi )Λλ=1 be a family of independent copies of the Brownian increment
∆Wi. We shall first generate Xˆ
p−1,Λ by following (6.3) with the decoupling fields (yˆp−1i )
N−1
i=0 and
the increments (∆W λi )i,λ: Xˆ
p−1,λ
0 = x0,
Xˆp−1,λi+1 := Xˆ
p−1,λ
i −
1
cα
yˆp−1i (Xˆ
p−1,λ
i )τN + σ∆W
λ
i , i = 0, . . . , N − 1, λ = 1, . . . ,Λ, (6.4)
and then employ a backward pass to update the weights (αˆpi , βˆ
p
i )
N−1
i=0 : set yˆ
p
N (x) = cgx for all
x ∈ R, and for all i = N − 1, . . . , 0, let
βˆpi ∈ argmin
β∈RK
Λ∑
λ=1
∣∣∣∣∆W
λ
i
τN
yˆpi+1(Xˆ
p−1,λ
i+1 )− β∗γ(Xˆp−1,λi )
∣∣∣∣
2
,
αˆpi ∈ argmin
α∈RK
Λ∑
λ=1
∣∣∣∣∣yˆpi+1(Xˆp−1,λi+1 ) + τN
(
cxXˆ
p−1,λ
i +
h¯
cα
1
Λ
Λ∑
λ=1
yˆpi+1(Xˆ
p−1,λ
i+1 )
)
− α∗γ(Xˆp−1,λi )
∣∣∣∣∣
2
,
yˆpi := (αˆ
p
i )
∗γ, zˆpi := (βˆ
p
i )
∗γ,
where we have taken a backward implicit discretization for Xt and also replaced E[Yt] in (6.1b)
by the empirical mean in the updating scheme for αˆpi . This procedure is repeated until the last
Picard step (with p = P ), which determines the numerical solution (XˆP , Yˆ P , ZˆP ) as in (6.3).
The error of the above hybrid scheme depends on the number of Picard iterations P , the
number of time steps N , the number of basis functions K and the sample size Λ. We are not
aware of any published a priori error estimates for solutions to (6.1), and even if they were
available, they would almost certainly not be able capture the complicated dependence on these
numerical parameters in a sharp enough way so as to give a complete, practically useful guide on
choosing computationally efficient parameter combinations. In contrast, as we shall see shortly, the
proposed error estimator (4.2) gives a very accurate prediction of the true approximation error
of a given numerical solution, which provides a guidance on the choices of these discretization
parameters. Note that, thanks to the explicit expressions of the true decoupling fields (6.2), we
can express the squared approximation error of a given numerical solution (XˆP , Yˆ P , ZˆP ) on the
grid as
max
0≤i≤N
(
E[|Xi − XˆPi |2] + E[|Yi − Yˆ Pi |2]
)
+
N∑
i=0
E[|Zi − ZˆPi |2]τN
= max
0≤i≤N
(
E[|XMSi − XˆPi |2] + E[|ηtiXMSi + ξti − Yˆ Pi |2]
)
+
N∑
i=0
E[|σηi − ZˆPi |2]τN +O(N−2), (6.5)
where XMS is an approximation of X obtained by using an explicit Euler scheme of (6.1a) (which
coincides with the Milstein scheme here) with the drift term − 1cαYt = − 1cα (ηtXt + ξt), t ∈ [0, T ].
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On the other hand, for a numerical solution (XˆP , Yˆ P , ZˆP ) generated by the above hybrid scheme
on a grid piN , the a posteriori error estimator (4.2) will simplify to
Epi(XˆP , Yˆ P , ZˆP ) = max
0≤i≤N−1
E
[∣∣∣∣Yˆ Pi+1 − Yˆ P0 +
i∑
j=0
((
cxXˆ
P
j +
h¯
cα
E[Yˆ Pj ]
)
τN − Zˆj ∆Wj
) ∣∣∣∣
2]
, (6.6)
which will be used to examine the approximation accuracy without using explicit knowledge of
the exact decoupling fields of Y and Z.
For our numerical experiments, we set the model parameters as x0 = 1, T = 1, cα = 10/3,
σ = 0.7, cx = 2, h¯ = 2, x0 = 1 and cg = 0.3 as in [12] (note that these parameters satisfy
−cx+ h¯2/(4cα) < 0 and hence (H.1) holds). We will also examine the robustness of the estimator
(6.6) by fixing the parameters (x0, T, σ, cx, h¯, cg) and increasing the coupling parameter 1/cα,
whose values will be specified later. Since the forward equation starts with x0 = 1 > 0, we shall
implement the above hybrid scheme with the computational domain [xmin, xmax] = [0, 2] and the
following choices of N,K,Λ as suggested in [3]:
N =
[
2
√
2
j−1
]
, K = max
{⌈√
2
j−1
⌉
, 3
}
, Λ =
[
2
√
2
l(j−1)
]
(6.7)
for j = 2, . . . , 9 and l = 3, 4, 5, where [x] is the nearest integer to x ∈ R and ⌈x⌉ is the smallest
integer not less than x ∈ R. We choose for simplicity the initial guess (αˆ0i )N−1i=0 of the decoupled
field to be the constant matrix 1/K for each K, and specify the number of Picard iterations P
later, which will depend on the value of the coupling parameter 1/cα.
To evaluate (6.5) and (6.6) for a given numerical solution (XˆP , Yˆ P , ZˆP ), represented by the
approximate decoupling fields, we shall simultaneously generate 104 independent sample paths
of XMS and XˆP , and replace the expectations in (6.5) and (6.6) by empirical means over these
sample paths.3 We remark that on the basis of our experiments, 104 sample paths seem to be
sufficiently large for an accurate evaluation of (6.5) and (6.6), since further increasing the number
of sample paths results in negligible differences in the estimated values. All computations are
performed using Matlab R2019b on a 2.30GHz Intel Xeon Gold 6140 processor.
Figure 1 compares the squared L2-errors and the estimated squared errors (by using (6.6)) for
numerical solutions obtained with 5 Picard iterations (i.e., P = 5), and different time steps N
and sample sizes Λ as listed in (6.7). We clearly observe that, for all choices of sample sizes, the
convergence behavior of the estimated error and the true error are almost identical as the time
stepsize tends to zero, which confirms the theoretical results in Theorem 4.3. Moreover, the ratio
of the estimated error to the true error suggests that, for this set of model parameters, the generic
equivalence constant in Theorem 4.3 lies within the range of 0.7 − 1.2, which indicates that the
error estimator predicts the squared approximation error very accurately. By performing linear
regression of the estimated values (the dashed line) against the number of time steps, we can
3 Note that the mean field term E[Yˆ Pj ] appearing in the estimator (6.6) will also be replaced by an empirical mean
based on these forward simulations of XˆP , which, strictly speaking, implies that (6.6) is estimated based on 104
identically distributed but non-independent realizations (also known as an interacting particle system of size 104).
It is possible to recover the independence assumption of the law of large numbers, by further simulating multiple
independent realizations of such particle systems (each of size 104) and then estimating the outer expectation in (6.6)
via an empirical average over these independent realizations (see, e.g., [25]). However, our experiments show that for
such a large number of sample paths, one realization of the particle system is sufficient to evaluate (6.6) accurately,
since different independent realizations of the particle estimators usually lead to negligible variances compared to
other discretization errors, which can be explained by the well-known “propagation of chaos” phenomenon (see,
e.g., [12]). For example, for the numerical solution obtained with ca = 10/3, j = 9 and l = 5, 64 independent
realizations of the particle estimator (each of size 104) estimate the squared L2-error to be 0.07 with a variance of
magnitude 10−6.
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Figure 1: Comparison between the squared L2-error and the a posteriori error estimator with
different time steps and sample sizes (plotted in a log-log scale).
infer without using the analytic solution of (6.1) that the approximation error (in the L2-norm)
converges to zero at a rate of N−0.7 for the cases l = 4, 5, while for l = 3, the approximation error
also converges to zero but with a much slower rate.
Note that for general decoupled FBSDEs, Corollary 1 in [23] suggests choosing the sample
size Λ corresponding to l = 5 in the least-squares Monte Carlo method to achieve a half-order
L2-convergence with respect to the number of time steps N . Our numerical results indicate
that, for the present example, the convergence behaviour is much better than this theoretical
error estimate, possibly due to a better time regularity of the process Z. This suggests that one
can design more efficient algorithms with tailored hyper-parameters based on the error estimator
(6.6). In particular, (6.6) shows that l = 4 leads to the most efficient algorithm among the three
choices of l ∈ {3, 4, 5}. The cheaper algorithm with l = 3 in general results in significantly larger
errors, while the choice l = 5 not only requires a tremendously higher computational cost, but
also achieves almost the same accuracy as the choice l = 4 for sufficiently fine grids; for instance,
with N = 32 time steps, the error estimator predicts increasing l from 4 to 5 will only reduce
the squared error from 0.0586 to 0.0427, and in fact the true squared error only reduces from
0.0822 to 0.0734. To illustrate the computational efforts for the two choices l = 4, 5, we present
the corresponding sample size Λ and computational time with different numbers of time steps in
Table 1.
Table 1: Sample size Λ and computational time with different N and l
N = 23 N = 32
l Sample size Run time Sample size Run time
4 32 768 533s 131 072 3 908s
5 370 728 5 715s 2 097 152 59 338s
37
6 8 11 16 23 32
0.59
0.88
2.54
11.62
Squared L2-error (1/cα = 0.7, l = 5, P = 5)
A posteriori estimator (1/cα = 0.7, l = 5, P = 5)
6 8 11 16 23 32
Number of time steps N
41.06
48.44
119.87
136.17
148.11 Squared L2-error (1/cα = 1.0, l = 5, P = 5)
A posteriori estimator (1/cα = 1.0, l = 5, P = 5)
6 8 11 16 23 32
0.21
0.25
0.59
3.33
14.5
20.22
Squared L2-error (1/cα = 0.7, l = 4, P = 10)
A posteriori estimator (1/cα = 0.7, l = 4, P = 10)
6 8 11 16 23 32
Number of time steps N
27.08
29.58
49.92
98.82
125.36
140.24 Squared L2-error (1/cα = 1.0, l = 4, P = 20)
A posteriori estimator (1/cα = 1.0, l = 4, P = 20)
Figure 2: Robustness of the a posteriori error estimator for different coupling parameters cα
(plotted in a log-log scale); from top to bottom: numerical results with 1/cα = 0.7 and 1/cα = 1.0;
from left to right: numerical results with larger sample size (l = 5) but fewer Picard iterations
(P = 5), and numerical results with smaller sample size (l = 4) but more Picard iterations.
We then proceed to examine the performance of the error estimator for MV-FBSDEs with
stronger coupling, by varying the coefficient 1/cα ∈ {0.7, 1} and keeping the other model param-
eters as above. Figure 2 (left) presents the numerical results obtained by the hybrid algorithm
with 5 Picard iterations (i.e., P = 5) and the discretization parameters N,K,Λ as defined in (6.7)
for j = 4, . . . , 9, l = 5. By comparison with the numerical results for 1/ca = 0.3 (see Figure 1,
bottom), we can clearly observe that as the coupling parameter 1/ca increases, the same choice
of discretization parameters leads to larger approximation errors. The L2-approximation error
decays slowly for the case with 1/cα = 0.7 as the number of time steps N tends to infinity, while
for the case with 1/cα = 1, the approximation errors oscillate around the value 10
2 and do not
show convergence for sufficiently large N . Similar phenomena have been observed in [1, 15, 22],
where the authors found that a stronger coupling between the forward and backward equations
can pose significant numerical challenges such as slow convergence or even divergence of Picard
iterations.
More importantly, we see that the performance of the a posteriori error estimator is very robust
even for a large coupling parameter. Regardless of the convergence of the hybrid algorithm, the
proposed error estimator captures the precise convergence behaviour of the true error starting
from a fairly small number of time steps, and the ratio of the estimated error to the true error
generally stays in the range of 0.7 − 1. This enables us to judge the success of a given choice of
discretization parameters without knowing the analytic solution to the problem. In particular,
the error estimator suggests that for the case with 1/cα ∈ {0.7, 1} and P = 5, the dominating
error stems from other sources (such as the Picard iteration) instead of the time discretization or
the Monte Carlo regression. Hence we cannot expect to significantly improve the approximation
accuracy by keeping the number of Picard iterations fixed and only by further refining the time
grid or enlarging the sample size.
Motivated by the above observation, we carry out the hybrid algorithm with more Picard
iterations (P = 10 for 1/cα = 0.7 and P = 20 for 1/cα = 1) but less simulation samples (l = 4).
Figure 2 (right) presents the numerical results for the discretization parameters N,K,Λ as defined
in (6.7) with j = 4, . . . , 9. One can observe a significant improvement in the algorithm’s efficiency
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for the case with 1/cα = 0.7 (see Figure 2, top-right), where the hybrid algorithm converges with
a rate of N−0.8 for the whole range of time steps, and results in more accurate numerical solutions
with less computational time than the original choice of P = 5, l = 5 (see Figure 2, top-left).
The situation is less clear for the case with 1/cα = 1 (see Figure 2, bottom-right). Although the
error is reduced by half as compared to the choice of P = 5 and l = 5, the error estimator does
not decrease significantly starting from N = 11, which suggests that more Picard iterations or a
better scheme need to be employed for further improvements.
7 Conclusions
This paper proposes an a posteriori error estimator to quantify the approximation accuracy
of given discrete solutions to systems of fully coupled MV-FBSDEs arising from optimization
problems with a large population. The error estimator applies to numerical solutions generated
from an arbitrary time-stepping scheme, an arbitrary numerical procedure for approximating
conditional expectations and an arbitrary discrete approximation of Brownian increments. We
establish that the proposed error estimator is equivalent to the squared L2-error between a given
approximate solution and the true solution in a discrete-time setting, and further demonstrate
that the error estimator can effectively indicate the global approximation accuracy of a given
numerical solution in a continuous-time setting. Numerical examples for an extended mean field
game arising from optimal execution problems are presented to illustrate the theoretical findings
and the practical applicability of the error estimator.
To the best of our knowledge, this is the first paper which carries out rigorous a posteriori
error estimates for systems of fully coupled MV-FBSDEs with arbitrary terminal time. The error
estimates rely on a careful analysis of the corresponding discretized MV-FBSDE, which can be
extended to derive computable Lp-error bounds for fully coupled MV-FBSDEs driven by general
martingales (see e.g. [19]).
A natural next step would be to design efficient numerical algorithms for solving fully-coupled
MV-FBSDEs based on the a posteriori error estimator. We have illustrated in the numerical
experiments that the proposed error estimator can enhance the efficiency of the algorithm by
tailoring the hyper-parameters. One can further develop adaptive strategies for using hierarchical
basis functions in the approximation of conditional expectations.
Another open question is a complete convergence analysis of the Deep BSDE Solver for solving
fully-coupled MV-FBSDEs, which has been recalled in Section 4 (see also [22]). In this paper we
have made an initial step by showing that smaller terminal losses in the Deep BSDE Solver lead
to more accurate solutions. Further research is needed to show an arbitrary small terminal loss
can be attained in the computation, which requires a careful analysis of the decoupling fields of
the MV-FBSDEs.
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