Abstract. Let d > 1. In this paper we show that for an irreducible permutation π which is not a rotation, the set of [λ] ∈ P d−1 + such that the interval exchange transformation f ([λ], π) is not weakly mixing does not have full Hausdorff dimension. We also obtain an analogous statement for translation flows. In particular, it strengthens the result of almost sure weak mixing proved by G. Forni and the first author in [AF]. We adapt here the probabilistic argument developed in their paper in order to get some large deviation results. We then show how the latter can be converted into estimates on the Hausdorff dimension of the set of "bad" parameters in the context of fast decaying cocycles, following the strategy of [AD].
Introduction
An interval exchange transformation, or i.e.t., is a piecewise order-preserving bijection f of an interval I on the real axis. More precisely, I splits into a finite number of subintervals (I i ) i=1,...,d , d > 1, such that the restriction of f to each of them is a translation. The map f is completely described by a pair (λ, π) ∈ R d + × S d : λ is a vector whose coordinates λ i := |I i | correspond to the lengths of the subintervals, and π a combinatorial data which prescribes in which way the different subintervals are reordered after application of f . We will write f = f (λ, π). In the following, we will mostly consider irreducible permutations π, which we denote by π ∈ S 0 d ; this somehow expresses that the dynamics is "indecomposable". Since dilations on λ do not change the dynamics of the i.e.t., we will also sometimes use the notation f ([λ], π), with [λ] ∈ P d−1 + . For more details on interval exchange transformations we refer to Section 3.
A translation surface is a pair (S, ω) where S is a surface and ω some nonzero Abelian differential defined on it. Denote by Σ ⊂ S the set of zeros of ω; its complement S\Σ admits an atlas such that transition maps between two charts are just translations (see Subsection 3.2 for more details on translation surfaces). Interval exchange transformations can be seen as a discrete version of the geodesic flow on some translation surface, also called a translation flow. The introduction of these objects was motivated by the study of the billiard flow on rational polygons, i.e., whose angles are commensurate to π; the relation between these problems is given by a construction called unfolding, which associates a translation surface to such a polygon (see for instance [Z2] ) and makes the billiard flow into some translation flow.
In this paper, we are interested in the ergodic properties of interval exchange transformations on d > 1 subintervals. It is clear that such transformations preserve the Lebesgue measure. In fact this is often the unique invariant measure: Masur in [Ma1] and Veech in [V2] have shown that if the permutation π is irreducible, then for Lebesgue-almost every [λ] ∈ P d−1 + , the i.e.t. f ([λ], π) is uniquely ergodic. As a by-product of our methods, we will see here that in fact, the set of [λ] such that f ([λ], π) is not uniquely ergodic does not have full Hausdorff dimension.
1
In another direction, Katok has proved that i.e.t.'s and suspension flows over i.e.t.'s with roof function of bounded variation are never mixing with respect to Lebesgue measure, see [Ka] . Basically, what mixing expresses is that the position of a point at time n is almost independent of its initial position when n ≥ 0 is large. Let us recall that a measure-preserving transformation f of a probability space (X, m) is said to be weakly mixing if for every pair of measurable sets A, B ∈ X, 
It follows from this definition that every mixing transformation is weakly mixing, and every weakly mixing transformation is ergodic.
2
From the previous discussion, it is therefore natural to ask whether a typical i.e.t. is weakly mixing or not; this point is more delicate except in the case where the permutation π associated to the i.e.t. f (λ, π) is a rotation of {1, . . . , d}, i.e., π(i + 1) ≡ π(i) + 1 mod d, for all i ∈ {1, . . . , d}. Indeed, in this case, the i.e.t. f (λ, π) is conjugate to a rotation of the circle, hence it is not weakly mixing, for every λ ∈ R d + .
It is a classical fact that any invertible measure-preserving transformation f is weakly mixing if and only if it has continuous spectrum, that is, the only eigenvalue of f is 1 and the only eigenfunctions are constants. To prove weak mixing we thus rule out the existence of non-constant measurable eigenfunctions.
Let us recall some previous advances in the problem of the prevalence of weak mixing among interval exchange transformations. Partial results in this direction had been obtained by Katok and Stepin [KS] , who proved weak mixing for almost all i.e.t.'s on 3 intervals. In [V4] , Veech has shown that weak mixing holds for infinitely many irreducible permutations.
The question of almost sure weak mixing for i.e.t.'s was first fully answered by Forni and the first author in [AF] , where the following result is proved:
Theorem (Theorem A, Avila-Forni [AF] ). Let π be an irreducible permutation of {1, . . . , d} which is not a rotation. For Lebesgue almost every λ ∈ R d + , the i.e.t. f (λ, π) is weakly mixing. They also obtain an analogous statement for translation flows.
Theorem (Theorem B, Avila-Forni [AF] ). For almost every translation surface (S, ω) in a given stratum of the moduli space of translation surfaces of genus g > 1, the translation flow on (S, ω) is weakly mixing in almost every direction.
Although translation flows can be seen as suspension flows over i.e.t.'s, the second result is not a direct consequence of the first one since the property of weak mixing is not invariant under suspensions and time changes.
Note that the previous results tell nothing about zero measure subsets of the moduli space of translation surfaces; in particular, the question of weak mixing was still open for translation flows on Veech surfaces, which are exceptionally symmetric translation surfaces associated to the dynamics of rational polygonal billiards. This problem was solved in [AD] by Delecroix and the first author:
Theorem (Theorem 2, Avila-Delecroix [AD] ). The geodesic flow in a non-arithmetic Veech surface is weakly mixing in almost every direction. Indeed, the set of exceptional directions has Hausdorff dimension less than one.
The proof of almost sure weak mixing in [AF] is based on some parameter exclusion; however this reasoning is not adapted to the particular case of translation flows on Veech surfaces. In [AD] , the authors have developed another strategy to deal with the problem of prevalent weak mixing, based on considerations on Hausdorff dimension and its link to some property that we refer to as 2. Indeed, mixing holds when we can take J(A, B) = ∅ in (1). For ergodicity, if the set A is f -invariant, the choice B = A in (1) yields that A has either full or zero measure.
fast decay in what follows (see Subsection 2.4 for the definition).
In the present paper, we improve the "almost sure" statement obtained in [AF] ; the proof we give owes much to the ideas developed in [AF] and [AD] . Our main result is the following.
Theorem A. Let d > 1 and let π ∈ S 0 d be an irreducible permutation which is not a rotation; then the set of
is not weakly mixing has Hausdorff dimension strictly less than d − 1.
We also get a similar statement for translation flows. Let d > 1, and π ∈ S 0 d which is not a rotation; we consider the translation flows which are parametrized by a pair (h, [λ] ) ∈ H(π) × P d−1 + , where dim(H(π)) = 2g (we refer to Subsection 3.3 for a definition). By [AF] we know that the set of (h, [λ] ) ∈ H(π) × P d−1 + such that the associate flow is weakly mixing has full measure. Here we obtain
such that the associate translation flow is not weakly mixing has Hausdorff dimension strictly less than 2g + d − 1.
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Outline
The property of weak mixing we are interested in concerns the dynamics of some i.e.t. f on the interval I, or in other terms, phase space. But f is parametrized by ([λ] , π) ∈ P d−1 + × S 0 d and we will see that it is possible to define a dynamics on the space of parameters as well. The so-called Veech criterion gives a link between the property of weak mixing for phase space and the dynamics of some cocycle in parameter space.
Indeed, "bad" parameters, i.e. corresponding to i.e.t.'s which are not weakly mixing, can be detected through a cocycle (T, A) derived from the Rauzy cocycle. For a parameter [λ] [λ] . In [AF] , typical meant "almost everywhere"; following the strategy developed by Delecroix and the first author in [AD] , we show here that this holds actually for every [λ] but for a set whose Hausdorff dimension is not maximal, which is stronger.
The study of the weak-stable lamination of (T, A) was done in [AF] . To achieve this, and given δ > 0, m ∈ N, the authors introduce the set W δ,m ([λ]) of vectors h with norm less than δ and such that the iterates
The analysis is based on the following process: given a little segment J near the origin, its image by the cocycle may again contain a point near some element c ∈ Z d . When c = 0, the corresponding line is called a trivial child of J. Else, we translate the image of J by −c to bring it back to the origin, and we call this new segment a non-trivial child of J. Note that there may be several non-trivial children. The goal of the study is to show that for most [λ] , this process has finite life expectancy, that is, the family generated by a line is finite.
A key ingredient in the "local" analysis near the origin is the existence of two positive Lyapunov exponents for surfaces of genus at least 2. For a fixed segment not passing through the origin, the biggest Lyapunov exponent is responsible for the growth of the length of its iterates by the cocycle, while the second biggest generates a drift that tends to kick them further away from the origin.
The second part of the argument corresponds to a "global" analysis which handles the fact that points near the origin may become close to another integer element under cocycle iteration. To address this point, Forni and the first author have developed a probabilistic argument. Choose a finite set S of matrices such that for a typical parameter [λ] , the proportion of integers k ≥ 0 such that A(T k ([λ])) ∈ S is big. Since the set S is finite, it is possible to ensure that when the matrix we apply belongs to S, the only potential child is trivial, and moreover, such an element kicks each line further from the origin by at least a given factor. It follows that for a typical [λ] and for every line J, the process has finite life expectancy: for every δ > 0 and every line J, there exists some
In the present paper, we adapt the estimates obtained in [AF] to show that for every line J, the measure of the set of [λ] such that the process survives up to time m goes to zero exponentially fast with respect to m:
for some constants C, κ, ρ > 0. We give here a proof of this fact using a general large deviations result obtained in [AD] .
But by [AD] , we know that the decay of the volumes µ(Γ m δ (J)) can be converted into a bound on the Hausdorff dimension of ∩ m Γ m δ (J). Since these sets are intimately related to the weakstable lamination, we thus get a control of the Hausdorff dimension of "bad" parameters [λ], which concludes.
For the case of translation flows, we use the parametrization (h, [λ] ) that comes from Veech's zippered rectangle construction. For a fixed parameter h and any integer m ≥ 0, as for interval exchange transformations, we can estimate the measure of the set of "bad" parameters [λ] at time m; this allows us to construct a cover of this set of parameters. Then, if we consider some h exponentially close to h, then for any "bad" parameter [λ ], we have two cases: either the iterates of the cocycle grow very fast (by some large deviations result, this happens very rarely), or [λ ] belongs to some piece of the cover constructed for h; in other terms, the previous cover can be taken locally constant with respect to h. Thus for each integer m ≥ 0, we obtain a cover of "bad" parameters (h, [λ] ) at time m, and we can then estimate the Hausdorff dimension of non weakly mixing parameters.
Background
As we have explained, the property of weak mixing for i.e.t.'s is related to the dynamics of a cocycle (T, A) defined in parameter space. An important fact is that the map T we consider has a property called bounded distortion; indeed it is crucial for the probabilistic argument that we outlined, in particular to get some large deviations result. In this section, we will see that under some assumptions, it can be checked when the map T is obtained by restriction to a simplex compactly contained in the projective space. Another important point is that the cocycle (T, A) is fast decaying; we will recall this notion and see how it can be used to give a bound on the Hausdorff dimension of certain sets.
Strongly expanding maps
Let (∆, µ) be a probability space and T : ∆ → ∆ a measurable transformation preserving the measure class of µ. We say T is weakly expanding if there exists a partition (modulo 0) {∆ (l) , l ∈ Z} of ∆ into sets of positive measure, such that for all l ∈ Z, T maps ∆ (l) onto ∆, T (l) := T ∆ (l) is invertible and the pull-back (T (l) ) * µ is equivalent to µ ∆ (l) . Let Ω be the set of all finite words with integer entries. Given l = l 0 . . . l n−1 ∈ Ω, we denote by |l| := n its length; we also define ∆ l :=
We say that T is strongly expanding if for some K > 0,
Lemma 2.1. Let T be strongly expanding and Y ⊂ ∆ with µ(Y ) > 0; the following bounded distortion property holds:
2.2. Projective transformations
A projective contraction is the projectivization of some matrix B ∈ GL(d, R) with non-negative entries; in particular, the associate transformation takes P 
is invertible and its inverse is the restriction of a projective contraction. Then T preserves a probability measure µ which is absolutely continuous with respect to Lebesgue measure and has a density which is continuous and positive in ∆. Moreover, T is strongly expanding with respect to µ.
Cocycles
Let (∆, µ) be a probability space. A cocycle is a pair (T, A), where T : ∆ → ∆ and A : ∆ → GL(d, R) are measurable maps; it can be viewed as a linear skew-product (x, w)
Assume that T : ∆ → ∆ is strongly expanding with respect to a partition {∆ (l) } l∈Z of ∆, and that the σ-algebra of µ-measurable sets is generated (mod 0) by the ∆ l 's. For n ≥ 0, we define µ n := 1 n n−1 k=0 T k * µ and take ν a weak-star limit of (µ n ). Then ν is an ergodic probability measure which is invariant by T .
Given
We say that (T, A) is locally constant if for all l ∈ Z, A ∆ (l) is a constant A (l) . In this case, for all l ∈ Ω, = l 1 . . . l n , we set
Fast decay
Let (∆, µ) be a probability space. Assume that T is weakly expanding with respect to a partition {∆ (l) } l∈Z of ∆ and that the cocycle (T, A) is locally constant. As in [AD] , T is fast decaying if there exist C 1 > 0, α 1 > 0 such that
and we say that A is fast decaying if there exist C 2 > 0, α 2 > 0 such that
In particular, fast decay of A implies that the cocycle (T, A) is log-integrable. If both T and A are fast decaying we say that the cocycle (T, A) is fast decaying.
Hausdorff dimension
Let X be a subset of a metric space M . Given d ∈ R + , its d−dimensional Hausdorff measure is defined as follows:
where the infimum is taken over all countable covers {U
Fast decay & Hausdorff dimension
Let ∆ P d−1 + be a simplex, and assume that T : ∆ → ∆ satisfies the hypotheses of Lemma 2.2.
Theorem 2.4 (Theorem 27, Avila-Delecroix [AD] ). Assume that T is fast decaying and take α 1 > 0 as in (5). For n ≥ 1, let X n ⊂ ∆ be a union of ∆ l with |l| = n, and define X := lim inf n→∞ X n . If
Interval exchange transformations and renormalization algorithms
Following the notations of [MMY] and [AGY] , we recall some classical notions of the theory of interval exchange transformations (see also [Via] , [V4] ). In particular, we give the definition of Rauzy induction and renormalization procedures. The rough idea is the following: given an i.e.t. f , we look at the first-return map induced by f on some subintervals that are chosen smaller and smaller. This allows us to accelerate the dynamics in phase space in order to capture asymptotic behaviors such as weak mixing. But each return map is itself an i.e.t., and the corresponding changes of parameters define a dynamics in parameter space. We also recall some classical notions on translation surfaces and translation flows, which are a continuous counterpart to i.e.t's. By Veech's "zippered rectangles" construction, it is possible to suspend any i.e.t. to a flow on a translation surface, which is obtained by gluing rectangles on each subinterval and performing certain identifications between them. In the space of "zippered rectangles", the extension of Rauzy induction can be seen as a cocycle, called the Rauzy cocycle. Similarly it is possible to define a cocycle over Rauzy renormalization map, and we will see that by considering first-return maps to a simplex compactly contained in P d−1 + , it induces a cocycle (T, A) with better properties: indeed, T has bounded distortion and (T, A) is fast decaying.
Interval exchange transformations
Let A be an alphabet on d > 1 letters, and let I ⊂ R be an interval having 0 as left endpoint. We choose a partition {I α } α∈A of I into subintervals which we assume to be closed on the left and open on the right. In the following, we denote R
+ . An interval exchange transformation, or i.e.t., is a bijection of I defined by two data:
(1) A vector λ = (λ α ) α∈A ∈ R A + whose coordinates correspond to the lengths of the subintervals: for every α ∈ A, λ α := |I α |. We also define |λ| := α∈A λ α , so that I = I λ := [0, |λ|).
. . , d}, * = t, b, prescribing in which way the subintervals I α are ordered before and after the application of the map. The bijections π * can be viewed as one top and one bottom rows, where the elements of A are displayed in the order (π
We sometimes identify π with its monodromy invariantπ :
and call it a permutation. We denote by S(A) the set of all such permutations, and by S 0 (A) the subset of irreducible ones, that is π ∈ S 0 (A) if and only if for every 1 ≤ k < d, the set of the first k elements in the top and in the bottom rows do not coincide.
Given a permutation π ∈ S 0 (A), and for * = t, b, we define linear maps Ω *
Set
is the map associated with the translation vector w := Ω π (λ); in other terms,
Two i.e.t.'s obtained one from another by a dilation on the length parameter λ have the same dynamical behavior; therefore, one can projectivize λ to [λ] ∈ P A + and consider f ([λ], π).
Translation surfaces
A translation surface is a compact Riemann surface S endowed with some nonzero Abelian differential ω. Let Σ ⊂ S be the set of zeros, or singularities of ω. For each s ∈ Σ, denote by κ s the order of s as a zero. For any p ∈ S\Σ, there exists a chart defined in the neighborhood of p such that in these coordinates, ω simply writes down as dz. The family of such charts on S\Σ forms an atlas for which transition maps correspond to translations in R 2 . Moreover, every singularity s has a punctured neighborhood isomorphic via a holomorphic map to a finite cover of a punctured disk in R 2 , and such that in this chart ω becomes z κs dz. The form |ω| defines a flat metric on S with conical singularities at Σ. The total angle around a singularity s is 2π(κ s + 1). The total area of the surface is given by |ω| 2 < ∞. Normalized translation surfaces are those for which |ω| 2 = 1.
For each θ ∈ R/2πZ, the directional flow in the direction θ is the flow φ S,θ t : S → S obtained by integration of the unique vector field X θ such that ω(X θ ) = e iθ . In local charts, ω = dz and we have φ S,θ t (z) = z + te iθ for small t, so directional flows are also called translation flows. The (vertical) flow of (S, ω) is the flow φ S,π/2 . Translation flows are not defined at the zeros of ω and hence not defined for all positive times on backward orbits of the singularities. The flows φ S,θ t preserve the volume form i 2 ω ∧ ω and the ergodic properties of translation flows we will discuss are with respect to this measure.
Let us recall some results which hold for an arbitrary translation surface: the directional flow is minimal except for a countable set of directions [Ke] , the translation flow is uniquely ergodic except for a set of directions of Hausdorff dimension at most 1/2 [KMS] , [Ma2] , and the translation flow is not mixing in any direction [Ka] .
It is known that for a genus one translation surface, translation flows are never weakly mixing. The same property holds for the branched coverings of genus one translation surfaces, which form a dense subset of translation surfaces. However, Forni and the first author [AF] have proved that for almost every translation surface of genus at least two, the translation flow is weakly mixing in almost every direction.
Considering translation surfaces of genus g modulo isomorphism, one gets the moduli space of Abelian differentials, denoted by M g . It is possible to define a flow (g t ) t∈R on this space, called the Teichmüller flow : its action on an Abelian differential ω = (ω) + i (ω) is given by g t · ω := e t (ω) + ie −t (ω). By fixing the order of zeros as an unordered list κ of positive integers, one defines strata M g,κ ⊂ M g . We also denote by M 1 g,κ ⊂ M g,κ the hypersurface corresponding to normalized surfaces. Each stratum is an orbifold of finite dimension. For each connected component C of some M 1 g,κ , there is a well-defined probability measure µ C in the Lebesgue measure class which is invariant by the Teichmüller flow; it is called the Masur-Veech measure. The implicit measure-theoretical notions above refer to this measure.
Given a translation surface (S, ω), a separatrix is a geodesic line for the metric |ω| starting from a singularity in Σ; it is called a saddle connection when the separatrix connects two singularities and has its interior disjoint from Σ. The first-return map to some separatrix for the vertical flow is an interval exchange transformation. Conversely, it is possible to suspend any interval exchange transformation to a translation flow by a construction we now briefly recall.
Veech's "zippered rectangles" construction
Let A be an alphabet on d > 1 letters. Given (λ, π) ∈ R A + × S 0 (A), Veech's construction allows to suspend the i.e.t. f (λ, π) to a suspension flow on a translation surface S. We consider the convex
Let Ω π be the map defined in Subsection 3.1, and set
For any h ∈ H + (π) and α ∈ A, we define rectangles above (resp. below) top (resp. bottom) subintervals by:
The surface S is obtained by performing appropriate gluing operations on the union of those rectangles. The initial i.e.t. f corresponds to the first-return map to the transversal I of the vertical flow in S.
Denote byπ the monodromy invariant, and let σ π be the permutation on {0, . . . , d} defined by
For i, j ∈ {0, . . . , d}, we denote i ∼ j if i and j belong to the same orbit under σ π . Then the quotient space Σ(π) := {0, . . . , d}/ ∼ is in one-to-one correspondence with the set of singularities of S. Moreover, for every s ∈ Σ(π), let b s ∈ R d be the vector defined by
where χ s denotes the characteristic function of s. We define Υ(π) := {b s , s ∈ Σ(π)}. Let us recall the following result.
coincides with the annulator of the subspace of R A spanned by Υ(π):
is the genus of the suspension surface S, and H(π) can be identified with the absolute homology H 1 (S, R) of S.
Rauzy classes
Let π ∈ S 0 (A). We denote by α(t) (resp. α(b)) the last element of the top (resp. bottom) row. We define two bijections of S 0 (A) as follows; the reason why we consider these transformations will become clear in the next subsection. The top operation t maps π to the permutation
We define a Rauzy class to be a minimal non-empty subset of S 0 (A) which is invariant under t and b. Given a Rauzy class R, the corresponding Rauzy diagram has its vertices in R and is formed by arrows mapping π ∈ R to t(π) or b(π). The set of all paths in this diagram is denoted by Π(R).
Rauzy induction and renormalization procedures
We now recall the definition of two procedures first introduced by Rauzy in [R] (see also Veech [V1] ). Let R ⊂ S 0 (A) be some Rauzy class, and let (λ, π) ∈ R A + × R. We denote by α(t) (resp. α(b)) the last element of the top (resp. bottom) row of π. Assume that λ α(t) = λ α(b) and set := |λ| − min(|λ α(t) |, |λ α(b) |). The first-return map of f (λ, π) to the subinterval [0, ) ⊂ I λ is again an i.e.t.; it is the map f (λ (1) , π (1) ), where the parameters (λ (1) , π (1) ) ∈ R A + × R are defined as follows:
, we let γ(λ, π) be the top (resp. bottom) arrow starting at π, and we set α := α(t) (resp. α := α(b)).
(1) is the end of the arrow γ(λ, π).
This motivates a posteriori the introduction of the top and bottom operations. The map Q R : (λ, π) → (λ (1) , π (1) ) defines a dynamical system in parameter space, and is called the Rauzy induction map.
Since Q R commutes with dilations on λ, it projectivizes to a map to be independent over Q. We will always assume it implicitely in the following. Since the set of rationally dependent [λ] ⊂ P A + has dimension d − 2, it is not a limitation for our estimates.
admits an ergodic conservative infinite absolutely continuous invariant measure µ, unique in its measure class up to a scalar multiple. Its density is a positive rational function.
The Rauzy cocycle
We denote by E αβ the elementary matrix (δ iα δ jβ ) 1≤i,j≤d . Let R ⊂ S 0 (A) be a Rauzy class. We associate with any path γ ∈ Π(R) a matrix B γ ∈ SL(A, Z). The definition is by induction:
• If γ is a vertex, we set B γ := 1 d .
• If γ is an arrow labeled by t, we define B γ :
• If γ is an arrow labeled by b, we define B γ := 1 d + E α(t)α(b) .
• If γ is obtained by concatenation of the arrows γ 1 , . . . , γ m , then set B γ := B γm . . . B γ1 .
Let us stress the following useful fact. Assume that (λ, π) ∈ R A + × R belongs to the domain of Q n R , n ≥ 1, and that the application of Q n R follows the path γ.
In particular, if γ starts at π, then we have
With the notations of Subsection 3.5, we define
, the map Q R extends in the following way:
It describes the way "zippered rectangles" are reordered after application of Rauzy induction; in particular, it leaves the translation structure unchanged. Recall that
We thus obtain an integral cocycle B R (λ, π) H(π) over Rauzy induction, called the Rauzy cocycle.
It is easy to see that if
+ ×R , which we will also call the Rauzy cocycle.
Recurrence for R R , bounded distortion and fast decay
We choose here A = {1, . . . , d} for some integer d > 1, and denote S Lemma 3.4. The map T preserves a probability measure µ with respect to which it is strongly expanding, hence has bounded distortion.
Proof. We have seen that ∆ P
γ ·∆ of positive Lebesgue measure. For each such γ, T ∆γ maps ∆ γ bijectively onto ∆, and its inverse h γ is the restriction of the projective contraction B * γ . Since ∆ P d−1 + , Lemma 2.2 tells us that the map T preserves a probability measure µ which is absolutely continuous with respect to Lebesgue measure. Moreover, T is strongly expanding with respect to µ, and it also has bounded distortion by Lemma 2.1.
In the following we consider the probability measure µ given by Lemma 3.4
Lemma 3.5. The map T is fast decaying.
Before giving the proof, we need to recall a fact from [AGY] . In this paper, Gouëzel, Yoccoz and the first author investigate the properties of a flow defined as a suspension over R R . The set ∆ × {π} can be seen as a transverse section for the flow; moreover, the first-return time function r ∆ : ∆ → R + ∪ {∞} of this flow to ∆ × {π} satisfies: for any γ ∈ Π(R) π ,
Their analysis implies the following result.
Theorem 3.6 (Theorem 4.7, Avila-Gouëzel-Yoccoz [AGY] ). The map r ∆ has exponential tails, i.e., there exists σ 0 > 0 such that
By Markov inequality, it follows that for any r ≥ 0,
They also obtain the following distortion estimate.
Lemma 3.7 (Lemma 4.6, Avila-Gouëzel-Yoccoz [AGY] ). There exists a constant C > 0 such that for any path
Proof of Lemma 3.5. Let γ ∈ Π(R) π . The Jacobian of h γ at the point λ ∈ ∆ is given by
Let ε > 0 and assume that µ(∆ γ ) ≤ ε. If λ 0 ∈ ∆ is chosen such that r ∆ • h γ is maximal in λ 0 , then from (14), we see that
where we have set C(∆) := ln(µ(∆)) d
. By (13), we obtain a constant C (∆) such that for any λ ∈ ∆,
If we choose r := − (12), we thus get
with C 1 := Ae 
We deduce from what precedes that
where we have set C 2 := C 1 C α1 0 > 0 and α 2 := α 1 > 0, which concludes.
We have seen that for the transformation T to be well defined, we have to restrict ourselves to the (full-measure) subset ∆ 1 ⊂ ∆. Similarly, for every n ≥ 1, let ∆ n be the domain of T n and denote by ∆ ∞ := n∈N ∆ n the subset of points in ∆ which come back to ∆ infinitely many times.
To conclude this part, we will explain why it is not a limitation to consider only points in ∆ ∞ , since it will not affect the result on Hausdorff dimension we aim to show. It follows in fact from a result of Delecroix and the first author that we now recall, and which tells us that the set of escaping points has small Hausdorff dimension.
Proposition 3.9 (Theorem 29, Avila-Delecroix [AD] ). Let ∆ be a simplex in P d−1 + admitting a partition {∆ (l) } l∈Z , and let T : ∆ → ∆ be a map with bounded distortion and such that for every l ∈ Z, T ∆ (l) is a projective transformation. Assume that T is fast decaying with fast decay constant
General weak mixing for interval exchange transformations & translation flows

Weak mixing for interval exchange transformations
Let d > 1 be an integer and recall that S 0 d := S 0 ({1, . . . , d}). Our main result is the following.
Theorem 4.1. Let π ∈ S 0 d be an irreducible permutation which is not a rotation; then the set of
As recalled in the introduction, weak mixing for the interval exchange transformation f is equivalent to the non-existence of non-constant measurable solutions φ : I → C to the following equation:
for any t ∈ R. This is equivalent to the following two conditions:
• f is ergodic;
• for any t ∈ R\Z, there is no nonzero measurable solution φ : I → C to the equation
Let π satisfying the assumptions of Theorem 4.1. The proof follows three steps:
(1) Using fast decay and results of [Ma1] and [V2] , we show that the set of [λ] such that f ([λ], π) is not ergodic does not have full Hausdorff dimension. (2) We then adapt a theorem of Veech [V4] to deal with the case where (1, . . . , 1) / ∈ H(π) (the genus-one case is a particular instance of it). (3) The case where g > 1 and (1, . . . , 1) ∈ H(π) is addressed by adapting the probabilistic argument contained in [AF] to get some estimate on the Hausdorff dimension of "bad" parameters.
Unique ergodicity of interval exchange transformations
+ with rationally independent coordinates, we consider f = f (λ, π) : I → I. Let us denote by M f := {µ, f * µ = µ} the set of invariant measures; recall that the map µ → (µ(I i )) i=1,...,d is a linear isomorphism between M f and the set
From this fact, Veech (see Proposition 2.13, [V1] ) deduces that f ([λ], π) is uniquely ergodic as soon as there exists n ≥ 1 such that all the coefficients of B R n ([λ], π) are positive, and for infinitely many
The first point is handled in [MMY] , §1.2.3-1.2.4. In this work the authors show that for an i.e.t. which satisfies Keane's condition, there exists an integer n ≥ 1 such that all the coefficients of B R n ([λ], π) are positive. We won't detail the definition of Keane's condition; just recall that it is implied by our assumption on the coordinates of [λ] to be rationally independent. Moreover, a result due to Keane states that any i.e.t. satisfying this condition is topologically minimal, that is, the orbit of any point is dense.
Take n ≥ 1 such that all the coefficients of B × {π} is in the forward orbit of a point in ∆ × {π}, so it is enough to estimate the dimension of parameters which belong to ∆ × {π} and that do not come back infinitely many times to it. As in Subsection 3.7, we consider the map T : ∆ → ∆ induced by R R on ∆; we have seen that it has bounded distortion and that it is fast decaying for some constant α 1 > 0 (see (5) 
Veech criterion for weak mixing
An important ingredient to handle the case where t / ∈ Z in the second and the third steps detailed above is provided by the so-called Veech criterion for weak mixing, whose statement we now recall. 
In the context of weak mixing of i.e.t.'s, it is especially interesting to apply Veech criterion in the particular case where h = (1, . . . , 1) (see Equation (15) Proposition 4.6 (Proposition 6.5, Veech [V4] ). With notations and assumptions as above, suppose that h ∈ R d is such that there exists an infinite set E of natural numbers satisfying
Then h · b s ∈ Z for all s ∈ Σ(π), where b s is defined as in Subsection 3.3. By expansiveness of Rauzy renormalization we know that it is sufficient to estimate the dimension of non-recurrent parameters which belong to ∆. As in Subsection 3.7, let T : ∆ → ∆ be the map induced by R R on ∆; we have seen that it has bounded distortion and fast decay. By Proposition 3.9, we deduce that the set ∆\∆ ∞ of [λ] ∈ ∆ such that the orbit of ([λ], π) under R R visits ∆×{π} finitely many times has Hausdorff dimension strictly less than d − 1. Veech criterion together with Proposition 4.6 thus imply: 
for some non-constant measurable function φ :
The analogous statement was a key ingredient in the proof by Veech of Theorem 4.4. Proof of Theorem 4.5. Take π ∈ S 0 d , and assume that it satisfies (1, . . . , 1) ∈ H(π). By definition, H(π) = Span(Υ(π)) ⊥ , hence for some s ∈ Σ(π), we have (1, . . . , 1) · b s ∈ Z\{0} (recall that b s has integral coordinates). Then, Lemma 3.1 tells us that in fact, (1, . . . , 1) · b s = ±1. Let [λ] belong to the subset of P d−1 + for which the conclusion of Theorem 4.7 holds. We know that its complement does not have full Hausdorff dimension. If f = f ([λ], π) is not weakly mixing, then either f is not ergodic or else there exists some nonintegral t ∈ R and a nontrivial measurable solution to Equation (19) for f and h := (t, . . . , t). The first case was handled in Subsection 4.1.1. Assume now that we are in the second case. By choosing s as previously, Theorem 4.7 implies that t(1, . . . , 1) · b s = h · b s ∈ Z. But we also have (1, . . . , 1) · b s = ±1, and by definition, t ∈ R\Z, a contradiction.
The case where g = 1 is contained in the preceding theorem. Indeed, it is easy to see that under the hypothesis that π is not a rotation, our study amounts to considering the case where π is as follows:
. Theorem 4.5 enables us to improve a previous result due to Katok and Stepin in [KS] . Here is the new statement. To prove Theorem 4.1, it remains to deal with the case where g > 1 and (1, . . . , 1) ∈ H(π). The reason why we wanted to get rid of the genus one case is the following: the restriction of the Rauzy cocycle to H(π) has g positive Lyapunov exponents; in particular we have at least two positive exponents when g > 1. As explained in the outline, this fact is central in the argument developed in [AF] and that we are going to adapt in what follows. By Veech criterion, the result we want to prove is implied by the following theorem:
Theorem 4.9. Let R ⊂ S 0 d be a Rauzy class with g > 1, let π ∈ R and let h ∈ H(π). Let
for some t ∈ R such that th ∈ Z d has Hausdorff dimension strictly less than d − 1.
For the problem of weak mixing of i.e.t.'s, and as we have already said, we are especially interested in applying this result to h = (1, . . . , 1). Moreover, the above statement deals with th / ∈ Z d ; indeed, the case where (t, . . . , t) ∈ Z d is related to Equation (15) with t an integer, and this part of the study was carried out in Subsection 4.1.1.
Proof. Fix π ∈ R and h ∈ H(π). Let U ⊂ P (20) for some t ∈ R such that th ∈ Z d . We will reduce the statement to an analogous one, but for a cocycle with better properties.
We may assume that U intersects P + . We have seen that the set of points whose orbit under R R does not visit ∆ × {π} infinitely many times does not have full Hausdorff dimension so that we can restrict ourselves to points in the complement of this set. Let T : ∆ → ∆ be the map induced by R R on ∆. From Lemma 3.4 we know that T has bounded distortion, which will be crucial for the following.
Let ∆ ∞ denote the subset of [λ] ∈ ∆ to which we can apply T infinitely many times.
, where r([λ]) denotes the first-return time of ([λ] , π) to ∆ × {π} under R R . Lemma 3.8 tells us that the cocycle (T, A) is fast decaying. Moreover, (T, A) is locally constant, integral and log-integrable (the last point follows from fast decay of A as was remarked in Subsection 2.4). We also see that Θ :
and
, and the coefficients of the matrices (A n ([λ])) n are positive and go to infinity (see [MMY] , §1.2.3-1.2.4).
In terms of the cocycle (T, A), Equation (20) can be rewritten:
Let us denote by J h the line spanned by h. In particular, for each "bad" parameter [λ] we have
denotes the weak-stable space for {A n ([λ])} n≥0 . Let then
In Section 6.1 we exhibit a set E h depending only on h (in fact on the line J h ) and such that t∈R, th ∈Z d E t,h ⊂ E h . Theorem 4.9 follows from the next result, whose proof is deferred to Subsection 6.1.
Theorem 4.10. We have HD(E h ) < d − 1.
Proof of Theorem 4.1
Using the previous results, we give here the proof of Theorem 4.1. Let R ⊂ S 0 d and take π ∈ R an irreducible permutation which is not a rotation.
is not weakly mixing. If (1, . . . , 1) ∈ H(π), then Theorem 4.5 gives the result. Let us then consider the case where g > 1 and (1, . . . , 1) ∈ H(π). As we have said, the fact that f is not weakly mixing means that either it is not ergodic or that for some t ∈ R\Z, there is a nonzero measurable solution
By Theorem 4.2, we know that f ([λ], π) is uniquely ergodic, hence ergodic, but for a set of [λ] with non-full Hausdorff dimension. It thus remain to deal with Equation (24) for t ∈ Z. Assume (24) holds for some nonzero φ and t ∈ Z. Let U R be the open set given by Veech criterion (Theorem 4.3), that we apply here with this choice of t and h = (1, . . . , 1) ∈ H(π). We take a connected component ∆ × {π} ⊂ U R of the domain of R n R , n 1, such that ∆ P d−1 + , and we consider the cocycle (T, A) where T : ∆ → ∆ is the map induced by Rauzy renormalization, and A is induced by the Rauzy cocycle B R H(π) . We know from Theorem 3.9 that we can restrict ourselves to the set ∆ ∞ of [λ] to which we can apply T infinitely many times since the set of escaping points does not have full Hausdorff dimension. By Veech criterion, (24) implies that
hence [λ] ∈ E t,h with our previous notations. We deduce that [λ] ∈ E h = E (1,...,1) , but by Theorem 4.10, the latter does not have full Hausdorff dimension, which concludes.
Weak mixing for flows
Special flows
Any translation flow on a translation surface can be regarded, by considering its return map to a transverse interval, as a special flow (suspension flow) over some interval exchange transformation with a roof function constant on each subinterval.
Let F = F (h, λ, π) be the special flow over the i.e.t. f = f (λ, π) with roof function specified by the vector h ∈ R d + , that is, the roof function is constant equal to h i on the subinterval I i = I λ i , for all i ∈ {1, . . . , d}. It is possible to see that if F is a translation flow then necessarily h ∈ H(π). As for interval exchange transformations, we can projectivize the length data λ.
As explained earlier, the phase space of F is the union of disjoint rectangles D :
and the flow F is completely determined by the conditions F s (x, 0) = (x, s), x ∈ I i , s < h i , F hi (x, 0) = (f (x), 0), for all i ∈ {1, . . . , d}. Weak mixing for the flow F is equivalent to the non-existence of non-constant measurable solutions φ : D → C to φ(F s (x)) = e 2πits φ(x), for any t ∈ R, or, in terms of the i.e.t. f , (1) f is ergodic; (2) for any t = 0 there are no nonzero measurable solutions φ : I → C to Equation (17). + , where H(π) has dimension 2g. As for i.e.t.'s, we want to prove that the set of (h, [λ] ) ∈ H(π) × P d−1 + such that the corresponding flow is not weakly mixing has Hausdorff dimension strictly less than 2g + d − 1. If we look at Theorem 4.11, the point is that the Hausdorff dimension of a product is not necessarily less than the sum of the Hausdorff dimension of the two factors.
4 Considering the return map to a transverse interval, and by Veech criterion, it is enough to show the following. 
has Hausdorff dimension strictly less than 2g + d − 1.
Again we restrict ourselves to a simplex ∆ P d−1 + , and we define a cocycle (T, A), where T : ∆ → ∆ is the map induced by Rauzy renormalization. We let
It is then sufficient to show the following result, which is proved in Subsection 6.2.
Theorem 4.13. We have HD(F) < 2g + d − 1.
Study of the weak-stable lamination
5.1. The probabilistic argument of Avila and Forni [AF] As in [AF] , we consider here an abstract locally constant integral cocycle (T, A). We also assume that T has bounded distortion 5 , and that (T, A) is fast decaying; as we have already seen, this implies that (T, A) is log-integrable. Let Θ ⊂ P d−1 + be a compact set adapted to (T, A) (see (21) and (22) for the definition). We define J = J (Θ) to be the set of lines in R d , parallel to some element of Θ and not passing through 0.
Recall the definition of the weak-stable lamination associated to the cocycle (T, A) at some point x ∈ ∆:
where
For 0 < δ < 1/10 and n ≥ 0, we define
For every such δ and for all w ∈ W s (x), we see that there exists n 0 ≥ 0 such that for every n ≥ n 0 , there exists c n (
Recall that Ω denotes the set of all finite words with integer entries. For any 0 < δ < 1/10 and l ∈ Ω, let φ δ (l, J) be the number of connected components of the set
. If J ∈ J , we let J denote the distance between J and 0. Given J with J < δ and l ∈ Ω, let J l,1 , . . . , J l,φ δ (l,J) be all the lines of the form
Remark 5.1. We define φ δ (l) := sup J∈J φ δ (l, J). It is clear that by making δ → 0, non-trivial children become rarer, which means that for any (fixed) l ∈ Ω, the function δ → φ δ (l) is nondecreasing. We see that there exists some δ l > 0 such that for δ < δ l , we have φ δ (l) = 0. (l) , and since A is locally constant, it is possible to associate to each x ∈ ∆ a word
. We call such a l m (x) a "slice" of x. To each slice l m (x) of x corresponds the matrix A lm(x) = A N (T mN (x)). The integer N enables us to accelerate the process so as to "see" the Lyapunov exponents.
In order to study the weak-stable lamination, Forni and the first author introduced the following process. Given x ∈ ∆, δ > 0 and a line J with J < δ, we apply successively the matrices (A lm(x) ) m to J and estimate the number of children at each step. A priori this number might grow exponentially fast; in fact the probability that this process survives up to time m goes to zero exponentially fast with m as we will see.
Given 0 < η < 1/10, select a finite set Z ⊂ Ω N of big measure:
Since the cocycle is locally constant and log-integrable, there exists 0 < η 0 < 1/10 such that for 0 < η < η 0 ,
which will ensure that in average, matrices with label in Z overcome the others. Moreover, since Z is finite, it is possible by Remark 5.1 to ensure that for each J ∈ J , when the matrix we apply to J is labeled by a word in Z, then the only potential child is trivial. But the existence of at least two positive Lyapunov exponents generates a drift that makes each child further from the origin than the original line was. Therefore, if we can do so that a typical x ∈ ∆ has enough slices in Z, then the previous process has good chances to have finite life expectancy.
For every m ≥ 0, we define
It is the set of points for which the above process will last a minimum of m steps. The main result of this section is the following.
Proposition 5.2. There exists N 0 ∈ N\{0} such that for N > N 0 , we may find constants C > 0, κ > 0 and ρ > 0 such that for every J ∈ J ,
Note that the dependence in J in the previous expression is quite reasonable: the process will survive longer if the initial line J is chosen close to the origin, that is, when J is small.
To prove Proposition 5.2, we condition the probabilities according to whether we are in Z or not: given measurable sets X, Y ⊂ ∆ such that µ(Y ) > 0, and with the notations of Section 2, let
We introduce functions ψ, Ψ to encode whether slices belong to Z or not. More precisely, let ψ : Ω N → Z be such that ψ(l) = 0 if l ∈ Z, and ψ(l) = ψ(l ) whenever l = l and l, l ∈ Z. We denote byΩ N the set of all words whose length is a multiple of N . Let then Ψ :
Let ρ > 0. For each d ∈ Ω, |d| = m, we define C(d) ≥ 0 as the smallest number such that
Note that
The following technical estimate is the key step in the proof of Proposition 5.2.
Lemma 5.3 (Claim 3.7, Avila-Forni [AF] ). There exists N 0 ∈ N\{0} such that for N > N 0 , if Z ⊂ Ω N and 0 < η < η 0 are taken such that (25) and (26) hold, then there exists ρ 0 (Z) > 0 such that for 0 < ρ < ρ 0 (Z), and for 0 < δ < 1/10 sufficiently small, we have for any
This means that at each occurrence of a slice in Z, the previous quantity decreases by at least a given factor. Therefore, if the behavior of matrices with label in Z is prevalent, it follows that for a typical infinite word 
Large deviations: proof of Proposition 5.2
At this point we fix N > N 0 , Z ⊂ Ω N , 0 < η < η 0 , 0 < ρ < ρ 0 (Z) and 0 < δ < 1/10 in such a way that the assumptions of Lemma 5.3 are satisfied; we also assume that δ is small enough such that
This ensures that on average, the behavior of words in Z prevails. For any x ∈ ∆, we let
For each k ∈ N, we define the random variable
and we set S m := m−1 k=0 X k . From (31) and the T −invariance of µ, we get: for every k ≥ 0,
6. By (25) and (26), the left hand side is less than
Since T is ergodic, Birkhoff's ergodic theorem implies that for almost every x ∈ ∆, lim sup
It follows that for almost every x ∈ ∆, there exists m 0 such that for m ≥ m 0 we have C m (x) < e mα 2 . Define E m := {x ∈ ∆, C m (x) ≥ e mα 2 }. We show the following large deviations result for C m :
Lemma 5.4. There exist β < 1 and C > 0 such that µ(E m ) ≤ Cβ m .
To prove this result, we will use a general estimate obtained in [AD] and that we now recall. Let U : ∆ → ∆ be a transformation with bounded distortion with respect to the reference measure µ, let ν be the invariant measure, and (U, B) a locally constant cocycle over U . The expansion constant of (U, B) is the maximal c ∈ R such that for all v = 0 and almost every x ∈ ∆,
The following theorem tells us that the measure of points which exhibit anomalous Lyapunov behavior at time n decays exponentially fast with n.
Theorem 5.5 (Theorem 25, Avila-Delecroix [AD] ). Assume that B is fast decaying. For every c < c, there exist C 3 > 0, α 3 > 0 such that for every unit vector v,
Proof of Lemma 5.4. With the notations introduced before, we define the cocycle (U, B), where
. Note that the map U has bounded distortion.
Since Z is finite, for n big enough, |B (l) | 0 ≥ n implies that l ∈ Ω N \Z, and it follows from the definition of γ that |B = −α.
We apply Theorem 5.5 with c := −α/2 < c to get C 3 > 0, α 3 > 0 such that µ{x ∈ ∆, B m (x) ≤ e c m } ≤ C 3 e −α3m .
Since e Sm(x) = (B m (x)) −1 , the last inequality gives
By definition, ln C m (x) ≤ S m (x), hence µ(E m ) = µ({x ∈ ∆, C m (x) ≥ e From (29) and the formula of total probability, we thus get
which concludes the proof of Proposition 5.2.
6. End of the proof of weak mixing 6.1. Weak mixing for i.e.t.'s: proof of Theorem 4.10
We conclude here the proof of Theorem 4.10. We consider the cocycle (T, A) defined in Subsection 4.1.4. Note that it meets all the assumptions made in Section 5. Since T is fast decaying, it is also legitimate to use the results of Subsection 2.6 to convert Proposition 5.2 into an estimate on Hausdorff dimension. With the notations introduced in Subsection 5.1, let Θ := P 6.2. Weak mixing for flows: proof of Theorem 4.13
We consider the cocycle (T, A) introduced in Subsection 4.3.2. Recall that by Subsection 3.7, we know that there exists a probability measure µ for which T has the property of bounded distortion; we denote by {∆ (l) } l∈Z the associate partition. Moreover, the cocycle (T, A) is fast decaying. Let L > 0 be the maximal Lyapunov exponent, i.e., L := lim n→+∞ 1 n ∆ ln A n (x) dµ(x). In the next proposition, we estimate the measure of the set of points with anomalous Lyapunov behavior, that is, those for which the iterates of the cocycle (T, A) grow too fast. This large deviations result follows from fast decay of the cocycle and almost independence, which itself is implied by bounded distortion.
Proposition 6.2. For any L > L, there exist C, ξ > 0 such that for every n ≥ 0, µ({x ∈ ∆ | A n (x) ≥ e Ln }) ≤ Ce −ξn .
Proof. For any (x, n) ∈ ∆×N, we set I(x, n) := 1 n ln A n (x) ; similarly, for any word l ∈ Ω of length n, we set I(l) := 1 n ln A l . By definition of L and L, and by bounded distortion (see Subsection 2.1 for the definition), there exist n 0 ≥ 0 and θ > 0 such that for any l ∈ Ω, any n ≥ n 0 , we have
Given an integer n ≥ 0 and a word l ∈ Ω, let us consider the function F n,l : t → ∆ e tn(I(x,n)− L) dµ l (x) (we just write F n when l = ∅); it is well defined by fast decay of A. Moreover, we have F n0,l (0) = 1 and F n0,l (0) ≤ −n 0 θ < 0. Therefore there exist δ 0 , ξ 0 > 0 such that for any l ∈ Ω, we have F n0,l (δ 0 ) ≤ e −ξ0n0 and for any 0 ≤ n < n 0 , F n,l (δ 0 ) ≤ 2e −ξ0n .
By definition, for any two words l, l , we have µ(
. Besides, for any x ∈ ∆ and integers n, n ≥ 0, we have (n + n )I(x, n + n ) ≤ nI(x, n) + n I(T n (x), n ). Let n ≥ 0 be any integer. We deduce that Therefore, for any n ≥ 0, considering the euclidean division n = kn 0 + r of n by n 0 , with k ≥ 0 and 0 ≤ r < n 0 , we obtain F n (δ) ≤ e −kξ0n0 · 2e −ξ0r ≤ 2e −ξ0n . We conclude by noting that µ{x ∈ ∆ | A n (x) ≥ e Ln } ≤ F n (δ 0 ) ≤ 2e −ξ0n .
We now come to the proof of Theorem 4.13. Fix 0 < δ < 1/10 sufficiently small. With the notations introduced in Subsection 4.3.2, let (h, [λ]) ∈ F; we denote J h := Span(h), and 
Fix n ≥ 0, and take (M, c) ∈ SL(d, Z) × Z d such that J = J M,c (h) := M · J h − c ∈ J h . We know from Proposition 5.2 that there exist constants C, κ, ρ > 0 such that for any m ≥ 0, µ (T −n (Γ m δ (J))) ≤ Ce −κm J −ρ . Recall that we denote by L the maximal Lyapunov exponent of (T, A). Given L > N L, let X m := {x ∈ ∆ | A mN (x) ≥ e L m }; by Proposition 6.2, we know that µ(T −n (X m )) ≤ Ce −ξm for certain constants C, ξ > 0. Then the proof of Theorem 2.4
