1 Introduction
==============

Owing to the rapid advances in DNA-sequencing technologies, human genomic studies, such as genome-wide association studies (GWASs) have been increasingly used to identify the genetic variants susceptible to human diseases ([@btaa478-B11]; [@btaa478-B19]). Meanwhile, many computational methods have been developed to enhance the sensitivity and statistical power of GWAS ([@btaa478-B20]). Among them, the linear mixed model (LMM) aims to explain the variation of a target phenotype in a population by a mixture of fixed effects (variables of interests) and random effects (unknown variables), which are shown to improve the identification rate of potentially causal variants of human disease ([@btaa478-B10]). However, LMM is designed for quantitative traits (e.g. blood pressure), and cannot be directly applied to categorical phenotypes. The generalized linear mixed model (GLMM) extends the LMM to support both categorical and quantitative phenotypes, and thus were frequently used in GWAS (e.g. for binary case--control studies or ordered disease stages; [@btaa478-B21]). In a generic setting, a GLMM can be constructed using human genomic data (i.e. genotypes inferred from genome sequences) from a cohort of phenotyped human individuals, which requires data analysts to have direct access to the individual-level genomic data for every member in the cohort. In practice, it may be of great biomedical interest to assemble a large cohort of human genomes from multiple studies of the same disease for GWAS (often referred to as the *meta-analysis*; [@btaa478-B1]; [@btaa478-B13]; [@btaa478-B24]). For this purpose, the genomic data need to be collected and stored across several institutions, since it is difficult to move the data to a central site due to the challenges in data transmission (large data size), privacy protection (personal human genomic data are identifiable and thus sensitive) and the restriction of institutional data disclosure policy. As a result, privacy-preserving algorithms should be in place to enable computation on distributed genomic data without sharing individual-level genomic variants.

In the past decade, privacy-preserving algorithms have been developed for protecting various statistical methods, including survival analyses \[e.g. using the Cox model ([@btaa478-B3]; [@btaa478-B18]; [@btaa478-B35])\], missing data imputation ([@btaa478-B12]) and logistic regression ([@btaa478-B33]). These algorithms follow the same *collaborative* computation approach, where the computation for targeted statistical methods is partitioned depending on the required input data: some computation is done on the locally retained genomic data to obtain often less-sensitive intermediate results, whereas the other computation is performed on a central server using the intermediate results as the input. As a step forward on this direction, in this article, we present a privacy-preserving method for constructing a GLMM using a collaborative Expectation--Maximization (EM) algorithm that combines the Metropolis--Hasting (MH) algorithm in the E-step and the Newton--Raphson (NR) algorithm in the M-step to estimate parameters of the GLMM. We partition the computation for both the MH and the NR algorithm into the *private* and *joint* components, which are carried out by each participating party, whose intermediate results are then combined by a central server. The resulting collaborative EM algorithm is mathematically equivalent to the original EM algorithm (i.e. commonly used in GLMM model construction [@btaa478-B2]. We implemented the collaborative GLMM (cGLMM) algorithm in R, and evaluated its performance using both simulated and real-world human genome data. The results show that the collaborative EM algorithm is efficient, and also accurate. We note that the cGLMM method can be applied to other biomedical computation tasks where privacy-preserving approaches are needed, e.g. for building predictive models of human diseases using diagnostic information retrieved from patients' Electronic Health Records (EHRs) that are held by multiple medical institutions but cannot be shared outside each respective institution.

2 Materials and methods
=======================

2.1 Background
--------------

### 2.1.1 Generalized linear mixed model

In an LMM, the outcome is a continuous variable. In GWAS, however, the outcome is often categorical, e.g. the binary outcome representing disease or healthy in a case-control study. The GLMM extends LMM by incorporating a link function to convert a continuous outcome into a categorical outcome ([@btaa478-B21]). Here, we use the logit function: $f(z) = \text{log}\,\frac{z}{1 - z}$ as the link function to deal with the binary outcome often used in the case-control GWAS: $$\text{log}\,\left( \frac{\left. P(Y = 1 \middle| X) \right.}{\left. 1 - P(Y = 1 \middle| X) \right.} \right) = \beta X + Zu,$$where *X* represents fixed effects and *Z* represents the random effect, whereas *β* and *u* are the coefficients for the fixed and the random effects, respectively.

Below, we summarize the EM algorithm for GLMM parameter estimation from a total of *N* input records, each with the given fixed and random effects as well as the desirable outcome (0 or 1). Let *T* be the number of random effect categories and *M* be the number of fixed effect variables. We consider $t \in \lbrack 1,\ldots,T\rbrack$ as one of the random effect categories, and $m \in \lbrack 1,\ldots,M\rbrack$ as one of the fixed effect variables. For the convenience of presenting the privacy-preserving EM algorithm for parameter estimation in the next section, here we assume each random effect category contains the equal number of *P* input records (thus, $N = T \times P$), and $p \in \lbrack 1,\ldots,P\rbrack$ indexes each record. Our implementation does not have this constraint and allows for each category to contain different number of records. Hence, the outcomes for all records can be represented as a *response matrix*, $$\mathbf{Y} = \begin{bmatrix}
Y_{11} & Y_{1,2} & \cdots & Y_{1,P} \\
Y_{2,1} & Y_{2,2} & \cdots & Y_{2,P} \\
 \vdots & \vdots & \ddots & \vdots \\
Y_{T,1} & Y_{T,2} & \cdots & Y_{T,P} \\
\end{bmatrix}$$

The input random effects are represented as, $$\mathbf{Z} = {\lbrack\begin{array}{llll}
Z_{1} & Z_{2} & \cdots & Z_{T} \\
\end{array}\rbrack}^{\top}$$

*Z* is a vector with length *T*. For *i*th element *Z~i~* ($i \in \left\{ 1,2,\ldots,T \right\}$) is sampled from a normal distribution $N(0,\sigma)$. Note that different with most notation of GLMM, We remove 'Membership matrix' *u* by reshape input matrix *X* as [Equation (4)](#E4){ref-type="disp-formula"}. For example, in (4) *X*~1~ is the first fixed effect variable. It is a matrix which has *T* rows, where *T* is number of levels of random effect. So for the *i*th row of *X*~1~, all the record has same random effect level, so that they are all correspond to *Z~i~* which is the level of random effect of *i*th record. It different from most notation in GLMM, but this is the only notation way that we think can elaborate cGLMM. Throughout the rest of this article, we will use $X_{t,p,m}$ to represent the *m*th input fixed effect values in *t*th level of random effect, *p*th record, and use $Y_{t,p}$ to represent the desirable outcomes, where $X_{t,p}$ is a *M*-dimensional vector (as shown below), and $Y_{t,p} \in {\{{0,1}\}}$ is the binary outcome \[as shown on (3)\]. $$\begin{matrix}
{\mathbf{X}_{1} = \begin{bmatrix}
X_{1,1,1} & X_{2,1,1} & \cdots & X_{P,1,1} \\
X_{1,2,1} & X_{2,2,1} & \cdots & X_{P,2,1} \\
 \vdots & \vdots & \ddots & \vdots \\
X_{1,T,1} & X_{2,T,1} & \cdots & X_{P,T,1} \\
\end{bmatrix}} \\
 \vdots \\
{\mathbf{X}_{M} = \begin{bmatrix}
X_{1,1,M} & X_{2,1,M} & \cdots & X_{P,1,M} \\
X_{1,2,M} & X_{2,2,M} & \cdots & X_{P,2,M} \\
 \vdots & \vdots & \ddots & \vdots \\
X_{1,TM} & X_{2,T,M} & \cdots & X_{P,T,M} \\
\end{bmatrix}} \\
\end{matrix}$$*m*th fixed effect is a *T *×* P* matrix, denote as *X~m~*. So the corresponding fixed effect coefficients *β* are represented in an *M*-dimensional vector, $$\beta = {\lbrack\begin{array}{llll}
\beta_{1} & \beta_{2} & \cdots & \beta_{M} \\
\end{array}\rbrack}^{\top}$$

We use an EM algorithm to estimate the parameters (*Z* and *β*) of an optimal GLMM: in the M-step, given the current latent variables (*σ*), we compute the fixed effect coefficients *β* by using the NR algorithm, and in the E-step, we compute the latent variables (*σ*) based on the current model parameters *β* by using the MH algorithm. The EM algorithm iterates between these two steps until convergence.

Specifically, in the MH algorithm, we started from randomly selected *σ~i~* for each category *i*, and then sample random effects $\mathbf{Z} = (z_{1},\ldots,z_{T})$, where each *z~i~* is randomly sampled from $N(0,\sigma)$. Then in each MH sampling step, we first sample new random effects $z\prime$ in the neighborhood of $z \in \mathbf{Z}$ based on the current $N(0,\sigma)$, and then compute a *proposal* probability *A* between $z\prime$ and *z* using the current model parameters *β* to decide if *z* should be replaced by $z\prime$ in **Z** for the next step. The proposal function is defined as $$A\left( {\mathbf{z},\mathbf{z}^{\prime}} \right) = \min\left( {1,\frac{p^{*}\left( \mathbf{z} \right)q\left( \mathbf{z}^{\prime} \right)}{p^{*}\left( \mathbf{z}^{\prime} \right)q\left( \mathbf{z} \right)}} \right) \in \lbrack 0,1\rbrack$$where $p^{*}( \cdot )$ is the likelihood of random effect according to the current GLMM model, and $q( \cdot )$ represents the likelihood of observing a record according to the current $N(0,\sigma)$. Specifically, $A(z^{\prime},z)$ can be written as ([@btaa478-B20]): $$A\left( {z,z^{\prime}} \right) = \min\left\{ {1,e^{\sum_{p = 1}^{P}Y_{p}{({z^{\prime} - z})}}\prod_{p = 1}^{P}\frac{1 + e^{\beta X_{p} + z}}{1 + e^{\beta X_{p} + z^{\prime}}}} \right\}$$

Let *M*~MH~ be the total number of sampling steps in the MH algorithm, which can be set to between 500 and 1000. After we complete *M*~MH~ iterations, the variance of the final samples are used to compute the updated *σ*. The details of the MH algorithm will be further illustrated in Section 2.3, when we present the privacy-preserving version of the GLMM construction algorithm.

In the M-step of the EM algorithm, we use the NR algorithm to compute the fixed effect coefficients *β* based on the current random effects **Z** and the parameters *σ* (updated in the E-step). NR is a second-order optimization algorithm, which uses the first-order derivative to choose the optimization direction, and the second-order derivative to choose the step length. Comparing with the first-order optimization algorithms, the NR algorithm takes fewer steps to converge. Specifically, in each NR iteration *i*, *β* is updated by $$\beta_{i} = \beta_{i - 1} + f\prime \cdot H^{- 1}$$where the first-order derivative $f\prime$ and the Hessian matrix *H* can be computed by $$\begin{matrix}
{f^{\prime} = \sum_{t = 1}^{T}{\sum_{p = 1}^{P}\left\lbrack {Y_{t,p}X_{t,p} - \frac{X_{t,p}e^{\beta X_{t,p} + Z_{t}}}{1 + e^{\beta X_{t,p} + Z_{t}}}} \right\rbrack}} \\
\text{and} \\
{H = - \sum_{t = 1}^{T}{\sum_{p = 1}^{P}\frac{X_{t,p}^{2}e^{\beta X_{t,p} + Z_{}}}{{(1 + e^{\beta X_{t,p} + Z})}^{2}}}} \\
\end{matrix}$$

We use a threshold *ϵ* to determine if the optimization converges, i.e. the NR algorithm terminates when the distance between the *β*s from two consecutive steps is smaller than *ϵ*. The details of the NR algorithm will be illustrated in Section 2.4.

2.2 Privacy-preserving GLMM construction on horizontally partitioned data
-------------------------------------------------------------------------

In this article, we consider a scenario of collaborative computation for privacy-preserving GLMM construction, where each of the collaborative parties (e.g. medication institutions) holds a sensitive dataset (e.g. the genotypes from a cohort of human individuals including disease patients and healthy controls) and attempts to build a GLMM model collaboratively without sharing its raw dataset to the other parties. This scenario is often referred to as the collaborative computation on *horizontally* partitioned data ([@btaa478-B14]; [@btaa478-B30]), where each participating party holds the *complete records* from a subset of subjects, whereas, in a different scenario called *vertically* partitioned data ([@btaa478-B17]), each participating party holds a different portion of records from the same set of subjects that can be matched among all parties. The general idea of collaborative computation is to partition a target algorithm (e.g. to construct the GLMM) into two parts: the first part of *private* computation can be performed on the partial data held by each participating party that generate intermediate results required for the second part of computation, and the second part *joint* computation has to be performed on a central server using the intermediate results from the private computation of all parties. In this scenario, the central server is considered to be *semi-trusted* (honest-but-curious), and thus the sensitive raw data cannot be directly sent to the central server by each participating party.

In practice, collaborative algorithms for many tasks (e.g. uncertainty quantification; [@btaa478-B26]) have been developed. In many cases, they involved multi-round communications where in each round, not only the intermediate results were transferred from each party to the central server for the joint computation, but the intermediate results from joint computation needs to be sent back to each party for the next round of private computation. Notably, the collaborative computation for building a machine learning model is also referred to as the *federated learning* approach ([@btaa478-B16]), which aims to save the cost of transferring a large amount of training data among participating parties while protecting the privacy of sensitive training data. In some cases, the intermediate results may carry sensitive information and thus can be used to infer the presence of a record (e.g. by using a re-identification attack ([@btaa478-B8]). In these cases, the joint computation should be performed by using encryption protocols (e.g. homomorphic encryption (HE[@btaa478-B9]; [@btaa478-B31]), or in a trusted execution environment (TEE; [@btaa478-B25]).

Consider the input data matrix *X* containing the fix effects (e.g. the genotypes) on a total of *N* records (disease patients) in each of the *T* random effect categories ([Fig. 1a](#btaa478-F1){ref-type="fig"}). In the horizontal data partition scenario, the entire data matrix was not held by a single user, but instead by *K* different parties: the *i*th party holds a subset of *T *×* P* records ([Fig. 1c](#btaa478-F1){ref-type="fig"}). Again, for the convenience of presentation, here we assume each party holds the same number (*P*) of records in each of the *T* random effect categories; as a result, $N = T \times P \times K$. However, in our implementation, we can handle the situation where different parties hold a different number of records, and also the records may be distributed unevenly among random effect categories. Using the separately held input data matrix, our goal is to develop the collaborative computation algorithm for building a GLMM model among the *K* participating parties, through the partition of private and joint computation for the EM algorithm as laid out above.

![The input fixed effect matrix is jointly held by *K* parties, each holding a subset of records (**a**). Hence, the input matrix can be viewed as *horizontally* partitioned (**b**), and each party holds a submatrix containing a subset of rows (**c**)](btaa478f1){#btaa478-F1}

The cGLMM presented here takes as the input the data matrix jointly held by multiple parties and uses the EM algorithm to estimate the parameters of the GLMM (i.e. *β* for fixed effect coefficients and *σ* for the random effect). In each iteration of the E-step (MH algorithm) and M-step (NR algorithm), each party first computes the intermediate results from their own data, and then transfer the results to a central server to compute the updated parameters, which will then be sent back to each party for the next iteration.

[Figure 2](#btaa478-F2){ref-type="fig"} illustrates the workflow of the collaborative EM algorithm for cGLMM, in which each iteration consists of the E-step (MH algorithm; [Fig. 2](#btaa478-F2){ref-type="fig"}, left) and M-step (NR algorithm; [Fig. 2](#btaa478-F2){ref-type="fig"}, right), and each of them is performed in a collaborative manner. Both the MH and NR algorithms can be partitioned into the private computation (executed by each party separately) and the joint computation (executed on a central server) such that the intermediate results generated by the private computation of each party are sent to the central server for joint computation (①), and the intermediate results generated by the joint computation are then sent back to each party for the private computation in the next iteration ②. As a result, the collaborative EM algorithm involves multiple rounds of data communications, where the number of rounds is equal to the number of iterations in the EM algorithm.

![The workflow of the collaborative EM algorithm for building cGLMM jointly by multiple participating parties](btaa478f2){#btaa478-F2}

In the next two sections, we will present the details of the collaborative EM algorithm, specifically the partition of the private and joint computation for the MH and NR algorithms, respectively.

2.3 Collaborative MH algorithm
------------------------------

As described in Section 2.1.1, in the E-step of the EM algorithm for the parameter estimation of GLMM, we attempt to estimate the fixed effect coefficients (*β*) based on the current estimation of the random effect parameters (*σ*), using the MH algorithm. Given the horizontally partitioned data, we need to modify the MH algorithm into a collaborative version that consists of the private computation, in which each participating party computes some intermediate results from its partial data, and the joint computation, in which the intermediate results from all parties are transferred to the central server to compute the new fixed effect coefficients for the next step.

[Figure 3a](#btaa478-F3){ref-type="fig"} illustrates the procedure of the collaborative MH algorithm. As an initial step, based on the current estimated *σ*, the central server samples a set of random effects $Z_{0} \sim N(0,\sigma)$ as the initial pool of samples, and sends them to all participating parties. In each subsequent iteration *i*, the central server first samples a new set of random effects *Z~i~* from $N(0,\sigma)$, and sends them to all parties. Then each party *k* ($k = 1,2,\ldots,K$) computes the intermediate results *A~k~* on its private server by using the random effect from the previous step ($Z_{l}^{\prime}$), the new random effect ($Z_{l + 1}$), as well as the private data records $X_{k,p}$ and $Y_{k,p}$ held by the party. Then by using *A~k~* we can update the result to get $Z_{l + 1}^{\prime}$. $$A_{k} = \sum_{p = 1}^{P}Y_{k,p}{({Z_{l}^{\prime} - Z_{l + 1}})} + \sum_{p = 1}^{P}{\,\text{log}\,\,(1 + e^{X_{k,p}\beta + Z_{l + 1}})} - \sum_{p = 1}^{P}{\,\text{log}\,\,(1 + e^{X_{k,p}\beta + Z^{\prime}})},$$where *P* is the same number of records in each category of random effect, and $Y_{k,p}$ is the outcome (e.g. $\in \left\{ 0,1 \right\}$ in the case-control GWAS study) of the *p*th record, and $X_{k,p}$ is the input fixed effect variables (e.g. the genotypes in GWAS) in all *T* random effect categories, which are held privately by the *k*th participating party. Again, for the convenience of presentation, here we assume each party *k* holds the same number (*P*) of records in each random effects category. In our implementation, however, different numbers of records are allowed to be held by different parties and in different random effects categories.

![The data communication between the central server and participating parties in the collaborative MH algorithm (E-step; **a**) and the collaborative NR algorithm (M-step; **b**)](btaa478f3){#btaa478-F3}

The intermediate result *A~k~* computed in the private computation by the *k*th party is then sent to the central server, where the joint computation is performed for computing the proposal probability density *A*, $$A = \text{min}\left( {1,\sum\limits_{k = 1}^{K}A_{k}} \right)$$to decide if the previous samples of the random effect $z_{i - 1}$ should be replaced by the new estimates *z~i~*. The proposal probability *A* acts like a filter to replace the less likely (i.e. fitting improperly to the outcome according to the current estimates of fixed effect parameters *β*) random effects parameters sampled in the previous step: if *A *=* *1, the previous parameters are definitively replaced; otherwise, it is replaced with the probability *A*. After the update of iteration *i*, the random effects *Z~i~* are stored in the central server for the subsequent iterations in the MH algorithm. The iteration of the algorithm continues until the parameter estimation converges. In our experiments, the MH algorithm usually converges after 1000 iterations.

After convergence, the central server will retain a pool of random effects $Z^{*}$ obtained in each iteration. In order to better estimate the parameters $Z^{*}$, we adopted the burn-in strategy commonly used in MH algorithms ([@btaa478-B7]), which eliminates some sampled parameters in the initial steps of MH sampling. Based on the final sample pool of random effects $Z^{*}$, the central server updates the parameters *σ*, which will be used in the M-step (see the collaborative NR algorithm in Section 2.4) for estimating the fixed effect coefficients *β*.

The key idea of the collaborative MH algorithm presented here is the partition of the computation of proposal probability into two components, the private and joint computation, respectively. This partitioning approach is equivalent to the non-collaborative MH algorithm presented in Section 2.1.1. As a result, the collaborative MH algorithm offers mathematically equivalent solutions as the original MH algorithm in the E-step of the EM algorithm for GLMM parameter estimation, even though in practice, the solutions may not be identical due to the stochastic sampling in the MH algorithm.

Apparently, the collaborative MH algorithm requires the central server and the server at each participating party to remain online to facilitate the in-time communication between servers for the coordinated private/joint computation. The entire computation involves *M*~MH~ rounds of communications, where *M*~MH~ represents the number of MH iterations before it converges. In each iteration, the central server sends a *P* dimensional vector (i.e. *z~i~*) to each participating party, and receives another *P* dimensional vector i.e. *A~k~*, from each party. In addition, the server at each party computes *A~k~* privately, which takes *O*(*P*) running time and the central server computes the aggregate *A* ([Equation 11](#E11){ref-type="disp-formula"}), which takes *O*(*P*) time for each iteration. The private computation completed by the participating parties spends a majority of the running time during the entire process.

2.4 Collaborative NR algorithm
------------------------------

In the M-step, we use a NR algorithm to estimate the fixed effect coefficients (*β*) based on the current estimates of the random effect parameters *σ*. Similar to the E-step, we propose a collaborative NR algorithm that partitions the computation of the first-order derivative and Hessian matrix of the likelihood function, which are required to update the fixed effect coefficients, into the private and joint computation.

[Figure 3b](#btaa478-F3){ref-type="fig"} illustrates the procedure of the collaborative NR algorithm in the M-step. Before the iteration starts, the central server will pick up the random *β*~0~ and *Z* as input. In each subsequent iteration *i*, we attempt to update *β~i~* by using [Equation 8](#E8){ref-type="disp-formula"}, and thus we need to compute the Hessian matrix *H* and the first-order derivative $f\prime$.

Notably, the computation of *H* and $f\prime$ in the non-collaborative NR algorithm requires the entire input dataset, i.e. *Y~t~* and *X~t~* of each record *t* ([Equation 9](#E9){ref-type="disp-formula"}). To compute them without sharing the data among participating parties, we re-write the equations for computing the Hessian matrix and the first-order derivative. As a result, each participating party *k* can compute the intermediate results on its private server, including the partial Hessian matrix *H~k~* and the partial first-order derivatives $f\prime_{k}$. We denote the fixed effects of the *p*th record in the *t*th category of random effect held by the *k*th party as $X_{t,p,k}$. The *k*\*th party then computes $$H_{k} = - \sum_{t = 1}^{T}{\sum_{p = 1}^{P}\frac{X_{t,p,k}^{2}e^{\beta X_{t,p,k} + Z_{t}}}{{(1 + e^{\beta X_{t,p,k} + Z_{t}})}^{2}}}$$$$f\prime_{k} = \sum_{t = 1}^{T}{\sum_{p = 1}^{P}\left\lbrack {Y_{t,p,k}X_{t,p,k} - \frac{X_{t,p,k}e^{\beta_{m}X_{t,p,k} + Z_{t}}}{1 + e^{\beta_{m}X_{t,p,k} + Z_{t}}}} \right\rbrack}$$and sends the intermediate results to the central server for the joint computation of the full Hessian matrix and first-order derivatives, $$H = \sum_{k = 1}^{K}H_{k}\quad\text{and}\quad f\prime = \sum_{k = 1}^{K}f_{k}^{\prime}$$which are sent back to each participating party to update the fixed effect coefficients of its records $\beta_{i + 1}$ ([Equation 8](#E8){ref-type="disp-formula"}) for the next iteration. Finally, the iterative procedure terminates after the estimates of the fixed effect coefficients converge or it reaches the preset maximum number of iterations.

Notably, the collaborative computation for the Hessian matrix and the first-order derivatives is equivalent to the non-collaborative NR algorithm presented in Section 2.1.1. Therefore, the collaborative NR algorithm generates identical results (i.e. the fixed effect coefficients *β*) as the original NR algorithm in the M-step of the EM algorithm for GLMM parameter estimation.

Similar to the collaborative MH algorithm, the collaborative NR algorithm also requires the central server and all participating parties' servers to remain online for in-time communication. The entire computation involves *M*~NR~ rounds of communications, where *M*~NR~ represents the number of NR iterations before it converges. In each iteration, the central server receives the Hessian matrix (in *M *×* M* dimension) and first-order derivative (i.e. a M-dimensional vector) computed by each party and then sends back the full Hessian matrix and first-order derivative vector of the same size to each party. In the private computation, the server at each party first computes the partial Hessian matrix and partial first-order derivatives ([Equations 12](#E12){ref-type="disp-formula"} and [13](#E13){ref-type="disp-formula"}), which takes $\left. O( \middle| X \middle| *P^{2}) \right.$ and $\left. O( \middle| X \middle| *P) \right.$ running time, respectively, and also updates the fixed effect coefficients *β*, which takes $\left. O( \middle| X \middle| ) \right.$ time, where $\left| X \right|$ represents the number of fixed effect variables. On the other hand, in the joint computation, the central server combines these intermediate results into the full Hessian matrix and first-order derivatives ([Equation 14](#E14){ref-type="disp-formula"}), which only takes $\left. O(T \times P \times K \times \middle| X \middle| ) \approx O(N \times \middle| X \middle| ) \right.$ time, where *N* is the total number of records held by all parties. Overall, the private and the joint computation take about the same amount of running time in the collaborative NR algorithm.

Above we presented the collaborative algorithms for the E- and M-step, respectively. It is straightforward to combine these them into a collaborative EM algorithm, which iterates between these two steps until the estimated parameters (including the fixed effect coefficients *β* and the random effect parameter *σ*) converge. The entire process requires $C \times (M_{MH} + M_{NR})$ rounds of communications, where *C* represents the number of iterations of the EM algorithm.

2.5 Implementation
------------------

We implemented the algorithm for cGLMM construction in R. The data communication was implemented using the *rsocket* package. The software is released in open source at <https://github.com/huthvincent/cGLMM>.

3 Results
=========

3.1 Simulation experiments
--------------------------

We first conducted simulated experiments to test the performance of the cGLMM construction. We simulated three different datasets with 50(3.5 KB), 100 (11.8 KB) and 150 (25.6 KB) fixed effects over 1000, 2000 and 3000 records, respectively, which were held by two participating parties. For each dataset, there is one random effect with five different levels. We note that the numbers of fixed effects simulated here resemble the real cases in a collaborative study, in which a participating party have already identified a small number of putative effects from its own data, and hope to use the data from the other parties to validate these candidates. We compared the results of cGLMM using the collaborative EM algorithm with results of the regular GLMM using the non-collaborative EM algorithm. We considered only two parties; the running time may not be much longer when more parties are involved because the computation carried out by each party remains the same as long as each party has about the same number of records.

For comparison purpose, we used the same convergence conditions and the same initial selection of parameters in the cGLMM and regular GLMM. Nevertheless, the final results were similar but not identical because the MH algorithm in the E-step may introduce some randomness. We set the maximum MH iteration as 1000, and only retain the last two sets of samples in the pool (i.e. burn-in = 998). The convergence condition of the EM algorithm is that the Euclidean distances between all parameters in three consecutive iterations are all below a threshold of 0.08. The same threshold was also used to determine the convergence of the MH algorithm.

We simulated the genotypes as the fixed effects. The variable of each fixed effect can take $X \in \left\{ 00,01,11 \right\}$, where 00, 01 and 11 represents the genotypes of homozygous major, heterozygous and homozygous minor, respectively. The frequencies of the three genotypes were simulated following the Hardy--Weinberg equilibrium with a specific minor allele frequency; e.g. if the minor allele frequency is 0.3, the simulated frequencies of three genotypes follow 0.49, 0.42 and 0.09, respectively. Finally, in the simulation of the LMM, we assume the minor allele has an additive effect on the outcome; as a result, the fixed effect variables were simulated as integer values of {0, 1, 2}, representing the three genotypes, respectively. GLMM can be applied to other models of genetic effect (e.g. the dominant effect model), which were not tested here.

[Table 1](#btaa478-T1){ref-type="table"} compares the results from the collaborative (cGLMM) and non-collaborative (GLMM) EM algorithm on the three simulated datasets. Both algorithms converge after a small number of iterations, while cGLMM runs slower than GLMM, which is mostly due to the communication overhead. We note that our evaluation was conducted using three separate jobs (simulating two servers of the participating parties and the central server, respectively) on the same computer; thus, in reality, the running time of cGLMM can be significantly longer, depending on network bandwidth among the participating servers. However, even though the number of rounds of communication between servers is overall high, the total amount of data transferred is still moderate. Interestingly, we observe that with the increasing size of the GLMM model (i.e. with more fixed effect variables), the overhead of cGLMM comparing with GLMM actually decreases, probably because for complex GLMM problems, significantly more time is spent on the actual computation comparing to data communication. Finally, in all cases, cGLMM reported fixed effect coefficients that are nearly identical to the actual values used in the simulation \[Pearson correlation coefficient (PCC) = 0.99\] and the results from GLMM, suggesting cGLMM achieved the same accuracy as GLMM.

###### 

We run cGLMM and GLMM 10 times, below is the average comparison of GLMM and cGLMM on simulated datasets with $\pm \sigma$

  No. of SNPs   Iterations   Running time (min)   Communication round (cGLMM)   Communication size (cGLMM; KB)   PCCs[^a^](#tblfn1){ref-type="table-fn"}                    
  ------------- ------------ -------------------- ----------------------------- -------------------------------- ----------------------------------------- ---------------- ------
  50            7 ± 1        7 ± 1                0.062 ± 0.01                  2.9 ± 0.4                        6107 ± 877                                369.62 ± 53      0.99
  100           8 ± 1        7 ± 1                0.096 ± 0.01                  4.2 ± 0.6                        6505 ± 930                                807.40.1 ± 116   0.99
  150           9 ± 2        8 ± 2                2.6 ± 0.6                     26.6 ± 6.4                       7825 ± 1842                               1403.22 ± 342    0.99

PCCs, Pearson correlation coefficients between the actual fixed effect coefficients used in simulation and those reported by GLMM and cGLMM, respectively.

[Figure 4](#btaa478-F4){ref-type="fig"} compares the results of GLMM and cGLMM on the simulated dataset containing 150 fixed effect variables (genotypes) on 3000 records. As shown in [Figure 4a and b](#btaa478-F4){ref-type="fig"}, respectively, the distances between the fixed effect coefficients (*β*) and the random effect parameters (*σ*) in consecutive iterations becomes close to zero after only a few iterations of the collaborative EM algorithm, indicating it converges as fast as the non-collaborative EM algorithm. Furthermore, the fixed effect coefficients reported in cGLMM are very to those in GLMM and the actual coefficients used in the simulation ([Fig. 4c;](#btaa478-F4){ref-type="fig"} PCC \> 0.99 with the actual values), indicating cGLMM reported comparable results as GLMM. The results from the other two datasets (containing 50 and 100 fixed effect variables) are generally similar, and are shown in [Supplementary Figures S1 and S2](#sup1){ref-type="supplementary-material"}. These results suggested the collaborative EM algorithm is accurate and efficient for constructing GLMM collaboratively among multiple parties.

![The comparison between the results from cGLMM and GLMM on the simulated dataset containing 150 fixed effects in a typical run, for the distances between the fixed effect coefficients (*β*) (**a**), and the distances between the random effect parameters (*σ*) in consecutive iterations of the collaborative (in red) and non-collaborative (in green) EM algorithm, (b) as well as the actual fixed effect coefficients (*β*, sorted in decreasing order; in blue) and those reported by GLMM (in green) and cGLMM (in red), (c) respectively](btaa478f4){#btaa478-F4}

3.2 Real human genomic data
---------------------------

Next, we used the real human genomic data from the 1000 Genomes Project ([@btaa478-B32]) to test our algorithm. The 1000 Genomes Project has total 2000 records, contain 1000 records in control group and 1000 records in case group. We selected all 2000 records from the whole dataset. We then selected the 10 most significant SNPs (by using a $\chi^{2}$ test; including five positively and five negatively correlated with Group I versus Group II) between these two groups (Group I and II, simulating the case and control groups in GWAS), and another randomly selected 40, 90 and 140 SNPs to form the three testing datasets containing 50, 100 and 150 SNPs (used as the fixed effect variables in GLMM), with the total data size of 28.6, 60.5 and 84.0 KB, respectively. We considered the gender of the individuals as the random effect: Group I contains 505 males and 495 females while Group II contains 479 males and 521 females. Similar to the simulation experiment, we consider the additive genetic model, in which the fixed effect variables take 0, 1 or 2, representing the genotypes of homozygous major, heterozygous and homozygous minor, respectively. We randomly split the genomes into two subsets containing 907 and 1093 records, respectively, assuming each participating party holds one of them.

[Table 2](#btaa478-T2){ref-type="table"} compares the results from the collaborative (cGLMM) and non-collaborative (GLMM) EM algorithm on the three real human genomic datasets. Similar to the results from the simulated data, both algorithms converge after a few EM iterations, while cGLMM runs about 30 times slower than GLMM, which is mostly due to the communication overhead. In all cases, cGLMM reported fixed effect coefficients that nearly identical to the results from GLMM (PCC \> 0.99).

###### 

Comparison between the results from cGLMM and GLMM on real human genomic datasets

  No. of SNPs   Iterations   Running time (min)   Communication round (cGLMM)   Communication size (cGLMM; KB)   PCCs[^a^](#tblfn2){ref-type="table-fn"}                  
  ------------- ------------ -------------------- ----------------------------- -------------------------------- ----------------------------------------- -------------- ------
  50            4 ± 0.2      4 ± 0.2              0.05 ± 0.003                  1.6 ± 0.08                       3006 ± 110                                  55.8 ± 5.9   0.99
  100           5 ± 0.3      5 ± 0.3              0.06 ± 0.003                  3.1 ± 0.2                        4004 ± 235                                 145.6 ± 11.5  0.99
  150           5 ± 0.3      5 ± 0.3              0.2 ± 0.01                    5.0 ± 0.3                        4006 ± 241                                 615.6 ± 48.7  0.99

PCCs, Pearson correlation coefficients between the fixed effect coefficients reported by GLMM and those reported by cGLMM. All resource list in here are averages of 10 runs with $\pm \sigma$.

[Figure 5](#btaa478-F5){ref-type="fig"} compares the results of GLMM and cGLMM on the real human genomic dataset containing 150 SNPs (including 10 significant SNPs between the two groups) over the 2000 genomes in two groups. Similar to the results from the simulated datasets, the cGLMM algorithm converges as fast as the GLMM algorithm ([Fig. 5a and b](#btaa478-F5){ref-type="fig"}), and achieved nearly identical results as the regular GLMM algorithm ([Fig. 5c](#btaa478-F5){ref-type="fig"}), where the 10 SNPs (leftmost and rightmost SNPs in [Fig. 5c](#btaa478-F5){ref-type="fig"}) which are highly correlated with the two groups receive high fixed effect coefficients. The testing on the other two datasets (containing 50 and 100 SNPs) showed similar results (see [Supplementary Figs S3 and S4](#sup1){ref-type="supplementary-material"}).These results confirmed the satisfactory performance of our cGLMM algorithm on real-world human genomic data.

![The comparison between the results from cGLMM and GLMM on the human genomic dataset in a typical run, containing 150 SNPs (including 10 SNPs significantly associated with the two groups), for the distances between the fixed effect coefficients (*β*) (**a**), and the distances between the random effect parameters (*σ*) in consecutive iterations of the collaborative (in red) and non-collaborative (in blue) EM algorithm, as well as the fixed effect coefficients (*β*, sorted in decreasing order) reported by GLMM (in blue) and cGLMM (in red), respectively](btaa478f5){#btaa478-F5}

We note that the total size of transferred from the participating party to the central server is comparable or greater than the input data size. For example, the input data size is 28.6 KB for 50 SNP dataset, while on average 27.9 KB data are transferred from participating parties to the central server (the data of equal size are transferred from the central server to the parties and thus in total 55.8 KB are communicated) in the computation. Even though the collaborative algorithm does not reduce the size of data transferred from participating party to the central server, the transferred data are aggregate intermediate results instead of the raw genetic data. Furthermore, the communication data size is only dependent on the number of fixed effects (SNPs) and thus does not increase with more genomes (i.e. 1000, 2000 and 3000 in our experiments). Finally, we are implementing a HE version of cGLMM using *homomorpheR* (<https://github.com/bnaras/homomorpheR>), in which the intermediate results from each party will be encrypted and the collaborative computation will be implemented using the Paillier homomorphic addition. The updated implementation will be made available at <https://github.com/huthvincent/cGLMM>.

4 Discussions
=============

Our current collaborative EM algorithm follows a distributed computing approach, in which the input data are partitioned and the computation is split among participating institutions. As a result, each partition of the input data can remain on the server of the respective participant that holds the partial data, and only the intermediate results (e.g. the partial proposal probabilities and the partial Hessian matrix) need to be sent out. Still, some computation needs to be performed on a central server, and the intermediate results need to be communicated between the central server and the server at each participating party. Our experimental results showed that even though several thousands rounds of communication are required to complete a reasonable-size GLMM task, the total amount of data transferred between servers is moderate (\<100 MB). Therefore, we think our privacy-preserving algorithm can be practically used for collaboratively building GLMMs. However, we note that the many rounds of communication due to the required data exchange in each iteration of the MH algorithm may reduce the applicability of the method. We plan to explore the approximation approaches to the MH algorithm that may reduce the rounds of communication while without sacrificing its accuracy.

We note that our current approach can only allow one random effect exist in the model and does not protect the intermediate results sent by each participating institution to the central server: they are sent in plain text. The assumption here is that the intermediate results do not carry sufficient sensitive information about the individual records, which is commonly adopted by existing privacy-preserving algorithms for other biomedical computation tasks, e.g. for logistic regression [@btaa478-B33]. However, our method can be combined with encryption methods to provide additional protection on the intermediate results. For example, we may use HE ([@btaa478-B15]) to compute the proposal probability ([Equation 11](#E11){ref-type="disp-formula"}), the Hessian matrix and the first-order derivatives ([Equation 14](#E14){ref-type="disp-formula"}), respectively, on the central server. Because only additions are needed for these computations, one can use the light-weight Paillier cryptosystem with additive homomorphic properties ([@btaa478-B23]), which introduces moderate overhead on running time and communication. A more efficient solution may also be implemented using the recently available TEEs ([@btaa478-B4], [@btaa478-B5],[@btaa478-B6]), such as Intel's Software Guard Extensions ([@btaa478-B22]). We are currently implementing the HE version of the cGLMM model using *homomorpheR*, and will release the updated version of cGLMM on its website.

Our current approach addresses the cGLMM construction on horizontally partitioned data, when each participating institution holds the complete records of a subset of subjects. In comparison, the data may be *vertically* partitioned in some scenarios of collaborative computation. For examples, two medical institutions may have complementary clinical data (i.e. a subset of fixed effects) of the same patients, and attempt to combine their partial data for some joint analyses. Privacy-preserving methods have been developed for some data mining and machine learning algorithms on vertically partitioned data, e.g. for association rule mining ([@btaa478-B27]), k-means clustering ([@btaa478-B28]), naive Bayes classifier ([@btaa478-B29]) and support vector machine ([@btaa478-B34]). We plan to develop privacy-preserving algorithms for cGLMM construction on vertically partitioned data in the future.

Supplementary Material
======================
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Click here for additional data file.
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