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Over the past decade, optical orbital angular momentum (OAM) modes were shown to offer ad-
vantages in optical information acquisition. Here, we introduce a new scheme for optical ranging
in which depth is estimated through the angular rotation of petal-like patterns produced by super-
position of OAM modes. Uncertainty of depth estimation in our strategy depends on how fast the
petal-like pattern rotates and how precisely the rotation angle can be estimated. The impact of
these two factors on ranging accuracy are analyzed in presence of noise. We show that focusing the
probe beam provides a quadratic enhancement on ranging accuracy because rotation speed of the
beam is inversely proportional to the square of beam radius. Uncertainty of depth estimation is
also proportional to uncertainty of rotation estimation, which can be optimized by picking proper
OAM superposition. Finally, we unveil the possibility of optical ranging for scattering surface with
uncertainties of few micrometers under noise. Unlike existing methods which rely on continuous
detection for a period of time to achieve such ranging accuracy, our scheme needs only single-shot
measurement.
Introduction — Laser-based light detection and rang-
ing (LIDAR) is a key technology in industrial and
scientific metrology, which provides long-range, high-
precision, and fast acquisition [1]. These schemes have
played important roles in a wide variety of applications,
including autopilot, industrial process monitoring, or
satellite formation flight. One of the most fundamen-
tal and common ranging method used in LIDAR sys-
tem is “time-of-flight (TOF)” [2]. Extensive researches
have been proposed to improve ranging accuracy of TOF
scheme. Among them were approaches exploiting fre-
quency modulation [3] or amplitude modulation [4]. Ex-
cept for TOF scheme, interferometer configuration can
be used with a highly coherent laser to measure sub-
wavelength displacements of an object (see, for exam-
ple, [5]). Commercialize interferometric distance sensors
based on low-coherence sources have been widely used
in biological and medical applications [6]. Driven by
emerging ultra-fast applications such as real-time mea-
surement of fast non-repetitive events, fast and accurate
ranging systems using optical frequency combs [7] have
been demonstrated. Exploiting TOF schemes [8], inter-
ferometric approaches [9], or combinations thereof [10],
these new systems have shown characteristic advantages
in acquisition rate and accuracy [11].
All the schemes mentioned above have taken advantage
of light’s temporal coherence, which require inevitable cu-
mulative detection to acquire distance information. On
the other hand, single-shot measurement can be achieved
by utilizing spatial coherence of light, which is realized
based on transverse mode modulation. Over the past
decade, one class of the most notable resources associate
with transverse mode of light were so-called orbital an-
gular momentum (OAM) modes [12]. These modes have
recently been used in spinning objects detection [13–
15], ultra-sensitive angle measurements [16, 17], imag-
ing [18, 19], object identification [20–22], and quantum
pattern recognition [23].
Here we show that OAM superpositions provide an-
other possibility for precise ranging. The principle is
similar to that based on frequency modulation or am-
plitude modulation, while cumulative detection is not re-
quired. The intensity distribution of superposed OAM
modes will change during the propagation, acting like a
rotating petals. By resolving variation of the rotation an-
gle of the petal-like pattern, we demonstrate the ability
of single-shot ranging with accuracy up to micron level.
Ranging principle — Laguerre-Gaussian (LG) beams
are class of representative laser modes which carrying
OAM as highlighted by Allen et al. [12]. Here we also
adopt LG modes to illuminate the ranging principle
based on superposition of OAM modes. Full LG modes
are characterized by radial and azimuthal indexes p and
`, while OAM carried by an LG beam is only related to
azimuthal index (also called topological charge). There-
fore, in our case, we consider a class of simple LG modes
whose radial index is zero. Their complex amplitude
under cylindrical coordinates (r, φ, z) can be expressed
as [12]:
u` =
√
2
pi|`|!
(
√
2ξ)|`|
w(z)
exp(−ξ2) exp(−i z
zR
ξ2)
× exp(−i`φ) exp[i(|`|+ 1) arctan(z/zR)], (1)
where zR is Rayleigh length and ξ = r/w(z) with w(z) =
[2(z2 + z2R)/(kzR)]
1/2 being the beam radius at z (k is
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FIG. 1. Principle of ranging with twisted light produced by
superposition of OAM modes. The petal-like intensity distri-
bution rotates as the light propagating forward. Upon know-
ing the relationship of rotation angle θ and propagating dis-
tance z, one may realize ranging of positional displacement
δz by measuring angular displacement δθ.
the wave number). Superposition of LG beams is exten-
sively discussed in [24]. As for two beams with arbitrary
topological charges `1, `2, complex amplitude of the su-
perposition can be denoted as u`1,`2 = ρ`1e
iS`1 +ρ`2e
iS`2 ,
where ρ` and S` represent the amplitude and phase in
Eq. (1), respectively. Then, the intensity distribution
can be obtained as the square modulus:
I`1,`2(r, φ, z) = ρ
2
`1 + ρ
2
`2 + 2ρ`1ρ`2 cos(S`1 − S`2). (2)
The intensity distribution shows a petal-like pattern
which is rotational recognizable when `1 6= `2. Addition-
ally, if one compares the intensity distribution at z = 0
with that of any other position, it is not difficult to find
out that their expressions satisfy:
I`1,`2(r, φ, z) = α
2I`1,`2(αr, φ+ θ, 0). (3)
The parameter α = w(0)/w(z) is radial scaling ratio and
θ = ∆|`| arctan(z/zR)/∆` (4)
is rotation angle of the intensity pattern at z with respect
to that of z = 0, where ∆|`| = |`2|−|`1| and ∆` = `1−`2.
Equation (4) shows that |θ| increases with the increase of
z as long as ∆|`| 6= 0, which means superposition of such
two modes produce a rotating intensity pattern. This
particular feature makes OAM superpositions useful tools
for estimating positional displacement δz by measuring
angular displacement δθ, as shown in Fig. 1.
A convenient method for rotation estimation is needed
to help realizing depth measurement by OAM superposi-
tions. As for this problem, previous researches on rotat-
ing field adopt rather direct ways. Mostly rely on mea-
suring the angular displacement of symmetry axis with
the help of centroid algorithm [25, 26]. These methods
need adjustment for different patterns and are not suit-
able for a universal estimation process. Here we show
another method based on circular harmonic expansion
which was firstly used in pattern recognition [27].
A reference which determines the original orientation
can be obtained by decomposing the intensity pattern at
z = 0 into circular harmonic components
I`1,`2(r, φ, 0) =
+∞∑
M=−∞
fM (r) exp(iMφ), (5)
where the expansion coefficient
fM (r) =
1
2pi
∫ 2pi
0
I`1,`2(r, φ, 0) exp(−iMφ)dφ. (6)
Given the expression of I`1,`2 |z=0, fM (r) turns out to be:
fM (r) =

ρ`1ρ`2 |z=0, M = ±(`1 − `2)
ρ2`1 |z=0 + ρ2`2 |z=0, M = 0
0, Others
(7)
In order to measure the rotation angle θ of I`1,`2(r, φ, z)
with respect to I`1,`2(r, φ, 0), one can choose one of the
circular harmonic components with nonzero M ,
FM (r, φ) = fM (r) exp(iMφ), (8)
as a reference, then, the cross-correlation function of
I`1,`2(r, φ, z) and FM (r, φ) in Cartesian coordinates is
RM (x, y) =
∫∫ ∞
−∞
I`1,`2(ξ, η, z)F
∗
M (ξ−x, η−y)dξdη. (9)
The center correlation, RM (0, 0), is the value at the ori-
gin of the 2-D correlation function RM (x, y). It possesses
the maximal modulus and can be calculated also in po-
lar coordinates (r, φ) whose origin coincides with that of
the Cartesian coordinates. Let CM denote RM (0, 0), we
obtain
CM =
∫ ∞
0
rdr
∫ 2pi
0
I`1,`2(αr, φ+ θ, 0)F
∗
M (r, φ)dφ
= A exp(iMθ), (10)
with A = 2pi
∫∞
0
fM (αr)f
∗
M (r)rdr. Notice that ρ` is real
and so is fM (r) and A, the rotation angle θ can then be
obtained from the phase of CM :
θ =
arg[CM ]
M
=
Θ
M
. (11)
Although radial scaling ratio between reference and
detected pattern α does not affect the phase of center
correlation CM according to Eq. (10), it takes contribute
into the amplitude A. The amplitude decreases with the
increase of α, which makes the measurement of rotat-
ing angle impressionable under inevitable disturbance, as
we shall show what noise does in realistic measurement.
However, the influence of α is not difficult to eliminate
3since the scale of reference can be chosen arbitrarily to
meet that of the detected pattern. One can easily find
the proper size of reference by some scale estimation algo-
rithms such as fitting the detected pattern to a standard
one. Because of this, we will take no account the zoom
of pattern scale and set α = 1 to obtain that
A ∝ Γ(|`1|+ |`2|+ 1)
Γ(|`1|+ 1)Γ(|`2|+ 1)2|`1|+|`2| . (12)
With rotation angle obtained, displacement of the tar-
get should be sensed by monitoring the variation of ro-
tation angle, and the exact value can be calculated by
Eq. (4). However, ranging accuracy of such scheme still
remain to be discussed. We will be concerned with this
question in the rest of this Letter.
Ranging accuracy in realistic measurement — In realis-
tic scenes, experimental uncertainties exist in the imple-
mentation of the scheme and eventually result in ranging
error. In our case, finite resolution and background noise
of detecting device appear to be the main adverse fac-
tors. Hence, we discuss ranging accuracy with these two
factors taken into consideration, and show the optimal
superposition of OAM modes under certain noise level.
Assume that the detecting device has a identical res-
olution ∆L in both x and y directions. The inten-
sity distribution functions of detected patterns are dis-
cretized and can be written as I`1,`2(rnm, φnm, z), where
rnm = ∆L
√
n2 +m2, tanφnm = m/n with n,m =
0,±1,±2,±3, · · · are indexs in x and y directions respec-
tively. Then, the reference should also be discretized as
FM (rnm, φnm) to perform discrete cross-correlation with
I`1,`2(rnm, φnm, z), which makes Eq. (10) become:
C ′M = (∆L)
2
∑
n,m
I`1,`2(rnm, φnm, z)F
∗
M (rnm, φnm) (13)
Let A′ be the module of C ′M . According to Riemann inte-
gral, C ′M and A
′ will converge to CM and A respectively
as ∆L turns to zero. In fact, the differences between val-
ues with and without a prime in our case become as small
as 10−10 when ∆L = w(z)/300 according to numerical
estimation, which is easy to meet by a common imag-
ing system [28]. Therefore, errors result only from finite
resolution are negligible. It is the random noise in each
pixel originating from background light or dark current
that affects the measured result mostly.
To understand how noise affects the ranging process,
we substitute Eq.(11) into Eq. (4) and differentiate both
sides of the resulted equation to obtain that:
∆z =
piw2(z)
∆|`|λ ∆Θ, (14)
which indicates that ranging accuracy, quantified by un-
certainty of estimation ∆z, is proportional to the square
of beam radius w(z) at where the target is placed. Hence,
one can enhance ranging accuracy very effectively by fo-
cusing the beam. On the other hand, ranging uncertainty
will increase rapidly while the light propagating forward
and beam radius increasing. As a result, the optimal
working point is around the focus where the beam radius
achieves the minimum. Also, to figure out where the ex-
act level of ranging accuracy stands, uncertainty of the
estimated angle ∆Θ should be specified. In the absence
of noise, the center correlation is a determined value and
ranging will be preformed with no error. The situation
when noise exist will be discussed in the following.
We assume that the intensity distribution at posi-
tion z is detected along with additive Gaussian white
noise in each pixel, which results in a noisy pattern
I`1,`2(rnm, φnm, z) + Nnm. {Nnm} are independent ran-
dom variables that have normal distribution with same
mean µ and variance σ2. Hence, the center correlation
C ′M between such random pattern and reference should
also be random variable. We show in Appendix that C ′M
have normal distribution on the complex plane. Both of
it’s real and image part have a variance of A′σ2/2 and
are centered at the original points when noise is absent.
Let Θ0 be the original phase of C
′
M , the probability dis-
tribution function of phase fluctuation Θ˜ = Θ−Θ0 is
fΘ˜(θ˜) = γ
√
A′
piσ2
exp
(
−A
′ sin2 θ˜
σ2
)
cos θ˜
+
1
2pi
exp
(
−A
′
σ2
)
, (15)
where γ = [erf(
√
A′ cos θ˜/σ) + 1]/2. Expending fΘ˜(θ˜) at
θ˜ = 0 and ignoring terms higher than the second order,
the probability distribution function reduce to Gaussian-
type with variance of σ2/2A′. It is notable that although
Eq. (15) is obtained when noise has normal distribution,
similar results can also be derived for white noise with
other distributions according to central-limit theorem.
Difference among results under different kind of noises
is the variance for Θ˜.
Since Θ differs with Θ˜ only by a constant value, uncer-
tainty of the phase ∆Θ equals to that of the phase fluc-
tuation σ/
√
2A′. Then, according to Eq. (14), one may
find out that the higher
√
A′ is, the smaller the uncer-
tainty of distance estimation is. Since A′ decreases with
respect to the rise of ∆|`|, the optimal ranging accuracy
under noise with certain variance appears when ∆|`|√A′
reaches the maximum. We replace |`2| with |`1| + ∆|`|
in Eq. (12) and solve ∂(∆|`|√A)/∂(∆|`|) = 0 to find
out the optimal ∆|`|. Figure 2 shows optimal ∆|`| for
different lower-order topological charges |`1|. The op-
timal ranging uncertainty in our calculation reaches 1
µm. This is achieved by focusing a light beam at 532 nm
into a spot with a radius of 10 µm when variance of the
noise is equal to average intensity of the spot. Compared
with previous technology [11] which also achieves such
4FIG. 2. Ranging uncertainty under different superposition of
OAM modes with topological charges of `1 and `2 = `1+∆|`|.
Uncertainty of the estimation is calculated at the focus of an
aplanatic objective with a working distance of 10 mm, by
which the 532 nm green light with a waist radius of 0.5mm
is focused into a spot of 10 µm. The variance of noise σ2
stays constant while equaling to the average of the light’s in-
tensity. The solid curve indicates the theoretical optimal ∆|`|
with different `1 and the actual optimal points are marked
by white squares. For noises with different variances, the op-
timal superposition keeps the same, while the exact ranging
uncertainty different. The optimal ranging uncertainty under
the above conditions reaches 1 µm.
ranging accuracy, our scheme realizes single-shot mea-
surement instead of continuous detection for a period of
time. Combined with a ultra high speed camera [29], the
acquisition rate can be improved by a factor of 104.The
fundamental limit lies in our scheme is the resolution of
optical imaging system. Rotation angle of the pattern
will be impossible to estimate if the imaging system can
not distinguish each petal in the spot. This may happen
when the beam is focused too small or there are too many
petals in one spot because ∆|`| is too large.
Conclusions — Our paper elucidates potential ability
of OAM superpositions for precise ranging, which is in-
ternally owing to rotating nature of the intensity distri-
bution during light’s propagation. Our scheme provide
an effective method to enhance ranging accuracy by fo-
cusing the beam into a small spot. We have shown that
uncertainty of depth estimation goes as the square of the
beam radius at where the target is placed. This is mainly
because rotation speed of the beam grows quadratically
as the beam radius goes down, which makes the inten-
sity pattern rotates more sensitively with the variation of
distance. Our scheme also does not relies on continuous
detection to achieve high ranging accuracy. In this re-
gard, ranging for scattering surface with uncertainties of
few micrometers can be realized by single-shot manner.
Choice among all possible OAM superpositions is crucial
because specific distributions of the petal-like patterns
affect the accuracy of rotation estimation. In general,
the greater the difference between absolute values of two
topological charges ∆|`| is, the faster the patterns rotate,
which is good for improving the ranging accuracy. How-
ever, the increase of ∆|`| also fades the petal-like pat-
terns and increase the errors in rotation measurement
under noise. Hence there exist optimal choices for ∆|`|
to trade-off the advantages and disadvantages. We have
derived analytical equation for finding the optimal ∆|`| if
the noise involved in the measurement process are Gaus-
sian white noise. As the lower-order topological increase,
the optimal ∆|`| becomes greater, and the final ranging
uncertainty goes down.
The scheme presented in this article actually acquires
the average depth of the target surface by estimation
the average rotation angle of the whole intensity pattern.
And this is accomplished by a camera and data process-
ing on computer, which calls for high demand on speed
of the camera and processor in ultrafast application. In
fact, there is alternative method to improve the acqui-
sition rate which adopts optical means [30] for rotation
estimation. Except for average depth, the pattern dis-
tortion resulted from uneven target actually reveals the
micro surface topography of the illuminated area. Com-
paring the distorted pattern with a standard one, the
depth structure of target surface can be reconstructed
by solving the inverse problem with the help of existing
methods such as SPIRAL-TAP solver [31]. We believe
that this might pave the way towards a new method for
3D imaging in a single-shot or a few-shots manner.
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APPENDIX
Here we prove the independence of real and image parts of center correlation between reference and detected pattern
under Gaussian white noise. Based on this, we show how to calculate the probability distribution of phase fluctuation.
For noisy detected pattern I`1,`2(rnm, φnm, z) +Nnm, the center correlation with reference FM (rnm, φnm) becomes
C ′M + CN with C
′
M = A
′ exp(iΘ0) being the constant signal term and CN being the fluctuant noise term:
CN = (∆L)
2
∑
n,m
NnmF
∗
M (rnm, φnm, ). (A.16)
5Using the expressions for the reference (main text Eq. (7-8)) we find
Re[CN ] = (∆L)
2
∑
n,m
NnmfM (rnm) cos(Mφnm), (A.17a)
Im[CN ] = (∆L)
2
∑
n,m
NnmfM (rnm) sin(Mφnm), (A.17b)
Since Nnm are independent random variables that have normal distribution with the same mean µ and variance σ
2, it
can be concluded that real and image parts of CN (and any linear combination of them) are also normal distributed
random variables because they are linear transformation of {Nnm}, which leads to bivariate normal distribution of
CN on complex plane as shown in Fig. 3.
For this pair of random variables, they are independent if they are uncorrelated [32], which is true in our case
because the covariance of Re[CN ] and Im[CN ] goes to zero as ∆L turns to zero. To prove this, we adopt X and Y to
represent Re[CN ] and Im[CN ] for concision.
By definition, the covariance of X and Y is cov(X,Y ) = E(XY )− E(X)E(Y ). As for E(X), we find
E(X) = (∆L)2
∑
n,m
E(Nnm)fM (rnm) cos(Mφnm) = µ(∆L)
2
∑
n,m
fM (rnm) cos(Mφnm) = 0, (A.18)
in which we use integral to replace summation while ∆L turns to zero. E(Y ) can be similarly proved to be zero.
As for E(XY ), we find
E(XY ) = (∆L)4
∑
n,m,j,k
E(NnmNjk)fM (rnm)fM (rjk) cos(Mφnm) sin(Mφjk)
= (∆L)4
n 6=j&m6=k∑
n,m,j,k
E(NnmNjk)fM (rnm)fM (rjk) cos(Mφnm) sin(Mφjk)
+ (∆L)4
∑
n,m
E(N2nm)f
2
M (rnm) cos(Mφnm) sin(Mφnm). (A.19)
The expectation of the product of two independent random variables equals the product of the expectation of each
variable. Hence, E(NnmNjk) = µ
2 while n 6= j&m 6= k. Moreover, the square of a normal distributed random variable
FIG. 3. Distribution of center correlation between noise and reference CN on complex plane. The pair of random variables,
Re[CN ] and Im[CN ], has a bivariate normal distribution with zero covariance, which implies the independence of them.
6is a chi-square distribution with one degree of freedom, whose expectation equals 1+µ2. As a result, Eq. (A.19) turns
to:
E(XY ) = µ2(∆L)4
n 6=j&m6=k∑
n,m,j,k
fM (rnm)fM (rjk) cos(Mφnm) sin(Mφjk)
+ (1 + µ2)(∆L)4
∑
n,m
f2M (rnm) cos(Mφnm) sin(Mφnm)
= µ2(∆L)4
∑
n,m,j,k
fM (rnm)fM (rjk) cos(Mφnm) sin(Mφjk)
+ (∆L)4
∑
n,m
f2M (rnm) cos(Mφnm) sin(Mφnm)
= 0. (A.20)
From Eq. (A.18) and (A.20) we obtain cov(X,Y ) = 0 while ∆L turns to zero. Hence the real and image parts of
center correlation between reference and detected pattern under Gaussian white noise can be regarded independent
when the difference between integral and summation is negligible, which is true in our case as mentioned in the main
text.
The probability distribution function of CN on complex plane fXY equals the product of probability distribution
functions of X and Y , fXfY , when X and Y are independent. As mentioned above, X and Y are normally distributed
with zero expectation. To obtain the probability distribution function of X and Y , one has to know the variance of
them. As the linear transformation of independent normal random variables {Nnm}, the variance of X and Y can be
calculated as:
D(X) = (∆L)2
∑
n,m
D(Nnm)f
2
M (rnm) cos
2(Mφnm) = σ
2(∆L)2
∑
n,m
f2M (rnm) cos
2(Mφnm) = A
′σ2/2, (A.21)
where A′ = 2pi(∆L)2
∑
n,m f
2
M (rnm) is the same as in the main text while α = 1. The same result can be obtained
for the case of Y .
Let X ′ and Y ′ represent the real and image parts of the center correlation between Il1,l2(n∆l,m∆l, z) +Nnm and
reference. Then we obtain X ′ = X + A′ cos Θ0 and Y ′ = Y + A′ sin Θ0 and the probability distribution function of
the center correlation on complex plane can be written as:
fX′Y ′(x, y) =
1
2pi
exp
[
2(x−A′ cos Θ0)2
A′σ2
+
2(y −A′ sin Θ0)2
A′σ2
]
. (A.22)
Since we concern fluctuation of the phase of center correlation, we obtain the probability distribution function of
module R and phase Θ by transformation [33]:
fRΘ(r, θ) = rfX′Y ′(r cos θ, r sin θ). (A.23)
Then the marginal distribution of Θ can be obtained by integrating fRΘ(r, θ) with respect to r, which results in:
fΘ˜(θ˜) =
1
2pi
exp
(
−A
′
σ2
)
+ γ
√
A′
piσ2
exp
(
−A
′ sin2 θ˜
σ2
)
cos θ˜, (A.24)
where γ = [erf(
√
A′ cos θ˜/σ) + 1]/2 and Θ˜ = Θ−Θ0 represents the phase fluctuation.
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