In this paper we prove a convergence result for sequences of Willmore immersions with simple minimal bubbles. To this end we replace the total curvature control in T. Rivière's proof of the ε-regularity for Willmore immersions by a control of the local Willmore energy.
Introduction
The following is primarily concerned with the study of Willmore immersions in R 3 . Let Φ be an immersion from a closed Riemann surface Σ into R 3 . We denote by g := Φ * ξ the pullback by Φ of the euclidean metric ξ of R 3 , also called the first fundamental form of Φ or the induced metric. Let dvol g be the volume form associated with g. The Gauss map of Φ is the normal to the surface. In local coordinates (x, y) :
where Φ x = ∂ x Φ, Φ y = ∂ y Φ and × is the usual vectorial product in R 3 . Denoting π n the orthonormal projection on the normal (meaning π n (v) = n, v n), the second fundamental form of Φ at the point p ∈ Σ is defined as follows.
The mean curvature of the immersion at p is then
while its tracefree second fundamental form is
The Willmore energy is defined as
Willmore immersions are critical points of this Willmore energy. The Willmore energy was already under scrutiny in the XIXth century in the study of elastic plates, but to our knowledge W. Blaschke was the first to state (see [5] ) its invariance by conformal diffeomorphisms of R 3 (which was later rediscovered by T. Willmore, see [24] ) and to study it in the context of conformal geometry.
While the Willmore energy is the canonically studied Lagrangian, its invariance is contextual. Indeed W is not invariant by inversions whose center is on the surface, with the simplest example being the euclidean sphere which is sent to a plane once inverted at one of its points. The true pointwise conformal invariant (as shown by T. Willmore, [24] ) is in fact Å p dvol gp . The tracefree curvature and the total curvature are then two relevant energies, respectively defined as follows :
Quick and straightforward computations (done in appendix A in a conformal chart) ensure that both E(Φ) = 4W (Φ) − 4πχ(Σ) (1) with χ(Σ) the Euler characteristic of Σ, and
The invariance of W when the topology of the surface is not changed then follows from (2) . A Willmore surface is thus a critical point of W , E and E. A great stride in the understanding of Willmore surfaces was the conception by T. Rivière of the framework of weak immersions 1 and its introduction of Willmore conservation laws (see for instance theorem I.4 in [21] ). Y. Bernard later showed in [2] that they stemmed from the conformal invariance of W . These conservation laws allow for the introduction on simply connected domains of auxiliary Willmore quantities L, S and R, defined as follows
The second and third quantities, S and R, are remarkable in that they solve a Jacobian-like system that allows the use of Wente's lemmas
Exploiting these quantities and system (4) yielded a variety of ε-regularity results for Willmore immersions (following is a combination of theorem I.5 in [21] and theorem I.1 in [3] ).
Theorem 1.1. Let Φ ∈ E (D) be a conformal weak Willmore immersion. Let n denote its Gauss map, H its mean curvature and λ = its conformal factor. We assume ∇λ L 2,∞ (D) ≤ C 0 .
Then there exists ε 0 > 0 such that if
then for any r < 1 and for any
with C a real constant depending on r, C 0 and k.
1 Denoted E (Σ), see definition 2.1 for more details This theorem in fact followed a preexisting result of E. Kuwert and R. Schätzle (see [12] ). T. Rivière introduced the auxiliary quantities, pinpointed their key role and originally wrote a proof in arbitrary codimension (see for instance theorem I.5 in [21] ).
Such results induce a now classical concentration of compactness dialectic, as originally developed by J. Sacks and K. Uhlenbeck, for Willmore surfaces with bounded total curvature (or alternatively, given (1), bounded Willmore energy and topology). In essence, sequences of Willmore surfaces converge smoothly away from concentration points, on which trees of Willmore spheres are blown (see [6] for an exploration of the bubble tree phenomenon in another simpler case). Y. Bernard and T. Rivière developed an energy quantization result for such sequences of Willmore immersions assuming their conformal class is in a compact of the Teichmuller space (see theorem I.2 in [3] ). P. Laurain and T. Rivière then showed one could replace the bounded conformal class hypothesis by a weaker convergence of residuals linked with the conservation laws. Since we will work with bounded conformal classes we here give abridged versions of theorems I.2 and I.3 of [3] . and that the conformal class of Φ * k ξ remains within a compact subdomain of the moduli space of Σ. Then modulo extraction of a subsequence, the following energy identity holds
where Φ ∞ (respectively η s , ζ t ) is a possibly branched smooth immersion of Σ (respectively S 2 ) and θ t ∈ N. Further there exists a 1 . . . a n ∈ Σ such that
. . , a n } up to conformal diffeomorphisms of R 3 ∪ {∞}. Moreover there exists a sequence of radii ρ s k , points x s k ∈ C converging to one of the a i such that up to conformal diffeomorphisms of R
Finally there exists a sequence of radii ρ t k , points x t k ∈ C converging to one of the a i such that up to conformal diffeomorphisms of R
Here ι pt is an inversion at p ∈ ζ t (S 2 ). The integer θ t is the density of ζ t at p t . Theorem 1.2 states an energy quantization for W , equality VIII.8 in [3] offers in fact a stronger energy quantization for E. The a i are the aforementioned concentration points and the η s and ι pt •ζ t are the bubbles blown on those concentration points. More precisely, the η s are the compact bubbles, and the ι pt • ζ t the non compact ones. Non-compact bubbles stand out as a consequence of the conformal invariance of the problem (see [15] to compare with the bubble tree extraction in the constant mean curvature framework). One might notice that W (ι pt • ζ t ) = W (ζ t ) − 4πθ t , and deduce that if W (ζ t ) = 4πθ t , then the bubble ι pt • ζ t is minimal. This case, which we will refer to as minimal bubbling will be of special interest to us in this article. Further if there is only one bubble at a given concentration point we will call the bubbling simple. It has been shown in [17] that (branched) Willmore spheres are necessarily inversions of minimal immersions. Consequently Willmore bubbles are inversions of minimal spheres. Works from Y. Li in [16] (see also [13] ) ensure that compact simple bubbles cannot appear. Non-compact bubbling thus remains the only simple bubbling to consider, with minimal simple bubbling being a prominent example and the main subject of the present paper. We must remark we cannot a priori exclude non-compact non-minimal bubbling. Indeed one could imagine a minimal surface with a single branch point of order n and m > n simple ends without flux, inverted at the branch point to form a Willmore, but not minimal, bubble with a single end of order n. The existence of such bubbles must be considered a null-curve problema, and be treated with specific techniques.
We now state our main result.
a sequence of conformal, weak, Willmore immersions , of Gauss map n ε , mean curvature H ε and conformal factor λ ε , of parameter ε > 0. We assume
5. There exists C ε > 0 such that
Such assumptions are natural if we consider sequences of Willmore immersions of a compact Riemann surface with uniformly bounded total curvature and such that the conformal class of the induced metric is in a compact of the moduli space. Indeed, thanks to theorem 1.2 such a sequence ξ k converges smoothly away from concentration points. Then, in a conformal chart centered on such a point ξ k yields a sequence of conformal, weak Willmore immersions Φ k : D → R 3 converging smoothly away from the origin (i.e. hypothesis 4). Hypotheses 1 and 2 stand if we choose proper conformal charts (see theorem 2.2 below for more details). Hypothesis 5 then simply specifies that we consider the case where there is only one simple minimal bubble which concentrates at an ε k scale. For simplicity's sake we have reparametrized our sequence of immersion by the concentration scale ε. Hypothesis 2 is then inequality VIII.8 in [3] . An immediate corollary is the following convergence theorem, which is an improvement over previous convergence results. Corollary 1.1. Let Φ k be a sequence of Willmore immersions of a closed surface Σ satisfying the hypotheses of theorem 1.2. We further assume that at each concentration point, a single minimal bubble is blown. Then Φ k → Φ 0 C 2,α (Σ) for all α < 1. Theorem 1.3 and corollary 1.1 are to be viewed in the context of other studies of Willmore compactness. As has been mentioned simple bubbling is necessarily noncompact. Further in [13] , the authors proved compactness below 12π for Willmore immersions. The main candidate to realize this threshold would be a scaled down simple Enneper bubble glued on the branched point of a Chen-Gackstatter torus (see figure 1 ). Theorem 1.3 represents a first step in understanding such bubbling. If one could prove it cannot occur, the threshold would then be increased to 12π + 2π
2 . It could be expanded to the broader problem of disproving minimal bubbling, which would greatly inform the simple bubbling case. When the bubbling is not simple, the first obvious candidate pointed out in [13] is then a four-ended minimal surface linking a torus and three round spheres (see figure 2) , which still present a similar "minimal-non minimal" interface. Studying those then seems crucial in proving a prospective compactness result for sequences of Willmore immersions. We would like to point out that figure 2 is not the only example of bubbling with energy 12π + 2π 2 . Considering a four-ended free of flux minimal sphere, inverted at a point of density one and glued to a Clifford torus like the Enneper on the Chen-Gackstatter yields another. Since such a sphere is not minimal, corollary 1.1 does not apply. It would be interesting to determine if the C 2,α convergence still applies. Added in Proof It has just been brought to our attention that in [18] A. Michelat and T. Rivière seem to disprove the case of figure 1, the one in figure 2 remaining open a priori. Theorem 1.3 will be proved through a modification of theorem 1.1. In the case of minimal bubbling, ∇ n concentrates, but H∇Φ does not. We will then aim to prove an ε-result replacing the small total curvature control of theorem 1.1 by a small Willmore energy control. Studying the proof of theorem 1.1 reveals that hypothesis (5) is used twice.
The first time is to show a Harnack inequality on the conformal factor λ (following work from F. Hélein, see [10] or [19] for a different treatment by S. Müller and V. Sverák), and deduce a L 2,∞ control on the first Willmore quantity L. This Harnack inequality stems from putting the classical Liouville equation in divergence form with a local Coulomb frame, and applying Wente's lemmas. Controlling this frame requires a small estimate on ∇ n that cannot be avoided. However it can be done with some flexibility. For instance on disks of bounded (not necessarily small) ∇ n energy one can extend these results up to counting the number of small energy disks needed to cover the domain. To this end we introduce
This parameter marks how relatively small a ball has to be to ensure that it does not contain too much energy, and its inverse will bound the number of balls with small energy covering the disk. Alternatively, in the framework of theorem 1.2, it measures how concentrated ∇ n is on a disk. The second use of hypothesis (5) lies in the exploitation of the peculiar Jacobian form of system (4) to break its criticality. We will show in this article that it can be rewritten into
This new equivalent system, along with some tight estimates in Lorentz spaces will yield an ε-regularity result with a small Willmore energy hypothesis.
Theorem 1.4. Let Φ ∈ E (D) satisfy the hypotheses of theorem 2.7. Then there exists ε
then for any r < 1 there exists a constant C ∈ R depending on r, C 0 , p and r 0 (defined in (6)) such that
and
for all p < ∞.
Theorem 1.4 as stated makes use of the parameter r 0 . However it only appears as an artefact of an estimate on L (see theorem 2.8 below). In fact we will prove a less immediately eloquent but more adaptable result. Theorem 1.5. Let Φ ∈ E (D) satisfy the hypotheses of theorem 2.7. We assume there exists r ′ < 1 and
where L is given by (3) . Then there exists ε ′ 0 depending only on C 0 such that if H∇Φ ≤ ε ′ 0 then for any r < r ′ there exists a constant C ∈ R depending on r, C 0 , p and C 1 such that
One has to be aware that estimates in r 0 will not enable us to prove theorem 1.3. Indeed as the energy concentrates, r 0 ≃ ε goes to 0. However applied to a ball of radius ε, theorem 2.7 will yield uniform estimates on L. One then only has to control L on the so-called "neck area" : D\D ε .
In section 2 we will recall the notion of weak Willmore immersions and prove generic controls on L, H∇Φ and ∇ n in Lorentz spaces. Section 3 will be devoted to the proof of theorem 1.5 (and hence theorem 1.4) while section 4 will focus on controlling L on annuli of degenarating conformal classes. We will conclude in section 5 with the proof of theorem 1.3. 
Since Σ is assumed to be compact this definition does not depend on g 0 . We will work with the concept of weak immersions introduced by T. Rivière, which represent the correct starting framework for studying Willmore immersions. One might notice the presentation of this notion has changed through the years (compare definition I.1 in [21] with its equivalent in subsection 1.2 in [13] ). While we use the latter, which is sufficient for our needs, one could take slightly less demanding (albeit more complex) starting hypotheses.
* ξ be the first fundamental form of Φ and n its Gauss map. Then Φ is called a weak immersion with locally
and if
The set of weak immersions with L 2 -bounded second fundamental form on Σ will be denoted E(Σ).
One of the advantages of such weak immersions is that they allow us to work with conformal maps as shown by theorem 5.1.1 of [10] .
* ξ is continuous. Moreover, the Gauss map n of this immersion is in
Further, proving estimates on the Greeen function of Σ, P. Laurain and T. Rivière have shown in theorem 3.1 of [14] that up to chosing a specific atlas, one could have further control on the conformal factor. Theorem 2.2. Let (Σ, g) be a closed Riemann surface of fixed genus greater than one. Let h denote the metric with constant curvature (and volume equal to one in the torus case) in the conformal class of g and Φ ∈ E(Σ) conformal, that is :
Then there exists a finite conformal atlas (U i , Ψ i ) and a positive constant C depending only on the genus of Σ, such that
,
Thus givenΦ ∈ E (Σ) we can choose a conformal atlas such that in a local chart on D of this atlasΦ yields Φ ∈ E (D) satisfying
One can then systematically study anyΦ ∈ E (Σ) in such local conformal charts, as a conformal bilipschitz map Φ ∈ E (D) satisfying (8) .
We can now introduce the notion of weak Willmore immersions (definition I.2 in [21] ).
holds in a distributional sense in every conformal parametrization Ψ :
Here the operators div, ∇ and
are to be understood with respect to the flat metric on D.
Equation (9) is in fact the classical Willmore equation (10) in divergence form.
Immersions satisfying (10) are called Willmore immersions. The weak Willmore equation was introduced to work with weak immersions since (9) requires less regularity than (10) . However a consequence of theorem I.5 in [21] is that weak Willmore immersions are smooth, and necessarily Willmore immersions.
Harnack inequalities on the conformal factor
Works by F. Hélein ensured that in disks of small energy, and that up to a reasonable (see (8) ) assumption on ∇λ L 2,∞ (D) , the conformal factor could be controlled pointwise. We here give a version from theorem 5.5 of [22] .
Let n be its Gauss map and λ its conformal factor. We assume
Then for any r < 1 there exists c ∈ R and C ∈ R depending on r and C 0 such that
This theorem can be adapted to disks of arbitrary radii without losing control on the constant.
Then for any r < 1 there exists c ρ ∈ R and C ∈ R depending on r and C 0 such that
Proof. Let Φ ρ = Φ (ρ.), n ρ be its Gauss map and λ ρ its conformal factor. Straightforward computations yield
and, thanks to (12),
owing to the scaling-invariance properties of the L 2 and L 2,∞ norms. Applying theorem 2.3 one finds there exists c ∈ R and C ∈ R depending on r and C 0 such that
However, using (12) ,
with c ρ = c − ln ρ and the same C.
We can extend the control to domains with merely D |∇ n| 2 < ∞ up to adding an additionnal parameter r 0 to the constant. As explained in the introduction, r 0 measures how uniformly small a ball in the disk has to be to have sufficiently small ∇ n energy and thus in turn how many of these small balls are needed to cover the domain of study. We recall the definition of r 0 before proceeding :
conformal, n be its Gauss map and λ its conformal factor. We assume that
Then for any r < 1 there exists c ρ ∈ R and C ∈ R depending on r, C 0 and r 0 such that
Proof. We prove the result on D, then working as in the proof of corollary 2. 
As a consequence
where λ is the Lebesgue measure. Thus
For simplicity's sake we will renumber the (
One can then apply corollary 2.1 on each B r1 (p i ) and find
Here C is a constant depending only on C 0 . Let i, j ∈ I such that B r 1
Taking any i, j ∈ I, let γ ij be a straight line linking any fixed
Then, thanks to (16) ,
Then given any x ∈ D r we find a i ∈ I such that x ∈ B r 1 2 (p i ) and have, using (15) and (17),
Taking the supremum over x we conclude with
which is as announced given that N depends only on r and r 0 .
This Harnack inequality ensures that (9) has a distributional meaning in conformal maps. Indeed if we consider Φ ∈ E (D) satisfying hypothesis (11), ∇ n ∈ L 2 (D) and its respective tracefull and tracefree part H∇Φ andÅ∇Φ are properly defined as L 2 (D) functions (see (104) for details). Then corollary 2.2 ensures that for any r < 1, there exists Λ ∈ R such that on D r we have
Hence since
As a result (9) is well-defined in the distributional sense, which will allow us to introduce divergence free quantities for the Willmore equations.
Divergence free vector fields for the Willmore immersions
As said in the introduction T. Rivière has defined auxiliary quantities (theorem I.4 in [21] ) playing a crucial part in the regularity of Willmore surfaces. Here we recall their definition before any further exploitation.
In the following we will call L the first Willmore quantity.
Then there exists S and
In the following we will call S and R the second and third Willmore quantity.
We remark that L, R and S are defined up to a constant that we can (and will) adjust.
The key role played by S and R revolves around the system of equations they satisfy (as stated by theorem 7.5 and corollary 7.6 of [22] ).
Theorem 2.5. Let Φ ∈ E (D) be a weak Willmore immersion. Then S and R satisfy
and hence
This system can be slightly changed to better suit our needs.
Theorem 2.6. Let Φ ∈ E (D) be a weak Willmore immersion. Then S and R satisfy
Proof. Computations are done in the appendix (see section A.2).
Control of Le λ on a disk
This section is devoted to the following result which is only a slight improvement over theorem 7.4 of [22] , with a control by H∇Φ replacing one by ∇ n. We will however follow mutantis mutandis the previous proof.
Theorem 2.7. Let Φ ∈ E (D ρ ) be a conformal weak Willmore immersion. Let n denote its Gauss map, H its mean curvature and λ its conformal factor. We assume
Then for any r < 1 there exists a constant L ∈ R 3 and a constant C ∈ R depending on r, C 0 and r 0 (defined in (6) 
where L is given by (3).
Proof. As before we will prove the theorem on D. The proof on D ρ follows as in corollary 2.1. Let Φ ∈ E (D) be a conformal weak Willmore immersion, n its Gauss map, H its mean curvature and λ its conformal factor. We assume that
Step 1 : Control of the conformal factor Applying corollary 2.2 we find Λ ∈ R and C depending on r, C 0 and r 0 such that
Consequently λ satisfies (18),
Step 2 : Control on ∇ L Estimates (19) then stands :
We can exploit it to control the right-hand side of (20) . First, using the fact that the tangent part of ∇ H, π T ∇ H , satisfies π T ∇ H = H∇ n, we recast (20) as
Then we control each term of the right-hand side as follows. With theorem 1, section 5.9.1 in [8] we find
The last three estimates combined give
Step 3 : Conclusion Thanks to Step 2 and theorem A.3 (see appendix)
with C a real constant that depends on r, C 0 and r 0 . Hence
with C as desired. This concludes the proof on D.
2.5 L 2,1 controls in the generic case
Without small controls on H or n, some results can be achieved in term of Lorentz spaces estimates as shown by the following.
Theorem 2.8. Let Φ ∈ E (D ρ ) satisfy the hypotheses of theorem 2.7. Then for any r < 1 there exists a constant C ∈ R depending on r, C 0 and r 0 (defined in (6)) such that
We first prove a more flexible result than theorem 2.8 (in that it does not reference r 0 ) controlling the
Theorem 2.9. Let Φ ∈ E (D ρ ) be a conformal weak Willmore immersion, n its Gauss map, H its mean curvature, λ its conformal factor and L its first Willmore quantity. We assume
and that there exists r ′ < 1 and and
Then for any r < r ′ there exists a constant C depending on r, r ′ , C 0 and C 1 such that
Furthermore the associated second and third Willmore quantities satisfy also
Proof. As before it is enough to work on the unit disk and conclude with a dilation to obtain the result on disks of arbitrari radii.
Step 1 :
Then S and R defined as
satisfy :
Noticing that S and R are defined up to an additive constant, we can choose S and R to be of null average value on D r ′ . The classic Poincaré-Wirtinger's inequality (see theorem 2, section 5.8.1 in [7] ) yields for any 1 < p < ∞ and any u such that ∇u ∈ L p (D r ′ ) :
with C p,r ′ ∈ R + andū the mean value of u on D r ′ . These inequalities can be extended using Marcinkiewitz interpolation theorem (see for example theorem 3.3.
Applied to S and R (which are of null mean value), this yields :
where C depends on r ′ . Since, thanks to (23)
one can decompose S = σ + s where s is harmonic and σ is a solution of
Using Wente's lemma (theorem A.6, in appendix) one finds :
where C depends on C 0 and C 1 . Meanwhile Poisson's formula yields for s :
where C depends on r, and r ′ . Using Marcinkiewitz interpolation theorem on trace operators yield
with C depending on r ′ . Combining (26), (28) and (29) yields :
where C depends on r, r ′ , C 1 and C 0 . Together (27) and (30) yield :
Working similarly on R one finds
This estimate can still be improved : let S = σ ′ + s ′ with s ′ harmonic and σ
Using theorem A.7 (in appendix) and (31) ensures
Using Poisson's formula allows one to control s ′ :
As before, Marcinkiewitz interpolation on trace theorems yields
Together (32) and (34) ensure
Working analogously on R one finds
Once more C depends on r, r ′ , C 0 and C 1 which concludes Step 1.
Step 2 : L 2,1 control of H∇Φ We simply use inequality (119), proved in appendix :
Combining it with (35) we find
which gives us the desired control on H∇Φ.
Step 3 : L 2,1 control of ∇ n To expand these estimates to ∇ n we will use equation (117) 
and α
Setting ν = n − 2α and using (38) yields
Besides, ν satisfies ∆ν + ∇ n × ∇ ⊥ n = 0.
We split ν = ν 1 + ν 2 with ν 2 harmonic and ν 1 solution of
Using theorem A.7 we bound ∇ν 1
Using the same method as for the estimates on s ′ (see (33) -(34)) and applying (39) we find
Combining (40) and (41) yields
Since n = ν + 2α, (38) and (42) ensure
which concludes the proof.
Theorem 2.8 follows from combining theorems 2.7 and 2.9.
3 ε-regularity results for weak Willmore immersions : proof of theorems 1.4 and 1.5
We recall theorem 1.5 for convenience.
Theorem. Let Φ ∈ E (D) satisfy the hypotheses of theorem 2.7. We assume there exists r ′ < 1 and
where L is given by (3). Then there exists ε ′ 0 depending only on C 0 such that if
then for any r < r ′ there exists a constant C ∈ R depending on r, C 0 , p and C 1 such that
Proof. Let r < r ′ < 1, we follow the outline given in the introduction.
Step 1 : W 1,(2,1) control on the Willmore quantities Let L satisfy our hypothesis. Theorem 2.9 gives :
Step 2 : W 1,q control on the Willmore quantities, for q > 2 Thanks to (23) and (24) we can decompose in any B t (p), with p ∈ D r+r ′ 2 and t sufficiently small, S = σ + s and R = ρ + r, with ∆σ = ∆S = H∇Φ,
Since s and r are harmonic functions, l →
|∇ r| 2 are classically non-decreasing (see lemma IV.1 in [20] ). It follows that
Furthermore thanks to (44) and theorem A.7 we have
Thanks to (44) and theorem A.4 we find
Exploiting the duality of L 2,1 and L 2,∞ , (49) and (50) yield
Working similarly with ρ we find
We remind the reader that the constant from theorems A.7 and A.4 are universal due to the scale invariance properties of the L 2 , L 2,∞ and L 2,1 norms. The constants in (51) and (52) then do depend solely on ∇ n L 2 (D) .
We can combine (48), (51) and (52) to get
where 
Step 3 : L ∞ control on H∇Φ Thanks to Step 2 and (119) we deduce
The criticality of system (24) is thus broken : ∆S, ∆ R are in L q 2 with q 2 > 1. One can apply classic Calderón-Zygmund theory (see for instance theorem 9.9 and 9.11 of [9] ) to start a bootstrap of limiting regularity L ∞ on H∇Φ. In fine one has with estimate (43)
(56) for all p < ∞. Here C is a real constant which depends on r, r ′ , C 0 and C 1 .
Step 4 : W 3,p control on Φ The control on ∇Φ is obtained by a similar Calderón-Zygmund bootstrap on equation
which achieves the proof.
One only needs to combine theorems 2.7 and 1.5 to prove theorem 1.4. Theorems 1.4 and 1.5 can be applied on disks of arbitrari radii, at the cost of a control depending on the radius of the disk. Indeed a rescaling, very similar to what has already been done in the proof of corollary 2.1 yields the following theorem.
Theorem 3.1. Let Φ ∈ E (D ρ ) satisfy the hypotheses of theorem 2.7. We assume there exists r ′ < 1 and
Then there exists ε ′ 0 depending only on C 0 such that if
Control of Le λ on an annulus
In this section we focus on a control of L on annuli of small energy, independantly of its conformal class (see (VI.23) in [3] ).
Theorem 4.1. Let R > 0 and Φ ∈ E (D R ) be a conformal weak Willmore immersion. Let n denote its Gauss map, H its mean curvature and λ its conformal factor. We assume
Then there exists ε 0 > 0 (independant of Φ) such that if 0 < 8r < R and
D2s\Ds
|∇ n|
then there exists L ∈ R 3 and C ∈ R depending on C 0 but not on the conformal class of
Once more we will follow Y. Bernard and T. Rivière's proof, with a few tweaks in order to obtain a control of Le λ by H∇Φ instead of ∇ n. It is important for Φ to be well-defined, and the bound on its conformal factor and Gauss map to stand, on the whole disk and not merely on the annulus. We refer the reader to [13] for a study of what can happen otherwise. In the context of theorem 1.2, theorem 4.1 gives controls on the neck regions around the concentration points.
Proof.
Step 1 : Pointwise estimates on H and ∇ H We set ourselves in the setting of theorem 4.1 and consider Φ ∈ E (D R ) a conformal weak Willmore immersions of Gauss map n, mean curvature H, conformal factor λ and tracefree second fundamental formÅ. We assume that
and that sup
and thus (57) implies
On B |x| 4 (x) one can then apply either theorem 1.1, or theorem 1.4 (with r 0 = 1 since (58) stands) to deduce
and H∇Φ
Here C depends on C 0 . Corollary 2.1 then ensures a Harnack inequality on B |x| 8 (x), meaning there exists Λ ∈ R and C depending only on C 0 such that for all p ∈ B |x|
This allows one to control H with (60) :
Since Φ is Willmore, it satisfies (10) :
Combining (59), (62) and (109) yields
.
Classic Calderón-Zygmund results (see for instance theorem 9.9 and 9.11 of [9] ) ensure that
Combining first (60) and (61), and then (63) and (61) yields when evaluated at x
Since ∇ H = ∇H n + H∇ n, we can extend (64) and (65) to H and ∇ H thanks to (59), which yields the desired estimates.
Step 2 : Controls on δ Clearly we have
Further for any function positive function f :
Applying (67) with f (t) = ∂Dt |H∇Φ| 2 dσ ∂Dt we find
while withf (t) = ∂Dt |∇ n| 2 dσ ∂Dt yields (VI.9) in [3] :
Step 2 : Exploitation and control of L Let L be a first Willmore quantity of Φ on D R , i.e. satisfying (20) . From (20) , (59), (64) and (65) we deduce for all
We consider for any r ≤ t ≤ R
One key step of the proof is controlling the conformal factor with a Harnack inequality. However as the conformal class of the annulus degenerates, the number of small energy disks needed to cover it goes to infinity. Thus we have no hope to properly estimate the conformal factor by a constant. Y. Bernard and T. Rivière have however shown that a function of type r d can be a good approximation, as stated in lemma V.3 of [3] (see below).
Lemma 4.1. There exists a constant η > 0 with the following property. Let 0 < 4r < R < ∞. If Φ is any (weak) conformal immersion of Ω := D R \D r into R 3 with L 2 -bounded second fundamental form and satisfying
then there exist 1 2 < α < 1 and A ∈ R depending on R, r, m and Φ such that
where d satisfies
In our case (72) implies the following Harnack inequality for all
with d, A in R, and C a constant depending on C 0 . Then (71) yields
with C depending on C 0 . We can then estimate L − L |x| with (68) and (75) :
We will control similarly
Using (59), (64) and (74) we deduce from this
Defining a(t) = L t yields da dt ≤ d Lt dt which, combined with (74) and (77) ensures
We can then apply (68) and (69) and conclude
An integration by parts gives for any r < τ < T < R,
Hence, since a ≥ 0, we have
In both cases for all 2r < |x| < R 2 , thanks to (79), we have
where C depends only on C 0 . Since 1 |x| is in L 2,∞ , we conclude with
Combined with (76), this yields the desired result :
The constant appearing in the theorem corresponds to the choice of ∂D2r L = 0 or ∂D R 2 L = 0 depending on d.
5 Simple minimal bubbling : proof of theorem 1.3
In the followingΦ
,H ελε will denote respectively its Gauss map, its mean curvature and its conformal factor. We can check :
Then for all
Hypothesis 5 implies
Besides combining (110) and hypothesis 3 yields
Together (87) and (88) ensure that for R sufficiently big and ε sufficiently small
with ε ′ 0 (M ) given by theorem 1.5. Up to a rescaling, and thus without loss of generality we can assume that (89) stands on D. We will find a uniform L 2,∞ bound on a first Willmore quantity, theorem 1.5 then gives the uniform controls proving theorem 1.3.
Recalling (84) yields
Then either Ψ parametrizes a plane, and classical ε-regularity results yield smooth convergence (and there is de facto no real bubbling) or for R big enough,
This means that the estimates given by theorem 2.7 degenerates as ε goes to 0. Finding a uniform control on Le λ will require a "bubble-neck" decomposition. The bubble region will be D 4εR while the neck region will be D 1 R \D εR , with a R that we determine in what follows. We consider L ε a first Willmore quantity of Φ ε on D.
Step 1 : Neck estimates By hypothesis 3, there exists R 0 > 0 such that for ε small enough,
where ε 0 is given by theorem 4.1. In turn this ensures that
We can then apply theorem 4.1 and find a sequence
where C depends solely on M defined in 1 and 2.
Step 2 : Bubble estimates Let p ε = εx ε ∈ D 4R0ε and r ε = εs ε such that B r ε (p ε ) ⊂ D 4R0ε and
Then x ε ∈ D 4R0 and s ε ≤ 4R 0 , meaning that there exists x ∈ D 4R0 and s ≤ 4R 0 such that (up to a subsequence)
Adapting slightly (84) we find
Thus if we set
we deduce that for ε small enough r ǫ 0 is uniformly bounded from below :
Inequality (91) translates the simple bubbling of Φ ε . While Φ ε concentrates at 0 at the scale ε,Φ ε does not concentrate any further, everything happens at the same scale forΦ ε . For instance corollary 2.2 ensures that the conformal factor satisfies a Harnack inequality. Namely we find Λ ε ∈ R such that
Here C depends on M and r Ψ 0 . Theorem 2.7 then allows us to control the first Willmore quantity ; i.e. there exists
Step 3 : Estimates across the concentration point
We first wish to estimate L ε 1 − L ε 2 . Using (90) and (93) we find
We can now assemble our estimates on the neck and the bubble. Using successively (90), (93) and (94) we find
With (92), we can simplify the last right-hand term in the inequality.
since Λ ε is a constant. Accordingly there exists C(M, r Ψ 0 ) > 0 such that the following estimate across the concentration point stands.
Step 4 : Conclusion We have then found a first Willmore quantity, L ε − L ε 1 , with uniform L 2,∞ control on a disk of fixed radius ρ = 1 2R0 . Since (89) stands we can apply theorem 1.5 on
while the second and third Willmore quantities satisfy
for all p < ∞. Theorem 1.3 then follows from classical compactness results.
A Appendix

A.1 Formulas for a conformal immersion
In this section we show several formulas useful for the core of the article. Most are well known, but their proof is included for self-containedness. Let Φ : D → R 3 be a conformal immersion, that is such that
Its Gauss map is defined as n = Φx×Φy |Φx×Φy| (with × the usual vectorial product in R 3 )
and its conformal factor as λ = log |Φ x | = log |Φ y |. Its second fundamental form is then
One can check
and deduce immediately
Defining the mean curvature H = e + g 2e 2λ and the tracefree second fundamental form
one finds ∇ n = −H∇Φ −Å∇Φ,
Combining (101) and (102) yields
As a result H∇Φ andÅ∇Φ can be deduced solely from ∇ n :
It is well known that since Φ is conformal
where H = H n, and ∆λ = Ke 2λ
where K = e −4λ det A = e −4λ eg − f 2 is the Gauss curvature. Equation (106) is refered to as the Liouville equation.
We can compute |∇ n| 2 in several ways. Using (99) :
and with (101)
sinceÅ is tracefree.
( 108) sinceÅ is tracefree. From (108) we deduce
and |H∇Φ| ≤ |∇ n| .
In this context it is most convenient to use complex notations. Let
Then Φ conformal translates as
If we define the tracefree curvature as ω = e−g 2 − if = 2 Φ zz , n , (101) becomes
while (108) turns into
Similarly (105) translates to
Exploiting (111) one finds
We can then compute
However n zz ∈ R 3 since n ∈ R 3 . Then necessarily ωze −2λ = Hz i.e.
Equation (114) is the Gauss-Codazzi equation in complex notations. Using (114) and (113) we find
While the complex notations are most convenient for computations, the resulting equations are not always telling. We will then translate (115) back to its classic real form :
The Gauss map n then satisfies
This can be slightly changed to better suit our needs
The second equality is obtained with (105), and the third with (108). Now we compute
We then find
A.2 Formulas for a conformal, Willmore immersion
The aim of this section is to study the Willmore quantities and offer a proof of theorem 2.6. To that aim we set ourselves in the same context as in the previous subsecion with the additionnal assumption that Φ is Willmore.
We recall the definition of the Willmore quantities (already introduced in section 2.3 and stemming from theorem I.4 in [21] ).
Now since L × ∇ ⊥ Φ, H∇ ⊥ Φ = 0 owing to the properties of the vectorial product, we can compute
This yields an interesting estimate :
We recall the system of 2.5
To rephrase this system we compute
Further
We have used (118) to obtain the second to last equality. The decomposition (101) then yields
with (120). Similarly with (121) we compute
Injecting these last two equalities in (23), we can conclude that R, S and Φ satisfy :
which is the desired equation.
A.3 Low-regularity estimates
Following is a sequence of low regularity auxiliary theorems needed in our proofs. Theorem A.1 (Theorem 3.5 in [22] 
Proof. We compute against a test function φ ∈ C ∞ c (D) :
where the last inequality is obtained thanks to elliptical regularity (applying theorem 9.11 of [9] for instance).
Then we consider h ∈ L 2 (D) and φ the solution of the Poisson problem for h. φ ∈ W 2,2 0 (D) and thus there exists
. One then has :
Thus f ∈ L 2 is well defined and we have the desired estimate in
Then for any r < 1 there exists c ∈ R a constant and
Proof. We write ∇V = ∇a + ∇b + H with ∆a = divA in D,
, that is H is harmonic. We will write it H = ∇h with h harmonic and h(0) = 0. Using respectively theorems A.2 and A.1 we find
Besides given φ ∈ C 
since L 2,1 = L 2,∞ * . Now using (122) and the continuous injection L 2,1 ֒→ L 2 we find
This yields
Since h is harmonic we write h z = p∈Z h p z p , and we apply (123) with φ p = rη(r)e −ipθ , where η is a smooth positive cut-off function on D with support in 0, 
Here C(r) < ∞ as soon as r < 1. Since by definition ∇V = ∇a + ∇b + ∇h, there exists a constant c ∈ R such that
Using (122) and (125) we then deduce
with C depending only on r, which concludes the proof.
We conclude this subsection by recalling an extension of Calderon-Zygmund with Lorentz spaces (theorem 3.3.6 in [10] ). 
A.4 Wentes' lemmas
Following are a few variations on Wente's inequality, which will prove useful in the core of the article. Theorem A.5 (Wente's inequality, originally in [23] , see also 3. Then u ∈ C 0 (D, R) ∩ W 1,2 (D, R) and there exists C > 0
Theorem A.6 (Wente's inequality L 2,∞ , theorem 3.4.5 of [10] ). Let Ω be a bounded domain of R 2 , with C 2 boundary. Suppose a and b such that ∇a ∈ L 2,∞ (Ω) and ∇b ∈ L 2 (Ω). Let ϕ be the solution of ∆ϕ = ∇a.∇ ⊥ b in Ω ϕ = 0 on ∂Ω.
Then ϕ ∈ W 1,2 (Ω), and there exists C(Ω) > 0 such that Then ϕ ∈ W 1,(2,1) (Ω), and there exists C(Ω) > 0 such that
Remark A.1. One must notice that the constant C(Ω) in theorems A.6 and A.7 depends on the shape of Ω, but not its size due to the fact that L 2,∞ and L 2,1 are scale-invariant, but not conformal invariant. The same constant C then works for all disks D r . Since L 2 is a conformal invariant the constant in theorem A.5 does not depend on Ω. We refer the reader to [4] for more details.
A.5 Hodge decomposition
In this subsection we briefly recall results on the Hodge decomposition and recast them in our framework. Theorem A.8 (L p decomposition, theorem 10.5.1 in [11] ). Let Ω be a smoothly bounded domain in R n and 1 < p < ∞. Then for any l-differential form ω ∈ L p there exists a l − 1 differential form α, a l + 1-differential form β and a l-differential form h such that :
with dh = d * h = 0 and
Theorem 10.5.1 in [11] is in fact more accurate and goes into much more details about the boundary conditions. However quoting it in a comprehensive manner would require to introduce new notations. We thus restrict ourselves to this partial result, which will satisfy our current needs. Taking X = X 1 X 2 ∈ L p (D r , R × R),
and ω = X 1 dx + X 2 dy, one can apply theorem A.8 and find a function α, a volume form β and a harmonic 1-form h on D r such that :
Since div(X) = d * ω = ∆α we deduce 
