Abstract. We present two matrix-free methods for solving exact penalty subproblems on product sets that arise when solving large-scale optimization problems. The first approach is a novel iterative reweighting algorithm (IRWA), which iteratively minimizes quadratic models of relaxed subproblems while automatically updating a relaxation vector. The second approach is based on alternating direction augmented Lagrangian (ADAL) technology applied to our setting. The main computational costs of each algorithm are the repeated minimizations of convex quadratic functions which can be performed matrix-free. We prove that both algorithms are globally convergent under loose assumptions and that each requires at most O(1/ε 2 ) iterations to reach ε-optimality of the objective function. Numerical experiments exhibit the ability of both algorithms to efficiently find inexact solutions. However, in certain cases, these experiments indicate that IRWA can be significantly more efficient than ADAL.
Introduction.
The central focus of this paper is the numerical solution of exact penalty subproblems, which we define to be any problem of the form (1.1) min
where g ∈ R n , H ∈ R n×n is symmetric, A ∈ R m×n , b ∈ R m , X ⊂ R n , C ⊂ R m , and dist (· | C ) measures distance to C. The set X is assumed to be simple; e.g., it may represent box constraints, a trust-region constraint, or both. Subproblems of this type arise in numerous contexts in optimization including nonlinear feasibility problems and general nonlinear optimization [4, 8, 20] . In these applications, the matrix H represents an approximation to the Hessian of the Lagrangian [6] .
To approximately solve large-scale instances of (1.1) where C is a product set, we discuss two solution methods based on linear least-squares subproblems. These solution methods are matrix-free in the sense that the least-squares subproblems-with convex quadratic objective functions-can be solved in a matrix-free manner. The first approach is an iterative reweighting strategy [2, 17, 19, 23, 27] , while the second is based on alternating direction augmented Lagrangian (ADAL) technology [3, 7, 24] . Greater emphasis is placed on the design of our first approach, which is novel in this setting and provides an interesting and potentially powerful extension to the classical theory for iterative reweighted least squares. In addition, we present an analysis for an ADAL approach applied in this setting for the purposes of comparison. The ADAL methodology is well suited to problem (1.1) and is a natural choice for this purpose. In addition, to the best of our knowledge, our implementation and analysis in this context are unique in the literature on this topic and so are of independent interest. We prove that both algorithms are globally convergent under loose assumptions and that each requires at most O(1/ε 2 ) iterations to reach ε-optimality of the objective of (1.1). We conclude with numerical experiments that compare these two approaches.
Throughout the paper, we assume that the set C takes the product form
where, for each i ∈ I := {1, 2, . . . , l}, the set C i ⊂ R mi is nonempty, closed, and convex. Under this assumption and with a particular distance function, problem (1.1) can be reformulated as follows. For future reference, we remark that the corresponding dual norm is y * = sup i∈I y i 2 .
With this notation, we may write
where, for any set S, we define the distance function dist 2 (y | S ) := inf z∈S y − z 2 . Hence, with ϕ(x) := g T x + ball is B 2 := {x | x 2 ≤ 1 }. Throughout the paper, it is important to keep in mind that y = y 2 , where y is defined in (1.3), since we make heavy use of both of these norms. The closed unit ball of the norm defined in (1.3) will be denoted by B. Vectors in R n will be considered as column vectors and so we can write the standard inner product on R n as u, v := u T v for all {u, v} ⊂ R n . The set N is the set of natural numbers {1, 2, . . . }. Given {u, v} ⊂ R n , the line segment connecting them is denoted by [u, v] . Given a set X ⊂ R n , we define the convex indicator for X by A function f : R n →R := R ∪ {+∞} is said to be convex if its epigraph,
is a convex set. The function f is said to be closed (or lower semicontinuous) if epi(f ) is closed, and f is said to be proper if f (x) > −∞ for all x ∈ R n and dom (f ) := {x | f (x) < ∞ } = ∅. If f is convex, then the subdifferential of f atx is given by
Given a closed convex X ⊂ R n , the normal cone to X at a pointx ∈ X is given by
It is well known that N (x | X) = ∂δ (x | X ); e.g., see [22, Exercise 8.14] . Given a set S ⊂ R m and a matrix M ∈ R m×n , the inverse image of S under M is given by
Since the set C in (1.2) is nonempty, closed, and convex, the distance function dist (y | C ) is convex. Using the techniques of [22] , it is easily shown that the subdifferential of the distance function (1.4) is Here, we have defined
and let P C (p) denote the projection of p onto the set C (see Theorem 2.1). Since we will be working on the product space R m1 × · · · × R m l , we will need notation for the components of the vectors in this space. Given a vector w ∈ R m1 × · · · × R m l , we denote the components in R mi by w i and the jth component of w i by w ij for j = 1, . . . , m i and i ∈ I so that w = (w T . Correspondingly, given vectors w i ∈ R mi for i ∈ I, we denote by w ∈ R m the vector w = (w 2. An iterative reweighting algorithm. We now describe an iterative algorithm for minimizing the function J 0 in (1.5), where in each iteration one solves a subproblem whose objective is the sum of ϕ and a weighted linear least-squares term. An advantage of this approach is that the subproblems can be solved using matrixfree methods, e.g., the conjugate gradient (CG), projected gradient, and Lanczos [13] methods. The objectives of the subproblems are localized approximations to J 0 based on projections. In this manner, we will make use of the following theorem.
Theorem 2.1 (see [28] ). Let C ⊂ R m be nonempty, closed, and convex. Then, to every y ∈ R m , there is a uniqueȳ ∈ C such that
We callȳ = P C (y) the projection of y onto C. Moreover, the following hold:
(1)ȳ = P C (y) if and only ifȳ ∈ C and (y −ȳ) ∈ N (ȳ | C).
(2) For all {y, z} ⊂ R m , the operator P C yields
Since H is symmetric and positive semidefinite, there exists A 0 ∈ R m0×n , where m 0 := rank(H), such that H = A T 0 A 0 . We use this representation for H in order to simplify our mathematical presentation; this factorization is not required in order to implement our methods. Define b 0 := 0 ∈ R n , C 0 := {0} ⊂ R n , and I 0 := {0} ∪ I = {0, 1, . . . , l}. Using this notation, we define our local approximation to J 0 at a given pointx and with a given relaxation vector ∈ R l ++ by
where, for any x ∈ R n , we define
We now state the algorithm. Iterative reweighting algorithm (IRWA).
Step 0. (Initialization) Choose an initial point x 0 ∈ X, an initial relaxation vector 0 ∈ R l ++ , and scaling parameters η ∈ (0, 1), γ > 0, and M > 0. Let σ ≥ 0 and σ ≥ 0 be two scalars which serve as termination tolerances for the stepsize and relaxation parameter, respectively. Set k := 0.
Step 1. (Solve the reweighted subproblem for x k+1 ) Compute a solution x k+1 to the problem
Step 2. (Set the new relaxation vector k+1 ) Set ≤ σ , then stop; else, set k := k + 1 and go to Step 1.
Remark 2.2.In cases where C i = {0} ⊂ R for all i ∈ I and φ ≡ 0, this algorithm has a long history in the literature. Two early references are [2] and [23] . In such cases, the algorithm reduces to the classical algorithm for minimizing Ax + b 1 using iteratively reweighted least squares.
Remark 2.3.If there exists z 0 such that A T 0 z 0 = g, then, by setting b 0 := z 0 , the linear term in the definition ofĜ, namely, g T x, can be eliminated. Remark 2.4.It is often advantageous to employ a stopping criterion based on a percent reduction in the duality gap rather than the stopping criteria given in Step 3 above [4, 5] . In such cases, one keeps track of both the primal objective values J k 0 := J 0 (x k ) and the dual objective valueŝ
where the vectorsũ
2) for a discussion of the dual problem). Given σ ∈ (0, 1), Step 3 above can be replaced by the following:
Step
, then stop; else, set k := k + 1 and go to Step 1. This is the stopping criterion employed in some of our numerical experiments. Nonetheless, for our analysis, we employ Step 3 as it is stated in the formal description of IRWA for those instances when dual valuesĴ k 0 are unavailable, such as when these computations are costly or subject to error.
2.1.
Smooth approximation to J 0 . Our analysis of IRWA is based on a smooth approximation to J 0 . Given ∈ R l + , define the -smoothing of J 0 by
Note that J 0 (x) ≡ J(x, 0) and that J(x, ) is jointly convex in (x, ) since
where e i is the ith unit coordinate vector. By [22, Corollary 10.11] , (1.6), and (1.7),
Givenx ∈ R n and˜ ∈ R l ++ , we define a weighted approximation to J(·,˜ ) atx by 
We have the following fundamental fact about solutions of G(x,˜ ) defined by (2.4).
Proof. We first prove (2.8).
or, equivalently,
Moreover, by the definition of the projection operator P Ci , we know that
Therefore,
where the final inequality follows sincex ∈ X andv ∈ N (x | X). We now prove (2.9). Since √ t is a concave function of t on R + , we have t ≤ t +t −t and so, for i ∈ I, we have
where the first inequality follows fromˆ ∈ (0,˜ ], the second inequality follows from (2.12), and the third inequality follows from (2.8).
2.2. Coercivity of J. Lemma 2.5 tells us that IRWA is a descent method for the function J. Consequently, both the existence of solutions to (1.5) and the existence of cluster points to IRWA can be guaranteed by understanding conditions under which the function J is coercive, or equivalently, conditions that guarantee the boundedness of the lower level sets of J over X. For this, we need to consider the asymptotic geometry of J and X. Definition 2.6 (see [22, Definition 3.3] 
We have the basic facts about horizon cones given in the following proposition. Proposition 2.7. The following hold:
m is nonempty, closed, and convex, then
We now prove the following result about the lower level sets of J. Theorem 2.8. Let α > 0 and ∈ R l + be such that the set Proof. Let x ∈ L(α, ) and letx be an element of the set on the right-hand side of (2.13). Then, by Proposition 2.7, for all λ ≥ 0 we have x+λx ∈ X and λA ix +C i ⊂ C i for all i ∈ I, and so for each i ∈ I we have
∞ . We need to show thatx is an element of the set on the right-hand side of (2.13). For this, we may as well assume thatx = 0. By the fact thatx ∈ L(α, )
∞ , there exists t k ↓ 0 and {x
Therefore, g Tx ≤ 0 and Hx = 0. Now, define 
Consequently,x ∈ X ∞ , g Tx ≤ 0, Hx = 0, and Ax ∈ C ∞ , which together imply that x is in the set on the right-hand side of (2.13). 
Moreover, for k ∈ N, define
(1)
} is monotonically decreasing is an immediate consequence of the monotonicity of the sequence { k }, Lemma 2.5, and the fact that
in which case we may assume that the sequence {J(x k , k )} is bounded below. We define the lower bound
for the remainder of the proof. (1) By Lemma 2.5, for every positive integerk we have
Therefore, as desired, we have 
} cannot be bounded away from 0, there is a subsequenceŜ ⊂ N and a partition {I 1 
However, for every such k, Step 2 of the algorithm chooses
Our first step is to show that for every subsequenceŜ ⊂ S and i 0 ∈ I, there is a further subsequenceS ⊂Ŝ such that w
→ 0. The proof uses a trick from the proof of part (2) . LetŜ ⊂ S be a subsequence and i 0 ∈ I. Part (1) implies that (w
→ 0 for each i ∈ I 0 . As in the proof of part (2), this implies that there is a further subsequenceS ⊂Ŝ and
→ 0 for all i ∈ I 2 . If i 0 ∈ I 2 , then we would be done, so let us assume that i 0 ∈ I 1 . We can assume thatS contains no subsequence on which w
converges to 0 since, otherwise, again we would be done. Hence, we assume
Step 2 of the algorithm, for all k ∈ S,
giving the contradiction w
→ 0, and we have
shown that for every subsequenceŜ ⊂ S and i 0 ∈ I, there isS ⊂Ŝ such that 
from which the result follows. (5) By convexity, the condition
} k∈Ŝ is bounded away from 0, which would imply that ( r
In the next result, we give conditions under which every cluster point of the subsequence {x k } k∈S is a solution to min x∈X J 0 (x), where S is defined in Lemma 2.11. Since J 0 is convex, this is equivalent to showing that 0 ∈ ∂J 0 (x) + N (x | X) .
Theorem 2.12. Suppose that the sequence {(x k , k )} is generated by IRWA with initial point x 0 ∈ X and relaxation vector 0 ∈ R l ++ and that the sequence {J(
and {W k } be defined as in Lemma 2.11, and letx be a cluster point of the subsequence {x k } k∈S . LetŜ ⊂ S be a subsequence such that x kŜ →x. Without loss of generality, due to the upper semicontinuity of the normal cone operator, [22, Proposition 6.6] , the continuity of the projection operator, and Lemma 2.11(4), we can assume that for each i ∈ A(Ax + b) there exists
Also due to the continuity of the projection operator, for each i / ∈ I(Ax + b) we have 
Next, suppose that (a) holds, i.e., that ker(A) ∩ ker(H) = {0} and the set {dist Ax k + b | C } k∈S is bounded. This latter fact and Lemma 2.11 (6) imply that
Indeed, if this were not the case, then there would exist a subsequenceŜ ⊂ S and a vectorw ∈ R n with w 2 = 1
}Ŝ is bounded away from 0 while
In particular, this and the upper semicontinuity of the normal cone operator impl that (5), and (2.7), we have
The previously stated Corollary 2.9 provides conditions under which the sequence {x k } has cluster points. One of these conditions is that H is positive definite. In such cases, the function J 0 is strongly convex and so the problem (1.5) has a unique global solution x * , meaning that the entire sequence converges to x * . We formalize this conclusion with the following theorem.
Theorem 2.13. Suppose that H is positive definite and the sequence {(x k , k )} is generated by IRWA with initial point x 0 ∈ X and relaxation vector 0 ∈ R l ++ . Then, the problem (1.5) has a unique global solution x * and x k → x * . Proof. Since H is positive definite, the function J(x, ) is strongly convex in x for all ∈ R l + . In particular, J 0 is strongly convex and so (1.5) has a unique global solution x * . By Corollary 2.9, the set L(J(x 0 , 0 ), 0 ) is compact, and, by Lemma 2.5,
, and so, by Theorem 2.12, the subsequence {x k } k∈S has a cluster pointx satisfying 0 ∈
But the only such point isx = x * , and hence x k S → x * . Since the sequence {J(x k , k )} is monotonically decreasing and bounded below by Corollary 2.9, it has a limitJ. Since
by Corollary 2.9(2)), this subsequence has a further subsequenceS 0 ⊂S such that
→J, and, by continuity, 
Complexity of IRWA.
A pointx ∈ X is an ε-optimal solution to (1.5) if
In this section, we prove the following result. 
k is an ε-optimal solution to (1.5), i.e., (2.18) holds withx = x k . The proof of this result requires a few preliminary lemmas. For ease of presentation, we assume that the hypotheses of Theorem 2.14 hold throughout this section. Thus, in particular, Corollary 2.9 and the strict convexity and coercivity of J tell us that there exists τ > 0 such that
where x is the solution to min x∈R n J(x, ). Let w i for i ∈ I andÃ be given as in (2.2) and (2.3), respectively. In addition, define
Recall that
. It is straightforward to show that, for each i ∈ I, we have
Consequently, for each i ∈ I, the function R i is globally Lipschitz continuous with Lipschitz constant 1/ i . This allows us to establish a similar result for the mapping u(x, ) as a function of x, which we prove as our next result. For convenience, we usē 
where the first inequality follows from (2.21), the second from (2.22), and the last from the fact that the 2-norm of a matrix equals its largest singular value. By Lemma 2.15 and the subgradient inequality, we obtain the bound
Moreover, by part (5) of Lemma 2.11, we have
If we now define
This gives the following bound on the decrease in J when going from x k to x k+1 .
Lemma 2.16. Let the hypotheses of Lemma 2.15 hold. Then,
where α :=ε/(2σ 2 0 ) with σ 0 the largest singular value ofÃ. Proof. By Lemma 2.5 and (2.24), we have
Ã 2 2 , we have that the largest eigenvalue of D k is bounded above by σ 2 0 /ε. This implies
, which gives the result. The following theorem is the main tool for proving Theorem 2.14. Theorem 2.17. Let the hypotheses of Lemma 2.16 hold, and, as in (2.20) , let x be the solution to min x∈R n J(x, ). Then, 
Proof. Set δ j := J(x j , ) − J(x , ) for all j ∈ N. Then, by Lemma 2.16,
If for some j < k we have δ j = 0, then (2.26) implies that δ k = 0 and u k = 0, which in turn implies that x k+1 = x and the bound (2.25) holds trivially. In the remainder of the proof, we only consider the nontrivial case where δ j > 0 for j = 0, . . . , k − 1. Consider j ∈ {0, . . . , k − 1}. By the convexity of J and (2.20), we have
Combining this with (2.26), gives
Dividing both sides by δ j+1 δ j and noting that
Summing both sides of (2.27) from 0 to k − 1, we obtain
The inequality (2.23) implies that
which, together with (2.28), implies that
Rearranging, one has
Substituting in β = λ + lσ Finally, using the inequalities ε ≤ 4lε andε ≤ ε (recall (2.19)) gives
which is the desired inequality.
We can now prove Theorem 2.14.
Proof of Theorem 2.14. Let x * = arg min x∈R n J 0 (x). Then, by convexity in ,
By Theorem 2.17, IRWA needs O(1/ε 2 ) iterations to reach
Combining these two inequalities yields the result.
3. An alternating direction augmented Lagrangian algorithm. For comparison with IRWA, we now describe an alternating direction augmented Lagrangian (ADAL) method for solving problem (1.5). This approach, like IRWA, can be solved by matrix-free methods. Defininĝ
where dist (p | C ) is defined as in (1.4), the problem (1.5) has the equivalent form 
and the corresponding augmented Lagrangian, with penalty parameter μ > 0, is
(Observe that due to their differing numbers of inputs, the Lagrangian value L(x, p, u) and augmented Lagrangian value L(x, p, u, μ) should not be confused with each other, nor with the level set value L(α, ) defined in Theorem 2.8.)
We now state the algorithm. ADAL algorithm.
Step 0. (Initialization) Choose an initial point x 0 ∈ X, dual vectors u
for i ∈ I, and penalty parameter μ > 0. Let σ ≥ 0 and σ ≥ 0 be two scalars which serve as termination tolerances for the stepsize and constraint residual, respectively. Set k := 0.
Step 
Step 2. (Set the new multipliers u k+1 ) Set
Step 3 Remark 3.1.As for IRWA, one can also replace the stopping criteria of Step 3 with a criterion based on a percent reduction in duality gap; recall Remark 2.4.
Properties of the ADAL subproblems.
Before addressing the convergence properties of the ADAL algorithm, we discuss properties of the solutions to the subproblems
Defining
, on the other hand, involves the minimization of a convex quadratic over X, which can be solved by matrix-free methods.
Along with the dual variable estimates {u k i }, we define the auxiliary estimateŝ
First-order optimality conditions for (3.1) are then given by
The next lemma relates the iterates to these optimality conditions. Lemma 3.2. Suppose that the sequence {(x k , p k , u k )} is generated by ADAL with initial point x 0 ∈ X. Then, for all k ∈ N, we have
Moreover, for all k ≥ 1, we have 
which, along with ADAL Step 2, implies that
Hence, the first part of (3.4) holds. Then, again by ADAL Step 1,
Hence, the second part of (3.4) holds.
The first bound in (3.5) follows from the first part of (3.4). The second bound in (3.5) follows from the first bound and the fact that for k ∈ N we have
As for the third bound, note that if, for some i ∈ I, we have dist 2 s
2) and the second bound in (3.5),
≤μ. For the remainder of our discussion of ADAL, we define the residuals
Lemma 3.2 tells us that the deviation of (p k+1 ,û k+1 ) from satisfying the first-order stationary conditions for (3.3) can be measured by
Convergence of ADAL.
In this section, we establish the global convergence properties of the ADAL algorithm. The proofs in this section follow a standard pattern for algorithms of this type (e.g., see [3] ). We make use of the following standard assumption. 
Rearranging, we obtain the first inequality in (3.8).
We now show the second inequality in (3.8). Recall that Steps 1 and 2 of ADAL tell us that (3.6) holds for all k ∈ N. Therefore, by convexity, x k+1 is an optimal solution to
Since this is a convex problem and x * ∈ X, we have
Similarly, by the first expression in (3.4) and convexity, p k+1 is an optimal solution to
Hence, by the convexity of this problem, we have
By adding (3.9) and (3.10), we obtain
which completes the proof. Consider the measure of distance to (x * , u * ) defined by
In our next lemma, we show that this measure decreases monotonically. Lemma 3.5. Suppose that the sequence {(x k , p k , u k )} is generated by ADAL with initial point x 0 ∈ X. Then, under Assumption 3.3, we have for all k ≥ 1 that
Proof. By using the extremes of the inequality (3.8) and rearranging, we obtain
Since (x * , p * , u * ) is a saddle point of L, and so Ax 
Let us now consider the first grouped term in (3.13). From ADAL Step 2, we have
Adding the final term
in (3.13) to the second and third terms in (3.12),
From (3.13), (3.14) , and (3.15), we have that (3.12) reduces to
Since (3.6) holds for k ≥ 1, we have where the inequality follows since the normal cone operator N (· | C) is a monotone operator [22] . Using this inequality in the expansion of the right-hand side of (3.16) along with the equivalence
as desired. We now state and prove our main convergence theorem for ADAL. 
Proof. Summing (3.11) over all k ≥ 1 yields 
. We now address the question of when the sequence {x k } has cluster points. For the IRWA of the previous section this question was answered by appealing to Theorem 2.8, which provided necessary and sufficient conditions for the compactness of the lower level sets of the function J(x, ). This approach also applies to the ADAL algorithm, but the assumptions of Theorem 2.8 in conjunction with Assumption 3.3 are more than necessary. In the next result we consider two alternative approaches to this issue.
Proposition 3.8. Suppose that the sequence 
the second inequality in (3.8) tells us that for all k ∈ N we have
By Lemma 3.2 and Theorem 3.6, the right-hand side of this inequality is bounded for all k ∈ N, and so, by Theorem 2.8, the sequence {x k } is bounded. Corollary 3.7 then tells us that all cluster points of this sequence are solutions to (1. Hence, (Ax
. But then (b) implies thatx = 0. This contradiction implies that the sequence {x k } must be bounded. The result now follows from Corollary 3.7. Note that, since ker(A) ⊂ A −1 C ∞ , the condition given in (a) implies (3.17), and (3.17) is strictly weaker whenever ker(A) is strictly contained in A −1 C ∞ . We conclude this section by stating a result for the case when H is positive definite. As has been observed, in such cases, the function J 0 is strongly convex and so the problem (1.5) has a unique global solution x * . Hence, a proof paralleling that provided for Theorem 2.13 applies to give the following result.
Theorem 3.9. Suppose that H is positive definite and the sequence {(x k , p k , u k )} is generated by ADAL with initial point x 0 ∈ X. Then, the problem (1.5) has a unique global solution x * and x k → x * .
Complexity of ADAL.
In this subsection, we analyze the complexity of ADAL. As was done for IRWA in Theorem 2.14, we show that ADAL requires at most O(1/ε 2 ) iterations to obtain an ε-optimal solution to the problem (1.5). In contrast to this result, some authors [10, 11] establish an O(1/ε) complexity for ε-optimality for ADAL-type algorithms applied to more general classes of problems, which includes (1.5). However, the ADAL decomposition employed by these papers involves subproblems that are as difficult as our original problem (1.5), thereby rendering these approaches unsuitable for our purposes. On the other hand, under mild assumptions, the recent results in [26] (see also [25] ) show that for a general class of problems, which includes (3.1), the ADAL algorithm employed here hasĴ(x k , p k ) converging to an ε-optimal solution to (3.1) with O(1/ε) complexity in an ergodic sense and Ax + b − p
This corresponds to an O(1/ε
2 ) complexity for ε-optimality for problem (1.5). As of this writing, we know of no result that applies to our ADAL algorithm that establishes a better iteration complexity bound for obtaining an ε-optimal solution to (1.5).
We use results in [26] to establish the following result. Theorem 3.10. Consider the problem (1.5) with X = R n and suppose that the sequence {(x k , p k , u k )} is generated by ADAL with initial point x 0 ∈ X. Then, under Assumption 3.3, in at most O(1/ε 2 ) iterations we have an iterate xk with k ≤k ≤ 2k − 1 that is ε-optimal to (1.5), i.e., such that (2.18) holds withx = xk.
The key results from [26] used to prove this theorem follow. Lemma 3.11 (see [26, Lemma 2] (3.1) . Then, for all k ∈ N, we havê
).
Lemma 3.12 (see [26, Theorem 2]). Suppose that the sequence
} is generated by ADAL with initial point x 0 ∈ X, and, under Assumption 3.3, let (x * , p * , u * ) be the optimal solution of (3.1). Then, for all k ∈ N, we have
i.e., in particular, we have
Remark 3.13.To see how the previous two lemmas follow from the stated results in [26] , the table below provides a guide for translating between our notation and that of [26] , which considers the problem (3.18) min
For the results corresponding to our Lemmas 3.11 and 3.12, [26] requires f and g in (3.18) to be closed, proper, and convex functions. In our case, the corresponding functions dist (· | C ) and ϕ satisfy these assumptions. By Lemma 3.5, the sequence {ω k } is monotonically decreasing, meaning that
2 } are bounded by some τ 1 > 0 and τ 2 > 0, respectively. The proof of Theorem 3.10 now follows as a consequence of the following lemma.
Lemma 3.14. Suppose that the sequence 
Proof. Summing the inequality in Lemma 3.11 for (3.20) where the last inequality follows from (3.19) .
Next, observe that for any x ∈ R n and p, we have
where the first inequality follows since |dist (z | C ) − dist (w | C ) | ≤ z − w , and the second follows by Jensen's inequality. Combining (3.20) and (3.21) gives
where the second inequality follows by Lemma 3.12 and the fact thatk ≥ k.
Nesterov acceleration.
In order to improve the performance of both IRWA and ADAL, one can use an acceleration technique due to Nesterov [16] . For the ADAL algorithm, we have implemented the acceleration as described in [12] IRWA with Nesterov acceleration.
Step 0. (Initialization) Choose an initial point x 0 ∈ X, an initial relaxation vector 0 ∈ R l ++ , and scaling parameters η ∈ (0, 1), γ > 0, and M > 0. Let σ ≥ 0 and σ ≥ 0 be two scalars which serve as termination tolerances for the stepsize and relaxation parameter, respectively. Set k := 0, y 0 := x 0 , and t 1 := 1. Step 1. (Solve the reweighted subproblem for x k+1 ) Compute a solution x k+1 to the problem
Let
and
Step 2. (Set the new relaxation vector k+1 ) Set
≤ σ , then stop; else, set k := k + 1 and go to Step 1. In this algorithm, the intermediate variable sequence
yields an objective function value worse than x k+1 , then we reset y k+1 := x k+1 . This modification preserves the global convergence properties of the original version since
where the inequality (4.1) follows from Lemma 2.5. Hence,
T W kq k is summable, as was required for Lemma 2.11 and Theorem 2.12.
Application to systems of equations and inequalities.
In this section, we discuss how to apply the general results from sections 2 and 3 to the particular case when H is positive definite and the system Ax + b ∈ C corresponds a system Downloaded 05/25/15 to 128.180.71.104. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php of equations and inequalities. Specifically, we take l = m, X = R n , C i = {0} for i ∈ {1, . . . , s} and C i = R − for i ∈ {s + 1, . . . , m} so that
The numerical performance of both IRWA and ADAL on problems of this type will be compared in the following section. For each algorithm, we examine performance relative to a stopping criterion based on percent reduction in the initial duality gap. It is straightforward to show that, since H is positive definite, the Fenchel-Rockafellar dual [21, Theorem 31.2] to (1.5) is
which in the case of (5.1) reduces to
In the case of linear systems of equations and inequalities, IRWA can be modified to improve the numerical stability of the algorithm. Observe that if both of the sequences |r IRWA for systems of equations and inequalities.
Step 0. (Initialization) Choose an initial point x 0 ∈ X, initial relaxation vectorŝ 0 = 0 ∈ R l ++ , and scaling parameters η ∈ (0, 1), γ > 0, and M > 0. Let σ ≥ 0 and σ ≥ 0 be two scalars which serve as termination tolerances for the stepsize and relaxation parameter, respectively. Set k := 0.
Step 2. (Set the new relaxation vector k+1 ) Set when we scale up the problem size. For this purpose, we compare performance over 20 randomly generated problems of increasing dimension. The algorithms were implemented in Python using the NumPy and SciPy packages; in particular, we used the versions Python 2.7, Numpy 1.6.1, and SciPy 0.12.0 [15, 18] . In both experiments, we examine performance relative to a stopping criterion based on percent reduction in the initial duality gap. In IRWA, the variablesũ k := W k r k are always dual feasible, i.e.,ũ
(recall Lemma 2.11(4)), and these variables constitute our kth estimate to the dual solution. On the other hand, in ADAL, the variablesû
μ q k are always dual feasible (recall Lemma 3.2), so these constitute our kth estimate to the dual solution for this algorithm. The duality gap at any iteration is the sum of the primal and dual objectives at the current primal-dual iterates.
In both IRWA and ADAL, we solve the subproblems using CG, which is terminated when the 2 -norm of the residual is less than 10% of the norm of the initial residual. At each iteration, the CG algorithm is initiated at the previous step x k−1 . In both experiments, we set x 0 := 0, and in ADAL we set u 0 := 0. It is worthwhile to note that we have observed that the performance of IRWA is sensitive to the initial choice of 0 while ADAL is sensitive to μ. We do not investigate this sensitivity in detail when presenting the results of our experiments, and we have no theoretical justification for our choices of these parameters. However, we empirically observe that these values should increase with dimension. For each method, we have chosen an automatic procedure for initializing these values that yields good overall performance. The details are given in the experimental descriptions. A more principled method for initializing and updating these parameters is the subject of future research.
In the third experiment, we apply both algorithms to an l 1 support vector machine (SVM) problem. Details are given in the experimental description. In this case, we use the stopping criteria as stated along with the algorithm descriptions in the paper, i.e., not a criterion based on a percent reduction in duality gap. In this experiment, the subproblems are solved as in the first two experiments with the same termination and warm-start rules.
First experiment. In this experiment, we randomly generated 500 instances of problem (5.1). For each, we generated A ∈ R 600×1000 and chose C so that the inclusion Ax+b ∈ C corresponded to 300 equations and 300 inequalities. Each matrix A is obtained by first randomly choosing a mean and variance from the integers on the interval [1, 10] with equal probability. Then the elements of A are chosen from a normal distribution having this mean and variance. Similarly, each of the vectors b and g are constructed by first randomly choosing integers on the intervals [−100, 100] for the mean and [1, 100] for the variance with equal probability and then obtaining the elements of these vectors from a normal distribution having this mean and variance. Each matrix H had the form H = 0.1I + LL T , where the elements of L ∈ R n×n are chosen from a normal distribution having mean 1 and variance 2. For the input parameters for the algorithms, we chose η := 0.6, M := 10 4 , γ := problems, requiring 609, 494, 628, 674, 866, 467, 563, 856, 676, and 911 CG steps for these problems. Figure 2 contains a box plot for the log of the number of CG iterations required by each algorithm for each of the selected accuracy levels. Overall, in this experiment, the methods seem comparable with a slight advantage to IRWA in both the mean and variance of the number of required CG steps. Figure 3 , we present two plots showing the number of CG steps and the log of the CPU times versus variable dimensions for the two methods. The plots illustrate that the algorithms performed similarly in this experiment.
CG Comparison
Third experiment. In this experiment, we solve the l 1 -SVM problem as introduced in [14] . In particular, we consider the exact penalty form are the training data points with x x x i ∈ R n and y i ∈ {−1, 1} for each i = 1, . . . , m, and λ is the penalty parameter. In this experiment, we randomly generated 40 problems in the following way. First, we sampled an integer on [1, 5] and another on [6, 10] , both from discrete uniform distributions. These integers were taken as the mean and standard deviation of a normal distribution, respectively. We then generated an m×s componentwise normal random matrix T , where s was chosen to be Downloaded 05/25/15 to 128.180.71.104. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php objective function values ( normal−accelerated accelerated × 100) and the number of CG steps (normal − accelerated) needed to converge. The graphs show that accelerated IRWA performs significantly better than unaccelerated IRWA in terms of both objective function values obtained and CG steps required.
Effect of Nesterov Acceleration

Conclusion.
In this paper, we have proposed, analyzed, and tested two matrix-free solvers for approximately solving the exact penalty subproblem (1.5). The primary novelty of our work is the newly proposed IRWA for solving such problems involving arbitrary convex sets of the form (1.2). In each iteration of our IRWA algorithm, a quadratic model of a relaxed problem is formed and solved to determine the next iterate. Similarly, the ADAL algorithm that we present also has as its main computational component the minimization of a convex quadratic subproblem. Both solvers can be applied in large-scale settings, and both can be implemented matrix-free.
Variations of our algorithms were implemented and the performance of these implementations were tested. Our test results indicate that both types of algorithms perform similarly on many test problems. However, a test on an 1 -SVM problem illustrates that in some applications the IRWA algorithms can have superior performance. Overall, our investigation leads to a variety of open questions:
• How should the relaxation vector in IRWA and the penalty parameter μ in ADAL be initialized and updated in order for the methods to be most effective when solving a particular problem instance? many of the problems in our first experiment, IRWA seemed to perform better as greater accuracy was requested, whereas ADAL occasionally stumbled under these requests (see Figures 1 and 2 ). Further numerical testing did not reveal a strategy for consistently improving the performance of ADAL when higher accuracy was desired. Is there a way to tune ADAL to overcome this drawback, or is this perceived drawback simply an artifact of our experimental design? • Our implementation of both IRWA and ADAL uses the Nesterov acceleration, and this innovation can have a dramatic impact on the performance of these methods (see Figure 6 ). However, we have not been successful in providing a complexity analysis for these implementations. We conjecture that the accelerated algorithms require O(1/ε) iterations to produce an ε-optimal solution to (1.5).
