Computers and clocks are physical systems. As such, they must obey the laws of physics.
maximum time that a clock remains accurate is limited by the accuracy of the clock. All these and related bounds (including the holographic bound) originate from the same physics that governs the quantum fluctuations of space-time. [2, 3] (Hence they can be indirectly tested with future generations of gravitationalwave interferometers. [4] [5] [6] ) Furthermore, we show that these physical bounds are realized for black holes, which are thus poised to play an important role in linking together our concepts of information, gravity, and quantum uncertainty. [ 
7]
The past few decades have witnessed amazing growth in the ability and speed with which computers can process information. Quantum computation only adds to the prospect that this exponential growth in information processing power will continue. But it is natural to ask whether this growth can go on indefinitely or whether there are physical laws that impose limitations to it. [1] In this Letter we will show that indeed the laws of quantum mechanics and gravitation put considerable bounds on computation. In particular, the number ν of operations per unit time, and the number I of bits of information in the memory space of a computer, are both limited by the input power such that their product is bounded by a 1 universal constant given by Iν 2 < ∼ t −2 P , where t P = (hG/c 5 ) 1/2 is the Planck time formed by the speed of light c, the quantum scaleh, and the gravitational constant G. Along the way, we will also show that the total running time T over which a clock can remain accurate, and the smallest time interval t that the clock is capable of resolving, are bounded by T < ∼ t(t/t P ) 2 . Interestingly, these bounds are saturated for black holes. So black holes may be regarded as the ultimate computers and clocks (though it may be extremely difficult or even impossible to realize this technological feat). As a demonstration of the unity of physics, we will show that the physics that sets the limits to computation is precisely the physics that governs the quantum fluctuations of space-time [2, 3] which, as pointed out in a recent Letter [4] , can plausibly be detected with gravitational-wave interferometers such as LIGO/VIRGO and LISA through future refinements.
The ingredients we will use to derive the physical limits to computation are the general principles of quantum mechanics and general relativity. It was Wigner [8] who first used quantum mechanics to set fundamental limits on the mass m of any system that serves as a time-registering device. Briefly, the argument goes as follows: If the clock has a linear spread of δR, then its momentum uncertainty ish(δR) −1 . After a time τ , its position spread grows to δR(τ ) = δR +hτ m −1 (δR) −1 with the minimum at δR = (hτ /m) 1/2 . If the clock is to remain accurate for the total running time T , the linear spread must satisfy the bound
Furthermore, the position uncertainty due to the act of time measurement must be smaller than the minimum wavelength of the quanta used to read the clock: δR < ∼ ct. It follows that, for a given T and t, the bound on m reads
This limit is more restrictive than that given by Heisenberg's energy-time uncertainty relation because it requires repeated measurement of time not to introduce significant inaccuracies over the total running time T . This is one of two reasons (the other one being Eq. (4) below) that the physical limits to computation we derive below are more restrictive than what one would normally expect [1] . One can now use Eq.(2) to obtain a bound on the speed of computation ν of any information processor. [7] The mean input power given by P = mc 2 /T and the fastest possible processing frequency given by ν = t −1 are bounded (via Eq. (2)) as
Thus input power limits speed of computation.
The next crucial step was due to van Dam and the author [2] who supplemented Wigner's quantum mechanical relation Eq. (2) with a fundamental limit from general relativity. In essence they find that the minimum time interval that a clock can be used to measure is the light travel time across its Schwarzschild radius. The argument is quite simple. Let the clock be a light-clock consisting of two parallel mirrors (each of mass m/2) between which bounces a beam of light. On the one hand, for the clock to be able to resolve time interval as small as t, the mirrors must be separated by a distance d with d/c < ∼ t. On the other hand, d is necessarily larger than the Schwarzschild radius Gm/c 2 of the mirrors so that the time registered by the clock can be read off at all. From these two requirements, it follows that [2] t > ∼ Gm c 3 .
By substituting Eq. (2) into Eq. (4) we can now relate T to t as
Thus the more accurate a clock is, i.e., the smaller t is, the shorter it can keep accurate time,
i.e., the smaller T is. With the Planck time being only about 10 −43 sec, this bound on T is of no consequence for all clocks currently available. But in principle, there is such a bound.
(The skeptics may question the validity of this T-t relation. For example, they may consider a large clock consisting of N identical small clocks to keep time one after another. For large enough N, this T-t relation is violated for the large clock. This argument is not valid for, in the derivation of Eq. (5), we have implicitly assumed that no such separation of components of the clock is involved. The same caution will be necessary for the interpretation of Eq. (7) below.)
We can use the T-t relation in Eq. (5) to put a limit on the memory space of a computer.
The point is that T /t, the maximum number of steps of information processing, is, aside from factors like ln2, the amount of information I that can be registered by the computer.
With the aid of Eq. (3), the T-t relation yields
While it is not too surprising that the input power P limits the speed of computation ν (as given by Eq. (3)), it is somewhat unexpected that power also limits memory space of a computer.
(In passing, we should also mention that the input power also controls the degree of parallelization P of a computer defined as the ratio between time (R/c for a computer of size R) it takes to communicate from one side of the computer to the other and the average time it takes to perform a logical operation (I/ν): P = (R/c)/(I/ν) ∼ (R/c)(P/h) 3/2 t 2 P which also turns out to be the reciprocal of the maximum error rate that can be tolerated by the computer.) Eq.(6) also shows that the product of I and ν 2 is bounded by a universal constant
independent of the mass, size, and details of the computer. This is the main result of this To see this, let us consider measuring the distance R between two points. We can put a clock at one of the points and a mirror at the other point. By sending a light signal from the clock to the mirror in a timing experiment we can determine the distance. But the quantum uncertainty in the positions of the clock and the mirror introduces an inaccuracy δR in the distance measurement. The same argument used above to derive the T-t relation now yields a similar bound for δR:
in distance measurement. [2] In a time measurement, an analogous bound is given by Eq.
(5) with T playing the role of the measured time and t the uncertainty. of space-time provides another source of noise in the interferometers that can be highly constrained experimentally. [4, 6] Furthermore, the same physics is behind the holographic principle, which states that the number of degrees of freedom of a region of space is bounded (not by the volume but) by the area of the region in Planck units. [9] Consider a region of space with linear dimension R. 
and that the minimum interval that the black hole can be used to measure is given by the light travel time across the black hole's horizon
It is interesting that both Eq. (9) and Eq. (10) can actually be derived by appealing to
Wigner's two inequalities Eq. (1) and Eq. (2) and using the Schwarzschild radius of the black hole as the minimum clock size. [7] Note that according to Eq. (10), the limit on t as shown in Eq. (4) is saturated for a black hole. We can now combine Eq. (9) and Eq. (10) to yield T /t 3 ∼ t −2 P which saturates the T-t bound given in Eq. (5). On the other hand, when a black hole is used as an information processor with power P = mc 2 /T H ∼hc 6 /G 2 m 2 , we can use Eq. (10) to obtain ν 2 ∼ P/h which realizes the bound given by Eq. (3). Eq. (9) and Eq. (10) can also be used to yield I ∼ T /t ∼h/P t 2 P which saturates the bound given by Eq. (6). Finally, with both ν− and I−bounds saturated, the universal bound on computation given by Eq. (7) is also saturated for black holes . All these results support the claim that black holes are perhaps the simplest and most fundamental constructs of space-time, linking together our concepts of information, gravity, and quantum uncertainty. [7] They set the universal limits to computation, clock accuracy, and number of degrees of freedom.
To summarize, we have shown that the laws of quantum mechanics and gravitation, which govern the quantum fluctuations of space-time, also set physical bounds on computation.
Power limits a computer's speed of computation ν and its memory space I. Their product obeys the universal bound given by Iν 2 < ∼ t −2 P ∼ 10 87 /sec 2 . This bound is realized for black holes.
