Fix a finite semigroup S and let a 1 , . . . , a k , b be tuples in a direct power S n . The subpower membership problem (SMP) asks whether b can be generated by a 1 , . . . , a k . If S is a finite group, then there is a folklore algorithm that decides this problem in time polynomial in nk. For semigroups this problem always lies in PSPACE. We show that the SMP for a full transformation semigroup on 5 letters or more is actually PSPACE-complete. For commutative semigroups, we provide a dichotomy result: if a commutative semigroup S embeds into a direct product of a Clifford semigroup and a nilpotent semigroup, then SMP(S) is in P; otherwise it is NP-complete.
Introduction
Deciding membership is a basic problem in computer algebra. For permutation groups given by generators, it can be solved in polynomial time using Sims' stabilizer chains [1] . For transformation semigroups, membership is PSPACE-complete by a result of Kozen [5] .
In this paper we study a particular variation of the membership problem that was proposed by Willard in connection with the study of constraint satisfaction problems (CSP) [3, 10] . Fix a finite algebraic structure S with finitely many basic operations. Then the subpower membership problem (SMP) for S is the following decision problem: SMP(S ) Input:
{a 1 , . . . , a k } ⊆ S n , b ∈ S n Problem: Is b in the subalgebra a 1 , . . . , a k of S n generated by {a 1 , . . . , a k }?
For example, for a one-dimensional vector space S over a field F , SMP(S) asks whether a vector b ∈ F n is spanned by vectors a 1 , . . . , a k ∈ F n . Note that SMP(S) has a positive answer iff there exists a k-ary term function t on S such that t(a 1 , . . . , a k ) = b, that is (1) t(a 1i , . . . , a ki ) = b i for all i ∈ {1, . . . , n}.
Hence SMP(S) is equivalent to the following problem: Is the partial operation t that is defined on an n element subset of S k by (1) the restriction of a term function on S? Note that the input size of SMP(S) is essentially n(k + 1). Since the size of a 1 , . . . , a k is limited by |S| n , one can enumerate all elements in time exponential in n using a straightforward closure algorithm. This means that SMP(S) is in EXPTIME for each algebra S. Kozik constructed a class of algebras which actually have EXPTIME-complete subpower membership problems [6] .
Still for certain structures the SMP might be considerably easier. For S a vector space, the SMP can be solved by Gaussian elimination in polynomial time. For groups the SMP is in P as well by an adaptation of permutation group algorithms [1, 11] . Even for certain generalizations of groups and quasigroups the SMP can be shown to be in P [7] .
In the current paper we start the investigation of algorithms for the SMP of finite semigroups and its complexity. We will show that the SMP for arbitrary semigroups is in PSPACE in Theorem 2.1 For the full transformation semigroups T n on n letters we will prove the following in Section 2. Theorem 1.1. SMP(T n ) is PSPACE-complete for all n ≥ 5. This is the first example of a finite algebra with PSPACE-complete SMP. As a consequence we can improve a result of Kozen from [5] on the intersection of regular languages in Corollary 2.8.
Moreover the following is the smallest semigroup and the first example of an algebra with NP-complete SMP. Example 1.2. Let Z 1 2 := {0, a, 1} denote the 2-element null semigroup adjoined with a 1, i.e., Z 1 2 has the following multiplication table: Z 1 2 0 a 1 0 0 0 0 a 0 0 a 1 0 a 1 Then SMP(Z 1 2 ) is NP-complete. NP-hardness follows from Lemma 5.2 by encoding the exact cover problem. The NP-easiness for commutative semigroups is proved in Lemma 5.1.
Generalizing from this example we obtain the the following dichotomy for commutative semigroups. Theorem 1.3. Let S be a finite commutative semigroup. Then SMP(S) is in P if one of the following equivalent conditions holds:
(1) S is an ideal extension of a Clifford semigroup by a nilpotent semigroup;
(2) the ideal generated by the idempotents of S is a Clifford semigroup;
(3) for every idempotent e ∈ S and every a ∈ S where ea = a the element a generates a group; (4) S embeds into the direct product of a Clifford semigroup and a nilpotent semigroup. Otherwise SMP(S) is NP-complete. Theorem 1.3 is proved in Section 5. Our way towards this result starts with describing a polynomial time algorithm for the SMP for Clifford semigroups in Section 4. In fact in Corollary 4.10 we will show that SMP(S) is in P for every (not necessarily commutative) ideal extension of a Clifford semigroup by a nilpotent semigroup.
Throughout the rest of the paper, we write [n] := {1, . . . , n} for n ∈ N. Also a tuple a ∈ S n is considered as a function a : [n] → S. So the i-th coordinate of this tuple is denoted by a(i) rather than a i .
Semigroups
First we give an upper bound on the complexity of the subpower membership problem for arbitrary finite semigroups.
Theorem 2.1. The SMP for a finite semigroup is in PSPACE.
Proof. Let S be a finite semigroup. We show that (2) SMP(S) is in nondeterministic linear space.
To this end, let A ⊆ S n , b ∈ S n be an instance of SMP(S). If b ∈ A , then there exist a 1 , . . . , a m ∈ A such that b = a 1 · · · a m . Now we pick the first generator a 1 ∈ A nondeterministically and start with c := a 1 . Pick the next generator a ∈ A nondeterministically, compute c := c · a, and repeat until we obtain c = b. Clearly all computations can be done in space linear in n · |A|. This proves (2) . By a result of Savitch [9] this implies that SMP(S) is in deterministic quadratic space.
Proof. By Theorem 2.1 we have SMP(T 5 ) in PSPACE. For the hardness result we will reduce quantified satisfiablity of Boolean formulas (QSAT) to the SMP of a semigroup S of transformations on {0, 1, 2, 3, ∞}. Recall that a QSAT instance is a propositional formula in conjunctive normal form, all of whose variables are quantified. We can assume that universal and existential quantifiers alternate and that clauses have length 3. QSAT is PSPACE-complete [8] .
QSAT Input: Φ = ∀x 1 ∃y 1 . . . ∀x n ∃y n ( C 1 ) ∧ · · · ∧ ( C m ) for 3-element subsets C 1 , . . . , C m of {x 1 , . . . , x n , ¬x 1 , . . . , ¬x n , y 1 , . . . , y n , ¬y 1 , . . . , ¬y n } Problem: Is the Boolean formula Φ true? • For j ∈ [n] let a j change the assignment for the universal variables from (x 1 , . . . , x j−1 , 0, 1, . . . , 1) to (x 1 , . . . , x j−1 , 1, 0, . . . , 0) and adjust the clause positions.
• For j ∈ [n] let b +/−/0 j change the assignment for the existential variable y j from 0 to 1, from 1 to 0, or not at all, respectively.
b − j differs from b 0 j only in the following positions:
. • c is used to evaluate a current assignment: if position 2n + i contains 0, that is, clause C i is not satisfied, then multiplying by c maps this position to ∞.
• d is needed for the 'final' evaluation.
• Finally we define our target tuple e with constant maps as entries by
After defining all objects we will now prove the following.
"Only if "-direction of Claim 2.3. Suppose that Φ is true. This means that for every i ∈ [n] there is a function ψ i : {0, 1} i → {0, 1} such that for every ϕ : {x 1 , . . . , x n } → {0, 1} the assignment
satisfies all the clauses C 1 , . . . , C m . We prove by induction on assignments ϕ in lexicographic order that there is a tuple of constant functions a ϕ ∈ G such that
For the base case let ϕ(x i ) := 0 for all i ∈ [n]. We can then choose a ϕ :
Suppose now a ϕ ∈ G and ϕ ′ is the next assignment in the lexicographic order. Let j be maximal in [n] such that ϕ(x j ) = 0. Then
For f := a ϕ · a j we have
f (2n + i) = the number of literals in C i that are true under the assignment given in the first 2n coordinates in f for i ∈ [m],
To adjust the assignment for the existential variables, for j ≤ i ≤ n set
, and let a ϕ ∈ G . Then e = a ϕ · d. Thus our instance of SMP(S) has a positive answer if Φ is true. The "only if"-direction of Claim 2.3 is proved.
To give yet another description of the product yielding e, let j ϕ := max{j ∈ [n] | ϕ(x j ) = 1} for any assignment ϕ = 0 of x 1 , . . . , x n that does not set all variables to 0. From our argument above we see that e is of the form
where the product is taken over all assignments ϕ = 0 of x 1 , . . . , x n in lexicographical order. Note that the values of b
We show that basically the only way to express e through the generators is the one given in (3). This will imply that Φ is true. Let k ∈ N be minimal such that u 1 · · · u k = e for u 1 , . . . , u k ∈ G, and let v i := u 1 · · · u i for i ∈ [k].
Claim 2.4.
(1) u 1 = a and u i = a for all i ∈ {2, . . . , k},
. But since a contains only constant maps, it follows that u 1 · · · u k = u i · · · u k . By the minimality of k we obtain i = 1.
(2) Clearly k > 1. We have v k (1) = 2. Now d is the only tuple g ∈ G such that the image of g(1) contains 2. Hence (1) and (2) we know that u 1 (j) = 0
. . , ϕ k−1 is a list of all assignments for x 1 , . . . , x n (possibly with repetitions) in the lexicographic order.
. This means u i+1 = a j for some j ∈ [n], because multiplying by any other generator (except for a and d which we have ruled out by Claim 2.4) leaves ϕ i unchanged. We still need to show that j is the greatest element of [n] for which ϕ i (
Since c is the only generator g ∈ G such that 2 is in the image of g(2n + m + j), we obtain u i = c.
(2) By Claim 2.4, ϕ 1 is the all-zero assignment and ϕ k−1 is the all-one assignment. In the proof of (1) we have already seen that whenever
We use induction on i. The claim is true for i = 1 by Claim 2.4(1) and the definition of a. Suppose the claim is true for some i < k − 1. First consider the case that u i+1 = c or u i+1 = b 0 ℓ for some ℓ ∈ [n]. Then ϕ i+1 = ϕ i and θ i+1 = θ i . Also v i+1 (2n + j) = v i (2n + j) for j ∈ [m] unless v i (2n + j) = 0 and u i+1 = c. However in this case we would obtain the contradiction v k (2n + j) = ∞.
. Then ϕ i+1 = ϕ i , and θ i+1 and θ i differ only at y ℓ . It now follows from the definition of
. If u i+1 = a ℓ , then θ i+1 = θ i , the assignment ϕ i+1 is the successor of ϕ i in the lexicographic order by Claim 2.5, and a similar argument applies.
(2) By (1), for every i ∈ [k − 1] with u i = c and for every j ∈ [m], the clause C j is not satisfied by
Claim 2.7. Let ϕ be an assignment for x 1 , . . . , x n with successor ϕ ′ and j ∈ [n] maximal such that ϕ(x j ) = 0.
(1) Then for any i ∈ {i ϕ + 2, . . . , i ϕ ′ − 1} we have some s ∈ {j, . . . , n} such that
Proof.
(1) First we note that none of
. We recall that u iϕ+1 = a j and u i ϕ ′ = c by Claim 2.5.
Then
(2) is immediate from (1) By Claims 2.5, 2.6(2), and 2.7(3) we have for every assignment ϕ of the universal variables an assignment θ iϕ of the existential variables such that ϕ ∪ θ iϕ satisfies the conjunctive normal form in Φ and for all i ∈ [n] the value θ iϕ (y i ) depends only on ϕ(x 1 ), . . . , ϕ(x i ). Thus Φ is true. Claim 2.3 and the theorem is proved.
Proof of Theorem 1.1. Since the SMP for an algebra is at least as hard as the SMP for any subalgebra, Theorem 2.2 immediately yields that SMP(T n ) is PSPACEcomplete for all n ≥ 5.
For proving that membership for transformation semigroups is PSPACE-complete, Kozen first showed that the following decision problem is PSPACE-complete [5] . Input: deterministic finite state automata F 1 , . . . , F n with common alphabet Σ Problem: Is there a word in Σ * that is accepted by all of F 1 , . . . , F n ?
AUTOMATA INTERSECTION PROBLEM
Using the wellknown connection between automata and transformation semigroups we obtain the following stronger version of Kozen's result Corollary 2.8. The Automata Intersection Problem restricted to automata with 5 states is PSPACE-complete.
Proof. The Automata Intersection Problem is in PSPACE by [5] . For PSPACEhardness we adapt our proof of Theorem 2.2 to reduce QSAT to the Automata Intersection Problem for automata with 5 states. We use the same notation as in the proof of Theorem 2.2. We define automata F 1 , . . . , F 3n+m on states {0, 1, 2, 3, ∞} with input alphabet Σ := G \ {a}. For i ∈ [3n + m] the automaton F i has the initial state a(i), a single accepting state e(i), and g ∈ Σ acts on the states of F i as g(i).
We claim that (4) ∃w ∈ Σ * that is accepted by all F 1 , . . . , F 3n+m iff e ∈ G .
If w ∈ Σ * is accepted by F i , then w(i) maps a(i) to e(i) for all i ∈ [3n + m]. In particular e is generated by G. For the converse, recall from Claim 2.4(1) that if e = u 1 · · · u k for u 1 , . . . , u k ∈ G, then we may assume u 1 = a and u 2 · · · u k is a word over Σ that maps a to e. Hence (4) is proved. By the proof of Theorem 2.2 the second condition in (4) holds iff the QSATinstance Φ is true. Thus the Automata Intersection Problem for automata with 5 states is PSPACE-hard.
Nilpotent semigroups
It is called nilpotent if it is d-nilpotent for some d ∈ N. We let 0 := x 1 · · · x d denote the zero element of a d-nilpotent semigroup S. Definition 3.2. An ideal extension of a semigroup I by a semigroup Q with zero is a semigroup S such that I is an ideal of S and the Rees quotient semigroup S/I is isomorphic to Q.
Algorithm 1
Reduce SMP(T ) to SMP(S) for an ideal extension T of S by d-nilpotent N .
for a 1 , . . . , a ℓ ∈ A do 4:
if b = a 1 · · · a ℓ then Proof. Correctness of Algorithm 1. Let A ⊆ T n , b ∈ T n be an instance of SMP(T ).
Case b ∈ S n . Since T /S is d-nilpotent, a product that is equal to b cannot have more than d − 1 factors. Thus Algorithm 1 verifies in lines 2 to 8 whether there are ℓ < d and a 1 , . . . , a ℓ ∈ A such that b = a 1 · · · a ℓ . In line 5, Algorithm 1 returns true if such factors exist. Otherwise false is returned in line 9.
Case b ∈ S n . Let B be as defined in line 11. We claim that
The "if"-direction is clear. For the converse implication assume b ∈ A . Then we have ℓ ∈ N and a 1 , . . . , a ℓ ∈ A such that b = a 1 · · · a ℓ . If ℓ < 2d, then b ∈ B and we are done. Assume ℓ ≥ 2d in the following. Let q ∈ N and r ∈ {0, . . . , d − 1} such that ℓ = qd + r. For 0 ≤ j ≤ q − 2 define b j := a jd+1 · · · a jd+d . Further b q−1 := a (q−1)d+1 · · · a ℓ . Since T /S is d-nilpotent, any product of d or more elements from A is in S n . In particular b 0 , . . . , b q−1 are in B. Since
we obtain b ∈ B . Hence (5) is proved. Since Algorithm 1 returns b ∈ B in line 12, its correctness follows from (5) .
Complexity of Algorithm 1. In lines 2 to 8, the computation of each product a 1 · · · a ℓ requires n(ℓ − 1) multiplications in S. There are |A| ℓ such products of length ℓ. Thus the number of multiplications in S is at most
This expression is bounded by a polynomial of degree d−1 in the input size n(|A|+1).
Similarly the size of B and the effort for computing its elements is bounded by a polynomial of degree 2d − 1 in n(|A| + 1). Hence Algorithm 1 runs in polynomial time.
Corollary 3.4. The SMP for every finite nilpotent semigroup is in P.
Proof. Immediate from Theorem 3.3
Clifford semigroups
Clifford semigroups are also known as semilattices of groups. In this section we show that their SMP is in P. First we state some well-known facts on Clifford semigroups and establish some notation. 
Then we call S, * a strong semilattice of groups. Note that the operation * extends the multiplication of G i for each i ∈ I. It is easy to see that {G i | i ∈ I} are precisely the maximal subgroups of S. Moreover, each Clifford semigroup inherits a preorder ≤ from the underlying semilattice. Proof. Straightforward.
The following mapping will help us solve the SMP for Clifford semigroups. Here denotes the direct product and 1 Gi the identity of the group G i for i ∈ I. Note that the mapping γ is not necessarily a homomorphism.
Algorithm 2
For a Clifford semigroup S =˙ i∈I G i , reduce SMP(S) to SMP( i∈I G i ). Proof. Correctness of Algorithm 2. Assume S = ˙ i∈I G i , · as in Definition 4.3. Fix an instance A ⊆ S n , b ∈ S n of SMP(S). Let a 1 , . . . , a k be as defined in line 1 of Algorithm 2.
First we claim that
To this end, assume that b = c 1 · · · c m for c 1 , . . . , c m ∈ A. Fix j ∈ [m]. Lemma 4.6(1) implies that b(i) ≤ c j (i) for all i ∈ [n]. Thus c j ∈ {a 1 , . . . , a k }. Since j was arbitrary, we have c 1 , . . . , c m ∈ {a 1 , . . . , a k } and (6) follows. Let e be the idempotent power of b. If the condition in line 3 of Algorithm 2 is fulfilled, then neither e nor b are in a 1 , . . . , a k . In this case false is returned in line 4. Now assume the condition in line 3 is violated, i.e., ∀i ∈ [n] : e(i) ∈ a 1 (i), . . . , a k (i) .
We claim that (7) e ∈ a 1 , . . . , a k .
For each i ∈ [n] let d i ∈ a 1 , . . . , a k such that d i (i) = e(i). Further let f be the idempotent power of d 1 · · · d n . We show f = e. Fix i ∈ [n]. Since d i (i) = e(i), we have f (i) ≤ e(i) by Lemma 4.6(2). On the other hand, e(i) ≤ b(i) ≤ a j (i) for all j ≤ k. Hence e(i) ≤ f (i) by multiple applications of Lemma 4.6(1). Thus f (i) and e(i) are idempotent and are in the same group by Lemma 4.6(3). So e(i) = f (i).
This yields e = f and thus (7) holds. Next we show
. . , a k e .
If b = c 1 · · · c m for c 1 , . . . , c m ∈ {a 1 , . . . , a k }, then b = be = c 1 · · · c m e = (c 1 e) · · · (c m e) since idempotents are central in Clifford semigroups. This proves (8) .
Next we claim that (9) b ∈ a 1 e, . . . , a k e iff γ(b) ∈ γ(a 1 e), . . . , γ(a k e) .
Fix i ∈ [n]. By Lemma 4.6(3) the elements a 1 e(i), . . . , a k e(i), and b(i) all lie in the same group, say G l . Note that γ| G l : G l → i∈I G i is a semigroup monomorphism. This means that the componentwise application of γ to a 1 e, . . . , a k e, b , namely γ| a1e,...,a k e,b : a 1 e, . . . , a k e, b → (
is also a semigroup monomorphism. This implies (9) . In line 6, the question whether γ(b) ∈ γ(a 1 e), . . . , γ(a k e) is an instance of SMP( i∈I G i ), which is the SMP of a group. By (6) , (8) and (9) Proof. Let S be a finite Clifford semigroup. Fix an instance A ⊆ S n , b ∈ S n of SMP(S). Algorithm 2 converts this instance into one of the SMP of a group with maximal size of |S| |S| in O(n|A|) time. Both instances have input size n(|A| + 1). The latter can be solved by Willard's modification [10] of the concept of strong generators, known from the permutation group membership problem [1] . This requires O(n 3 + n|A|) time according to [11, p. 53, Theorem 3.4] . Hence SMP(S) is decidable in O(n 3 + n|A|) time. In the next lemma we give some conditions equivalent to the fact that a semigroup is an ideal extension of a Clifford semigroup by a nilpotent semigroup. Next assume that ea = a. Since ea ∈ I, we have that a = ea is a group.
(3) ⇒ (4): Let k ∈ N such that x k is idempotent for each x ∈ S. For x ∈ S and an idempotent e ∈ S we have
since ex is a group and idempotents are central. We claim that Now consider the Rees quotient N := S/C. We claim that
Let n 1 , . . . , n |N | ∈ S. First assume (13) ∃i, j ∈ {1, . . . , |N |}, i < j : n 1 · · · n i = n 1 · · · n j .
Then n i+1 · · · n j is a right identity of n 1 · · · n i . Thus n 1 · · · n i = n 1 · · · n i (n i+1 · · · n j ) k+1 ∈ C since C is an ideal. So n 1 · · · n |N | ∈ C. If (13) does not hold, then n 1 , n 1 n 2 , . . . , n 1 · · · n |N | are |N | distinct elements and at least one of them is in C. Again n 1 · · · n |N | ∈ C by the ideal property of C. This proves (12). Now let β : S → C × N, s → (α(s), s/C).
Apparently β is a homomorphism. It remains to prove that β is injective. Assume β(x) = β(y) for x, y ∈ S. If x / ∈ C, then also y / ∈ C. Now x/C = y/C implies x = y. Assume x ∈ C. Then x = α(x) = α(y) = y since α 2 = α. We proved item (4) of Lemma 4.11. (4) ⇒ (1): Assume S ≤ C × N . Then J := S ∩ (C × {0}) is an ideal of S. At the same time J is a subsemigroup of a Clifford semigroup. By Definition 4.2 also J is a Clifford semigroup. It is easy to see that the Rees quotient N 1 := S/J is nilpotent. Thus S is an ideal extension of the Clifford semigroup J by the nilpotent semigroup N 1 .
Commutative semigroups
The main result of Section 4 was that ideal extensions of Clifford semigroups by nilpotent semigroups have the SMP in P. In this section we show that if a commutative semigroup does not have this property, then its SMP is NP-complete. This will complete the proof of our dichotomy result, Theorem 1.3.
First we give an upper bound on the complexity of the SMP for commutative semigroups. If b ∈ a 1 , . . . , a k , then there is a witness (ℓ 1 , . . . , ℓ k ) ∈ {0, . . . , r} k such that b = a 1 ℓ1 · · · a k ℓ k . The size of this witness is O(k log(r)). Note that r depends only on S and not on the input size n(k + 1). Given ℓ 1 , . . . , ℓ k we can verify b = a 1 ℓ1 · · · a k ℓ k in time polynomial in n(k + 1). Hence SMP(S) is in NP.
Lemma 5.2. Let S be a finite semigroup, e ∈ S be idempotent, and a ∈ S. Assume that ea = ae = a and a is not a group. Then SMP(S) is NP-hard.
Proof. We reduce EXACT COVER to SMP(S). The former is one of Karp's 21 NP-complete problems [4] . Proof. The semigroup S violates condition (3) of Lemma 4.11. Since the idempotents are central in S, there are e ∈ S idempotent and a ∈ S such that ea = ae = a and a is not a group. Now the result follows from Lemma 5.2. Now we are ready to prove our dichotomy result for commutative semigroups.
EXACT COVER
Proof of Theorem 1.3. The conditions in Theorem 1.3 are the ones from Lemma 4.11 adapted to the commutative case. Thus they are equivalent. If one of them is fulfilled, then SMP(S) is in P by Corollary 4.10.
Now assume the conditions are violated. Then SMP(S) is NP-complete by Lemma 5.1 and Corollary 5.3.
Conclusion
We showed that the SMP for finite semigroups is always in PSPACE and provided examples of semigroups S for which SMP(S) is in P, NP-complete, PSPACEcomplete, respectively. For the SMP of commutative semigroups we obtained a dichotomy between the NP-complete and polynomial time solvable cases. Further we showed that the SMP for finite ideal extensions of a Clifford semigroup by a nilpotent semigroup is in P. For non-commutative semigroups there are several open problems. Problem 6.1. Is the SMP for every finite semigroup either in P, NP-complete or PSPACE-complete?
Bands (idempotent semigroups) are well-studied. Still we do not know the following: Problem 6.2. What is the complexity of the SMP for finite bands? More generally, what is the complexity in case of completely regular semigroups?
