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ABSTRACT
With increasing availability of structured data on the Web, in organizations and enterprises
end users gained direct and independent access to scientific data in a variety of domains,
data warehouses in enterprises as well as services and entertainment facilities on the Web.
Existing database systems enable expert users to efficiently interact with structured data,
obtain information with well-defined semantics and directly use this information to perform
follow-up transactions. However, database query construction is a laborious and error-prone
process, which cannot be performed well by most end users. Database keyword search
alleviates the usability problem at the price of query expressiveness. As keyword search
algorithms do not differentiate between the possible informational needs represented by a
keyword query, users may not receive adequate results. This observation motivated us to
develop new approaches to enable end users going beyond the most likely interpretations. In
this thesis we tackle four important usability aspects of database keyword search, namely: (i)
How to enable users to incrementally refine a keyword query into the intended interpretation
on the target database? (ii) How to provide database search results with an increasing level
of novelty? (iii) How to enable efficient and scalable query construction solutions for large
scale data?, and (iv) How to enrich a large scale database with semantic information?
We start with a presentation of IQP - a novel approach to bridge the gap between us-
ability of keyword search and expressiveness of database queries. IQP enables end users to
start with an arbitrary keyword query and incrementally refine it into a structured query
through an interactive interface. In this thesis we present the detailed design of IQP, and
demonstrate its effectiveness and scalability through extensive experiments and a user study.
We continue with DivQ - a scheme to balance the relevance and novelty of keyword search
results over structured databases. We introduce a scheme to diversify search results by re-
ranking query interpretations, taking into account redundancy of query results. Then, we
propose new metrics taking into account graded relevance of subtopics. Our evaluation on
two real-world datasets demonstrates that search results obtained using the proposed algo-
rithms better characterize possible answers than the results of the initial relevance ranking.
Then, we present FreeQ that further develops interactive query construction approach of
IQP by incorporating a set of novel techniques to boost the scalability of query construction
over large scale data. We construct an abstract ontology layer over the database schema to
ensure the efficiency of user-computer interaction. We also introduce a search mechanism
to enable efficient exploration of query interpretation spaces over large scale data. We show
through the extensive experiments that our approach scales well on Freebase - an open
database containing more than 7,000 relational tables in more than 100 domains. Finally,
to provide more semantic information for Freebase, we connect it to the YAGO ontology that
contains more than 360,000 classes. We analyze the structure of YAGO in more depth and
show how to match YAGO categories and Freebase tables. We make our YAGO+F structure
available online in the hope that it can provide a good starting point for future applications
which build upon a wide variety of Freebase data clearly arranged in the semantic categories
of YAGO.
Keywords: Keyword search in relational databases, incremental query construction, di-
versification of search results.
ZUSAMMENFASSUNG
Mit der zunehmenden Verfu¨gbarkeit von strukturierten Daten im Web, Organisationen und
Unternehmen, haben die Benutzer einen direkten und unabha¨ngigen Zugang sowohl zu wis-
senschaftlichen Daten und universellen Datenbanken, als auch zu den webbasierten Service-
und Unterhaltungsanwendungen bekommen. Bestehende Datenbankmanagementsysteme
ermo¨glichen es den fachkundigen Benutzern mit den strukturierten Daten effizient inter-
agieren zu ko¨nnen, Informationen mit eindeutig definierter Semantik zu bekommen und diese
Informationen in den darauffolgenden Transaktionen zu verwenden. Gleichzeitig stellt die
Formulierung komplexer Datenbanksuchanfragen eine aufwendige und fehleranfa¨llige Auf-
gabe dar, die von einem Endbenutzer nicht effektiv erfu¨llt werden kann. Volltextsuche in re-
lationalen Datenbanken erho¨ht zwar die Benutzerfreundlichkeit der Datenbankschnittstelle,
jedoch wird dabei die Ausdrucksfa¨higkeit der Suchanfragen verringert. Um die Benutzerfre-
undlichkeit sowie die Ausdrucksfa¨higkeit der Volltextsuche in relationalen Datenbanken zu
verbessern, in dieser Dissertation untersuchen wir vier Fragen, na¨mlich: (i) Wie ko¨nnen wir
es einem Endbenutzer ermo¨glichen, eine komplexe Suchanfrage an eine relationalen Daten-
bank mit Hilfe der Volltextsuche zu formulieren? (ii) Wie ko¨nnen wir in einem Suchergebnis
einen U¨berblick u¨ber die suchanfragerelevanten Datenbankinhalte liefern? (iii) Wie ko¨nnen
wir eine interaktive Erstellung komplexer Suchanfragen an sehr großen relationalen Daten-
banken effizient unterstu¨tzen?, und (iv) Wie ko¨nnen wir eine große relationale Datenbank
mit semantischen Informationen anreichern?
Wir beginnen mit der Darstellung von IQP - einem Ansatz, der es den Endbenutzern
ermo¨glicht, mit einer beliebigen Volltextsuchanfrage anzufangen, und diese in einem interak-
tiven Prozess in eine strukturierte Datenbankanfrage umzuwandeln. In dieser Dissertation
stellen wir ein detailiertes Design von IQP vor und demonstrieren seine Effizienz anhand von
umfangreichen Experimenten und einer Benutzerstudie. Desweiteren stellen wir DivQ vor -
ein System, das die Relevanz und Neuigkeit der Suchergebnisse der Datenbankvolltextsuche
ausbalanciert. Wir pra¨sentieren eine Diversifikationstechnik um die Suchergebnisse unter
Beru¨cksichtigung deren Redundanz einzuordnen. Um die Qualita¨t der Diversifikationsergeb-
nisse zur beurteilen, schlagen wir zwei neue Maße vor, welche eine Beru¨cksichtigung der
Relevanz der Unterkategorien in einem Suchergebnis ermo¨glichen. Eine Auswertung mit
realen Daten zeigt, dass unsere Diversifikationsergebnisse die verfu¨gbare Datenmenge besser
beschreiben, als die herko¨mmliche Suchergebnisse.
Danach stellen wir FreeQ vor - ein System, das den IQP Ansatz weiterentwickelt und
eine Menge von Methoden zur Verfu¨gung stellt um eine interaktive Erstellung komplexer
Suchanfragen an die sehr großen relationalen Datenbanken effizient zu unterstu¨tzen. FreeQ
erstellt eine Ontologie-basierte Schicht u¨ber das Datenbankschema, welche die Effizienz der
Mensch-Computer-Interaktion steigert. Wir demonstrieren die Skalierbarkeit der vorgestell-
ten Algorithmen anhand von Experimenten mit Freebase – eine Datenbank mit u¨ber 7000
relationalen Tabellen in mehr als 100 Domains. Letztendlich reichern wir die Freebase
Datenbank mit der semantischen Kategorien der sehr großen YAGO Ontologie an, weiche
mehr als 360 000 Klassen beinhaltet. Wir analysieren die Struktur von YAGO und Freebase
und zeigen wie die beiden Schemata in einer neuen Struktur, YAGO+F benannt, miteinan-
der verknu¨pft werden ko¨nnen. Wir hoffen, dass YAGO+F ein Ausgangspunkt fu¨r viele
zuku¨nftige Anwendungen darstellen kann, welche von der Vielfalt der Freebase Daten, die
mit der semantischen YAGO Kategorien angereichert sind, profitieren ko¨nnen.
Schlagwo¨rter: Volltextsuche in relationalen Datenbanken, interaktive Erstellung kom-
plexer Suchanfragen, Diversifizierung der Suchergebnisse.
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on Knowl. and Data Eng. (TKDE), 24(3):426-439, March 2012. DOI:
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Demidova, Xuan Zhou, Wolfgang Nejdl. In: Proceedings of the 26th
IEEE International Conference on Data Engineering, March 1-6, 2010,
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The presentation of diversification of keyword search results over structured
data in Chapter 4 is built upon the work published in:
 DivQ: Diversification for Keyword Search over Structured Databases.
Elena Demidova, Peter Fankhauser, Xuan Zhou, Wolfgang Nejdl. In:
Proceedings of the 33rd Annual ACM SIGIR Conference, 19-23 July
2010, Geneva, Switzerland [DFZN10].
Then, Chapter 5 describes contributions that enable to increase scalability
of interactive query construction to large scale data included in:
 FreeQ: An Interactive Query Interface for Freebase. Elena Demidova,
Xuan Zhou, Wolfgang Nejdl. In: Proceedings of the 21st International
World Wide Web Conference, 16-20 April 2012, Lyon, France [DZN12a].
 Scaling Interactive Query Construction on a Very Large Database. Elena
Demidova, Xuan Zhou, Wolfgang Nejdl. In submission [DZN12b].
Finally, Chapter 6 describes a mapping between a large scale Freebase
dataset and the YAGO ontology to support interactive query construction
over large scale data included in:
vii
 YAGO meets Freebase: Combining a Large Scale Database with an Ontol-
ogy. Irina Oelze, Elena Demidova, Wolfgang Nejdl. In submission [ODN12].
During the early stages of the Ph.D. studies I have also published a number
of papers investigating interoperability and confidentiality aspects of federated
keyword search. These aspects are not touched in this thesis due to space
limitations. The complete list of publications follows:
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 Social Software for Lifelong Competence Development: Challenges and
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Conference papers
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gang Nejdl. In: Proceedings of the 21st International Conference on
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 DivQ: Diversification for Keyword Search over Structured Databases.
Elena Demidova, Peter Fankhauser, Xuan Zhou, Wolfgang Nejdl. In:
Proceedings of the 33rd Annual ACM SIGIR Conference, 19-23 July
2010, Geneva, Switzerland. [DFZN10]
 IQP : Incremental Query Construction, a Probabilistic Approach. Elena
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 SUITS: Faceted User Interface for Constructing Structured Queries from
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on Extending Database Technology (EDBT 2008), March 25-30 2008,
Nantes, France. [ZDO+08]
 Services for Knowledge Resource Sharing & Management in an Open
Source Infrastructure for Lifelong Competence Development. Elena Demi-
dova, Philipp Ka¨rger, Daniel Olmedilla, Stefaan Ternier, Erik Duval,
Michele Dicerto, Carlos Mendez, Krassen Stefanov. In: Proceedings of
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With an increasing availability of structured data on the Web, in organizations, and
enterprises, end users gained direct and independent access to scientific data in a va-
riety of domains, data warehouses, as well as services and entertainment facilities on
the Web. Existing database systems enable expert users to efficiently interact with
structured data, obtain information with well-defined semantics and directly use this
information to perform follow-up transactions. To this extent, database systems typ-
ically expose structured query interfaces such as SQL with a high expressive power to
the expert users. On the one hand, this expressive power comes at the price of a fairly
complex internal data structures and query languages which are typically beyond the
expertise of end users. On the other hand, predefined query structures such as forms,
typically exposed to end users, lack flexibility. In this context, database usability
becomes crucial to enable novice users to take an advantage of the expressiveness of
structured query languages and to effectively interact with structured data.
Database usability attracted an increased research attention over the last decade.
New interfaces and algorithms such as natural language query interfaces, query auto-
completion techniques, and flexible forms were developed to provide end users with a
more flexible way to access structured data [And95, NJ07, JJ08]. Another recently de-
veloped technique to access structured data in a user-friendly way is database keyword
search [YQC10a]. In contrast to structured queries, keyword search requires neither
a-priori schema knowledge nor any specific query writing skills and can be performed
efficiently by novice users. Compared with typical Web search applications, database
search can provide several advantages, such as more complex query semantics, more
precise and complete query answers, as well as structured results [JCE+07].
Despite the high usability, keyword queries lack expressiveness to precisely de-
scribe users’ informational needs, and may return irrelevant or incomplete results.
To take advantage of both, i.e. expressiveness of structured queries and usability of
keyword search, some database keyword search approaches perform keyword query
disambiguation, where the system first translates keyword queries against a database
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into structured queries, which are likely to represent the user’s informational need ini-
tially expressed by keywords [KKR+06, TL08, TCRS07, ZWX+07]. Effective keyword
query disambiguation can enable end users to precisely specify their informational
needs using a simple query language and obtain search results with well-defined se-
mantics.
1.1 Problems Addressed in this Thesis
Despite many research efforts, some important usability aspects of database key-
word search, and, more specifically, keyword query disambiguation, have not been
sufficiently addressed by the existing work. These aspects include incremental query
construction, diversification of search results over structured data, efficient incremen-
tal query refinement for large scale databases, and enrichment of large scale databases
with semantic information. State-of-the-art query disambiguation approaches typi-
cally assess the likelihood of the possible structural query interpretations and select
the most likely query interpretation(s) to retrieve their results from the database.
While this approach performs reasonably well for the most simple and straightfor-
ward keyword queries, it does not provide end users with any means to retrieve results
of the less probable interpretations or to obtain an overview of the data available in
the database. This problem becomes even more critical in face of large scale datasets,
where the space of the possible interpretations of a keyword query can become too big
to be completely materialized and ranked. The big and flat schemas of heterogeneous
large-scale databases cannot provide an informative overview of the data stored.
For solving these problems additional techniques are needed, namely incremental
query construction, diversification of search results over structured data, scalable algo-
rithms for incremental query construction over large scale datasets, and enrichment of
large scale databases with semantic information. Incremental query construction ad-
dresses the scenario in which the keyword query interpretation intended by the user
is not found within the top ranked results. This technique enables users to clarify
their search intents step by step, and to obtain the intended structural interpreta-
tion even if this interpretation is less probable. Diversification of search results over
structured data aims at minimizing the risk of users’ dissatisfaction by balancing rele-
vance and novelty of search results. Using diversification, the users can obtain a quick
glance at the relevant search results within a database. Scalable algorithms for inter-
active query construction over large scale datasets are needed to ensure an efficient
query construction procedure for the real-world large scale heterogeneous datasets
such as, for example, Freebase [BEP+08], DBpedia [BLK+09], WikiTaxonomy [PS08],
Probase [WLWZ12], and others. Finally, enrichment of large scale databases with se-
mantic information can help to increase efficiency of incremental query construction
over large scale data, and also provide a good starting point for future applications
which can be build upon a wide variety of relational data clearly arranged in the
semantic categories.
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This thesis will thus aim at solving the following problems:
Problem 1. How to enable the user to incrementally refine a keyword query into the
intended interpretation on the target database?
Existing approaches to keyword query disambiguation over structured data au-
tomatically translate a keyword query in a ranked list of the most likely structural
interpretations and execute some of these interpretations to retrieve results from a
database. While a query ranking approach is sufficient for the most simple and
straightforward keyword queries, intended interpretations of ambiguous queries may
not be found within the top ranked results. If the query interpretation intended by
the user does not receive a good rank, the system should enable users to clarify their
search intents step by step. Using incremental query construction, the user could con-
struct structured queries efficiently, without necessarily knowing the database schema
in advance or mastering a structured query language.
Can we offer interactive solutions addressing the shortcomings of the existing
query disambiguation approaches?
Problem 2. How to provide database search results over structured data with an
increasing level of novelty?
Keyword queries over structured data are notoriously ambiguous. No single inter-
pretation of a keyword query can satisfy all users, and multiple interpretations may
yield overlapping results. The key challenge here is to give users a quick glance of
the major plausible interpretations of a keyword query in the underlying database,
to enable user to effectively select the intended interpretation. To address similar
problem in Information Retrieval, a technique called diversification is used. Diversifi-
cation aims at minimizing the risk of user’s dissatisfaction by balancing relevance and
novelty of search results. Whereas diversification of search results on unstructured
documents is a well-studied problem, diversification of search results over structured
databases attracted much less attention.
Can we provide such search result diversification methods for structured data?
Problem 3. How to enable efficient incremental query construction over large scale
databases?
With an increasing amount of structured data available on the Web, interactive
query construction approaches mentioned above in Problem 1 need to become highly
scalable to perform well on databases containing thousands of tables and millions of
entities efficiently.
On the one hand, when the database schema graph is very big, the user inter-
action options generated by the query construction system need to become highly
informative to enable an efficient reduction of the search space. On the other hand,
the interpretation space of a keyword query in a very big database is usually too big
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to be materialized completely, such that approaches to incremental query construc-
tion need to be adapted to materialize and explore a very large query interpretation
space incrementally.
Can we offer scalable and efficient solutions to these problems?
Problem 4. How to enrich a large scale database with the semantic categories of an
ontology?
When the schema graph of the database is big, a keyword can have a large number
of occurrences spread across the database. Given a large scale database such as
Freebase, it becomes crucial to provide effective and efficient structures that give
users a quick and informative overview of the data available and provide a backbone
for the wide variety of applications such as incremental query construction over large
scale data described above in Problem 3, as well as schema summarization, question
answering, and many others. Using these applications users who are not familiar with
an internal database schema can efficiently narrow down the search space and retrieve
the desired data quickly and accurately.
Ontologies are typically used for organizing large scale information and knowledge
in a wide variety of domains. In this thesis we consider this problem at the example
of the large scale Freebase dataset and the YAGO ontology. The YAGO ontology
is a natural choice for organizing Freebase data, as both YAGO and Freebase share
a large number of instances originating from Wikipedia. In related work, YAGO
and Freebase were brought together in the context of Linked Data [BHBL09] that
loosely connects their shared instances through the DBpedia references. However,
the mapping of these datasets on the schema level does not exists.
Can we create such ontological layer over a large database schema?
1.2 Proposed Solution
Our proposed solutions to the above mentioned problems are based on probabilistic
models, efficient algorithms, and ontologies.
In this thesis we will analyze in detail the characteristics of different database
search systems and propose novel methods using probabilistic models, efficient algo-
rithms, and ontologies. Research for efficient and effective database search is necessary
for quite a lot of application environments, e.g. the World Wide Web, Enterprise Net-
works, Digital Libraries, Social Networks, Multimedia Repositories, and others. For
all these and especially for the domain of large scale relational databases available on
the Web, current query disambiguation and diversification algorithms are still rather
poor or even inexistent, although at the same time they are more and more required
due to the rapidly growing amount of data stored and searched for each of these
particular scenarios.
The contributions of this thesis are manifold:
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 First of all, we provide a detailed analysis of related research in the area of
database usability in general and, in particular, database keyword search and
discuss the benefits of incremental query construction over structured data.
 Then, we propose novel algorithms for incremental query construction. Us-
ing these algorithms, novice users can create structured queries over relational
databases step-by-step starting from simple keywords without knowing the
database schema a-priori or mastering a structured query language.
 In the next step, we propose advanced algorithms for search result diversification
over structured data. This approach provides a quick overview of the variety of
differently structured keyword search results available in the relational database.
 We evaluate our approaches to incremental query construction and search result
diversification on real-world medium-sized datasets such as IMDB and Lyrics
and show that they outperform the baseline ranking approaches in the related
work and are scalable for the datasets with up to 100 tables.
 Following that, we move towards large scale data and address the problem of
scalability of the initial approaches to incremental query construction in face
of large scale databases containing thousands of tables. We further increase
scalability and efficiency of incremental query construction proposed in this
thesis to cope with the challenges resulting from the increased scale of data. We
evaluate our approach on Freebase - a large scale datasets containing thousands
of tables and confirm its efficiency through extensive experiments.
 Finally, in order to further increase efficiency of incremental query construction
over large scale data, we enrich the wide variety of Freebase data with the
semantic categories of the large scale YAGO ontology. We make the mapping
between YAGO and Freebase datasets resulting from this work available to the
community in the hope that this mapping can possibly facilitate many other
future applications.
1.3 Thesis Structure
In Chapter 2 we start by introducing general notions in the context of database
usability and database keyword search in general and describe some of the charac-
teristics of database keyword search systems, essential for understanding the rest of
the dissertation. First of all, in Section 2.1, we review the aspects of database us-
ability in general. Then, in Section 2.2 we focus on the various aspects of database
keyword search. We start with data indexing techniques in Section 2.2.1. Follow-
ing that, we discuss data-based and schema-based approaches to database keyword
search in Sections 2.2.2 and 2.2.3, respectively. Then, we review ranking techniques in
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Section 2.2.4. After that, in Section 2.2.5, we discuss state-of-the-art top-k query pro-
cessing. In Section 2.2.6 we present current approaches of materializing and presenting
search results. Then, in Section 2.2.7 we discuss aspects of query expressiveness in
database keyword search. Finally, in Section 2.2.8, we present evaluation techniques
typically applied in this context. More detailed reviews of specific related work are
included in each of the next four chapters, centered on the four problems we aim to
solve:
The first problem (Problem 1), namely incremental query construction, is ad-
dressed in Chapter 3, where we start with introducing the reader into the topic in
Section 3.1. Following that, in Section 3.2 we provide a summary of contributions con-
tained in this chapter. Then, we review relevant literature in Section 3.3. We provide
an overview of the IQP system for incremental query construction in Section 3.4. In
Section 3.5 we present the conceptual framework for probabilistic incremental query
construction. Section 3.6 introduces a probabilistic model for assessing the likelihood
of a structural query interpretation, which is required in order to enable an efficient
query construction procedure. Section 3.7 presents the algorithms for generating
(near-) optimal query construction plans. We evaluate the methods we introduced in
Section 3.8 and discuss the results in Section 3.9.
Then, in Chapter 4 we aim at providing database search results with increasing
novelty to address Problem 2. After introducing the reader into the topic (Sec-
tion 4.1), in Section 4.2 we provide a summary of contributions contained in this
chapter. A detailed review of the literature follows in Section 4.3. In Section 4.4
we present our diversification scheme which enables obtaining relevant and diverse
search results from a database. Section 4.5 introduces an adaptation of the evalua-
tion metrics such as α-nDCG and S-recall, typically used to evaluate the quality of
diversification over unstructured data, to a database scenario. Section 4.6 contains
the results of our empirical investigation and confirms the quality of the proposed
methods. We discuss the results presented in this chapter in Section 4.7.
Afterwards, in Chapter 5 we move towards large scale data and present a set
of techniques to boost the scalability of interactive query construction first proposed
in Chapter 3 in face of a large scale dataset to address Problem 3. First of all, we
introduce the reader into the topic in Section 5.1. Then, in Section 5.2 we provide
a summary of contributions. Following that, we review related work in Section 5.3.
Then, in Section 5.4, we review the query construction model that was first introduced
in Chapter 3 and discuss its advantages and limitations. Section 5.5 talks about the
efficiency of the query construction options and introduces an ontological layer at the
top of the database schema that can significantly improve the efficiency of interactive
query construction in face of a large scale dataset. Then, Section 5.6 presents efficient
algorithms that enable incremental exploration of very large query interpretation
spaces. Finally, we experimentally evaluate the efficiency of the proposed solution in
Section 5.7 and discuss the results in Section 5.8.
Following that, in Chapter 6 we focus on the Problem 4 of enrichment of large
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scale data with the semantic categories to advance the efficiency of query construction
over large scale data presented in Chapter 5, and ensure portability of our solution to
databases that are not associated with any ontological layer a-priori. We exemplify
this problem using Freebase dataset and YAGO ontology. We introduce the reader
into the topic and motivate our approach in Section 6.1. Following that, we summarize
the contributions of this chapter in Section 6.2. Then, in Section 6.3 we provide a brief
overview of the specific background from the area of schema matching. Following that,
in Section 6.4 we perform a detailed analysis of the concept and instance distribution
in the YAGO ontology. Then, in Section 6.5, we present matching techniques used
to align YAGO and Freebase. In Section 6.6 we analyze the concept and instance
distribution in the resulting YAGO+F structure combining YAGO and Freebase and
provide an evaluation of the matching quality. Lastly, we discuss the matching results
in Section 6.7.
Finally, in Chapter 7 we provide a conclusion to the thesis with an enumeration
of the contributions, while also discussing some possible future research directions




Databases are widely used in enterprises, organizations and on the Web to collect
and disseminate scientific data, as well as information about real-world entities, such
as people, products, publications and genes. In enterprises, database technology
facilitates reporting and analysis; on the Web, databases enable transactions such as
ticket booking and hotel reservation services as well as shopping and price comparison
applications to name just a few examples. Recently, user created databases, such as
DBpedia [BLK+09] and Freebase [BEP+08] gain on popularity, enabling end users to
directly share structured data containing a lot of textual information in a variety of
domains.
Structured queries are a powerful tool to precisely describe a user’s informational
need and retrieve the intended information from a database. However, manual cre-
ation of a structured query is a labor-intensive and error-prone task. This task requires
exact knowledge of the database schema as well as proficiency in a query language,
which are typically beyond the expertise of end users. In this context, it becomes
increasingly important to create ways enabling novice users to work with structured
data, taking advantage of the rich and well-defined semantics encoded in the data
structures.
In this chapter we review state-of-the-art techniques aimed at enhancing database
usability. We pay specific attention to database keyword search that became espe-
cially important with increasing availability of structured data on the Web.
2.1 Database Usability - An Overview
Database usability is a long-term research issue [JCE+07]. One of the early approaches
to address this problem was the Query by Example (QBE) interfaces [BCC05, Zlo75].
QBE [Zlo75] provides a way for a user to perform queries without knowing a query
language. The user of a QBE interface formulates the query by filling in the ap-
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propriate skeleton tables with an example of a possible answer. XQBE [BCC05] is
a visual interface to create XQuery expressions for XML data inspired by QBE. Al-
though Query by Example interfaces free the user from learning the syntax of a query
language, they still require users to comprehend schema information presented by the
system. To address a similar problem, some commercial database products, e.g. Mi-
crosoft Access, offer visual query builder interfaces, which allow users to construct
a query by combining graphical elements, without writing the actual SQL query ex-
pression. However, query graphs in a typical visual query builder interface have to
be created starting from scratch. The user has to study the database schema and
manually put together pieces of the query graph.
More recent approaches to database usability include Natural Language Query In-
terfaces [And95, AME07, Blu99, LYJ06, LCY+07], query auto-completion [BCSW07,
NJ07], and adaptive forms [JJ08]. Natural Language Query Interfaces [And95, AME07,
Blu99, LYJ06] are intended to enable users to specify structured queries in a human
language. These systems use a variety of statistical and machine learning techniques
to translate a user query written in a human language into the corresponding SQL ex-
pression intended by the user. Although Natural Language Query Interfaces provide
certain flexibility for database access, state-of-the-art techniques still require users
to use terminology compatible with the database schema and to form grammatically
well-formed sentences. Moreover, supervised machine learning techniques applied in
order to segment and label the elements of the natural language query expression
mostly require labeled data from the specific domain for training to achieve a high
precision in translation.
Query auto-completion [BCSW07, NJ07] assists users to form structured queries,
by suggesting possible structures or terms based on the already entered sub-query.
The goal of auto-completion if twofold: on the one hand it reduces the typing effort of
the user; on the other hand it guides the user’s typing towards the schema elements
and values available inside the target database. This way, auto-completion techniques
enable users to create database queries without complete schema knowledge. Initial
auto-completion techniques relied on the user to provide correctly spelled prefixes
in order to offer completion suggestions. A more recent technique [CK09] relaxes
this assumption and enables correction of mistakes in the user input. However, auto-
completion techniques still require users to use a dedicated query language to form
structured queries.
Forms are typically used to query databases through a pre-defined query template.
Form-based interfaces enable users to query a database without mastering a query
language and knowing how the data is structured. Typically, the forms are static
and their expressiveness is limited by the query templates defined a-priori. Recently,
adaptive forms [JJ08] were proposed to alleviate this problem. When the existing
forms do not support a user query, adaptive forms can be used to perform a form
modification. Another recent form-related approach is a combination of keyword
search and a form interface where user keywords are used in the first step to identify
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the forms relevant to the user query [CBC+09].
2.2 Keyword Search in Databases - A General Char-
acterization
One of the most flexible techniques enabling novice users to access structured data
is keyword search. Keyword search interfaces found wide adaptation on the Web
in the context of Information Retrieval, where user query targets are unstructured
documents ordered with respect to some objective function [MRS08]. Recently, inte-
gration of Information Retrieval and DB technologies to provide users with flexible
access to structured and semi-structured data attracted a lot of research attention
(e.g. [HGP03, CRW05, AYCR+05, AYS05, Wei07, CD09, CWLL09, YQC10a]). Com-
pared with typical Web search scenarios, database keyword search can provide several
advantages, such as more complex query semantics, more precise and complete an-
swers, as well as structured results [JCE+07]. Keyword search also become a popular
way to access semi-structured data such as XML [HPB03, AYS05] and RDF [KKD11].
In this section we review enabling techniques of database keyword search.
In a typical database keyword search application, user keyword queries are an-
swered in several steps. In an initial pre-processing step, query cleaning [PY08] or
query segmentation [YS09] can be applied to identify meaningful query segments.
Then, the search system identifies the database units (e.g. tables, attributes or tu-
ples) containing any valid query segments. This step is typically performed using
an inverted index created a-priori. In the next step, the valid join paths connecting
the keyword occurrences are enumerated. These connections can be identified in two
alternative ways, namely either data-based or schema-based [YQC10b]. Finally, the
search results corresponding to the identified join paths are retrieved, ranked accord-
ing to some objective function and presented to the user. In what follows, we describe
these steps in more details.
2.2.1 Data Indexing using an Inverted Index
In order to identify database units containing users’ keywords, existing search ap-
plications use indexing techniques. They can use either a separate index on each
textual database attribute (column) (e.g. in [HP02]), or an inverted index over the
whole database content (e.g. in [SA02, TL08]). The index is created a-priori in a
pre-processing step.
A typical inverted index consists of a dictionary and posting lists [MRS08]. The
dictionary contains a set of terms extracted from the cells of the textual attributes
of the database tables. Optionally, the terms can be normalized using information
retrieval techniques such as stop word removal, stemming, and others [MRS08]. The
granularity of the postings in an inverted index may vary dependent on the specific
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keyword search application. For each term t in the dictionary, a posting list with
either names of the database tables, attributes, or identifiers of the tuples (rows)
containing the term t can be employed. The granularity of the postings influences
the space consumption and the efficiency of the index. A comparison between the
row-based and the column-based indexes can be found e.g. in DBXplorer [SA02].
Figure 2.1 exemplifies a part of an inverted index containing the postings rele-
vant to the keyword query “hanks terminal”. In this example, an indexing unit is a
database attribute, such that each posting represents the attribute in which the term
occurs.
Figure 2.1 An Inverted Index Example. The figure exemplifies dictionary
terms and postings relevant for the query “hanks terminal”. The postings
represent the names of the attributes. For example, the term “hanks” occurs
in the attributes “actor.name” and “director.name”.
As Figure 2.1 shows, the term “hanks” is contained in the attributes “actor.name”,
and “director.name”, whereas the term “terminal” occurs in the columns
“film.name”, “company.name”, and “location.name”.
2.2.2 Data-based Approaches
In the next step, single keyword occurrences identified using the inverted index are
connected to the query structures that include join operations. The join structures
connecting tuples that collectively contain user’s keywords are known as Join Tuple
Trees (JTTs). The data-based approaches, such as e.g. [ABC+02, BHN+02, HWYY07,
KPC+05, DXYW+07, LOF+08, TWRC09, LT11, FLW11], work on the data graph and
identify search results using graph search algorithms.
The data-based keyword search approaches represent the data as a weighted
directed graph G(V,E). In a relational database, the nodes of the graph repre-
sent database tuples. The edges represent foreign to primary key relationships con-
necting tuples. The weights of the edges can reflect tuple proximity [BHN+02,
DXYW+07]. The node and edge weights can be assigned using PageRank [BP98]
or ObjectRank [BHP04].
The aim of keyword search is then to identify the minimal cost JTTs connecting
the user’s keywords. These JTTs are in fact the sub-tree(s) of the data graph. In
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the literature, the minimality of JTTs is typically linked to relevance, as minimality
reflects the closeness of the user’s keywords in a search result. Thus the problem of
finding optimal search result(s) is the Minimum Group Steiner Tree Problem [HRZ98]
or Top-k Group Steiner Tree Problem [DXYW+07]. These problems are required to
find the minimum cost interconnection(s) for a given set of objects. The Minimum
Group Steiner Tree Problem is NP-complete [CSRL01], such that an efficient algo-
rithm to solve this problem optimally in polynomial time is not known.
To compute search results efficiently, existing approaches relax the minimality con-
dition [KPC+05, KS06, HWYY07, GKS08, LOF+08] and employ greedy graph search
algorithms (e.g. [DXYW+07, KS06]) and index structures [HWYY07]. For exam-
ple, BANKS employs [BHN+02] Backward Expanding Search Algorithm that creates
rooted JTTs using Dijkstra’s algorithm [Dij59] for shortest paths finding starting from
each node containing keywords in the data graph. BANKS2 [KPC+05] uses bidirec-
tional expansion to reduce the size of the search space and improve the efficiency.
The data-based approaches are schema-agnostic as they operate directly on the
data, and thus are applicable not only to relational databases [BHN+02], but also to
semi-structured data [TWRC09] as well as to the combinations of structured, semi-
structured and unstructured data [LOF+08]. In case of XML, the nodes of the data
graph (tree) correspond to the XML elements and the edges reflect element contain-
ment, or IDREF links [KPC+05]. The result of a keyword query over XML data is a
subtree of the data graph rooted at the Lowest Common Ancestor (LCA) of a set of
nodes that collectively match query keywords [BLCL09, CMKS03, GSBS03, KGM09,
LYJ04, LC08, SCG07, XP05, XP08]. In RDF, the user’s keywords are mapped to the
nodes of the RDF graph and the neighborhood of these nodes is explored to extract
subgraph(s) of the data graph containing all the user’s keywords [KKD11]. Thus, the
aim of keyword search over semi-structured data is to extract the minimal subtree(s)
or subgraph(s) including all the user’s keywords [AYS05, KKD11].
As data-based approaches operate on the data graph, the search results, i.e. JTTs,
subtrees, or subgraphs become available in this step directly.
2.2.3 Schema-based Approaches
As keyword search interfaces do not offer sufficient expressiveness for the users to pre-
cisely specify their informational needs, the data-based approaches discussed above
may return irrelevant or incomplete results. To cope with this limitation, schema-
based approaches [SA02, HP02, HGP03, LYMC06, AME07, KKR+06, TZC+06, LLWZ07,
TCRS07, ZWX+07, CBC+09, QYC09], perform keyword query disambiguation before
retrieving any tuples from the database. The disambiguation process first translates
a keyword query into a set of structured database queries, also known as Candidate
Networks (CNs), which are likely to expresses the user’s informational need. Then
the structured queries can be executed to retrieve the search results (i.e. JTTs) from
the database.
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Compared to the data-based keyword search, an advantage of the schema-based
approaches is an increased expressiveness of the structured queries that can be used
to interpret keywords. We discuss expressiveness of query interpretations in Sec-
tion 2.2.7. The other advantage is that the optimization capabilities of the underly-
ing database engine can be fully utilized to retrieve search results of the structural
query interpretation. In this thesis, we focus on the schema-based keyword search
approaches.
In the literature, a tuple is called non-free with respect to a keyword query K if it
contains at least one keyword ki ∈K. A database table is called non-free if it contains
at least one non-free tuple. Otherwise, the tuples and tables are called free. Join
structures connecting non-free database tables are typically called Candidate Net-
works (CNs). CNs were first discussed in DISCOVER [HP02] and DBXplorer [SA02],
where they are called join trees. The connections between the non-free tables in a CN
are established using foreign to primary key relationships as defined by the database
schema. The CNs are in fact relational algebra expressions.
In order to answer a keyword query, the schema-based approaches first identify a
set of valid CNs. The validation criteria for the CNs vary dependent on the expressive-
ness of the particular keyword search approach. For example, the valid CNs typically
have to comply to the minimality condition, mining that no empty leaf nodes in the
join tree are allowed. Usually, all user keywords need to be included (completeness
condition). In addition, the maximal length of the joining path is normally restricted
to enable efficient processing.
For example, consider the schema graph G in Figure 2.2. This graph contains five
entity tables, such as “actor”, “director”, “film”, “company”, and “location” as well
as four relational tables, such as “acts”, “directs”, “employed by”, and “situated in”.
Based on the inverted index shown in Figure 2.1, we can associate the tables of this
graph with the terms of the user’s query “Hanks Terminal”.
We use the notation a & b to denote that table a joins with table b on their
primary key to foreign key relationship. In the example above, the candidate networks
generated for the query “Hanks Terminal” include:
 actor:“hanks”& acts & film:“terminal”,
 director:“hanks” & directs & film:“terminal”,
 actor:“hanks” & employed by & company:“terminal”, and
 director:“hanks” & employed by & company:“terminal”.
In the small and medium-sized datasets, such as IMDB [IMD] and DBLP [Ley09],
the candidate networks for a keyword query can be enumerated by performing Breadth-
First-Search (BFS) on the schema graph [SA02, HP02, HGP03, LYMC06]. Qin et
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Figure 2.2 A Schema Graph Example. The figure exemplifies an undirected
schema graph with 9 tables populated with keyword occurences for the query
“Hanks Terminal”. The nodes of the schema graph represent the database
tables and the edges represent the foreign key relationships.
al. [QYC09] use SQL to compute all the interconnected tuple structures for a given
keyword query.
In the schema-based approaches, the SQL statements corresponding to the iden-
tified candidate networks can be executed to retrieve search results.
2.2.4 Ranking of Queries and Search Results
Due to the ambiguity of keyword search, given a keyword query, there usually exist a
large number of structural interpretations and search results in a database. With an
increasing size of the data and schema, ranking became increasingly important. To
this extent, existing keyword search approaches employ various scoring functions that
assess the relevance of the possible structural query interpretations and search results.
Using scoring functions keyword search approaches can obtain the most relevant query
answers efficiently.
In practice, a variety of statistics related to data nodes, query results, and query
logs can be utilized to make relevance assessment. The statistics related to the data
nodes include TF-IDF (term frequency and inverse document frequency [MRS08]),
PageRank [BP98], and others. The query results are often ranked based on the num-
ber of edges, weights on edges, size normalization, and redundancy penalty [BLCL09,
CMKS03, DKS08, DXYW+07, GKS08, GSBS03, HWYY07, KS06, LOF+08, LFWZ08,
LYMC06, LLWZ07, SLDG07, SGB+07, TL08, VOPT08, WPZ+06, WSR07, YLST07].
The query log based statistics can make use of frequencies of the query patterns found
in search logs.
The weighting factors used in the state-of-the-art ranking functions can be classi-
fied as structure-related, taking into account structural patterns of the query interpre-
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tations and results, and keyword-related, considering statistics of keyword occurrences.
The structure-related weighting factors include:
 Tuple tree size [SA02, HP02, LYMC06, LLWZ07]. Using this factor, the CNs
and JTTs are considered as more relevant if the database elements containing
keywords are closely connected. Initial approaches used a simple size normaliza-
tion such as 1/size(X), where size(X) is a number of joins in the corresponding
CN or JTT.
This factor can also be adjusted to take into account the number of free and
non-free nodes separately [LLWZ07].
 PageRank [BHN+02, HHP08]. In Information Retrieval, PageRank consid-
ers the global importance of pages in the Web graph [BP98]. Applied to
the databases, the PageRank-based techniques consider the global importance
of the tables and tuples based on their connections in the schema and data
graphs [YPS09].
 Query log analysis. The logs of a database search system is a valuable source
to learn structural patterns (templates) used in user’s queries. In addition,
the logs can be used in order to improve the query segmentation, that, as a
consequence, could improve the overall ranking [YS09]. However, the query
logs are rarely available, such that the majority of the existing keyword search
approaches make use of other available statistics.
The most commonly used keyword-related weighting factors are:
 Relevance [HGP03, LYMC06, MdSdM+07, LLWZ07]. In Information Re-
trieval, in order to estimate the relevance of a search result to a query, term
frequency (TF) is typically used [MRS08]. TF is the number of times the term
appears in a search result. The intuition behind TF is that the documents that
are most relevant to the query should contain the query terms more often than
the less relevant documents. Dependent on the document collection, this fre-
quency can be further normalized. In database keyword search TF is used to
assess the relevance of a tuple or a table attribute.
 Document length normalization [LYMC06]. As observed in Information
Retrieval research, the keywords tend to occur more frequent in longer docu-
ments. In order not to over-estimate longer search results, document-length
normalization can be applied to TF. In the database context, the length of the
tuple or attribute can be used to perform such normalization.
 Document frequency (DF) [MdSdM+07]. In the context of a relational
database, a tuple can be viewed as a document, and a set of tuples in a database
table can be viewed as a document collection. Then, the document frequency
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of a term in a database table is the number of tuples in this table containing
the term. In case a keyword is very frequent in a database table, the match in
this table can be considered as more typical.
 Inverse document frequency (IDF) [HGP03, LYMC06, MdSdM+07]. This
factor reflects selectivity of a keyword in the database and is inversely propor-
tional to DF. In case a keyword is very selective in a database table, the match
in this table can be considered as more specific.
 Matching schema terms [LYMC06, TL08]. In case a keyword matches a
schema term, such as an attribute or a table name, the match can be considered
as more important than a match in an attribute value. For example, schema-
based document frequency assigns a term matching a name of a text column or
a table name with the largest document frequency value among all the terms in
this column or table correspondingly.
 Phrase-based ranking. Phrase-based search has been shown to improve
search effectiveness in Information Retrieval [BP98, LLYM04]. In database
keyword search, modifications of term frequency values can be applied to as-
sign higher weights to the phrase matches as opposed to the individual term
matches [LYMC06].
 Completeness [LLWZ07]. Completeness gives higher weight to the CNs and
JTTs including more user’s keywords. This factor can be used to adjust seman-
tic of the query towards either the OR or AND semantics.
In the literature, typical ranking functions for CNs and JTTs use several structure-
related and keyword-related weighting factors in a combination. These ranking
functions can be monotonic, e.g. [HGP03, LYMC06] and non-monotonic [LLWZ07,
LWL+11].
Ranking techniques for effective database search evolved over the last decade. To
rank query results, initial approaches such as DBXplorer [SA02], and DISCOVER [HP02]
simply used the number of joins in the query interpretations and search results. In-
tuitively, the shorter joining sequences are considered to be more relevant than the
longer sequences because they imply a closer association of the user’s keywords [HP02].
Most of the follow-up approaches used the number of joins as one of the factors in
ranking of query results and query interpretations.
Different works exploited the structure of the data and schema graphs to assess
importance of the results. For example, BANKS [BHN+02] used a combination of
tuple weights and edge weights in a tuple tree in a PageRank [BP98] style method to
give higher weights to the highly connected tuples. In [HHP08], the authors extended
PageRank for database keyword search in databases for which there is a natural flow
of authority between their objects. In general, these methods consider the better
connected tables and tuples within a database to be more important.
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Ranking of search results has a long tradition in the field of Information Retrieval.
DISCOVER2 [HGP03] first incorporated state-of-the-art Information Retrieval rank-
ing formula in database search. The ranking formula was subsequently improved by
Liu et al. [LYMC06] by using several refined weighting schemes specifically developed
for the database keyword search. Compared to DISCOVER2, Liu et al. proposed
normalizations of the TF-IDF weighting in the database context.
Various ranking methods can be applied to both, structured queries interpreting
keywords (i.e. CNs) and search results (JTTs). Ranking search results is discussed
in [HGP03, LYMC06, LLWZ07]. The approaches to keyword query disambiguation
employed ranking of query interpretations (CNs) rather than JTTs. A crucial step
of keyword query disambiguation is to assess the likelihood of the possible interpre-
tations and pick the most probable ones to be executed against the database. In
LABRADOR [MdSdM+07], the authors employed probabilistic models to estimate
the likelihood of the possible structural query interpretations.
2.2.5 Top-k Query Processing
As an interpretation space of a keyword query in a database is typically large, it is
oft not feasible to completely materialize the search space. To this extent, existing
keyword search approaches employ various techniques to efficiently obtain the top-k
most relevant query answers.
Li et al. considered the problem of generation of search results in the decreasing
order of their individual ranks in the context of Web documents and XML [LCVA02].
In the data-based keyword search, the focus of the top-k processing is to quickly
materialize the most relevant search results (JTTs) using the data graph. The
algorithms for the top-k JTT generation apply heuristics to obtain the most rel-
evant search results efficiently without the complete materialization of the search
space [HGP03, LLWZ07].
In the schema-based keyword search, existing approaches assume that it is feasible
to enumerate and rank the entire space of possible query interpretations (CNs) if the
maximal length of the join path is restricted [LLWZ07]. However, given a large-scale
database, this assumption may not hold anymore. In order to enumerate all valid
CNs, DISCOVER [HP02] proposed a Breadth-First (BF) algorithm that finds all
valid subgraphs of the schema graph of size n by traversal of the schema graph in a
breadth first order. This technique found application in many further schema-based
works, e.g. [HGP03, LYMC06, LLWZ07, LWL08].
Given a CN, one can execute the SQL query corresponding to this CN to retrieve
search results. Thus, the focus of top-k query processing in the schema-based ap-
proaches is, given a ranked list of CNs, to find a query execution strategy to retrieve
the overall top-k search results efficiently. Given a list of CNs, a naive solution to
find top-k query answers is to issue a SQL query for each CN, to union the search
results of these queries, and to sort the results according to their scores. Given a big
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number of CNs and large result sizes, this approach can become inefficient.
In the literature, the top-k query processing algorithm was first introduced by
Fagin [Fag99]. Given multiple lists of ranked results and a monotone score aggregating
function, Fagin’s algorithm and Threshold Algorithm (TA) can retrieve the top-k
objects efficiently by early stopping the query execution process as soon as the top-
k results were found [Fag99, Fag02]. While Fagin’s algorithm evaluates the top-k
objects in each list, TA uses the score upper bound to determine criteria for early
stopping.
DISCOVER2 [HGP03] introduced query evaluation strategies optimized for early
stopping the query execution in line with TA. The idea is to define an upper bound
score, such that any potential result from the future execution of a CN will not have
a higher score. Then the query execution can stop immediately as soon as k results
with the scores higher than upper bound are retrieved. This optimization technique
found application for other variants of top-k queries [LYMC06, CMKS03, XIG09].
Majority of the existing top-k approaches assume the ranking functions for JTTs
to be monotone [Fag99, MCYC06, BMS+06, XCH06, DGKT06, NCS+01, IAE04,
CH02]. In the context of keyword search monotonicity means that the higher scores
of the individual tuple in a JTT will result in a higher score of the JTT as a
whole [HGP03, LYMC06]. SPARK [LLWZ07, LWL+11] addresses the problem of
top-k processing in presence of a non-monotone ranking function that aggregates
relevance, completeness and size normalization factors in a non-linear combination.
2.2.6 Materializing and Presenting Search Results
In the majority of cases, a result of database keyword search is a joining network
of tuples (JTT). A special case of JTT is a minimal total joining network of tuples
(MTJNT) that does not contain any empty leaf nodes, and includes all keywords of
the user query [HP02].
In the data-based approaches, such as BANKS [ABC+02], this result is directly
available by search on the data graph. In the schema-based keyword search, the result
needs to be materialized in an extra step. In fact, a candidate network corresponds to
a single SQL statement that joins the tables as specified in the CN tree, and selects
those rows that contain the keywords. The search results retrieved by this procedure
can be ranked according to some objective function as discussed in Section 2.2.4.
Besides retrieval of the tuples explicitly matching user’s keywords, some studies
focused on identifying data that do not match keywords, but are implicitly relevant
to user queries [HPB03, KSI06, LC07, LWC07, TY09].
In the context of Web search, a search result is typically presented as a snippet
- a brief passage representing the content of the result. The snippets give users
a possibility to get a quick glance at the returned results and judge their rele-
vance. Generation of snippets has been considered in the context of XML keyword
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search [HLC08a, HLC08b].
Another useful technique to organize database keyword search results is cluster-
ing [XP05, HKPS06, KZGM09]. The clusters help to disambiguate the query auto-
matically, grouping together similar search results.
2.2.7 Query Expressiveness
There is a natural trade-off between the expressiveness and the usability of database
search interfaces [JCE+07]. The expressiveness of query interpretations used in database
keyword search approaches has evolved greatly over the last decade.
The first works on database keyword search had very limited expressiveness and
focused on keyword queries in which all keywords were contained in the same tu-
ple [GSVGM98, MV00a, MV00b]. Following that, DBXplorer [SA02], DISCOVER [HP02]
and BANKS [ABC+02, BHN+02] considered join trees that included tuples from dif-
ferent relations and collectively contained keywords of the user query.
DBXplorer [SA02], DISCOVER [HP02] and BANKS [ABC+02, BHN+02] assumed
AND semantics for an answer, whereas DISCOVER2 [HGP03] enabled OR seman-
tics. The methods for interpreting keywords evolved from considering attribute values
only (e.g. [SA02]), to include schema terms (e.g. [LYMC06]) and aggregation opera-
tors [TL08].
DBXplorer considered exact and prefix matches between keywords and attribute
values. BANKS [ABC+02, BHN+02] also took the matches between keywords and
metadata, such as column, table and view names, into account.
Labeled keyword search [CMKS03, LWL08, LYJ04] enabled users who are familiar
with the database schema to explicitly specify the mapping between keywords and
metadata labels in the query, thus mapping the keywords exclusively to the attributes
complying with the specific label.
Analytical keyword queries [WSR07, TL08] enable grouping and aggregation of
search results, either based on user’s keywords or based on the search results.
Natural Language query interfaces such as [And95, Blu99, LYJ06, AME07, LCY+07]
enable users to put structured queries complying with the database schema in a nat-
ural query language.
Finally, structured query languages such as SQL, XQuery, and SPARQL provide
the most expressive querying capabilities, requiring detailed knowledge of the schema
and query language from the user.
2.2.8 Evaluation Techniques
Empirical evaluation of database keyword search is typically performed using a bench-
mark. In the context of XML keyword search, an established benchmark is provided
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by INEX (INitiative for the Evaluation of XML Retrieval) [GKST11]. In the con-
text of database keyword search, popular datasets used for evaluation are e.g. IMDB
(The Internet Movie Database) [IMD], Lyrics [LYMC06], DBLP [Ley09], and others.
Still, development of benchmarks for keyword search on structured data is an open
issue [CWLL09].
Another type of keyword search evaluation is a theoretical evaluation, that rea-
sons about a keyword search approach formally [LC08, TWC11]. For example, [LC08]
proposes four properties, such as data monotonicity, query monotonicity, data con-
sistency, and query consistency that an XML keyword search strategy should ideally
satisfy. Termehchy et al. [TWC11] provides a theoretical framework to measure the





Structured queries are a powerful tool to precisely describe a user’s informational need
and retrieve the intended information from a database. However, manual creation of
a structured query is a labour-intensive and error-prone task. This task requires exact
knowledge of the database schema as well as proficiency in a query language, which
are typically beyond the expertise of end users. Keyword queries on the other hand
require neither a-priori schema knowledge nor query construction skills and can be
performed efficiently by novice users. However, keyword search lacks expressiveness to
precisely describe a user’s informational need, and may return irrelevant or incomplete
results.
To take advantage of both, i.e., expressiveness of structured queries and usability of
keyword search, recent schema-based approaches [KKR+06, TL08, TCRS07, ZWX+07]
translate a keyword query into a ranked list of structured queries, such that the user
can select the query that best represents her informational need. While a query rank-
ing approach is sufficient for the most simple and straightforward keyword queries,
intended interpretations of ambiguous queries may not be found within the top ranked
results. This can happen for two reasons: first, as each keyword can potentially occur
in any textual attribute of a database, the number of structural interpretations grows
sharply with the complexity of the database schema and the length of the keyword
query. In fact, with a complex database and a lengthy keyword query, it is computa-
tionally infeasible to materialize and sort all possible structural query interpretations
1 Chapter 3 includes material reprinted with permission from the following papers: Elena Demi-
dova, Xuan Zhou, Wolfgang Nejdl. A Probabilistic Scheme for Keyword-Based Incremental Query
Construction. In IEEE Trans. on Knowl. and Data Eng. (TKDE), 24(3):426-439, March 2012,
DOI: http://doi.ieeecomputersociety.org/10.1109/TKDE.2011.40. ©2012 IEEE; Elena Demidova,
Xuan Zhou, Wolfgang Nejdl. IQP : Incremental Query Construction, a Probabilistic Approach. In:
Proceedings of the 26th IEEE International Conference on Data Engineering, March 1-6, 2010, Long
Beach, California, USA. DOI: 10.1109/ICDE.2010.5447929. ©2010 IEEE.
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in online query processing. Second, even a theoretically optimal ranking algorithm
can, at best, rank the most common query interpretations highest; whereas the users
with less frequent informational needs may not receive adequate results. For example,
if the majority of users who issued the keyword query “London” were interested in
a city guide of London, the results referring to Jack London as a book author will
receive a low rank. In case a ranking function fails to identify the user intended query
interpretation within the top results, the user will need to examine all interpretations
prior to the intended one, which is tedious and error-prone for the user.
In this chapter we present IQP, a novel system aimed at bridging the gap between
usability of keyword search and expressiveness of database queries. Using IQP a user
can benefit from both, a conventional ranking interface and a more controllable query
construction interface. The former allows the user to immediately identify the most
common interpretation of her query. The latter enables the user to clarify her search
intent step by step, which is highly helpful when the intended query interpretation
is not found within the top ranked results. For instance, if a user issues a keyword
query “London Age”, IQP would ask a small number of questions, such as “Is London
a person?” or “Are you looking for a city’s age?”. Based on the user’s responses,
IQP is able to accurately identify the structured query representing the user’s infor-
mational need. Using IQP, users are able to construct structured queries efficiently,
without necessarily knowing the database schema or mastering a query language.
The algorithms presented in this chapter thus focus on addressing Problem 1
presented in Chapter 1, namely enabling users to incrementally refine a keyword query
into the intended interpretation on the target database. Our IQP system consists
of three components: (1) a probability-based framework that formally defines the
process of incremental query construction, which does not require any a-priori schema
knowledge or proficiency in a query language; (2) a probabilistic model to estimate the
probabilities of structural query interpretations, so as to identify meaningful items for
users to interact with; (3) an algorithm for generating the optimal query construction
plan, which enables a user to obtain the intended structured query within a minimal
number of interactions. In this chapter, we present the detailed design of these
components. We also show the effectiveness of our system through a user study
and extensive experiments using real world datasets.
The rest of this chapter is organized as follows: Section 3.2 provides a summary
of contributions contained in this chapter. Section 3.3 summarizes related work. Sec-
tion 3.4 gives an overview of the IQP system. Section 3.5 presents the conceptual
framework for incremental query construction. Section 3.6 introduces a probabilistic
model for assessing the likelihood of a structural query interpretation. Section 3.7
presents algorithms for generating (near-) optimal query construction plans. Our ex-
periment results are reported in Section 3.8. Finally, Section 3.9 provides a discussion
of the results.
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3.2 Summary of IQP Contributions
The IQP system proposed in this chapter mainly contributes to the areas of database
usability described in Section 2.1, and database keyword search discussed in Sec-
tion 2.2.
Several state-of-the-art approaches described in Section 2.1 aim at enhancing
database usability and assist users in creation of structured queries. However, these
approaches typically require prior knowledge of the database schema and/or a ded-
icated query language. These approaches include Query by Example (QBE) inter-
faces [BCC05, Zlo75]), visual query builder interfaces, e.g. Microsoft Access, Nat-
ural Language Query Interfaces [And95, AME07, Blu99, LYJ06], and query auto-
completion [BCSW07, NJ07, CK09]. In contrast to these approaches, IQP proposed
in this chapter requires neither prior knowledge of the database schema, nor a struc-
tured query language, and assists users in creation of structured queries starting from
simple keywords.
In database keyword search, users’ keyword queries can be very ambiguous hav-
ing many different interpretations in the underlying database, leading to a big variety
of differently structured search results. As state-of-the-art approaches to database
keyword search mainly focus on retrieval of a few most likely structured queries
and/or search results ([HGP03, LYMC06, HWYY07, ZWX+07, TL08], etc.), exist-
ing approaches can only satisfy the users issuing the most simple and straightforward
keyword queries. At the same time, informational needs of the users searching for
less typical interpretations of ambiguous keyword queries may remain unsatisfied, as
the user intended interpretations of these queries are not always found within the
top ranked results. Whereas state-of-the-art approaches to database keyword search
do not offer users opportunities to clarify the semantics of their queries, IQP enables
users to incrementally refine keywords into the desired structured queries. Using IQP,
users can retrieve the intended search results of ambiguous keyword queries efficiently,
within only a few iterations, even if these results are not very typical.
Initial approaches to incremental query construction presented in [ZZDN08, DZZN09,
ZZM+09] did not take probability of query interpretations into account, such that the
resulting query construction process may be not optimal. In contrast to these ap-
proaches, IQP takes probability of query interpretations into account to enable an
efficient query construction process.
In summary, the IQP contributions described in this chapter include:
 A probabilistic model that enables IQP to assess probability of structured in-
terpretations and query construction options for a given keyword query.
 A probabilistic framework for incremental query construction that empowers
ordinary users to interactively guide the search process towards the intended
results starting from simple keywords.
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 The algorithms for generating (near-) optimal query construction plans that
enable users to create desired query interpretations efficiently, within only a
few iterations.
Our user study and experiments with real-world datasets have demonstrated
that the proposed approach outperforms SQAK [TL08], a state-of-the art system
to schema-based keyword search, if the user intended query interpretation cannot be
found within the top ranked results. Our experiments have shown that the proposed
probability estimates enable us to reduce the interaction cost of query construction
significantly compared with a base line approach that did not take probability of
query interpretations into account. Our simulations confirmed the scalability of the
proposed algorithms for the medium-sized databases containing up to 100 tables and
the quality of the proposed algorithms.
3.3 Specific Background
IQP supports efficient incremental construction of structured queries, which is related
to databases and information retrieval. In Chapter 2 we provided an overview of the
related work in the areas of database usability in general and database keyword search
in particular. In this section we discuss some additional related work on faceted search
and incremental query construction.
3.3.1 Faceted Search
User-driven query disambiguation has been successfully applied in Information Re-
trieval in the context of faceted search [MRS08]. Faceted search engines, such as the
product search engine of Google and the Clusty search engine [clu], organize search re-
sults into meaningful groups, called facets, by applying some clustering or categoriza-
tion algorithms. Users can easily shrink the scope of the search by focusing on a small
number of facets. Several navigational techniques [Hea06, K0¨5, BRWD+08, WSR07]
were proposed to support users in finding information in a hierarchy of faceted cat-
egories. The interface of IQP is similar to a faceted interface, whereas each facet
corresponds to a query construction option.
3.3.2 Incremental Query Construction
In [DZZN09] and [ZZDN08] we presented SUITS, a faceted interface that enables
users to interactively disambiguate keyword queries. However, SUITS lacks a the-
oretical foundation for verifying its effectiveness. In [ZZM+09], we extended SUITS
with a formal framework for incremental query construction and applied this frame-
work to Semantic Web data. However, as the framework of [ZZM+09] does not take
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the probability of query interpretations into account, the resulting query construc-
tion process may be not optimal. Compared with [DZZN09, ZZM+09, ZZDN08] the
contributions of IQP include: (1) a probabilistic framework to define the process of
incremental query construction; (2) a probabilistic model to estimate the probabilities
of structural query interpretations; (3) an algorithm for generating an optimal query
construction plan based on Information Gain.
3.4 Overview of IQP
IQP query construction interface is designed to enhance the ranking centric ap-
proaches to database keyword search, such as [KKR+06, TL08, TCRS07, ZWX+07],
by giving users control over the query disambiguation process. Fig. 3.12 illustrates
the user interface of IQP.
The user interface of IQP consists of (1) a search field to input keyword queries,
(2) a query construction window which presents query construction options, (3) a
query window listing structured queries and (4) a result window for presenting search
results. When a user issues a keyword query, IQP provides the user with a ranked list
of structured queries (as interpretations of the keyword query) and the corresponding
results, which are presented in the query and result windows respectively. If the user
identifies the desired structured query, she can double click the query to retrieve its
results. If the user cannot immediately find the desired structured queries or results,
she can resort to the query construction window, which enables the user to refine the
structured queries being suggested.
For instance, to find the movies starring Tom Hanks and Tom Cruise in 2001, the
user Alice issues a keyword query “Hanks Cruise 2001” to IQP. Without knowing the
exact informational need of Alice, IQP translates the keyword query into a number
of structured queries, which give different interpretations to Alice’s keywords. For
example, one possible structured query searches for the movies of 2001 starring Hanks
and entitled “Cruise”, whereas another query searches for the movies starring Cruise
and directed by Hanks. These possible interpretations and corresponding results are
ranked and presented in the query and result windows respectively (Fig. 3.1 (3) and
(4)). Simultaneously, IQP generates a set of query construction options, and presents
these options in the query construction window (Fig. 3.1 (2)).
If the query interpretation desired by Alice is shown in the query window, she
can double click this interpretation and obtain the results. In case Alice cannot
immediately identify the desired information in the query or result windows, she
can use the query construction interface to refine the presented list of queries. For
instance, Alice can select a query construction option specifying that “Hanks” is
2 Fig. 3.1 includes the following images: http://de.fotolia.com/id/25660633 ©Anatoly
Maslennikov - Fotolia.com; http://de.fotolia.com/id/10056489 ©ioannis kounadeas - Fotolia.com;
http://de.fotolia.com/id/9974098 ©XYZproject - Fotolia.com
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Figure 3.1 IQP User Interface. Its components include: (1) an input field
for keyword queries, (2) a query construction panel, (3) top-k structured
queries, and (4) query results. ©2012 IEEE.
an actor’s name. Whenever Alice selects an option, the query and result windows
zoom into the structured queries and results satisfying the selected options. At the
same time, the set of the query construction options is updated to enable Alice to
further clarify her informational need. Interaction between Alice and the system
continues until Alice obtains the desired structured query or results. In fact, the
query construction options shown in Fig. 3.1 are structured queries too, while they
interpret only a part of keywords of the Alice’s keyword query.
As the number of possible structural interpretations of a keyword query grows
sharply with the number of keywords and the size of the database schema, rank-
ing alone is not always sufficient to help users identify desired structured queries or
results. While some natural language processing techniques, such as phrasing and to-
kenization, can be used to restrict the interpretation space, they have limited usage.
For instance, although the keywords “Tom” and “Hanks” can be typically interpreted
as the name of a single actor, a user may use these keywords to refer to a movie with
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two different actors named “Tom Cruise” and “Colin Hanks”. In contrast, a set of
properly selected query construction options enables a user to exponentially reduce
the interpretation space and thus obtain the intended structured query quickly. For
example, if “Hanks” can be a part of a movie title or an actor’s name in a movie
database, Alice can select the “Hanks is an actor’s name” option, and thereby im-
plicitly eliminate all structured queries that interpret “Hanks” differently.
IQP can present structured queries either in a natural language (using e.g. tech-
niques such as [KSI10]) or as graphs similar to the visual query builder interfaces.
To generate meaningful options IQP requires appropriate naming of the schema ele-
ments in a relational database. In the following, we present the detailed techniques
for enabling the above interface.
3.5 Query Construction Framework
This section presents a conceptual framework for incremental query construction.
First, we show how IQP translates a keyword query to a set of structured queries
of relational database. Then, we introduce the concept of query construction plan,
which can guide a user through an interactive process to obtain the intended query.
3.5.1 From Keywords to Structured Queries
We first define the concepts of keyword queries and structured queries.
Definition 3.5.1. Keyword Query: a keyword query K = k1, . . . , km is a bag of
words, where duplicates are allowed.
Some examples of keyword queries are K1=“titanic 1997”, K2=“actor tom hanks”,
K3=“movie hanks 2001”, and K4 =“number of movies with tom hanks”.
Definition 3.5.2. Structured Query: a structured query Q in IQP is an expres-
sion of relational algebra which is composed of tables and the following operators and
predicates:
Operator: The operators for forming structured queries include selection (σ) and
natural join (&).
Predicate: A predicate is in the form k1, . . . , km ⊂ A, indicating that the bag of
keywords k1, . . . , km is contained in the value of the attribute A.
Some examples of structured queries are as follows:
 σtitanic∈title∩1997∈year(Movie):
A movie with title “Titanic” which is produced in 1997.
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 σ{tom,hanks}⊂name(Actor):
An actor whose name is Tom Hanks.
 σhanks∈name(Actor) &Acts & σ2001∈year(Movie):
Movies starring Hanks in 2001.
To construct a structured query from a keyword query, IQP first interprets each
keyword to an element of a structured query, which is called keyword interpretation.
Definition 3.5.3. Keyword Interpretation: a keyword interpretation is denoted
by Ai ∶ ki, which maps a keyword ki to an element Ai of a structured query. Ai can
refer to a table, an operator, an attribute, or a value in a predicate. Ai is also called
an interpretation of ki.
In IQP, a keyword is interpreted to an element of a structured query, if it matches
the name or the value of that element. For example, to translate a keyword query
K2=“actor tom hanks”, we can make the following keyword interpretations: Actor ∶
actor, tom ∈ name ∶ tom, and hanks ∈ name ∶ hanks, where “actor” is interpreted as
a table, and “tom” and “hanks” are interpreted to values in predicates.
A set of keyword interpretations can be connected to form a structured query.
For example, based on the keyword interpretations mentioned above, we can build a
structured query σ{tom,hanks}⊂name(Actor). We call a mapping from a keyword query
to a structured query a query interpretation.
Definition 3.5.4. Query Interpretation: given a keyword query K, we say that
a structured query Q is a query interpretation of K, if and only if there is a set of
keyword interpretations Ai ∶ ki, where Ai ∈ Q and ki ∈ K, such that (1) each keyword
in K is interpreted as at most one element of Q; (2) given a sub-structure Q′ of Q, if
after removing Q′ the remaining structure of Q is also a structured query, then there
is at least one keyword in K that is interpreted as an element of Q′.
If Ai ∶ ki contains the keyword interpretations for all the keywords in K, we call Q
a complete interpretation of K. Otherwise, we call Q a partial interpretation of K.
The first condition in Def. 3.5.4 guarantees that each keyword has a unique inter-
pretation w.r.t. the structured query. This reflects the intuition that users typically
assign one specific meaning to a keyword. The second condition ensures that a query
interpretation does not contain any redundant parts, i.e., no part can be excluded from
a query such that remaining query still contains the same number of keywords. This
corresponds to the minimality condition introduced in [HP02, TL08]. For instance,
σ{tom,hanks}⊂title(Movie) and σ{tom,hanks}⊂name(Actor) are both valid interpretations of
K1=“tom hanks”, and σ{tom,hanks}⊂name(Actor) & Acts & σ2001∈year(Movie) is a valid
interpretation of K2=“movie tom hanks 2001”. However, σ{tom,hanks}⊂name(Actor) &
Acts & (Movie) is not a valid interpretation of K3=“actor tom hanks”, as &Acts &(Movie) does not contain any interpretation of a keyword in K3 and thus violates
Def. 3.5.4(2).
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In our query construction framework, each complete interpretation of a keyword
query can be a possible structured query desired by the user. Each partial inter-
pretation can be used as a query construction option. As the number of possible
complete interpretations of a single keyword query is usually large, the objective of
query construction is to quickly identify the interpretation desired by the user.
Definition 3.5.5. Interpretation Space: Given a keyword query K, the interpre-
tation space of K is the entire set of complete interpretations of K.
Our current implementation of IQP considered only a subset of operators and
predicates in relational algebra. Involvement of other operators, such as projection,
has been considered in the related work [LC07]. It is an interesting direction for our
future research. Currently, a structured query created by IQP returns the values of
all referred attributes which corresponds to “SELECT *” in SQL.
3.5.2 Query Interpretation Generation
As creation of the entire interpretation space of a keyword query is expensive, IQP uses
a set of pre-computed query templates to accelerate this process. A query template
is a pattern typically used to issue structured queries.
Definition 3.5.6. Query Template: a query template T is a structured query
whose predicates do not contain any keywords, but variables.
For instance, T1 = σ?∈name(Actor) & Acts & σ?∈year(Movie) is a frequently used
query template, as users often look for a movie starring a certain actor in a cer-
tain year. Other examples of query templates include σ?∈name(Director) &Directs &
σ?∈year(Movie) looking for movies directed by specific person and σ?∈name(Actor) &
Acts1 &Movie &Acts2 & σ?∈name(Actor) searching for a movie with two actors.
A structured query (query interpretation) is a composition of a query template
and a set of keyword interpretations. IQP uses the following process to create an
interpretation of a keyword query K:
 Find an interpretation for each keyword in K;
 Pick an available query template T ;
 Combine T and the keyword interpretations into a query interpretation.
For example, given a query K3=“movie hanks 2001”, we first find a set of keyword
interpretations Movie ∶ movie, σhanks∈name ∶ hanks, σ2001∈year ∶ 2001 and a query
template T1 = σ?∈name(Actor) &Acts & σ?∈year(Movie), and then combine them into a
structured query σhanks∈name(Actor) &Acts & σ2001∈year(Movie). This process can be
repeated to generate the entire interpretation space of a keyword query.
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As the expressiveness of IQP is bounded by the pre-computed query templates,
it is essential to generate query templates that cover as many informational needs of
the users as possible. IQP generates query templates using three approaches.
 Firstly, query templates can be automatically generated by exploring possi-
ble join paths of the database schema within a predefined length. The meth-
ods for automatic template generation can be found in some existing work,
e.g. [CGRM06, HGP03, HP02]. Using this method, IQP can achieve similar
expressiveness as the ranking approaches that generate interpretations auto-
matically.
 Secondly, if a database is used frequently, its query log should contain a large
number of structured queries. The common patterns in the query log can be
used as query templates.
 Lastly, query templates can also be manually defined or adjusted by a database
administrator, based on the intended application of the database.
When creating structured queries, sometimes we may not find an appropriate
complete interpretation for a keyword query. In case one of the keywords is misspelled
or does not exist in the target database, it is excluded from the query construction
process. The user can either construct a partial interpretation without this keyword or
reconsider the keywords. If the query desired by the user is beyond the expressiveness
of IQP, the user has to resort to other means, e.g. creating a SQL query manually.
3.5.3 Sub-Query Relationship
During query construction, IQP utilizes the sub-query relationships between the par-
tial and complete query interpretations to quickly reduce the interpretation space of
a keyword query.
Definition 3.5.7. Sub-Query: Given two structured queries Q and Q′, we say that
Q′ is a sub-query of Q (or Q′ subsumes Q), iff Q′ is a sub-structure of Q.
For instance, Q = σ{tom,hanks}⊂name(Actor)&Acts&σ2001∈year(Movie) is an interpre-
tation of K=“movie tom hanks 2001”. Q′ = σ{hanks}∈name(Actor) is a sub-query of Q,
because Q′ is a substructure of Q. The sub-query relationship is transitive. Namely,
if Q′ is a sub-query of Q and Q′′ is a sub-query of Q′, then Q′′ is also a sub-query of
Q.
In a query construction process, the user is presented with a number of query
construction options, i.e., partial interpretations of the keyword query (Fig. 3.1 (2)).
When the user accepts an option, she actually confirms that the option is a sub-query
of the intended structured query. When the user rejects an option, she indicates that
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the option is not a sub-query of the intended structured query. In either case, she
reduces the interpretation space of her keyword query.
Using sub-query relationships, we can connect all the complete and partial inter-
pretations of a keyword query to form a Query Hierarchy. Fig. 3.2 shows a part of
the query hierarchy for the keyword query K=“Tom Hanks 2001”.
Figure 3.2 A Query Hierarchy Example. The figure presents a part of the
query hierarchy for the keyword query “Tom Hanks 2001”. The arrows rep-
resent subsumption relationships between the (partial) query interpretations.
©2012 IEEE.
The shape of a query hierarchy is like an upside-down trapezoid. The bottom of
a query hierarchy is usually very small, as it contains only the smallest partial query
interpretations. The top of a query hierarchy is much larger, as it is contains all com-
plete interpretations. IQP utilizes the query hierarchy for an incremental generation
of complete and partial query interpretations. It first uses smaller query templates
to generate partial interpretations at the bottom of the hierarchy, and then gradually
expand them to generate more complete interpretations. With a complex database
schema or a long keyword query, IQP may have to deal with an interpretation space
that is prohibitively large. As shown in Section 3.7, a query hierarchy enables IQP
to generate appropriate query construction options without materializing the entire
interpretation space, so as to ensure the scalability of the system.
3.5.4 Query Construction Plan
As shown in Fig. 3.1, in each query construction step of IQP, a user is presented with
a list of query construction options, i.e. partial interpretations. She is supposed to
select the option that correctly interprets her keywords. To simplify our presentation,
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we assume that a user decides on only one option at a time. If the option is a sub-
query of the intended query interpretation, the user accepts it. If the option is not
a proper partial interpretation, the user rejects it. After the user accepts or rejects
an option, the interpretation space of the keyword query can be reduced accordingly.
The user keeps evaluating the options one after another, until only one possible query
interpretation is left. Such a query construction process can be modeled as a binary
decision tree, which is called query construction plan.
Definition 3.5.8. Query Construction Plan: A Query Construction Plan (QCP)
is a binary tree. Each node of the tree represents a set of structured queries, i.e. com-
plete query interpretations. The left and right edges of a node represent the acceptance
and the rejection of a query construction option, i.e. a partial interpretation, respec-
tively. The tree satisfies: (1) the root represents the entire interpretation space of a
keyword query; (2) each leaf node represents a single complete query interpretation;
(3) given an edge (Y , X) (Y is X’s parent), (i) if (Y , X) is an acceptance of a query
construction option O, then X is the subset of Y that subsumes O; (ii) if (Y , X) is
a rejection of query construction option O, then X is the subset of Y that does not
subsume O.
A fragment of a query construction plan for the keyword query K=“hanks 2001” is
shown in Fig. 3.3. A query construction process is a traversal of the query construction
plan. The user starts from the root of the plan. At each node, the user decides
on the query construction option represented by the outgoing edges of that node.
After accepting or rejecting this option, the user moves to the node pointed by the
corresponding out-edge. The process continues until the user reaches a leaf of the
tree, which is the structured query desired by the user.
In the user interface shown in Fig. 3.1, the user needs to decide on multiple query
construction options in each round. That interface is based on an N-ary tree, which
is illustrated in Fig. 3.4. Each edge in the N-ary tree represents a query construction
option. In each step, the user is sup-posed to select the first option that satisfies her
intent. It can be proven that the N-ary tree in Fig. 3.4 can be uniquely transformed
from the binary tree in Fig. 3.3, and vice versa. To make the transformation, we
traverse the binary tree in post-order. For each node NB in the binary tree, we
remove the right edge (RE) and the right child (RC) of NB, and add RC’s edges and
children to NB. To facilitate our presentation, we always refer a query construction
plan as a binary tree in the rest of this chapter.
For a single keyword query, there typically exist an arbitrary number of QCPs,
whose efficiency differs significantly. Therefore, the key issue of query construction
in IQP is to find an optimal QCP that enables the user to obtain the intended query
interpretation as fast as possible. Each interaction between a user and a QCP always
follows the same pattern, that is, the user receives a query construction option from
QCP, evaluates it and chooses to accept or reject it. (In most of the cases, a user does
not need to explicitly reject an option. Instead, the user proceeds with evaluating
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Figure 3.3 Query Construction Plan as a Binary Tree. ©2012 IEEE.
the next one). Therefore, we can measure the efficiency of a QCP by an average
number of interactions between a user and the QCP until the user reaches a complete
structured query at a leaf node. We call this measure interaction cost.
Definition 3.5.9. Interaction Cost of a Query Construction Plan: We mea-
sure the interaction cost of a query construction plan by the expected number of query
construction options (partial interpretations) a user has to evaluate to reach a struc-
tured query (complete query interpretation), i.e. a leaf of the binary tree. Given a
structured query Q, the number of sub-queries a user needs to evaluate to construct
Q is the depth of Q in the query construction plan. Therefore, the interaction cost of
the plan can be calculated by:
Cost(QCP ) = ∑
leaf∈QCP depth(leaf) × P (leaf), (3.1)
where depth(leaf) is the depth of the leaf in QCP, and P (leaf) is the probability
that the leaf is the user intended query interpretation.
Then, the problem of incremental query construction is reduced to the problem
of finding the query construction plan with the minimum interaction cost.
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Figure 3.4 Query Construction Plan as an N-ary Tree. ©2012 IEEE.
Definition 3.5.10. Minimum Query Construction Plan: A query construction
plan QCP is a minimum query construction plan for the keyword query K, iff there
is no query construction plan of K whose interaction cost is less than that of QCP .
3.5.5 Query Construction vs. Ranking
In the ranking centric approaches [KKR+06, TL08, TCRS07, ZWX+07], the structural
interpretations of a keyword query are ranked based on their probability of matching
the user’s intent. The user can then navigate through the ranked list to identify
the desired interpretations. Such a ranked list of query interpretations is actually a
special case of QCP in Def. 3.5.8. In this special QCP, a user is always presented
with options corresponding to complete query interpretations. If the user accepts
the option, she gets the desired complete query interpretation directly. If the user
rejects the option, she traverses to the next node representing the next complete query
interpretation. However, such a QCP is not necessary the optimal one. Through this
QCP, the user can reach the top ranked interpretations quickly, but has to undertake
a lot of interactions to find the less probable interpretations.
In general, a QCP for ranking is not balanced. It works for the case where the
semantics of the keyword query is obvious, such that the majority of the probability
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is assigned to a small number of query interpretations. It performs poorly in case
a keyword query is ambiguous, such that the probability is more evenly distributed
over a larger number of interpretations. In contrast, IQP always aims to create the
optimal QCP with the minimum interaction cost. When the semantics of a keyword
query is obvious, it generates a QCP similar to that of ranking. When the keyword
query is ambiguous, it generates a more balanced QCP.
In Sections 3.6 and 3.7, we show how IQP generates query construction plans.
We address two issues: (i) how to estimate the probability of a query interpretation,
and (ii) how to generate minimum query construction plans based on the probability
estimation.
3.6 Estimating Query Probability
To support efficient query construction, it is important to have an accurate assessment
of the probability of whether a structured query (or a query construction option) cor-
rectly interprets a user’s keyword query. In this section, we introduce a probabilistic
model, which enables IQP to compute these probabilities. We also discuss possible
statistics for supporting probability assessment.
3.6.1 A Probabilistic Query Interpretation Model
Given a keyword query, IQP is uncertain about the exact informational need repre-
sented by this query. We quantify this uncertainty using probability.
Definition 3.6.1. Probability of Query Interpretation: Given a keyword query
K, let the structured query Q be a complete interpretation of K, i.e., Q ∶ K. Then,
P (Q∣K) represents the conditional probability that, given K, Q is the user intended
complete interpretation of K. Analogously, given a query construction option (a
partial interpretation) O of K, P (O∣K) represents the conditional probability that,
given K, O subsumes the user intended complete interpretation of K.
P (Q∣K) corresponds to P (leaf) in Equation 3.1. It is a crucial parameter used
by IQP in creating query construction plans. If a keyword query K has been used
repeatedly in a database, we can directly estimate P (Q∣K) using the previous in-
terpretations of K in a database’s query log. However, in a large database, it is
unlikely to find sufficient number of records for a particular keyword query. To com-
pute P (Q∣K), we need to resort to other statistics. In the following, we decompose
P (Q∣K) to a set of atomic probabilities which are much easier to obtain.
A query interpretation Q is composed of a set of keyword interpretations {Ai ∶ ki}
and the query template T of Q. Thus, the probability P (Q∣K) can be transformed
to:
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P (Q∣K) = P ({Ai ∶ ki}, T ∣K). (3.2)
To decompose this probability, we make a number of assumptions in our proba-
bilistic model.
Assumption 3.6.1. Keyword Independence: First, we assume that the interpre-
tation of each keyword in a keyword query is independent from the other keywords.
The assumption of keyword independence is used to simplify the probability cal-
culation, similarly to many other models in the literature (e.g. Vector Space Model
in Information Retrieval and Naive Bayes in Machine Learning [MRS08]). Although
the resulted probability estimation may not be very precise, our experiments in Sec-
tion 3.8 show that this model provides an adequate prediction of the query relevance
and significantly reduces the interaction cost. Based on Assumption 3.6.1 as well as
Bayes’ rule, we can transform Equation 3.2 to:
P (Q∣K) = P ({Ai∶ki}∣T )×P (T )×P (K∣{Ai∶ki},T )P (K)
=
(∏ki∈K P (Ai∶ki∣T ))×P (T )×P (K∣{Ai∶ki},T )
P (K) . (3.3)
As the set of keywords K can be known from the set of keyword interpretations{Ai ∶ ki}, we have P (K ∣{Ai ∶ ki}, T ) = 1. Therefore, we can transform Equation 3.3
to:
P (Q∣K) = (∏ki∈K P (Ai∶ki∣T ))×P (T )P (K) . (3.4)
In this formula, P (T ) is the prior probability that the template T is used to form
a query interpretation. P (Ai ∶ ki∣T ) represents the probability that, given that T is
used to form a query interpretation, Ai is used to form the query interpretation too.
P (K) is the prior probability that a user issues the keyword query K.
Assumption 3.6.2. Keyword Interpretation Independence: Second, we as-
sume that the probability of a keyword interpretation is independent from the part of
the query interpretation the keyword is not interpreted to. In other words, P (Ai ∶
ki∣T ) = P (Ai ∶ ki∣T ∩ Ai), where P (Ai ∶ ki∣T ∩ Ai) represents the probability that,
given that T ∩ Ai is a part of a query interpretation, Ai is also a part of the query
interpretation.
For instance, let T = σ?∈name(Actor) & Acts & σ?∈year(Movie) be a query tem-
plate searching for an actor who played in a movie from a given year. Let A1 ∶
k1 = σhanks∈name(Actor) ∶ hanks be a keyword interpretation that interprets key-
word “hanks” as a name of an actor. The probability of this keyword interpre-
tation given the template T is computed as: P (A1 ∶ k1∣T ) = P (A1 ∶ k1∣T ∩ A1)
= P (σhanks∈name(Actor) ∶ hanks∣σ?∈name(Actor)), which represents the probability
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that, given that the attribute Actor.name is a part of the query interpretation,
σhanks∈name(Actor) is also a part of the query interpretation. We assume that the prob-
ability of σhanks∈name(Actor) ∶ hanks only depends on the fragment of σ?∈name(Actor)
of the template.
Furthermore, as we consider different interpretations of the same keyword query
K, we can skip computing P (K), which is a constant for all query interpretations.
Finally, we have:
P (Q∣K)∝ (∏
ki∈K P (Ai ∶ ki∣T ∩Ai)) × P (T ). (3.5)
The probability of a partial interpretation O, i.e. P (O∣K), can be computed
similarly as Formula 3.5. Suppose that O only contains the keyword interpretations
of K ′ ⊂K. Then,
P (O∣K)∝ (∏
ki∈K′P (Ai ∶ ki∣T ∩Ai)) × P (T ). (3.6)
3.6.2 Probability Estimation
According to Formulas 3.5 and 3.6, the calculation of the probability of a query
interpretation requires the estimation of P (T ), the prior probability of the query
template T , as well as P (Ai ∶ ki∣T ∩Ai), the probability that, given that T ∩Ai is a
part of a query interpretation, Ai is also a part of the query interpretation.
Estimating Probability of a Template: If the database possesses a query
log that is statistically representative, P (T ) can be estimated directly using the log.
Based on the maximum likelihood model, P (T ) can be calculated as the frequency
of T in the query log. Namely,
P (T ) = #occurences(T ) + α
N
, (3.7)
where #occurences(T ) is the number of queries using T as a template, N is the total
number of queries, and α is a smoothing parameter, which is typically set to 1. When
the query log is absent or is not sufficient, we assume that all query templates are
equally probable.
Estimating Probability of a Keyword Interpretation: In this work, we focus
on two types of keyword interpretations defined in Def. 3.5.3. The first type interprets
a keyword as part of a query template, such as a table name, an attribute name or
an operator name. The second type maps a keyword to a “contains” predicate,
interpreting the keyword as a value of an attribute. This interpretation has the form
σki∈ATi(Table) ∶ ki.
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For the first type of interpretation, we can estimate the probability P (Ai ∶ ki∣T∩Ai)
using the query log too. If Ai is a table name, P (Ai ∶ ki∣T ∩Ai) is the frequency of
using ki to represent table Ai among the existing query interpretations containing
table Ai. If Ai is an operator name, P (Ai ∶ ki∣T ∩Ai) is the frequency of using ki to
represent operator Ai among the existing query interpretations containing operator
Ai. Without a query log, our system can use some empirical values set by domain
experts.
In case a keyword is interpreted as an attribute value, we can hardly estimate
the probability of the keyword interpretation using a query log. This is because the
number of occurrences of each particular attribute value in a query log is usually
insignificant. Therefore, we estimate probability of this interpretation using statistics
obtained from the database instances. We model the formation of a query interpreta-
tion as a random process. For an attribute ATi, this process randomly picks one of its
instances aj and randomly picks a keyword ki from that instance to form the expres-
sion σki∈ATi(Table). Then, the probability of P (σki∈ATi(Table) ∶ ki∣σ?∈ATi(Table)) is
the probability that σki∈ATi(Table) is formed through this random process. Based on
maximum likelihood mode, this probability can be estimated using Attribute Term
Frequency (ATF), which is defined as:
ATF (ki,ATi) = P (σki∈ATi(Table) ∶ ki∣σ?∈ATi(Table)) = TF (ki,ATi) + α. (3.8)
In Equation 3.8, TF (ki,ATj) is the normalized frequency of keyword ki in the
attribute ATi and α is a smoothing parameter, which is typically set to 1. The concept
of TF closely corresponds to the Term Frequency used in Information Retrieval if we
treat each attribute instance as a document [MRS08]. ATF is similar to the AF factor
introduced in [MdSdM+07], which describes how typical the term is in the values of
the respective attribute. While some other probabilistic models and statistics can
also be used to estimate P (Q∣K), we show through experiments that our approach
is highly effective.
3.7 Query Construction Algorithms
As mentioned in Section 3.5, given a keyword query, there typically exist multiple
possible query construction plans (QCPs). While every plan can allow a user to obtain
the intended structured query, these plans can differ in efficiency significantly. A less
efficient plan also means reduced usability of IQP. To find an intended interpretation,
a user needs to traverse a branch of the QCP (as a binary tree). This requires the QCP
to be balanced. As mentioned earlier, a special case of an unbalanced QCP is a simple
ranked list of all possible query interpretations [KKR+06, TL08, TCRS07, ZWX+07].
In case the intended interpretation does not appear within the top-ranked items, the
user has to examine all queries prior to the intended one, which is tedious and error-
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prone. Instead, a more balanced QCP tree can efficiently prune the search space and
enable the user to obtain a desired query in fewer steps. In this section, we propose
an algorithm to create a plan that imposes as little effort on the user as possible, i.e.,
a minimum query construction plan.
3.7.1 Brute-Force Algorithm
Before presenting our algorithm for creating the minimum query construction plan,
we first introduce several properties of query construction plans.
Definition 3.7.1. Cost of Sub-plan: a sub-plan is a sub-tree of a query construc-
tion plan. After a user has finished evaluating a set of query construction options,
she reaches an internal node of the query construction plan. The sub-tree rooted at
this node is called a sub-plan. Similar to the cost of QCP, the cost of a sub-plan
measures the expected number of query construction options the user has to further
evaluate until she finally reaches a complete query interpretation. Suppose the user
has evaluated a set of options, in which she has rejected the set of options D and
accepted the set of options A. The user reaches a sub-plan st. Then the cost of st is:
Cost(st) = ∑
leaf∈stdepth(leaf) × P (leaf ∣¬D ∩A), (3.9)
where depth(leaf) is the depth of the leaf in the query construction plan QCP (rep-
resented as a binary tree), and P (leaf) is the probability that the leaf is the intended
query interpretation.
Lemma 3.7.1. Suppose QCP is a query construction plan, and QCP1, QCP2 are
the two sub-plans rooted at the children of QCP ’s root. The option on the outgoing
edges of QCP ’s root is R. Then the cost of QCP is:
Cost(QCP ) = P (R) ×Cost(QCP1) + P (¬R) ×Cost(QCP2) + 1. (3.10)
Applying Lemma 3.7.1, Algorithm 3.1 is able to identify the minimal query con-
struction plan for a keyword query. The algorithm works recursively. For each node
A, it enumerates all possible query construction options that can act as A’s out-edges.
For each option R, it computes the two minimal sub-plans of accepting R and reject-
ing R, and applies Lemma 3.7.1 to compute the cost of the corresponding sub-plan
of A. Finally, the algorithm returns the sub-plan of A with the smallest cost.
While Algorithm 3.1 can always find the optimal query construction plan, it is
expensive. With a big database schema and a long keyword query, it is infeasible to
generate all possible structured queries and query construction options in the online
query processing. Creation of an optimal query construction plan using the brute-
force algorithm is even more impractical. It can be proven that the complexity of
Algorithm 3.1 is O(N log(M)), where N is the number of the query construction options
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Algorithm 3.1: A Brute-Force Algorithm for MQCP
input :
CQ := all complete queries;
PQ := all options;
AP := empty; //accepted options
DP := empty; //rejected options
output:
QCP ; //an optimal query construction plan
begin
QCP := empty;
if ∣CQ∣ = 1 then
QCP.root ∶= CQ;
QCP.root.left edge ∶= c;
QCP.root.right edge ∶=!c;
QCP.root.left child ∶= c;
QCP.root.right child ∶= ”unknown”;
return QCP ;
partial query best r ∶= null;
best cost ∶= +∞;
tree best t1 ∶= null;
tree best t2 ∶= null;
for R ∈ PQ do
Accepted CQ = CQ.subset(R);
// the subset of CQ consuming R
Denied CQ = CQ.subset(!R);
// the subset of CQ not consuming R
tree QCP1 := mini tree(Accepted CQ,PQ −R,AP +R,DP );
tree QCP2 := mini tree(Denied CQ,PQ −R,AP,DP +R);
cost ∶= P (R∣AP∩!DP )× cost(QCP1)+P (!R∣AP∩!DP )× cost(QCP2)+1;
if cost < best cost then
best cost ∶= cost;
best r ∶= R;
best t1 ∶= QCP1;
best t2 ∶= QCP2;
QCP.root ∶= CQ;
QCP.root.left edge ∶= best r;
QCP.root.right edge ∶=!best r;
QCP.root.left child ∶= best t1;
QCP.root.right child ∶= best t2;
return QCP ;
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and M is the number of the complete query interpretations. As both M and N grow
sharply with the size of the database schema and the length of the keyword query,
this algorithm can be prohibitively costly even for a moderate database or keyword
query size.
3.7.2 Greedy Algorithm
With a big database schema and a long keyword query, it is already infeasible to
generate all possible structured queries and query construction options. Creation of
an optimal query construction plan is even more impractical. Therefore, IQP uses
a greedy algorithm to construct a near-optimal query construction plan in a top-
down fashion. Instead of generating the entire plan, the algorithm generates query
construction options one by one. Whenever an option is generated, it is presented
to the user. After the user evaluates the option, (she either accepts it or rejects it,)
it proceeds to generate the next option. The process is similar to that of the ID3
algorithm [Qui86] in creating decision trees.
As mentioned in Section 3.5.2, IQP generates query interpretations by expanding
the query hierarchy in a bottom-up fashion. Instead of fully expanding the query
hierarchy, the greedy algorithm stops when the size of the top level of the query hi-
erarchy reaches a certain threshold. Then it searches for the best query construction
option within the generated query hierarchy and presents the option to the user. If
the user accepts the option, the algorithm keeps the part of the top level subsumed
by this option and discards the rest. If the user rejects an option, the algorithm dis-
cards the part of the top level subsumed by this option. In either case, the algorithm
can reduce the size of the top level of the current query hierarchy. The algorithm
continues presenting query construction options to the user, until the size of the top
level falls below a certain threshold. When the threshold is reached, the algorithm
expands the top level of the query hierarchy again to get a new level of query inter-
pretations. This process continues until the algorithm reaches the level of complete
query interpretations and the user identifies the final intended structured query. We
present the pseudo-code of the greedy algorithm in Algorithm 3.2.
As the query hierarchy is selectively expanded, we avoid generation of all possible
query interpretations. In fact, the number of query interpretations generated by the
algorithm is only proportional to the number of options the user needs to evaluate,
i.e., the cost of the query construction plan.
Without fully expanding the query hierarchy, it is not possible to find the theoret-
ically optimal query construction option. However, the partially expanded hierarchy
is good enough to provide some near-optimal options. Our greedy algorithm tries to
find a query construction option that can reveal as much information as possible about
the intended structured query. We use Information Gain to measure the amount of
information that can be revealed by a query construction option. We describe the
computation of information gain in Section 3.7.3.
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Algorithm 3.2: A Greedy Algorithm for MQCP
input :
HQ := Initial Query Hierarchy;
TQ := Top Level of HQ;
T := Threshold;
output:
Query c := Final Structured Query;
begin
while true do
if ∣TQ∣ < T then
if HQ can be expanded then
expand HQ;
else if ∣TQ∣ = 1 then
// let TQ=c
return c;
partial query best r ∶= null;
best gain ∶= +∞;
for R ∈HQ do
if IG(TQ∣R) < best gain then
best gain ∶= IG(TQ∣R);
best r ∶= R;
present R to the user;
if R is accepted then
Sub(R) := all queries subsumed by R;
TQ ∶= TQ ∩ Sub(R);
else if R is rejected then
Sub(R) := all queries subsumed by R;
TQ ∶= TQ − Sub(R);
3.8 Evaluation 45
In the greedy algorithm, the query construction option that maximizes this infor-
mation gain is selected and presented to the user. Our experiments (in Section 3.8.6
show that this greedy approach is efficient and is able to generate the near-optimal
query construction plans.
3.7.3 Computation of Information Gain
Let H(I) be an entropy of the entire interpretation space of the keyword query K.
Let H(I ∣O) be the conditional entropy of the interpretation space I, given that we
know whether a query construction option O subsumes the user intended structured
query. Then the information gain of the user’s evaluation on O is:
IG(I ∣O) =H(I) −H(I ∣O). (3.11)
The entropies H(I) and H(I ∣O) can be readily computed using the probabilities,
such as P (Q∣K), obtained from our probabilistic model. As the greedy algorithm does
not expand the query hierarchy completely, it does not have complete knowledge of the
entire query interpretation space. As an alternative, we use the partial interpretations
at the top level of the current query hierarchy to compute the information gain, as
they are the best knowledge we have about the query interpretation space. Therefore,
H(I) = ∑
Q∈Top
P (Q∣K)∑Q∈TopP (Q∣K) × lg P (Q∣K)∑Q∈TopP (Q∣K) , (3.12)
where Top represents all the query interpretations in the top level of the current query
hierarchy.
H(I ∣O) = ∑
Q∈Top→O
P (Q∣K)∑Q∈Top→O P (Q∣K) × lg P (Q∣K)∑Q∈Top→O P (Q∣K) , (3.13)
where Top→ O represents the query interpretations at the top of the query hierarchy
that are subsumed by the option O.
3.8 Evaluation
To evaluate our query construction approach, we performed extensive experiments.
First, we assessed the efficiency of IQP in helping users to construct structured queries
on two real-world databases. Then, we compared the usability of incremental query
construction with that of the ranking approach. Finally, we carried out simulations
to study the scalability of IQP with respect to the size of the database and the length
of keyword queries.
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3.8.1 Datasets and Keyword Queries
In our experiments, we used two real-world datasets: a crawl of the Internet Movie
Database (IMDB) and a crawl of a lyrics database from the web. The IMDB dataset
contains seven tables, such as movies, actors and directors, with more than 10,000,000
records. The Lyrics dataset [LYMC06] contains five tables, such as artists, albums
and songs, with around 400,000 records.
As these datasets do not have any associated query logs, we extracted the keyword
queries from the query log of a major Web search engine [PCT06]. We pruned the
queries based on their target URLs (www.imdb.com or any domain containing key-
word “lyrics” in the URL), and obtained a few thousands of keyword queries targeted
on the IMDB and lyrics domains. To assess the capability of IQP in creating complex
structured queries, we further restricted the query set to the queries containing at
least two attributes, such as movie-actor and artist-lyrics. This finally gave us 108
queries for IMDB and 76 queries for Lyrics. Each of these queries contains two-six
terms, with an average length of four terms. For each of these queries we manually
assessed its meaning and constructed the corresponding structured queries. We used
IQP to generate templates for the both datasets using the automatic approach pre-
sented in Section 3.5.2. We set the maximal length of the join path to four, and
obtained 74 templates for IMDB and 16 templates for Lyrics.
Finally, we manually identified a set of ambiguous keyword queries targeted at the
IMDB dataset for which none of the ranking algorithms we tested produced acceptable
results. We present these queries in Section 3.8.4.
We installed the datasets on a MySQL 5.0.22 database server, running on dual
Xeon server with 4 GB RAM. The inverted index was constructed using Lucene
[MHG09]. Our IQP system was implemented using JDK 1.5 and installed on a laptop
with a 2.0 GHZ C2D and 2 GB RAM.
3.8.2 Effectiveness of the Probability Estimates
To assess how fast IQP can enable a user to construct a structured query, we measured
the interaction cost of query construction, that is, the number of query construction
options a user needs to evaluate to obtain the intended structured query. Our ex-
periments were performed in an automatic way. We applied the greedy algorithm
introduced in Section 3.7 to each of the keyword queries. The algorithm generates
query construction options one by one. Based on the ground truth interpretations
established a-priori, we let our system automatically accept the correct options and
reject the incorrect options. The process of query construction stops when less than
five complete query interpretations are left in the query window, in which the user is
able to quickly identify the intended query. At the end of each construction process,
we record the number of query construction options that have been evaluated.
To estimate the effectiveness of the proposed query probabilistic model, we used
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three variations of probability estimates. The first variation, also called base line,
assumes that all structured queries and query construction options are equally likely.
The second variation, referred as (ATF, Tequal), applied the probabilistic model
introduced in Section 3.6 (represented by Formulas 3.5 and 3.6). It uses the Attribute
Term Frequency (ATF) to estimate P (Ai ∶ ki∣T ∩Ai), but assumes equal probabilities
of query templates. The third version, represented by (ATF, TLog), not only used
ATF to estimate P (Ai ∶ ki∣T ∩ Ai), but also used the query log to estimate the
probabilities of the query templates.
The experiment results for IMDB and Lyrics are shown in Fig. 3.5a and Fig. 3.5a
respectively. In both figures, each data point on the X-axis represents a keyword
query. Each Y -value presents an interaction cost, which is the number of query
construction options a user needs to evaluate until she identifies the intended struc-
tured query. In this context “evaluate” means to decide whether an option correctly
interprets the user’s intent.
As shown in Fig. 3.5a, for the IMDB dataset, using the base line probability
estimate, a user needs to evaluate one to 20 query construction options to construct
a structured query. In more than 50% of the cases, the interaction cost is below ten.
In more than 80% of the cases, the interaction cost is below 15. Occasionally, the
interaction cost can reach 20. By estimating the probabilities of structured queries,
the interaction cost can be significantly reduced. As shown by the lines of (ATF,
Tequal) and (ATF, TLog), in more than 70% of the cases, a user needs to evaluate at
most five options to create a structured query. In most of the cases, the interaction
cost falls below ten. A similar trend can be seen in the results of the Lyrics data
(Fig. 3.5b). Using the baseline probability estimation, the interaction cost ranges
between zero and 15. By applying our probabilistic model, especially by using the
probability estimation of (ATF, TLog), the interaction cost is reduced by around
50%.
Both Fig. 3.5a and Fig. 3.5b show that Attribute Term Frequency (ATF) is a
highly effective statistics for estimating probabilities of query interpretations. It
helped IQP reduce users’ interaction costs significantly. The probability estimation
of query templates based on usage is also useful. However, its effectiveness differed
in the two data sets. In the Lyrics dataset, we observed a more significant improve-
ment when considering the usage statistics of a template. This is because some query
templates of Lyrics are used much more often than the others. For example, the
most commonly used query template in Lyrics, which has the frequency of 0.85, is
composed of five tables: Song & AlbumSong & Album & ArtistAlbum & Artist. In
contrast, the usage of the IMDB query templates is more uniformly distributed. As
a result, probabilities of query templates contribute less to the optimization of query
construction process.
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(a) IMDB
(b) Lyrics
Figure 3.5 Evaluation of the Probability Estimates: Number of Query Con-
struction Options in IMDB and Lyrics Datasets. ©2012 IEEE.
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3.8.3 Query Construction vs. Query Ranking
Our second set of experiments aimed to compare the interaction cost of query con-
struction against that of query ranking. We used two query ranking functions: the
ranking function of IQP and SQAK [TL08], one of the most recent query ranking func-
tions in the related work. Query ranking approaches use different statistics from that
of result ranking approaches like [HGP03], [LYMC06], as the ranking is conducted
without materializing query results.
We measure the interaction cost of query ranking as the rank of the intended
query interpretation in the ordered query list. This reflects the fact that the user
has to evaluate each interpretation in the ranked list until she finds the intended
interpretation. In case of IQP query construction we measure interaction cost as the
number of options the user has to evaluate until she arrives at the intended query. In
this context “evaluate” means to decide whether an option suggested by the system
correctly interprets the user’s intent. For the IQP ranking and incremental query
construction, we considered all templates to be equally probable (ATF, Tequal), to
reflect the situation in which a query log is not available.
In SQAK, a query interpretation is regarded as a graph, whose score is the sum
of the scores of its nodes and edges. Edges and nodes which do no contain key-
word are assigned with unit scores. The score of a node containing a keyword is
computed as TF-IDF of the keyword, which is then normalized using Lucene scoring
function [MHG09]. The original SQAK function does not consider the case where
multiple keywords are contained in a single node. We used the score of the Boolean
AND query of Lucene to assess the score of the nodes containing more than one
keyword.
Fig. 3.6 shows the boxplots [J. 83] of the interaction cost of ranking by SQAK and
IQP as well as the interaction cost of IQP query construction. The Y -Axis of Fig. 3.6
(log scale) represents interaction cost, that is, the number of structured queries or
query construction options to be evaluated by the user before the desired query can
be identified. The box boundaries correspond to the upper and lower quartile of the
data points, such that 50% of the data points lay inside of the boxes. “Rank (SQAK)”
and “Rank (IQP)” represent the rank of the intended query using the corresponding
ranking function. “Construction (IQP)” represents the number of options which needs
to be evaluated to obtain the intended query using incremental query construction.
As Fig. 3.6 shows, our ranking function performs very well for the majority of
the queries in the both datasets. The median value of Rank (IQP) is two for both
datasets. In these cases construction is not necessary as the user can find the desired
interpretation immediately within the top results. However, ranking function has a
high variance, such that interpretations of ambiguous queries can receive ranks above
400. If the intended query interpretation does not receive a good rank, the user has
to scan through the entire query list, which can contain 3,500 queries for our test set,
until she identifies the intended structured query. The process is tedious and error-
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(a) IMDB
(b) Lyrics
Figure 3.6 Interaction Cost of IQP and SQAK Ranking: Number of Query
Construction Options in IMDB and Lyrics Datasets. ©2012 IEEE.
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prone, as the user does not even know whether the intended query interpretation
exists for the target database or if she occasionally missed the interpretation already.
In contrast, the interaction cost of incremental query construction has a much
lower variance than the cost of ranking. As Fig. 3.6 shows, the cost of construction is
around 3-4 options on average and 15 options in the worst case, which makes it highly
helpful when user intended structured queries cannot be found within the top ranked
results. Using the construction interface, a user can reach any structured query in
the interpretation space in a reasonable number of steps. In addition, when using
IQP, the user does not have to rely on the incremental query construction only. As
IQP simultaneously presents a refined ranked list of queries in the query window, a
user can short-cut the construction plan if the correct query is already presented in
the top items (Fig 3.1 (3)). To estimate the scope in which construction outperforms
ranking in real life, we performed a user study described in Section 3.8.4.
The experiments have shown that incremental construction is especially helpful
when users’ keyword queries are ambiguous. For example, in the IMDB query set,
the intended interpretations of keyword queries containing more than one person
name (e.g., an actor, a director or a character in a movie like “Melissa Gilbert Bruce
Boxleitner”) usually do not receive good ranks. Fig. 3.6 shows that IQP’s query
ranking outperforms SQAK’s query ranking on our test set. The median interaction
cost of IQP is two on both datasets, whereas the median cost of SQAK is six on
IMDB and 13.5 on Lyrics.
It appears that the attribute term frequency (ATF) used by IQP is more effective
for query ranking than the TF-IDF score used by SQAK. Intuitively, ATF prefers
more typical interpretations, and TF-IDF prefers more distinctive interpretations.
For our query set, typical interpretations are used more often. For example, “Garcia”
is usually interpreted as an actor name, e.g. Andy Garcia. By using TF-IDF, it will be
interpreted as movie title, as “Garcia” occurs less frequently in the movie title than
in the actor name. Furthermore, for the Lyrics dataset, Steiner tree minimization
used by SQAK does not provide good results for many queries. This is because the
majority of Lyrics queries, such as “mariah carey emotions”, requires a relatively
long join Artist & ArtistAlbum & Album & AlbumSong & Song, whereas Steiner tree
minimization prefers shorter joins such as Artist&ArtistAlbum&Album. Therefore,
we used IQP ranking for our user study. In our future work we plan to perform a
more detailed comparison between different ranking approaches.
3.8.4 Usability of Query Construction
To assess usability of IQP in real life, we conducted a user study. The user study
aimed to compare usability of two user interfaces and to assess in which cases the
IQP interface can enable more efficient data access than the query ranking interface.
One interface is the IQP interface shown in Fig. 3.1. The other is a query ranking
interface without using the query construction panel. For query ranking, we used
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Table 3.1 Example Tasks for the User Study. C1: rank of the intended query
interpretation in the ordered list of possible query interpretations while using
IQP ranking; C2: an approximate number of options to be evaluated by the
user in the query construction process; ∣I ∣: size of the interpretation space.
©2012 IEEE.
Task C1 C2 ∣I ∣
Find a role of Brad Pitt in the movie directed by
18 6 3365
Steven Soderbergh in 2004.
Find an actor who played in both movies:
48 6 268
“Frida” and “Three Sisters”.
Find a movie starring both Tom Hanks
73 7 1550
and Diego Luna.
Find the role of an actor in the movie “Be Cool”. The same
104 10 1470
actor played a character Sam Baily in another movie.
Find a movie where Blake Blue is a director
213 7 1648
and Conners Chad is an actor.
the IQP ranking function with the probability estimate (ATF, TEqual). For user
convenience, the query ranking interface presented structured queries in several pages,
each containing 20 queries.
Our users were 15 graduate students from the Computer Sciences Department.
We selected 14 tasks for the users to perform. Each task required the user to retrieve
certain information from the IMDB dataset. For each of the tasks, we proposed a
keyword query. Based on the rank of the correct query interpretation, which ranged
from 0 to 220, we grouped the tasks into seven complexity categories: 0, 1, 2, 3, 4, 6,
and 11. Each category contained 2 tasks. Category k means that the correct query
interpretation appears in the kth page of the ranking interface. (0 means the correct
interpretation is within the top-10.) Table 3.1 provides an overview over several
example tasks.
We announced the user study as a time-based competition, such that our par-
ticipants would solve the tasks as quickly as possible. The tasks were given to the
participants in a random order. For the two tasks in each complexity category, each
participant had to solve one using the IQP query construction interface and the other
using the query ranking interface. Before the study, we provided the participants
with a tutorial and some example tasks to practice, such that they could become
familiar with the interfaces. To measure the time spent on each task, we recorded
the interval between the time when a user clicked on the Search button and the time
when the user executed (double clicked) the correct query interpretation. In case the
participant did not manage to complete the task we set the time for this task to 10
minutes. Fig. 3.7 presents the median time used for different categories of tasks with
both interfaces.
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Figure 3.7 Usability of Query Construction: Median Time for the Construc-
tion Interface vs. Ranking. ©2012 IEEE.
Each data point on the X-axis of Fig. 3.7 represents complexity of the task. The
Y -Axis of Fig. 3.7 represents the median time in seconds required for the user to
complete a task. “Ranking” represents the results of the query ranking interface;
“Construction” represents the results of the IQP construction interface. For exam-
ple, for a task with complexity 11, the median time spent by a participant using
construction was 63 seconds. In contrast, ranking interface in the same complexity
category required 270 seconds, which is 4.3 times more.
As we can see from Fig. 3.7, the ranking interface outperforms the construction
interface in the first three categories, where the ranks of the intended query inter-
pretations are below 40. For the queries in Categories 3 and 4, where the ranks of
the intended query interpretations range between 40 to 80, the IQP interface started
to outperform the query ranking interface. For the queries in Category 6 and above,
where the ranks of the intended query interpretations are above 120, the advantage
of the IQP interface becomes very obvious.
We also asked the users to rate the percentage of queries for which they found the
IQP interface to be more useful than the simple ranking interface on a 5-point Likert
scale. Their answers were 70% of queries on average. Several participants pointed
out, that they perceived time savings while using IQP as they proceed with tasks.
We attribute this to increased familiarity with the interface.
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3.8.5 Scalability
Given a keyword query, a keyword can occur in any textual attribute of a database,
such that the number of possible query interpretations is polynomial in the size of the
database schema and exponential in the number of keywords. To test the scalability of
the query construction plan generation algorithm, we conducted a set of simulations.
In our simulations we generated a database schema as a completely connected
graph of a given size, where each node represents a relational table. Based on the
schema graph, we generated a set of query templates, where each template is a ran-
domly picked connected sub-graph of the schema. Given a randomly generated key-
word query, we assumed that each keyword occurs in a table with a certain probability
(60% in our experiments). By combining the occurrences of the generated keywords
and query templates, we obtained a number of possible structured queries. We as-
signed random probabilities to each table and keyword occurrence, and used the
probabilistic model in Section 3.6 to estimate probabilities of structured queries and
query construction options.
We believe that this simple simulation is representative, because (1) it simulates
the basic structure of a general database schema; (2) it simulates trend that the
number of structural interpretations of a keyword query grows polynomially with the
size of the database schema and exponentially with the number of keywords.
Size of the Database Schema: To study the efficiency and scalability of the
proposed greedy algorithm in generating query construction plans, we conducted two
sets of experiments. In the first set of experiments, we fixed the number of terms
in a keyword query to three, and varied the number of tables in the database from
5 to 80. Note that varying the number of columns gives a similar effect as varying
the number of tables; therefore we report only one set of results in this chapter. In
each experiment, we tuned the threshold of the greedy algorithm from 10 to 30, and
simulated the construction of a randomly picked structured query. For each database
size, we repeated the experiment 20 times, and recorded (1) the average number
of possible structured queries that can be used to interpret a keyword query; (2)
the average time for generation of a query construction option and (3) the average
number of options a user needs to evaluate to obtain the intended query. The results
of these experiments are shown in Table 3.2. It can be seen that for a constant
number of keywords, the number of possible query interpretations grows very sharply
(even polynomially) with the size of database. However, the number of options a user
needed to evaluate to construct a query grows only in a similar scale as the database
size.
The computation time for generating each query construction option increases
with the size of the database as well, but at a low speed. This conforms to the
complexity analysis performed in Section 3.7. We also observed that, with a higher
threshold, the greedy algorithm can produce more efficient query construction plans.
This is because a higher threshold allows the greedy algorithm to use a larger fraction
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Table 3.2 Greedy Algorithm vs. Database Size. ©2012 IEEE.
# of # of Threshold
tables queries 10 20 30
#steps time/step #steps time/step #steps time/step
5 28 4 1ms 3 3 ms 3 3 ms
10 328 10 1 ms 8 20 ms 7 32 ms
20 1,953 13 2 ms 16 8 ms 13 30 ms
40 16,895 33 11 ms 26 12 ms 36 19 ms
80 104,962 65 43 ms 74 40 ms 70 43 ms
Table 3.3 Greedy Algorithm vs. the Number of Keywords. ©2012 IEEE.
# of # of Threshold
keywords structured 10 20 30
queries #steps time/step #steps time/step #steps time/step
2 48 5 1 ms 3 7 ms 4 6 ms
4 1,468 14 1 ms 12 19 ms 11 114 ms
6 30,463 19 3 ms 15 31 ms 14 252 ms
8 787,777 29 10 ms 25 33 ms 21 220 ms
10 47,859,840 40 25 ms 34 65 ms 36 239 ms
of the query hierarchy to estimate the goodness of query construction options. This
improvement becomes less visible when the threshold increases to a certain value,
such as 20 in our experiment. This indicates that the greedy algorithm only needs to
evaluate a small fraction of the query hierarchy to achieve its optimal performance.
Size of the Keyword Query: In the second set of experiments, we fixed the
database size to ten tables and varied the size of a keyword query from two to ten
keywords. We repeated the experiments described above. The results are shown in
Table 3.3. As expected, the number of query interpretations grows exponentially
with the number of keywords. In contrast, the average number of query construction
options a user needs to evaluate grows only linearly with the number of keywords.
The computation time for generating a single query construction option also increases
slowly. Similar to the results of the previous experiments, higher thresholds of the
greedy algorithm can result in better query construction plans, and the improvement
becomes insignificant when the threshold increases to 20.
3.8.6 Quality of the Greedy Algorithm
We performed experiments to compare the result quality of the brute-force algorithm
and that of the greedy algorithm. As the brute-force algorithm is highly expensive,
it is infeasible to test it using our simulation program. As an alternative, we created
small sets of complete query interpretations and query construction options, and
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Table 3.4 Result Quality of the two Algorithms. ©2012 IEEE.
# of structured # of construction Brute force Greedy
queries options cost of the plan cost of the plan
8 4 2.902265 2.915598
12 6 3.527421 3.547109
16 8 3.834929 3.891822
20 10 4.18971 4.210756
24 12 4.453365 4.469938
conducted the two algorithms directly on them. We varied the number of query
interpretations from 8 to 24, and the number of query construction options from 4
to 12. In the simulation, each construction option subsumed a half of the query
interpretations, and each query interpretation was assigned a random probability.
When running the greedy algorithm, we set the threshold to 30, which is the total
number of query interpretations. We repeated our experiments 20 times and recoded
the average costs of the resulted query construction plans. As shown in Table 3.4,
the quality of the query construction plans generated by the greedy algorithm is only
slightly worse than those of the brute-force algorithm.
In summary, our simulation results show that the greedy algorithm for generating
query construction plans is scalable with respect to the size of the database and the
length of a keyword query. The plans it generates are near-optimal.
3.9 Discussion
Keyword search plays an increasingly important role in enhancing database usability.
However, keyword queries are ambiguous and can retrieve imprecise or incomplete
results. The most likely structural query interpretations as obtained by completely
automatic keyword query disambiguation procedures (e.g. [KKR+06, TL08, TCRS07,
ZWX+07]), can only satisfy the most simple and straightforward keyword queries,
whereas user intended interpretations of ambiguous queries may not be found within
the top ranked results. This observation motivated us to develop new approaches to
enable users going beyond the most likely interpretations. To this end we extended
previous work with an interactive probabilistic keyword query refinement approach.
In this chapter we analyzed the problem of probabilistic incremental query refine-
ment and presented IQP - a novel system, which enables construction of structured
queries from keywords. Given an ambiguous keyword query, IQP asks a minimal num-
ber of questions and enables the user to efficiently construct the desired structural
query interpretation in an interactive way. We presented a conceptual framework for
the incremental query construction as well as a probabilistic model, which enables
consistent assessment of the probability of a query interpretation and query construc-
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tion options. We presented two algorithms for generating optimal query construction
plans, which enable users to obtain the intended structured query with a minimal
number of interactions.
Our experimental results on two real-world datasets and a user study provided
evidence for the usefulness of incremental query refinement of IQP when user intended
structured queries cannot be found within the top ranked results. As a first step, we
analyzed effectiveness of the proposed probability estimates for a set of real-world
keyword queries. Our experiments have shown that the proposed estimates enabled
us to reduce the interaction cost of query construction by around 50%. We have
also shown that query ranking model of IQP outperforms that of the other recent
approach to query ranking in related work called SQAK [TL08].
To assess usability of IQP in real life, we conducted a user study. The user study
aimed to compare usability of two user interfaces, IQP and a simple query ranking
interface, and to assess in which cases the IQP interface can enable more efficient
data access than a query ranking interface. In our user study, for the queries where
the ranks of the intended query interpretations ranged between 40 to 80, the IQP
interface started to outperform the query ranking interface. For the queries where
the ranks of the intended query interpretations were above 120, the advantage of the
IQP interface became very obvious. Finally, our simulations confirmed the scalability
of the proposed algorithms with respect to schema and keyword query size for the
databases containing up to 100 tables. Our experiments have also shown that the
quality of the query construction plans which can be generated by a brute-force




Diversification of Search Results over Structured
Data
4.1 Introduction
As we have seen in the previous chapter, interactive approaches can enable users
to efficiently refine keyword query in the intended structural interpretation. In the
present chapter we will investigate the problem of enabling user to obtain an overview
of the available results, rather than constructing a particular interpretation, i.e. we
will focus on solving Problem 2 from Chapter 1.
Diversification aims at minimizing the risk of user’s dissatisfaction by balancing
relevance and novelty of search results. Whereas diversification of search results on
unstructured documents is a well-studied problem, diversification of search results
over structured databases attracted much less attention. Keyword queries over struc-
tured data are notoriously ambiguous offering an interesting target for diversification.
No single interpretation of a keyword query can satisfy all users, and multiple interpre-
tations may yield overlapping results. The key challenge here is to give users a quick
glance of the major plausible interpretations of a keyword query in the underlying
database, to enable user to effectively select the intended interpretation.
For example, a user who issued a keyword query “London” may be interested
either in the capital of the United Kingdom or a book written by Jack London, an
American author. In contrast to document search, where data instances need to
be retrieved and analyzed, rich database structures offer a more direct and intuitive
way of diversification. For instance, if keyword “London” occurs in two database
attributes, such as “location” and “name”, each of these occurrences can be viewed
as a keyword interpretation with different semantics offering complementary results.
In addition, as in a database the query disambiguation can be performed before the
actual execution, the computational overhead for retrieving and filtering redundant
search results can be avoided. In the final step the database system executes only the
top-ranked query interpretations to retrieve relevant and diverse results.
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Applying diversification techniques for unstructured documents to keyword queries
over structured databases, calls for two main adaptations: First, keyword queries need
to be interpreted in terms of the underlying database, such that the most likely in-
terpretations are ranked on top. Second, diversification should take advantage of the
structure of the database to deliver more diverse and orthogonal representations of
query results. In this chapter we present a novel approach to search result diversi-
fication in structured databases. We first present a probabilistic query disambigua-
tion model to create semantic interpretations of a keyword query over a structured
database. Then, we propose a diversification scheme for generating the top-k most
relevant and diverse query interpretations.
Also evaluation measures need to be adapted. Conventional metrics for search
result diversification such as α-nDCG and S-recall do not take into account graded
relevance of subtopics in a search result, and thus are not directly applicable to
structured data, where such assessment is important. We propose an adaptation of
α-nDCG and S-recall to measure quality of diversification in database keyword search.
These new metrics may be of independent interest. We performed a user study to
assess the quality of the disambiguation model and the diversification scheme. Our
evaluation results on two real world datasets demonstrates that search results ob-
tained using the proposed algorithms are able to better characterize possible answers
available in the database than the results obtained by the initial relevance ranking.
The algorithms presented in this chapter thus focus on addressing Problem 2
presented in Chapter 1, namely enabling users to obtain database search results with
increasing level of novelty.
The rest of this chapter is organized as follows: In Section 4.2 we provide a
summary of contributions contained in this chapter. Then, in Section 4.3 we discuss
specific background. Following that, in Section 4.4 we present the diversification
scheme. Then, in Section 4.5 we introduce an adaptation of α-nDCG and S-recall
measures. Section 4.6 contains the results of our empirical investigation. Finally, in
Section 4.7 we discuss the results.
4.2 Summary of DivQ Contributions
The challenges associated with the problem of search result diversification in database
keyword search are twofold: First, diversification shall give users a quick glance of the
major plausible interpretations of a keyword query in an underlying database. Sec-
ond, as materialization of search results in databases is especially computationally
expensive, diversification shall avoid materialization of potentially redundant search
results. In contrast to the state-of-the-art diversification approaches for unstructured
documents [AGHI09, CG98, CK06, CKC+08, GS09, WZ09] and database search re-
sults [CL07, VSS+08] that diversify materialized search results, DivQ proposed in this
chapter performs diversification of query interpretations before any search results are
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materialized. There are two advantages of our approach: Firstly, as query interpreta-
tions have clear semantics, they offer quality information for diversification. Secondly,
our approach avoids the overhead of generation and filtering of redundant results and
is therefore more efficient.
As results of keyword search over structured data differ from conventional docu-
ments, state-of-the-art evaluation metrics typically applied to document diversifica-
tion such as α-NDCG [CKC+08] and S-recall [CK06] require adaptation. This is due
to two main reasons: First, conventional metrics for search result diversification do
not take into account graded relevance of subtopics, which is important in the context
of structured data. Second, as different query interpretations may yield overlapping
results, this overlap need to be taken into account by the evaluation measure. To this
extent, we propose an adaptation of the state-of-the-art evaluation metrics taking
into account subtopic relevance and result overlap.
Furthermore, we propose a similarity measure for query interpretations based on
Jaccard coefficient to enable efficient diversification of search results over structured
data. In addition, we further enhance the probabilistic query disambiguation model
first presented in Chapter 3 to take into account dependencies between keywords in
database attributes and further increase ranking effectiveness.
In summary, the DivQ contributions described in this chapter include:
 An efficient diversification approach for database keyword search performed
at the query interpretation level without prior materialization of potentially
redundant search results.
 An adaptation of the state-of-the-art evaluation measures for search result diver-
sification such as α-NDCG [CKC+08] and S-recall [CK06] to take into account
graded relevance of subtopics and result overlap.
 A similarity measure for query interpretations based on Jaccard coefficient to
enable efficient diversification of search results over structured data.
 An enhancement of the probabilistic model proposed in Chapter 3 to take into
account keyword co-occurrences and further increase ranking effectiveness.
Experiments on real-world data and a user study have demonstrated that DivQ
achieves significant reduction of result redundancy, while preserving retrieval quality
in the majority of the cases. This way search results obtained using the proposed
algorithms also better characterize possible answers available in the database than
the results obtained by the initial relevance ranking.
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4.3 Specific Background
Recently, a lot of work on diversification of document search results and adapta-
tion of the evaluation schemes in this context was performed [AGHI09, CG98, CK06,
CKC+08, GS09, WZ09]. Several techniques (e.g. [CG98]) perform diversification of
search results as a post-processing or re-ranking step of document retrieval. These
techniques first retrieve the relevant search results and then filter or re-order the result
list to achieve diversification. This approach cannot be directly applied to structured
databases, where retrieval of all relevant data, which are potentially redundant, is
especially computationally expensive. In contrast, DivQ performs diversification in
the query disambiguation process before search results are retrieved. There are two
advantages of our approach. Firstly, as the query interpretations generated within
the disambiguation have a clear semantics, they offer quality information for diver-
sification. Secondly, our approach avoids the overhead of generation and filtering of
redundant results.
Another way to achieve diversification is clustering and classification of search
results. Both techniques group search results based on similarity, so that users
can navigate to the right groups to retrieve the desired results. Clustering and
classification have been applied to document retrieval [AGHI09, MRS08], image re-
trieval [vLGOvZ09], recommender systems [ZMKL05], and database query results [CL07,
LJ09]. On the one hand, similar to result re-ranking, clustering is usually performed as
a post-processing step, and it may incur big performance overhead. Moreover, it lacks
semantic interpretations, making results less understandable by end users [Hea06]. On
the other hand, classification is usually pre-computed, and is not query aware. The
query interpretations of DivQ can be regarded as a special kind of clusters or classes.
In contrast to typical clusters and classes, query interpretations have well-defined
semantics and are generated based on users’ keyword queries. They are both query
aware and easily understandable for end users. Most importantly, in contrast to exist-
ing work we considered the similarity between query interpretations as an important
factor in diversification of search results. This enables us to further improve user
satisfaction.
Chen et al. [CK06] employ pseudo-relevance feedback to achieve diversification
of search results. In difference to DivQ they consider the intent of the query only
tacitly. Wang et al. [WZ09] focus on the theoretical development of the portfolio
theory of document ranking. They propose to select top-n documents and their order
by balancing the overall relevance of the list against its risk (variance). We believe
that portfolio technique can be adopted to compute diverse query interpretations in
DivQ.
In contrast to document search, only few works focused on diversification of search
results over structured data. In [CL07] the authors propose SQL result navigation
through a set of categories, created taking into account user preferences. In [VSS+08],
the authors introduce a pre-indexing approach to speed up the diversification of query
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Table 4.1 Top-k Structured Interpretations for a Keyword Query “CON-
SIDERATION CHRISTOPHER GUEST”
Keyword query: CONSIDERATION CHRISTOPHER GUEST















A plot of a movie
GUEST in a movie containing CHRISTOPHER
CONSIDERATION GUEST
. . . . . . . . . . . .
results on relational databases. As diversification in both approaches is performed
on the result level, these approaches are complementary to DivQ which conducts
diversification on the interpretations of keyword queries.
Recent approaches to database keyword search [DZNona, KKR+06, TL08, TCRS07,
ZWX+07] translate a keyword query into a ranked list of structured queries, also
known as query interpretations, such that the user can select the one that represents
her informational need. This disambiguation step is also a crucial step of DivQ.
In this chapter, we build upon the probabilistic model presented in Chapter 3 for
the keyword query disambiguation. However, the existing query disambiguation ap-
proaches consider only the likelihood of different query interpretations rather than
their diversity. As a result, users with uncommon informational needs may not re-
ceive adequate results [CK06]. For example, if the majority of users who issued the
keyword query “London” were interested in the guide of a city, the results referring
to books written by Jack London may receive a low rank and even remain invisible
to users. DivQ alleviates this problem by providing not only relevant but also diverse
query interpretations.
4.4 The Diversification Scheme
DivQ translates a keyword query to a set of structured queries, also known as query
interpretations. These interpretations can then be presented to the user, allowing
selection of the intended interpretation. Given a keyword query, a database can offer a
broad range of query interpretations with various semantics. In contrast to web search
which focuses on few relevant results, to minimize the risk of user’s dissatisfaction in
this environment diversification needs to provide a better overview of the available
results, even though they are less relevant.
Table 4.1 gives an example of the query interpretations for the keyword query “CON-
SIDERATION CHRISTOPHER GUEST”, once ranked only by relevance, and once
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re-ranked by diversification. Both rankings enable the user to quickly understand the
several possible interpretations of the query, so as to choose the intended one. How-
ever, ranking by estimated relevance bears the danger of redundant results. For ex-
ample, the results of the partial interpretation “A director CHRISTOPHER GUEST”
which is ranked second in the top-3 ranking clearly overlap with the results of the
complete query interpretation ranked first. In contrast, the diversified ranking shows
a set of possible complementary interpretations with increased novelty of results.
4.4.1 Bringing Keywords into Structure
As discussed in Chapter 3.1, in the context of a relational database, a structured query
is an expression of relational algebra. To translate a keyword query K to a structured
query Q, DivQ applies a disambiguation procedure similar to the one described earlier
in Section 3.5. It first obtains a set of keyword interpretations Ai ∶ ki, which map
each keyword ki of K to an element Ai of an algebraic expression. DivQ then joins
the keyword interpretations using a predefined query template T [CGRM06, HGP03],
which is a structural pattern that is frequently used to query the database. We call
the structured query resulting from the translation process described above a query
interpretation.
For instance, “CONSIDERATION CHRISTOPHER GUEST” is first translated
into a set of keyword interpretations, which are “director:CHRISTOPHER”, “direc-
tor:GUEST”, and “movie: CONSIDERATION”. Then, these keyword interpretations
are connected to a template “A director X of a movie Y ” to form a query interpreta-
tion “A director CHRISTOPHER GUEST of a movie CONSIDERATION”. A query
interpretation is complete if it contains interpretations for all keywords from the initial
user query. Otherwise we talk about partial query interpretation. Given a keyword
query K, the interpretation space of K is the entire set of possible interpretations of
K. In this chapter, we focus on interpretations that retrieve non-empty results from
the database.
4.4.2 Estimating Query Relevance
As presented earlier in Chapter 3.1, we estimate relevance of a query interpretation Q
to the informational need of the user as the conditional probability P(Q∣K) that, given
keyword query K, Q is the user intended interpretation of K. A query interpretation
Q is composed of a query template T and a set of keyword interpretations I = {Aj ∶[kj1, kjn]∣Aj ∈ T , [kj, kjn] ∈ K, [ki1, kim] ∩ [kj1, kjn] = {} for i ≠ j }. Thus, the
probability P(Q∣K) can be expressed as:
P (Q∣K) = P (I, T ∣K). (4.1)
The query disambiguation model in this chapter improves upon the initial model
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presented in Chapter 3.1 by taking into account keyword dependencies in database
attributes. To simplify the computation, we assume that (i) each keyword has one
particular interpretation intended by the user; and (ii) the probability of a keyword
interpretation is independent from the part of the query interpretation the keyword
is not interpreted to. Based on these assumptions and Bayes’ rule, we can transform
Equation 4.1 to:
P (Q∣K)∝ (∏
A∈T P (Aj ∶ [kj1, kjn]∣Aj) × ∏k∈K∩k/∈QPu × P (T )), (4.2)
where P (T ) is the prior probability that the template T is used to form a query
interpretation. P (Aj ∶ [kj1, kjn]∣Aj) represents the probability that, given that Aj is
a part of a query interpretation, keyword interpretations Aj ∶ [kj1, kjn] are also a part
of the query interpretation. In case a keyword ku ∈K is not mapped to any keyword
interpretation in Q, we introduce a smoothing factor Pu, which is the probability that
the user’s interpretation of keyword ku does not match any available attribute in the
database.
P (Aj ∶ [kj1, kjn]∣Aj)) can be estimated using attribute specific term frequency,
i.e. the average number of occurrences of the keyword combination [k1, kjn] in the at-
tribute Aj. Note that, when [k1, kjn] co-occur in an attribute Aj, the joint probability
P (Aj ∶ [kj1, kjn]∣Aj) will usually be larger than the product of the marginal probabil-
ities P (Aj ∶ [kj1]∣Aj) . . . P (Aj ∶ [kjn]∣Aj). Thus, query interpretations that bind more
than one keyword to the same attribute, for example, a first name and a last name
of a person to attribute “name”, will get higher ranked than query interpretations
that bind keywords to different attributes. Pu is a constant, whose value is smaller
than the minimum probability of any existing keyword interpretation, such that the
function assigns higher probabilities to complete query interpretations than to partial
interpretations. P (T ) can be estimated as a frequency of the template’s occurrence in
the database query log. When the query log is not available, we assume all templates
to be equally probable. As indicated in Section 4.4.1, query interpretations with an
empty result are assigned zero probability. In this case the independence assumption
(ii) used in Equation 4.2 is obviously violated, because the query interpretation maps
keywords k1 and k2 to attributes A1 and A2, such that the marginal probabilities
P (A1 ∶ [k1]∣A1) and P (A2 ∶ [k2]∣A2) are larger than zero, but, given the instances of
the database, the joint probability P (A1 ∶ [k1],A2 ∶ [k2]∣A1,A2) is zero.
4.4.3 Estimating Query Similarity
As our objective is to obtain diverse query results, we want the resulting query in-
terpretations to be not only relevant but also as dissimilar to each other as possible.
Let Q1 and Q2 be two query interpretations of a keyword query K. Let I1 and I2 be
the sets of keyword interpretations contained by Q1 and Q2 respectively. To assess
similarity between the two query interpretations, we compute the Jaccard coefficient
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between I1 and I2.
Definition 4.4.1. Query Similarity: We define similarity between two query in-
terpretations Qi, and Qj as the Jaccard coefficient between the sets of keyword inter-
pretations they contain, that is,
Sim(Q1,Q2) = ∣I1 ∩ I2∣∣I1 ∪ I2∣ . (4.3)
The resulting similarity value should always fall in [0, 1], where 1 stands for the
highest possible similarity.
4.4.4 Combining Relevance and Similarity
To generate the top-k query interpretations that are both relevant and diverse, we
employ a greedy procedure. We always select the most relevant interpretation as the
first interpretation presented to the user. Then, each of the following interpretations is
selected based on both its relevance and novelty. Namely, given a query interpretation
Q and a set of query interpretations QI that are already presented to the user, we
estimate the score of Q as its relevance score discounted by the average similarity
between Q and all the interpretations in QI:
ScoreQ = λ × P (Q∣K) − (1 − λ) × ∑
q∈QI
Sim(Q,k)∣QI ∣ . (4.4)
Relevance and similarity factors are normalized to equal means before λ-weighting
is applied. The interpretation with the highest score is selected as the next interpre-
tation to be presented to the user. In Equation 4.4, λ is a parameter to trade-off
query interpretation relevance against novelty. For example, with λ = 1 the score of
the query interpretation takes only relevance into account; λ = 0.5 corresponds to a
balance between relevance and novelty, whereas λ < 0.5 emphasizes novelty of the
interpretation.
4.4.5 The Diversification Algorithm
To create a set R of the most relevant and diverse query interpretations in an efficient
way we first materialize the top-k most probable query interpretations of a keyword
query and sort the interpretations according to the relevance scores. Then we go
through the query interpretations and output the most relevant and diverse interpre-
tations one by one. The pseudo-code of the algorithm is presented in Algorithm 4.1.
Let L be the list of top-k query interpretations sorted by probability of their rele-
vance to the user’s informational need. The process starts with the most relevant
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query interpretation at the top of L. To compute the ith relevant and diverse ele-
ment, i.e. R[i], we scan the remaining candidate elements in L, compare their scores
in Formula 4.4, and add the element with the highest score to R. As the diversity
value of each item is always larger than 0, it is not necessary to scan the entire L to
obtain each R[i]. The scan stops when we are sure that the rest of L cannot possibly
outperform the current optimal item, which is evaluated by best score > λP (L[j]).
The algorithm terminates after r elements are selected.
Algorithm 4.1: Proc Select Diverse Query Interpretations
input :
list L[l] of top-k query interpretations ranked by relevance.
output:




// select the best candidate for R[i]
while i < r do
//less than r elements are selected
j = i;
best score = 0;
while L[j] ≠ null do
//more candidates for R[i] in L
if best score > λ × P (L[j]) then
break;
//check score upper bound
if score(L[j]) > best score then
best score = score(L[j]);
c = j;
j + +;
R[i] = L[c]; //add the best candidate to R
Swap L[i . . . c − 1] and L[c];
i + +;
The worst case complexity of the Algorithm 4.1 is O(l× r), where l is the number
of query interpretations in L and r is the number of query interpretations in the result
list R. The maximal total number of similarity computations is l
2−l
2 .
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4.5 Evaluation Metrics
α-NDCG [CKC+08] and S-recall [CK06] are established evaluation metrics for docu-
ment retrieval in presence of diversity and subtopics. As results of keyword search
over structured data differ from conventional documents, these metrics require some
adaptation.
A search result of DivQ is a ranked list of query interpretations. Therefore, a
“document” in traditional IR corresponds to the union of tuples returned for one
particular query interpretation in DivQ. Each tuple can be represented by its primary
key in the database. Thus, a primary key corresponds to the notion of information
nugget in α-NDCG and to subtopic in S-recall. However, the correspondence is loose:
whereas α-NDCG and S-recall assume equal relevance of information nuggets and
subtopics contained in a document, relevance of primary keys in a query result may
vary a lot. Thus it is important to take into account their relevance for estimating
gain and recall explicitly. In the following, we adapt α-NDCG and S-recall to this
end.
4.5.1 Adapting Gain for alpha-NDCG-W
nDCG (normalized Discounted Cumulative Gain) has established itself as the stan-
dard evaluation measure when graded relevance values are available [CKC+08, JK02].
The first step in the nDCG computation is creation of a gain vector G. The gain
G[k] at rank k can be computed as the relevance of the result at this rank to the
user’s keyword query. The gain may be discounted with increasing rank, to penalize
documents lower in the ranking, reflecting the additional user effort required to reach
them. The discounted gain is accumulated over k to obtain the DCG (Discounted Cu-
mulative Gain) value and normalized using the ideal gain at rank k to finally obtain
the nDCG value.
To balance relevance of search results with their diversity, the authors of [CKC+08]
proposed α-nDCG, where the computation of the gain G[k] is extended with a pa-
rameter α, representing a tradeoff between relevance and novelty of a search result.
To assess novelty of a document in the search result, α-nDCG views a document
as the set of information nuggets. If a document at rank i contains an information
nugget n, α-NDCG counts how many documents containing n were seen before and
discounts the gain of this document accordingly. α has a value in the interval [0,
1]; α=0 means that α-NDCG is equivalent to the standard nDCG measure. With
increasing α, novelty is rewarded with more credit. When α is close to 1, repeated
results are regarded as completely redundant such that they do not offer any gain.
In [WZ09], the authors fix α as 0.5 for a balance between relevance and novelty.
In the context of database keyword search, where an information nugget corre-
sponds to a primary key, the relevance of nuggets with respect to the user query can
vary a lot. To reflect the graded relevance assessment on the nuggets in the evalua-
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tion metrics, α-NDCG-W measures the gain G[k] of a search result at rank k as the
relevance of the query interpretation at rank k, i.e., Qk. We penalize the gain of an
interpretation retrieving overlapping results using the following formula:
G[k] = relevance(Qk) × (1 − α)r, (4.5)
where r is the factor, which expresses overlap in the results of the query interpre-
tation Qk with results of the query interpretations at ranks 1 . . . k − 1.
To compute r, for each primary key pki in the result of Qk we count how many
query interpretations with pki were seen before (i.e. at ranks 1 . . . k−1), and aggregate
the counts:
r = ∑
pki∈Qk ∑j∈[1,k−1] ∣pki ∈ Qj ∣. (4.6)
Note that we consider primary keys in the result of one interpretation to be dis-
tinct (each primary key counts only once). As in document retrieval the presence
of a particular information nugget in a document is uncertain, the gain computation
in [CKC+08] focuses on the number of nuggets contained in a document and does not
take into account graded relevance of information nuggets. In contrast, in the con-
text of database keyword search an information nugget in α-nDCG-W corresponds
to a primary key in the result of a query interpretation, such that the presence of an
information nugget in the result is certain. At the same time, relevance of retrieved
primary keys with respect to the user query can vary a lot. This graded relevance is
captured by Equation 4.5. Agrawal et al. [AGHI09] suggest an alternative approach
called NDCG-IA (for Intent Aware NDCG) to take into account graded relevance of
information nuggets to queries. However, a drawback of NDCG-IA is that it may not
lie between [0, 1]. Moreover, NDCG-IA does not take into account result overlap. In
contrast, the value of relevance-aware α-nDCG takes into account result overlap and
is always in the interval [0, 1], where 1 corresponds to ranking according to the user
assessment of query interpretation relevance averaged over users.
4.5.2 Weighted S-Recall
Instance recall at rank k (S-recall) is an established recall measure which is ap-
plied when search results are related to several subtopics. S-recall is the number
of unique subtopics covered by the first k results, divided by the total number of
subtopics [CK06, WZ09].
In database keyword search, a single primary key in the search result corresponds
to a subtopic in S-recall. However, other than in document retrieval, where all
subtopics can be considered equally important, relevance of retrieved primary keys
(tuples) can vary a lot with respect to the user query. To take the graded relevance
of subtopics into account, we developed a WS-recall measure (weighted S-recall).
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WS-Recall is computed as the aggregated relevance of the subtopics covered by the
top-k results (in our case query interpretations) divided by the maximum possible
aggregated relevance when all relevant subtopics are covered:
WS − recall@k = ∑pk∈Q1...k relevance(pk)∑
pk∈U relevance(pk) , (4.7)
where U is the set of relevant subtopics (primary keys). In case only binary
relevance assessments are available, WS-recall corresponds to S-recall. We average
WS-recall at k and α-NDCG at k over a number of topics to get their means over the
query set.
4.6 Experiments
To assess the quality of the disambiguation and diversification schemes we performed
a user study and a set of experiments.
4.6.1 Dataset and Queries
In our experiments, we used two real-world datasets: a crawl of the Internet Movie
Database (IMDB) [IMD] and a crawl of a lyrics database from the Web [LYMC06].
The IMDB dataset contains seven tables, such as movies, actors and directors, with
more than 10,000,000 records. The Lyrics dataset contains five tables, such as artists,
albums and songs, with around 400,000 records. As these datasets do not have any
associated query log, we extracted the keyword queries from the query logs of MSN
and AOL [PCT06] Web search engines. We pruned the queries based on their target
URLs, and obtained thousands of queries for the IMDB and lyrics domains.
To obtain the most popular keyword queries, we first sorted the queries based
on frequency of their usage in the log. For each domain, we selected 200 most fre-
quent queries for which multiple interpretations with non-empty results exist in the
database. These queries were mostly either single keyword or single concept queries,
often referring to actor/artist names or movie/song titles. We refer to this part of
the query set as single-concept queries (sc). To obtain an additional set of more
complex queries, we manually selected about 100 queries for each dataset from the
query log, where we explicitly looked for queries containing more than one concept,
e.g. a movie/song title and an actor/artist name. We refer to this set as multi-concept
queries (mc).
As diversification of results is potentially useful for ambiguous queries [CSA+09],
we estimated ambiguity of the resulting keyword queries using an entropy-based mea-
sure. To this end, for each keyword query, we ranked interpretations of this query
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available in the database using Equation 4.2 and computed the entropy in the top-
10 ranks of the resulting list. Intuitively, given a keyword query, high entropy over
the top ranked interpretations indicates potential ambiguity. Finally, we selected 25
single-concept and 25 multi-concept queries with the highest entropy for each dataset.
4.6.2 User Study
To assess relevance of possible query interpretations we performed a user study. We se-
lected a mix of single-concept and multi-concept queries as described in Section 4.6.1,
for which we generated all possible interpretations sorted by their probability. As
the set of possible interpretations grows exponentially with the number of concepts
involved, we took at most the top-25 interpretations. This should not rule out mean-
ingful interpretations, as probabilities fall very quickly with their rank: Figure 4.1
gives the maximum and the average ratio of the probability of a query at rank i and
the aggregated probabilities of queries at rank j < i: PRi = P (Qi∣K)∑
i<iP (Qj ∣K) .
Each data point on the X-axis of Figures 4.1a and 4.1b presents the rank. The
Y -axis presents the corresponding average and maximum PRj value. As can be seen,
queries at rank 10 already are only 0.01 as likely as queries at rank < 10, and queries
at rank 25 are at most 2.95 ×E−04 as likely as queries at rank < 25.
For each query we pruned all query interpretations Qi whose probability con-
stituted less than 0.1% of the aggregated probability of all possible interpretations.
Additionally, for each query we included at most five more interpretations with proba-
bility below this threshold and randomized the order in which the interpretations were
presented for user assessment, in order to avoid a bias towards top ranked queries.
In total, each user had to evaluate 630 interpretations for IMDB and 517 inter-
pretations for the Lyrics dataset. For each interpretation of a given keyword query,
the participants were asked to indicate on a two-point Likert scale, if they think that
this interpretation could reflect an informational need implied by the keyword query.
Multiple interpretations of one query were possible and explicitly encouraged. In
total, we had 16 participants, from whom 10 completed all evaluation tasks in both
datasets and the rest completed 30% of tasks in IMDB and 9% of tasks in lyrics
dataset on average. We computed agreement between the participants using kappa
statistics [MRS08]. We observed average kappa values of 0.33 in IMDB and 0.28
in Lyrics. We consider this low agreement as an additional indication of ambigu-
ity of the selected queries. Finally, we computed the relevance scores of each query
interpretation by averaging scores over the participants.
4.6.3 alpha-nDCG-W
Given a keyword query, DivQ first creates a ranked list of query interpretations and
then applies the diversification algorithm to this list to obtain the most relevant and
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(a) IMDB
(b) Lyrics
Figure 4.1 Selecting Meaningful Query Interpretations: Maximum (Max
PR) and Average (Avg PR) Probability Ratio.
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novel results. To assess quality of query ranking and diversification, we measured
α-NDCG-W by varying α parameter from 0, to 0.5 and to 0.99. In the case of α=0,
novelty of results is completely ignored, and α-NDCG-W corresponds to the standard
NDCG. With α=0.5, novelty is given a certain credit. With α=0.99, novelty becomes
crucial, and results without novelty are regarded as completely redundant. As the
optimal ranking for normalization of DCG we ranked query interpretations by their
user score. To achieve better overview of the available results in this experiment we
set λ = 0.1 (Equation 4.4); this enables the system to emphasize novelty of results in
both datasets. We discuss the influence of λ value in Section 4.6.5. The results of the
α-NDCG-W evaluation are presented in Figure 4.2.
Each diagram of Figure 4.2 corresponds to a different α value. Each data point
of the X-axis of a diagram represents the k for top-k query interpretations. The
Y -axis represents the corresponding α-NDCG-W value. We use the symbol “Rank”
to denote the ranking algorithm without diversification, and “Div” to denote the
ranking algorithm with diversification. The α-NDCG-W values in the diagrams are
averaged on single-concept queries (sc) and multi-concept queries (mc) respectively.
As we can see, in our experiments on the IMDB dataset (Figures 4.2a, 4.2c, and 4.2e),
the average α-NDCG-W for top-1 result of both ranking and diversification on single
concept queries was always 0.58, given any value of α. For top-5 results, the gain of
single-concept queries increased to 0.9 in both datasets. For multi-concept queries,
with α=0 the gain of ranking reaches 0.8 and 0.9 at top-6 in IMDB and Lyrics
respectively. The relatively high α-NDCG-W values for α=0 confirm the quality of
the ranking function.
As Figure 4.2 shows, for α=0 ranking dominates diversification in all the cases.
This is expected, as for α-values below 0.5, relevance is rewarded over novelty. In this
case, diversification does not show its benefit. In the Lyrics dataset, the first benefits
of diversification for single-concept queries become visible already with α=0.5 at k=4,
where α-NDCG-W improves by about 4%. This advantage increases with growing
α, and achieves 8% at α=0.99. For single-concept queries on IMDB, we did not
observe any difference between ranking and diversification (the lines Rank sc and Div
sc almost overlap in all diagrams of the Figures Figures 4.2a, 4.2c, and 4.2e). This
is because the top query interpretations returned by ranking already deliver distinct
results. In this case diversification preserves the high gain values achieved by ranking.
For multi-concept queries, the gain of diversification grows with increasing α. When
α=0.99 and k¿3, diversification on mc queries outperforms ranking by about 7% in
both datasets. The results of the paired ttest confirm statistical significance of this
result for the confidence level of 95%. In summary, diversification performed on top
of query ranking achieves significant reduction of result redundancy, while preserving
retrieval quality in the majority of the cases.
74 Chapter 4 Diversification of Search Results over Structured Data
(a) IMDB, α = 0 (b) Lyrics, α = 0
(c) IMDB, α = 0.5 (d) Lyrics, α = 0.5
(e) IMDB, α = 0.99 (f) Lyrics, α = 0.99
Figure 4.2 α-NDCG-W for Single-Concept (sc) and Multi-Concept (mc)




We evaluate recall quality of the system using the WS-recall measure presented in
Section 4.5.2. WS-recall computation requires user assessments of subtopic relevance.
As graded relevance assessments of top query interpretations were available to us as
a result of the user study, we compute relevance of a subtopic (primary key) as
the relevance of the interpretation which returns this primary key. As one and the
same primary key can be returned by multiple distinct query interpretations, we
take the maximal score. As user judgments were available only for a subset of the
interpretation space, the absolute recall values obtained by this approach might be
too optimistic. However, they enable a fair comparison of the algorithms. We present
the results of the WS-recall evaluation in Figure 4.3.
Each data point of the X-axis of Figures 4.3a and 4.3b corresponds to k for top-k
interpretations. The Y -axis represents the corresponding WS-recall value of rank-
ing (Rank) and diversification (Div) averaged over a set of queries. For example,
in the Lyrics dataset (Figure 4.3b) the WS-recall of ranking increased from 0.2 in
top-1 to 0.8 in top-6. As Figures 4.3a, 4.3b show, on average, ranking and diversifi-
cation perform similar with respect to recall. We observed a slight improvement by
diversification for k = 2 . . .11 in the IMDB dataset, whereas in Lyrics WS-recall at
corresponding k values slightly decreased. Inspection of the actual query interpreta-
tions reveals that this is mainly due to the fact that ranking by relevance in Lyrics
prefers complete query interpretations with large result sizes (i.e. large total number
of returned tuples), whereas diversification pushes partial query interpretations with
smaller result sizes. All other things equal, a larger result size increases WS-recall
more. Normalizing result sizes for WS-recall is subject to future work. In total we
did not observe any significant effect of diversification on WS-recall values.
4.6.5 Balancing Relevance and Novelty
In Equation 4.4, λ is a parameter to balance query interpretation relevance against
novelty. We evaluated influence of λ on α-NDCG-W at top-5 by α=0.99. The results
on the lyrics dataset are presented on Figure 4.4.
The X-axis of Figure 4.4 presents the values of λ. The Y -axis represents the cor-
responding value of α-NDCG-W at top-5 by α=0.99. Each bar on Figure 4.4 presents
α-NDCG-W for ranking and diversification of single-concept (sc) and multi-concept
(mc) queries averaged over a set of queries. For example, the average α-NDCG-W
of diversification for single concept queries increased from 0.82 by λ=1 to 0.91 by
λ=0.01. As can be seen, high α-NDCG-W values achieved by diversification of both,
single-concept and multi-concept queries decrease with increasing λ, until they meet
α-NDCG-W of the original ranking in λ=1. The smaller the value of λ, the more vis-
ible is the impact of diversification and the more α-NDCG-W values of diversification
outperform the original ranking. In contrast, with increasing λ, relevance of query
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(a) IMDB
(b) Lyrics
Figure 4.3 WS-recall for Ranking (avg WS-recall Rank) and Diversification
(avg WS-recall Div).
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Figure 4.4 Relevance vs. Novelty: Selection of the Value for λ-Parameter.
α-NDCG-W, k=5, α=0.99, Lyrics Dataset.
interpretations dominates over novelty and the amount of re-ranking achieved by di-
versification becomes smaller. For example, for λ= [0.01, 0.5] the Spearman’s rank
correlation coefficient between the ranks of the query interpretations in the initial
ranking and their ranks after diversification ranges between [0.74, 0.82] for single-
concept queries and [0.4, 0.67] for multi-concept queries in Lyrics. In the IMDB
dataset multi-concept queries perform similar with rank correlation of [0.36, 0.69].
As different interpretations of single-concept IMDB queries already deliver distinct
results, we did not observe any significant re-ranking by varying λ on this query set.
4.7 Discussion
In this chapter we presented DivQ - an approach to search result diversification over
structured data to address Problem 2 presented in Chapter 1. In contrast to the
state-of-the-art diversification approaches such as [AGHI09, CG98, CK06, CKC+08,
GS09, WZ09, CL07, VSS+08] operating on search results directly, DivQ performs
diversification at the query interpretation level before any search results are materi-
alized. This enables DivQ to perform diversification of search results over structured
data efficiently, as such materialization is computationally expensive. To the best
of our knowledge, DivQ is the first approach that performs diversification of query
interpretations over structured data.
To enable efficient search result diversification over structured data, in this chap-
ter we first introduced a probabilistic query disambiguation model that enabled us to
create relevant query interpretations. The query disambiguation model in this chap-
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ter improves upon the initial model presented in Chapter 3 by taking into account
keyword dependencies in database attributes. We evaluated the quality of the model
in a user study. In the next step, we proposed a query similarity measure based on the
Jaccard coefficient. This similarity measure operates on the syntactic level of query
expressions and can thus be evaluated efficiently. Then, in order to obtain relevant
and diverse query interpretations we presented a greedy algorithm. Following that,
as results of keyword search over structured data differ from conventional documents
considered in the existing work, we adapted state-of-the-art evaluation metrics for di-
versification in document retrieval to take into account graded relevance of subtopics
and overlapping results. To this end we proposed α-NDCG-W and WS-Recall - an
adaptation of α-NDCG [CKC+08] and S-recall [CK06] measures to assess quality of
diversification in database keyword search.
Our evaluation results have demonstrated the quality of the proposed model and
have shown that using our algorithms the novelty of keyword search results over
structured data was substantially improved. Diversification performed on top of query
ranking achieved significant reduction of result redundancy, while preserving retrieval
quality in the majority of the cases. This way search results obtained using the pro-
posed algorithms also better characterized possible answers available in the database
than the results obtained by the initial relevance ranking.
5
Scaling Interactive Query Construction on a Very
Large Database
5.1 Introduction
In this chapter we address Problem 3 from Chapter 1, namely enabling efficient
incremental query construction over large scale databases. The amount of structured
data available on the Web is constantly growing. With the prevalence of Web 2.0, a
number of open databases have emerged on the Web, attempting to provide a platform
for users to collaboratively create and maintain structured information. A typical
example is Freebase1, which currently contains more than 22 million entities and
about 350 million facts from more than 100 domains, organized in 7,500 tables. Other
examples include DBpedia [BLK+09], WikiTaxonomy [PS08], Probase [WLWZ12],
and others, whose sizes have already reached the magnitude of several gigabytes.
Databases of this kind are intended to accommodate heterogeneous information and
knowledge. It is natural that each of these datasets contains a very large schema
and a large volume of data. To a normal Web user, information seeking over such a
heterogeneous database is a challenge.
The technology of interactive query construction introduced in Chapter 3 enables
novice users to interactively create structured queries and retrieve desired informa-
tion from a database. The interface of interactive query construction combines the
usability of keyword queries with the expressiveness of structured queries. It enables
a user to start with a keyword query and refine keywords into a structured query by
interacting with the system. Through interaction, the user can provide additional
information to disambiguate the semantics of the keyword query, and finally deter-
mine the structured expression reflecting user’s informational need. Compared to
keyword queries, structural interpretations created in such user interaction process
offer enhanced expressiveness to retrieve the results with complex semantics, includ-
1www.freebase.com
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ing collective results, e.g. “All films starring Tom Hanks”, or results involving more
than one entity, e.g. “The role of Tom Hanks in the film The Terminal”. In this
way, interactive query construction opens the world of structured queries to unskilled
users, who are not familiar with structured query languages. It is also a useful tool for
expert users who want to explore the data organized in an unfamiliar and a complex
database schema.
Interactive query construction can be especially useful for information seeking on
a large scale database, such as Freebase. On the one hand, to form structured queries,
users needs to understand the database schema thoroughly, which is a time consuming
process. On the other hand, keyword queries are normally highly ambiguous for such
databases. For instance, in Freebase, the phrase “Tom Hanks” can be matched with
the entities from the domains of person, film, book, tv, and music. As a result, there
can be a large number of plausible answers to the keyword query “Tom Hanks”, such
as the actor Tom Hanks, an American seismologist Thomas C. Hanks, and a book
entitled “Tom Hanks”. To find the desired information through a keyword search
interface, a user may have to scan through a long list of search results. In contrast, a
query construction interface suggests a few interaction options such as “Tom Hanks
is an actor”, and “Terminal is a location” for the users to clarify their intents. By
clicking the correct options, users help the system to form structured queries, which
are able to retrieve the desired content more accurately.
As suggested in Chapter 3, approaches of interactive query construction work
well for medium-sized databases of a particular domain, such as IMDB [IMD] and
Lyrics [LYMC06], which contain around 20 tables. Our experiments in Chapter 3
have demonstrated that our initial approach to interactive query construction scales
well on the databases containing up to 100 tables. However, initial approaches fail
to scale on heterogeneous multi-domain databases composed of several thousands of
tables, such as Freebase. First, when the database schema is very big, the interaction
options generated by the existing schemes are usually not informative enough. As a
result, a user may have to go through a laborious interaction procedure to construct
the desired query. For example, the phrase “Tom Hanks” appears in more than thirty
Freebase attributes, such that it can be interpreted into more than thirty meanings.
Using the existing interaction schemes, the user may have to respond to each of the
interpretations to finally clarify her intent. For a more complex keyword query, the
procedure of interaction can become unacceptably long. Second, the interpretation
space of a keyword query in a very big database is usually too big to materialize. State-
of-the-art approaches to schema-based keyword search (e.g. [SA02, HP02, HGP03,
LYMC06]) as well as our initial approach to incremental query construction that rely
on the entirely materialized interpretation space, become infeasible in these settings.
The FreeQ system presented in this chapter builds upon the work presented in
Chapers 3 and 4, and aims to scale interactive query construction over a very large
database, addressing Problem 3 from Chapter 1. First, we propose to connect a
hierarchical ontology with the database schema. Using the general concepts in the
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ontology, we can form more informative interaction options that enable more efficient
query construction. The hierarchical ontology can be constructed manually, such
as the domain set in Freebase. It can also be a generic external ontology, such as
YAGO [SKW07]. We conducted both theoretical and experimental studies to eval-
uate how a hierarchical ontology can enable efficient interactive query construction.
Second, we design a scheme that explores interpretation spaces of keyword queries
incrementally. This scheme can efficiently generate top-k structured queries and op-
timal interaction options. We conducted extensive experiments on Freebase. The
results demonstrate the efficiency of our approach.
The rest of this chapter is organized as follows: Section 5.2 provides a summary
of contributions contained in this chapter. Following that Section 5.3 discusses the
specific background for the query construction over large scale databases. Then,
Section 5.4 provides an overview of the basic concepts of query construction which
were first introduced in Chapter 3 and discusses the advantages and limitations of the
query construction approach introduced in Chapter 3. Then, Section 5.5 presents the
query construction options of FreeQ that overcome some limitations in the previous
work. Following that, Section 5.6 describes scalable algorithms for the query and
option generation over a large scale dataset. Section 5.8 presents the evaluation
results over Freebase. Finally, Section 5.8 discusses the results.
5.2 Summary of FreeQ Contributions
State-of-the-art approaches to schema-based database keyword search described in
Section 2.2.3 such as [SA02, HP02, HGP03, LYMC06, AME07, KKR+06, TZC+06,
LLWZ07, TCRS07, ZWX+07, CBC+09, QYC09] as well as the approach to incremental
query construction proposed in Chapter 3 work well for databases with medium-sized
schemas such as Internet Movie Database [IMD] and Lyrics dataset [LYMC06]. In
contrast, to the best of our knowledge, neither state-of-the-art approaches to schema-
based keyword search in databases nor incremental query construction we proposed
in Chapter 3 can handle databases with very large schemas efficiently.
Scaling incremental query construction on a large scale dataset calls for two main
adaptations: First, state-of-the-art approaches to schema-based database keyword
search (e.g. [SA02, HP02, HGP03, LYMC06]) as well as approaches to incremental
query construction presented in Chapter 3 rely on a completely materialized query
interpretation space. In face of a large scale database, such enumeration of all query
interpretations is not feasible. Therefore, in this chapter we develop scalable algo-
rithms that retrieve the most relevant top-k query interpretations efficiently. Second,
the approach to incremental query construction presented in Chapter 3 used only
partial query interpretations as items for user interactions. As the number of such
partial interpretations grows sharply with an increasing schema size, these interpre-
tations alone cannot guarantee an efficient query construction process over large scale
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datasets. To this extent, in this chapter we propose novel user interaction options
based on ontologies.
In summary, in this chapter we take an important step to interpret keyword queries
and perform iterative query construction over large scale datasets efficiently. To this
extent, we further develop and generalize the approach to interactive query construc-
tion presented in Chapter 3 and make the following contributions:
 First, we proposed a new type of interaction options based on ontologies to
enable scalable interactive query construction, and provide a theoretical justifi-
cation about the effectiveness of these options.
 Then, we developed a scheme to enable incremental exploration of very large
query interpretation spaces to generate top-k structured queries and interaction
options efficiently, without the complete knowledge of the interpretation space.
 Following that, we performed an experimental study on Freebase to verify the
effectiveness and efficiency of the proposed approach.
 To the best of our knowledge, this is the first attempt to enable efficient keyword-
based query construction on such large scale database as Freebase, considering
that most existing work on database keyword search uses only test sets of small
schemas, such as DBLP, IMDB, etc.
Our experiments on Freebase, a large scale dataset containing more than 7,500
tables, have shown that the proposed FreeQ system is effective and efficient in interac-
tive query construction over large scale data. Our results confirmed the effectiveness
of the ontological layer created using the native taxonomy of Freebase. Furthermore,
we have demonstrated that external ontologies, such as the YAGO ontology [SKW07],
can be used to further increase the efficiency of incremental query construction.
5.3 Specific Background
In Chapter 3 we proposed a probabilistic incremental query construction model for
an interactive user interface. In Chapter 4, we further developed the probabilistic
model presented in Chapter 3 and developed methods to provide an overview of
search results available within a database. While these methods are well-suited for
medium-sized schemas, they do not provide a sufficient solution to large scale datasets
with flat schemas, such as the schema of Freebase. This is because these methods
relied only on the database internal statistics and partial query interpretations to
generate query construction options. In large scale databases, such partial query
interpretations are not informative enough to enable efficient reduction of the search
space in the user interaction process. FreeQ presented in this chapter alleviates this
problem by using ontologies, such as the domain hierarchy of Freebase and the YAGO
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ontology [SKW07], in the option generation process. Furthermore, previous work on
keyword query disambiguation and incremental query construction was performed
with an assumption, that it is feasible to completely materialize the entire space of
query interpretations. To this end, we relied on a set of query templates generated
a-priori. In contrast, FreeQ presented in this chapter will relax this assumption and
present the algorithms to incrementally materialize very large query interpretation
spaces and generate the top-k structured queries and query construction options on
the fly over a large scale database.
5.4 Preliminaries of Interactive Query Construc-
tion
A user interface for interactive query construction is presented in Fig. 5.12. The
interface is composed of four parts: (1) an input field for keyword queries, (2) a
query construction panel for presenting the interaction options, (3) a query window
for presenting structured queries, and (4) a result window for query results. Suppose
a user, whose name is Alice, issues a keyword query to the system. The system first
tries to guess Alice’s intent and generates the top-k most likely structured queries in
the query window (3). If one of the top-k structured queries matches Alice’s intent,
she can click on the query to obtain the results (4). If no query in the top-k list (3)
interprets Alice’s intent correctly, she can interact with the query construction panel
(2) to construct the desired structured query. Whenever Alice clicks on an interaction
option, the structured queries in the query window (3) are refined, such that only those
queries complying with Alice’s selection are preserved. Simultaneously, a new set of
query construction options is presented in the query construction panel (2). The
interaction continues until Alice obtains the desired structured query and results.
In this section, we introduce the basic model for enabling such interface for inter-
active query construction. We also elaborate on the challenges posed by large scale
databases.
5.4.1 The Model
We model the schema of a database as a graph.
Definition 5.4.1. A schema graph is a directed graph G = (V,E), where each
vertex v ∈ V represents a relational table and each edge e ∈ E represents a foreign key
relationship. In the graph, each node v is associated with a set of attributes, denoted
by A(v), where the ith attribute is represented by v.ai ∈ A(v). ◻
2 Fig. 5.1 includes the following images: http://de.fotolia.com/id/10056489©ioannis kounadeas
- Fotolia.com; http://de.fotolia.com/id/9974098 ©XYZproject - Fotolia.com
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Figure 5.1 FreeQ User Interface. Its components include: (1) an input field
for keyword queries, (2) a query construction panel, (3) top-k structured
queries, and (4) query results.
We use the number of vertices to represent the size of a schema graph. Using the
schema graph, we can create structured queries.
Definition 5.4.2. Given a schema graph G = (V,E), a structured query is an
edge preserving map G′ = (V ′,E′), such that there is a function L ∶ V ′ → V which
satisfies: for each vertex v′ ∈ V ′ in the structured query, there is a vertex L(v′) ∈ V in
the schema graph such that v′ and L(v′) represent the same relational table, and for
each edge {v′1, v′2} ∈ E′ in the structured query, there is an edge {L(v′1), L(v′2)} ∈ E in
the schema graph.
In addition, each vertex v′ in the structured query can be associated with a number
of predicates. Each predicate is in the form v′.ai op ci, where v′.ai is an attribute of
v′, op is a comparison operator, and ci is a constant. ◻
For instance, given a film database, a query looking for all the actors who have
collaborated with Tom Hanks can be expressed as:
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Q1= {structure:actor1 & acts & film1 & acts & actor2,
predicates:actor1.name = “Tom Hanks”}.
It is worth mentioning that each table in the database occurs only once in the schema
graph. In contrast, each table can occur multiple times in a structured query.
In the process of interactive query construction, users express their informational
needs as keyword queries.
Definition 5.4.3. A keyword query is a bag of terms K = {k1, k2, ..., kn}, where
duplicates are allowed. ◻
In Definition 5.4.3, a term is a normalized class of tokens that is included in the
system’s dictionary. For token normalization, state-of-the-art Information Retrieval
techniques such as case folding and word segmentation can be applied [MRS08].
The main function of FreeQ is to translate a user’s keyword query into the in-
tended structured query. We call such translation a query interpretation. We
say that a query interpretation is complete if this query interpretation contains all
keywords from the initial user query. Otherwise we talk about partial query inter-
pretation. We call the set of all complete query interpretations of a keyword query
K an interpretation space of K.
For instance, keyword query “Tom Hanks Film” can be interpreted to:
Q2={structure:actor & acts & film,
predicates:actor.name = “Tom Hanks”}.
In this interpretation, keywords “Tom Hanks” are mapped to the constant of a pred-
icate, and “Film” is mapped to a table name. The following query is a partial
interpretation of “Tom Hanks Film”, where only “Tom Hanks” is interpreted:
O1 ={structure: actor,
predicates: actor.name = “Tom Hanks”}.
In the process of query construction we interpret user’s keywords and generate
query construction options (QCOs) to assess the meaning of the keywords intended
by the user. We can do that in two ways: First, we can interpret keywords very
specifically as a part of a structured query (as performed in Chapter 3). We refer
to these QCOs as query-based QCOs. For instance, O1 can be used as a QCO,
which indicates that “Tom Hanks” should be interpreted as an actor’s name. Sec-
ond, we can also assess the general meaning of the keywords and interpret them as
a generic concept representing a class of structured queries. For example, we can
interpret “Tom Hanks” as a more generic class person, which is a superclass of actor:
O2 ={structure: person,
predicates: person.name = “Tom Hanks”}.
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To enable efficient user interaction over large database schema, in this chapter we
introduce ontology-based QCOs. In a generic object-relational database, a table can
be regarded as an entity type, and an attribute of the table can be regarded as a
property. Using a hierarchical ontology, a set of entity types can be abstracted into
a superclass, and a set of properties can be abstracted into a super-property. For
instance, entity types painter and musician can be abstracted into artist, and their
properties painting and music can be abstracted into work. Using these superclasses
and super-properties, we can create general QCOs that subsume larger proportions
of a query interpretation space than the query-based QCOs.
Definition 5.4.4. Given a schema graph G = (V,E), we use sv ⊢ v to denote that
sv is a superclass of v ∈ V and se ⊢ e to denote that se is a super-property of e ∈ E.
Superclass and super-properties are partial order relationships. ◻
With the concepts of superclass and super-property, we define ontology-based
query interpretations and ontology-based QCOs.
Definition 5.4.5. Let K = {k1, k2, ..., kn} be a keyword query. Let Q = (V,E) be a
query interpretation of K. Let Qo be isomorphic to Q, where the isomorphism function
is f(.) (that applies to the predicates too). Qo is an ontology-based interpretation
of K, iff f(.) satisfies: (1) for all v ∈ V , f(v) ⊢ v; (2) for all e ∈ E, f(e) ⊢ e; (3)
for all attributes v.ai ∈ A(v) in the predicates, f(v.ai) ⊢ v.ai. We say that Qo is a
super-interpretation of Q. ◻
When we use ontology-based interpretations as QCOs, we call them ontology-
based QCOs. In summary, QCOs generated by our system can be either query-based
or ontology-based QCOs.
Definition 5.4.6. A Query Construction Option (QCO) is a mapping from a
subset K ′ ⊆K of keyword query K to either:
 a structured query Q (a query-based QCO), or
 an ontology-based interpretation of K ′ (an ontology-based QCO). ◻
In the interaction process the user is supposed to select the options that subsume
her intended query interpretation.
Definition 5.4.7. Given a QCO O and a QCO O′, we say that O subsumes O′, if
either:
 O is a subgraph of O′, or
 O is a super-interpretation of O′.
Subsumption relationship is transitive, i.e. if O subsumes O′ and O′ subsumes
O′′, then O subsumes O′′. ◻
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Certainly, as O1 is a subgraph of the interpretation Q2, O1 subsumes Q2. O2 is an
ontological interpretation of “Tom Hanks”, and it is a super-interpretation of O1.
As subsumption relationship is transitive, both O2 and O1 subsume Q2, which is a
complete interpretation of the query “Tom Hanks Film”.
With the above concepts, the conceptual process of interactive query construction
can be modeled as follows:
0. Given a database whose schema is G = (V,E), a user issues a keyword query
K = {k1, k2, ..., kn}.
1. Initialization: Let ζ be an interpretation space of K based on G.
2. Top-k Generation: The system retrieves the top-k interpretations from ζ,
and presents them to the user. If the user finds the intended interpretation in
the top-k, the query construction process terminates. Otherwise, the process
continues with Step 3.
3. QCO Generation: The system generates a QCO O and lets the user decide
whether O subsumes the intended interpretation of K.
4. Post Interaction: If the user indicates that O is true, then the system removes
all the interpretations that cannot be subsumed by O from ζ. Otherwise, the
system removes all the interpretations subsumed by O from ζ. Go back to
Step 2.
Each iteration of the process requires one round of interaction with the user. As
the interaction goes on, the interpretation space ζ keep shrinking. Because ζ is finite,
the process guarantees to terminate at a certain point. Nevertheless, we would like the
process to be short, so that users can obtain desired information as early as possible.
The efficiency of query construction can be measured naturally by the number of
iterations of the process. We call this measure interaction cost.
Definition 5.4.8. Given a process of interactive query construction, its interaction
cost is the number of iterations it has been executed, which is equivalent to the number
of QCOs evaluated by the user. ◻
As shown in Figure 5.1, it is possible and probably more efficient to present mul-
tiple QCOs to a user simultaneously, so that the user can select the first correct QCO
from the list. According to Chapter 3, such multi-option interface can be induced
from a single-option interface, where the user decides on one option at a time. For
simplicity of our analysis, we stick to the single-option interface for the rest of the
chapter.
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5.4.2 Limitations of the Existing Approaches
When a database, and especially its schema graph, becomes big, it is difficult for the
existing approaches to incremental query construction to realize an efficient query
construction process. This is due to the following two issues:
Problem 5.1. Inefficient query-based QCOs:
To minimize the interaction cost, the query construction process needs to shrink
the query interpretation space quickly. In other words, the evaluation of each QCO
should be able to remove a significant proportion of the interpretation space. There-
fore, we desire the proportion of query interpretations subsumed by each QCO to fall
in a certain range. This proportion should not be too small, as in this case the denial
of a QCO could not reduce the interpretation space effectively. It should not be too
big either, as in this case the acceptance of a QCO could not reduce the interpretation
space effectively.
When the schema graph is big, a keyword can have a large number of occur-
rences spread across the database, resulting in a vast number of partial interpretations
(query-based QCOs). The proportion of the interpretation space subsumed by each
query-based QCO will be very small. As a result, query construction processes using
only query-based QCOs, such as the one described in Chapter 3, cannot be efficient
in face of a very large schema. Apart from query-based QCOs, we need more general
QCOs to enable efficient query construction.
Problem 5.2. Very large query interpretation spaces:
When the schema graph becomes big, it is no longer feasible to materialize the
interpretation space of a complex keyword query entirely. On the one hand, with an
increasing size of a schema graph, the number of its subgraphs grows very sharply. On
the other hand, the occurrences of keywords are more numerous in a larger database.
As a result, the number of the possible interpretations of a keyword query can be
very big for a large scale database.
The approach to interactive query construction presented in Chapter 3, and
approaches to schema-based database keyword search [SA02], [HP02], [LYMC06],
[LLWZ07] rely on an entirely materialized query interpretation space. To facilitate
generation of query interpretations, in Chapter 3 we utilized pre-generated query
templates. This approach can hardly work with a big schema, as it is infeasible to
pre-generate all of the possible query templates. Therefore, we need a new mechanism
which can enable efficient identification of good QCOs and top-k query interpreta-
tions, without the prior knowledge of the entire interpretation space.
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5.5 Efficiency of QCOs
As pointed out by Problem 5.1 in Section 5.4.2, to minimize the interaction cost, the
QCOs presented to the user need to shrink the query interpretation space quickly.
In a large scale database, each single keyword can have numerous occurrences. As
a result, the query-based QCOs utilized by the approach described in Chapter 3 be-
come inefficient in reducing interpretation spaces. In this chapter, we introduce novel
ontology-based QCOs. An ontology-based QCO can subsume a wider proportion of
an interpretation space, such that it is usually more efficient than a query-based QCO.
Intuitively, if the user provides feedback on an ontology-based QCO, we get an im-
plicit user’s feedback on multiple query-based QCOs subsumed by this QCO within
a single user interaction. Thus a query construction process using ontology-based
QCOs requires less steps. In this section, we consider the efficiency of ontology-based
QCOs from the perspective of information theory.
5.5.1 Generation of Ontology-Based QCOs
Ontology-based QCOs can be created based on a hierarchical ontology or taxonomy.
In order to create ontology-based QCOs, we need an ontology on top of the database
schema, which defines superclasses and super-properties. This ontology can be a
manually defined one, such as the domain hierarchy of Freebase. Alternatively, we
can utilize external ontologies, such as e.g. WordNet [Fel98], and YAGO [SKW07],
by mapping the elements of the database schema to the concepts in these ontologies.
In this case state-of-the-art schema matching techniques (see [RB01]) can be used.
We present our mapping of YAGO and Freebase later in Chapter 6.
With ontology-based QCOs, we can enable more efficient query construction, espe-
cially when confronted with a big database schema. To illustrate a query construction
process using ontology-based QCOs, we consider the query “Emperor Album”, which
intends to retrieve the albums of the artist Emperor from Freebase. To create the
ontology-based QCOs, we make use of the domain hierarchy of Freebase. This hierar-
chy groups together Freebase tables such as artist, album, and monarch in the domains
e.g. music and royalty, and further organizes these domains into the categories such
as Arts & Entertainment and Society.
For this particular query, if we use only query-based QCOs (as performed in
Chapter 3), our system requires a user to interact with 74 QCOs to identify the
intended interpretation. Using ontology-based QCOs, the user only needs to interact
with the 10 QCOs listed in Table 5.1. The keyword “album” is not very ambiguous, as
it occurs mostly in the domain of music. To disambiguate this keyword, FreeQ does
not utilize any ontology-based QCOs. In contrast, the keyword “emperor” is very
ambiguous. “Emperor” occurs in 221 attributes of Freebase, which are spread across
multiple categories and domains. To disambiguate “emperor”, it is much faster if we
use ontology-based QCOs. With ontology-based QCOs, we manage to first restrict
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QCOs (bold ones are ontology-based QCOs) User’s
feedback
Table artist (domain music): “album” ×
Table release (domain music): “album” ×
Table recording contribution (domain music): “album” ×
Table album (domain music): “album” ✓
Domain royalty (Category Society): “emperor” ×
Category Arts & Entertainment : “emperor” ✓
Domain fictional universe (Arts & Ent.): “emperor” ×
Domain opera (Arts & Ent.): “emperor” ×
Domain media common (Arts & Ent.): “emperor” ×
Query: album & artist “emperor” ⊂ artist.name ✓
Table 5.1 A Query Construction Example for the Query “Emperor Album”
using Ontology-based QCOs
the meaning of “emperor” to the category of Arts & Entertainment. Within this
category, the exact meaning of “emperor” can be identified easily.
In what follows, we analyze how ontology-based QCOs achieve such efficiency.
5.5.2 A Measure of QCO Efficiency
As depicted in Section 5.4.2, in each round of interactive query construction, FreeQ
needs to select one QCO to present to the user. For a keyword query, there is usually
a large number of available QCOs. In principle, FreeQ should always select the most
efficient QCO that can minimize the final interaction cost. The efficiency of a QCO
can be quantified using the information theory.
Let ζ denote the interpretation space of a keyword query K. Then, the uncertainty
of K’s interpretation can be measured by the entropy H(ζ), which can be computed
as:
H(ζ) = −∑
I∈ζ P (I) × log2P (I), (5.1)
where P (I) denotes the probability that the interpretation I is the interpretation
intended by the user.
The process of query construction is the process of reducing the uncertainty of
K’s interpretation. After one round of interaction with the user, FreeQ obtains the
knowledge of one QCO, say O. Then, the uncertainty is reduced to H(ζ ∣O), i.e., the
conditional entropy of ζ given O. The difference between H(ζ) and H(ζ ∣O) is known
as the expected information gain provided by O, denoted by:
IG(O) =H(ζ) −H(ζ ∣O). (5.2)
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To minimize the interaction cost, we need maximize the information gain of each QCO
presented to the user. Obviously, the knowledge about ζ contains the knowledge of
any O. In other words, the information gain provided by O is exactly the entropy of
O. Therefore, we have:
IG(O) =H(ζ) −H(ζ ∣O) =H(O). (5.3)
In turn, the entropy of O can be calculated as:
H(O) = −P (O)log2P (O) − P (¬O)log2P (¬O), (5.4)
where P (O) is the probability that O is accepted by the user. Let ζ(O) denote the
complete set of query interpretations subsumed by O. Then, P (O) can be computed
as:
P (O) = ∑
I∈ζ(O)P (I). (5.5)
To summarize, the efficiency of a QCO can be measured by its entropy. Therefore,
FreeQ is supposed to select the QCO with the highest entropy in each round of user
interaction.
5.5.3 Effects of Ontology-based QCOs
As discussed in Section 5.5.2, to achieve fast query construction, in each round of
interaction, FreeQ is supposed to present the user with an efficient QCO, i.e., a QCO
whose entropy is sufficiently high. The question is whether such QCOs would be
available. To answer this question, we first propose the following measure to quantify
the efficiency of an entire query construction process.
Definition 5.5.1. During an interactive query construction process, if we can ensure
with a high probability that the entropy of each QCO presented to the user is larger
than  (0 <  ≤ 1), we say that the query construction process is -efficient.
According to Definition 5.5.1, to minimize the interaction cost, we should max-
imize the lower bound () of the efficiency of the QCOs presented to the user. We
can show that query-based QCOs alone, i.e. the QCOs used in Chapter 3, cannot
guarantee a lower bound. In contrast, if we have an ontology with a sufficient num-
ber of concepts of diverse generality, by using ontology-based QCOs, we can achieve
-efficient query construction with a good lower bound.
To simplify our analysis, we assume: (1) the number of possible interpretations
of a keyword grows linearly with the size of the schema graph; (2) the number of the
possible interpretations of an entire keyword query increases polynomially; (3) all the
complete query interpretations are equally probable.
Let the size of the schema be x. According to (1), the number of partial interpre-
tations (i.e. query-based QCOs) for a keyword can be expressed as α×x, where α is a
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(a) Entropy of QCO (b) Interaction Cost
Figure 5.2 Efficiency of QCO and Interaction Cost vs. Schema Size.
constant. Then the entropy of a query-based QCO for each keyword will be H( 1α×x),
which can be plotted as the solid curve in Figure 5.2a. We can see that when the
database schema grows, the efficiency of each query-based QCO will decrease. This
efficiency can drop to a very small value when the database schema is big.
According to (2), the size of an interpretation space can be modeled as β × xγ,
where β and γ are constants. Based on (3), the most efficient query-based QCO
will be an interpretation for a single keyword, whose entropy can be modeled as:
H( 1α×x). Therefore, the average interaction cost can be calculated as the entropy
of the whole interpretation space divided by the maximum entropy of an QCO, i.e.
log2(β × xγ)/H( 1α×x), which can be plotted as the solid curve in Figure 5.2b. As we
can see, if we use only query-based QCOs, the interaction cost can increase quickly
with the size of the database schema.
In contrast, if we can achieve a 0.7-efficient query construction process, that is,
the entropy of each QCO be no less than 0.7 (as illustrated by the dashed line in Fig-
ure 5.2a), the growth of the interaction cost can be significantly reduced (as illustrated
by the dashed line in Figure 5.2b). This is achievable, if we utilize ontology-based
QCOs.
The concepts in an ontology normally have a variety of generality. There are
very specific concepts that can subsume small sets of entity types, such as artist
and book. There are also very general concepts that can subsume larger proportions
of entity types, such as person and artifact. As a result, no matter how big the query
interpretation space is, it is always possible to find suitable concepts to form QCOs
that can subsume a certain proportion of the interpretation space that would yield
big entropies. As a simple analysis, we assume that the probability of a random
ontology-based QCO is a random value between 0 and 1. Then, within the set of N
ontology-based QCOs, the probability that we can find a QCO whose entropy is large
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than  is:
P∃o∶H(o)> = 1 − (H−1()
0.5
)N , (5.6)
where H−1() is the inverse function of the binary entropy. In this function, no matter
how big  is, we can always find a big enough N , such that the resulting probability
is close to 1. (As N is an exponent in the formula, it normally does not need to
be very big.) In other words, as long as there is a rich ontology with a sufficient
number of concepts of diverse generality, we can achieve -efficiency for interactive
query construction.
5.6 Generation of Structured Queries
To perform query construction, FreeQ is required to quickly generate the most efficient
QCOs and the most probable complete query interpretations. As mentioned in Prob-
lem 5.2, Section 5.4.2, the existing approaches to interactive query construction and
schema-based database keyword search in general require a complete materialization
of the query interpretation space [SA02], [HP02], [LYMC06], [LLWZ07], [DZNonb].
For a large scale dataset, the interpretation space of a keyword query is usually very
big, such that it is no longer feasible to materialize this space entirely. To this end, we
develop new algorithms that can generate top-k most probable query interpretations
and QCOs without the knowledge of the entire interpretation space.
5.6.1 Query Hierarchy for the QCOs Generation
To enable efficient generation of QCOs and query interpretations, we organize the
QCOs of a keyword query in a query hierarchy based on their subsumption relation-
ships. Using the query hierarchy, we can materialize the interpretation space of a
keyword query step-by-step by following the subsumption relationships of the QCOs.
During the progress of the materialization, a lot of QCOs and interpretations can be
eliminated based on the information provided by user interactions. Such progressive
materialization is much less costly than the generation of an entire interpretation
space.
Figure 5.3 illustrates a query hierarchy, in which the arrows represent reversed
subsumption relationships. The more general the QCOs, the lower their positions
in the query hierarchy. The most general QCOs are the single-node QCOs, i.e. the
QCOs involving only one entity type such as O2, O1, and O3. These QCOs are located
at the bottom of the hierarchy. The top level of the query hierarchy consists of the
complete query interpretations (e.g. Q3, and Q4), which constitute the interpretation
space of a keyword query. The entire query hierarchy looks like an upside-down
trapezoid, as there are much more complete query interpretations than single-node
QCOs.
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Figure 5.3 An Example of a Query Hierarchy using Query-based and
Ontology-based QCOs for the Query “Tom Hanks Terminal” (the arrows
represent reversed subsumption relationships, e.g. O2 subsumes O1).
As mentioned previously, it is infeasible to instantiate the complete query hier-
archy at the query time. Given a big schema, the top levels of the query hierarchy
can even be too big to be accommodated in the main memory. Therefore, FreeQ
chooses to instantiate the query hierarchy incrementally throughout the process of
query construction. The query construction process of FreeQ conforms to the generic
process defined in Section 5.4.1, except that it does not materialize the entire query
interpretation space. This process works as follows:
 1. Initialization: Upon receiving a keyword query, FreeQ identifies database
attributes and schema elements containing keyword occurrences using an in-
verted index. Based on the keyword occurrences and an ontology, it generates
the most general QCOs. As a result, the bottom of the query hierarchy is in-
stantiated. As the bottom of the query hierarchy is small, its instantiation does
not incur much cost.
 2. Top-k Generation: To generate the top-k complete query interpretations,
FreeQ performs a depth first traversal (DFS) of the query hierarchy from
the bottom up. All the QCOs and interpretations encountered during the DFS
are instantiated. DFS enables FreeQ to reach the top of the query hierarchy by
instantiating the minimal number of QCOs. The first k complete interpretations
encountered by the DFS are presented to the user as the top-k interpretations.
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 3. QCO Generation: FreeQ evaluates the QCOs in the instantiated part of
the query hierarchy and selects the QCO with the highest entropy. This QCO
is presented to the user.
 4. Post Interaction: After the user provides feedback on the QCO, FreeQ
truncates the query hierarchy according to the user’s selection. If the user
has denied the QCO, all the QCOs or query interpretations subsumed by the
denied QCO are removed from the query hierarchy. If the user has accepted
a QCO, only the QCOs and interpretations subsumed by the accepted QCO
are preserved. After the truncation, the query hierarchy becomes smaller. If
the size of the instantiated part of the hierarchy falls below a threshold, FreeQ
perform a breadth first traversal (BFS) of the query hierarchy (from the
bottom up), during which more QCOs are instantiated. The BFS stops as the
size of the instantiated part reaches a predefined upper bound.
As we can see, as the process of the interactive query construction goes on, the
instantiated part of the query hierarchy remains stable in size. On the one hand, this
part is truncated as the user reveals more information in the interaction process. On
the other hand, the instantiated part is continuously expanded by the BFS and DFS
to ensure that its size is sufficient to generate efficient QCOs and high quality top-k
interpretations.
5.6.2 Efficient Hierarchy Traversal
Breadth first traversal (BFS) and depth first traversal (DFS) are the two basic ap-
proaches FreeQ employs to explore a query hierarchy. To make interactive query
construction smooth to the user, it is important to ensure the efficiency of BFS and
DFS. Both BFS and DFS traverse the query hierarchy by following the subsumption
relationships. Each traversal step expands a QCO to one of the QCOs it subsumes,
e.g. expanding O2 to O1, or O1 to Q3 in Figure 5.3. Therefore, it is crucial to make
the QCO expansion efficient.
In principle, a QCO can be expanded in two different ways. The first type of
QCO expansion is to replace an entity type or a property of the QCO with its
subclass or sub-property. Such expansion does not add any additional keywords to
the QCO. For example, the expansion of O2 to O1 in Figure 5.3 belongs to the first
type. This type of expansion requires only the knowledge of the ontology structure.
Once we have indexed the ontology, such that its subclasses or sub-properties can be
retrieved quickly, this type of expansion will be very efficient. The second type of
QCO expansion is to find the paths in the schema graph to connect a QCO and
an additional keyword occurrence. For instance, to expand O1 to Q3 in Figure 5.3,
we need to identify the path “actor & acts & film” to connect O1 and the keyword
occurrence film.title ∶ terminal.
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To identify the paths for connecting a QCO with a keyword occurrence efficiently,
a common approach is bi-directional search. Basically, this search starts from both
the QCO and the keyword occurrence, and conducts breadth first search on the
schema graph for connecting paths. As such bi-directional search will be repeated
frequently during the query construction process, a recurring traversal of the schema
graph can be very inefficient. To this extent, FreeQ pre-indexes all the paths in the
schema graph starting with any keyword occurrence. The index is constructed at the
beginning of the query construction, as the user issues a keyword query. To ensure
scalability of the indexing, we restrict the maximal size of the structured queries that
can be constructed by FreeQ. The maximal path length can be induced from this
restriction. As bi-directional search is used, the length of the paths being indexed
does not need to exceed a half of the maximum path length.
To maximize the quality of the top-k query interpretations and QCOs generated
by FreeQ, we always start the expansion with the QCOs that are most likely to be
intended by the user. This applies to both DFS and BFS. As a result, the top-k
interpretations generated by DFS will be more likely to meet the user’s requirements,
and the QCOs instantiated by BFS will be more likely to have high entropy. To ensure
a short response time of FreeQ, we also enforce a time limit on both BFS and DFS.
That is, we stop BFS and DFS once the time limit has been reached, even though the
top-k interpretations may have not been completely generated, or the number of the
instantiated QCOs has not yet reached a predefined upper bound. We demonstrate
through the experiments that the resulting hierarchy traversal procedure is effective
and efficient.
The algorithms of the BFS and DFS are presented in Algorithm 5.1 and Algo-
rithm 5.2 respectively.
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Algorithm 5.1: A BFS Algorithm for the Hierarchy Expansion
input : topLevelQ: the upper frontier of the hierarchy
timeLimit: time limit for option generation
queue: the priority queue
acceptedOptions: QCOs accepted by the user
deniedOptions: QCOs denied by the user
output: resultQCO: a new set of QCOs
begin
//add the QCOs to the priority queue
queue.add(topLevelQ);
//go through the queries in the queue
priorityQueueLoop: while
!queue.isEmpty() AND checkT ime(timeLimit) do
//take the next QCO from the queue
QCO = queue.poll();
pathList: while QCO.hasMorePaths() do
// check the time limit
if !checkTime(timeLimit) then




// mark the path as explored path.markExplored();
if !isValid(path, acceptedOptions, deniedOptions) then
continue pathList;
// create a new query construction option
QCOnew = QCO.addPath(path);
resultQCO.add(QCOnew);
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Algorithm 5.2: A DFS Algorithm for top-k Query Generation
input : topLevelQ: the upper frontier of the hierarchy
timeLimit: time limit for option generation
acceptedOptions: QCOs accepted by the user
deniedOptions: QCOs denied by the user
k: number of queries to be generated
output: resultTopK: a new set of top-k queries
begin
//rank the QCOs according to their probability
rank(topLevelQ);
//add QCOs to the DFS stack
stack.addAll(topLevelQ);
list: while !stack.isEmpty() AND resultTopK.size() < k do
if !checkT ime(timeLimit) then
return resultTopK;
// take the next option
query = stack.pop();
path = query.getNextPath();




if !isValid(path, acceptedOptions, deniedOptions) then
continue list;
// create a new query
querynew = query.addPath(path);
if checkComplete(querynew) then
// query already contains all user keywords
resultTopK.add(querynew);
else
// push query to the stack for expansion
stack.push(querynew);
return resultTopK;
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5.6.3 Probability Estimation
The QCOs in the query hierarchy are all the candidates to be presented to the user.
According to Section 5.5.2, the most efficient QCO is the QCO with the maximum
entropy. To identify this QCO, we need to estimate the probabilities of the QCOs.
These probabilities cannot be computed by Equation 5.5, as we do not have the entire
interpretation space materialized. Instead, we choose the frontier of the instantiated
part of the query hierarchy (i.e., the most specific query-based QCOs that have been
materialized so far), and treat all the QCOs in the frontier as samples. For each sample
s, we compare this sample against each candidate QCO, say o. The comparison can
end up with one of the following conclusions: (1) o subsumes s; (2) s conflicts with
o (e.g. one keyword is being interpreted into two different meanings); (3) none of
the above. If the conclusion is (3), s does not provide any helpful information. With
(1) or (2), we can know that either ζ(s) ⊂ ζ(o), or ζ(s) ∩ ζ(o) = ∅, respectively. By
applying the maximum likelihood principle, we can estimate the probability P (o)
using P (s), that is,
P (o) = ∑ζ(s)⊂ζ(o)P (s)∑ζ(s)⊂ζ(o)P (s) +∑ζ(s)∩ζ(o)=∅P (s) . (5.7)
With P (o), we can obtain the entropy of o based on Equation 5.5. Therefore, the
problem of finding the QCO with the maximum entropy is reduced to the estimation
of the probabilities of (partial) query interpretations P (s). FreeQ applies the proba-
bilistic model introduced previously in Chapter 3, and further developed in Chapter 4
to estimate these probabilities.
5.7 Experimental Evaluation
We have implemented FreeQ, an interactive query construction system based on the
mechanisms proposed in this chapter. To evaluate the performance of FreeQ, we
conducted extensive experiments. Our experiments include two parts. First, we
evaluated the impact of ontology-based QCOs on the efficiency of query construction
processes. Then, we evaluated the time efficiency of the proposed algorithms in
handling large scale databases.
5.7.1 Experiment Setup
Our experiments were performed on a Freebase dataset downloaded in June 2011
[Goo11]. This dataset contains approximately 7,500 tables with more than 20 million
entities in about 100 domains. We imported the dataset into a MySQL database and
indexed the data and the schema using Apache Solr3. FreeQ was implemented as a
3https://lucene.apache.org/solr
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client-server Java application. For our experiments, we used two cores and 10GB of
memory on a server, which was equipped with 8x Quad-Core AMD Opteron 2.7GHz
processors and 256GB of memory.
Our query set was based on the user-defined views of Freebase. Freebase allows
users to create views using a dedicated query language called MQL. Each of the
views is given a descriptive title in a natural language. Some examples of the view
titles are: “Lionel Richie discography”, “Directing Award: U.S. Dramatic - Winning
Films”, and “TV Celebrities on Twitter”. For evaluation, we can regard the title of
each view as a keyword query and the MQL definition of the view as the structural
interpretation. Then we can study how FreeQ can assist users to construct the struc-
tural interpretation from the keyword query. The ground truth is a plausible mapping
between the keyword query and the structural interpretation and can be automati-
cally established through a projection program. For our experiments, we randomly
selected a set of 615 keyword queries (views). The number of keywords in each query
ranges from 1 to 8 keywords. The structural interpretations of the keyword queries
are of different complexity. We measure the complexity of an interpretation by the
number of keyword nodes it contains. (A keyword node is a table containing at least
one keyword occurrence.) The complexity of the queries in our query log ranges from
1 to 3. Table 5.2 presents the average complexity of queries with different number
of keywords. As we can observe, the relatively complex queries mostly contain 3-5
keywords.
#Keywords Avg. #nodes Examples of keyword queries
1 1.00 location, book, event, disease, election
2 1.43 emperor album, hockey team, alpine skier
3 1.92 artist lived vancouver, founding figure kagyu
4 2.40 olympic athletes table tennis
5 2.11 canada hockey 2010 winter olympics
6 1.48 2011 san francisco international film festival
7 1.29 fictional character created by edgar allan poe
8 1.13 school type university of puerto rico at ponce
Table 5.2 Complexity of Keyword Queries
5.7.2 Effectiveness of Ontology-based QCOs
Our first set of experiments was intended to evaluate the effectiveness of the ontology-
based QCOs. For each query in our query set, its correct interpretation is already
known. Thus, the correctness of each QCO generated by FreeQ can be determined
without any user intervention. In our experiments, we let the computer simulate a
user and interact with FreeQ automatically.
To evaluate the effectiveness of the ontology-based QCOs, we ran the experiments
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in a number of scenarios, in which different ontologies were used. The ontologies are
of different size and complexity, as summarized in Table 5.3. NoOntology represents
the baseline approach presented in Chapter 3, where no ontology is used. Freebase
represents the ontology based on the domains and categories given in the Freebase
website. YAGO represents an external ontology known as YAGO. We associated each
table of Freebase with a suitable YAGO category by applying instance-based schema
matching techniques [RB01]. We describe the mapping in Chapter 6 in more detail.
Notation Description Size
NoOntology no ontology is used, representing the baseline
approach in Chapter 3
zero
Freebase the ontology of Freebase, consisting of do-
mains and categories
medium
YAGO an external ontology YAGO big
Table 5.3 Ontologies of Different Size
In the experiments, we measured the interaction cost of query construction for the
queries with different complexity in different scenarios. According to Definition 5.4.8,
interaction cost is the number of the QCOs a user needs to evaluate to construct a
structured query. The results for the 615 test queries are presented in Figure 5.4a.
Figure 5.4a presents the mean and the standard deviation of the interaction cost,
with respect to query complexity (the number of keyword nodes) and number of query
terms. As we can see, compared to the baseline NoOntology approach, the interaction
cost can be significantly reduced by using the ontology-based QCOs. With a larger on-
tology, such as YAGO, the interaction cost tends to be smaller. For example, a 2-node
query “ami suzuki album” requires 38 QCOs with NoOntology, 19 QCOs with Free-
base, and 10 QCOs with YAGO. The benefits of the ontology-based QCOs become
stronger with an increasing number of keyword nodes in the structural interpretation
too. As we can observe, the majority of the 1-node queries, such as “university” and
“football game”, can still be efficiently answered in the baseline NoOntology scenario,
where an average cost amounts to 3. With the more complex 2-node, and 3-node
queries, such as “don shirley album”, “film performance tom everett”, and “location
leonardo da vinci lived”, the interaction cost of NoOntology goes up quickly to about
30 and can occasionally exceed 70. By applying the ontology-based QCOs, this cost
can be limited to a much smaller range. For example, the average cost for 2-node
queries in the YAGO scenario is around 10. In addition, we can observe that the
interaction cost tends to increase with the number of keywords, while this trend may
not hold in all the cases. This is because a longer keyword query does not necessarily
imply the more complex structural interpretation (see Table 5.2).
To evaluate the effectiveness of interactive query construction in general, we also
compared the interaction cost of query construction against that of query ranking. To

























































































FreeQ Construction, No Ontology
(b) Interaction Cost of Ranking vs. Query Construction
Figure 5.4 Interaction Cost of Query Construction over Freebase.
this end, we generated the top-500 interpretations using the DFS algorithm of FreeQ.
We ranked these interpretations using two ranking functions proposed recently: the
ranking function of FreeQ described in Chapter 3, and SQAK [TL08]. The inter-
action cost of ranking corresponds to the number of interpretations a user needs to
evaluate before the intended interpretation is identified, which is exactly the rank of
the intended interpretation. If the intended interpretation was not contained within
the top-500, we set its rank to 500. Figure 5.4b presents the results.
As we can observe, the interaction cost of both ranking and construction for the
simplest queries (with 1-2 keywords or 1 keyword node) is acceptable. For the keyword
queries that are relatively complex, ranking become ineffective. This is because the
query interpretation space on Freebase is too big, such that there can always be a
large number of non-intended interpretations that receive good ranks.








































































































(b) Mean Interaction Response Time, ms
Figure 5.5 Response Time of Query Construction over Freebase.
5.7.3 Performance of the System
Existing schema-based approaches to keyword search and interactive query construc-
tion in databases typically rely on the completely materialized interpretation space of
a keyword query [SA02, HP02, DZNonb]. We have tried to run a number of existing
algorithms, including [HP02], and our initial algorithm presented in Chapter 3 on
Freebase. However, as the schema of Freebase is much bigger than the schemas these
algorithms were designed for, they could not finish in a reasonable time. In contrast,
the BFS and DFS approach allows FreeQ to explore the query interpretation space
smartly. Thus it can achieve reasonable response time on a large scale dataset.
To assess the time efficiency of FreeQ, we measured its response time in two phases:
(1) The initial response time when a user submits a query, and (2) the interaction
response time when a user interacts with the query construction panel.
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When a user issues a keyword query, FreeQ will perform a series of pre-processing,
including the identification of the keyword occurrences in an inverted index and the
creation of a bi-directional index for performing BFS and DFS expansions. The mean
and the standard deviation of the initial response time for our query set are shown in
Figure 5.5a. As we can see, the mean initialization time stays around 1 second, and
its maximum does not exceed 2 seconds. With an increasing number of keywords,
the initial response time increases slowly. This is because the time required for the
identification of keyword occurrences in an inverted index increases with the number
of query terms. This index access time ranges from 70 to 700ms for our query set. We
can also see that the initialization time does not increase with the increasing query
complexity. As presented in Table 5.2, a more complex query does not necessarily
contain more query terms. The time required for the creation of a bi-directional
index for DFS and BFS ranges from 360 to 460ms for our query set. This time
mainly depends on the size and the complexity of the schema graph rather than the
complexity of queries. We can also observe that the use of different ontologies has
limited impact on the initial response time.
We also measured the interaction response time, i.e. the time required by FreeQ
to present a new set of QCOs and top-k structured queries after each user interaction.
This time comprises the time consumed by the BFS and DFS algorithms and the QCO
selection. Figure 5.5b presents the results. As we can observe, the interaction response
time of FreeQ varies from 1 to 130ms, meaning that in most cases the user would
feel that the system is reacting instantaneously [Nie93]. The interaction response
time increases with an increasing query complexity. This is expected. As more
keywords imply a larger query hierarchy and more QCOs to evaluate, the BFS and
DFS algorithms and the process of QCO selection will all be more time consuming.
Nevertheless, this increase does not appear steep in the results. Moreover, a larger
ontology seems to incur higher interaction time too. This is because a larger ontology
enables FreeQ to generate more QCOs to evaluate.
In summary, the interaction response time of our system is always below one
second. Its initialization time stays within one second most of the time, except for
some long queries, whose initialization time can take up to 2 seconds. While further
optimization can be conducted, such performance can already ensure that the user’s
flow of thought stays uninterrupted [Nie93].
5.8 Discussion
While approaches to incremental query construction and search result diversification
presented in the previous chapters of this thesis work well for databases with small
and medium-sized schemas such as IMDB and Lyrics, these approaches require further
adaptation to handle large scale datasets efficiently. In this chapter, we considered
Problem 3 presented in Chapter 1 of scaling interactive query construction on a very
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large multi-domain dataset containing thousands of tables. To achieve this goal, in
this chapter we further developed the approach of incremental query construction
presented in Chapter 3 taking into account scalability aspects.
Firstly, we analyzed the efficiency of the query construction options in face of
a large scale dataset. We found that although the query-based QCOs proposed in
Chapter 3 enable an efficient query construction over medium-sized datasets such
as IMDB and Lyrics, they alone are not sufficient for a large scale dataset, such
as Freebase. Therefore, in this chapter we extended the query hierarchy proposed
in Chapter 3 with a novel ontological layer. The QCOs in the ontological layer
summarize the database schema and group together keyword occurrences in different
database tables. Using ontology, we can create highly informative QCOs and reduce
the user interaction cost in a query construction process over large scale datasets
significantly.
Secondly, in the query construction approach in Chapter 3, we assumed that
it is feasible to materialize the entire query interpretation space efficiently. This
assumption is typically applied in the state-of-the-art approaches to schema-based
database keyword search (e.g. [SA02, HP02, HGP03, LYMC06]) that normally operate
on small and medium-sized schemas. Therefore, in our approach in Chapter 3, we
employed a set of pre-generated query templates to generate query interpretations.
While this assumption holds for medium-sized datasets such as IMDB and Lyrics, it
is not applicable to the datasets with large schemas. In this chapter we extended our
approach to query construction with a set of algorithms that incrementally explore
interpretation spaces of keyword queries over large scale data. Using these algorithms
we can generate the top-k query interpretations and QCOs in the query hierarchy for
a large scale database efficiently.
To the best of our knowledge, FreeQ is the first system that enables efficient
schema-based keyword search and incremental query construction over large scale
datasets. Our experiments have shown that the proposed FreeQ system, which builds
upon the work in the previous chapters of this thesis, is effective and efficient for
interactive query construction over large scale datasets. Our evaluation results have
confirmed the effectiveness of the ontological layer, which we added to the query hi-
erarchy first proposed in Chapter 3, for the complex queries over large scale data.
In order to create this ontological layer we made use of different ontologies. Firstly,
we created an ontological layer using the native taxonomy of Freebase. Secondly, in
our experiments we have demonstrated that external ontologies, such as the YAGO
ontology, can be used to further increase the effectiveness of incremental query con-
struction. This is especially important in order to enable portability of the FreeQ
system to the databases without predefined ontologies.

6
Combining a Large Scale Database with an
Ontology
6.1 Introduction and Motivation
In Chapter 5, we considered the problem of efficient incremental query construction
over a large scale dataset such as Freebase. At the time of writing, Freebase [BEP+08]
contains about 22 million entities and more than 350 million facts in more than 100
domains. The users of Freebase can collaboratively create, structure and maintain
database content over an open platform. In addition, automatic imports from the
external data sources such as Wikipedia [Wik], MusicBrainz [Mus], and others enable
further growth of the data size. Internally, Freebase data is organized as a relational
database with more than 7,500 tables, mostly containing textual data.
Given the scale of Freebase, it becomes crucial to provide effective and effi-
cient structures that give users a quick and informative overview of the data avail-
able and provide a backbone for the wide variety of applications such incremental
query construction over large scale data discussed in Chapter 5, as well as Linked
Data [BHBL09], database schema summarization [YJ06], question answering [ATS+11],
and many others. Using these applications users who are not familiar with an internal
database schema can efficiently narrow down the search space and retrieve the desired
data quickly and accurately.
Ontologies are typically used for organizing large scale information and knowledge
in a wide variety of domains. In Chapter 5, we proposed creation of an ontological
layer at the top of a large scale database schema in order to organize the data in rich
semantic categories and enable scalable and efficient incremental query construction.
The YAGO ontology [SKW07] is a lexical resource that contains facts, their relations,
and categories automatically extracted from Wikipedia. YAGO unifies the extracted
Wikipedia categories with the concepts of the WordNet thesaurus [Fel98] and arranges
these concepts into a taxonomic hierarchy. Among other ontologies, YAGO is a
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natural choice for organizing Freebase data, as both YAGO and Freebase share a
large number of instances originating from Wikipedia.
Figure 6.1 exemplifies the concepts of the Freebase and YAGO hierarchies. For ex-
ample, in YAGO an instance Stephen King is associated with the leaf concepts “Amer-
ican Novelist”, “Writers from Maine”, and “People from Country Dublin” which are
the sub-concepts of “Writer”, “Communicator”, “Person”, and “Entity”. In Free-
base, the same instance Stephen King is found in the table “Author” located in
the “Books” domain that is further categorized in the “Arts & Entertainment” top-
level domain of Freebase.
Figure 6.1 Examples of YAGO and Freebase Concepts.
In this chapter, we focus on the Problem 4 of enrichment of a large scale database
with the semantic categories at the example of Freebase and YAGO. Our contribu-
tions are as follows: First, we analyze the initial structure of the large scale YAGO
hierarchy which contains more than 360,000 categories. Second, we provide a match-
ing algorithm, which identifies the most suitable YAGO category for every entity
table of Freebase. Third, we compare the structure of the sub-hierarchy of YAGO
that is relevant for the Freebase mapping, which we call YAGO+F, with the original
YAGO hierarchy and show which part of the YAGO ontology is relevant to describe a
large scale real-world dataset like Freebase. Finally, we evaluate and discuss matching
quality and make the matching results available to the community1.
In related work, YAGO and Freebase were brought together in the context of
Linked Data [BHBL09]. Linked Data is a method of publishing on the Semantic Web
that connects pieces of structured data, information, and knowledge to build the Web
of Data. This way of publishing enables data from different sources to be connected
and queried. Linked Data already includes Freebase and YAGO, loosely connecting
1The YAGO+F mapping is available at: http://iqp.l3s.uni-hannover.de
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their shared instances through the DBpedia references. The systematic integration of
YAGO and Freebase at the schema level described in this chapter takes an important
step further towards tighter integration of the Linked Data, empowering discovery of
new relations across the datasets contained in different knowledge bases and enlarging
the scope of the possible applications that use the Web of Data.
Approaches to interactive query construction described in Chapters 3 and 5 enable
naive users to pose expressive queries to databases starting from simple keywords and
incrementally refining the keywords into the intended structured expressions. The
efficiency of these approaches highly depends on their ability to pose informative
questions to the users to quickly reduce the search space. In a large scale database
such as Freebase, the keywords are highly ambiguous such that the questions based
on the database schema are not informative enough. As pointed out in Chapter 5,
a combination of the Freebase schema with the YAGO ontology can provide a way
to create questions with high information gain to optimize the query construction
process over a large scale dataset.
A further interesting application of the YAGO+F mapping is database schema
summarization. In the context of database schema summarization [YJ06], YAGO
ontology can provide a backbone for grouping Freebase tables in semantic classes
to create effective schema summaries. The schema of Freebase is big and complex.
Expert users who is not familiar with this schema need to perform a lot of work
to understand the schema and find the relevant parts to be able to pose structured
queries. A schema summary of Freebase that uses the YAGO ontology can provide
an overview of the entire schema and enable users to quickly identify and understand
the relevant schema parts.
Another kind of applications that can potentially profit from the YAGO+F inte-
gration are the question answering systems such as YAGO-QA [ATS+11]. YAGO-QA
is a system that enables answering natural language questions using ontological knowl-
edge of YAGO. Thereby the mapping of the user’s keywords contained in the questions
(SPARQL query expressions) is performed based on how good these keywords map
to the YAGO instances. As the instances in YAGO mostly originate from Wikipedia,
the scope of the possible questions in YAGO-QA is also limited to the Wikipedia
instances. Combination of YAGO and Freebase can enrich YAGO concepts with the
Freebase instances that come from many different sources, thus extending the scope
of the YAGO-QA system significantly.
The rest of this chapter is organized as follows: We summarize the contributions
of this chapter in Section 6.2. Then, in Section 6.3 we provide a brief overview of the
specific background from the area of schema matching. Following that, in Section 6.4
we perform a detailed analysis of the concept and instance distribution in the YAGO
ontology. Then, in Section 6.5, we present matching techniques used to align YAGO
and Freebase. Section 6.6 analyzes the concept and instance distribution in the
resulting YAGO+F structure and provides an evaluation of the matching quality.
Finally, in Section 6.7 we discuss the results.
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6.2 Summary of YAGO+F Contributions
In this chapter we consider the problem of enrichment of the Freebase dataset with
the semantic categories of the YAGO ontology addressing Problem 4 presented in
Chapter 1. Freebase and YAGO datasets build a part of recently emerged Linked
Data [BHBL09] that loosely connects shared instances of the both datasets through
the DBpedia references. To the best of our knowledge, in this thesis we perform the
first attempt to interconnect these datasets systematically at the schema level.
First of all, in this chapter we perform a detailed analysis of the concept and
instance distribution in the YAGO ontology. Then, we perform matching using state-
of-the-art instance-based matching techniques [DMDH02, BN05]. Following that,
we evaluate matching quality and describe and characterize the resulting YAGO+F
hierarchy.
In summary, the YAGO+F contributions described in this chapter include:
 We perform a detailed analysis of the concept and instance distribution in the
large scale YAGO ontology.
 We perform instance-based matching of two multi-domain large scale datasets
such as YAGO and Freebase and evaluate matching quality.
 We describe and characterize the resulting YAGO+F hierarchy and make it
available to the community.
 Our experiments in Chapter 5 have shown that using the YAGO+F dataset
resulting from the matching, we increase efficiency of incremental query con-
struction over large scale Freebase data.
 YAGO+F also provides a further important step towards interconnection of the
Linked Data subcollections [BHBL09], and will hopefully enable many future
applications that can profit from a wide variety of Freebase data clearly arranged
into the semantic categories of YAGO.
The results of our experiments confirmed the good quality of the matching in
cases where the YAGO and Freebase category structures are compatible, but also
have shown some incompatibilities between the category schemas of YAGO and Free-
base. In future work we can investigate how to improve matching by introducing
new categories that incorporate both YAGO and Freebase schema information into
a richer ontology, and potentially improve both the YAGO hierarchy as well as the
Freebase schema information.
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6.3 Specific Background
To perform the mapping between the Freebase dataset and the YAGO ontology we
made use of the state-of-the-art techniques for schema matching.
Schema matching plays an important role in the context of relational databases
(see e.g. survey of Rahm et.al. [RB01]), as well as in the context of XML (e.g. [DR02])
and ontologies on the Semantic Web [DMDH02]. The aim of the schema match-
ing in relational databases is to identify the most similar matching element(s) in
a flat relational schema. In addition, malleable schemas enable more flexibility in
schema matching by relaxing definitions of attributes or relationships [ZGBN07]. In
contrast, the systems for XML and ontology matching are required to identify the
most-specific-parent or the most-general-child within the relevant branch of the hi-
erarchy [DMDH02]. PARIS [SAS11] quantifies the probability of whether the classes
of two ontologies are in a subclass relation. Schema matching techniques in all the
domains mentioned above make use of similar features, such as similarities on the
element names, instance overlap [DMDH02, BN05] and schema structures [DJMS02].
Instance-based matching techniques assess similarity of the concepts based on the
instances these concepts contain [DMDH02], [BN05]. The instances like a film, a lo-
cation, or a person often coincide across ontologies. Given a set of the corresponding
instances, the similarity of the concepts can be measured as the instance overlap using
e.g. the Jaccard coefficient.
Element-based matching techiques analyze the similarity of the names of the con-
cepts. This analysis can include language-based techniques such as stop-word re-
moval, and stemming of the concept names [DR02], as well as the computation of the
string similarity between the concept names. To compute the string similarities, var-
ious measures such as Levenstein distance, n-gram-based similarity, cosine similarity,
and others can be applied [CRF03, Kon05]. Element-based matching can also take
into account synonyms that can be obtained from external linguistic resources (e.g.
WordNet) [Pat06].
Structure-based matching techniques analyze relationships within the ontologies
to find the correspondences between the ontology elements. Graph-based techniques
(such as [EV04]) view ontologies as graphs and analyze the similarity in the neighbor-
hood of the nodes to find the matches. Taxonomy-based techniques such as [LDKG04,
ES04] rely on the is-a hierarchy to determine the matches. The similarity of the
concepts is then established based on the similarity of the super-concepts, and sub-
concepts.
Dependent on the scenario, the instance-based, element-based, and structure-
based matching techniques described above can be used either in isolation, or they
can be combined to achieve a higher matching precision. For instance, COMA [DR02]
- a system for XML schema matching uses a combination of name similarities of the
schema elements, path similarities within the XML tree, as well as the string simi-
larity of the data contained in the leaf nodes. The GLUE system for the Semantic
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Web [DMDH02] performs ontology matching by computing the joint probability dis-
tribution between the concepts, using the instances shared across these concepts.
6.4 Concepts and Instances in YAGO
To enable an effective matching between YAGO and Freebase, we perform several
steps. In this section, we first analyze the distribution of the categories and the
instances within the initial YAGO hierarchy. Then, we consider an overlap of the
YAGO and Freebase instances and examine the distribution of the instances shared
between YAGO and Freebase within the initial YAGO hierarchy.
6.4.1 Concept Structure of YAGO
The common elements of YAGO ontology are the concepts, e.g. “Entity” and “Per-
son”. The concepts represent semantic categories and are hierarchically organized
using the “subClassOf” relation. A concept can be associated with a set of instances,
e.g. the concept “Person” is associated with “Stephen King” and “James Joyce”.
The relation “type” links together a concept with its associated instances.
To facilitate our analysis, we assign each category within the YAGO hierarchy
a depth value. The categories at the top level of the hierarchy (depth=0) do not
possess any parent categories. Then, the depth of the category C is determined as
the length of the path from C to the top level category that is associated with C
using the “subClassOf” relation.
A YAGO instance can be associated with multiple YAGO categories connected
using the “subClassOf” relation. In order to differentiate the most specific cate-
gories that have instances directly assigned to them from the categories that are
only indirectly connected to the instances, we introduce the notion of Leaf Category.
A Leaf Category L is a category that is associated with an instance I and has the
highest depth value across all the categories associated with I and connected to L
with the “subClassOf” relation. For example, an instance “Alexander the Great” is
associated with the Wikipedia leaf categories “4th-century BC Greek people”, “Mace-
donian monarchs”, “Ancient Macedonian generals”, “Monarchs of Persia”, which are
connected to the more general WordNet categories “Person”, “Head of state”, and
“General”.
As of March 2011 [fI11], YAGO possesses 361,211 semantic categories that are
organized in a hierarchical structure with 20 levels. The backbone of YAGO is build
from the Wikipedia and WordNet categories. YAGO includes 292,070 Wikipedia cat-
egories located at the depth of 1-19 of the hierarchy. These categories can be very
specific and include e.g. “Burials at Kensico Cemetery”, “1729 essays”, “Multidirec-
tional shooters”, “Burials at Montmartre Cemetery”, “Paris”, “Founders of utopian
communities”, “59 crimes”, and “1st-century executions”. Further, YAGO includes
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68,446 more general WordNet categories such as “Parent”, “Life”, “City university”,
“Clip art”, “Logic diagram”, “Routine”, and “Call”. The WordNet categories are
spread over the depth 0-19 of the YAGO hierarchy. In addition, 642 Geo categories
such as “Water mill”, “Copper mine”, “Phosphate works”, “Factory”, and “Research
institute”, are located at the depth of 1-13. Finally, YAGO offers a set of 53 its own
categories located at the depth of 0-5, e.g. “Length”, “Number”, “Weight”, “ISBN”,
and “Monetary value”.
From the total number of 361,211 categories in the YAGO hierarchy, about 80%
(288,569 categories) are the leaf categories that have instances directly assigned to
them. For example, an instance “San Francisco” is directly assigned to the fol-
lowing Wikipedia categories: “Populated places established in 1776”, “County seats
in California”, “Populated coastal places in California”, and “California counties”.
7,394 categories do not have instances as direct children. Among them are: “Acci-
dent”, “Action”, “Young person”, “Legal actor”, “Organism”, “Motor”, “College”,
and “Comedian”. Finally, 65,248 categories do not possess any instances, neither di-
rect nor indirect. These YAGO categories include: “Length”, “Number”, “Weight”,
“ISBN”, and “Monetary value”. Table 6.1 presents the distribution of the categories
at each level of the YAGO hierarchy. As Table 6.1 illustrates, 60% of all YAGO cat-
egories are assigned to the depth 6-8 of the YAGO hierarchy. 90% of the categories
are located within the depth of 4-10.
The categories that do not possess any parent categories are located at the top
level of the YAGO hierarchy (depth=0). The most important YAGO category at the
top level is the WordNet “Entity” category. This category is a parent of the majority
of the categories in YAGO. However, the YAGO hierarchy does not form a clean
tree structure. This is mostly because some of the WordNet categories in YAGO
are not related to the “Entity” category and do not possess any parent categories.
These categories include: “Administrative district”, “Brahman”, “Control character”,
“Epacris”, “Evangelicalism”, “Exorcist”, “Faun”, “Fen”, “Fundamentalist”, and oth-
ers. Finally, the YAGO category “Relation” is an additional YAGO category that
does not possess any parents. This explains an unusually big number of categories
and instances at the depth one, as many of the categories at this depth are the child
categories of the WordNet categories located at the top level of the hierarchy. For
example, the top level WordNet category “Administrative district” has 141 subor-
dinated categories, among them are the Wikipedia categories: “Settlements in New
Brunswick”, “Neolithic settlements in Crete”, and “Settlements established in 1312”.
This also leads to a big number of associated instances already at the second level of
the YAGO hierarchy.






































































































































































































































































































































































































































































































































































































6.4 Concepts and Instances in YAGO 115
6.4.2 Instance Distribution in YAGO
In total, 2,632,948 unique instances of YAGO are assigned to the 295,963 categories
using the “type” relation. Majority of the YAGO instances (2,632,756) originate from
Wikipedia. As YAGO allows an instance to be assigned to the multiple categories in
the hierarchy, the total number of instances located at the leaves of the YAGO hier-
archy is 2.76 times higher than the number of unique instances (7,255,584 instances
in total). For example, an instance “Stephen King” is assigned to the multiple cat-
egories such as “American school teachers”, “People from Portland, Maine”, “Film
director”, and “American horror writers”.
As presented in Table 6.2, the most populated level of the YAGO hierarchy with
respect to the instance distribution is located at the depth 7 and contains 29% of the
instances. The levels 6-8 together contain 64% of the instances. The majority of the
instances (90%) are located within the depth 4-9 of the YAGO hierarchy.
In order to better understand how good the YAGO ontology structure fits to
the Freebase dataset, we analyze how the instances shared by the both datasets are
distributed across the different levels of the YAGO hierarchy. Table 6.2 presents the
distribution of the shared instances of YAGO and Freebase in the YAGO hierarchy.
In total, 99% of YAGO instances are shared with Freebase. In Table 6.2, “YAGO Leaf
Cat.“ is the number of the leaf categories of YAGO that contain shared instances.
The majority of the shared instances (94%) are located within the depth 3-10 of the
YAGO hierarchy. In total these instances are assigned to the 260,488 leaf categories
of YAGO.
In Table 6.2 “Freebase Cat.” is the number of Freebase categories that are as-
sociated with the shared instances found at a certain depth of the YAGO hierarchy.
At this point we do not yet perform the matching, such that each Freebase table
can be associated with multiple levels of the YAGO hierarchy. For this reason, the
total number of the Freebase categories presented in Table 6.2 (8,745) is much higher
than the number of Freebase tables containing the shared instances (1,391). This is
because the instances of one Freebase table are, on average, distributed across 6.3
YAGO categories.
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6.4.3 Instance-Based Overlap between YAGO and Freebase
We view a database table of Freebase as a concept. Each Freebase concept is rep-
resented by the set of instances contained in this table. The aim of the matching
function is to map each Freebase concept to the most similar concept of YAGO. To
assess similarity of the concepts, matching techniques often make use of the instances
these concepts share [DMDH02, BN05]. In order to create an effective matching
function for YAGO and Freebase concepts, we first analyze the instance overlap.
Freebase data dump used in our experiments [Goo11] contains 1,578 entity ta-
bles. On the one hand, we observed that 88% (1,391) of the Freebase entity tables
contain Wikipedia instances that are also found in the YAGO ontology. For exam-
ple, “Stephen I of Hungary” from Freebase and “King Stephen” from YAGO denote
one and the same person, as they share one and the same Wikipedia identifier. On the
other hand, as majority of the YAGO instances come from Wikipedia, these instances
are also contained in the Freebase dataset. The instances coming from Wikipedia are
uniquely distinguished by their Wikipedia identifiers in the both datasets and can be
directly used for the concept matching.
Each Freebase concept is associated with a set of instances that can be partly
shared with YAGO. Freebase dataset contains 22,542,665 unique instances, from
which about 16% (3,661,329 instances) originate from Wikipedia. As an instance
can be associated with multiple Freebase categories, for instance “Stephen King”
with “Author”, “Award winner”, “Fictional character creator”, and “Pet owner”, the
overall number of the Freebase instances is 2.47 times higher than the number of the
unique instances (55,684,113 instances in total). In total, 2,632,756 unique instances
that originate from Wikipedia are shared between the YAGO and Freebase datasets,
which is about 12% of the Freebase instances. The pie chart presented in Figure 6.2
illustrates the number of the Freebase concepts associated with a given percentage of
the shared instances. For example, we can see that for 72% (1150 out of 1578) Free-
base concepts, more than 20% of the associated instances are within the shared set.
The Freebase tables with the highest instance overlap (80-100%) include: “Astron-
omy asteroid”, “Baseball coach”, “Chess player”, “Film critic”, “Geography moun-
tain”, “US president”, “Olympic games”, “Religion Monastery”, “Royalty kingdom”,
“Sports boxer”, and “Theater actor”. For these concepts, given a compatible YAGO
concept structure, an instance-based matching should already provide good results.
Another part of the Freebase concepts (about 16%) is associated with less than
20% shared instances. These are, for instance, “Astronomy comet”, “Business loca-
tion”, “Business industry”, “Business job title”, “Film editor”, “Food drinking es-
tablishment”, and “Public library”. In these cases, an additional evidence can be
necessary to perform an effective matching. Finally, 12% of the Freebase concepts are
not associated with any shared instances. These are, for example, “Luminous flux
unit”, “Astronomy galaxy classification code”, “Book technical report”, and “Law US
patent type”. In order to include these tables in the mapping, an extension of the
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Figure 6.2 Distribution of Shared Instances in Freebase: Number of Free-
base Concepts with a Given Percentage of Shared Instances.
YAGO concept structure might be required.
6.5 Matching YAGO and Freebase
As Freebase and YAGO share a significant number of instances coming from Wikipedia
as discussed in Section 6.4.3, instance-based matching techniques appear to be the
most suitable to align these ontologies. Instance-based matching techniques assess
similarity of the concepts based on the instances these concepts share [DMDH02],
[BN05]. The instances like a film, a car, or a person often coincide across ontolo-
gies. Given a set of the corresponding instances, the similarity of the concepts can
be measured as the instance overlap using e.g. Jaccard coefficient.
Instance-based matching will enable us to match about 90% of the Freebase entity
tables. In the future, we plan to investigate adding further matching techniques such
as element-based matching, and structure similarity [ES07] to further increase the
number of the Freebase tables that can be mapped to the YAGO ontology and to
incrementally improve the quality of the matching.
Matching Design
Freebase dataset is a collection of entity tables, that describe the objects of the real
world, like “Person”, “Book”, “Location”, “Airline”, and “Award”, as well as the
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facts associated with these entities. For the matching between the YAGO categories
and Freebase entity tables we treat an entity table of Freebase as a concept, and the
data entries in this table as instances associated with this concept. For example, the
table “Author” is a concept that is associated with the instances such as “Stephen
King” and “James Joyce”.
In the matching process, we automatically assign each Freebase entity table to the
most similar YAGO category. For example, we assign the Freebase table “Author”
to the YAGO category “Writer”. An example of the matching between YAGO and
Freebase concepts is illustrated in Figure 6.3. The output of the matching process is a
Figure 6.3 Matching YAGO and Freebase Concepts.
mapping of each Freebase table to the most likely semantic category of YAGO. Each
Freebase concept (table) is mapped only to the most likely YAGO concept, whereas
a YAGO concept can be associated with several Freebase concepts. For example, the
YAGO concept “Writer” may unify the Freebase concepts “Author” and “Comic
book author”.
Similarity Score Computation
The intuition behind this approach is that the concepts F and Y are same if F
contains the same instances as Y . The more instances are shared by F and Y ,
the more similar the concepts are. For example, “Writer” and “Author” share the
instances “Stephen King” and “James Joyce” and are considered to describe the same
concept, whereas the concepts “Writer” and “Literary composition” do not have any
instances in common and thus are not similar.
For the calculation of the similarity between the two sets of instances we use
the similarity measure known as the Jaccard coefficient, which is based on the joint
probability. We define the instance-based similarity of two concepts αi(Y,F ) as:
αi(F,Y ) = P (F,Y )
P (F,Y ) + P (F¯ , Y ) + P (F, Y¯ ) , (6.1)
where P (F,Y ) is the part of the shared instances that belongs to F and Y ,
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P (F¯ , Y ) is the fraction that belongs to Y but not to F , and P (F, Y¯ ) - is the fraction
that belongs to F but not to Y .
αi(F,Y ) has the lowest value 0 when the instance sets of F and Y are disjoint,
e.g. “Literary Composition” and “Author”, and the highest value 1 when F and Y
contain the same set of instances and thus represent one and the same concept,
e.g. “Writer” and “Author”.
The overall matching function is then computed as:
Ymap(F ) = argmaxy∈YC αi(F, y). (6.2)
This function assigns each Freebase table F to the most likely YAGO concept
Ymap that has the highest similarity score from all YAGO concepts YC according to
the scoring function in Equation 6.1.
6.6 Describing and Characterizing the YAGO+F
Hierarchy
Using the techniques described in the previous sections, we matched Freebase dataset
from June 2011 [Goo11] with the YAGO2 ontology [fI11]. The Freebase dataset
includes approximately 1,578 entity tables containing more than 20 million entities
in about 100 domains. As described above, 88% (1,391) of the Freebase entity tables
contain Wikipedia instances that are also found in the YAGO ontology. The hierarchy
of YAGO2 possesses 361,211 categories, from which more than 80% have associated
instances. In total, YAGO contains 2,632,948 unique instances, most of which are
shared with Freebase. The results of our matching are available for download in the
.tsv and .n3 formats from http://iqp.l3s.uni-hannover.de. In this section, we analyze
the structure of the YAGO+F hierarchy that results from the matching and evaluate
the matching quality.
6.6.1 The Concepts and the Instances in the YAGO+F Hi-
erarchy
In this section we discuss the results of the matching between YAGO and Freebase.
Specifically, we are interested in the part of the initial YAGO ontology, which is
relevant to the real-world large scale dataset such as Freebase. To this end, we
analyze the YAGO+F hierarchy which is obtained using the matching described in
Section 6 and connects Freebase and YAGO concepts.
We used the matching technique described in Section 6.5 to assign each Freebase
table to the corresponding YAGO category. We call the YAGO categories directly
matched to the Freebase tables YAGO+F leaf categories. Then, we extracted the
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sub-structure of YAGO required to describe the leaf categories matched to the Free-
base dataset. To this end, we extracted all paths from the top level of the YAGO
hierarchy to all the YAGO+F leaf categories. We call the resulting sub-structure of
YAGO YAGO+F. The structure of YAGO+F is presented in Table 6.3.
In Table 6.3, “Total YAGO+F Categories” is the total number of categories that
are relevant for the matching and “Leaf YAGO+F Categories” is the number of
the leaf categories directly matched to the Freebase tables. The number of the leaf
categories in presented in Table 6.3 is 1.12 times smaller than the total number of the
Freebase categories. This is because a YAGO category can group several Freebase
categories together.
We observed that the grouping of the Freebase tables to one YAGO category
mostly happens if the Freebase category structure has a higher granularity than the
YAGO category structure. In this case, the Freebase categories mapped to one YAGO
category can be either sibling categories or sub-categories of each other. For example,
the sibling categories “Film actor” and “TV actor” of Freebase are both mapped to
the WordNet “Actor” category of YAGO. Also, “Location statistical region” and “Lo-
cation citytown” are mapped to the WordNet “Geographical area”. In the latter case,
99,9% instances of the Freebase category “Music song writer” are also contained
in the Freebase category “Music lyricist”, such that “Music song writer” is a sub-
category of “Music lyricist”. The both categories are mapped to the WordNet “Song
writer” category of YAGO. Also, “Tennis player” and “Tennis tournament cham-
pion” are both mapped to the WordNet “Tennis player”, as YAGO does not possess
the more specific “Tennis tournament champion” category. In these cases, the more
specific Freebase categories can represent a possible extension to the YAGO category
structure.
Then, Table 6.3 presents the number of Freebase tables assigned to each level of
the YAGO+F hierarchy. The majority of the tables is assigned to the levels 4-8,
which corresponds to the distribution of the shared instances in the YAGO hierarchy.
Finally, Table 6.3 presents the number of the shared instances and the total number
of instances associated with the Freebase categories located at the specific level of
YAGO+F. The majority of the Freebase instances (50%) is assigned to the levels
3-8. As an instance can be associated with multiple categories of Freebase, the total
number of the instances presented in Table 6.3 includes duplicates.
Comparing the YAGO+F structure in Table 6.3 with the original YAGO hierarchy
presented in Table 6.1, we can see that the resulting sub-structure of YAGO only
contains 0.4% of the leaf categories compared to the original YAGO ontology that
contained 288,569 leaf categories. This is expected, as each of the 1,391 Freebase
categories was assigned to only one specific YAGO leaf category. The total number of
categories in the YAGO+F hierarchy is 2,141, which is only 0.6% of the total number
of the all YAGO categories (361,211). As we can see, only a small proportion of
YAGO categories (less than 1%) is enough to describe a large scale database such as
Freebase.
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The total number of instances in the YAGO+F mapping is smaller than the
total number of Freebase instances. This is because 187 tables containing 3,172,694
instances (5,7% of the overall number of the Freebase instances) are not assigned to
any YAGO category as they do not share any instances with YAGO.
We can see that 80% of the Freebase tables and 50% of the instances are assigned
to the levels 3-8 of the original YAGO hierarchy. This distribution roughly corre-
sponds to the distribution of the categories in the original YAGO hierarchy, where
the most populated levels were located at the depth 4-9 (see Table 6.2). We also ob-
serve a high instance concentration at the depth 0 of the YAGO+F hierarchy. This is
because a general and the most populated Freebase table “Common topic”, that con-
tains information about entities and their relations from the wide variety of Freebase
domains is assigned to the top-level “Entity” category of YAGO.
The levels at the depth higher than 14 did not get any Freebase tables assigned.
These is because the granularity of the YAGO categories at these levels is too high
compared with the Freebase structure.
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6.6.2 Matching Quality
In order to assess the matching quality, we compute the Rand Index (RI) [MRS08]
and the Jaccard Index (JI), that are the standard measures to evaluate the quality
of clustering algorithms. Both RI and JI are the measures of similarity between two
data clusterings. In the context of our matching, we compute RI and JI for each
YAGO+F leaf category to assess the similarity between the original classification
of the instances in Freebase with the YAGO+F classification that we obtain in the
matching process.
To this end, we view the mapping of Freebase and YAGO categories as a series
of decisions, one for each of the N(N − 1)/2 pairs of shared instances in the both
datasets. We want to assign two instances to one and the same YAGO+F category
if and only if these instances belong to the same Freebase table. A true positive
decision TP (y, f) assigns two instances from one Freebase table f to one YAGO+F
category y. As in the praxis multiple Freebase tables can be mapped to one YAGO+F
category, to compute the Rand Index RI(y) of the YAGO+F leaf category y, we take
into account all Freebase tables f ∈ Fy mapped to y. The number of true positive
decisions is TP (y,Fy) where y is the YAGO+F leaf category and Fy is a set of
the Freebase tables mapped to y in the matching process. Further, a true negative
decision TN(y,Fy) does not assign two instances from the different Freebase tables
to one YAGO+F leaf category y.
In the matching, two types of errors can occur. A false positive decision FP (y)
assigns two instances from the different Freebase tables to one YAGO+F category y.
This happens whenever more than one table is assigned to a YAGO+F category in
the matching process. A false negative decision FN(Fy) assigns two instances from
a Freebase table f ∈ Fy to the different YAGO+F categories. The Rand Index for a
YAGO+F leaf category y measures the percentage of decisions that are correct for
this category (i.e. accuracy), that is:
RI(y) = TP (y,Fy) + TN(y,Fy)
TP (y,Fy) + FP (y) + FN(Fy) + TN(y,Fy) . (6.3)
In case a Freebase category contains only one instance, the value of RI may be
not well-defined, as the number of instance pairs in such table is zero. To this end,
we apply Laplace smoothing and add one to the number of shared instances in each
Freebase table.
The RI values range from [0,1], where RI = 1 is the best possible value. This
value can be achieved in a perfect situation, where one Freebase table is exclusively
matched to one YAGO+F category. In the Equation 6.3, the TN -factor takes the
size of the Freebase category into account, such that the influence of the categories
that do not contain many instances is reduced. In order to get a better overview of
the matching results for the categories independent of their size, we also compute
the RI value without the TN -factor. This corresponds to the Jaccard Index JI that
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measures the level of agreement over the pairs from the Freebase tables assigned to a
YAGO+F category:
JI(y) = TP (y,Fy)
TP (y,Fy) + FP (y) + FN(Fy) . (6.4)
In our experiments, we compare the RI and JI values of leaf categories obtained
using the YAGO+F mapping described in this chapter with the values obtained using
PARIS [SAS11] - a recent approach to align ontologies. PARIS computes the proba-
bility of subclass relationships among the classes of different ontologies. To facilitate
our comparison, while using PARIS, we align each Freebase table with its most prob-
able superclass in the YAGO ontology, computed using Equation 15 in [SAS11]. In
contrast to Equation 6.4, the score computed by PARIS does not take into account
false positive decisions FP (y) that assign instances from different Freebase tables
to one YAGO+F category y: PARIS(y) = TP (y,Fy)TP (y,Fy)+FN(Fy) . Figure 6.4 presents the
RI values for each leaf category obtained using YAGO+F and PARIS alignments.
The X-axis of Figure 6.4 presents the percentage of leaf categories in the resulting
mapping sorted by the RI and JI value correspondingly. The Y -axis presents the
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Figure 6.4 Matching Quality: Rand Index and Jaccard Index of the Leaf
Categories using YAGO+F and PARIS.
As we can observe, the YAGO+F mapping performs better than the PARIS-based
mapping with respect to both, RI and JI values. This is because with PARIS, the
probability of an alignment is higher for more general classes, such that more Freebase
tables are jointly assigned to one YAGO category. In total, using the PARIS-based
alignment, 1,391 Freebase tables are assigned to only 67 YAGO categories, whereas
YAGO+F assigns these tables to 1,234 YAGO categories. This way, the mapping
obtained by YAGO+F is more specific than the PARIS-based mapping.
With respect to the YAGO+F mappping, on the one hand, the RI values are
very high for all the YAGO+F categories, which reflects the fact that the matching of
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the Freebase tables highly populated with shared instances is very accurate. On the
other hand, the values of JI vary. 22% of the YAGO+F categories possess a value
JI ∈ [0.9−1], for the further 16% of the categories the JI is within [0.5-0.9). Finally,
the rest of the YAGO+F categories possesses the JI values below 0.5.
The group of the YAGO+F categories with the highest JI values includes the
cases where all the shared instances of a Freebase category are contained in one
YAGO category. For example, “Location tw provincial city” is matched to the
Wikipedia category “Provincial cities of Taiwan”, “Medicine artery” to the Word-
Net category “Artery”, “Food bottled water” to the Wikipedia category “Bottled
water brands”, “Luminance unit” to the Wikipedia category “Units of luminance”,
and “Food culinary technique” to the Wikipedia category “Cooking techniques”.
The YAGO+F categories with the JI values of (0.5-0.99] possess many shared in-
stances, almost all of which are found in one YAGO category. In this case the YAGO
category will most likely provide an adequate mapping for the Freebase table. For ex-
ample, “Location jp prefecture” is matched to the Wikipedia category “Prefectures of
Japan”, “Medicine hospital” to the WordNet category “Medical building”, “Film” to
WordNet “Movie”, “Book poem” to WordNet “Poem”, “Business company type” to
the Wikipedia category “Types of companies”, and “Education academic” to Word-
Net “Scientist”. This group includes 280 YAGO+F categories.
The lower JI values of the remaining YAGO+F categories are due to the in-
compatibilities in the category structures of Freebase in YAGO. First, the shared in-
stances of a Freebase table can fall into a wide spectrum of the YAGO categories, i.e.
there does not exist any clearly defined equivalent YAGO category. These Freebase
categories include “Visual art subject”, “Media common quotation subject”, “Book
periodical subject”, “Film subject”, and “Amusement parks ride theme”. Second, in
comparison to Freebase, YAGO may lack a specific intermediate category, such that a
Freebase table can either be assigned to the most specific parent, which is in fact too
general, or to one of the children categories, which are too specific. For example, the
Wikipedia categories “Aviation accidents and incidents officially attributed to pilot
error”, and “Airliner accidents and incidents caused by fuel exhaustion” are direct
sub-classes of the WordNet category “Accident”. Then, the Freebase table “Aviation
accident type” can either be mapped to one of the more specific categories (with a
high FN value), or to a too general category (with a high FP value).
In summary, given a compatible category structure, our mapping provides good
results for a significant number of the YAGO+F categories. Nevertheless, some Free-
base categories cannot be clearly mapped to YAGO due to incompatibilities in the
YAGO and Freebase structure. In future work we will investigate how to improve
matching by introducing new categories that incorporate both YAGO and Freebase
schema information into a richer ontology.
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6.7 Discussion
In this chapter we considered the problem of enrichment of the large scale Freebase
dataset with the semantic categories of the YAGO ontology, to address Problem 4
presented in Chapter 1 and to connect these datasets at the schema level supporting
efficient incremental query construction over the large scale Freebase dataset. Free-
base and YAGO datasets build a part of recently emerged Linked Data [BHBL09]
that loosely connects shared instances of the both datasets through the DBpedia ref-
erences. To the best of our knowledge, the enrichment performed in this thesis is the
first attempt to interconnect these datasets systematically at the schema level.
At the beginning of this chapter, we provided a brief overview of the specific back-
ground from the area of schema matching. Following that, we performed a detailed
analysis of the concept and instance distribution in the YAGO ontology. In order
to better understand how good the YAGO ontology structure fits to the Freebase
dataset, we also analyzed how the instances shared by the both datasets are dis-
tributed across the different levels of the YAGO hierarchy. Then, we presented the
matching techniques to align YAGO and Freebase. We analyzed the concept and
instance distribution in the resulting YAGO+F structure and provided an evaluation
of the matching quality.
The results of our experiments confirmed the good quality of the matching in cases
where the YAGO and Freebase category structures are compatible, but also have
shown incompatibilities between the category schemas of YAGO and Freebase. In
future work we can investigate how to improve matching by introducing new categories
that incorporate both YAGO and Freebase schema information into a richer ontology
which will provide even richer semantic information suitable for Freebase data, avoid
the difficulties caused by incompatible YAGO and Freebase hierarchy structures and
incompatible class instance assignment, and potentially improve both the YAGO
hierarchy as well as Freebase schema information.
The results of YAGO and Freebase alignment described in this chapter improve ef-
ficiency of incremental query construction over large scale data as discussed in Chap-
ter 5. They also provide a further important step towards interconnection of the
Linked Data subcollections. Furthermore, we made the resulting mapping available
to the community, such that this mapping can possibly also be used in many different
areas that can profit from a wide variety of Freebase data clearly arranged into the
semantic categories of YAGO. This areas can include database schema summariza-




Conclusions and Future Work
The amount of structured data available to end users on the Web, in organizations
and enterprises grows rapidly. At the same time, access to this data for end users
become increasingly difficult due to heterogeneity of schemas and complexity of struc-
tured query languages. On the one hand, keyword search in databases possesses a
high usability and enables end users to query a database without knowing the schema
or learning the syntax of a query language. On the other hand, keyword search lacks
expressiveness, such that users can not precisely specify their informational needs
with keywords only. As a result, they can obtain imprecise or incomplete results.
Query disambiguation techniques enable bridging the gap between usability of key-
word search and expressiveness of the database queries by translating keyword queries
into their structural interpretations that describe informational needs of the user more
precisely. However, majority of the existing database search applications only looks
for the most likely interpretations, living interaction and diversification aspects aside.
While these techniques are sufficient for the most simple and straightforward key-
word queries, intended interpretations of ambiguous queries may not be found within
the top ranked results. Moreover, many useful parameters for effective query disam-
biguation are not sufficiently explored. This observations motivated us to develop
new approaches to enable end users going beyond the most likely interpretations.
7.1 Summary of Contributions
In this thesis we considered several important usability aspects of database keyword
search such as incremental query construction, search result diversification, efficient
incremental query construction for large scale databases, and enrichment of a large
scale database with the semantic categories of an ontology at the example of Freebase
and YAGO that have not been sufficiently addressed by the existing approaches.
In Chapter 3 we analyzed the problem of probabilistic incremental query construc-
tion and presented IQP - a novel system, which enables construction of structured
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queries from keywords. Given an ambiguous keyword query, IQP asks a minimal
number of questions and enables a user to efficiently construct the desired structural
query interpretation in an interactive way. We presented a conceptual framework for
the incremental query construction as well as a probabilistic model, which enables
consistent assessment of the probability of a query interpretation. We presented two
algorithms for generating optimal query construction plans, which enable users to
obtain intended structured queries with a minimal number of interactions.
Our experimental results on two real-world datasets and a user study have shown
that IQP was highly helpful when user intended structured queries cannot be found
within the top ranked results. We analyzed the effectiveness of the proposed proba-
bility estimates for a set of real-world keyword queries. Our experiments have shown
that the proposed probability estimates enabled us to significantly reduce the interac-
tion cost of query construction. We also have shown that query ranking model of IQP
outperformed that of the other recent approach to query ranking in related work. In
our user study we have observed that a simple ranking interface was sufficient only
for the most simple queries. For the queries where the ranks of the intended query
interpretations ranged between 40 to 80, the IQP interface started to outperform the
query ranking interface. For the queries where the ranks of the intended query inter-
pretations were above 120, the advantage of the IQP interface became very obvious.
Finally, our simulations confirmed the scalability of the proposed algorithms with
respect to schema and keyword query size for the datasets with up to 100 tables. Our
experiments also have shown that the quality of the query construction plans which
can be generated by a base line brute force algorithm was only slightly better than
those of the efficient greedy algorithm we proposed.
Following that, in Chapter 4 we addressed Problem 2 presented in Chapter 1,
namely how to provide database search results with an increasing level of novelty.
To this end we presented an approach to search result diversification over structured
data. We further enhanced the probabilistic query disambiguation model first pre-
sented in Chapter 3 to create relevant query interpretations over structured data
taking into account dependencies between keywords in database attributes. Then, we
evaluated the quality of the model in a user study. Furthermore, we proposed a query
similarity measure and a greedy algorithm to efficiently obtain relevant and diverse
query interpretations. As results of keyword search over structured data differ from
conventional documents, evaluation metrics existing for document retrieval in pres-
ence of diversity and subtopics required some adaptation for the database keyword
search. To this end we proposed an adaptation of the established evaluation metrics
such as α-NDCG [CKC+08] and S-recall [CK06] to measure quality of diversification
in database keyword search.
Our evaluation results have demonstrated the quality of the proposed model and
have shown that using our algorithms the novelty of keyword search results over
structured data was substantially improved. Diversification performed on top of query
ranking achieved significant reduction of result redundancy, while preserving retrieval
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quality in the majority of the cases. This way search results obtained using the pro-
posed algorithms also better characterized possible answers available in the database
than the results obtained by the initial relevance ranking.
Then, in Chapter 5 we studied the problem of scaling interactive construction
presented in Chapter 3 on a very large dataset to address Problem 3 presented in
Chapter 1. To the best of our knowledge, FreeQ is the first system that enables
efficient schema-based keyword search and incremental query construction over large
scale datasets, considering that most existing work on database keyword search uses
only test sets of small schemas, such as DBLP, IMDB [IMD], etc. At the beginning
of this chapter, we reviewed the query construction model that had been introduced
in Chapter 3 and discussed its advantages and limitations. Then we analyzed the
efficiency of query construction options and extended the query hierarchy of IQP
first presented in Chapter 3 with an ontological layer to reduce the user interaction
cost in face of a large database schema. We introduced novel ontology-based query
construction options that could summarize the database schema and improved the
efficiency of interactive query construction in face of a large scale dataset significantly.
Furthermore, we developed algorithms that enable efficient exploration of query in-
terpretation spaces over large scale data. Finally, we experimentally evaluated the
efficiency of the proposed solution.
Our experiments have shown that the proposed FreeQ system was effective and
efficient in interactive query construction over large scale data. Our results con-
firmed the effectiveness of the ontological layer created using the native taxonomy of
Freebase. Furthermore, we have demonstrated that external ontologies, such as the
YAGO ontology, could be used to further increase the efficiency of incremental query
construction.
Finally, in Chapter 6 we considered the problem of enrichment of the Freebase
dataset with the semantic categories of the YAGO ontology to support efficient in-
cremental query construction over large scale Freebase data addressing Problem 4
presented in Chapter 1. To the best of our knowledge, the enrichment of Freebase
dataset with YAGO categories performed in this thesis is the first attempt to inter-
connect these datasets systematically at the schema level. At the beginning of this
chapter, we provided a brief overview of the specific background from the area of
schema matching. Following that, we performed a detailed analysis of the concept
and instance distribution in the YAGO ontology. Then, we presented matching tech-
niques used to align YAGO and Freebase. We analyzed the concept and instance
distribution in the resulting YAGO+F structure and provided an evaluation of the
matching quality.
The results of our experiments have confirmed the good quality of the match-
ing in cases where YAGO and Freebase category structures were compatible. The
resulting merged data set called YAGO+F not only supportes an efficient query con-
struction over large scale data as we have demonstrated in the experiments presented
in Chapter 5, but also provides a further important step towards interconnection of
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the sub-collections of Linked Data [BHBL09], and will hopefully enable many future
applications that can profit from a wide variety of Freebase data clearly arranged into
the semantic categories of YAGO.
7.2 Open Research Directions
In this thesis we presented novel approaches to incremental query construction and
search result diversification over structured data. Furthermore, we applied the pro-
posed incremental query construction to a large scale database and developed new
ontology-based solution to increase scalability of the system in the large scale appli-
cation scenario. Moreover, to enable our solution for large scale data, we provided
a detailed analysis of the mapping of two large-scale datasets such as Freebase and
YAGO ontology. Nevertheless, there is still a room for improvements and further
research directions.
Some of interesting future research questions refer for example to a detailed inves-
tigations regarding enabling interactive keyword-based operations other than search.
This can include keyword-based “insert” and “update” functionalities for databases.
In this scenario, the user could use an interactive approach similar to that of IQP
and FreeQ described in Chapters 3 and 5 to either add missing information to the
database, or update existing information about the entities in the database as well
as database schemas starting from simple keywords.
With respect to diversification of search results over structured data presented
in Chapter 4, our current approach that takes into account only structural informa-
tion can be incrementally enhanced by incorporating evidences at the result level,
such as e.g. term frequencies, in addition to the syntax-based diversification at the
interpretation level performed currently.
Regarding the methods of scaling interactive query construction on a very large
dataset discussed in Chapter 5, we believe that further improvement can be achieved
through a detailed investigation of usability of the specific ontology used in the on-
tological layer. Given a large scale database, this study could help us to select the
most suitable ontology to effectively summarize the database schema and to generate
highly intuitive and informative query construction options.
Finally, the quality of enrichment of large scale data with semantic categories
discussed in Chapter 6 can be incrementally enhanced in cases where ontology and
database category schemas indicate incompatibilities. In these cases we could in-
troduce new categories that incorporate schema information of the database and an
ontology and into a richer ontology. This new ontology could provide even richer
semantic information suitable for the specific database, and potentially improve both
the ontology as well as the database schema information.
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