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Abstract: Associative knowledge networks are central in many areas of learning and teaching. One
key problem in evaluating and exploring such networks is to find out its key items (nodes), sub-
structures (connected set of nodes), and how the roles of sub-structures can be compared. In this
study, we suggest an approach for analyzing associative networks, so that analysis is based on
spreading activation and systemic states that correpond to the state of spreading. The method is
based on the construction of diffusion-propagators as generalized systemic states of the network, for
an exploration of the connectivity of a network and, subsequently, on generalized Jensen–Shannon–
Tsallis relative entropy (based on Tsallis-entropy) in order to compare the states. It is shown that the
constructed systemic states provide a robust way to compare roles of sub-networks in spreading
activation. The viability of the method is demonstrated by applying it to recently published network
representations of students’ associative knowledge regarding the history of science.
Keywords: systemic states; associative knowledge; networks; diffusion propagator
1. Introduction
Knowledge that is central in learning and teaching often starts with factual knowledge
of agents, objects, and events, and how they are related. This is equally true in such different
areas of learning and instruction as, for example, in physics [1–3] and history [4,5]. The
familiarization of new key concepts involves making connections with what is already
known and how new items and terms can be integrated into more extensive knowledge
structures [6–8]. In that process, associative recall and memorization of thematic connections
and relationships between knowledge items (e.g., words, terms or concepts) create an
interlinked system of knowledge items, which is referred to as associative network [9–12].
The knowledge processing may then continue with more organized strategies, eventually
leading to more integrated knowledge systems [6–8].
The formation of associative connections between knowledge items can be thought
to occur as pairwise (dyadic) thematic word or term associations, which are established
on the basis of thematic resemblance or kinds of taxonomic family resemblance, Conse-
quently, associative knowledge is often modelled as a complex network of interlinked words
and terms, where the associative connection becomes activated through the spreading of
activation between words and terms that are related, for example, either thematically or tax-
onomically [9–12]. The idea of spreading activation [11,12] within semantic and associative
networks has been utilized in several areas of cognitive psychology in modeling retrieval
and memorization of knowledge or words (see [12,13] and the references therein). Accord-
ing to spreading activation, when one word or term in a semantic or associative network is
activated, that activation spread to other words, through connections within the semantic
network and so it affects the state of the network [11–13]. Thus, spreading activation has
provided a dynamic and systemic perspective on associative knowledge networks, guiding
attention on how different parts of the networks are interacting or communicating.
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Spreading activation has been modelled as a diffusion or random walk process in a
network, where a random walker (e.g., information that is mediated and causes activa-
tion) that starts from a given node propagates to nodes that are accessible through links
connecting the nodes [12,13]. In this study, we suggest a model, where the focus is shifted
from spreading activation as a process to holistic states of the network, where pairwise
activations between nodes in course of spreading activation are equated with state of the
system. To this state, we refer in what follows as the systemic state. The basic picture
of spreading process is similar as in random walk based models, but modelling through
systemic states quantifies the dynamically changing state of the network and brings it in fo-
cus. In constructing the systemic states, we follow recent advances to model diffusion-like
dynamics on complex networks [14–19]. In that approach, the connectivities within the
networks (i.e., nodes and links between nodes) are taken as starting point to describe how
a network becomes activated when diffusion spreads, and the normalized probabilities
that describe the activations of links at a given instant are associated with a systemic state.
One important question and open problem in spreading activation is to quantify how
it is affected by different types of sub-structures within the network, most typically parts of
the network that belong to taxonomically or thematically different categories (i.e., different
types of words or terms). This is essentially a problem that is related to a comparison of
networks [17–19]. Based on systemic states of a network, it is possible to construct infor-
mation theoretic entropic measures in order to quantify the differences between networks,
one of the most robust and widely used being Jensen–Shannon divergence, which is a sym-
metric relative entropy between two different states [14–19]. The relative entropy measures
the information lost, when two networks are joined, in comparison to information that is
contained in original state. Here, we generalize the Jensen–Shannon relative entropy for the
model of nonlinear spreading activation and the systemic states corresponding it.
In this study, we show that the generalization provided in the present study have good
resolving power and sensitivity in exploring the role of sub-structures in spreading activa-
tion in associative networks. As a concrete example, in order to demonstrate the viability
of analysis that is based on systemic states, we use empirical data from a recently reported
case of university students’ associative knowledge regarding the history of science [3].
Such a network has an interestingly complex structure and a rich internal community
structure organized around key items (often persons) in the network. However, it proved
to be difficult to quantify the role of relationships between persons, scientific ideas, and in-
ventions, and general historical events in the formation of the whole network [3]. Here,
attention is on roles of the different type of relations between key items in the network and
how they constitute the sub-structures within the network as a whole. The systemic states
constructed to describe spreading activation are used as a starting point to quantify the the
importance of the sub-networks for spreading activation in a complete network.
2. Methods: Systemic States and Their Comparison
The model for spreading activation, which allows for exploring associative net-
works and the role of its substructure in spreading activation, is developed in three steps.
First, we introduce the quantities that describe the connectivity of the network, the so-
called adjacency matrix A and diagonal matrix D for node degrees, and on basis of them,
graph Laplacian L describing diffusion-like spreading is introduced. Second, based on
graph Laplacian L, generalized systemic states ρq are constructed. Third, and, finally, rel-
ative information theoretic entropy (generalized Jensen–Shannon–Tsallis divergence) is
introduced to compare systemic states.
2.1. Graph Laplacian and Diffusive Spreading
The role of a given node in spreading activation is related to its capacity (or activity)
to channel information to other nodes within a network. This depends on how a given
node is connected within a network and how it can communicate through the connections;
how activation spreads throughout the network. Spreading activation can be modeled
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using a diffusion-like propagator, which is based on a graph Laplacian [18,19]. The graph
Laplacian L = D−A of a network is defined in terms of adjacency matrix A with elements
[A]ij = aij, where aij = 1 if nodes i and j are connected and, otherwise, aij = 0. In what
follows, symmetric adjacency matrices are assumed. The diagonal matrix D is composed
of elements [D]ii = di, where di = ∑j aij is the degree of node i. The matrix elements of the
so defined graph Laplacian are thus given by [L]ij = diδij − aij, where δij is Kronecker’s
delta as usual. The graph Laplacian L can be interpreted as a discrete Laplacian operator
describing random walk in a network, analogous to ordinary Laplacian operator ∇2 in a
normal diffusion equation [20,21].
Next, we represent the property of node that describes it role in diffusive spreading as
a vector p̄ = (p1, p2, . . . , pN) in a network of N nodes. The property p̄ can be associated
with a probability that a random walker in a network stays in a node or, alternatively, as a
capacity of node to retain the information (i.e., to block the diffusion) [18,19]. Note that it is
not necessary to define the property p̄ in more detail, because the focus of interest will be
the diffusion propagator, which can be used in order to describe the diffusion (spreading)
dynamics of the network.
The diffusion process in a network, by using graph Laplacian L, can now v described
by discrete difference equation [20,21] (see also refs. [18,19])
dp̄
dβ
= −L p̄, (1)
This equation has a solution p̄ = exp[−βL] p̄0, where β has a role analogous to time
and p̄0 is the initial state. According to this picture, the propagator exp[−βL] regulates
how property that is described by p̄ spreads out in that diffusion process. In what follows,
the propagator and its generalization are in focus.
2.2. Systemic States and Activity
We now generalize the diffusion equation in Equation (1), so that the property p̄ of
nodes to affecting spreading activation is taken into account non-linearly, so that high
values of p̄ become reduced (i.e., their role in retardation is diminished) in relation to values
that are low. This means that nodes that facilitate spreading are allowed to become even
more important for it. In that case, the evolution equation in Equation (1) for the property
p̄ of interest generalizes to (as compared with e.g., [22])
d p̄
d β
= −L p̄ q , where q ∈ [1, 2] (2)
The value q = 1 corresponds to the spreading activation that parallels with normal
diffusion. It is straightforward to show that a (normalized) solution of Equation (2) is
p̄ = ρq(β) p̄0 (for initial state p̄0), where
ρq(β) = Z
−1
q [ I− (q− 1)βL ]−1/(q−1) , (3)
with Zq = Tr [ I− (q− 1)βL ]−1/(q−1) as the normalization factor. In Equation (3), the ex-
pression expq[x] = [ I− (q− 1)x ]−1/(q−1) is the q-generalized matrix exponential, which,
in the limit q→ 1, approaches the normal matrix exponential [23,24]. The propagator ρq
has the central role in regulating the spreading activation when modeled as a diffusion
or random walk process. Consequently, we now take the solution ρq in Equation (3) to
represent the systemic state of the network in the stage of spreading activation that corre-
sponds to given value of time-like parameter β and refer to it as q-generalized systemic
state in what follows. The q-generalized systemic state is mathematically well-defined
positive semidefinite matrix possessing eigenvalues that are equal or larger than zero
(and, thus, a proper density matrix) [23,24]. A similar description of networks through
a state corresponding to a normal matrix exponential in the limit q → 1 is provided in
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reference [19]. The model for spreading activation based on Equations (2) and (3) can be
taken as a generalization of such a description.
In order to define the changing, dynamic activity αi of a node i in spreading activation,
we note that the diagonal values [ρq]ii ∈ [0, 1[ of systemic state are in a diffusion-picture
proportional to average probability of return to a node [18,19]; the lower the diagonal
value of the systemic state for node i, the more important it is that the node is in activation
spreading. This notion allows for us to define the dynamic activity αi of a node i as
αi = −log[ρq]ii, where [ρq]ii ∈ [0, 1] (4)
The dynamic activity αi is then the basic quantity for monitoring the role of individual
nodes in activation spreading, with a high value of αi (i.e., low value of [ρq]ii) corresponding
to high activity and a low value a low activity.
2.3. Divergence for Comparisons
We next ask how two different systemic states ρq and σq of the network can be com-
pared. An obvious approach is to use relative information theoretic entropy as a measure
of difference (see, e.g., [14,15,18,19]. Relative information theoretic entropy quantifies the
difference between information that is contained in initial states in comparison to the state
obtained by completely mixing the initial states. Thus, it is a measure of maximal loss of
information in mixing. Relative entropies are widely used in a comparison of networks,
because they provide a well-defined macrolevel description of difference and take the net-
works as a whole into account in quantifying the differences [14,15,18,19]. Here, a method
of comparison based on relative information theoretic entropy is generalized for the q-
geenralized systemic states defined in Equation (3).
The q-generalized states in Equation (3) are closely related to a q-qeneralized (non-
extensive) Tsallis-entropy [23,24], and they emerge as density matrices that extremize
Tsallis-entropy. In that picture, parameter q can be related to the degree of non-extensivity,
often originating, e.g., from fractality or compartmentalization of the system [24]. However,
deeper discussion is not necessary here, and we can treat q simply as parameter controlling
the non-linearity in Equation (2). However, to connect the q-generalized state to Tsallis-
entropy, we allow the q-index q∗ for Tsallis-entropy to differ from value of q in Equations (2)
and (3), and only afterwards, fix the connection between the two indices. The Tsallis-entropy
with index q∗ is
Hq∗ =
1− Tr ρq∗
q∗ − 1 where q
∗ ≥ 0 (5)
Depending on constraints posed on maximization, the Tsallis entropy, which is maxi-
mized by ρq, may have index q
∗ different from q [23–25]. Here, we choose to pose the linear
constraints on extremization of the Tsallis-entropy, by requiring: (1) the conservation of
probability Tr ρq = 1 and (2) constancy of expectation values of the Laplacian Tr L ρq [23–25].
An alternative would be to adopt the so-called escort-probabilities [23–25], but we choose to
avoid that choice. With the choice of linear constraints, the index q∗ is [23–25]
q∗ = 2− q (6)
The relation in Equation (5) between indices q and q∗ is typical to the so-called dual
forms of Tsallis-distributions, encountered when so-called escort probabilities are excluded
in favor for the ordinary probabilities and expectation values related to them [23–25].
In the limit q∗ → 1 reduces to von Neumann entropy H = −Tr ρlnρ, where ln is the
natural logarithm.
We can now proceed to define a symmetric version of relative information theoretic
entropy for a comparison of states ρq and σq, and that is compatible with the Tsallis-
entropy with index q∗. This is a q-generalization Jq∗ of Jensen–Shannon–Tsallis relative
entropy [14,15,18,19]
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( Hq∗ [ ρq] + Hq∗ [ σq] ) (7)
where the first term at right is the entropy of the mixed state (ρq + σq)/2 and the last
term an average of entropies that correspond to initial states. In what follows, Jq∗ defined
in Equation (7) is referred as q-generalized Jensen–Shannon–Tsallis divergence (q-JST
divergence in short) and is the basis for comparison of different systemic states of the
network. Note that, in defining Jq∗ , the index q∗ = 2 − q ∈ [0, 1] is different from q-
index for states ρq and σq, thus weighting low-probability states of interest more than
the ordinary Jensen–Shannon divergence (q∗ = 1) (compare with refs. [14,15], where q∗ is
treated as a free parameter).
The different mathematical quantities that are used in the step-by-step derivation
above are summarized in Table 1 for reference. Of these, the activity αi and q-JST divergence
Jq∗ are used in exploring an example of an associative network.
Table 1. Key quantities and their mathematical symbols used in definitions. A brief description is
provided for each quantity and the range of variation of parameters are given.
Quantity and Symbol Parameters Description
Adjacency matrix A - Matrix of links (entries 0 or 1) between nodes
Degree matrix D - Matrix (diagonal) containing degrees of nodes
Laplacian matrix L - Matrix (diagonal) for diffusion (Laplacian) operator
Systemic state ρq q ∈]1, 2], β > 0 q-generalized systemic state of spreading activation
Activity of node αi Activity of a node in spreading activation
Tsallis-entropy Hq∗ q∗ = 2− q ∈ [0, 1[ Non-extensive entropy with index q∗
q-JST divergence Jq∗ q∗ = 2− q ∈ [0, 1[ q-generalized Jensen-Shannon-Tsallis divergence
3. Results of Application: Associative Knowledge Network
The associative networks that are explored in this study from a systemic perspective
are based on a recent study, which explored university students’ (associative) knowledge
networks related to history of science [3]. Here, detailed construction of the networks and
results of their analysis for key terms and their rankings are not repeated. Instead, having
the previous results [3] available for the present study, the focus is here on global properties
of the networks and role of sub-networks within it. First, however, essential aspects of
network construction are briefly summarized. Second, the activity of nodes in spreading
activation is obtained, based on q-generalized systemic states. Third, the q-JST divergence
is calculated in order to explore the role of sub-structures of the associative network in
spreading activation.
3.1. Networks and Key Items
The empirical data of associative network are based on a sample of data that were
collected from a science (physics) history course for a third and fourth year students (pre-
service teachers) [3]. The course discussed science history roughly from year 1550 to 1850
from a viewpoint placing history of physics and science as part of general history. The
data set provides information regarding the students’ judgments of the relevance of given
persons, ideas, inventions, and events during those three centuries. The agglomerated
associative network based on that data was presented in ref. [3] and its key items were
analyzed. Here, the same data, made available for the present study, is analyzed from
the perspective of spreading activation and systemic states that are based on it. Note that,
here, only the two-core (nodes having at least two links) of the whole networks is used in
analysis, because auxiliary nodes with single connections only are of low relevance here. The
two-core consists of about 600 nodes and 1500 links (the original network has 1300 nodes
and 2500 links).
The agglomerated associative knowledge network in focus here consists of items in
three groups: (a) historical characters and persons (persons), (b) scientific ideas and inven-
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tions (science), and (c) events and phenomena in general history (history). Consequently,
the network contains six sub-networks: (a) persons-to-persons, (b) persons-to-science, (c)
persons-to-history, (d) science-to-science, (e) science-to-history, and (f) history-to-history,
which are schematically shown in Figure 1. The groups that are shown in Figure 1 show that
person-to-science connections are the most dominant ones and, after that, person-to-history
connections. The connections that are the fewest and supposedly of the least importance
for the overall structure of the networks are science-to-history and history-to-history con-
nections. Although the relative importance of different sub-networks are visually seen
in Figure 1, it is difficult to make more detailed comparisons of the relative importance.
For that, we will introduce later on the q-JST divergence, which quantifies the differences
that are already visible in Figure 1.
Person-Person Person-Science Person-History
Science-Science Science-History History-History
Figure 1. Sub-networks (see legends) of complete associative knowledge network. The nodes corre-
sponding to persons are shown in red, science in green and history in blue. The size of the node is in
proportional to a number of links (degree) attached to it. In each of the six cases, the links forming
the sub-networks are shown in bold black lines.
In what follows, for purposes of demonstrating the viability of method of analysis,
it is not necessary to know, in more detail, what different nodes represent. It is enough
to mention that nodes fall in three categories, as follows: persons (red nodes in Figure 1
and nodes 1–6, 11, 12, 14 in Figure 2); science (green nodes and 7, 9, 10, 13, 15, 16, 18 in
Figure 2); and, history (blue nodes and 8, 17–20 in Figure 2). Although the six leading nodes
are persons, the nodes are distributed relatively evenly in all three categories, which is
also the case for other remaining 43 out of 63 that were included in analysis (see Figure 2
later on).
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Figure 2. Activity αi = −log[ρq]ii of nodes i for systemic states ρq for q → 1 and q = 1.1, 1.5, 1.7,
and 1.9 (from top to bottom) for 63 most important key items (nodes). With red tones are shown
the high activity nodes, while blue indicates nodes of lower activity. The first 20 nodes fall in three
categories, as follows: persons (1–6, 11, 12, 14); science (7,9,10, 13, 15, 16, 18); and, history (8, 17–20).
3.2. Activity of a Node in Spreading Activation
The activities αi calculated from Equation (4) of the most active 63 nodes are shown
in Figure 2, as a heat-maps for values of β scaled to value 1 for the maximum of the
q-divergence J∗q (to be discussed later on). Figure 2 is a heat map showing how the activity
(high activity in red, lower activity with blue) of the most important 63 nodes changes
when the parameters q and β are increased. The relevant information to be paid attention
on in Figure 2 is contained in color coding, showing how parts of nodes gain higher activity,
while, for a part of the nodes, activity is reduced. It is not intended that the exact values of
activities (which are not relevant here) can be read from the Figure 2, since the exact values
are of no relevance here.
For q→ 1 and low values of β (the topmost panel in Figure 2), the nodes with large
degrees are the most active, but, when β is increased (i.e., activity spreads increasingly
through the network), the rankings of the nodes change, eventually leading to a situation
that differs from the initial stage. However, then, nearly all nodes gain similar activity,
indicating that state with q→ 1 weights all nodes nearly equally, and thus becomes of low
value for differentiating the key nodes based on their activity.
When higher values of q are used to define the systemic state, thus giving more weight
on nodes of high activity, it is seen that nodes are grouped more orderly in high activity
(in red toens) and lower activity (in blue tones) clusters. Visually, the largest diversity of
values is activities appears to be reached for q ≈ 1.5. For larger values of q, the breakdown
to different clusters of high and low values of activities does not change appreciably, but the
relative differences (diversity) appear to be reduced. In all these cases, irrespective of value
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of q, the breakdown in the clusters does not change much with increasing values of β.
Consequently, a robust classification of key items (nodes) based on their dynamic activity
is obtained for q ≈, with good stability with increasing values of β, as seen in Figure 2.
3.3. Role of Sub-Networks: Divergences
The role of sub-networks (as shown in Figure 1) for spreading activation can be quan-
tified through systemic states, where a given sub-network is removed from the complete
network (by setting links contained in it to zero) and then, the q-divergence between the
so-modified and complete network are calculated. In what follows, the modified networks
are denoted by GX−Y referring to network obtained by removing sub-network consisting
of links X-to-Y (where, X and Y are either, person, science, or history) from a complete net-
work G. The corresponding systemic states are calculated in order to obtain q-divergence,















































































































Figure 3. Divergences Jq∗ [X, Y] where X and Y persons (P), science (S) or history (H). The results are
shown for q∗ = 2− q for q→ 1 (a), q = 1.10 (b), q = 1.30 (c), q = 1.50 (d), q = 1.70 (e), q = 1.80 (f),
q = 1.90 (g), and q = 1.95 (h). Divergences are scaled to maximum value 1 of the largest divergence
(P-S) and they are shown as a function of β also scaled value of 1 corresponding to the maximum of
the largest divergence (but, for q < 1.3, corresponding to maximum of q = 1.3).
The lowest value q → 1 corresponds to the exponential systemic state, leading to
von Neumann entropy and normal Jensen–Shannon relative entropy. For low values
β 1 q-divergences are always close to zero, because all nodes contribute nearly equally
(state is essentially an identity matrix, see Equation (3)). Only with increasing values of
β, divergences start to increase. The q-divergence J1 with q→ 1 provides large values of
divergences when sub-networks P-S, P-H, S-S, and H-H are removed and a clearly smallest
divergence when S-H is removed, as seen in Figure 2. This is, of course, in line with the
situation that is shown in Figure 1, where it is visually clear that most of the links are found
in sub-networks whose removal leads to largest divergences. However, this means that
J1 provides no more information than is already contained in link counting. Thus, the
conventional exponential state with q→ 1 and the corresponding divergence J1 only pay
attention to local connectivity of nodes and they are insensitive to global connectivities.
This interpretation is also in accordance with the behavior of activities αi for q→ 1 that is
shown in Figure 2.
With increasing values of q > 1 the q-divergence begins to be more sensitive on differ-
ences between the sub-networks. The optimal case is reached for 1.3 < q < 1.5, where the
differences between sub-networks are relatively large and the maximum clear, but where
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q-divergence for large values of β levels off to stable, constant values. This stability is also
observed in activity of nodes that were obtained for values q ≈ 1.5, as shown if Figure 2.
For values q > 1.5, the divergences begin steadily to decrease with increasing values of
β, which indicates that spreading activation as described by systemic states covers all
nodes. In that region, the resolving power of q-divergence is still retained, but the relative
differences between activity of nodes does not change. This is also obvious in heat maps
showing the activities for q = 1.7 and q = 1.9, which are quite similar. This behavior means
that q-divergences with 1.3 < q < 1.5 are optimal in providing information regarding the
spreading activation and roles of sub-networks. The results for divergences in these cases
can be interpreted to contain robust information of the role of sub-networks, when global
connectivities within the sub-networks are taken into account. In this case, the role of sub-
networks appear quite differently, the sub-network P-P having the largest effect, and clearly
larger than the next most important sub-network P-H. Furthermore, now, the sub-network
S-H has a nearly negligible role for spreading activation in the complete network.
4. Discussion
A comparison of networks is an important problem in many areas of network sci-
ence [14–19]. In this study, we suggested a method of analysis of networks and their
comparison based on systemic states of network, which are constructed to model spreading
activation [9–12]. Spreading activation picture can be modeled as diffusion-like process,
where the extent of spreading is described in terms of diffusion propagator, in the form of
a density matrix that takes into account all connections between the terms included in the
system (network) [18,19]. Here, the q-generalized systemic states are constructed in the
form of a diffusion-propagator, which allows for weighting the role nodes in spreading
activation differently, with values of q = 1 corresponding to normal diffusion and q > 1
cases where a role of high activity nodes is emphasized in spreading. The diffusion propa-
gator is a holistic and complete description of the whole network describing its changing
state in spreading activation. Consequently, the propagator can be taken as a systemic state
describing the network.
On basis of the q-generalized systemic states, it becomes possible construct an asso-
ciated q-generalization of the usual Jensen–Shannon relative entropy (divergence) mea-
suring the difference between the states [18,19]. The q-generalized divergence is based
on Tsallis-entropy with index q∗ = 2− q that results from a specific choice of (linear)
constraints, related to so-called dual-forms in Tsallis-statistic. A practical motivation for
introducing the relation q∗ = 2− q is to achieve an optimal resolution for quantifying
the differences between q-generalized states, the dual index q∗ = 2− q in q-generalized
divergence weights more the important states occurring with low probability, when q > 1.
The best resolving power of differences is achieved when 1.3 < q < 1.7 and, correspond-
ingly, 0.3 < q∗ = 2− q < 0.7.
The viability and advantages of the approach based on q-generalized systemic states
and divergences is demonstrated here by applying it in the recently studied case of univer-
sity students’ associative knowledge of history of science, represented as an agglomerated
network [3]. It was shown that an analysis that is based on systemic states for spreading
activation has the potential to be better than conventional approaches based on use of
exponential states (q→ 1) in revealing and quantifying the role of different sub-networks
in spreading activation in associative networks (and, consequently, in similar kinds of
complex networks in general). The optimal resolving power to detect global differences
was achieved when 1.3 < q < 1.5 (0.7 < q∗ < 0.5). The results of the analysis were fully
compatible with the more traditional analysis [3], but it was shown that systemic states
provide better insight on roles the sub-networks have in a complete network, through their
activity in spreading activation. Moreover, the method provides robust and reliable way to
quantify such differences, with the possibility of much potential in quantitative analysis
and comparisons of complex systems that can be represented in the form of networks.
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5. Conclusions
The systemic approach for analyzing complex networks, as suggested here, is based
on the construction of systemic, holistic states to describe the network, from a perspective
of diffusion-like spreading activation. The method quantifies the notion of spreading acti-
vation, central for many applications related to associative knowledge networks. The new
results contained in the present study are: (1) q-generalized systemic states that are con-
structed as diffusion propagator solutions of a non-linear discrete diffusion equation
describing spreading activation, and (2) q-generalized relative information theoretic en-
tropy measure for quantifying differences between systemic states, which is constructed
as a Jensen–Shannon–Tsallis divergence for the q-generalized states. The q-generalized
systemic states contain two parameters q and β, which can be used to tune the states
sensitive to desired scales, from local to global connectivity, corresponding to extent of
spreading activation, thus providing new tools for robust quantitative characterization of
complex networks from a systemic perspective.
Finally, the method was applied in the case of a recently empirically studied associative
knowledge network, with the results demonstrating the viability of the method and its
sensitivity on global, systemic level properties of the network in the course of spreading
activation. In summary, the approach that is suggested here embodies the spreading
activation view on networks and provides a quantification in terms of systemic states. The
results of application demonstrate not only the viability of the proposed method, but also
its better sensitivity on the details of the networks not easily captured by more conventional
analysis methods.
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