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Abstract
Label noise is ubiquitous in the era of big data. Deep learning algorithms can
easily t the noise and thus cannot generalize well without properly modeling the
noise. In this paper, we propose a new perspective on dealing with label noise called
“Class2Simi”. Specically, we transform the training examples with noisy class la-
bels into pairs of examples with noisy similarity labels and propose a deep learning
framework to learn robust classiers directly with the noisy similarity labels. Note
that a class label shows the class that an instance belongs to; while a similarity label
indicates whether or not two instances belong to the same class. It is worthwhile
to perform the transformation: We prove that the noise rate for the noisy similarity
labels is lower than that of the noisy class labels, because similarity labels themselves
are robust to noise. For example, given two instances, even if both of their class la-
bels are incorrect, their similarity label could be correct. Due to the lower noise rate,
Class2Simi achieves remarkably beer classication accuracy than its baselines that
directly deals with the noisy class labels.
1 Introduction
It is expensive to label large-scale data accurately. erefore, cheap datasets with label
noise are ubiquitous in the era of big data. However, label noise will degenerate the per-
formance of trained deep models, because deep networks will easily overt label noise
[Zhang et al., 2016, Zhong et al., 2019, Li et al., 2019, Yi and Wu, 2019, Zhang et al., 2019,
Tanno et al., 2019, Zhang et al., 2018b, Xia et al., 2019].
In this paper, we propose a new perspective on handling label noise called “Class2Simi”,
i.e., transforming the training examples with noisy class labels into pairs of examples with
noisy similarity labels. A class label shows the class that an instance belongs to, while a
similarity label indicates whether or not two instances belong to the same class. is
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Figure 1: Illustration of the transformation from class labels to similarity labels. Note that
y¯ stands for the noisy class label and y for the latent clean class label. e labels marked
in red are incorrect labels. If we assume the class label noise is generated according to the
noise transition matrix presented in the upper part of the right column, it can be calculated
that the noise rate for the noisy class labels is 0.5 while the rate for the noisy similarity
labels is 0.25. Note that the noise transition matrix for similarity labels can be calculated
by exploiting the class noise transition matrix as in eorem 1.
transformation is motivated by the observation that the noise rate becomes lower, e.g.,
even if two instances have incorrect class labels, their similarity label could be correct. In
label-noise learning community, lower noise rate usually results in higher classication
performance [Bao et al., 2018, Han et al., 2018b, Xia et al., 2019, Patrini et al., 2017].
Specically, we illustrate the transformation and the robustness of similarity labels in
Figure 1. Assume we have eight noisy examples {(x1, y¯1), . . . , (x8, y¯8)} as shown in the
upper part of the middle column. eir labels are of four classes, i.e., {1, 2, 3, 4}. e labels
marked in red are incorrect labels. We transform the 8 examples into 8× 8 example-pairs
with noisy similarity labels as shown in the boom part of the middle column, where the
similarity label 1 means the two instances have the same class label and 0 means the two
instances have dierent class labels. We present the latent clean class labels and similarity
labels in the le column. In the middle column, we can see that although the instances x2
and x4 both have incorrect class labels, the similarity label of the example-pair (x2, x4)
is correct. Similarity labels are robust because they further consider the information of
pairwise relationship. We prove that the noise rate in the noisy similarity labels is lower
than that of the noisy class labels. For example, if we assume that the noisy class labels
in Figure 1 are generated according to the latent clean labels and the transition matrix
shown in the upper part of the right column (the ij-th entry of the matrix denotes the
probability that the clean class label i ips into the noisy class label j), the noise rate for
the noisy class labels is 0.5 while the rate for the corresponding noisy similarity labels is
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0.25. Note that the noise rate is the ratio of the number of clean examples to the number
of total examples, which can be calculated from noise transition matrix combined with
the proportion of each class, i.e., 1/6× 3/4 + 1/2× 1/4 = 0.25.
It is obvious that Class2Simi suers from information loss because we can not recover
the class labels from similarity labels. However, since the similarity labels are more robust
to noise than the class labels, the advantage of the reduction of noise rate overweighs
the disadvantage of the loss of useful information. To understand this, assume that we
have two examples with incorrect class labels, and the transformed similarity label is
correct. During the transformation, the useful information is increasing as the examples
with incorrect class labels contains less useful information than the pair with a correct
similarity label; while the noise rate is reducing as the transformed similarity label is
correct. us, we could benet from the transformation and achieve beer performance.
It remains unsolved how to learn a robust classier form the data with transformed
noisy similarity labels. To solve this problem, we propose to estimate the similarity noise
transition matrix, a 2 by 2 matrix whose entries denote the ip rates of similarity labels.
Note that the transition matrix bridges the noisy similarity posterior and the clean similar-
ity posterior. e clean similarity posterior can be approximated by the inner product of
the clean class posterior [Hsu et al., 2019]. e noisy similarity posterior can be learned
directly from the data with noisy similarity labels. en, we can borrow the ideas that
exploit the class transition matrix in dealing with class label noise, e.g., forward correc-
tion [Patrini et al., 2017], to learn the clean class posterior (and thus the robust classier).
We will empirically show that Class2Simi with the estimated similarity noise transition
matrix will remarkably outperform the baselines even given with the ground-truth class
noise transition matrix.
e contributions of this paper are summarized as follows:
• We propose a new perspective on learning with label noise, which transforms class
labels into similarity labels. Such transformation not only reduces the noise level but
also introduces the transition matrix more robust against estimation errors.
• We provide a way to estimate the similarity noise transition matrix by theoretically
establishing its relation to class noise transition matrix. We show that even if class
noise transition matrix is inaccurately estimated, the induced similarity noise transition
matrix still works well.
• We design a deep learning method to learn robust classiers from data with noisy sim-
ilarity labels and theoretically analyze its generalization ability.
• We empirically demonstrate that the proposed method remarkably surpasses the base-
lines on many datasets with both synthetic noise and real-world noise.
e rest of this paper is organized as follows. In Section 2, we formalize the noisy
multi-class classication problem, and in Section 3, we propose the Class2Simi strategy
and practical implementation. Experimental results are discussed in Section 4. We con-
clude our paper in Section 5.
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2 Problem Setup and Related Work
Let (X, Y ) ∈ X × {1, . . . , C} be the random variables for instances and clean labels,
where X represents the instance space and C the number of classes. However, in many
real-world applications [Zhang et al., 2016, Zhong et al., 2019, Li et al., 2019, Yi and Wu,
2019, Zhang et al., 2019, Tanno et al., 2019, Zhang et al., 2018b], the clean labels cannot be
observed. e observed labels are noisy. Let Y¯ be the random variable for the noisy labels.
What we have is a sample {(x1, y¯1), . . . , (xn, y¯n)} drawn from the noisy distribution Dρ
of the random variables (X, Y¯ ). Our aim is to learn a robust classier that could assign
clean labels to test data by exploiting the sample with noisy labels.
Existing methods for learning with noisy labels can be divided into two categories:
algorithms that result in statistically inconsistent or consistent classiers. Methods in
the rst category usually employ heuristics to reduce the side-eect of noisy labels, e.g.,
selecting reliable examples [Yu et al., 2019, Han et al., 2018b, Malach and Shalev-Shwartz,
2017], reweighting examples [Ren et al., 2018, Jiang et al., 2018, Ma et al., 2018, Kremer
et al., 2018, Tanaka et al., 2018, Reed et al., 2015], employ side information [Vahdat, 2017,
Li et al., 2017, Berthon et al., 2020], and adding regularization [Han et al., 2018a, Guo
et al., 2018, Veit et al., 2017, Vahdat, 2017, Li et al., 2017]. ose methods empirically work
well in many seings. Methods in the second category aims to learn robust classiers
that could converge to the optimal ones dened by using clean data. ey utilize the
noise transition matrix, which denotes the probabilities that the clean labels ip into noisy
labels, to build consistent algorithms [Goldberger and Ben-Reuven, 2017, Patrini et al.,
2017, ekumparampil et al., 2018, Yu et al., 2018, Liu and Guo, 2020, Zhang and Sabuncu,
2018, Kremer et al., 2018, Liu and Tao, 2016, Northcu et al., 2017, Sco, 2015, Natarajan
et al., 2013]. e idea is that given the noisy class posterior probability and the noise
transition matrix, the clean class posterior probability can be inferred.
Note that the noisy class posterior and the noise transition matrix can be estimated
by exploiting the noisy data, where the noise transition matrix additionally needs anchor
points [Liu and Tao, 2016, Patrini et al., 2017]. Some methods assume anchor points have
already been given [Yu et al., 2018]. ere are also methods showing how to identify
anchor points from the noisy training data [Liu and Tao, 2016, Patrini et al., 2017].
3 Class2Simi meets noisy supervision
In this section, we propose a new strategy for learning from noisy data. Our core idea is
to transform class labels to similarity labels rst, and then handle the noise manifested on
similarity labels.
3.1 Transformation on labels and the transition matrix
As in Figure 1, we combine every 2 instances in pairs, and if the two instances have the
same class label, we assign this pair a similarity label 1, otherwise 0. If the class labels
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are corrupted, the generated similarity labels also contain noise. We denote the clean and
noisy similarity label of the example-pair (xi, xj) by Hij and H¯ij respectively.
e denition of similarity noise transition matrix is similar to the class one, denoting
the probabilities that clean similarity labels ip into noisy similarity labels, i.e., Ts,mn =
P (H¯ij = n|Hij = m). e dimension of similarity noise transition matrix is always
2× 2. Since the similarity labels are generated from class labels, the similarity noise is
also determined and, thus can be calculated, by the class noise transition matrix.
eorem 1. Assume that the dataset is balanced (each class has the same amount of sam-
ples), and the noise is class-dependent. Given a class noise transition matrix Tc, such that
Tc,ij = P (Y¯ = j|Y = i). e elements of the corresponding similarity noise transition
matrix Ts can be calculated as
Ts,00 =
∑
i 6=i′,j 6=j′ Tc,ijTc,i′j′∑
i 6=i′ Tc,ijTc,i′j′
, Ts,01 =
∑
i 6=i′,j=j′ Tc,ijTc,i′j′∑
i 6=i′ Tc,ijTc,i′j′
,
Ts,10 =
∑
i=i′,j 6=j′ Tc,ijTc,i′j′∑
i=i′ Tc,ijTc,i′j′
, Ts,11 =
∑
i=i′,j=j′ Tc,ijTc,i′j′∑
i=i′ Tc,ijTc,i′j′
.
A detailed proof is provided in Appendix A.
Remark 1. eorem 1 can easily extend to the seing where the dataset is unbalanced in
class by multiplying each Tc,ij by a coecient ni. ni is the number of examples from the i-th
class.
Note that since the similarity labels are only dependent on class labels, if the class noise
is class-dependent, the similarity noise is also “class-dependent” (class means similar and
dissimilar).
eorem 2. Assume that the dataset is balanced (each class has the same amount of sam-
ples), and the noise is class-dependent. When the number of classes c ≥ 8 1, the noise rate for
the noisy similarity labels is lower than that of the noisy class labels.
A detailed proof is provided in Appendix B.
When dealing with label noise, low noise rate has many benets. e most important
one is that the noise-robust algorithms will consistently achieve higher performance when
the noise rate is lower [Bao et al., 2018, Han et al., 2018b, Xia et al., 2019, Patrini et al.,
2017]. Another benet is that, when the noise rate is low, the complex instance-dependent
label noise can be well approximated by class-dependent label noise [Cheng et al., 2017],
which is easier to handle.
1In multi-class classication problems, the number of classes is usually bigger than 8 , e.g., MNIST [Le-
Cun, 1998], CIFAR-10, and CIFAR-100 [Krizhevsky et al., 2009].
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Figure 2: An overview of the proposed method. We add a pairwise enumeration layer
and similarity transition matrix to calculate and correct the predicted similarity posterior.
By minimizing the proposed loss Lc2s(θ), a classier f can be learned for assigning clean
labels. e detailed structures of the Neural Network are provided in Section 4. Note that
for the noisy similarity labels, some of them are correct and some are not. e similarity
label for dogs is correct and the similarity label for cats is incorrect. In practice, the input
data is original class-labeled data, and the transformation is conducted during the training
procedure rather than before training.
3.2 Learning with noisy similarity labels
In order to learn a multi-class classier from similarity labeled data, we should establish re-
lationships between class posterior probability and similarity posterior probability. Here
we employ the relationship established in [Hsu et al., 2019], which is derived from a likeli-
hood model. As in Figure 2, they denote the predicted clean similarity posterior by the in-
ner product between two categorical distributions: Sˆij = f (Xi; θ)> f (Xj; θ). Intuitively,
f(X; θ) outputs the predicted categorical distribution of instanceX and f(Xi; θ)>f(Xj; θ)
can measure how similar the two distributions are. For clarity, we visualize the pre-
dicted similarity posterior in Figure 3. If Xi and Xj are predicted belonging to the same
class, i.e., argmaxm∈C fm(Xi; θ) = argmaxn∈C fn(Xj; θ), the predicted similarity pos-
terior should be relatively high (Sˆij = 0.30 in Figure 3(a)). By contrast, if Xi and Xj
are predicted belonging to dierent classes, the predicted similarity posterior should be
relatively low (Sˆij = 0.0654 in Figure 3(b)). Note that the noisy similarity posterior dis-
tribution P (H¯ij|Xi, Xj) and clean similarity posterior distribution P (Hij|Xi, Xj) satisfy
P (H¯ij|Xi, Xj) = T>s P (Hij|Xi, Xj). (1)
erefore, we can infer noisy similarity posterior ˆ¯Sij from clean similarity posterior Sˆij
with similarity noise transition matrix. To measure the error between the predicted noisy
similarity posterior ˆ¯Sij and noisy similarity label H¯ij , we employ a binary cross-entropy
loss function [Shannon, 1948]. e nal optimization function is
Lc2s(θ) = −
∑
i,j
H¯ij log
ˆ¯Sij + (1− H¯ij) log(1− ˆ¯Sij). (2)
e pipeline of the proposed Class2Simi is summarized in Figure 2. e somax func-
tion outputs an estimation for the clean class posterior, i.e., f(X) = Pˆ (Y |X), where
Pˆ (Y |X) denotes the estimated class posterior. en a pairwise enumeration layer is
6
(a) Similar example (b) Dissimilar example
Figure 3: Examples of predicted noisy similarity. Assume class number is 10; f(Xi) and
f(Xj) are categorical distribution of instances Xi and Xj respectively, which are shown
above in the form of area charts. Sˆij is the predicted similarity posterior between two
instances, calculated by the inner product between two categorical distributions.
added to calculate the predicted clean similarity posterior Sˆij . According to Equation (1),
by pre-multiplying the transpose of the noise similarity transition matrix, we can obtain
the predicted noisy similarity posterior ˆ¯Sij . erefore, by minimizing Lc2s, we can learn
a classier for predicting noisy similarity labels. Meanwhile, before the transition ma-
trix layer, the pairwise enumeration layer will output a prediction for the clean similarity
posterior, which guides f(X) to predict clean class labels.
3.3 Implementation
e proposed algorithm is summarized in Algorithm 1. Since learning only from similarity
labels will lose the mapping between the output nodes and the semantic classes, we load
the model trained on data with noisy class labels to learn the class information in Stage
2. It is worthwhile to mention that Class2Simi increases the computation cost slightly.
Note that the transformation of labels is during the training phase rather than before
training. Specically, as in Figure 2, rst we read a batch of n instances, and generate
their corresponding n2 similarity labels. Since n is the batchsize, it is usually small. In
addition, we only save the labels, not example-pairs, such that it introduces a negligible
memory overhead. en the neural network outputs the class posterior probabilities of n
single instance in the batch of data. Aer that pairwise enumeration layer calculates the
inner products between every two instances, outpuing n2 predicted similarity posterior
probabilities. en the similarity transition matrix corrects the n2 predicted similarity
posterior probabilities. Finally, the loss is accumulated by n2 items. Namely, Class2Simi
only does the additional computation on generating similarity labels and calculating the
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Algorithm 1 Class2Simi
Input: training data with noisy class labels; validation data with noisy class labels.
Stage 1: Learn Tˆs
1: Learn g(X) = Pˆ (Y¯ |X) by training data with noisy class labels, and save the model for
Stage 2;
2: Estimate Tˆc follow the optimization method in [Patrini et al., 2017];
3: Transform Tˆc to Tˆs.
Stage 2: Learn the classier f(X) = Pˆ (Y |X)
4: Load the model saved in Stage 1, and train the whole pipeline showed in Figure 2.
Output: classier f .
inner products between every two instances in the pairwise enumeration layer, which is
time-ecient.
3.4 Generalization error
We formulate the above problem in the traditional risk minimization framework [Mohri
et al., 2018]. e expected and empirical risks of employing estimator f can be dened as
R(f) = E(Xi,Xj ,Y¯i,Y¯j ,H¯ij)∼Dρ [`(f(Xi), f(Xj), Tˆs, H¯ij)], (3)
and
Rn(f) =
1
n2
n∑
i=1
n∑
j=1
`(f(Xi), f(Xj), Tˆs, H¯ij), (4)
where n is training sample size of the noisy data. Assume that the neural network has d
layers with parameter matricesW1, . . . ,Wd, and the activation functions σ1, . . . , σd−1 are
Lipschitz continuous, satisfying σj(0) = 0.
We denote by h : X 7→ Wdσd−1(Wd−1σd−2(. . . σ1(W1X))) ∈ RC the standard form
of the neural network. en the output of the somax function is dened as fi(X) =
exp (hi(X))/
∑C
j=1 exp (hj(X)), i = 1, . . . , C . We can obtain the following generaliza-
tion error bound as follow.
eorem 3. Assume the parameter matrices W1, . . . ,Wd have Frobenius norm at most
M1, . . . ,Md, and the activation functions are 1-Lipschitz, positive-homogeneous, and applied
element-wise (such as the ReLU). Assume the transition matrix is given, and the instancesX
are upper bounded by B, i.e., ‖X‖ ≤ B for all X , and the loss function ` is upper bounded
byM 2. en, for any δ > 0, with probability at least 1− δ,
R(fˆ)−Rn(fˆ) ≤ 2BC(
√
2d log 2 + 1)Πdi=1Mi√
n
+M
√
log 1/δ
2n
. (5)
2e assumption holds because deep neural networks will always regulate the objective to be a nite
value and thus the corresponding loss functions are of nite values.
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A detailed proof is provided in Appendix C.
eorem 3 implies that if the training error is small and the training sample size is
large, the expected risk R(fˆ) of the learned representations for noisy similarity posterior
will be small. If the transition matrix is well estimated, the clean similarity posterior as
well as the classier for the clean class will also have a small risk according to Equation (1)
and the Class2Simi relations. is theoretically justies why the proposed method works
well. In the experiment section, we will show that the transition matrices will be well
estimated and that the proposed method will signicantly outperform the baselines.
4 Experiments
Datasets. We employ three widely used datasets, i.e., MNIST [LeCun, 1998], CIFAR-10,
and CIFAR-100 [Krizhevsky et al., 2009], and one real-world noisy dataset Clothing1M
[Xiao et al., 2015]. MNIST has 28 × 28 grayscale images of 10 classes including 60,000
training images and 10,000 test images. CIFAR-10 and CIFAR-100 both have 32 × 32 × 3
color images including 50,000 training images and 10,000 test images. CIFAR-10 has 10
classes while CIFAR-100 has 100 classes. Clothing1M has 1M images with real-world noisy
labels and additional 50k, 14k, 10k images with clean labels for training, validation and
testing, and we only use noisy training set in training phase. Note that the similarity
learning method of Class2Simi is based on Cluster because there is no class information.
Intuitively, for a noisy class, if most instances in it belong to another specic class, we
can hardly identify it. For example, assume that a class with noisy labels i¯ contains ni
instances with ground-truth labels i and nj instances with ground-truth labels j. If nj is
bigger than ni, the model will cluster class i into j. Unfortunately, in Clothing1M, most
instances with label ‘5’ belong to class ‘3’ actually. erefore, we merge the two classes,
and denote the xed dataset contains 13 classes by Clothing1M*. For all the datasets, we
leave out 10% of the training examples as a validation set, which is for model selection.
Noisy class labels generation. For the three clean datasets, we articially corrupt
the class labels of training and validation sets according to the noise class transition ma-
trix. Specically, for each instance with clean label i, we replace its label by j with a
probability of Tc,ij . In this paper, we consider both symmetric and asymmetric noise set-
ting which are dened in Appendix D.
Baselines. As we mentioned before, Class2Simi is a strategy rather than a specic
algorithm. In this paper, for simplication, we employ the Forward correction [Patrini
et al., 2017] method to implement our approach on synthetic noisy datasets to show the
eectiveness of Class2Simi. On the more challenging real-world noisy dataset, we imple-
ment our approach on Forward correction [Patrini et al., 2017], Reweight [Liu and Tao,
2016], and T-revison [Xia et al., 2019], which all utilize a class-dependent transition ma-
trix to model the noise. Besides, we conduct experiments on the CE, which trains the
standard deep network with the cross entropy loss on noisy datasets; Co-teaching [Han
et al., 2018b], which is a representative algorithm of selecting reliable examples for train-
ing; Mix-up [Zhang et al., 2018a], which is a representative algorithm of regularization
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Figure 4: Average Means and Standard Deviations (Percentage) of Classication Accu-
racy over 5 trials on MNIST, CIFAR10 and CIFAR100 with symmetric noise. Forward and
Class2Simi are trained with estimated T. Forward TrueT is trained with ground-truth class
Tc and Class2Simi TrueT is trained with similarity Ts calculated from ground-truth class
Tc.
method. For fair comparisons, all experiments are conducted on NVIDIA Tesla V100, and
all methods are implemented by PyTorch.
Network structure and Optimizer. For MNIST, we use LeNet [LeCun et al., 1998].
For CIFAR-10, we use ResNet-32 with pre-activation [He et al., 2016]. For CIFAR-100, we
use ResNet-56 with pre-activation [He et al., 2016]. We use the same optimization method
as Forward correction to learn the noise transition matrix Tˆc. In Stage 2, we use the Adam
optimizer with initial learning rate 0.001. On MNIST, the batch size is 128 and the learning
rate decays every 20 epochs by a factor of 0.1 with 60 epochs in total. On CIFAR-10, the
batch size is also 128 and the learning rate decays every 40 epochs by a factor of 0.1 with
120 epochs in total. On CIFAR-100, the batch size is 1000 and the learning rate drops at
epoch 80 and 160 by a factor of 0.1 with 200 epochs in total. On Clothing1M*, the batch
size is 32 and the learning rate drops every 5 epochs by a factor of 0.1 with 10 epochs in
total.
Results on synthetic noisy datasets. e results in Figure 4, 5 and 6 demonstrate
that Class2Simi achieves distinguished classication accuracy and is more robust against
the estimation errors on transition matrix on three benchmark datasets.
From Figure 4, overall, we can see that Class2Simi (Class2Simi TrueT) achieves the
best performance whenever class Tc is given or estimated. In most cases, Class2Simi
with estimated Tc even outperforms baselines with the ground-truth class noise tran-
sition matrix, due to lower noise rate and the similarity transition matrix being robust
to noise. Specically, On MNIST, as the noise rate increases from Sym-0.1 to Sym-0.5,
Class2Simi TrueT maintains remarkable accuracy above 99.20% while the accuracy of
Class2Simi and Forward TrueT decrease steadily. However, there is a signicant de-
crease in the accuracy of Forward. On CIFAR10, the paerns of varying tendencies of
four curves are similar to that of MNIST except that the decreases are more dramatic and
even Class2Simi TrueT drops slightly at Sym-0.5. On CIFAR100, there is a obvious de-
crease in the accuracy of all methods and our method achieves the best results across all
10
Figure 5: Average Means and Standard Deviations (Percentage) of Classication Accuracy
over 5 trials on MNIST, CIFAR10 and CIFAR100 trained with dierent sampling rate on
training data. e noise rate on training data is set to Sym-0.5.
Figure 6: Average Means and Standard Deviations (Percentage) of Classication Accu-
racy over 5 trials on MNIST, CIFAR10 and CIFAR100 with ground-truth Tc which is added
varying degrees of random noise. e noise rate on training data is set to Sym-0.5.
noise rate, i.e., at Sym-0.5, Class2Simi gives an accuracy upli of about 8.0% compared
with Forward. Our method is also robust to asymmetric noise, and the related results are
provided in Appendix E.
In Figure 5, we show that the Class2Simi performs well even with less data. e noise
in training data is set to Sym-0.5. We randomly sample from original training data with
sampling rate from 0.5 to 1.0 and train the model on the sampled data. Test datasets remain
the same. At each sampling rate, Class2Simi performs beer than the baseline. With only
50%, 80% and 80% data on MNIST, CIFAR10 and CIFAR100, our method can achieve the
same accuracy as Forward.
In Figure 6, we show that the similarity noise transition matrix is robust against esti-
mation errors. To verify this, we add some random noise to the ground-truth Tc through
multiplying every elements in class Tc by a random variable αij . We control the noise
rate on the Tc by sampling αij in dierent intervals, i.e., 0.1 noise means that αij is uni-
formly sampled from ±[1.1, 1.2]. en we normalize Tc to make its row sums equal to
1. From Figure 6, we can see that the accuracy of Forward TrueT drops dramatically
with the increase of the noise on Tc on three datasets. Meanwhile, there is only a slight
uctuation of Class2Simi TrueT on MNIST and CIFAR10. On CIFAR100, the accuracy of
Class2Simi TrueT decreases aected by the noise on Tc, but the decline is much lower than
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Forward TrueT. e reason is that Class2Simi TrueT need to learn the class information
from noisy data which is hard when the number of classes is large.
Results on real-world noisy dataset. Results in Table 1 show that the proposed
strategy signicantly improves the classication accuracy of the algorithms based on tran-
sition matrix. T-based method with Class2Simi also outperforms those classic methods.
Table 1: Classication Accuracy on real-world noisy dataset Clothing1M*.
Classic method Acc T-based method Acc T-based method & Class2Simi Acc
CE 72.49 Forward 73.88 Forward & Class2Simi 75.41
Co-teaching 74.70 Reweight 74.44 Reweight & Class2Simi 75.76
Mixup 74.48 Revision 74.65 Revision & Class2Simi 75.79
5 Conclusion
is paper proposes a new perspective on dealing with class label noise (called Class2Simi)
by transforming the training sample with noisy class labels into a training sample with
noisy similarity labels. We also propose a deep learning framework to learn classiers
directly with the noisy similarity labels. e core idea is to transform class information
to similarity information, which makes the noise rate lower. We also prove that not only
the similarity labels but also the similarity noise transition matrix is robust to noise. Ex-
periments are conducted on benchmark datasets, demonstrating the eectiveness of our
method. In future work, investigating dierent types of noise for diverse real-life scenar-
ios might prove important.
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Appendices
A Proof of eorem 1
eorem 1. Assume that the dataset is balanced (each class has the same amount of sam-
ples), and the noise is class-dependent. Given a class noise transition matrix Tc, such that
Tc,ij = P (Y¯ = j|Y = i) . e elements of the corresponding similarity noise transition
matrix Ts can be calculated as
Ts,00 =
∑
i 6=i′,j 6=j′ Tc,ijTc,i′j′∑
i 6=i′ Tc,ijTc,i′j′
, Ts,01 =
∑
i 6=i′,j=j′ Tc,ijTc,i′j′∑
i 6=i′ Tc,ijTc,i′j′
,
Ts,10 =
∑
i=i′,j 6=j′ Tc,ijTc,i′j′∑
i=i′ Tc,ijTc,i′j′
, Ts,11 =
∑
i=i′,j=j′ Tc,ijTc,i′j′∑
i=i′ Tc,ijTc,i′j′
.
Proof. Assume each class has n samples. n2Tc,ijTc,i′j′ represents the number of sample-
pairs generated by (Y¯ = j|Y = i) and (Y¯ = j′|Y = i′). For the rst element Ts,00,
n2
∑
i 6=i′ Tc,ijTc,i′j′ is the number of sample-pairs with clean similarity labels S = 0, while
n2
∑
i 6=i′,j 6=j′ Tc,ijTc,i′j′ is the number of example-pairs with clean similarity labels S = 0
and noisy similarity labels S¯ = 0. us the ratio of these two terms is exact the Ts,00 =
P (S¯ = 0|S = 0). e remaining three elements are obtained in the same way.
B Proof of eorem 2
eorem 2. Assume that the dataset is balanced (each class has the same amount of sam-
ples), and the noise is class-dependent. When the number of classes c ≥ 8, the noise rate for
the noisy similarity labels is lower than that of the noisy class labels.
Proof. Assume each class hasn samples. As we state in the proof of eorem 1, the number
of example-pairs with clean similarity labels S = 0 and noisy similarity labels S¯ = 0 is
n2
∑
i 6=i′,j 6=j′ Tc,ijTc,i′j′ . We denote it by N00. Similarly, we have,
N00 = n
2
∑
i 6=i′,j 6=j′
Tc,ijTc,i′j′ , N01 = n
2
∑
i 6=i′,j=j′
Tc,ijTc,i′j′ ,
N10 = n
2
∑
i=i′,j 6=j′
Tc,ijTc,i′j′ , N11 = n
2
∑
i=i′,j=j′
Tc,ijTc,i′j′ .
e noise rate is the ratio of the number of clean examples to the number of total examples.
Assume that the number of classes is c. We have
Snoise =
N01 +N10
N00 +N01 +N10 +N11
=
N01 +N10
c2n2
,
Cnoise =
n
∑
i 6=j Tc,ij
cn
.
17
Let Snoise minus Cnoise, we have
Snoise − Cnoise =
n2
∑
i 6=i′,j=j′ Tc,ijTc,i′j′ + n
2
∑
i=i′,j 6=j′ Tc,ijTc,i′j′
c2n2
− n
∑
i 6=j Tc,ij
cn
=
∑
i 6=i′,j=j′ Tc,ijTc,i′j′ +
∑
i=i′,j 6=j′ Tc,ijTc,i′j′ − c
∑
i 6=j Tc,ij
c2
.
Let A =
∑
i 6=i′,j=j′ Tc,ijTc,i′j′ +
∑
i=i′,j 6=j′ Tc,ijTc,i′j′ − c
∑
i 6=j Tc,ij , we have
A =
∑
i 6=i′,j=j′
Tc,ijTc,i′j′ +
∑
i=i′,j 6=j′
Tc,ijTc,i′j′ − c
∑
i 6=j
Tc,ij
=
∑
i 6=i′,j=j′
Tc,ijTc,i′j′ +
∑
i=i′,j 6=j′
Tc,ijTc,i′j′ − c(
∑
i,j
Tc,ij −
∑
i=j
Tc,ij)
=
∑
i 6=i′,j=j′
Tc,ijTc,i′j′ +
∑
i=i′,j 6=j′
Tc,ijTc,i′j′ − c2 + c
∑
i=j
Tc,ij.
e second equation holds because the row sum of Tc is 1.
For the rst term
∑
i 6=i′,j=j′ Tc,ijTc,i′j′ , notice that:∑
i 6=i′,j=j′
Tc,ijTc,i′j′ =
∑
j
∑
i
Tc,ij(
∑
i′ 6=i
Tc,i′j)
=
∑
j
∑
i
Tc,ij(
∑
i′ 6=i
Tc,i′j + Tc,ij − Tc,ij)
=
∑
j
∑
i
Tc,ij(
∑
i′
Tc,i′j − Tc,ij)
=
∑
j
∑
i
Tc,ij(Sj − Tc,ij) (Sj is the column sum of the j − th column)
=
∑
j
∑
i
Tc,ijSj − T 2c,ij
=
∑
j
Sj
∑
i
Tc,ij −
∑
j
∑
i
T 2c,ij
=
∑
j
S2j −
∑
j
∑
i
T 2c,ij. (6)
Due to the symmetry of i and j, for the second term
∑
i=i′,j 6=j′ Tc,ijTc,i′j′ , we have∑
i=i′,j 6=j′
Tc,ijTc,i′j′ =
∑
j
∑
i
Tc,ij(Ri − Tc,ij) (Ri is the row sum of the i− th row, and Ri = 1)
=
∑
j
∑
i
Tc,ij − T 2c,ij
= c−
∑
j
∑
i
T 2c,ij. (7)
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erefore, substituting Equation.(6) and (7) into A, we have
A =
∑
j
S2j −
∑
j
∑
i
T 2c,ij + c−
∑
j
∑
i
T 2c,ij − c2 + c
∑
i=j
Tc,ij.
To prove Snoise − Cnoise ≤ 0 is equivalent to prove A ≤ 0.
Let M = c2 − c, N = ∑j S2j − 2∑j∑i T 2ij + c∑i=j Tij (we drop the subscript c in
Tc,ij), and A = N −M . Now we utilize the Adjustment method [Su and Xiong, 2015] to
scale N . For every iteration, we denote the original N by No, and the adjusted N by Na.
Since c ≥ 8, there can not exist three columns with column sum bigger than c/2− 1.
Otherwise the sum of the three columns will bigger than c, which is impossible because
the sum of the whole matrix is c.
erefore, rst, we assume that the j, k − th columns have column sum bigger than
c/2− 1. en, for row i, we add the elements l, which are not in j, k− th columns, to the
diagonal element. We have
Na −No = (Si + Til)2 + (Sl + Til)2 + cTil − 2(Tii + Til)2 − S2i − S2l + 2(T 2ii + T 2il)
= Til(2Til + 2Si − 2Sl + c− 4Tii)
≥ Til(2Til − 2Sl + c− 2Tii) (∵ Si ≥ Tii)
> Til(2Til − c+ 2 + c− 2Tii) (∵ Sl < c/2− 1)
≥ 0. (∵ Tii ≤ 1)
We do such adjustment to every rows, then Na is geing bigger and the adjusted matrix
will only have values on diagonal elements and the j, k− th columns. Since the diagonal
elements are dominant in the row, Sj +Sk < 2c/3 + 2/3 (because for i 6= j, k, Tij +Tik <
2/3).
Assume that the column sum of k − th column is no bigger than that of the j − th
column, and thus Sk < c/3 + 1/3. en, for a row i, we add the Tik to Tii. We have
Na −No = (Si + Tik)2 + (Sk + Tik)2 + cTik − 2(Tii + Tik)2 − S2i − S2k + 2(T 2ii + T 2ik)
= Tik(2Tik + 2Si − 2Sk + c− 4Tii)
≥ Tik(2Tik − 2Sk + c− 2Tii) (∵ Si ≥ Tii)
> Tik(2Tik + c/3− 2/3− 2Tii) (∵ Sk < c/3 + 1/3)
≥ 0. (∵ c ≥ 8, and Tii ≤ 1)
We do such adjustment to every rows, then Na is geing bigger and the adjusted matrix
will only have values on diagonal elements and the j − th column, which is called nal
matrix.
Note that if there is only one column with column sum bigger than c/2 − 1, we can
adjust the rest c− 1 columns as above and then obtain the nal matrix as well. If there is
no column with column sum bigger than c/2− 1, we can adjust all the elements as above
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and then obtain a unit matrix. For the unit matrix, A = N −M < Na −M = 0, the
eorem 2 is proved.
Now we process the nal matrix. For simplication, we assume j = 0 in the nal
matrix. We denote the Tij by bi and Tii by ai, for i = {1, . . . , c− 1}. We have
Na =
∑
i
a2i + (1 +
∑
i
bi)
2 + c(
∑
i
ai + 1)− 2(
∑
i
a2i +
∑
i
b2i + 1)
= (1 +
∑
i
bi)
2 + c
∑
i
ai + c−
∑
i
a2i − 2
∑
i
b2i − 2
= 1 + (
∑
i
bi)
2 + 2
∑
i
bi + c
∑
i
ai + c−
∑
i
a2i − 2
∑
i
b2i − 2
= (
∑
i
bi)
2 + 2
∑
i
bi − 2
∑
i
b2i + c
∑
i
ai −
∑
i
a2i + c− 1
= (
∑
i
bi)
2 + 2
∑
i
bi − 2
∑
i
b2i + c
∑
i
(1− bi)−
∑
i
(1− bi)2 + c− 1
= (
∑
i
bi)
2 + 2
∑
i
bi − 2
∑
i
b2i + c
2 − c− c
∑
i
bi −
∑
i
(1− 2bi + b2i ) + c− 1
= (
∑
i
bi)
2 + 4
∑
i
bi − 3
∑
i
b2i − c
∑
i
bi + c
2 − c.
Now we prove A = N −M ≤ Na −M ≤ 0. Note that
Na −M = (
∑
i
bi)
2 + 4
∑
i
bi − 3
∑
i
b2i − c
∑
i
bi
= (
∑
i
bi)
2 + 3
∑
i
bi − 3
∑
i
b2i − (c− 1)
∑
i
bi
= (
∑
i
bi)
2 + 3
∑
i
bi − 3
∑
i
b2i − (
∑
i
(1− bi) +
∑
i
bi)
∑
i
bi
= 3
∑
i
bi − 3
∑
i
b2i −
∑
i
(1− bi)
∑
i
bi
= 3
∑
i
bi(1− bi)−
∑
i
(1− bi)
∑
i
bi.
According to the rearrangement inequality[Hardy et al., 1952], we have∑
i
(1− bi)
∑
i
bi ≤ (c− 1)
∑
i
bi(1− bi).
Note that c ≥ 8, thus 3∑i bi(1 − bi) −∑i(1 − bi)∑i bi ≤ 0, and A ≤ 0. erefore
Snoise − Cnoise ≤ 0, and the equation holds if and only if the noise rate is 0. Namely,
the noise rate of the noisy similarity labels is lower than that of the noisy class labels.
eorem 2 is proved.
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C Proof of eorem 3
eorem 3. Assume the parameter matrices W1, . . . ,Wd have Frobenius norm at most
M1, . . . ,Md, and the activation functions are 1-Lipschitz, positive-homogeneous, and applied
element-wise (such as the ReLU). Assume the transition matrix is given, and the instancesX
are upper bounded by B, i.e., ‖X‖ ≤ B for all X , and the loss function ` is upper bounded
byM 3. en, for any δ > 0, with probability at least 1− δ,
R(fˆ)−Rn(fˆ) ≤ 2BC(
√
2d log 2 + 1)Πdi=1Mi√
n
+M
√
log 1/δ
2n
. (8)
Proof. We have dened
R(f) = E(Xi,Xj ,Y¯i,Y¯j ,H¯ij)∼Dρ [`(f(Xi), f(Xj), Tˆs, H¯ij)], (9)
and
Rn(f) =
1
n2
n∑
i=1
n∑
j=1
`(f(Xi), f(Xj), Tˆs, H¯ij), (10)
where n is training sample size of the noisy data.
First we bound the generalization error with Rademacher complexity [Bartle and
Mendelson, 2002].
eorem 4 ([Bartle and Mendelson, 2002]). Let the loss function be upper bounded byM .
en, for any δ > 0, with the probability 1− δ, we have
sup
f∈F
|R(f)−Rn(f)| ≤ 2Rn(` ◦ F) +M
√
log 1/δ
2n
, (11)
where Rn(` ◦ F) is the Rademacher complexity dened by
Rn(` ◦ F) = E
[
sup
f∈F
1
n
n∑
i=1
σi`(f(Xi), f(Xj), Tˆs, H¯ij)
]
, (12)
and {σ1, · · · , σn} are Rademacher variables uniformly distributed from {−1, 1}.
Before further upper bound the Rademacher complexity Rn(` ◦ F), we discuss the
special loss function and its Lipschitz continuity w.r.t hk(Xi), k = {1, . . . , C}.
Lemma1. Given estimated similarity transitionmatrix Tˆs, loss function `(f(Xi), f(Xj), Tˆs, H¯ij)
is 1-Lipschitz with respect to hk(Xi), k = {1, . . . , C},∣∣∣∣∣∂`(f(Xi), f(Xj), Tˆs, H¯ij)∂hk(Xi)
∣∣∣∣∣ < 1. (13)
3e assumption holds because deep neural networks will always regulate the objective to be a nite
value and thus the corresponding loss functions are of nite values.
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Detailed proof of Lemma 1 can be found in Section C.1.
Based on Lemma 1, we can further upper bound the Rademacher complexityRn(`◦F)
by the following lemma.
Lemma 2. Given estimated similarity transition matrix Tˆs and assume that loss function
`(f(Xi), f(Xj), Tˆs, H¯ij) is 1-Lipschitz with respect to hk(Xi), k = {1, . . . , C}, we have
Rn(` ◦ F) = E
[
sup
f∈F
1
n
n∑
i=1
σi`(f(Xi), f(Xj), Tˆs, H¯ij)
]
≤ CE
[
sup
h∈H
1
n
n∑
i=1
σih(Xi)
]
, (14)
where H is the function class induced by the deep neural network.
Detailed proof of Lemma 2 can be found in Section C.2.
e right hand side of the above inequality, indicating the hypothesis complexity of
deep neural networks, can be bounded by the following theorem.
eorem 5 ([Golowich et al., 2017]). Assume the Frobenius norm of the weight matrices
W1, . . . ,Wd are at most M1, . . . ,Md. Let the activation functions be 1-Lipschitz, positive-
homogeneous, and applied element-wise (such as the ReLU). Let X is upper bounded by B,
i.e., for any X , ‖X‖ ≤ B. en,
E
[
sup
h∈H
1
n
n∑
i=1
σih(Xi)
]
≤ B(
√
2d log 2 + 1)Πdi=1Mi√
n
. (15)
Combining Lemma 1,2, and eorem 4, 5, eorem 3 is proved.
C.1 Proof of Lemma 1
Recall that
`(f(Xi), f(Xj), Tˆs, H¯ij = 1) = − log( ˆ¯Sij)
= − log(Sˆij × Tˆs,11 + (1− Sˆij)× Tˆs,01)
= − log(f(Xi)>f(Xj)× Tˆs,11 + (1− f(Xi)>f(Xj))× Tˆs,01),
(16)
where
f(Xi) = [f1(Xi), . . . , fc(Xi)]
>
=
[(
exp(h1(X))∑c
k=1 exp(hk(X))
)
, . . . ,
(
exp(hc(X))∑c
k=1 exp(hk(X))
)]>
. (17)
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Take the derivative of `(f(Xi), f(Xj), Tˆs, H¯ij = 1) w.r.t. hk(Xi), we have
∂`(f(Xi), f(Xj), Tˆs, H¯ij = 1)
∂hk(Xi)
=
∂`(f(Xi), f(Xj), Tˆs, H¯ij = 1)
∂ ˆ¯Sij
[ ∂f(Xi)
∂hk(Xi)
]> ∂ ˆ¯Sij
∂f(Xi)
,
(18)
where
∂`(f(Xi), f(Xj), Tˆs, H¯ij = 1)
∂ ˆ¯Sij
= − 1
f(Xi)>f(Xj)× Tˆs,11 + (1− f(Xi)>f(Xj))× Tˆs,01
,
∂ ˆ¯Sij
∂f(Xi)
= f(Xj)× Tˆs,11 − f(Xj)× Tˆs,01,
∂f(Xi)
∂hk(Xi)
= f ′(Xi) = [f ′1(Xi), . . . , f
′
c(Xi)]
>.
Note that the derivative of the somax function has some properties, i.e., if m 6= k,
f ′m(Xi) = −fm(Xi)fk(Xi) and if m = k, f ′k(Xi) = (1− fk(Xi))fk(Xi).
We denote by V ectorm the m − th element in V ector for those complex vectors.
Because 0 < fm(Xi) < 1,∀m ∈ {1, . . . , c}, we have
f ′m(Xi) ≤ |f ′m(Xi)| < fm(Xi), ∀m ∈ {1, . . . , c}; (19)
f ′(Xi)>f(Xj) < f(Xi)>f(Xj). (20)
erefore,∣∣∣∣∣∂`(f(Xi), f(Xj), Tˆs, H¯ij = 1)∂hk(Xi)
∣∣∣∣∣ =
∣∣∣∣∣∂`(f(Xi), f(Xj), Tˆs, H¯ij = 1)∂ ˆ¯Sij
[ ∂f(Xi)
∂hk(Xi)
]> ∂ ˆ¯Sij
∂f(Xi)
∣∣∣∣∣
=
∣∣∣∣∣ f ′(Xi)>f(Xj)× Tˆs,11 − f ′(Xi)>f(Xj)× Tˆs,01f(Xi)>f(Xj)× Tˆs,11 + (1− f(Xi)>f(Xj))× Tˆs,01
∣∣∣∣∣
<
∣∣∣∣∣f ′(Xi)>f(Xj)× Tˆs,11f(Xi)>f(Xj)× Tˆs,11
∣∣∣∣∣
<
∣∣∣∣∣f(Xi)>f(Xj)× Tˆs,11f(Xi)>f(Xj)× Tˆs,11
∣∣∣∣∣
= 1. (21)
e rst inequation holds because Tˆs,11 > Tˆs,01. Detailed proof can be found in Section
C.1.1.
Similarly, we can prove∣∣∣∣∣∂`(f(Xi), f(Xj), Tˆs, H¯ij = 0)∂hk(Xi)
∣∣∣∣∣ < 1. (22)
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Combining Equation.(21) and Equation.(22), we obtain∣∣∣∣∣∂`(f(Xi), f(Xj), Tˆs, H¯ij)∂hk(Xi)
∣∣∣∣∣ < 1. (23)
C.1.1 Proof of Tˆs,11 > Tˆs,01
As we mentioned in Section B, we have,
N00 = n
2
∑
i 6=i′,j 6=j′
Tc,ijTc,i′j′ , N01 = n
2
∑
i 6=i′,j=j′
Tc,ijTc,i′j′ ,
N10 = n
2
∑
i=i′,j 6=j′
Tc,ijTc,i′j′ , N11 = n
2
∑
i=i′,j=j′
Tc,ijTc,i′j′ ,
Ts,01 =
N01
N00 +N01
, Ts,11 =
N11
N10 +N11
,
Ts,11 − Ts,01 = N11N00 +N11N01 −N01N10 −N01N11
(N00 +N01)(N10 +N11)
.
Let us review the denition of similarity labels: if two instances belong to the same class,
they will have similarity label S = 1, otherwise S = 0. at is to say, for a k-class
dataset, only 1
k
of similarity data has similarity labels S = 1, and the rest 1 − 1
k
has
similarity labels S = 0. We denote the number of data with similarity labels S = 1 byN1,
otherwiseN0. erefore, for the balanced dataset with n samples of each class, N1 = cn2,
and N0 = c(c− 1)n2. Let A = Ts,11 − Ts,01, we have
A = N11N00 −N01N10
= N11N00 − (N0 −N00)(N1 −N11)
= N11N00 −N0N1 −N11N00 +N11N0 +N1N00
= N11N0 −N01N1
= c(c− 1)n2N11 − cn2N01
> 0.
e last equation holds because of (c− 1)N11−N01 > 0 according to the rearrangement
inequality[Hardy et al., 1952]. Although the above proof is based on the true transition,
there is no specic restriction on Tc,ij . erefore, for the estimated Tˆc,ij , the corresponding
Tˆs,11 > Tˆs,01 is also correct.
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C.2 Proof of Lemma 2
E
[
sup
f∈F
1
n
n∑
i=1
σi`(f(Xi), f(Xj), Tˆs, H¯ij)
]
= E
[
sup
g
1
n
n∑
i=1
σi`(f(Xi), f(Xj), Tˆs, H¯ij)
]
= E
[
sup
argmax{h1,...,hC}
1
n
n∑
i=1
σi`(f(Xi), f(Xj), Tˆs, H¯ij)
]
= E
[
sup
max{h1,...,hC}
1
n
n∑
i=1
σi`(f(Xi), f(Xj), Tˆs, H¯ij)
]
≤ E
[
C∑
k=1
sup
hk∈H
1
n
n∑
i=1
σi`(f(Xi), f(Xj), Tˆs, H¯ij)
]
=
C∑
k=1
E
[
sup
hk∈H
1
n
n∑
i=1
σi`(f(Xi), f(Xj), Tˆs, H¯ij)
]
≤ CE
[
sup
hk∈H
1
n
n∑
i=1
σihk(Xi)
]
= CE
[
sup
h∈H
1
n
n∑
i=1
σih(Xi)
]
,
where the rst three equations hold because given Tˆs, f and max{h1, . . . , hC} give the
same constraint on hj(Xi), j = {1, . . . , C}; the sixth inequality holds because of the
Talagrand Contraction Lemma [Ledoux and Talagrand, 2013].
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D Denition of transition matrix
Symmetric noise seing is dened as follows, where C is the number of classes.
Sym-ρ: T =

1− ρ ρ
C−1 . . .
ρ
C−1
ρ
C−1
ρ
C−1 1− ρ ρC−1 . . . ρC−1... . . . ...
ρ
C−1 . . .
ρ
C−1 1− ρ ρC−1
ρ
C−1
ρ
C−1 . . .
ρ
C−1 1− ρ
 . (24)
e asymmetric noise is set as follow,
Figure 7: Asymmetric noise transition matrix.
E Results on asymmetric noise setting
Table 2: Average Means and Standard Deviations (Percentage) of Classication Accuracy
over 5 trials on MNIST, CIFAR10 and CIFAR100 with asymmetric noise.
Asymmetric Noise MNIST CIFAR10 CIFAR100
Forward 98.30±0.33 84.65±0.39 42.77±1.52
Class2Simi 98.44±0.14 85.32±0.16 49.96±0.88
Forward TrueT 98.53±0.16 85.09±0.09 49.80±0.39
Class2Simi TrueT 99.30±0.01 87.93±0.23 50.58±0.64
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