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STRONGLY MIXING SMOOTH PLANAR VECTOR FIELD
WITHOUT ASYMPTOTIC DIRECTIONS
YURI BAKHTIN AND LIYING LI
Abstract. We use a Voronoi-type tessellation based on a compound Poisson
point process to construct a strongly mixing stationary random smooth planar
vector field with bounded nonnegative components such that, with probability
one, none of the associated integral curves possess an asymptotic direction.
1. Introduction and the main results
Let v be a smooth vector field on R2 such that for every z ∈ R2, the integral
curve γz : R+ → R
2 (here R+ = [0,∞)) is well-defined as a unique solution of the
autonomous ODE
(1.1) γ˙z(t) = v
(
γz(t)
)
,
satisfying
(1.2) γz(0) = z.
Being motivated by homogenization problems for stochastic Hamilton–Jacobi
(HJ) type equations (see [Sou99],[RT00],[NN11],[CS13],[JESVT18]), limit shape
problems in First Passage Percolation (FPP) type models (see, e.g., [ADH17]),
and related straightness properties of random optimal paths in random environ-
ment (see [LN96],[HN01],[Wu¨t02],[CP11],[CS13],[BCK14],[Bak16]), in [BL18], we
raised the problem of conditions on a stationary random smooth vector field v that
would guarantee that with probability 1 the asymptotic direction limt→∞(γz(t)/t)
is well-defined for all z ∈ R2.
A simple argument based on the strong law of large numbers implies that such
a straightness statement holds for vector fields v with bounded nonnegative com-
ponents and finite dependence range. However, it is not clear how much the finite
dependence range requirement can be relaxed. In [BL18] we constructed an example
of a weakly mixing stationary random 2-dimensional vector field v with nonnegative
components such that, with probability 1, the following holds for all z ∈ R2:
(1.3) lim
t→∞
|γz(t)| =∞,
(1.4) lim inf
t→∞
γ2z (t)
γ1z (t)
= 0, lim sup
t→∞
γ2z(t)
γ1z(t)
=∞.
In other words, with probability one, none of the integral curves defined by this
vector field have an asymptotic direction. Instead, they sweep through a cone of
partial asymptotic directions.
The construction in [BL18] was based on a modification of the discrete example
from [CK16] with similar properties and thus it has only the weak mixing property.
The goal of the present note is to give an independent construction of a strongly
mixing vector field with no asymptotic directions. To state our main result, we
denote the two components of v ∈ R2 by v1 and v2.
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Theorem 1.1. There is a strongly mixing stationary smooth vector field v on R2
such that with probability 1, for all z ∈ R2,
(1.5) v1(z), v2(z) ≥ 0, v1(z) + v2(z) = 1,
and identities (1.3), (1.4) hold.
This theorem means that mixing is not enough to guarantee the asymptotic
straightness of integral curves. Probably there are conditions on the rate of mixing
sufficient for straightness but this question remains open.
Our vector field, similarly to the previous examples from [BL18], [CK16], and
their FPP predecessor [HM95], traps the integral curves in long narrow channels
each stretched along one of the extreme directions, so that the curves oscillate
between these two directions never settling on any specific one.
In our new example, the construction of these channels is based on a Voronoi-
type tessellation of the plane with centers of influence at Poissonian points. Each
Poissonian point is equipped with a rectangular domain of influence, a narrow chan-
nel with heavy-tailed random length, and an additional random strength parameter
that helps to decide which influence wins in the case of channel overlaps.
We describe our construction and prove the strong mixing property in Section 2.
We study the flow generated by our random vector field in Section 3. Auxiliary
results are given in Section 4.
Acknowledgment. YB is grateful to NSF for partial support via grant DMS-
1811444.
2. Construction and Strong mixing
Our construction is based on a Poissonian point field. Let (Ω0,F0,P0) be a com-
plete probability space, where Ω0 is identified as the space of all locally finite config-
urations ω = {ηi = (xi, ri, ξi, σi), i ∈ N} in X = R
2 × R× R× Σ where Σ = {1, 2}.
Configurations ω are sets, with no canonical enumeration. As usual, we use an
arbitrary enumeration for convenience.
The σ-algebra F0 is generated by all the maps ω 7→ n(ω ∩ B), where B is
any bounded Borel set in X and n(·) counts the number of points in a set. The
measure P0 is the distribution of a Poisson point field with the following intensity µ:
(2.1)
µ(dx× dr × dξ × dσ) =
1
2
αe−r
ξα+1
1{r≥0, ξ≥1} dx dr dξ dσ := f(x, σ, r, ξ) dx dr dξ dσ.
where 1 < α < 2 is a fixed number, and on the right hand side dx, dr, dξ are the
Lebesgue measure and dσ is the counting measure. Since µ has no atoms when
projected onto the x-component or ξ-component, we see that with probability one,
(2.2) xi 6= xj , ξi 6= ξj , i 6= j.
This allows us to work on a modified probability space Ω with full measure:
Ω = {ω : (2.2) holds true}.
Let us denote by F and P the restriction of F0 and P0 onto Ω. From now on we
will work with the probability space (Ω,F ,P). We will also denote the components
of η ∈ X by x(η), ξ(η), etc. We can interpret this Poisson point field as a compound
Poisson point process in the usual way: the spatial footprints xi form a homogeneous
Poisson point process in R2 with Lebesgue intensity; each xi is equipped with labels
ri, ξi, σi that are mutually independent and independent of labels of other points,
with distributions Exp(1), Par(α), and uniform on Σ. Here we denote by Exp(λ) the
3exponential distribution with parameter λ > 0, with Lebesgue density λe−λr1{r≥0},
and by Par(α) the Pareto distribution with parameter α, with density ata+1 1{t≥1}.
In the rest of the section we will construct a random vector field given any fixed
configuration ω. Let e1, e2 be the standard basis in R
2. We often write x = (x1, x2)
for a point in R2. For each ηi ∈ ω, let us associate with xi a domain of influence Di,
which is a rectangle of length riξi and width 1 in the direction of eσi . More precisely,
we define
D : X −→ rectangles in R2,
η = (x1, x2, r, ξ, σ) 7−→
{
[x1, x1 + rξ] × [x2, x2 + 1], σ = 1,
[x1, x1 + 1]× [x2, x2 + rξ], σ = 2.
and let Di = D(ηi). We call ηi the base point and ξi the strength of the domain Di.
For any region R ⊂ R2, we also define D−1(R) ⊂ X as
D−1(R) = {η ∈ X : D(η) ∩R 6= ∅}.
Lemma 2.1. With probability one, every bounded set in R2 intersects with a finite
number of domains of influence.
Proof: It suffices to show that for all m,n ∈ Z, with probability one the unit
square R = [m,m+ 1]×[n, n+ 1] intersects with a finite number of Di’s. This is
equivalent to µ(D−1(R)) <∞. Without loss of generality let us assume R = [0, 1]2.
We have
D−1(R) = {η = (x1, x2, r, ξ, σ) : σ = 2, x2 ≤ 1, −1 ≤ x1 ≤ 1, 0 ≤ x2 + rξ}
∪ {η = (x1, x2, r, ξ, σ) : σ = 1, x1 ≤ 1, −1 ≤ x2 ≤ 1, 0 ≤ x1 + rξ}
and
µ(D−1(R)) = 2
∫
{σ=2, x2≤1,−1≤x1≤1, 0≤x2+rξ}
f(x, r, ξ, σ)dx dr dξ dσ
=
∫ 1
−1
dx1
∫ 1
−∞
dx2
∫ ∞
1
α
ξα+1
dξ
∫ +∞
(−x2)+/ξ
e−r dr
= 2 + 2
∫ 0
−∞
dx2
∫ ∞
1
α
ξα+1
dξ · e
x2
ξ
= 2 + 2
∫ ∞
1
α
ξα
dξ <∞,
where we used
∫ 1
−∞
=
∫ 0
−∞
+
∫ 1
0
in the third line, and α > 1 in the last line. ✷
For Λ ⊂ X , we denote by FΛ the σ-algebra generated by all the maps ω 7→
n(ω ∩B), where B ⊂ Λ is any bounded Borel set. Let Θ be a special element and
for µ(Λ) <∞ we define φ(Λ) ∈ X ∪ {Θ} as
φ(Λ) =
{
Θ, Λ ∩ ω = ∅,
argmax{ξ(η) : η ∈ Λ ∩ ω}, Λ ∩ ω 6= ∅.
In other words, when there is at least one Poisson point in Λ, φ(Λ) gives the one
with highest strength. For convenience we also assign a strength to the special
element Θ by setting ξ(Θ) = 0. It is clear that φ(Λ) is measurable with respect
to FΛ. For x ∈ R
2, we also abuse the notation to write
φ(x) := φ(D−1({x})).
The meaning of φ should be clear from the context.
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Let ρ be a smooth probability density supported on [−1/3, 0]2. The desired
vector field is constructed as a convolution v = ρ ∗ v˜, where
v˜(x) =
{
eσ(φ(x)), φ(x) 6= Θ
1
2 (e1 + e2), φ(x) = Θ.
Clearly, v˜ satisfies (1.5) with v replaced by v˜. Therefore, v = ρ∗v˜ also satisfies (1.5).
In the rest of this section we will state and prove the strong mixing property of v.
For z ∈ R2, let us define the shift operator θ˜z acting on X by
θ˜z(x, r, ξ, σ) = (x− z, r, ξ, σ).
This induces the shift operator θzω = θz{ηi} := {θ˜
zηi} defined on Ω. Since (θ˜
z)z∈R2
preserves the measure µ, {θz}z∈R2 is a measure-preserving R
2-action on (Ω,F ,P).
We temporarily write v(x) = vω(x) to stress its dependence on the Poisson point
configuration. The map V : ω 7→ vω(·) is measurable from (Ω,F) to (M,B(M)),
where M is the space of continuous vector fields on R2, and B(M) is the Borel σ-
algebra induced by the LU metric
d(u, v) =
+∞∑
n=1
‖u− v‖C([−n,n]2) ∧ 1
2n
,
Let PM = PV
−1 be the push-forward of P. Since vω(x) = vθxω
(
(0, 0)
)
, {θz}z∈R2 is
also a measure preserving R2-action on (M,B(M),PM).
Lemma 2.2. The R2-system ({θz}z∈R2 ,M,B(M),PM) is strongly mixing.
Proof: We need to show that for any A,B ∈ B(M),
(2.3) PM(A ∩ θ
zB)→ PM(A)PM(B), |z|1 = |z
1|+ |z2| → ∞.
It suffices to prove (2.3) for A,B ∈ B(MN), whereMN is the space of vector fields
restricted to LN = [−N,N ]
2, since B(M) =
∨∞
N=1 B(MN). Let us write
1A(vω) = h(ω1, ω0), 1θzB(vω) = g(ω2, ω0),
where ωi = ω ∩ Λi and
Λ0 = D
−1(LN ) ∩ θ˜
zD−1(LN), Λ1 = D
−1(LN) \ Λ0, Λ2 = θ˜
zD−1(LN) \ Λ0.
Here, for simplicity we have suppressed the dependence on z of g, h and ωi’s. Let
h¯(ω0) = E
[
h(ω1, ω0)|ω0
]
and g¯(ω0) = E
[
g(ω2, ω0)|ω0
]
. By independence of ωi’s,
PM(A ∩ θ
zB) = E h(ω1, ω0)g(ω2, ω0) = E h¯(ω0)g¯(ω0)
= h¯(∅)g¯(∅)P(ω0 = ∅) + E h¯(ω0)g¯(ω0)1ω0 6=∅.
Using this and noting that 0 ≤ g¯, h¯ ≤ 1, we obtain
(2.4)
∣∣∣PM(A ∩ θzB)− h¯(∅)g¯(∅)∣∣∣ ≤ 2P(ω0 6= ∅).
We also have
PM(A)PM(B) = E h¯(ω0)E g¯(ω0)
=
(
h¯(∅) + E (h¯(ω0)− 1)1ω0 6=∅
)(
g¯(∅) + E (g¯(ω0)− 1)1ω0 6=∅
)
,
and therefore
(2.5)
∣∣∣PM(A)PM(B)− h¯(∅)g¯(∅)∣∣∣ ≤ 3P(ω0 6= ∅).
So if we show that
(2.6) lim
|z|1→∞
P(ω0 6= ∅) = 0,
5then this and (2.4), (2.5) will imply (2.3). The limit (2.6) is equivalent to
µ(Λ0) = µ
(
D−1(LN ) ∩ θ˜
zD−1(LN )
)
→ 0, |z|1 →∞.
Let |z|1 > 4N , and without loss of generality assume z
1 ≥ z2 > 0. Then
Λ0 ⊂ {η : σ = 1, x
1 < −z1 +N, |x2| ≤ N + 1, x1 + rξ ≥ −N}.
Therefore,
µ(Λ0) ≤ (N + 1)
∫ −z1+N
−∞
dx1
∫ ∞
1
α
ξα+1
dξ
∫ +∞
−N−x1
ξ
e−r dr
= (N + 1)
∫ ∞
0
dy
∫ ∞
1
α
ξα+1
dξe−
y+z1−2N
ξ
= (N + 1)
∫ ∞
1
α
ξα
e−
z1−2N
ξ .
Since α > 1 and e−
z1−2N
ξ → 0 as |z|1 → ∞, the last line indeed goes to 0 by
dominated convergence theorem. This completes the proof. ✷
3. Long-term behavior of integral curves
In this section we will show that the integral curves of the vector field v con-
structed in the previous section satisfy (1.4).
Suppose a domain of influence Di intersects the line {x
σi = L}. We say that
another domain of influence Dj is a successor of Di at level L if
(3.1) φ(x1, x2) = ηi, ∀(x
1, x2) : L− 1 ≤ xσi ≤ L, xσˆii ≤ x
σˆi ≤ xσˆii + 1,
and
(3.2a) φ(x1, x2) = ηi, L < x
σi < xσij , x
σˆi
i ≤ x
σˆi ≤ xσˆii + 1,
(3.2b) ξi < ξj , σj = σˆi,
(3.2c) φ(x1, x2) = ηj , x
σi
j ≤ x
σi ≤ xσij + 1, x
σˆi
i − 1 ≤ x
σˆi ≤ xσˆii + 1,
where 1ˆ = 2 and 2ˆ = 1. (See also Figure 1.) Although (3.2a) is almost the same
condition as (3.1) except in a slightly different region, it is natural to separate these
two conditions as the reader can see later in this section.
(x1i , x
2
i )
Di
(x1j , x
2
j )
Dj
y
line: x1 = L
S1
S2
(3.2)
(3.2)
(3.2c)
(3.10)
Figure 1. Dj is the successor of Di at level L (σi = 1).
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If Dj is the successor of Di at level L, then we have control on the behavior of
all the integral curves starting from {xσi = L} ∩Di. The proof of the next lemma
shows that the numbers L − 1 and xσˆii − 1 in (3.1) and (3.2c) can be replaced by
L− δ and xσˆii − δ for any δ > 1/3 but we choose δ = 1 for convenience.
Lemma 3.1. Suppose Dj is the successor of Di at level L and y ∈ {x
σi = L} ∩Di.
Then the integral curve γy must cross the line segments S1 = {x
σi = xσij } ∩Di
and S2 = {x
σˆi = xσˆii + 1} ∩Dj.
Proof: Without loss of generality assume σi = 1. Since the density ρ is supported
on [−1/3, 0]2, we have v(x) = e1 for all x ∈ {(x
1, x2) : x2 = x2i + 1, L ≤ x
1 ≤ x1j},
so no integral curve can cross this line segment. Since v(x) satisfies (1.5), γy must
cross S1. Similarly, v(x) = e2 for all x ∈ {(x
1, x2) : x1 = x1j +1, x
2
i ≤ x
2 ≤ x2i +1};
so after crossing S1, γy must cross S2. This completes the proof. ✷
Let y ∈ R2 and n ∈ N ∪ {∞}. We define An,y, n ≥ 0 to be the event on which
there is a chain of successors starting from y, formed by n + 1 domains; more
precisely, on An,y, there is a sequence of points (ηkl)0≤l≤n from the Poissonian
configuration ω such that
(1) φ(y) = ηk0 , σk0 = 1 and ξ(φ(z)) ≤ ξ(φ(y)) for all z ∈ [y
1−1, y1]×[y2−1, y2]
(recalling that ξ(Θ) = 0);
(2) φ(z) = ηk0 for all z ∈ [y
1 − 1, y1]× (y2, x2k0 + 1];
(the first two conditions describe A0,y, the next condition is for n ≥ 1)
(3) (when n ≥ 1,) Dk1 is a successor of Dk0 at level y
1, and for 1 ≤ l ≤ n− 1,
Dkl+1 is a successor of Dkl at level x
σkl
kl1
.
We really need the desired behavior in a region [y1 − 1, y1] × (x2k0 , x
2
k0
+ 1] that
is smaller than the one described by parts (1) and (2) but our definition helps to
simplify certain arguments.
We are interested in infinite chains of successors since we have the following
results:
Theorem 3.1. For any y ∈ R2, P(A∞,y) > 0.
Theorem 3.2. Let y ∈ R2. For almost all ω ∈ A∞,y, γy satisfies (1.3) and (1.4).
We can now prove our main result:
Derivation of Theorem 1.1 from Theorems 3.1 and 3.2: Let v be con-
structed as in Section 2. Then v satisfies (1.5) for all z ∈ R since v˜ does. Clearly, v
is bounded, C∞-smooth, and (1.3) holds for all starting points z ∈ R2. It remains
to check (1.4)
Let us denote S(ω) = {y ∈ R2 : ω ∈ A∞,y and γy satisfies (1.3)–(1.4)}. Theo-
rems 3.1 and 3.2 along with the ergodic theorem and ergodicity of the Poisson point
process with respect to spatial shifts imply that for almost every ω, the following
holds: for all i ∈ Z, there are infinitely many j ∈ N such that (i, j) ∈ S(ω), and for
all j ∈ Z, there are infinitely many i ∈ N such that (i, j) ∈ S(ω). Therefore, with
probability 1, for every y ∈ R2 there are x1, x2 ∈ S(ω) such that x
1
1 < y
1 < x12 and
x22 < y
2 < x21. The integral curves do not intersect, which along with (1.5) implies
that γy is squeezed between γx1 and γx2 , so (1.4) for γy follows. ✷
The rest of this section we will prove Theorems 3.1 and 3.2. We will need some
notations and definitions.
We introduce a partial order “≺” on R2: x ≺ y if and only if x1 ≤ y1 and x2 ≤ y2.
We then write F¯z = F{x:x≺z}×R2×Σ for z ∈ R
2.
7We will work with measurable maps (random variables or vectors) defined not
on the entire Ω but on smaller measurable subsets of Ω. Let A ∈ F and T be an R2-
valued measurable map defined on a subset of Ω containing A. We say that (T,A)
is a (two-dimensional) stopping time, or T is a stopping time w.r.t. the set A, if
for any z ∈ R2, {T ≺ z} ∩ A ∈ F¯z. With each stopping time (T,A), we associate
a σ-algebra F¯AT :
(3.3) F¯AT := {Λ ∈ F : Λ ∩ {T ≺ z} ∩ A ∈ F¯z for all z ∈ R
2}.
Lemma 3.2. Let (T,A) and (S,B) be two stopping times such that B ⊂ A and B ∈
F¯AT . Assume that T ≺ S holds on B. Then F¯
A
T ⊂ F¯
B
S .
The proof of this Lemma and the next one will be given in section 4.
Let
(3.4) H = {(x1, x2, r, ξ, σ) : x1 > 0 or x2 > 0}.
We also have the following version of the strong Markov property for our Poisson
point process.
Lemma 3.3. Let (T,A) be a stopping time. Then for any bounded open sets
B1, ..., Bk ⊂ H and n1, ..., nk ∈ N,
P
(
n(θTω∩Bj) = nj , j = 1, ..., k, ω ∈ A|F¯
A
T
)
= P
(
n(ω∩Bj) = nj , j = 1, ..., k
)
1A.
This result can be interpreted as conditional independence as the following corol-
lary shows:
Corollary 3.1. Let (T,A) be a stopping time. Then θTω|H and F¯
A
T are indepen-
dent on the restricted probability space (A,FA,PA) where FA = {Λ ∩ A : Λ ∈ F}
and PA(·) =
P(· ∩A)
P(A) . Equivalently, for any two random variables X = Ψ(θ
Tω|H)
and Y measurable with respect to F¯AT , their restrictions onto A are conditionally
independent on (A,FA,PA).
Proof: LetM be a F¯AT -measurable r.v. and N = {n(θ
Tω∩Bj) = nj , j = 1, ..., k}
for Bj ⊂ H and nj ∈ N. We need to show that PA(M ∩ N) = PA(M)PA(N) or,
equivalently,
P(M ∩N ∩ A)P(A) = P(M ∩ A)P(N ∩ A).
This identity is trivial if P(N) = 0. If P(N) > 0, then it follows from P(N) =
P
(
n(ω ∩Bj) = nj , j = 1, ..., k
)
and identities
P(M ∩N ∩ A) = P
(
n(ω ∩Bj) = nj, j = 1, ..., k
)
P(M ∩ A),
P(N ∩ A) = P
(
n(ω ∩Bj) = nj, j = 1, ..., k
)
P(A),
which are due to Lemma 3.3. ✷
Corollary 3.2. Let (T,A) be a stopping time and let l : Ω×Rd → R be a bounded
measurable function that depends on ω ∈ Ω only through ω|H . Then for any F
A
T -
measurable random vector X = (X1, ..., Xd),
(3.5) E
(
l
(
θTω,X
)
1A|F
A
T
)
= 1A
(
E l(ω, x)
)∣∣∣
x=X
.
Proof: The proof is standard. We first treat the case where l is of the form
l(ω, x) = l1(ω)l2(x)
using Corollary 3.1, then we use an approximation argument. ✷
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Remark 3.1. Our definition of stopping times is quite delicate. We emphasize
that it is the pairing of the random vector T and the domain A that is important.
Even a constant time T ≡ (0, 0) may fail to be a stopping time with respect to a
domain like
A =
{
ω : n
(
ω ∩ [−1, 0]2 × R× R× Σ
)
= n
(
ω ∩ [0, 1]2 × R× R× Σ
)}
.
In this specific example, the definition fails because if z = (1/2, 1/2), then {T ≺
z} ∩A = Ω ∩A = A 6∈ F¯z. As a consequence, the strong Markov property does not
hold for (T,A).
Since the shift operators (θz)z∈R2 are measure-preserving transformations of
(Ω,F ,P), the statement of Theorems 3.1 and 3.2 do not depend on y. Hereafter
we will fix y ∈ R2 and write An = An,y. The following lemma makes precise the
construction of the events An.
Lemma 3.4. There exist events of positive probability (Bn)n≥0 and random vectors
Z˜n =


(U0, V0), n = 0,
(Um − 1, Vm), n = 2m− 1,
(Um, Vm+1 − 1), n = 2m,
Zn =


(U0, V1), n = 0,
(Um, Vm), n = 2m− 1,
(Um, Vm+1), n = 2m.
such that the following is true:
1) B0 ⊃ A0 ⊃ · · · ⊃ Bn ⊃ An ⊃ · · · , y = Z˜0 ≺ Z0 ≺ · · · ≺ Z˜n ≺ Zn · · · .
2) For each n ≥ 0, Z˜n, Zn are stopping times w.r.t. An−1 (with A−1 := Ω); we also
have Bn ∈ F¯
An−1
Z˜n
, An ∈ F¯
An−1
Zn
.
3) For each n ≥ 0, ηkn (i.e., the base point of Dkn) is defined on Bn and measurable
w.r.t. F¯
An−1
Z˜n
.
4) The following recurrence relation holds true:
(3.6a) 1A0 = 1B0 · g0(ω, ηk0 , V1),
(3.6b) 1An = 1Bn · gi
(
θZ˜nω, ξkn
)
,
where i = 1 for odd n and i = 2 for even n, and the functions g0, g1 and g2 are
given by
(3.7a) g0(ω, ζ, V ) = 1{
ξ(η)≤ζ for all η∈D−1
(
[y1−1,y1]×(y2,V ]
)},
(3.7b) g1(ω, ζ) = 1{
ξ(η)≤ζ for all η∈H∩D−1
(
(0,1]×[−2,0]
)},
(3.7c) g2(ω, ξ) = 1{
ξ(η)≤ζ for all η∈H∩D−1
(
[−2,0]×(0,1]
)}.
Here, it is important to note that g1 and g2 depend on ω only through ω|H .
(See also Figure 2.)
Remark 3.2. In fact, in the remainder of the paper we will use not only the
existence result of this lemma but the explicit construction given in the proof.
Proof of the lemma: We construct Bn, Z˜n, Zn and ηkn with the described
properties inductively. We only give the construction for n = 0, 1, 2 since the cases
for n = 2m− 1 and n = 2m with m ≥ 2 are similar to those for n = 1 and n = 2,
respectively.
First, Z˜0 = (U0, V0) := y is a stopping time w.r.t. A−1 = Ω since it is constant.
We define
B0 =
{
φ(y) 6= Θ, σ(φ(y)) = 1, ξ(φ(z)) ≤ ξ(φ(y)) for all z ∈ [y1 − 1, y1]× [y2 − 1, y2]
}
,
9x1
x2
Dk0
Z˜0 = y
U0 = y
1
V0 = y
2
Z0
V1
xk1
Dk1
Z˜1
U˜1(=U0+τ0)
Z1
U1
xk2
Dk2 Z˜2
V˜2
Z2
V2
U0+τ1U0+τ2 U0+τ3
Figure 2. The stopping times Zm and Z˜m. The random vari-
ables τi, i = 0, 1, 2, 3, will be used in Lemma 3.5.
and on B0, we define ηk0 = φ(y). Clearly, 1B0 and ηk0 are measurable with respect
to F¯y = F¯
A−1
Z˜0
. Next, we set V1 = x
2
k0
+ 1. Then Z0 = (U0, V1) is also a stopping
time w.r.t. A−1. It is easy to see that (3.6a) is true, since the definitions of B0
and g0 match the conditions (1) and (2), respectively. Finally, we have A0 ∈ F¯
A−1
Z0
,
since (3.6a) holds and 1B0 , ηk0 , and V1 are all F
A−1
Z˜0
-measurable and hence F¯
A−1
Z0
-
measurable by Lemma 3.2.
Let n = 1. We define
(3.8) U˜1 = sup
{
t ≥ U0 : φ(z) = ηk0 for all z ∈ [U0, t]× [V1 − 1, V1]
}
.
If follows from the definition of U˜1 that Z˜1 = (U˜1, V1) is a stopping time w.r.t. A0.
If U˜1 = x
1
k0
+ rk0ξk0 , then there is no successor of Dk0 at level y
1; otherwise,
U˜1 < x
1
k0
+ rk0ξk0 and Dk0 is “blocked” by some other domains, and one of them
may be a successor of Dk0 ; see the shaded rectangles in Figure 2 as an illustration.
In the latter case, we order these domains by the 1-coordinate of their base points,
and let ηp be the base point with smallest 1-coordinate. By (2.2), it is uniquely
determined and measurable as a function of ω. Throughout the paper, we prefer
defining points like ηp to defining their indices like p in order to avoid measurability
problems since there is no canonical enumeration of Poissonian points. Then U˜1 =
x1p = x
1(ηp).
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We aim to find a successor of Dk0 . The only candidate for the successor will
be D(ηp). We define the event B1
(3.9) B1 = A0 ∩ {U˜1 < x
1
k0 + rk0ξk0} ∩
{
σp = 2, x
2
p ≤ V1 − 2, x
2
p + rpξp ≥ V1
}
.
and let ηk1 = ηp on B1. If ω ∈ B1, then (3.1), (3.2a), and (3.2b) are satisfied
with i = k0, j = k1 but instead of (3.2c), the following weaker condition holds (see
also Fig. 1):
(3.10) φ(x1k1 , x
2) = ηk1 , x
2
k0 − 1 ≤ x
2 ≤ x2k0 + 1.
We say that Dk0 is “completely” blocked if (3.2b) and (3.10) are satisfied. For
example, in Figure 2, the longest shaded rectangle completely blocks Dk0 , while
the others do not. Noting that 1A0 , U˜1 are F¯
A0
Z˜1
-measurable, and that ηk0 , V1
are F¯
A−1
Z0
-measurable and hence are also F¯A0
Z˜1
-measurable by Lemma 3.2, it is clear
that 1B1 and ηk1 are F¯
A0
Z˜1
-measurable. Also, letting U1 = U˜1 + 1, we define Z1 =
(U1, V˜1) = Z˜1 + e1, a stopping time w.r.t. A0 by Lemma 3.2.
Finally, we verify (3.6b) for n = 1. If ω ∈ A1, since the successor of Dk0
is the first domain that blocks it after level y1 and the blocking is complete, we
must have that ω ∈ B1 and Dk1 , defined on B1, is the successor. Then, (3.2c)
implies g1(θZ˜1ω, ξk1) = 1. Therefore, 1A1 ≤ 1B1 · g1
(
θZ˜1ω, ξk1
)
.
To prove the reverse inequality 1B1 · g1
(
θZ˜1ω, ξk1
)
≤ 1A1 , we must assume
that ω ∈ B1 and g1(θ
Z˜1ω, ξk1) = 1 and check (3.2c). Let z ∈ (U˜1, U˜1+1]×[V1−2, V1]
and η ∈ D−1({z}). If η ∈ θZ˜1H , then ξ(η) ≤ ξk1 by the definition of g1 in (3.7b).
If η ∈ θZ˜1Hc, then ξ(η) ≤ ξk0 , otherwise D(η) will blockDk0 beforeDk1 does, which
contradicts the definition of Dk1 . In both cases, we have ξ(η) ≤ ξk1 . Therefore,
φ(z) = ηk1 for all z ∈ [U˜1, U˜1+1]× [V1− 2, V1], which implies (3.2c) and completes
the proof of (3.6b) for n = 1.
We also have A1 ∈ F¯
A0
Z1
by (3.6b) with n = 1 and the fact that 1B1 , Z˜1, ξk1
are F¯A0
Z˜1
-measurable and hence F¯A0Z1 -measurable.
The case n = 2 is almost the same as n = 1, except for interchanging the roles
of two coordinates, so we will just give the construction without verification. We
define
V˜2 = sup{t ≥ V1 : φ(z) = ηk1 , ∀z ∈ [U1 − 1, U1]× [V1, t]},
and if V˜2 < x
2
k1
+ rk1ξk1 , then we denote by ηq the base point of the “first” domain
that blocks Dk1 . Let
B2 = A1 ∩ {V˜1 < x
2
k1 + rk1ξk1} ∩ {σq = 1, x
1
q ≤ U1 − 2, x
1
q + rqξq ≥ U1}
and on B2 we set ηk2 = ηq, V˜2 = x
2
q = x
2(ηq) and V2 = V˜2+1. Similarly to the first
case, we have B2 ∈ F
A1
Z˜2
, ηk2 is F¯
A1
Z˜2
-measurable and Z˜2 = (U1, V˜2), Z2 = (U1, V2)
are stopping times w.r.t. A1. Also, (3.6b) with n = 2 holds true and A2 ∈ F¯
A1
Z2
. ✷
On Bn let us define
Ln =
{
(ξkn)
−1(x
σkn
kn
− Um) + rkn , n = 2m,
(ξkn)
−1(x
σkn
kn
− Vm) + rkn , n = 2m− 1.
Let Gn = σ(1Ai , xki , ξki , 0 ≤ i ≤ n) and G˜n+1 = σ(Gn,1Bn+1). The next lemma is
the key in proving Theorems 3.1 and 3.2. We use the notation PG(·) = P(·|G) for
any sub-σ-algebra G.
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Lemma 3.5. Let n ≥ 0 and c1, c2 be some positive constants. The following holds:
(3.11) PGn(Ln ≥ a) = e
−a1An , a ≥ 0,
(3.12) PG˜n+1(ξkn+1 ≥ aξkn) =
∫∞
a e
− 1
a′ξkn
da′
(a′)α∫∞
1
e
− 1
a′ξkn
da′
(a′)α
1Bn+1 , a ≥ 1,
and
(3.13) PGn(An+1) ≥ e
−2ξ−1
kn (1− c1ξ
α−2
kn
)E G˜n+1e
−c2ξ
−α+1
kn+1 .
Proof: We begin with (3.11) with n = 0. Let us first show that
(3.14) P(L0 ≥ a|1B0 , xk0 , ξk0) = e
−a1B0 a ≥ 0.
This means that conditioned on B0, r.v.’s L0 and (xk0 , ξk0) are independent.
To see (3.14), let us consider ω|Γ, where Γ = D
−1({y}) ∩ {σ = 1}. By part 1
in Lemma 4.1, ω|Γ is again a Poisson point process with intensity 1Γµ; by part 2
of that lemma, the process ω ∩ Γ can be regarded as a compound Poisson process
that has ground process {(xi, ξi)} and marks ri. The mark kernel F
(
· |(x, ξ)
)
is
given by
F
(
dr|(x, ξ)
)
∼
1Γf(x, r, ξ, 1) dr∫∞
0 1Γf(x, r
′, ξ, 1) dr′
.
We also have ηk0 = φ(Γ) on {φ(Γ) 6= Θ} and
(3.15) 1B0 = 1{φ(Γ) 6=Θ} · l(ω|Γc , ξk0),
where
l(ω|Γc , ζ) =
{
1, ξ(η) ≤ ζ for all η ∈ ω ∩
(
D−1
(
[y1 − 1, y1]× [y2 − 1, y2]
)
\ Γ
)
,
0, else.
Since the marks are independent,
P(L0 ≥ a|1{φ(Γ) 6=Θ}, xk0 , ξk0)
=1{φ(Γ) 6=Θ}F
(
{rk0 ≥ a+ h}
∣∣∣(xk0 , ξk0))
=1{φ(Γ) 6=Θ}
∫∞
a+h
1Γf(xk0 , r, ξk0 , 1) dr∫∞
0
1Γf(xk0 , r, ξk0 , 1) dr
=1{φ(Γ) 6=Θ}
∫∞
a+h 1{y1≤x1k0+rξk0 ,x
1
k0
≤y1,y2−1≤x2
k0
≤y2}
1
2
αe−r
ξα+1
k0
dr∫∞
0
1{y1≤x1
k0
+rξk0 ,x
1
k0
≤y1,y2−1≤x2
k0
≤y2}
1
2
αe−r
ξα+1
k0
dr
=1{φ(Γ) 6=Θ}
∫∞
a+h
e−r dr∫∞
h
e−r dr
= 1{φ(Γ) 6=Θ}e
−a,(3.16)
where h = (ξk0 )
−1(y1 − x1k0). This and (3.15) imply (3.14) since by independence
of ω|Γc and ξk0 , for any Borel set C ⊂ R
3,
E
(
1{L0≥a}1{(xk0 ,ξk0 )∈C}1B0
)
= E
(
1{L0≥a}1{(xk0 ,ξk0 )∈C}1{φ(Γ) 6=Θ}
(
E l(ω|Γc , ζ)
)
|ζ=ξk0
)
= E
(
e−a1{(xk0 ,ξk0 )∈C}1{φ(Γ) 6=Θ}
(
E l(ω|Γc , ζ)
)
|ζ=ξk0
)
= E
(
e−a1{(xk0 ,ξk0 )∈C}1B0
)
.
The equation (3.11) with n = 0 follows from (3.14) and (3.6a).
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Next we will assume (3.11) with n = n′ is true, and show that it implies (3.12)
and (3.13) with n = n′ and (3.11) with n = n′ + 1.
For simplicity of notation we assume n′ = 2m is even so that σkn′ = 1. The
argument is exactly the same for n′ odd, up to reflecting everything with respect
to the diagonal {x1 = x2}.
For ζ ≥ 1, T > 0, let us define Λj(ζ, T ), j = 0, 1, 2, 3, to be the following subsets
of H defined in (3.4):
Λ0(ζ, T ) = {η : 0 < x
1 ≤ T, ζ < ξ, σ = 2, x2 ≤ −2 < 0 ≤ x2 + rξ},
Λ1(ζ, T ) = {η : 0 < x
1 ≤ T, ζ < ξ, σ = 2, x2 ≤ −2 < −1 < x2 + rξ < 0},
Λ2(ζ, T ) = {η : 0 < x
1 ≤ T, ζ < ξ, σ = 2, −2 < x2 < 0, −1 ≤ x2 + rξ},
Λ3(ζ, T ) = {η : 0 < x
1 ≤ T, ζ < ξ, σ = 1, −2 ≤ x2 ≤ 0}.
For any t0, . . . , t3 > 0, the sets Λ0(ζ, t0), . . . ,Λ3(ζ, t3) are disjoint. Let
τj = inf{T > 0 : ω ∩ θ
Z2mΛj(ξk2m , T ) 6= ∅}, j = 0, 1, 2, 3.
The numbers U2m+τj , j = 1, 2, 3, 4, are the first times that different types of block-
ing appear, illustrated in Figure 2 by the shaded rectangles; U2m + τ0 corresponds
to complete blocking. Noting that U2m + ξ2mL2m = x
1
k2m
+ rk2mξk2m , we have
(3.17) B2m+1 = {τ0 = min(ξk2mL2m, τj , j = 0, 1, 2, 3)}.
(The definition of Bn for n ≥ 2 is just a proper generalization of the n = 1 case
defined in (3.9)).
We claim that conditioned on A2m and ξk2m , the r.v.’s L2m and τj , j = 0, 1, 2, 3,
are independent exponential random variables. First, conditioned on A2m, (3.11)
implies that L2m is independent of ξk2m , and Corollary 3.1 implies that it is in-
dependent of θZ2m(ω|H). Since τj , j = 0, 1, 2, 3, are some functionals of ξk2m
and θZ2m(ω|H), τj ’s and L2m are independent conditioned on A2m. Moreover,
conditioned on A2m, the r.v. L2m is an exponential random variable with rate 1
by (3.11).
Next, we have
(3.18) µ
(
Λj(ζ, T )
)
= λj(ζ)T, j = 0, 1, 2, 3,
where
λ0(ζ) =
1
2
∫ +∞
ζ
α
ξα+1
dξ
∫ −2
−∞
dx2
∫ +∞
−ξ−1x2
e−rdr(3.19)
=
1
2
∫ +∞
ζ
α
ξα+1
dξ
∫ +∞
2
dy
∫ +∞
y/ξ
e−r dr
=
1
2
∫ +∞
ζ
e−
2
ξ
α
ξα
dξ;
λ1(ζ) =
1
2
∫ +∞
ζ
α
ξα+1
dξ
∫ ∞
2
dy
∫ y/ξ
(y−1)/ξ
e−r dr
=
1
2
∫ +∞
ζ
(e−
1
ξ − e−
2
ξ )
α
ξα
dξ;
λ2(ζ) =
1
2
∫ +∞
ζ
α
ξα+1
dξ
[ ∫ 2
1
dy
∫ ∞
(y−1)/ξ
e−r dr +
∫ 1
0
dy
∫ ∞
0
e−r dr
]
=
1
2
∫ +∞
ζ
(1− e−
1
ξ )
α
ξα
dξ +
1
2
ζ−α.
13
(we used the change of variable y = −x2) and
(3.20) λ3(ζ) =
1
2
· 2
∫ +∞
ζ
α
ξα+1
dξ = ζ−α.
Let tj ≥ 0, j = 0, 1, 2, 3. The function l(ω, ζ) = 1{n(ω∩Λj(ζ,tj))=0, j=0,1,2,3}
depends only on ω|H . Since (Z2m, A2m−1) is a stopping time and the r.v.’s 1A2m ,
ξk2m are measurable w.r.t. F¯
A2m−1
Z2m
, by Corollary 3.2 we have
E 1{τj≥tj , j=0,1,2,3}1A2m1{ξk2m∈C} = E l(θ
Z2mω, ξk2m)1A2m1{ξk2m∈C}
= E
(
E l(ω, ζ)
)∣∣
ζ=ξk2m
1A2m1{ξk2m∈C} = E e
−
3∑
j=0
λj(ξk2m )tj
1A2m1{ξk2m∈C},
where C is any Borel set in R. In the last identity, we have used (3.18) and the
disjointness of Λj(ξk2m , tj), j = 0, 1, 2, 3, to compute E l(ω, ζ). This shows that con-
ditioned on A2m and ξk2m , the τj ’s are independent exponential r.v.’s and finishes
the proof of the claim. We have also found that the rates of these exponential r.v.’s
are λj(ξk2m), j = 0, 1, 2, 3, respectively.
By (3.17) and our claim on independent exponential variables, we have
(3.21) PG2m(B2m+1) =
λ0(ξk2m )
3∑
j=0
λj(ξk2m ) + ξ
−1
k2m
≥ e
−2ξ−1
k2m (1− c1ξ
α−2
k2m
)
for some constant c1 > 0, where we used
3∑
j=0
λj(ξk2m) =
α
2(α− 1)
ξ−α+1k2m +
3
2
ξ−αk2m , λ0(ξk2m) ≥
α
2(α− 1)
e
−2ξ−1
k2m ξ−α+1k2m
which follows from (3.19), (3.20) and ξ−1k2m ≤ ξ
α−2
k2m
.
Next, we will show (3.11) with n = n′ + 1 = 2m+ 1. For any z ∈ R2, b > 1, we
have
1B2m+11{xk2m+1≺z+Z2m,ξk2m+1≤b} = 1A2m l1(θ
Z2mω, ξk2m , L2m),(3.22)
1{L2m+1≥a}1B2m+11{xk2m+1≺z+Z2m,ξk2m+1≤b} = 1A2m l2(θ
Z2mω, ξk2m , L2m),
where l1(ω, ζ, L) and l2(ω, ζ, L) are defined as follows: for j = 0, 1, 2, 3, we write
ω ∩
(
Λj(ζ,+∞)
)
= {η
(j)
k }
∞
k=1 such that the x
1-coordinates of η
(j)
k are in ascending
order. Then
l1(ω, ζ, L) = 1{x1(η(0)1 )=min{x1(η
(j)
1 ),j=0,1,2,3}<ζL}
1{xˆ≺z,ξˆ≤b},(3.23)
l2(ω, ζ, L) = 1{ xˆ2
ξˆ
+rˆ>a}
· l1(ω, ζ, L),(3.24)
where η
(0)
1 = (xˆ, rˆ, ξˆ, 2). Since Λj(ζ,+∞) are disjoint, {η
(j)
k } are independent Pois-
son processes. Moreover, for each j = 0, 1, 2, 3, we can view {η
(j)
k = (x
(j)
k , r
(j)
k , ξ
(j)
k , σ
(j)
k )}
as a compound Poisson process that has ground process {(x
(j)
k , ξ
(j)
k )}, marks r
(j)
k
(noting that σ
(j)
k ≡ σ
(j) is constant), and the mark kernel given by
(3.25) F j(dr|(x, ξ)) =
1Λj(ζ,+∞)f(x, r, ξ, σ
(j)) dr∫∞
0
1Λj(ζ,+∞)f(x, r
′, ξ, σ(j)) dr′
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By item 2 of Lemma 4.1 and (3.25), we have
P
(
xˆ2
ξˆ
+ rˆ > a
∣∣∣ (x(j)k , ξ(j)k ), j = 0, 1, 2, 3, k ≥ 1
)
= F 0
([
a−
xˆ
ξˆ
,+∞
)
|(xˆ, ξˆ)
)
=
∫∞
a− xˆ
2
ξˆ
1Λ0(ζˆ,+∞)(xˆ, r, ξˆ, 2)f(xˆ, r, ξˆ, 2)dr∫∞
0
1Λ0(ζˆ,+∞)(xˆ, r, ξˆ, 2)f(xˆ, r, ξˆ, 2)dr
=
∫∞
a− xˆ
2
ξˆ
1
{r≥− xˆ
2
ξˆ
}
f(xˆ, r, ξˆ, 2)dr∫∞
0
1
{r≥− xˆ
2
ξˆ
}
f(xˆ, r, ξˆ, 2)dr
=
∫∞
a− xˆ
2
ξˆ
e−rdr∫∞
− xˆ
2
ξˆ
e−rdr
= e−a.
Then by (3.24) we have
(3.26) E l2(ω, ζ, L) = e
−a
E l1(ω, ζ, L).
We claim that
(3.27) E
(
1{L2m+1≥a}1B2m+11{xk2m+1≺z+Z2m,ξk2m+1≤b}|G2m
)
= e−aE
(
1B2m+11{xk2m+1≺z+Z2m,ξk2m+1≤b}|G2m
)
.
To see this, we note that since (Z2m, A2m−1) is a stopping time and G2m ⊂ F¯
A2m−1
Z2m
,
we can insert conditional expectation with respect to F¯
A2m−1
Z2m
, use (3.22) and the
fact that the functions li’s depend only on ω|H to apply Corollary 3.2 and (3.26).
Since Z2m is measurable w.r.t. G2m, (3.27) implies
(3.28) E
(
1{L2m+1≥a}|G2m,1B2m+1 , xk2m+1 , ξk2m+1
)
= e−a1B2m+1 .
Finally, we use (3.6b) to derive (3.11) with n = 2m+ 1 from (3.28). Let C be an
arbitrary set in σ(G2m, xk2m+1 , ξk2m+1). We have
E
(
1{L2m+1≥a}1C1A2m+1
)
= E
(
1{L2m+1≥a}1C1B2m+1g1(θ
Z˜2m+1ω, ξk2m+1)
)
= E
(
1{L2m+1≥a}1C1B2m+1E
(
g1(θ
Z˜2m+1ω, ξk2m+1)|F¯
A2m
Z˜2m+1
))
= E
(
1{L2m+1≥a}1C1B2m+1
(
E g1(ω, ζ)
)
|ζ=ξk2m+1
)
= E
(
e−a1C1B2m+1
(
E g1(ω, ζ)
)
|ζ=ξk2m+1
)
= E
(
e−a1C1A2m+1
)
.
Here, the first identity follows from (3.6b), the second from the fact that 1{L2m+1≥a},
1C and 1B2m+1 are measurable w.r.t. F¯
A2m
Z˜2m+1
, the third from Corollary 3.2 with the
stopping time (Z˜2m+1, A2m), the fourth identity from (3.28), and the last identity
follows from the same reasoning in the first three lines except replacing 1{L2m+1≥a}
by e−a. This proves (3.11).
To see (3.12), for fixed a > 1 we can write τ0 = τ
+
0 ∧ τ
−
0 , where τ
+
0 (τ
−
0 ) is the
first time that a complete block occurs with strength bigger (smaller) than aξk2m .
Conditioned on ξk2m and Z2m, τ
±
0 are independent exponential random variables
with rates
(3.29) λ+0 =
1
2
∫ +∞
aξk2m
e−
2
ξ
α
ξα
dξ, λ−0 =
1
2
∫ aξk2m
ξk2m
e−
2
ξ
α
ξα
dξ,
where the computation is the same as that of λ0(ζ). This gives (3.12).
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Finally, we have
(3.30) PG2m(A2m+1) = PG2m(B2m+1)E G˜2m+1g1(θ
Z˜2m+1ω, ξk2m+1).
Since G˜2m+1 ⊂ F
A2m
Z˜2m+1
and ξ2m+1 is measurable w.r.t. F
A2m
Z˜2m+1
, using Corollary 3.2
with the stopping time (Z˜2m+1, A2m), we have
(3.31) E G˜2m+1g1(θ
Z˜2m+1ω, ξk2m+1) = E G˜2m+1
[(
E g1(ω, ζ)
)∣∣
ζ=ξk2m+1
]
.
By the definition of g1 in (3.7b), we have
(3.32) E g1(ω, ζ) = P(n(ω ∩ Λ) = 0) = e
−µ(Λ),
where
Λ =D−1
(
(0, 1]× [−2, 0]
)
\H
={η : σ = 1, 0 < x1 ≤ 1,−3 ≤ x2 ≤ 0, ξ > ζ}
∪ {η : σ = 2, 0 < x1 ≤ 1, x2 ≤ 0, x2 + rξ ≥ −2, ξ > ζ}.
By a direct computation, we have for some constant c2 > 0,
(3.33) µ(Λ) =
1
2
∫ 1
0
dx1
∫ 0
−3
dx2
∫ ∞
ζ
αdξ
ξα+1
+
1
2
∫ 1
0
dx1
∫ 0
−∞
dx2
∫ ∞
ζ
αdξ
ξα+1
∫
r≥ξ−1(−2−x2)+
e−r dr ≤ c2ξ
−α+1
Combining (3.21), (3.30), (3.32) and (3.33), we prove (3.13) with n = 2m+ 1. ✷
Corollary 3.3. Conditioned on B0, the distribution of ξk0 has a density with respect
to the Lebesgue measure, and its support is [1,∞).
Proof: By (3.15) and the independence of ω|Γc and ξk0 , for any Borel set C ⊂
[1,∞), we have
E
(
1{ξk0∈C}1B0
)
= E
(
1{ξk0∈C}1{φ(Γ) 6=Θ}
(
E l(ω|Γc , ζ)
)
|ζ=ξk0
)
.
Since E l(ω|Γc , ζ) is continuous in ζ and positive for ζ ≥ 1, it suffices to show that
the conditional distribution of ξk0 given {φ(Γ) 6= Θ} is absolutely continuous and
supported on [1,+∞). The projection of ω∩Γ onto the ξ-coordinate is again a Pois-
son process with intensity that is absolutely continuous and supported on [1,+∞).
The claim of the lemma follows since ξk0 is the maximum point of the projected
Poisson process. ✷
Corollary 3.4. The conditional probability PGn(An+1) = p(ξkn) is a function
of ξkn .
Proof: From (3.30) and (3.31) we have
(3.34) PGn(An+1) = PGn(Bn+1)E G˜n+1
(
E gi(ω, ζ)
)∣∣∣
ζ=ξkn+1
,
where i = 1 if n is even and i = 2 if n is odd. The right-hand side is a function
of ξkn due to (3.21) and (3.12). ✷
On An, n ≥ 1, we introduce
Rn =
{
U˜m+1 − Um, n = 2m+ 1,
V˜m+1 − Vm, n = 2m,
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and en = Rn/r(ξkn) where
r(ξ) =
( α
2(α− 1)
ξ−α+1 +
3
2
ξ−α + ξ−1
)−1
=
(
3∑
j=0
λj(ξ) + ξ
−1
)−1
.
We also let e0 = 0.
Recalling that ξkn , en are defined on An, we can introduce an artificial cemetery
state ∆ and define the following process (Xn)n≥0 on R
2 ∪ {∆}:
Xn =
{
(ξkn , en), ω ∈ An,
∆, ω /∈ An.
Lemma 3.6. The process (Xn)n≥0 is a Markov chain on R
2∪{∆} with the following
transition kernel P
(
(ζ, e), ·
)
supported on [ζ,+∞)× [0,+∞) ∪ {∆}:
P
(
(ζ, e), {∆}
)
= 1− p(ζ),(3.35)
P
(
(ζ, e), [c,+∞)× [b,+∞)) = e−bQ(ζ, [c,+∞))p(ζ)
where
(3.36) Q
(
ζ, [aζ,+∞)
)
=
∫∞
a
e
− 2
a′ζ da
′
(a′)α∫∞
1 e
− 2
a′ζ da
′
(a′)α
, a ≥ 1.
Proof: We notice that (ξkn , en) is measurable with respect to Gn. To prove the
Markov property and verify the expression for the transition kernel, it suffices to
show
(3.37) PGn(An+1) = Pξkn (An+1) = p(ξkn)
and
(3.38)
PGn
(
An+1 ∩ {aξkn ≤ ξkn+1 , r(ξkn)b ≤ Rn}
)
= e−bQ
(
ξkn , [aξkn ,+∞)
)
Pξkn (An+1).
The first identity (3.37) is true due to Corollary 3.4. For (3.38), similarly to the
derivation of (3.34), we can rewrite its left-hand side as (i = 1 for even n and 2 for
odd n)
PGn
(
Bn+1 ∩ {aξkn ≤ ξkn+1 , r(ξkn)b ≤ Rn}
)
· E G˜n+1
(
E gi(ω, ζ)
)
|ζ=ξkn+1
= PGn
(
τ+0 = min{ξknLn, τ
+
0 , τ
−
0 , τ1, τ2, τ3}, r(ξkn)b ≤ τ
+
0
)
· E G˜n+1
(
E gi(ω, ζ)
)
|ζ=ξkn+1 .
Noting that conditioned on Gn, the r.v.’s ξknLn, τ
±
0 , τ1, τ2, τ3 are independent ex-
ponential with rates ξ−1kn , λ
±
0 , λ1, λ2, λ3, respectively, and the sum of these rates
is r(ξkn ), we obtain that the last line of the last display equals
e−b
λ+0
λ0
·
λ0
r(ξk0 )
· E G˜n+1
(
E gi(ω, ζ)
)
|ζ=ξkn+1
= e−bQ
(
ξkn , [aξkn ,+∞)
)
p(ξkn),
where we used (3.34) and that Q
(
ξkn , [aξkn ,+∞)
)
= λ+0 /λ0 by (3.36) and (3.29).
This completes the proof. ✷
Let (Wn) be a Markov chain on [1,+∞) with transition kernel Q in (3.36).
We denote the distribution of this Markov chain started from ζ by Pζ and the
expectation with respect to it by Eζ .
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Lemma 3.7. Let h(ζ) = Eζ
∞∏
j=0
p(Wj). Then we have
(3.39) PX0=(ζ,e)(Xn 6= ∆, n ≥ 0) = h(ζ)
and
(3.40) h(ζ) ≥ Eζ
∞∏
j=0
e−2W
−1
j
−c2W
−α+1
j (1− c1W
α−2
j ).
Moreover, h(ζ) is increasing in ζ.
Proof: From the transition kernel (3.35), we see that after projecting (Xn)n≥0
onto its first coordinates, the resulting process (X1n)n≥0 is still a Markov chain
on [1,+∞] ∪ {∆1}, where ∆1 is the cemetery state, with transition kernel
Q1
(
ζ, {∆1}
)
= 1− p(ζ), Q1
(
ζ, [aζ,+∞)
)
= p(ζ)Q(ζ, [aζ,+∞)).
Then, for N ≥ 1,
P
X0=(ζ0,e)(Xn 6= ∆, 0 ≤ n ≤ N)
= PX
1
0=ζ0(X1n 6= ∆
1, 0 ≤ n ≤ N)
=
∫
[1,+∞)
Q1(ζ0, dζ1)
∫
[1,+∞]
Q1(ζ1, dζ2) · · ·
∫
[1,+∞)
Q1(ζN−2, dζN−1)p(ζN−1)
=
∫
[1,+∞)
Q(ζ0, dζ1)
∫
[1,+∞]
Q(ζ1, dζ2) · · ·
∫
[1,+∞)
Q(ζN−2, dζN−1)
N−1∏
j=0
p(ζj)
= Eζ0
N−1∏
j=0
p(Wj).
Letting N →∞ we prove (3.39). Now (3.13) implies
p(ζ) ≥ e−2ζ
−1
(1 − c1ζ
α−2)Eζe−c2W
−α+1
1 ,
and (3.40) follows.
To see that h(ζ) is increasing, we notice that p(ζ) is increasing as can be seen
from (3.21) and (3.34), and that Q(ζ1, ·) is stochastically dominated by Q(ζ2, ·)
for ζ1 < ζ2. ✷
Lemma 3.8. There are i.i.d. Par(α − 1) random variables (χn)n≥1 such that for
each n, χn is a measurable function of Wn−1 and Wn, and Wn ≥ χnWn−1.
Proof: For all a > 1 and x ≥ 1, we have∫∞
a
da′
(a′)α∫ a
1
da′
(a′)α
≤
∫∞
a
e−
2
a′x
da′
(a′)α∫ a
1 e
− 2
a′x
da′
(a′)α
=
Q(x, [ax,∞))
Q(x, [x, ax))
.
This means that for all x ≥ 1, the Par(α−1) distribution is stochastically dominated
by the conditional distribution of WnWn−1 given Wn−1 = x. Therefore, one can define
a measurable function z(a, x) ≤ a such that if U ∼ Q(x, ·), then z(U/x, x) ∼
Par(α− 1). Setting χn = z(
Wn
Wn−1
,Wn−1) finishes the proof. ✷
Lemma 3.9. For all ζ ≥ 1, h(ζ) > 0.
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Proof: Let W0 = W0 and Wn = W0χn · · ·χ1 for n ≥ 1 where (χn)n≥1 are
introduced in Lemma 3.8. We have Wn ≤Wn, n ≥ 0 and hence (3.40) implies
h(ζ) ≥ Eζ
∞∏
j=0
e−2W
−1
j
−c2W
−α+1
j (1− c1W
α−2
j ).
For t ∈ [0, 1/2] we have ln(1 − t) ≥ −(2 ln 2)t. Assuming first ζ ≥ (2c1)
1
2−α ,
since Wn ≥ W0 = ζ, we have 1 − c1W
α−2
n ≥ e
−(2 ln 2)c1W
α−2
n . Using this and
Jensen’s inequality, we have
h(ζ) ≥ Eζ
∞∏
n=0
exp
[
− 2W−1n − c2W
−α+1
n − (2 ln 2)c1W
α−2
n )
]
≥ exp
[
− Eζ
( ∞∑
n=0
2W−1n + c2W
−α+1
n + (2 ln 2)c1W
α−2
n |W0
)]
= e−Cζ
where the last identity holds since for any γ < 0,
E
ζ
∞∑
n=0
Wγn = ζ
∞∑
n=0
(
E
ζχ1
)γn
= Cγζ.
For general ζ, it suffices to notice that after one step, the distribution of W1 is
supported on [ζ,+∞). This completes the proof. ✷
Proof of Theorem 3.1: The theorem follows from Corollary 3.3 and Lem-
mas 3.7 and 3.9. ✷
Recall that we have A∞ = {Xn 6= ∆, n ≥ 0}. Let P˜ be the conditional law
of (Xn)n≥0 on A∞. Then by Doob’s transform, under P˜ the process (Xn)n≥0 is a
Markov chain on [1,+∞)× [0,∞) with transitional kernel
(3.41) P˜
(
(ζ, s), dζ′ × ds′
)
=
h(ζ′)P
(
(ζ, s), dζ′ × ds′
)
h(ζ)
=
h(ζ′)Q(ζ, dζ′)
h(ζ)
e−s
′
ds′.
Lemma 3.10.
(3.42) P˜
(
lim inf
m→∞
R1 + · · ·R2m+κ−1
R2m+κ
= 0
)
= 1, κ = 0, 1.
Proof: Without loss of generality we assume κ = 1. Let us denote Xn = (ζn, en).
From (3.41), we see that under the conditional law P˜, (ζn)n≥0 is a Markov chain
with transition kernel
Q˜(ζ, [aζ,+∞)) =
∫∞
a
h(a′ζ)e
− 2
a′ζ da
′
(a′)α
h(ζ)
∫∞
ζ e
− 2
a′ζ da
′
(a′)α
and (en)n≥1 are i.i.d. Exp(1) random variables that are independent of (ζn).
Since h(ζ) is increasing, we see that∫∞
a
da′
(a′)α∫ a
1
da′
(a′)α
≤
∫∞
a
h(a′ζ)e
− 2
a′ζ da
′
(a′)α∫ a
1 h(a
′ζ)e−
2
a′x
da′
(a′)α
=
Q˜(ζ, [aζ,∞))
Q˜(ζ, [ζ, ax))
.
So analogously to Lemma 3.8, we can couple with (ζn)n≥1 a sequence of i.i.d.
Par(α− 1) r.v.’s (χn)n≥1 such that χn depends on ζn and ζn−1, and ζn ≥ χnζn−1.
Hence, ζn ≥ ζjχj+1 · · ·χn. Also, there are constants k1, k2 > 0 such that k1r¯(ξ) ≤
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r(ξ) ≤ k2r¯(ξ), where r¯(ξ) = ξ
α−1. Therefore, using this with n = 2m and j =
0, . . . , 2m− 1,
(3.43)
R1 + · · ·+R2m
R2m+1
≤
k2
k1
r¯(ζ0)e1 + · · ·+ r¯(ζ2m−1)e2m
r¯(ζ2m)e2m+1
≤
k2
k1
Fm
e2m+1
,
where
Fm =
Πα−11 e1 + · · ·Π
α−1
2m e2m
Πα−12m+1
,
and Π1 = 1, Πi = χ1 · · ·χi−1, i ≥ 1. If we can show that lim inf
m→∞
Fm = 0 a.s., then
we have lim inf
m→∞
Fm/e2m+1 = 0 a.s. since e2m+1 is independent of Fm. The lemma
will then follow from (3.43).
Let Hm = σ(χ1, ..., χ2m−1, e1, ..., e2m) and H≥m = σ(χ2m, χ2m+1, ..., e2m+1, ...)
For 0 ≤M < m, we define
FMm =
Πα−12M+1e2M+1 + · · ·Π
α−1
2m e2m
Πα−12m+1
.
Then FMm ∈ H≥M and has the same distribution as Fm−M . Moreover, since Π2m+1 →
+∞ a.s., we have lim inf
m→∞
Fm = lim inf
m→∞
FMm a.s. for all M .
Therefore, lim inf
m→∞
Fm is measurable with respect to the tail σ-algebra
⋂
m≥0
H≥m.
But the tail σ-algebra is trivial since all χi’s and ei’s are independent, so Kol-
mogorov’s zero-one law applies and thus P˜(lim inf
m→∞
Fm = a) = 1 for some con-
stant a ∈ [0,∞]. We need to show that a = 0.
By Fatou’s lemma,
E˜ lim inf
m→∞
Fm ≤ lim inf
m→∞
E˜Fm ≤ lim inf
m→∞
2m∑
i=0
(E˜χ1−α1 )
2m+1−i <∞.
Therefore, a <∞.
Suppose that a > 0. Then there is an infinite sequence of stopping times (mk)
with respect to (Hm) such that Fmk ≤
3
2a, that is,
Πα−11 e1 + ...+Π
α−1
2mk
e2mk ≤
3
2
a · Πα−12mk+1, k ∈ N.
Since χ2mk+1, χ2mk+2 take arbitrarily large values, the events
Ek =
{
χ1−α2mk+2
(
χ1−α2mk+1
(3
2
a+ e2mk+1
)
+ e2mk+2
)
≤ a/2
}
are of positive probability (which does not depend on k) and independent, so,
almost surely, infinitely many of them happen. Since on Ek we have
Πα−11 e1 + ...+Π
α−1
2mk
e2mk + Π
α−1
2mk+1
e2mk+1 +Π
α−1
2mk+2
e2mk+2
≤ Πα−12mk+1
[
3
2
a+ e2mk+1 + χ
α−1
2mk+1
e2mk+2
]
≤
a
2
Πα−12mk+3,
this inequality holds for infinitely many k. Therefore, lim inf
m→∞
Fm ≤
a
2 which is a
contradiction. Hence a = 0 and the proof is completed. ✷
Proof of Theorem 3.2: Suppose ω ∈ Ay,∞. By Lemma 3.1, γy will cross all
the line segments {Um− 1}× [Vm− 1, Vm], [Um− 1, Um]×{Vm+1− 1}, m ≥ 1. Let
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γ(tm) ∈ {Um − 1} × [Vm − 1, Vm]. Recalling the definition of Rn, we have
γ1(tm) = Um − 1 ≥ R2m−1 + U0, γ
2(tm) ≤ Vm ≤
m−1∑
k=0
(R2k + 1) + V0.
As in the proof of Lemma 3.10, Rn ≥ k1(ζ0χ1 · · ·χn−1)
α−1en, so limn→∞
n
Rn
= 0.
This and Lemma 3.10 imply that
(3.44) lim inf
m→∞
γ2(tm)
γ1(tm)
≤ lim inf
m→∞
m+ V0 +
∑m−1
k=0 R2k
R2m−1 + U0
≤ lim inf
m→∞
∑2m−2
k=0 Rk
R2m−1
= 0,
which shows that lim inft→∞
γ2(t)
γ1(t) = 0. Similarly one can show lim inft→∞
γ1(t)
γ2(t) = 0.
This concludes the proof. ✷
4. Appendix
We recall the following results for Poisson processes (see [DVJ03]).
Lemma 4.1. Let X ,K be complete separable metric spaces equipped with their Borel
σ-algebras.
1) Let N be a Poisson process on X with intensity µ(dx) and A is a Borel set.
Then N ∩ A is a Poisson process on X with intensity 1A(x)µ(dx).
2) ([DVJ03, Section 6.4]) A marked point process, with locations in X and marks
in K, is a point process {(xi, κi)} on X × K with the additional property that
the ground process Ng = {xi} is also itself a point process, i.e., for bounded
A ∈ B(X ), Ng(A) = N(A×K) <∞.
A compound Poisson process is a marked point process N = {(xi, κi)} such
that Ng is a Poisson process, and given Ng, the {κi} are mutually independent
random variables, the distribution of κi depending only on the corresponding
location xi. The mark kernel, denoted by {F (K|x) : K ∈ B(K), x ∈ X}, is
the conditional distribution of the mark, given the location x. Let µ(·) be the
intensity measure of Ng. Then ([DVJ03, Lemma 6.4.VI]) N is a Poisson process
on the product space X ×K with intensity measure Λ(dx× dκ) = µ(dx)F (dκ|x).
Proof of Lemma 3.2: Take any Λ ∈ F¯AT . Since B ∈ F¯
A
T , we have Λ∩B ∈ F¯
A
T ,
and hence for all t ∈ R2,
Λ ∩ {T ≺ t} ∩B = [Λ ∩B] ∩ {T ≺ t} ∩ A ∈ F¯t.
Therefore, for all t ∈ R2,
Λ ∩ {S ≺ t} ∩B = [Λ ∩ {T ≺ t} ∩B] ∩ [{S ≺ t} ∩B] ∈ F¯t.
This shows Λ ∈ F¯BS and completes the proof. ✷
Proof of Lemma 3.3: Let f(z, ω) = 1{n(θzω∩Bj)=nj ,j=1,2,...,k}. Since Bj ⊂ H ,
for fixed z ∈ R2, f(z, ω) is independent of F¯z. Moreover, f(z, ω) is stationary in z.
By the definition of conditional expectation, we need to verify that for Λ ∈ F¯AT ,
(4.1) E f(T, ω)1Λ∩A =
[
E f
(
(0, 0), ω
)]
· P(Λ ∩ A).
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We assume first that T takes values in a countable set {tn}
∞
n=1 ⊂ R
2. Then
E f(T, ω)1Λ∩A =
∞∑
n=1
E f(tn, ω)1Λ∩A∩{T=tn}
=
∞∑
n=1
E f(tn, ω)P(Λ ∩ A ∩ {T = tn})
=
∞∑
n=1
E f
(
(0, 0), ω
)
P(Λ ∩A ∩ {T = tn})
=
[
E f
(
(0, 0), ω
)]
· P(Λ ∩ A),
In the second identity we have used that Λ ∩ A ∩ {T = tn} ∈ F¯tn by (3.3), and
hence is independent of f(tn, ω). The third identity follows from the stationarity
of f(·, ω).
For z = (z1, z2) ∈ R2, we write ⌈z⌉ = (⌈z1⌉, ⌈z2⌉) and [z] = ([z1], [z2]). If T
is not discrete, we can approximate it on A by Tm = ⌈2
mT ⌉/2m. For every m,
(Tm, A) is a stopping time and F¯
A
T ⊂ F¯
A
Tm
, since for all Γ ∈ F¯AT ,
Γ ∩ {Tm ≺ z} ∩ A = Γ ∩ {T ≺ [2
mz]/2m} ∩A ∈ F¯[2mz]/2m ⊂ F¯z,
where, the first identity holds since both events are equal to the intersection of Γ∩A
with the event where there are n1, n2 ∈ Z such that the point w = (n1/2
m, n2/2
m)
satisfies T ≺ w ≺ z. Therefore, (4.1) holds true for T replaced by Tm. Noticing
that Tm → T and Bj ’s are open, we have f(Tm, ω) → f(T, ω) for every ω. This
allows us to pass to the limit using the bounded convergence theorem. ✷
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