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ÖZ 
 
Sayıma dayalı olarak elde edilen veriler beklenenden fazla sıfır değerine sahip olabilirler. Bu tip 
verilerin analizinde sıfır değerlerini dikkate alan regresyon yöntemlerinin kullanılması daha uygun 
olmaktadır. Beklenenden fazla sayıda sıfır değerine sahip bağımlı değişkenin modellenmesinde sıfır 
değer ağırlıklı Poisson (ZIP), sıfır değer ağırlıklı negatif binomial (ZINB), Poisson Hurdle (PH) veya 
negatif binomial Hurdle (NBH)  regresyon yöntemlerinin kullanılması daha uygun yaklaşımlardır. Bu 
çalışmada, Yüzüncü Yıl Üniversitesi (YYÜ) e-posta sunucusundan personelin 2009 bahar eğitim 
öğretim döneminde yaptıkları e-posta trafiği incelenmiştir. Veri kümesinde beklenenden fazla sayıda 
sıfır (%78,9) değerlerin bulunmasından dolayı veri kümesine ZIP, ZINB, PH ve NBH regresyon yön- 
temleri uygulanmıştır. Gönderilen e-posta sayılarında hem sıfır yayılımı hem de aşırı yayılım 
olduğundan dolayı aşırı yayılımı ve sıfır yayılımını dikkate alan ZINB ve NBH regresyonlarının doğru 
sonuçlar gösterdikleri saptanmıştır. Uyum ölçütleri ve Voung istatistiklerine göre ZINB’in veri 
kümesini açıklayan en iyi model olduğu görülmüştür. 
 
Anahtar Kelimeler: E-posta trafiği, Sıfır değer ağırlıklı modeller, Sıfır yayılımı, Veri madenciliği. 
 
INVESTIGATION OF E-MAIL TRAFFIC BY USING ZERO-INFLATED 
REGRESSION MODELS 
 
ABSTRACT 
 
Based on count data obtained with a value of zero may be greater than anticipated. These types of 
data sets should be used to analyze by regression methods taking into account zero values. Zero-
Inflated Poisson (ZIP), Zero-Inflated negative binomial (ZINB), Poisson Hurdle (PH), negative bino-
mial Hurdle (NBH)  are  more common approaches  in modeling more zero value possessing depend-
ent variables than expected. In the present study, the e-mail traffic of Yüzüncü Yıl University in 2009 
spring semester was investigated. ZIP and ZINB, PH and NBH regression methods were applied on 
the data set because more zeros counting (78.9%) were found in data set than expected. ZINB and 
NBH regression considered zero dispersion and overdispersion were found to be more accurate results 
due to overdispersion and zero dispersion in sending e-mail.  ZINB is determined to be best model ac-
cording to Vuong statistics and information criteria. 
 
Keywords: E-mail traffic, Zero inflated models, Zero inflated data sets, Data mining. 
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1. GİRİŞ 
 
Veri madenciliği, verilerin içerisindeki 
desenlerin, ilişkilerin, değişimlerin, düzensiz- 
liklerin, kuralların ve istatistiksel olarak önemli 
olan yapıların keşfedilmesidir (Feinerer ve ark., 
2008). Veri madenciliğini istatistiksel bir yön- 
temler serisi olarak görmek mümkün olabilir.   
Dolayısıyla veri madenciliği çalışması esas 
olarak bir istatistik uygulamasıdır. Regresyon, 
veri madenciliğinde değişkenler arasında neden 
sonuç ilişkilerini inceleyen istatistiksel yöntem-
lerdir. Doğru sonuçların elde edilmesi için veri 
kümesine uygun bir regresyon yönteminin 
seçilmesi gerekir. Veri kümesine uygun bir 
modelin seçilmesindeki amaç verilerdeki 
değişimi en iyi şekilde açıklamak, varyasyon 
kaynaklarını doğru belirlemek ve sapmasız pa- 
rametre tahminlerini elde etmektir (Yeşilova ve 
ark., 2010). 
 
Sayıma dayalı olarak elde edilmiş veriler 
genellikle Poisson dağılımı (PD) gösterir ve 
Poisson regresyon (PR) ile analiz edilirler. PR, 
bağımsız değişkenler ile sayıma dayalı olarak 
elde edilen bağımlı değişken arasındaki ilişkiyi 
açıklamaktadır. PR’da bağımlı değişkenin var-
yansının ortalamasından büyük çıkması a şırı 
yayılım (overdispersion) olarak ifade edilmekte-
dir (Wang ve ark., 2002; Yeşilova ve ark., 
2007). Aşırı yayılım durumunda PR’yi uygula-
mak parametre tahminlerinin ve standart hata-
larının sapmalı olmasına neden olmaktadır 
(Khoshgoftaar ve ark., 2005). Bu gibi durumlar-
da aşırı yayılımı dikkate alan negatif binomial 
(NB) regresyon modelinin kullanılması daha 
uygun olabilir (Jansakul, 2005; John ve ark., 
2007; Jansakul ve Hinde, 2009 ). 
 
Veri kümesinde beklenenden fazla sayıda 
sıfır değerin olması s ıfır değer yayılımı (zero 
inflation) olarak tanımlanmaktadır (Martin ve 
ark., 2006; Cui ve Yang, 2009). Gözlemlerin 
büyük bir kısmının sıfır olduğu  veri  küme-      
lerinde, sıfır değerlerinin analiz dışı tutulması 
doğru olmayan sonuçların elde edilmesine neden 
olmaktadır. Veri kümesinde beklenenden fazla 
sıfır değerin bulunması durumunda veri 
kümesinin sıfırları göz önünde bulunduran sıfır 
değer ağırlıklı modeller (zero-inflated models) 
ile analiz edilmesi daha uygun olmaktadır     
(Ridout ve ark., 2001). Hurdle modeller sıfır 
değerlerinin çok olduğu veri kümeleri için kul-
lanılmaktadır. Hurdle modeller iki aşamadan 
oluşmaktadır. Birincisi, sıfır sayımlara (0) karşı 
pozitif sayımları (1) gösteren ikili (binary) 
cevaplar; ikincisi ise yalnız pozitif sayımların 
meydana geldiği süreçtir (Yeşilova ve ark., 
2010). Binary cevaplar logit bağlantı fonksiyonu 
kullanılarak modellenmektedir. Pozitif sayımlar 
ise sıfır değer sınırlandırılmış (zero-value trun-
cated) sayma model yani log bağlantı 
fonksiyonu kullanılarak modellenmektedir 
(Martin ve ark., 2006). Sayma kısmının Poisson 
dağılımı göstermesi durumunda Poisson Hurdle 
(PH), negatif binom dağılımı göstermesi duru-
munda ise NB Hurdle (NBH) model kul-
lanılmaktadır (Gerdtham,1997). 
 
Sıfır değer ağırlıklı Poisson (Zero Inflated 
Poisson=ZIP) regresyonu da, veri kümesinin 
beklenenden fazla sayıda sıfır değer içermesi 
durumunda bağımlı değişkenin modellen-
mesinde kullanılmaktadır. ZIP regresyonu, 
bağımlı değişkeninin iki farklı veri grubundan 
oluştuğunu varsaymaktadır. Bunlardan birincisi, 
sıfır değerlerini de içerebilecek Poisson 
dağılımlı veri grubu olurken, buna karşın ikinci 
grup ise daima sıfır değerlerini  içermektedir 
(Cameron ve Trivedi, 1998). ZIP regresyonda 
logit fonksiyonu bağımlı değişkenin hangi veri 
grubuna dâhil olduğunu belirlemek için kul-
lanılır. Poisson dağılımı gösteren grup ise PR ile 
modellenir. Poisson dağılımı gösteren ikinci 
grupta aşırı yayılım söz konusu olduğunda ZIP 
regresyonu yerine sıfır değer ağırlıklı negatif 
binomial (Zero Inflated Negative Binomi-
al=ZINB) regresyonu kullanılması daha uygun 
olmaktadır (Hall, 2000). ZIP modelde olduğu 
gibi sıfır gözlemler ile sıfır olmayan gözlemler 
ayrı olarak modellenir. Ancak ZIP regresyondan 
farklı olarak ZINB’de sıfır olmayan gözlemler 
NB regresyonu ile modellenmektedir.  PR, NB, 
PH , NBH, ZIP ve ZINB regresyon model-
lerinde parametre tahminleri yaygın olarak EM 
algoritmasını esas alan en yüksek olabilirlik 
(Maximum Likelihood=ML) yöntemi kul-
lanılarak elde edilmektedir (Karen ve Kelvin, 
2005). Uygun model seçiminde Akaiki (AIC) 
bilgi ölçütü kullanılabilir. En küçük bilgi 
ölçütlerine sahip model en iyi model olarak ka-
bul edilmektedir. 
 
Bu çalışmada e-posta trafiği sıfır değer 
ağırlıklı regresyon yöntemleri ile incelenmiştir. Anadolu University Journal of Science and Technology - A 13 (1) 
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Çalışmadaki veri kümesi Yüzüncü Yıl Üniversi-
tesi (YYÜ) 568 akademik ve 595 idari toplam 
1163 personelden elde edilmiştir.  Öncelikle 
YYÜ e-posta sunucusundan personele ait e-
posta adresleri elde edilerek, her personelin 
2008-2009 öğretim yılı bahar döneminde (Mart, 
Nisan, Mayıs, Haziran) gönderdiği e-posta 
sayıları sunucu kayıt(log) dosyalarından elde 
edilmiştir. Daha sonra 1163 personele anket uy-
gulanarak kişilerin çalıştığı birim, unvan, 
cinsiyet, medeni hal, yaş, kişilerin kullandıkları 
e-posta adres sayısı, en çok kullandıkları e-posta 
adresinin “yyu.edu.tr” uzantılı olup olmadığı, 
msn-icq gibi herhangi bir sohbet programını kul-
lanıp kullanmadıkları, “yyu.edu.tr” uzantılı e-
posta adresi ile herhangi bir bilimsel toplantıya 
katılıp katılmadıkları, ortalama bir günde kaç 
saat internet kullandıkları, web sitelerinin olup 
olmadığı, evde internet bağlantılarının olup 
olmadığı ve dizüstü bilgisayarlarının olup 
olmadığı sorularına ilişkin cevaplar elde 
edilmiştir. Veri kümesindeki beklenenden fazla 
sıfır değerlerin bulunmasından dolayı, ZIP, 
ZINB, PH, NBH regresyonları uygulanmıştır. 
Modellerin karşılaştırılması AIC bilgi ölçütü 
Voung istatistiklerinden yararlanılmıştır. 
 
2. MATERYAL VE YÖNTEM 
 
2.1 Materyal 
 
YYÜ e-posta sunucusundan ve anket yolu 
ile elde edilen değişkenler Çizelge 1 de ve- 
rilmiştir. 
 
Toplam değişkeni bağımlı değişken, Perso-
nel tip, Birim kodu, Unvan kodu, Cinsiyet, 
Medeni hal, Yaş, E-posta adet, E-posta YYU, 
Sohbet programı, Bilimsel toplantı, Ortalama 
internet, Website, İnternet bağlantısı ve Dizüstü 
bilgisayar değişkenleri ise bağımsız değişkenler 
olarak değerlendirilmiştir. Bu çalışmada, ana-
lizler için R yazılımı kullanılmıştır. R istatistik, 
matematik, veri madenciliği gibi çok farklı 
amaçlar için kullanılabilecek bir programlama 
dilidir. Açık kaynaklı bir program olup GNU 
lisansı altında dağıtılmaktadır. 
 
2.2 Yöntem 
 
2.2.1 Sıfır Yayılımı 
 
Veri kümeleri beklenenden daha fazla sıfır 
değerin içermesi durumunda, sıfır yayılımı   
(Zero inflation=ZI) meydana gelmektedir. Sıfır 
değer ağırlıklı dağılımlar gözlemlerin iki gruba 
ait olduğunu varsaymaktadır. Birinci grup (g1), 
gözlemlerin doğrudan sıfır olarak gözlendiği 
gruptur.  İkinci grup (g2) Poisson veya NB 
dağılımı gösteren gözlemlerin ait olduğu grup-
tur.  Zi’ye (indikatör değişken) bağlı olarak 
gözlemin g1 grubuna ait olma olasılığını belirten 
indikatör değişkendir ve  ii Z~ B e r n e u l l i ( p)  
biçiminde yazılabilir (Tin, 2008). 
 
1
12
ii
ii
pP r ( i g | Z )
pq P r ( i g | Z )
= ∈
− == ∈
         (1) 
 
olduğu varsayılsın.  Bu durumda sıfır değer 
ağırlıklı modelin genel formu, 
 
1 ii i i i i Pr( y | x ,z ) p ( p )g( ) μ =+−   eğer  i y =0 
 (2) 
1 ii i i i Pr( y | x ,z ) ( p )f( ) μ = −   eğer  i y >0 
 
biçiminde yazılabilir.  0 ii i g( ) Pr( y |x ) μ == 
bağımlı değişkenin sıfır olduğunu göstermekte-
dir.  i f( ) μ   Poisson veya NB dağılımlarından 
herhangi birini göstermektedir (Dominique ve 
ark., 2005). 
 
2.2.2 Poisson Hurdle Regresyon 
 
Hurdle modelde verilerin elde edilişi iki 
farklı aşamada gerçekleşir. Birinci aşama geçiş 
aşaması (transation stage) olarak bilinir ve bi-
nomial dağılım gösterir. Bu aşamada bağımlı 
değişkenin sıfır veya sıfır olmaması belirlenir 
(Jansakul ve Hinde, 2009). İkinci aşama olay 
aşaması (event stage) olarak bilinir. Tüm sıfır 
değerler hariç elde edilen değerler bu aşamada 
modellenir.  
 
Poisson hurdle model, soldan 
sınırlandırılmış sayıma dayalı olarak elde edilen 
pozitif gözlem değerleri (yi>0) Poisson dağılımı 
kullanılarak modellendiğinde, Poisson hurdle 
model olarak adlandırılmaktadır (Rose ve 
ark.,2006).  yi, i=1,2,….,n birbirinden bağımsız 
sayıma dayalı olarak elde edilen gözlem 
değerleri olsun. yi,=0 olma olasılığı  1-p(x) ve 
≈ i y  s ınırlandırılmış Poisson  ) (z λ  olma 
olasılığı p(x) olsun. Burada x ve z ortak değişken 
matrisleridir. Poisson hurdle model, Anadolu Üniversitesi Bilim ve Teknoloji Dergisi - A 13 (1) 
                                                  Uygulamalı Bilimler ve Mühendislik 
 
5 
Çizelge 1. Veri kümesini oluşturan değişkenler. 
 
Kod Değişken Açıklama 
Personel Tip  Personel Tip  1=Akademik Personel , 0=İdari Personel 
Birim Kodu  Birim Kodu  Her fakülte veya yüksekokula bir kod     
verilmiştir. 
Unvan Kodu  Unvan Kod  1=Prof. Dr., 2=Doç. Dr., 3=Yrd.Doç. Dr.,  
4=Öğr. Grv., 5=Okutman, 6=Araş.Grv., 
7=Uzman, 0=İdari Personel 
Cinsiyet Cinsiyet  0=Bayan,  1=Bay 
Medeni Hal  Medeni hal  0=Bekar, 1=Evli 
Yas Yaş Personel  yaşı 
Toplam Gönderilen  e-posta  sayıları  Her personelin gönderdiği e-posta sayısı 
Eposta Adet  Kişinin e-posta sayısı  Her personelin e-posta adres sayısı 
Eposta YYU  En çok kullanılan e-posta adresi 
“yyu.edu.tr” uzantılı mı? 
1=Evet, 0=Hayır 
Sohbet Programı  MSN, ICQ gibi sohbet programları 
kullanıyor musunuz? 
1=Evet, 0=Hayır 
Bilimsel Toplantı YYU  uzantılı e-posta ile bir bilimsel 
toplantıya katıldınız mı? 
1=Evet, 0=Hayır 
Ortalama İnternet  Ortalama günlük internet kullanımı 
kaç saat? 
Ortalama günlük internet kullanımı (saat) 
Web Site  Web siteniz var mı? 1=Evet,  0=Hayır 
Internet Bağlantısı  Evde internet bağlantınız var mı? 1=Evet,  0=Hayır 
Dizüstu Bilgisayar  Dizüstü bilgisayarınız var mı? 1=Evet,  0=Hayır 
 
 
 
 
   (3) 
 
 
biçiminde yazılabilir (Min ve Agresti., 2005). 
Eşitlik 3’de verilen p(x) ve  ) (z λ  sırasıyla logit 
ve log-doğrusal fonksiyonları ile modellen-
mektedirler. Yani, 
 
 
                (4) 
01 i P( y x) p( x) == −
() 1
q
i
p (x)e x p ( (z) ) (z)
P( y q x,z )
q! exp( ( z ))
λλ
λ
−
==
−−
() ′ = i log ( z) x λβAnadolu University Journal of Science and Technology - A 13 (1) 
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                (5) 
 
biçiminde modellenmektedirler (Rose ve 
ark.,2006). Eşitlik 4 ve eşitlik 5’te verilen β  ve 
α  sırasıyla bilinmeyen parametre vektörleridir. 
β ,α parametrelerinin tahmin edilmesinde ML 
yöntemi kullanılmaktadır. Poisson hurdle için 
log olabilirlik fonksiyonu, 
 
 
 
 
 
 
 
 
        (6) 
 
biçiminde yazılmaktadır.  ) ( ) ( α β L ve L  ayrı 
ayrı maksimize edilerek ML tahminleri elde 
edilmektedir (Min ve Agresti., 2005). 
 
2.2.3 Negatif Binom Hurdle Regresyonu 
 
Negatif binomial Hurdle’da, sayıma dayalı 
olarak elde edilen bağımlı değişkenin sıfır ya da 
sıfır değerli olmama sonuçlarını belirleyen bi-
nomiyal olasılık modeli ile pozitif sonuçları 
tanımlayan sınırlandırılmış sayıma dayalı 
modeli için verilen log olabilirlik fonksiyonu 
aşağıdaki gibi yazılabilir (John ve ark., 2007), 
 
     (7) 
 
 
Eşitlik 7’te verilen f(0) modelin binary kısmının 
olasılığını göstermektedir. P(j)  pozitif sayımın 
olasılığını göstermektedir. Logit model kul-
lanılması durumunda, sıfır sayımın olasılığı, 
 
 
 
ve 
 
ise, 
 
 
 
 
biçiminde yazılabilir. Böylece negatif binomiyal 
Hurdle modelin her iki kısmı için log olabilirlik 
fonksiyonu aşağıdaki gibi yazılabilir. 
 
 
 
 
 
 
 (8) 
 
2.2.4 Sıfır Değer Ağırlıklı Poisson         
Regresyon 
 
Veri kümesinde beklenen fazla sayıda sıfır 
değerlerin bulunması durumunda PR ve NB 
modelleri yerine, fazla sayıda sıfırlardan 
kaynaklanan aşırı yayılımı dikkate alan ZIP 
modeli kullanılabilir. Fazla sayıda sıfır değerine 
sahip  i y  açıklamak için, ZIP regresyon modeli, 
 
Pr( yi xi )=
πi +(1−πi )exp(−μi )y i =0
(1−πi )exp(−μi )μi
yi yi! yi >0
⎛
⎝
⎜
⎜  
 (9) 
 
biçiminde yazılabilir (Rose ve ark., 2006). Eşit-
lik 9’da, π ekstra sıfırların olma olasılığını 
göstermektedir.  0 = i y  olan gözlemler iki 
gruptan oluşmaktadır. Bu gruplardan biri, 
gözlemlerin Poisson süreci göstermediği, diğeri 
ise gözlemlerin, 
 
0
ii i exp(-μ )μ 0!=exp(-μ ) 
 
olmasından dolayı  μ ortalamalı Poisson 
dağılımı gösterdiği gruptur. ZIP regresyonda her 
iki grup için farklı bağlantı fonksiyonu kul-
lanılır. Logit bağlantı fonksiyonu, potansiyel 
“yyu.edu.tr” uzantılı e-posta adresi kullanan kul-
lanıcıları göstermek için kullanılırken, log 
bağlantı fonksiyonu ise “yyu.edu.tr” e-posta 
adresini kullanan kullanıcıların gönderdikleri e-
posta sayıları ile bağımsız değişkenler 
arasındaki bağlantıyı sağlamaktadır. Yani, 
 
log( ) X
exp( X )
μ β
μ β
=
=
                        (10) 
 
′ = ii logit( p ) zα
()
[
()
01
0
1
1
i
i
n
ii
yi
ii i
y
ii
L x log exp( x )
      y z exp( z )
      log exp( exp( z )) log( y !)
   L( ) L( )
ββ
αα
α
βα
>=
>
∑∑
∑
= − +
+ −
−− − − ⎤ ⎦
=+
[] {} L ln( (0)) ln 1 (0) lnP(j) =+ − + ff
1 00 1 1 f( ) P( y ;x) exp( x )) β === +
1( 0 ) − f
11 1 exp( x ) ( exp( x )) ββ +
{
() ()
}
01 1 1
11 1 1
11 1 1
11 1
cond y ,ln( exp( xb )),
ln exp( xb ) ( exp( xb )) y* ln exp( xb) ( exp( xb))
ln( exp( xb)) ln ( y ) ln ( y ) ln ( )
ln( ( exp( xb))( )
αΓ α Γ Γ α
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logit( ) log G
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exp(G )
1 exp(G )
π
πγ
π
γ
π
γ
                (11) 
 
bağlantı fonksiyonları kullanılarak parametre 
tahminleri elde edilmektedir [7]. Eşitlik 10 ve 
11’de X ve G ortak değişken matrisleri  β  ve  γ  
sırasıyla, (p+1)x1 ve (q+1)x1 boyutlu bilinme- 
yen parametre vektörleridir. ZIP regresyon 
modeli için log olabilirlik fonksiyonu, 
 
() () ()
()
ii i
i0 i
i
i
GX X
ii
yy 0
n G
i
i1 y 0
L( y, , ) log e exp e y X e
                   log 1 e log( y !)
= >
=>
∑∑
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=+ − + −
− + −
γβ β
γ
βγ β
 
      (12) 
 
biçiminde yazılabilir (Cui ve Yang, 2009) Eşit-
lik 12’de  i G  ve i X , G ve X matrislerinin i’ninci 
sırasını göstermektedir. Eşitlik 12’da verilen log 
olabilirlik fonksiyonundaki üssel terimlerin 
maksimize edilmesi oldukça karmaşıktır.  Bu 
nedenle söz konusu log olabilirlik fonksiyonun 
maksimize edilmesi için farklı bir yol izlen-
mektedir. Bunun için sıfır ve bir değerlerini alan 
ve tesadüfi olduğu varsayılan  i z  indikatör 
değişkeni modele dahil edilir.  i y  değeri sıfır 
olduğunda  1 i Z =  ve  i y  Poisson durumda 
(sıfırdan büyük değerler aldığında)  0 = i z  
olduğu varsayılır. Bu durumda, tüm veriler için 
log olabilirlik fonksiyonu, 
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biçiminde yazılabilir. ML tahminleri EM algo-
ritması kullanılarak elde edilir. EM algoritması 
kullanılarak, 
 
E-aşaması: gözlenmiş veriler verilmişken, 
i z tesadüfi indikatör değişkeni, 
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      (14) 
 
biçiminde yazılabilir. Eşitlik 14’de verilen k EM 
algoritmasının iterasyon sayısını göstermektedir 
(Cui ve Yang, 2009). 
 
M-aşaması: Tüm veriler için eşitlik 14’de 
verilen log olabilirlik fonksiyonunun maksimize 
edilmesiyle  γ  parametresi, 
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biçiminde tahmin edilebilir. Yukarıda verilen E 
ve M aşamaları yakınsama ölçütü (10
-6) elde 
edilinceye kadar devam edilir (Yeşilova ve ark., 
2010; Rose ve ark., 2006). 
 
2.2.5 Sıfır Değer Ağırlıklı Negatif Bino-
miyal Regresyon 
 
Sıfır değer ağırlıklı  negatif  binomiyal       
regresyon (Zero-inflated negative binomiyal     
regression=ZINB) Sıfır değerlerinin çok fazla 
olduğu  i y  bağımlı değişkeninin modellen-
mesinde kullanılan alternatif regresyon yön- 
temidir.  ZINB regresyon modeli, 
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      (16) 
 
biçiminde yazılabilir (Jansakul ve Hinde, 2009). 
Eşitlik 16’da,   i π  ve  i μ  parametreleri kova- 
rietlere bağımlı ve ( ≥0 α ) yayılım para-
metresidir. ZINB modelde α   ve π  sıfıra eşit 
olması durumunda ZINB dağılımı poisson 
dağılımına dönüşmektedir (Mwalili ve ark., 
2008). ZINB log olabilirlik fonksiyonu, 
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      (17) 
 
biçiminde yazılabilir. Eşitlik 17’de,  (.) I tesadüfi 
bir indikatör fonksiyonudur. 
 
2.2.6 Model Seçimi 
 
Akaiki bilgi ölçütü (AIC) model uyumu için 
kullanılan uyum ölçütüdür (Min ve Agresti, 
2005). AIC bilgi ölçütü; 
 
                                   (18) 
 
biçiminde hesaplanmaktadır. AIC bilgi ölçütü 
modellerin karşılaştırılmasında kullanılabilirler.  
En küçük bilgi ölçütüne sahip en uygun model 
olarak kabul edilir (Hall, 2000). 
 
2.2.7 Vuong İstatistiği 
 
Voung istatistiği modelleri birbirleri ile 
karşılaştırmak için kullanılır (Vuong, 1989). 
Vuong istatistiği, 
 
V =
mn
Sm
                       (19) 
 
biçiminde hesaplanır (Vuong, 1989). Burada 
⎥
⎥
⎦
⎤
⎢
⎢
⎣
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) | ( ˆ
) | ( ˆ
1
i i S
i i
i
X Y P
X Y P
m ,  S P  genellikle Poisson 
veya NB dağılımlardan biri ve  1 P ise sıfır değer 
ağırlıklı Poisson veya hurdle dağılımlarından 
biri olmaktadır.  i m  istatistiği;  m  ortalamalı ve 
m S standart sapmalıdır. V asimtotik olarak nor-
mal dağılımlıdır. Eğer V>1.96 ise sıfır değer 
ağırlıklı model uygun olmaktadır. V<=1.96 ise 
NB veya Poisson regresyon yöntemleri daha 
uygun olmaktadır. 
 
3. BULGULAR 
 
3.1 Aşırı ve Sıfır Yayılımlarının Belirlen-
mesi 
 
YYÜ e-posta sunucusu üzerinde herhangi 
bir e-posta adresi olmayan personel e-posta 
gönderemeyeceğinden dolayı gönderilen “top-
lam” e-posta değişkeni doğrudan sıfır olacaktır. 
Bu sıfırlar sistematik sıfırlar (true zeros, samples 
zeros, systematic zeros) olarak 
tanımlanmaktadır. Diğer taraftan YYÜ e-posta 
sunucusu üzerinde bir e-posta hesabı olup da ele 
alınan süre içinde e-posta göndermeyenler için 
alınan “toplam” değişkeni  yapısal veya şansa 
bağlı sıfırları (false zeros, structural zeros, ran-
dom zeros) kabul edilmektedir. Sıfır kaynak-
larının personel tipine ve cinsiyete göre dağılımı 
Çizelge 2.’te verilmiştir. 
 
YYÜ e-posta sunucusu üzerinde e-posta 
hesabı olmayan 221 akademik personel ve 496 
idari olmak üzere toplam 717 personel bulun-
maktadır. Dolayısıyla bağımlı değişkenin 
717/1163=0.616 (%61.6)’sı sistematik 
sıfırlardan, 202/1163 =0.173 (%17.3)’sı ise 
şansa bağlı sıfırlardan kaynaklanmıştır. Böylece 
veri kümesindeki sıfırların oranı 
0.616+0.173=0.789 olarak elde edilmiştir. Veri 
kümesindeki sıfır yayılımının olup olmadığı, 
 
ZI(Zero Inflation=Sıfır Yayılım)=1+log(po)/µ 
=1+log(0.789)/12.033=0.98 
 
şeklinde hesaplanmıştır. ZI>0 olduğundan veri 
kümesinde sıfır yayılımının olduğunu 
göstermiştir.  0 p bağımlı değişkenindeki sıfır 
oranını,  μ  ise bağımlı değişkenin ortalamasını 
göstermektedir. Gönderilen e-posta sayılarının  
(bağımlı değişken) ortalaması 12.033 ve var-
yansı 1151.247 olarak elde edilmiştir. Varyansın 
ortalamadan çok büyük olması veri kümesinde 
aşırı yayılım olduğunu göstermiştir. Poisson 
modele göre ortalaması 12.033  olan değişken 
için beklenen sıfır sayısı, 
 
( ( )) ( )*exp( ) 1163*exp( 12.033) 8
λ E Frk Y Frk Y Y ne
− = − == −≈  
 
olarak elde beklenilmektedir. Gönderilen e-posta 
sayıların dağılımı Şekil 1’de verilmiştir. 
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Çizelge 2. Elde edilen sistematik ve şansa bağlı sıfırların personele tipine göre dağılımı. 
 
Sıfır Kaynağı 
 
Cinsiyet 
Akademik Personel  İdari Personel 
Sistematik 
sıfırların sayısı 
Şansa bağlı sıfırların 
sayısı 
Sistematik 
sıfırların sayısı 
Şansa bağlı 
sıfırların sayısı 
Bay 164  121  412  55 
Bayan 57  19  84  7 
Toplam 221  140  496  62 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Şekil 1. Gönderilen e-posta sayıların dağılımı. 
 
 
Şekil 1 incelendiğinde veri kümesindeki 
sıfır değerlerin yoğunluğundan dolayı bağımlı 
değişkenin dağılımı sola doğru çarpıklık 
göstermiştir. 
 
ZIP, ZINB, PH ve NBH modellere ait 
Akaiki bilgi ölçütlerin değerleri  Çizelge 3’te 
verilmiştir. Hangi modelin veri kümesini en iyi 
açıkladığı AIC bilgi ölçütüne göre karar verile-
bilir. 
 
Çizelge 3’te verilen AIC değerlerine göre 
veri kümesini en iyi açıklayan model ZINB 
model olmuştur. En küçük AIC değerine sahip 
model en uygun model olarak kabul edilmekte-
dir. Kullanılan modellerin veri kümesini 
açıklama yüzdeleri Çizelge 4’de verilmiştir. 
 
 
 
Çizelge 3. AIC değerleri 
 
ZIP ZINB  PH  NBH 
8858.188  2944.902 8858.192 2945.325 
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Çizelge 4. Modellerin veri kümesini açıklama yüzdeleri. 
 
 
AIC  min ii AIC AIC Δ = −  
1
1
exp[ ]
2
1
exp[ ]
2
i
i m
i
i
w
=
−Δ
=
−Δ ∑
 
ZIP 8858.188  5913.286  0 
ZINB  2944.902  0 0.5526788 
PH 8858.192  5913.29  0 
NBH 2945.325 0.423 0.4473212 
 
Çizelge 4’e göre veri kümesini en iyi 
açıklayan ZINB modelidir. Diğer modellere 
göre ZIB modeli %55.27,  NBH %44.73,  ZIP 
%0 ve PH %0 uygun modeller olarak ifade 
edilmektedir. 
 
Vuong, iki modeli birbirleri ile karşılaştıra-
rak hangi modelin veri setini iyi açıkladığını be-
lirten bir testtir. ZIP, ZINB, PH ve NBH               
regresyonları ikili olarak karşılaştırmalar sonucu 
elde edilen Vuong istatistikleri Çizelge 5’te ve- 
rilmiştir. Çizelge 5’te 1.sütun Model1, 1.satır 
Model2’yi göstermektedir. 
 
 
 
Çizelge 5. Vuong İstatistikleri 
 
Model 2 
 
Model 1 
ZIP ZINB PH  NBH 
ZIP   V= -8.55 
P= 6.31e-18 
Model2>Model1 
V= 0.69 
P= 0.24 
Model1>Model2 
V= -8.55 
P= 6.34e-18 
Model2>Model1 
 
ZINB    V= 8.55 
P=0.001 
Model1>Model2 
V= 0.88 
P= 0.189 
Model1>Model2 
PH     V= -8.55 
P= 6.34e-18 
Model2>Model1 
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Vuong istatistiklerine bakıldığında en iyi 
modelin ZINB model olduğu saptanmıştır.  ZIP 
ve ZINB modelleri karşılaştırıldığında ZINB 
modelin ZIP modelden daha uygun (-8.55, 
p<0.001) olduğu, ZINB ve PH modeller 
karşılaştırıldığında ZINB modelin PH modelden 
daha uygun (8.55, p<0.001) olduğu ve ZINB
  model ile NBH modeller karşılaştırıldığında 
ZINB modelin NBH modelden daha uygun (V= 
0.88, p>0.1)  olduğu saptanmıştır. Vuong istatis-
tiklerine göre ZINB, regresyon yöntemleri 
içinde en iyi sonuçları vermiştir.  ZINB          
regresyon modeline ait parametre tahminleri ve 
standart hatalar Çizelge 6’da verilmiştir. 
 
 
Çizelge 6. ZINB regresyonuna ait parametre tahminleri 
 
Negatif Binomiyal Kısmı (Log) 
Değişken 
Parametre 
Tahminleri 
Standart 
Hata 
t değeri p  >|t|  i ˆ
e
β
 
Intercept 1.412954    0.631698    2.237 0.025302  **  4.1080720 
Personel_Tip 0.386158    0.264188    1.462   0.143829 1.4713172 
Birim_Kod      -0.014268   0.010553    -1.352   0.176368 0.9858337 
Unvan_Kod      0.018666   0.047177    0.396   0.692353 1.0188415 
Cinsiyet        0.015995   0.188744    0.085   0.932466 1.0161232 
Medeni_Hal      -0.054806   0.159028    -0.345   0.730370 0.9466683 
Yas            0.003772   0.011277    0.334   0.738005 1.0037792 
Posta_Adet      0.028656   0.060614    0.473   0.636386 1.0290703 
Posta_YYU      0.542119   0.124001    4.372   1.23e-05 ***  1.7196475 
Sohbet_Prog    0.490017   0.114137    4.293   1.76e-05 ***  1.6323447 
Bilimsel_Top    0.659047   0.141204    4.667   3.05e-06 ***  1.9329490 
Ortalama_Int    0.119709   0.022308    5.366   8.04e-08 ***  1.1271687 
WebSite 0.561504    0.125038    4.491   7.10e-06 ***  1.7533069 
Internet_Bag   0.213902   0.151739    1.410   0.158638 1.2385017 
Dizustu_Bil     -0.132028   0.180807    -0.730   0.465257 0.8763161 
Logit Kısmı 
Değişkenler 
Parametre 
Tahminleri 
Standart 
Hata 
t değeri p  >|t|  i ˆ
e
β
 
Intercept 4.86511    1.09242    4.454   8.45e-06 ***  129.68542966 Anadolu University Journal of Science and Technology - A 13 (1) 
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Çizelge 6. (Devamı) ZINB regresyonuna ait parametre tahminleri 
Personel_Tip -2.78044   0.47147    -5.897   3.69e-09 ***  0.06201125 
Birim_Kod      0.03196   0.01679    1.903   0.056995 *  1.03247948 
Unvan_Kod      0.35032   0.09032    3.879   0.000105 **  1.41952713 
Cinsiyet        -0.01468   0.34491    -0.043   0.966044   0.98542423 
Medeni_Hal      0.20276   0.29968    0.677   0.498683  1.22477268 
Yas            0.01215   0.01936    0.627   0.530338  1.01221951 
Posta_Adet      -0.67190   0.11519    -5.833   5.45e-09 ***  0.51073865 
Posta_YYU      -1.09429   0.25154    -4.350   1.36e-05 ***  0.33477862 
Sohbet_Prog    0.46296   0.25081    1.846   0.064919 *  1.58876446 
Bilimsel_Top    -2.73451   0.26358  -10.374    < 2e-16 ***  0.06492604 
Ortalama_Int    -0.35153   0.04530    -7.759   8.55e-15 ***  0.70361368 
WebSite 0.03288   0.29900    0.110   0.912434  1.03342765 
Internet_Bag   -0.14302   0.28789    -0.497   0.619337  0.86673386 
Dizustu_Bil     0.50115   0.31069    1.613   0.106737  1.65062187 
***p<0.001, **p<0.05, *p<0.1 
 
ZINB modelde parametre tahmini yorumlanırken logit ve log kısımlarını ayrı değerlendirmek   
gerekir. Logit kısmı için ZINB regresyonu sonuçları, 
 
exp(4.9-2.8Personel_Tip+0.03Birim_Kod+0.35Unvan_Kod-0.02Cinsiyet
1
0.20Medeni_Hal+0.01Yas-0.67Posta_Adet -1.09Posta_YYU+0.46Sohbet_Prog
-2.74Bilimsel_Top-0.35Ortalama_Int+0.03WebSite-0.14Inter
π
π
⎛⎞ = ⎜⎟ − ⎝⎠
+
net_Bag+0.50Dizustu_Bil 
 
 
olarak elde edilmiştir. e-posta gönderme 
olasılığı üzerinde Birim_Kod, Unvan_Kod, 
Sohbet_Prog değişkenleri pozitif yönde, Perso-
nel_Tip, Posta_Adet, Posta_YYU ve Bi-
limsel_Top değişkenleri negatif yönde istatis-
tiksel olarak önemli bir etki gösterdikleri 
saptanmıştır (p<0.05). İdari personelin akademik 
personele göre 
2.78 (e ~0.06)
−  %94 daha az e-
posta gönderme eğiliminde oldukları 
saptanmıştır. Birimler arası farklılık e-posta 
gönderme olasılığını 
0.03 (e ~ 1.032) %3 
değiştirmiştir. Personelin akademik ünvan 
olarak yükselmesi e-posta göndermeyi 
0.35 (e ~ 1.419) %42 artırmıştır. Kişilerin e-
posta adresi sayısındaki bir adet artış e-posta 
göndermeyi 
0.671 (e ~0.51)
−  %49 oranında 
azaltmıştır. En çok “yyu.edu.tr” uzantılı e-posta 
adresini kullanan personelin kullanmayanlara 
göre e-posta göndermeyi 
1.094 (e ~ 0.334)
−  %67 
azaltmıştır. Bir sohbet programını kullanan per-
sonelin kullanmayanlara göre e-posta gönderme 
olasılığını 
0.4629 (e ~ 1.588) %59 artırmıştır. 
“yyu.edu.tr” uzantılı e-posta adresi ile bir bi-
limsel toplantıya katılan personelin 
katılmayanlara göre e-posta göndermeyi 
2.73 (e ~ 0.065)
−  %93 azaltmıştır. Günlük 
ortalama internet kullanımı artıkça e-posta gön-
derme olasılığının
0.143 (e ~1.03)
−  %3 azaldığı 
saptanmıştır.  
 
ZINB regresyonun NB kısmı için elde 
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exp(1.41+0.37Personel_Tip-0.02Birim_Kod+0.02Unvan_Kod+0.02Cinsiyet
0.05Medeni_Hal+0.01Yas+0.03Posta_Adet +0.54Posta_YYU+0.49Sohbet_Prog
0.66Bilimsel_Top+0.12 Ortalama_Int+0.56WebSite+0.21Internet_Ba
μ =
−
+ g-0.13Dizustu_Bil 
 
 
olarak elde edilmiştir. Parametre tahminlerine 
bakıldığında, gönderilen e-posta sayısı üzerinde 
Posta_YYU, Sohbet_Prog, Bilimsel_Top, 
Ortalama_Int, Website değişkenleri istatistiksel 
olarak önemli bulunmuştur (p<0.001). E-posta 
göndermek için en çok “yyu.edu.tr” uzantılı e-
posta adresini kullanan personelin kullanmayan-
lara göre gönderilen ortalama e-posta 
sayısını
0.542 (e ~ 1.719) %72 artırmışlar. Her-
hangi bir sohbet programını kullanan personelin 
kullanmayanlara göre gönderilen ortalama e-
posta sayısını 
0.49 (e ~1.63) %63 arttırdıkları 
saptanmıştır. “yyu.edu.tr” uzantılı e-posta ile bir 
bilimsel toplantıya katılan personelin 
katılmayanlara göre ortalama e-posta sayısını 
0.659 (e ~ 1.932) %93 artırdıkları ve Web sitesi 
olan personelin olmayanlara göre ortalama e-
posta sayısını 
0.5615 (e ~1.75) %75 artırdıkları 
saptanmıştır. 
 
4. SONUÇ 
 
Sayıma dayalı olarak elde edilen verilere 
Poisson regresyonun uygulanabilirliği veri 
kümesinin ortalama ile varyanslarının birbirine 
eşit olmasına bağlıdır. Gönderilen e-posta 
sayılarının  (bağımlı değişken) ortalaması 
12.033 ve varyansı 1151.247 olarak elde 
edilmiştir. Varyansın ortalamadan çok büyük 
olması veri kümesinde aşırı yayılım olduğunu 
göstermiştir. 
 
Veri kümesinde beklenenden fazla sıfır 
değerlerin olması durumunda sıfır yayılımı 
meydana gelir. “toplam” değişkenin %78.9’u 
sıfır değerlerinden oluştuğundan veri kümesinde 
sıfır yayılımı da söz konusudur. Veri küme-       
lerinde sıfır yayılımı durumunda Poisson Hur-
dle, NB Hurdle, ZIP ve ZINB gibi modeller 
yaygın olarak kullanılmaktadır. 
 
Veri kümesini en iyi açıklayan model ZINB 
model olmuştur. ZINB hem aşırı hem de sıfır 
yayımlını dikkate aldığından en uygun model 
olarak gözlenmiştir. ZINB modelin en uygun 
model olduğu AIC bilgi kriteri (2944.902) ve 
Voung istatistikleri de desteklemiştir. 
 
ZINB en iyi modelin parametre tahminler-
ine göre gönderilen e-posta sayısı üzerinde 
Posta_YYU, Sohbet_Prog, Bilimsel_Top, 
Ortalama_Int, Website değişkenleri istatistiksel 
olarak önemli bulunmuştur (p<0.001). E-posta 
gönderme olasılığı üzerinde ise Birim_Kod, Un-
van_Kod, Sohbet_Prog, Personel_Tip, 
Posta_Adet, Posta_YYU ve Bilimsel_Top 
değişkenleri istatistiksel olarak önemli bir etki 
gösterdikleri saptanmıştır (p<0.05). 
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