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Abstract. This work enrols the research line of M. Haiman on the Op-
erator Theorem (the former Operator Conjecture). Given a Sn-stable
family F of homogeneous polynomials in the variables xij with 1 ≤ i ≤ ℓ
and 1 ≤ j ≤ n. We define the polarization module generated by the fam-
ily F , as the smallest vector space closed under taking partial derivatives
and closed under the action of polarization operators that contains F .
These spaces are representations of the direct product Sn × GLℓ(C).
We compute the graded Frobenius characteristic of these modules. We
use some basic tools to study these spaces and give some in-depth cal-
culations of low degree examples of a family or a single symmetric poly-
nomial.
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This paper is a full version of [5]. Here we present the proofs of all theorems
announced in [5]. This work is inspired by a theorem of M. Haiman (the for-
mer Operator Conjecture, see [9] Conjecture 5.1.1. and [10]). This Haiman’s
theorem states that the smallest subspace of C[x1, . . . , xn] closed under tak-
ing partial derivatives ∂∂xi , closed under the action of generalized polarization
operators Ep =
∑n
j=1 yj
∂p
∂xp
j
, and that contains the Vandermonde determi-
nant
∆n(x) :=
∏
1≤i<j≤n
(xi − xj),
coincides with the space Dn of diagonally harmonic polynomials of Sn (for
more details see [1, 3, 9, 10]).
Generalized Polarization Modules 3
We generalise the context of the Operator Theorem to the context of
polynomials in the matrix variables X = (xij), with 1 ≤ i ≤ ℓ and 1 ≤ j ≤ n.
The diagonal action of Sn on these polynomials is defined by permuting
the columns of X . We say that a family F of homogeneous polynomials (in
X = (xij)) is Sn-stable if F is closed under the diagonal action of Sn.
Given any such family F , we define the polarization module MF generated
by the family F as the smallest vector space closed under taking partial
derivatives ∂∂xij , closed under the action of generalized polarization operators
E
(p)
i,k =
∑n
j=1 xij
∂p
∂xp
kj
, that contains F . The diagonal action of Sn makes
MF into an Sn-module. The closure by the action of polarization operators
E
(p)
i,k is equivalent to the closure by the action xij 7−→
∑ℓ
k=1mikxkj where
M = (mij) ∈ GLℓ(C) (see [13, 14]). Then, with this action MF is also
a polynomial representation of GLℓ(C). The actions of Sn and GLℓ(C) on
MF commute and this implies that MF is a representation of the direct
product Sn × GLℓ(C). In particular, when the family F is the orbit of a
single homogeneous polynomial f , that is, F = {σ · f | σ ∈ Sn} we denote
the polarization module generated by F simply as Mf . Also, we call Mf
the polarization module generated by f . This construction correspond to
certain important spaces in algebraic combinatorics (see [2, 3]) and algebraic
geometry (see [8]).
The goal of this paper is to study the decomposition into irreducible
submodules, under the action of Sn×GLℓ(C), of polarization modulesMF .
To do this we compute explicitly the graded Frobenius characteristic of MF
in the form
MF (q,w) =
∑
λ⊢n
∑
|µ|≤d
bλ,µsµ(q)sλ(w) (0.1)
where bλ,µ ∈ N, q = q1, q2, . . . , qℓ, w = w1, w2, . . ., and d is the maximal
degree of polynomials in F . Here the Schur functions sµ(q) encode the irre-
ducibles for GLℓ(C) while sλ(w) encode the irreducibles for Sn. The coeffi-
cients bλ,µ are the multiplicities of irreducible submodules under the action
of Sn ×GLℓ(C) (see [2] for more details).
In this paper we prove the decomposition into irreducible submodules
of the polarization modules generated by each of the polynomials pd1, pd, and
ed for any d ≥ 1 as announced in [5]. We construct an explicit linear basis
of each module and then we compute the graded Frobenius characteristic of
Mpd1 , Mpd and Med .
Obviously, we have Mf ∼=Mk·f for every scalar k. In order to classify,
up to isomorphism, polarization modules generated by a given homogeneous
symmetric polynomial of any degree d, we identify any non zero homoge-
neous symmetric polynomial f of degree d, written in the monomial basis
as f =
∑
λ⊢d cλmλ, with a point in the real projective space RP
p(d)−1,
where p(d) is the number of integer partitions of d. The homogeneous co-
ordinates of the corresponding point are ordered according to the following
order on integer partitions of d: (d), (d − 1, 1), (d − 2, 2), (d − 2, 1, 1),. . .,
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(1, 1, . . . , 1). In degree 2, we show that there are two types of polarization
modules Mp21 and Mp2 up to isomorphism. More precisely, if [a : b] ∈ RP
1
and f = a · m2 + b · m11 then Mf ∼= Mp21 when [a : b] = [1 : 2], while
[a : b] 6= [1 : 2] implies Mf ∼= Mp2 . Notice that the last statement is in-
dependent on the number of variables n. The situation when the degree is
3 is more complicated, in this case, we will need to introduce the notion of
n-exception to completely classify these polarization modules. Let n ≥ 3, a
point [a : b : c] ∈ RP2 is a n-exception if and only if [a : b : c] 6= [1 : 3 : 6]
and 6a(2b + (n − 2)c) = 4(n − 1)b2. When n = 2, [a : b : c] is a 2-exception
if and only if b = 0 or b = 3a. There are three types of polarization modules
generated by a single polynomial of the form f = a ·m3 + b ·m21 + c ·m111.
If [a : b : c] = [1 : 3 : 6] then Mf ∼= Mp31 ; if [a : b : c] is a n-exception then
Mf ∼= Mp3 ; otherwise, Mf
∼= Mh3 . These results are valid for any ℓ (the
number of sets of n variables). Also, we will see that n-exceptions appear in
any degree d ≥ 3. Characterizing n-exceptions for degrees higher than 3 is a
problem for the future. A Theorem for the existence of n-exceptions in degree
greater or equal than 4 will be discussed in (see [4]).
1. Preliminaries and some notations
Let X be a ℓ × n matrix of commuting and independent variables xij , in
symbols:
X :=


x11 x12 . . . x1n
x21 x22 . . . x2n
...
...
. . .
...
xℓ1 xℓ2 . . . xℓn

 . (1.1)
For any fixed integer i, we call the ith-row ofX , denoted by xi := (xi1, . . . , xin)
the ith set of n variables. For any j, Xj denotes the j
th-column of X . The last
convention is adopted for any ℓ× n matrix of exponents A. Then monomials
are defined as follows:
XA := xa1111 · · ·x
aij
ij · · ·x
aℓn
ℓn . (1.2)
these monomials form a linear basis of the K-vector space R
(ℓ)
n := K[X ] of
polynomials in ℓ sets of n variables. The (vector) degree deg
(
XA
)
lies in Nℓ
and is given by
deg
(
XA
)
:=

 n∑
j=1
a1j , . . . ,
n∑
j=1
aℓj

 .
For each d ∈ Nℓ, we denote by R
(ℓ)
n,d the span of degree d monomials in R
(ℓ)
n .
Then R
(ℓ)
n is a Nℓ-graded vector space, that is,
R(ℓ)n =
⊕
d∈Nℓ
R
(ℓ)
n,d.
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We write any polynomial f(X) ∈ R
(ℓ)
n in the form f(X) =
∑
A∈Nℓ×n fAX
A.
A polynomial f(X) ∈ R
(ℓ)
n is said to be homogeneous if it satisfies f(QX) =
qdf(X), where Q is the diagonal matrix
Q =


q1 · · · 0
...
. . .
...
0 · · · qℓ

 , q := (q1, . . . , qℓ), qd := qd11 · · · qdℓℓ ,
In this work we consider homogeneous subspaces V ofR
(ℓ)
n , that is, a subspace
V that affords a basis of homogeneous polynomials. The degree d homoge-
neous component of V is denoted by Vd. So, Vd := V ∩R
(ℓ)
n,d, and the Hilbert
series of V is defined as
V(q) :=
∑
d∈Nℓ
dim(Vd)q
d,
On V we consider two linear group actions:
1. The (left) diagonal action of Sn, σ · X
A := xa111σ(1) · · ·x
aij
iσ(j) · · ·x
aℓn
ℓσ(n),
∀σ ∈ Sn.
2. The (right) action of GLℓ(C), X
A ·M := (MX)A, ∀M ∈ GLℓ(C), that
is, xij 7−→
∑ℓ
k=1mikxkj , for every matrix M = (mij) ∈ GLℓ(C).
It’s not hard to show that these two group actions on V commute, and then
we can consider V as a representation of the direct product Sn × GLℓ(C),
with the (left) action,
(σ,M) ·XA := σ · (M−1X)A.
Then we have a direct sum decomposition of the form (see [16, 7, 14])
V =
⊕
λ⊢n
⊕
µ
bλ,µWµ ⊗ S
λ, (1.3)
where bλ,µ ∈ N, the S
λ are irreducibleSn-modules and theWµ are irreducible
polynomial representations of GLℓ(C). The graded Frobenius characteristic
of V is defined as follows
V(q,w) :=
∑
d∈Nℓ
(
1
n!
∑
σ∈Sn
χ
Vd(σ) pλ(σ)(w)
)
qd, (1.4)
whereχVd is theSn-character of Vd and pλ(σ)(w) := p1(w)c1(σ) · · · pn(w)cn(σ).
One can show that the graded Frobenius characteristic of V has the
following form:
V(q,w) =
∑
λ⊢n
∑
µ
bλ,µsµ(q)sλ(w), (1.5)
where bλ,µ are the multiplicities in formula (1.3). A theorem of F. Bergeron
shows that the multiplicities bλ,µ in formula (1.5) do not depend on ℓ and
that ℓ(µ) ≤ n (see [2] for more details). The Schur functions sµ(q) encode
the irreducible polynomial representations of GLℓ(C) in V of type µ, and
the Schur functions sλ(w) encodes the irreducible Sn-modules in V of type
6 He´ctor J. Blandin N.
λ. Recall that the Hilbert Series of V is obtained by replacing each Schur
function sλ(w) by the number f
λ (the number of standard Young tableaux
of shape λ) in the formula (1.5). Notice that the Hilbert series of V coincides
with the character of V as a representation of GLℓ(C) with the (right side)
action given by f(X) 7−→ f(MX), for all M ∈ GLℓ(C) and for all f(X) ∈ V .
One can also understand the Frobenius series with the following ap-
proach (see, [10] page 387). Any homogeneous subspace V of R
(ℓ)
n closed by
polarizations is aR
(ℓ)
n -module (regardingR
(ℓ)
n as a C-algebra) with the action
of xij of f(X), given by
xij · f(X) := Ei,j(f), Ei,j :=
n∑
r=1
xir
∂
∂xjr
.
On V we have the diagonal action of Sn that commutes with this action.
Then V has a canonical decomposition
V =
⊕
λ⊢n
Vλ ⊗C S
λ, Vλ := HomSn
(
V ,Sλ
)
,
in which for each partition λ, Sλ is an irreducible representation of Sn and
Vλ is a N
ℓ-graded C[x1, . . . ,xℓ]
Sn -module. Notice that each space Vλ is a
GLℓ(C)-module with character given by its Hilbert series Vλ(q). Then we
can consider the graded Frobenius characteristic in the following manner
V(q,w) =
∑
λ⊢n
Vλ(q)sλ(w).
We will describe linear bases of generalized polarization modules generated
by a single homogeneous symmetric polynomial. In several cases, our main
tool for proving these results are diagonally symmetric polynomials (see [15]).
We adopt the notations of [15]. Recall that polynomial f invariant under the
diagonal action of Sn is said to be a diagonally symmetric polynomial. For
any i such that 1 ≤ i ≤ ℓ, we set pd(xi) := x
d
i1 + · · · + x
d
in, e1(xi) :=
xi1 + · · · + xin. In this work we will use the following diagonally symmetric
polynomials:
1. For each d = (d1, . . . , dℓ) ∈ N
ℓ we set d! := d1! · · · dℓ!, |d| := d1+ · · ·+dℓ
and
Xdj := x
d1
1j · · ·x
dℓ
ℓj
ed1 (X) := e1(x1)
d1 · · · e1(xℓ)
dℓ .
2. The diagonal power sum polynomials are
pd(X) :=
n∑
j=1
Xdj =
n∑
j=1
xd11j · · ·x
dℓ
ℓ,j ,
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and the generating series of pd(X) is the following:
∑
d∈Nℓ−{0}
pd (X)
|d|! td
d!|d|
= log

 n∏
j=1
1
1−
∑ℓ
i=1 tjxij

 . (1.6)
3. The MacMahom symmetric elementary polynomials ed(X) have the
generating series:
∑
d∈Nℓ
ed (X) t
d =
n∏
j=1
(
1 +
ℓ∑
i=1
tjxij
)
. (1.7)
where td := td11 · · · t
dℓ
ℓ .
One can show that an explicit form for ed(X) is
ed(X) =
∑
B⊆[n]
∑
{g:B→[ℓ] : |g−1(i)|=di}
∏
b∈B
xg(b),b.
where [n] := {1, 2, . . . , n} and [ℓ] := {1, 2, . . . , ℓ}. For each B ⊆ [n] the second
sum is taken over the set of all maps from B to [ℓ].
2. Definitions and discussions
We denote the partial derivative operator on R
(ℓ)
n by ∂ij :=
∂
∂xij
and for any
p ≥ 1 we set ∂pij :=
∂p
∂x
p
ij
. We use the generalized polarization operators E
(p)
i,k
(see, [17, 12, 14]) given by
E
(p)
i,k :=
n∑
j=1
xij∂
p
kj .
For p = 1 we simply write Ei,k := E
(1)
i,k (see [14], p.40,41.). For any r ≥ 0 we
set E0i,k to be the identity operator on R
(ℓ)
n , and E ri,k := Eik ◦ · · · ◦ Ei,k to
be the composition of Ei,k with itself r times. In particular, when p = 1 this
polarization operators satisfy the identity (see [14])
Ei,jEh,k − Eh,kEi,j = δj,hEi,k − δi,kEh,j . (2.1)
so, when i 6= k and j 6= h they commute. For instance, E2,1E3,1 = E3,1E2,1.
Lemma 2.1 (see C. Procesi [14], p.43). Let g(x1) be an homogeneous polyno-
mial of degree d in the variables x1 = x11, . . . , x1n. The polarization operators
Ei,1 and E1,i satisfy the identity E1,iEi,1
(
g(x1)
)
= d · g(x1) if i > 1. Fur-
thermore, Ei,1
(
g(x1)
)
is an homogeneous polynomial.
Proof. We start by applying the operator Ei,1 to g(x1):
 n∑
j=1
xij
∂
∂x1j

 g(x1) = n∑
j=1
xij
∂g
∂x1j
(x1),
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then, we apply to both sides E1,i, and since i > 1 we get
(
n∑
r=1
x1r
∂
∂xir
) n∑
j=1
xij
∂g
∂x1j
(x1)

 = n∑
r=1
x1r

 n∑
j=1
δr,j
∂g
∂x1j
(x1)


=
n∑
r=1
x1r
∂g
∂x1r
(x1) = d · g(x1).
In the last step, we use the Euler’s identity (see [11]) that asserts for any
homogeneous polynomial g ∈ K[x11, . . . , x1n] of degree d we have
n∑
r=1
x1r
∂g
∂x1r
(x1) = d · g(x1).

Remark 2.2. We can check that if f = f(xi1, . . . , xin) is an homogeneous
polynomial of total degree d in the variables xi1, . . . , xin then
Edk,i(f) = d! · f(xk1, . . . , xkn).
2.1. Polarization and Restitution operators
Let d ∈ Nℓ. We define the d-polarization operator by
Ed :=
d1!
(d1 + · · ·+ dℓ)!
Edℓℓ,1 ◦ · · · ◦ E
d2
2,1,
and the d-restitution operator by
Ed :=
1
d2! · · · dℓ!
Ed21,2 ◦ · · · ◦ E
dℓ
1,ℓ.
To study the effect of iterated polarizations operators we have to consider the
following classical result (see [12, 13, 14]). We setRn := R
(1)
n = C[x11, . . . , x1n].
For any homogeneous polynomial f ∈ Rn of degree d (in the variables
x1 := x11, . . . , x1n) we have
f
(
ℓ∑
i=1
tixi1, . . . ,
ℓ∑
i=1
tixin
)
=
∑
k1+k2+···+kℓ=d
tk11 t
k2
2 · · · t
kℓ
ℓ
k2! · · · kℓ!
·Ekℓℓ,1 · · · E
k2
2,1
(
f(x1)
)
.
Clearly we can write the last identity simply as:
f
(
ℓ∑
i=1
tixi
)
=
∑
|d|=d
Ed
(
f(x1)
)
d!
td
d!
. (2.2)
The above formula will help us to prove Lemma 2.3.
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2.2. Polarization and some diagonally symmetric polynomials
One can check directly the first identity in formulas (2.3) and (2.4). The other
identities follow from formula (2.2) and the generating series (1.6) and (1.7).
Lemma 2.3. If d ∈ Nℓ is such that |d| = d, then we have the identities:
Ed
(
e1(x1)
d
)
= ed1 (X), E
d
(
pd(x1)
)
= pd(X), E
d
(
ed(x1)
)
=
d!
d!
ed(X),
(2.3)
Ed
(
ed1 (X)
)
= e1(x1)
d, Ed
(
pd(X)
)
= pd(x1), Ed
(
ed(X)
)
=
d!
d!
ed(x1),
(2.4)
Corollary 2.4. For any d ∈ Nℓ such that
∣∣d∣∣ = d we have the identities:
Med1 =Med1 , Mpd =Mpd , Med =Med .
2.3. Generalized Polarization Modules
Let F be any subset of R
(ℓ)
n consisting only of homogeneous polynomials.
The polarization module generated by F is the smallest K-vector space MF
that satisfies the following axioms:
1. σ · g ∈MF , for all g ∈ F , and every permutation σ ∈ Sn,
2. MF contains the set F ,
3. MF is closed under partial derivatives ∂i,j =
∂
∂xij
,
4. MF closed under the action of generalized polarization operators
E
(p)
i,k :=
n∑
j=1
xij
∂p
∂x
p
kj
.
In order to explain the construction of polarization modules starting from
a set of homogeneous polynomials we describe the derivative closure and
polarization closure of an homogeneous subspace V of R
(ℓ)
n . We say that
V is closed under partial derivatives if for every g ∈ V we have ∂ij(g) ∈
V , for all (i, j) such that 1 ≤ i ≤ ℓ and 1 ≤ j ≤ n. We say that V is
closed under polarization if E
(p)
i,k (g) ∈ V for all g ∈ V and all suitable triples
(i, k, p). For any collection of subespaces which are separately closed under
derivatives, their intersection is also closed under derivatives, so we can, define
the derivative closure D(V) of V as the smallest subspace of R
(ℓ)
n closed
under derivatives that contains V . Similarly, we define the polarization closure
E(V) of V . The following lemma shows that we can compute the polarization
module generated by F in two ways:
Lemma 2.5. Let V be a homogeneous subspace of R
(ℓ)
n , then one has
E(D(V)) = D(E(V)).
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Proof. The product rule of derivatives gives us the following formula:
∂α,βE
(p)
i,k = δα,i∂
p
kβ + E
(p)
i,k ∂α,β . (2.5)
We start by showing that D (E(V)) ⊆ E (D(V)). An arbitrary element of
D(E(V )) is a linear combination of sequences of partial derivatives followed
by E-operators. So, it’s enough to prove the inclusion for such sequences.
From 2.5 we argue that any sequence of partial derivatives followed by E-
operators can be rewritten as a sum of terms of two following kinds:
(1) a sequence of E-operators followed by partial derivatives,
(2) a sequence of partial derivatives.
Now we observe that the terms of type (1) obviously belong to E (D(V)). To
show that the terms of type (2) belong to E (D(V)) we have to argue that
D(V) ⊆ E (D(V)). We see that in both cases each term belongs to E (D(V)).
This give the desired inclusion. Conversely, we must show that
E (D(V)) ⊆ D (E(V)) .
In a similar way, as before we start from formula 2.5 to get
E
(p)
i,k ∂α,β(g) = ∂α,βE
(p)
i,k (g)− δα,i∂
p
k,β(g), (2.6)
this implies that any sequence of E-operators followed by a sequence of partial
derivatives can be rewritten as a sum of terms of the two following kinds:
(3) a sequence of partial derivatives followed by a sequence of E-operators,
(4) a sequence of partial derivatives.
Immediately we that the terms of type (3) belogns to D (E(V)). Also the
terms of type (4) satisfy the same inclusion because by definition we have
V ⊆ E(V) ⊆ D (E(V)) ,
so, D (E(V)) is a subspace closed by derivatives that contains V . Since D(V)
is the smallest vector space with this property we must have
D(V) ⊆ D (E(V)) .
In both cases a term of types (3) or (4) belong to D (E(V)). Thus, we have
the inclusion E (D(V)) ⊆ D (E(V)). 
We set P(V) := E(D(V)). A subset F of R
(ℓ)
n is called a homogeneous
stable family if the following conditions hold:
1. F consists only of homogeneous polynomials,
2. F is stable (or Sn-stable w.r.t. the diagonal action of Sn), that is, for
any permutation σ ∈ Sn we have σ · g ∈ F , for all g ∈ F .
Definition 2.6. For a given homogeneous stable family F , we set MF to be
the smallest K-vector space closed under derivatives and closed under polar-
ization containing the family F . We call the vector spaceMF the polarization
module generated by the family F .
From the above considerations we can readly describe the polarization module
generated by F as follows:
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Proposition 2.7. If F is an homogeneous stable family then
MF := P
(
K{F}
)
,
where K{F} denotes the K-vector space spanned by F .
Remark 2.8. When the family F consists of only one homogenous polynomial
f ∈ R
(ℓ)
n , we denote byMf the polarization module generated by the family
{σ · f | σ ∈ Sn}. In symbols,
Mf := P
(
K{σ · f | σ ∈ Sn}
)
.
2.4. Properties of polarization modules
The property of being closed under polarization operators implies that any
polarization module is a polynomial representation of GLℓ(C) with the (right)
action f(X) ·M := f(MX). In fact, we have the following well known result:
Lemma 2.9 (see C. Procesi, [14] page 83.). A subspace V of R
(ℓ)
n is closed
under the action of polarization operators Ei,k (when p = 1) if and only if V
is a GLℓ(C)-module with the action X
A ·M = (MX)A.
For any g ∈ R
(ℓ)
n we have the identities:
σ ·E
(p)
i,k (g) = E
(p)
i,k (σ · g) (2.7)
σ · ∂ij(g) = ∂i,σ(j)(σ · g). (2.8)
Identities (2.7) and (2.8) imply the following assertions for any Sn-stable
family F
Lemma 2.10. MF is a representation of Sn with the diagonal action of Sn.
Recall that the two actions of Sn and GLℓ(C) on R
(ℓ)
n commute, so, we
can assert that
Lemma 2.11. MF is a Sn ×GLℓ(C)-module with the action
(σ,M) · f(X) := f(M−1Xσ),
where Xσ is the ℓ × n matrix with xiσ(j) at the entry in the i
th row and jth
column.
Remark 2.12. We often use the notation x := (x1, . . . , xn) = x1, that is,
x := x1. Also, recall that q = (q1, . . . , qℓ) and w = (w1, w2, . . .).
3. Fast examples
For short we often write the Schur polynomial sµ(q) simply as sµ. The for-
mulas below hold for any ℓ ≥ 1:
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1. We consider n = 3 and f = x11x22x33, then the graded Frobenius
characteristic of Mf is given by
Mf (q,w) =(1 + s1 + s2 + s3)s3(w) + (s1 + s2 + s1,1 + s2,1)s2,1(w)
+ (s1,1 + s1,1,1)s1,1,1(w).
from the equation above we can immediately get the Hilbert series
Mf (q) = 1 + 3s1(q) + 3s2(q) + 3s1,1(q) + s3(q) + 2s2,1(q) + s1,1,1(q).
2. Let g be the symmetrization of f , that is
g := x11x22x33+x11x23x32+x12x21x33+x12x23x31+x13x22x31+x13x21x32.
in this case we obtain
Mf (q,w) = (1 + s1(q) + s2(q) + s3(q)) · s3(w) + (s1(q) + s2(q)) · s2,1(w),
and the Hilbert series is simply
Mf(q) = 1 + 3s1(q) + 3s2(q) + s3(q).
More details will be explained in a corollary of Theorem 5.6.
3. We take the set F =
{
h1,1(x), h2(x)
}
, then the graded Frobenius series
of MF is
MF (q,w) =
(
1 + s1(q) + 2s2(q)
)
· sn(w) + s1(q) · sn−1,1(w).
4. For instance, in degree 3 we can take F =
{
e
3
(x),m
21
(x), s
21
(x)
}
, then
the graded Frobenius series is the following:
MF (q,w) =
(
1+s1(q)+2s2(q)+2s3(q)
)
·sn(w)+
(
s1(q)+2s2(q)
)
·sn−1,1(w).
5. In this case we take F =
{
p
3
(x), p
21
(x), p
111
(x)
}
, then we get
MF (q,w) =
(
1+s1(q)+2s2(q)+3s3(q)
)
·sn(w)+
(
s1(q)+2s2(q)
)
·sn−1,1(w).
6. Let F be the following set of homogeneous polynomials of degree 4,
F :=
{
m
22
(x), p
31
(x)
}
,
in this case, the graded Frobenius series is the following:
(1+s1+2s2+2s3+s2,1+2s4)·sn(w)+(s1+2s2+s1,1+2s3)·sn−1,1(w)+s2·sn−2,2(w).
4. Detailed examples
4.1. The polarization module Med1
Let’s start by describing elements in the polarization module Med1 . If d ≥ 1
and we set f = e1(x1)
d = (x11 + · · ·+ x1n)
d, then ∂1i(f) = d · e1(x1)
d−1. In
general, if d ≥ r ≥ 1 then
∂r1i(f) =
d!
(d− r)!
· e1(x1)
d−r.
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Then {1, e1(x1), e1(x1)
2, . . . , e1(x1)
d} ⊆ Med1 . Taking polarizations of f we
obtain
E ri,1(f) =
d!
(d− r)!
e1(xi)
re1(x1)
d−r.
In particular, E di,1(f) = d! · e1(xi). If d ∈ N
ℓ is such that |d| = d, we can
generate by iterated polarizations the polynomial ed1 (X):
e1(x1)
d1e1(x2)
d2 · · · e1(xℓ)
dℓ =
d1!
d!
Edℓℓ,1 · · ·E
d2
2,1 (f). (4.1)
Then for any vector a ∈ Nℓ such that 0 ≤ |a| ≤ d we can generate any
polynomial of the form ea1(X) by taking partial derivatives of (4.1). Therefore,{
ea1(X) : a ∈ N
ℓ, 0 ≤ |a| ≤ d
}
⊆Med1
In the following we will show that the set
B :=
{
ea1(X) : a ∈ N
ℓ, 0 ≤ |a| ≤ d
}
,
is indeed an homogeneous basis ofMed1 . Since no two elements of B have the
same vector degree, the set B is linearly independent. We can show that B
is closed under derivatives and generalized polarization operators E
(p)
i,k and
contains f . This implies that B is a set of generators of Med1 . First, we
compute the partial derivative
∂kje
a
1(X) = ak · e1(x1)
a1 · · · e1(xk)
ak−1 · · · e1(xℓ)
aℓ ,
this shows that
Ei,k
(
ea1(X)
)
= ak · e
c
1(X), (4.2)
where c ∈ Nℓ is defined by cj :=


ak − 1 if j = k,
ai + 1 if j = i,
aj otherwise.
Iterating this, we
see
E ri,k
(
ea1(X)
)
=
ak!
(ak − r)!
· e1(xi)
r · e1(x1)
a1 · · · e1(xk)
ak−r · · · e1(xℓ)
aℓ .
If p > 1 then, assuming ak ≥ p, we get
∂
p
kje
a
1(X) =
ak!
(ak − p)!
e1(x1)
a1 · · · e1(xk)
ak−p · · · e1(xℓ)
aℓ , ∀j. (4.3)
Taking the whole sum we get
n∑
j=1
xij∂
p
kj
(
ea1(X)
)
=
n∑
j=1
xij ·
ak!
(ak − p)!
e1(x1)
a1 · · · e1(xk)
ak−p · · · e1(xℓ)
aℓ
=
ak!
(ak − p)!
e1(x1)
a1 · · · e1(xk)
ak−p · · · e1(xℓ)
aℓ

 n∑
j=1
xij


=
ak!
(ak − p)!
· e1(xi) · e1(x1)
a1 · · · e1(xk)
ak−p · · · e1(xℓ)
aℓ .
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We can simply write
E
(p)
i,k
(
ea1(X)
)
=


ak!
(ak − p)!
eb1 (X) if ak ≥ p,
0 otherwise,
(4.4)
where b = (b1, . . . , bℓ) is given by
bj =


aj if j 6= k et j 6= i,
ai + 1 j = i,
ak − p j = k.
Thus, E
(p)
i,k
(
ea1(X)
)
∈ K{B}. If ak < p then E
(p)
i,k
(
ea1(X)
)
= 0. Thus, formulas
(4.3) and (4.4) shows that K{B} (the K-span of B) is closed by derivatives and
polarizations. Evidently ed1(x1) belongs to K{B}. The above considerations
imply that
Med1 = K{B}.
and we already saw that B is linearly independent, so B is a linear basis of
Med1 . In fact, we can assert that
Med1 = K≤d
[
e1(x1), . . . , e1(xℓ)
]
,
that is, Med1 equals the set of all polynomials of degree at most d in the
variables e1(x1), . . . , e1(xℓ). Then
dim
(
Med1
)
=
(
ℓ+ d
d
)
, for every ℓ ≥ 1.
4.2. The polarization module Mpd
If d ≥ 1 and f = pd(x1) = x
d
11 + · · · + x
d
1n, we obtain ∂1jf = d · x
d−1
1j . In
general, if d ≥ r ≥ 1 we get
∂r1j(f) =
d!
(d− r)!
· xd−r1j .
This implies that {xk1j : 0 ≤ k ≤ d− 1} ⊆ Mpd . Taking polarizations of x
k
1j
we obtain the polynomials
E ri,1
(
xk1j
)
=
k!
(k − r)!
· xrijx
k−r
1j
E
(p)
i,1
(
xk1j
)
=
k!
(k − p)!
· xijx
k−p
1j .
In general, if k = (k1, . . . , kℓ) is such that |k| = k then we have (see, [12])
Xkj := x
kℓ
ℓj · · ·x
k1
1j =
k1!
k!
· Ekℓℓ,1 · · ·E
k1
2,1
(
xk1j
)
.
This implies that
{Xaj : 1 ≤ j ≤ n, a ∈ N
ℓ, 0 ≤ |a| ≤ d− 1} ⊆Mpd .
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Recall from Lemma 2.3 that for any d ∈ Nℓ with |d| = d we obtain
Ed(f) = pd(X). Therefore{
pb(X) : b ∈ N
ℓ, |b| = d
}
⊆Mpd .
The above considerations show that the set
B :=
{
pb(X) : b ∈ N
ℓ, |b| = d
}⋃{
Xaj : 1 ≤ j ≤ n, a ∈ N
ℓ, 0 ≤ |a| ≤ d−1
}
,
is contained in Mpd . Clearly, we have the identity:
E
(p)
a,b
(
xmc,d
)
= δb,c
m!
(m− p)!
xa,dx
m−p
c,d . (4.5)
we can show the following result
Lemma 4.1. The K-span of B is closed under derivatives and closed under
the action of generalized polarization operators E
(p)
i,k .
Proof. Using the usual derivatives rules and formula 4.5 we get:
∂ri,j
(
Xas
)
= δsj
ai!
(ai − r)!
· xa11s · · ·x
ai−r
is · · ·x
aℓ
ℓs ∈ K{B},
E ri,k
(
Xas
)
=
ak!
(ak − r)!
· xris x
a1
1s · · ·x
ak−r
ks · · ·x
aℓ
ℓs ∈ K{B},
E
(p)
i,k
(
Xas
)
=
ak!
(ak − p)!
· xis x
a1
1s · · ·x
ak−p
ks · · ·x
aℓ
ℓs ∈ K{B},
∂ri,j
(
pb
)
=
bi!
(bi − r)!
· xb11j · · ·x
bi−r
ij · · ·x
bℓ
ℓj ∈ K{B},
E ri,k
(
pb
)
=
ak!
(ak − r)!
·
n∑
j=1
xrijx
b1
1j · · ·x
bi−r
kj · · ·x
bℓ
ℓj ∈ K{B}
E
(p)
i,k
(
pb
)
=
ak!
(ak − p)!
·
n∑
j=1
xijx
b1
1j · · ·x
bi−p
kj · · ·x
bℓ
ℓj ∈ K{B}.

Then B satisfies the axioms of the definition of polarization module.
Since Mf is the smallest with these properties we must have that Mf ⊆
K{B}. Also, no two polynomials in B have the same multidegree, so, B is
linearly independent. Therefore B is an homogeneous basis of Mpd .
5. Main theorems
Theorem 5.1. Let d be a positive integer. The following formulae hold for any
ℓ ≥ 1
Med1 (q,w) =

 d∑
j=0
sj(q)

 sn(w). (5.1)
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Mpd(q,w) =

 m∑
j=0
sj(q)

 sn(w) +

m−1∑
j=1
sj(q)

 sn−1,1(w). (5.2)
Med(q,w) =
⌊d/2⌋∑
i=0

d−i∑
j=i
sj(q)

 sn−i,i(w). (5.3)
Corollary 5.2. Let m be a positive integer. Let d ∈ Nℓ be any vector such
that |d| = d. For the diagonally symmetric polynomials ed1 (X), pd(X), and
ed(X) we have (respectively) the following universal formulas for the Frobe-
nius characteristic of their associated Sn-modules:
Med1 (X)(q,w) =

 d∑
j=0
hj(q)

 hn(w). (5.4)
Mpd(q,w) =
(
1 + hd(q)
)
hn(w) +

d−1∑
j=1
hj(q)

 hn−1,1(w) (5.5)
Med(q,w) =
⌊ d2 ⌋∑
i=0
hn−i,i(w)hi(q) +
d∑
i=⌊ d2 ⌋+1
hn−d+i,d−i(w)hi(q). (5.6)
Consider the following Sn-stable families of homogeneous polynomials
in the variables x11, . . . , x1n, defined as, A :=
{
xd1j
∣∣ 1 ≤ j ≤ n} and B :={
xd1,i − x
d
1,j
∣∣ 1 ≤ i < j ≤ n}.
Theorem 5.3. The graded Frobenius characteristic of the families A and B
are given by
M
A
(q,w) =

 d∑
j=0
sj(q)

 sn(w) +

 d∑
j=1
sj(q)

 sn−1,1(w).
M
B
(q,w) =

d−1∑
j=0
sj(q)

 sn(w) +

 d∑
j=1
sj(q)

 sn−1,1(w).
Theorem 5.4. Let f(x1) be a symmetric polynomial of degree 2 in n ≥ 2
variables x1 = x11, x12, . . . , x1n. Suppose that f(x1) is given in the monomial
basis as follows:
f(x1) = a ·m2(x1) + b ·m1,1(x1), (5.7)
then the Frobenius characteristic of the space Mf is given by one of the
following two cases:
Mf (q,w) =


(
1 + h1(q) + h2(q)
)
· hn(w) if b = 2a(
1 + s1(q) + s2(q)
)
· sn(w) + s1(q) · sn−1,1(w) otherwise.
=
(
1 + h2(q)
)
· hn(w) + h1(q) · hn−1,1(w).
(5.8)
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Corollary 5.5. If f is a homogeneous symmetric polynomial of degree 2, then
the associated Sn-module Mf is isomorphic as an Sn ×GLℓ(K)-module to
one of the two modules Mp21 , Mp2 .
Theorem 5.6. Let f be a homogeneous symmetric polynomial of degree 3 in
n ≥ 2 variables. Suppose that f ∈ R[x11, . . . , x1n] and [f ] = [a : b : c], then
the Frobenius characteristic of the Sn-module Mf is given by one of the
following three cases:
1. If
[
f
]
=
[
1 : 3 : 6
]
then(
1 + h1(q) + h2(q) + h3(q)
)
· hn(w).
2. If n ≥ 3 and [a : b : c] satisfies 6a(2b+ (n − 2)c) = 4(n− 1)b2 then we
get:
Mf (q,w) =
(
1 + h3(q)
)
· hn(w) +
(
h1(q) + h2(q)
)
hn−1,1(w)
= (1 + s1(q) + s2(q) + s3(q)) · sn(w) + (s1(q) + s2(q)) · sn−1,1(w)
3. Otherwise we have the following answer:
Mf (q,w) =
(
1 + h2(q) + h3(q)
)
· hn(w) +
(
h1(q) + h2(q)
)
· hn−1,1(w)
= (1 + s1(q) + 2s2(q) + s3(q)) · sn(w) + (s1(q) + s2(q)) · sn−1,1(w).
When n = 2 the condition giving the second case above is that either b = 0
or b = 3a.
6. Exceptions
6.1. Definiton and examples of n-exceptions
Recall that we identify f = a ·m3 + b ·m21 + c ·m111, (a,b,c in R) with its
homogeneous coordinates [f ] := [a : b : c] ∈ RP2. For instance p31 is the point
[1 : 3 : 6], p21 is [1 : 1 : 0] and h3 is the point [1 : 1 : 1].
Definition 6.1. We say that an homogeneous symmetric polynomial f in
R[x11, . . . , x1n] is a n-exception if
dim
(
R{∂11(f), . . . , ∂1n(f), E
(2)
1,1(f)}
)
= n.
In other words, f is a n-exception if the dimension of the real linear span of its
first order partial derivatives ∂11(f), . . . , ∂1n(f) and the polynomial E
(2)
1,1(f)
has dimension n.
6.1.1. Examples of n-exceptions.
1. [α : 0 : 1] is a 2-exception if α 6= 0.
2. [1 : 3 : s] is a 2-exception, for all s ∈ R.
3. [0 : 0 : 1] (f = k e3), is a n-exception, for all n ≥ 2.
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4. [1 : 0 : 0] (f = k p3), is a n-exception, for all n ≥ 3.
5. [2 : −3 : 12] is a 3-exception.
6. [3 : 3 : −2] is a 3-exception.
7. [1 : 1 : 0] (f = p21), is a 4-exception.
8. [1 : −1 : 2] is a 4-exception.
9. [16 : −12 : 21] is a 4-exception.
10. [9 : 21 : 28] is a 4-exception.
11. [4 : −3 : 4], is a 5-exception.
12. [5 : −3 : 3], is a 6-exception.
13. [10 : −5 : 4], is a 7-exception.
14. [0 : 1 : 0], (f = m21) is not a n-exception when n ≥ 3.
15. [1 : 1 : 1], (f = h3) is not a n-exception when n ≥ 3.
In the table below we have some examples of conditions for a point
[a : b : c] to be an n-exception up to n = 7. For more examples of n-exception
equations up to n = 42 see [6].
Table 1. n-exceptions for n ≤ 7
n = 3 3a(2b+ c) = 4b2
n = 4 a(b + c) = b2
n = 5 3a(2b+ 3c) = 8b2
n = 6 3a(b+ 2c) = 5b2
n = 7 a(2b+ 5c) = 4b2
For instance, in degree 4, the point [5 : 14 : 21 : 28 : 35] is a 11-exception.
Note that for general degrees, we believe that p2p
d−2
1 is a d+1-exception for
any d ≥ 3 (this assertion is already settled when d = 3, 4, . . . , 11. Also, one
can easily show that for any d ≥ 3 the polynomial g = p2p
d−2
1 (in the variables
x11, . . . , x1d, x1,d+1) satisfies the identity below
E
(2)
1,1(g) =
d+1∑
j=0
∂1j(g).
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The following theorem seems to hold for any degree greater than 3 (see [4]).
We will present in section 9 a proof for the case of degree 3 of the theorem
below:
Theorem 6.2. Let f be a homogeneous symmetric polynomial of degree 3 in
R[x11, . . . , x1n]. If [f ] 6= [1 : 3 : 6] then
dim
(
R{∂11(f), . . . , ∂1n(f), E
(2)
1,1(f)}
)
≥ n.
Theorem 6.3. Suppose that n ≥ 3 and f(x1) = a ·m3(x1) + b ·m21(x1) + c ·
m111(x1), (a,b,c in R). Then f is a n-exception if and only if [a : b : c] 6=
[1 : 3 : 6] and 6a(2b + (n − 2)c) = 4(n − 1)b2. When n = 2, [a : b : c] is a
2-exception if and only if b = 0 or b = 3a.
Proposition 6.4. Let a, b and c be real numbers and n ≥ 3. The point [a :
b : c] ∈ RP2 is an n-exception if and only if [a : b : c] 6= [1 : 3 : 6] and
n1a(n2b+ n3c) = n4b
2 where the integers n
i
(depending on n) are
n
1
(n) =
3
g.c.d.(n+ 2, 3)
, n
2
(n) = g.c.d.(n+ 1, n− 1),
n3(n) =


n− 2 if n is odd,
n− 2
2
if n is even.
n4(n) =


n− 1
g.c.d.(n− 1, 6)
n is even,
2n− 2
g.c.d.(n− 1, 3)
n is odd.
.
Corollary 6.5. Le f ∈ R[x] be a homogeneous symmetric polynomial of degree
3. There are three types of polarization modules: Mp31 , Mp3 or Mh3 .
7. Proof of Theorems 5.1 and 5.3
In this section we explain the proof of main results of this paper. We know
that MF is a N
ℓ-graded vector space
MF =
⊕
d∈Nℓ
Vd.
Here Vd :=MF ∩R
(ℓ)
n,d denotes the homogeneous component ofMF and we
write Bd to denote a basis of the corresponding homogeneous component.
Remark 7.1. Suppose that V is a vector space and B = {v1, . . . , vr} is a
basis of V . If w ∈ V , then, there exist scalars α1, . . . , αr such that w =
α1 · v1 + · · · + αr · vr. We denote by w
∣∣
vj
the coefficient of vj in the linear
combination of w with respect to the basis B, that is
w
∣∣∣∣
vj
:= αj .
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7.1. The Frobenius characteristic of Med1
Lemma 7.2. For each d := (d1, . . . , dℓ) ∈ N
ℓ such that 0 ≤ |d| ≤ d, a basis
for the degree d homogeneous component Vd, of the space Mem1 is given by
the one element set
Bd =
{
e1(x1)
d1 · · · e1(xℓ)
dℓ
}
=
{
ed1 (X)
}
.
If |d| > d, then Bd = ∅. Hence a basis for the space Med1 is the set
B :=
{
ed1 (X) : d ∈ N
ℓ, 0 ≤ |d| ≤ d
}
.
Proof. See Section 4. 
In this case, if 0 ≤ |d| ≤ d, the homogeneous component of Med1 is
Vd =
{
k · ed1 (X) : k ∈ K
}
.
Recall that ed1 (X) is diagonally symmetric, so Sn acts trivially on each Vd.
This implies the following assertion:
Lemma 7.3. For any d ∈ Nℓ such that 0 ≤ |d| ≤ d, the Sn-character of Vd
is
χ
Vd(σ) = 1, ∀σ ∈ Sn.
The above lemma tells us that the Frobenius characteristic is given simply
by:
Med1 (q,w) =
∑
0≤|d|≤d
qdsn(w).
Writting everthing in terms of Schur fucntions, we get
Corollary 7.4. The Frobenius characteristic of the space Med1 is given by the
formula:
Med1 (q,w) =

 d∑
j=0
sj(q)

 sn(w), ∀n ≥ 1.
To get the Hilbert series we replace each sλ(w) by the number f
λ (the number
of standard Young tableaux of shape λ). In this case sn(w) is replaced by
f (n) = 1. Then we have the following:
Corollary 7.5. The Hilbert series of Med1 is given by
Med1 (q) = 1 + s1(q) + s2(q) + · · ·+ sd(q).
7.2. The Frobenius characteristic of Mpd
Lemma 7.6. Let f = pd(x1) := x
d
11 + · · ·+ x
d
1n. A basis for the space Mpd is
given by the following set:
B =
{
pb(X) : b ∈ N
ℓ,
∣∣b∣∣ = d}⋃{Xaj : 1 ≤ j ≤ n, a ∈ Nℓ, 0 ≤ ∣∣a∣∣ < d}.
where bi ≥ 0, for all i such that 1 ≤ i ≤ ℓ.
Proof. See Section 4. 
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Lemma 7.7. A basis for the homogeneous component Vd of Mpd is given by
the following rule
Bd :=


{
pd(X)
}
if |d| = d,
{
Xdj : 1 ≤ j ≤ n
}
if 0 ≤ |d| < d,
From the representation theory of the symmetric group, it’s well known that
(see [16] page 87)
χ(n)(σ) = 1, (7.1)
χ(n−1,1)(σ) = |Fix(σ)| − 1, (7.2)
where Fix(σ) is the set of fixed points of σ. If a group G acts on a set S with
the corresponding permutation representation CS then the character χS of
this representation is
χ
S (g) = |{x ∈ S : g · x = x}|. (7.3)
Lemma 7.8. The Sn-character of the homogeneous component Vd of Mpd is
given by
χ
Vd(σ) =


1 if d = 0 or
∣∣d∣∣ = d,
∣∣Fix(σ)∣∣ if 0 < ∣∣d∣∣ < d.
Proof. Let d ∈ Nℓ. We have two cases:
1. If
∣∣d∣∣ = d then a basis Bd for Vd consists of only one diagonally
symmetric polynomial. So, just as in the proof of Lemma 7.3, we get
χ
Vd(σ) = 1, for every σ ∈ Sn.
2. If 0 ≤
∣∣d∣∣ < d then Bd = {Xdj : 1 ≤ j ≤ n}. Therefore
Xdσ(j)
∣∣∣∣∣
Xd
j
=
{
1 if σ(j) = j,
0 otherwise.
χ
Vd(σ) =
n∑
j=1
Xdσ(j)
∣∣∣∣∣
Xd
j
=
∣∣Fix(σ)∣∣ =χ(n)(σ) +χ(n−1,1)(σ). (7.4)

Recall the classical formula (see, [16])
sλ(w) =
1
n!
∑
σ∈Sn
χλ (σ) pλ(σ)(w).
where χλ (σ) is the character of the irreducible representation Sλ of Sn.
Corollary 7.9. The Frobenius characteristic of the space Mpd is given by the
formula:
Mpd(q,w) =

 d∑
j=0
sj(q)

 sn(w) +

d−1∑
j=1
sj(q)

 sn−1,1(w), n ≥ 2.
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Proof. We use Lemma 7.8 as follows
Mf (q,w) :=
∑
d∈Nℓ
(
1
n!
∑
σ∈Sn
χ
Vd(σ)pλ(σ)(w)
)
qd
=

1 + ∑∣∣
d
∣∣=m
qd


(
1
n!
∑
σ∈Sn
pλ(σ)(w)
)
+
∑
0<
∣∣
d
∣∣<m
1
n!
∑
σ∈Sn
∣∣Fix(σ)∣∣pλ(σ)(w)
=

 m∑
j=0
hj(q)

 · sn(w) +

m−1∑
j=1
hj(q)

 · sn−1,1(w).

Corollary 7.10. The Hilbert series of Mpd is given by
Mpd(q) = hd(q) + n · hd−1(q) + · · ·+ n · h1(q) + 1.
Proof. By Lemma 7.7 we know that
Bd :=
{ {
pd(X)
}
if |d| = d,{
Xdj : 1 ≤ j ≤ n
}
if 0 ≤
∣∣d∣∣ < d.
then we compute the Hilbert series as follows:
Mf (q) =
∑
∣∣
d
∣∣=d
qd +
∑
0<
∣∣
d
∣∣<d
n · qd + 1 = sd(q) + n ·
d−1∑
j=1
sj(q) + 1.

7.3. The Frobenius characteristic of Med
For each Y ⊆ {1, 2, . . . , n} we set
ek(Y ) :=
∑
{B⊆Y, |B|=k}
( ∏
b∈B
xb
)
. (7.5)
Notice that when Y = {1, 2, . . . , n} we get the usual elementary symmetric
function ek(1, 2, . . . , n) = ek(x). For instance, if |Y | = k then ek(Y ) =
∏
a∈Y
xa.
Lemma 7.11. For every permutation σ ∈ Sn the polynomial ei(Y ) satisfies
the identity:
σ · ei(Y ) = ei(σ(Y )).
For each subset Y of {1, 2, . . . , n} we define the polynomial ed(Y ) ∈ R
(ℓ)
n by
the equation
ed(Y ) :=
∑
{
B⊆Y
∣∣ |B|=|d|}
∑
{
f :B→[ℓ]
∣∣ |f−1(i)|=di, ∀i∈[ℓ]}
∏
b∈B
xf(b),b. (7.6)
Using Lemma 2.3 and formula 2.7 we get the following:
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Lemma 7.12. For every σ ∈ Sn the polynomial ed(Y ) satisfies the identity:
σ · ed(Y ) = ed
(
σ(Y )
)
. (7.7)
Lemma 7.13. For d ∈ Nℓ and S ⊆ {1, 2, . . . , n} such that |S| + |d| = m, we
have the identity:
ed (S
c) =
m!
d!
Ed∂S
(
em(x1)
)
,
where Sc := {1, 2, . . . , n}\S is the complement of S, and ∂S is the sequence
of partial derivatives ∂i with i ∈ S applied to em(x1).
Remark 7.14. In the following we use the notation Ac := {1, 2, . . . , n}\A, for
any A ⊆ {1, 2, . . . , n}.
Lemma 7.15. Let d and n be integers such that n ≥ d. For each integer i such
that 0 ≤ i ≤ d, we define, a subspace Vi of Rn as follows:
Vi := K
{
ei (T
c)
∣∣ T ⊆ {1, 2, . . . , n}, |T |+ i = d},
that is, Vi is the K-vector space generated by the polynomials ei (T
c) such
that T ⊆ {1, 2, . . . , n} and |T |+ i = d. Then, for each i, a linear basis Bi of
Vi is given by the following rule:
1. If 0 ≤ i ≤
⌊
d
2
⌋
, then:
Bi =
{
ei(S
c) | S ⊆ {1, 2, . . . , n}, |S|+ i = n
}
.
2. If
⌊
d
2
⌋
< i ≤ d, then:
Bi =
{
ei(T
c) | T ⊆ {1, 2, . . . , n}, |T |+ i = d
}
.
In particular,
dim(Vi) =


(
n
i
)
if 0 ≤ i ≤ ⌊d2⌋,
(
n
d− i
)
if ⌊d2⌋ < i ≤ d.
also we have, dim(Vi) = dim(Vd−i), for all i such that 0 ≤ i ≤ d.
Proof. First Case: First we see that the following set{
ei(S
c) | S ⊆ {1, 2, . . . , n}, |S|+ i = n
}
,
is linearly independent, because it consists only of distinct monomials. So we
only have to show two properties:
(P1) If 0 ≤ i ≤ ⌊d2⌋ then
{
ei(S
c) | S ⊆ {1, 2, . . . , n}, |S|+ i = n
}
⊆ Vi,
(P2)
{
ei(S
c) | S ⊆ {1, 2, . . . , n}, |S|+ i = n
}
is a set of generators for Vi.
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Then, for each i such that 0 ≤ 2i ≤ d and all subsets T such that |T | = d−i,
we have:
ei(T
c) :=
∑
{
B: B⊆T c, |B|=i
} ei(B) =
∑
{
S: T⊆S, |S|=n−i
} ei(Sc),
thus, we have shown condition (P2) because:
ei(T
c) =
∑
{
S: T⊆S, |S|=n−i
} ei(Sc).
To show condition (P1) we go as follows: Let T be a subset such that
∣∣T ∣∣ =
d− i, then
ei(T
c) =
∑
{S⊆{1,2,...,n} : |S|=n−i}
β
Tc,Sc
· ei(S
c)
where β is the
(
n
d− i
)
×
(
n
i
)
matrix defined as:
β
Tc,Sc
=
{
1 if T ⊆ S,
0 otherwise.
=
{
1 if Sc ⊆ T c,
0 otherwise.
= α
Sc,Tc
and indexed by subsets of {1, 2, . . . , n} of cardinality n − d + i for the rows
and by subsets of {1, 2, . . . , n} of cardinality n − i for the columns. Here
|T | = d− i, |S| = n− i, |T | ≤ |S|. Since we have the conditions:
|T c|+ |Sc| = n− (d− i) + (n− (n− i))
= n− d+ i+ i = n− d+ 2i ≤ n, because 0 ≤ 2i ≤ d,
|Sc| ≤ |T c| because i ≤ n− d+ i because d ≤ n,
the matrix β is of full rank (see [16], page 222). More precisely,
(i) The matrix α
P,Q
α
P,Q
=
{
1 P ⊆ Q,
0 otherwise,
indexed by subsets P of {1, 2, . . . , n} of cardinality i for the rows and
by subsets Q of {1, 2, . . . , n} of cardinality n− d+ i for the columns is
a full rank matrix.
(ii) The matrix β
Q,P
= αt
P,Q
, that is:
β
P,Q
=
{
1 P ⊇ Q,
0 otherwise,
is also a full rank matrix.
Then, since β
Q,P
has full rank and by the unimodality of binomial coefficients
we have
rank(β) =
(
n
i
)
≤
(
n
d− i
)
.
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So, there exists a
(
n
i
)
×
(
n
d− i
)
matrix such that:
γ β = I
(ni),(
n
i)
;
that is, for each subset S of cardinality n− i we have:
ei(S
c) =
∑
{
T⊆{1,2,...,n}: |T |=d−i
} γSc,Tc · ei(T c).
Hence, we have shown that condition (P1) holds.
Second Case: Suppose that ⌊d2⌋ ≤ i ≤ d. We only have to show that the
following set: {
ei(T
c) | T ⊆ {1, 2, . . . , n}, |T |+ i = d
}
is linearly independent if d ≤ 2i, this is because, by definition, this set
generates Vi. So, suppose that d ≤ 2i, then, we have to verify following the
condition:∑
{
T : |T |=m−i
} λT · ei(T c) = 0(x) implies λT = 0, ∀T s.t. |T |+ i = d,
By definition, ei(T
c) =
∑
{
B: B⊆T c, |B|=i
}
∏
b∈B
b, so
0(x) =
∑
{
T : |T |=d−i
} λT ·

 ∑{
B: B⊆T c, |B|=i
}
∏
b∈B
b


=
∑
{
T : |T |=d−i
}
∑
{
B: B⊆T c, |B|=i
} λT
∏
b∈B
b
=
∑
{
B: |B|=i
}
∑
{
T :T⊆Bc, |T |=d−i
}λT
∏
b∈B
b
=
∑
{
B: |B|=i
}

 ∑{
T :T⊆Bc, |T |=d−i
}λT

∏
b∈B
b.
We see that for all B ⊆ {1, 2, . . . , n}, the product
∏
b∈B
b is a monomial in Rn.
Since any set of distinct monomials is linearly independent, we must have
that, for any subset B of {1, 2, . . . , n} the identity below holds:∑
{
T :T⊆Bc, |T |=d−i
}λT = 0, ∀B ⊆ {1, 2, . . . , n}.
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Let ε
P,Q
be the
(
n
i
)
×
(
n
d− i
)
matrix such that:
ε
P,Q
=
{
1 if P ⊇ Q,
0 otherwise.
indexed by subsets P of {1, 2, . . . , n} of cardinality n − i for rows and by
subsets Q of {1, 2, . . . , n} of cardinality d− i for columns. Then, we have:∑
{
T : |T |=d−i
} εBc, T · λT = 0, ∀B ⊆ {1, 2, . . . , n}.
The matrix ε
P,Q
has full rank, because it is the transpose of a full rank matrix
δ
Q,P
, indexed by subsets P of {1, 2, . . . , n} of cardinality n − i for rows and
by subsets Q of {1, 2, . . . , n} of cardinality m− i for columns and such that:
δQ,P =
{
1 if Q ⊆ P,
0 otherwise.
The matrix δ
Q,P
has full rank (see [16] p.222.) because:
(i) |Q| ≤ |P | because d− i ≤ n− i because d ≤ n,
(ii) |Q|+ |P | ≤ n because (n− i) + (d− i) ≤ n because d ≤ 2i.
Since the matrix ε
P,Q
of size
(
n
i
)
×
(
n
d− i
)
has full rank and d ≤ 2i we
must have:
rank(ε) =
(
n
d− i
)
≤
(
n
i
)
,
where the last inequality comes from unimodality. So we see that λT = 0,
for all subset T of {1, 2, . . . , n} with |T | = d − i. This implies that the set
of polynomials ei(T
c), over all subsets T of {1, 2, . . . , n} whose cardinality is
|T | = d− i, is linearly independent. 
For each vector d ∈ Nℓ with 0 ≤
∣∣d∣∣ ≤ d we denote by Vd the homogeneous
component of Med given by
Vd := K
{
ed (T
c)
∣∣ T ⊆ {1, 2, . . . , n}, |T |+ |d| = d}. (7.8)
We can use Lemma 2.3 to verify the following result:
Lemma 7.16. Let d ≥ 1 be an integer, a ∈ Nℓ, b ∈ Nℓ and d ∈ Nℓ with
|d| = d. The subspace Vd has the following properties:
1. Vd = E
d
(
V(d,0,...,0)
)
,
2. V(d,0,...,0) = Ed (Vd),
3. dim (Vd) = dim
(
V(|d|,0,...,0)
)
.
4. If |a| = |b| then dim (Va) = dim (Vb).
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5. If |a|+ |b| = d then dim (Va) = dim (Vb).
Here, V(i,0,0,...) = Vi := K
{
ei (T
c)
∣∣ T ⊆ {1, 2, . . . , n}, |T |+ i = m}.
It is easy to check (using formula 4.5) the following rule:
Lemma 7.17. For any Y ⊆ {1, 2, . . . , n} the effect of general polarization
operators E
(p)
i,k on elementary McMahom symmetric functions ed(Y ) (with
d = (d1, . . . , dℓ)) is given by the rule below:
E
(p)
i,k
(
ed(Y )
)
= er(Y ), whenever p ≤ |d|,
where r = (r1, . . . , rℓ) is given by
rt =


dt if t 6= i and t 6= k,
dt + 1 if t = i,
dt − p if t = k.
Thus E
(p)
i,k maps the homogeneous component Vd to Vr. And this is the
reason why the space described in Lemma 7.18 below is closed by polarization
operators.
Lemma 7.18. Let d > 0 be an integer. The polarization module generated by
the polynomial ed(x) decomposes as follows:
Med =
⊕
0≤|d|≤d
Vd.
Furthermore, for each vector d ∈ Nℓ with 0 ≤ |d| ≤ m a linear basis Bd of
the homogeneous component Vd is given by the rule below:
1. If 0 ≤ |d| ≤ ⌊d2⌋ then,
Bd =
{
ed(T
c) | T ⊆ {1, 2, . . . , n}, |T |+ |d| = n
}
,
2. If ⌊d2⌋ < |d| ≤ d then,
Bd =
{
ed(T
c) | T ⊆ {1, 2, . . . , n}, |T |+ |d| = d
}
.
This implies that
dim(Vd) =


(
n
|d|
)
if 0 ≤ |d| ≤ ⌊d2⌋,
(
n
d− |d|
)
if ⌊d2⌋ < |d| ≤ d.
In particular, we see that dim(Va) = dim(Vb) whenever |a|+ |b| = d.
Proof. The proof is very similar to the proof of Lemma 7.15 because the basis
Bd of Vd depends only on the value of |d| = d1 + · · ·+ dℓ. Also, we can use
Lemma 7.16 to show that Lemma 7.15 implies the desired result. 
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Remark 7.19. Recall that the permutation representation C
{
A ⊆ [n] : |A| =
s
}
of Sn is equal to Ind
Sn
Ss×Sn−s
trivially; by the Pieri rule, this is iso-
morphic to
⊕s
j=0 S
(n−j,j). It’s easy to see directly that the Sn-module Vd
is isomorphic to the above permutation representation whose character is∑s
j=0
χ(n−j,j).
It’s easy to see directly that the Sn-module Vd is isomorphic to the above
permutation representation. Then we have the following:
Lemma 7.20. For each vector d ∈ Nℓ such that 0 ≤ |d| ≤ d the value of the
character χVd of the homogeneous component Vd is given by the following
rule:
1. If 0 ≤ |d| ≤ ⌊d2⌋ then,
χ
Vd(σ) =
∣∣
d
∣∣∑
j=0
χ(n−j,j)(σ),
2. If ⌊d2⌋ < |d| ≤ d then,
χ
Vd(σ) =
d−
∣∣
d
∣∣∑
j=0
χ(n−j,j)(σ).
So, the graded Frobenius characteristic of Vd is given by the rule
Vd(w) =


∣∣
d
∣∣∑
j=0
sn−j,j(w) if 0 ≤ |d| ≤ ⌊
d
2⌋,
d−
∣∣
d
∣∣∑
j=0
sn−j,j(w) if ⌊
d
2⌋ < |d| ≤ d.
Using Lemma 7.20 we show the third part of Theorem 5.1, that is, if d ∈ Nℓ is
such that |d| = d then the graded Frobenius characteristic ofMed is given by :
Med(q,w) =
⌊ d2 ⌋∑
i=0

 i∑
j=0
sn−j,j(w)

 si(q) + d∑
i=⌊ d2 ⌋+1

d−i∑
j=0
sn−j,j(w)

 si(q)
=

 d∑
j=0
sj(q)

 sn(w) + ⌊d/2⌋∑
i=1

d−i∑
j=i
sj(q)

 sn−i,i(w), ∀ d > 1
Corollary 7.21. Let d ≥ 1 be an integer. The graded Frobenius characteristic
of Med is given by the formula
Med(q,w) =
⌊d/2⌋∑
i=0

d−i∑
j=i
sj(q)

 sn−i,i(w),
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where sn,0(w) := sn(w).
7.4. Constructing a basis for the modules MA and MB
Recall that we have the notation Xdj := x
d1
1j · · ·x
dℓ
ℓj . The proof of the proposi-
tions below is similar to the proof of second part of Theorem 5.1. We describe
a basis for each component of the modules MA and MB.
Proposition 7.22. An homogeneous basis for the polarization module MA is
the set below
BA :=
{
Xdj : 0 ≤ |d| ≤ d, 1 ≤ j ≤ n
}
.
For each vector d ∈ Nℓ such that |d| ≤ d, a basis for the homogeneous
component of multidegree d is given by BA,d :=
{
Xdj : 1 ≤ j ≤ n
}
.
Proposition 7.23. An homogeneous basis for the polarization module MB is
the set
BB :=
{
Xd1 −X
d
j : |d| = d, 2 ≤ j ≤ n
}⋃{
Xbj : 0 ≤ |b| < d, 1 ≤ j ≤ n
}
.
In this case, for each d ∈ Nℓ such that |d| ≤ d, a basis for the component Vd
is given by the following rule:
BB,d :=
{
Xd1 −X
d
j if |d| = d,
Xdj if 0 ≤ |d| < d.
The proof of Theorem 5.3 follows easily from Proposition 7.22 and 7.23.
8. Auxiliary matrices and polynomials
We start by introducing auxiliary matricesHn and Tn in order to find explicit
conditions under which the matrices Fn, En, Dn and Gn are of full rank.
These considerations will give us equations to classify polarization modules
generated by any given homogeneous symmetric polynomial of degree 2 or
degree 3.
8.1. The matrices Tn
Let x, y, z, w, t be commuting variables. For each integer n ≥ 2 we define the
matrices Tn(x, y, z, w, t) of size n× n whose (i, j) entry is given by:
Tn(i, j) :=


x if i = j and i < n and j < n,
y if i 6= j and i < n and j < n,
z if i = n and j < n,
w if i < n and j = n,
t if i = n and j = n
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Example. When n = 4 we have
T4(x, y, z, w, t) =


x y y w
y x y w
y y x w
z z z t

 .
Lemma 8.1. The determinant of Tn(x, y, z, w, t) is given by the formula:
det
(
Tn(x, y, z, w, t)
)
= (x− y)n−2
(
t · (x + (n− 2)y)− (n− 1)wz
)
. (8.1)
8.2. The matrices Hn
Also, we consider the matrices Hn(x, y, z) of size n× (n− 1) where the (i, j)
entry is given by
Hn(i, j) :=


x if i = j and i < n and j < n,
y if i 6= j and i < n and j < n,
z if i = n and j < n.
Notice that
Htn(x, y, z)Hn(x, y, z) = Tn−1
(
αn, βn, βn, βn, αn
)
.
where αn(x, y, z) := x
2+(n− 2)y2+ z2, βn(x, y, z) := 2xy+(n− 3)y
2+ z2.
Then we have the following result
Lemma 8.2. The determinant of the matrix HtnHn is given by
det
(
HtnHn
)
= det
(
Tn−1
(
αn, βn, βn, βn, αn
))
= (x− y)2(n−2)
(
(x+ (n− 2)y)2 + (n− 1)z2
)
.
8.3. The polynomials Pn, Qn and Rn
We introduce the following auxiliary polynomials that depend on the number
of variables n of the vector x1 := (x11, . . . , x1n). The polynomials Pn, Qn and
Rn in the variables a, b, c are defined as:
Pn(a, b, c) := 12 · ab+ 6(n− 2) · ac− 4(n− 1) · b
2,
Qn(a, b, c) := 9 · a
2 − 6 · ab+ (4n− 7) · b2 − 4(n− 2) · bc+ (n− 2) · c2,
Rn(a, b, c) := 9 · a
2 + 6(n− 1) · ab+ (n− 1)(n+ 7) · b2 + 4(n− 1)(n− 2) · bc
+ (n− 2)
(
n− 1
2
)
· c2.
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An(a, b, c) := 81 · a
4 − 54 · a3b +
(
18n2 + 18n− 63
)
· a2b2
+ 18 (n− 2)
(
n2 − 2n− 1
)
· a2bc
+
9
2
· n (n− 2)
(
n2 − 4n+ 5
)
· a2c2 − 12 (n− 1)
(
n2 − 2n+ 2
)
· ab3
− 12 (n− 1)
2
(
n− 1
2
)
· ab2c+ 2 (n− 1)
(
n3 − 3n2 + 7n− 8
)
· b4
− 8 (n− 2) (n− 1) · b3c+ 2 (n− 2) (n− 1) · b2c2.
We explain some properties of these polynomials in order to prove Theorem
6.2
Lemma 8.3. Let n ≥ 3. The only point [a : b : c] ∈ RP2 that satisfies
Qn(a, b, c) = 0 is [a : b : c] = [1 : 3 : 6]. When n = 2 the roots of Q2(a, b, c)
are given by the condition b = 3a.
Proof. Completing the square we obtain
9 a2 − 6 ab+ (4n− 7) b2 + (−4n+ 8) bc+ (n− 2) c2
= (n− 2) (−2 b+ c)2 + 9
(
a−
b
3
)2
,
Since n > 2 we get Qn(a, b, c) = (n− 2) (−2 b+ c)
2 + 9
(
a−
b
3
)2
= 0 if and
only if c = 2b and b = 3a (because n ≥ 3 and we work on R). So, b = 3a
and c = 6a, that is, [a : b : c] = [a : 3a : 6a] = [1 : 3 : 6]. When n = 2,
Q2(a, b, c) = 9a
2 − 6ab+ b2 = (b − 3a)2. So, Q2(a, b, c) = 0 iff b = 3a. 
Remark 8.4. We observe that for every n ≥ 2 the point [a : b : c] = [1 : 3 : 6]
is also a root of the polynomial Pn(a, b, c).
Lemma 8.5. The only root of Rn(a, b, c) is given by the point [a : b : c] ∈ RP
2
such that
a = k · (n− 1)
(
n− 1
2
)
, b = k · (−3)
(
n− 1
2
)
, c = k · 6(n− 1),
for any k ∈ R− {0}.
Proof. Again, we complete squares
Rn(a, b, c)
= 9 · a2 + 6(n− 1) · ab+ (n− 1)(n+ 7) · b2 + 4(n− 1)(n− 2) · bc
+ (n− 2)
(
n− 1
2
)
· c2
= (n− 2)
(
n− 1
2
)(
c+ 2
(n− 1) b(
n−1
2
)
)2
+ 9
(
a+
(n− 1)b
3
)2
.
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So Rn(a, b, c) = 0 implies that a =
−(n− 1)b
3
and c = −
2(n− 1)b(
n−1
2
) , for every
b 6= 0. We can write b in the form b = −3
(
n− 1
2
)
· k and we get the desired
result. 
Lemma 8.6. Let n ≥ 2. The roots of Rn(a, b, c) cannot be roots of the poly-
nomial An(a, b, c).
Proof. It’s enough to compute the value of An at the root given in Lemma
8.5. Indeed, the expression below is always positive, for every k 6= 0 and
n ≥ 2:
A
(
k(n− 1)
(
n− 1
2
)
,−3k
(
n− 1
2
)
, 6k(n− 1)
)
=
81n2k4 (n+ 2) (n+ 1) (n− 2)
3
(n− 1)
5
16
.

In the next section we introduce auxiliary matrices Fn,En,Dn and Gn (de-
pending on the number of columns n of the matrix X) in order to find con-
ditions that will lead us to classify polarization modules in degrees 2 and
3.
8.4. The matrices Fn
For n ≥ 3, let Fn be the
(
n
2
)
× n matrix whose rows are all distinct permuta-
tions of the vector (2b, 2b, c, . . . , c) ∈ Rn. For instance,
F3 :=


2 b 2 b c
2 b c 2 b
c 2 b 2 b

 , F4 :=


2 b 2 b c c
2 b c 2 b c
2 b c c 2 b
c 2 b 2 b c
c 2 b c 2 b
c c 2 b 2 b


.
8.5. The matrices En
For n ≥ 2, let En be the
(
n+1
2
)
× (n+1) matrix where the entries are defined
by the function:
En(i, j) =


3a if i = j and 1 ≤ i ≤ n,
b if i 6= j and 1 ≤ i ≤ n and 1 ≤ j < n+ 1,
6a if 1 ≤ i ≤ n and j = n+ 1,
4b if n < i and j = n+ 1,
Fn(i− n, j) if n < i and 1 ≤ j < n.
.
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E3 :=


3 a b b 6 a
b 3 a b 6 a
b b 3 a 6 a
2 b 2 b c 4 b
2 b c 2 b 4 b
c 2 b 2 b 4 b


.
In the following, we will show that, if [a : b : c] ∈ RP2 is such that
[a : b : c] 6= [1 : 3 : 6],
then the matrix En has at least rank n. In other words we will prove Theorem
6.2. The columns of En(a, b, c) correspond to applying ∂1,i to am3+ bm2,1+
cm1,1,1, and the rows to x
2
1,i and x1,ix1,j .
8.6. The matrices Dn
We define the matrix Dn as the result of dropping the last column of En. For
instance,
D3 :=


3 a b b
b 3 a b
b b 3 a
2 b 2 b c
2 b c 2 b
c 2 b 2 b


, D4 :=


3 a b b b
b 3 a b b
b b 3 a b
b b b 3 a
2 b 2 b c c
2 b c 2 b c
2 b c c 2 b
c 2 b 2 b c
c 2 b c 2 b
c c 2 b 2 b


.
Both Lemmas below are consequences of Lemma 8.1 because the ma-
trices EtnEn and D
t
nDn are both matrices of the form Tn.
Lemma 8.7. Let a, b, c be real numbers not all zero. For each integer n ≥ 3,
the determinant of the matrix EtnEn is given by:
det(EtnEn) =
(
n
2
)
Pn(a, b, c)
2Qn(a, b, c)
n−1.
Lemma 8.8. Let a, b, c be real numbers not all zero. For each integer n ≥ 3,
the determinant of the matrix DtnDn is given by:
det(DtnDn) = Rn(a, b, c)Qn(a, b, c)
n−1.
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8.7. The matrices Gn
The matrices Gn are defined as the
(
n+1
2
)
×n matrices obtained by replacing
the last column of Dn by the last column of En. The following lemma help
us to find a linear basis of the real span of all first order partial derivatives
of f and the polynomial E
(2)
1,1(f) (deg(f) = 3), when f is a n-exception. To
see this we must observe that the matrix GtnGn is of the form Tn and then
we have the result below
Lemma 8.9. Let a, b, c be real numbers not all zero. For each integer n ≥ 3,
the determinant of the matrix GtnGn is given by
det
(
GtnGn
)
= An(a, b, c)Qn(a, b, c)
n−1.
9. Proof of Theorems 6.2 and 6.3
9.1. Proof of Theorem 6.2
Let f be an homogeneous symmetric polynomial of degree 3, in the variables
x11, . . . , x1n, such that [f ] 6= [1 : 3 : 6]. Then, we have to show that the
dimension of the real span of the set
{
∂11f, . . . , ∂1n(f), E
(2)
1,1(f)
}
is at least
n.
Suppose that [f ] = [a : b : c]. We have two cases:
1. If the matrix Dn(a, b, c) has full rank then the set
{
∂11f, . . . , ∂1n(f)
}
is
a linearly independent subset of {∂11f, . . . , ∂1n(f), E
(2)
1,1(f)}, therefore,
the dimension of R
{
∂11f, . . . , ∂1n(f), E
(2)
1,1(f)
}
is at least n.
2. Otherwise, we use Lemma 8.8. The matrix Dn(a, b, c) does not have full
rank if and only if
Rn(a, b, c)Qn(a, b, c)
n−1 = 0.
Lemma 8.3 implies that Qn(a, b, c) 6= 0 because [f ] 6= [1 : 3 : 6]. So,
Rn(a, b, c) = 0. In this case, we are going to show that a linear basis
of the real span of the set
{
∂11(f), . . . , ∂1n(f), E
(2)
1,1(f)
}
is the following
set of cardinality n:{
∂1,1(f), . . . , ∂1,n−1(f), E
(2)
1,1(f)
}
.
Indeed, the linear system
n−1∑
j=1
γj ∂1,j(f) + β E
(2)
1,1(f) = 0 written in terms
of matrices is equivalent to
Gn(a, b, c)


γ1
...
γn−1
β

 = 0.
Now Lemma 8.6 asserts that
Rn(a, b, c) = 0 =⇒ An(a, b, c) 6= 0.
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So, the determinant of GtnGn is not zero, because Lemma 8.9 states that
det(GtnGn) = An(a, b, c)Qn(a, b, c)
n−1 6= 0.
Thus, the dimension of the real span of the set below
{
∂1,1(f), . . . , ∂1,n−1(f), E
(2)
1,1(f)
}
is exactly n. This implies
dim
(
R
{
∂1,1(f), . . . , ∂1,n−1(f), ∂1,n(f), E
(2)
1,1(f)
})
≥ n.

9.2. Proof of Theorem 6.3
Let n ≥ 3. First, we observe that the linear system
λ1 ∂11(f) + · · ·+ λn ∂1n(f) + µE
(2)
1,1(f) = 0,
written in terms of matrices, is equivalent to the matrix equation:
En(a, b, c)


λ1
...
λn
µ

 = 0,
where the unknowns are λ1, . . . , λn, µ. Suppose that [a : b : c] is a n-exception,
then the dimension of the real span of the following set of polynomials:
{∂1,1(f), . . . , ∂1,n(f), E
(2)
1,1(f)}
is exactly n (this implies that [a : b : c] 6= [1 : 3 : 6]). Therefore, the matrix
En(a, b, c) does not have full rank (it has n+ 1 columns) and so
det
(
Etn(a, b, c)En(a, b, c)
)
= Pn(a, b, c)Qn(a, b, c)
n−1 = 0.
Recall that [a : b : c] 6= [1 : 3 : 6] implies Qn(a, b, c) 6= 0. Thus, Pn(a, b, c) = 0.
Conversely, if Pn(a, b, c) = 0 then det
(
Etn(a, b, c)En(a, b, c)
)
= 0. This
implies that En does not have full rank. So Theorem 6.2 tells us that the
dimension (over R) of the span of ∂1,1(f), . . . , ∂1,n(f), E
(2)
1,1(f) is at least n.
Hence the maximal dimension is n+1, but the matrix En does not have full
rank then the dimension cannot be n+ 1. So we have
dim
(
R
{
∂1,1(f), . . . , ∂1,n(f), E
(2)
1,1(f)
})
= n.

36 He´ctor J. Blandin N.
10. Proof of Theorem 5.4
In this section we compute an explicit linear basis of the polarization module
Mf generated by any homogeneous symmetric polynomial f of degree 2. Let
f(x1) be a such polynomial then; we write f in the monomial basis as follows:
f(x1) := a ·m2(x1) + b ·m1,1(x1), with a ∈ R, b ∈ R, (10.1)
that is
f(x11, . . . , x1n) = a ·
n∑
j=1
x21j + b ·
∑
1≤p<q≤n
x1px1q.
Then, the polynomials in Mf have the form
∂1j(f) :=
∂f
∂x1j
= 2a x1j + b
∑
r 6=j
x1r = (2a− b)x1j + b
n∑
r=1
x1r
Ei,1(f) = 2a
n∑
s=1
x1sxis + b
∑
p6=q
x1pxiq
= (2a− b)
n∑
s=1
x1sxis + b
∑
p,q
x1pxiq,
Ei,1∂1,j(f) = (2a− b)xij + b
n∑
r=1
xir ,
Es,1Et,1(f) = 2a
n∑
j=1
xsjxtj + b ·
∑
p6=q
xspxtq = (2a− b)
n∑
j=1
xsjxtj + b
∑
p,q
xspxtq.
In particular, we get
E1,1(f) = 2 f, Eα,1Eα,1(f) = 2 f(xα1, . . . , xαn),
E
(2)
α,1(f) = 2 a
n∑
j=1
xαj = Eα,1E
(2)
1,1 .
10.0.1. Construction of degree 2 homogeneous components. We start by set-
ting some convenient notations. We denote by ei ∈ N
ℓ the vector having 1 in
position i and 0 elsewhere. For each pair of positive integers (s, t) such that
1 ≤ s ≤ t ≤ ℓ, we write es,t to denote the vector es,t = es + et. Also, we
write ep,q,r := es + eq + er.
The homogeneous components of Mf are V0 = R,
Vei = R
{
{Ei,1∂1,jf : 1 ≤ j ≤ n}
⋃{
E
(2)
i,1 (f)
}}
and Ves,t := R
{
Es,1Et,1f
}
. More precisely, we have for every i such that
1 ≤ i ≤ ℓ that
Vei = R


{
(2a− b)xij + b
n∑
r=1
xir
∣∣∣∣∣ 1 ≤ j ≤ n
}⋃
2a
n∑
j=1
xij



 ,
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For total degree 2, the homogenenous components are:
Ves,t = R

2a
n∑
j=1
xsjxtj + b
∑
p6=q
xspxtq

 = R{Et,1Es,1(f)}, with 1 ≤ s ≤ t ≤ ℓ.
Proposition 10.1. Let f ∈ R[x1] be an homogenenous symmetric polynomial
of degree 2 written in the monomial basis as formula 10.1 Then the vector
space
R⊕
⊕
1≤i≤ℓ
Vei ⊕
⊕
1≤s,t≤ℓ
Ves,t
is closed by polarization operators E
(p)
i,k and partial derivatives. Furthermore,
this vector space coincides with the polarization module generated by f .
Proof. Clearly, if p > 1, then E
(p)
i,k
(∑
j xsj
)
= 0 and Ei,k
(∑
j xsj
)
=∑
j xij . Since Ei,k is a derivation on R
(ℓ)
n , it satisfies the product rule of
derivatives and then we have the following identities:
Ei,k

 n∑
j=1
xsjxtj

 = δk,s n∑
j=1
xijxtj + δk,t
n∑
j=1
xijxsj . (10.2)
Ei,k

∑
u6=v
xsuxtv

 = δk,s∑
u6=v
xiuxtv + δk,t
∑
u6=v
xsuxiv. (10.3)
More generally, if s 6= t the effect of Ei,k on the polynomial
∑
α,β xsαxtβ is
given by
Ei,k

∑
α,β
xsαxtβ

 = δk,s∑
α,β
xiαxtβ + δk,t
∑
α,β
xsαxiβ . (10.4)
where the sum is over any set of pairs (α, β) with 1 ≤ α, β ≤ ℓ. Also, we have
the identity
E
(2)
i,k

 n∑
j=1
x2sj

 = 2δk,s n∑
j=1
xij .
and
E
(2)
α,β

 n∑
j=1
xsjxtj

 = 0, if s 6= t.
This imply that
E
(2)
α,β

2a n∑
j=1
xsjxtj + b
∑
p6=q
xspxtq

 =


4aδβ,s
n∑
j=1
xαj if s = t,
0 otherwise.
Then, for a homogeneous component of degree 1 we can easily check that:
Eα,β
(
Vei
)
= δβ,iVeα .
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Any homogeneous component of total degree 2 is closed under polarizations
E
(p)
i,k , in the following sense:
Eα,β
(
Ves,t
)
⊆ δβ,tVeα,s + δβ,sVeα,t .
E
(2)
α,β
(
Ves,t
)
⊆ δβ,tVeα .
this is true since:
Eα,β
(
Et,1Es,1(f)
)
= δβ,tEα,1Es,1(f) + δβ,sEt,1Eα,1(f).
and for p > 1 we have
E
(p)
α,β
(
Et,1Es,1(f)
)
=


0 if p > 2,
0 if p = 2 and s 6= t,
2δβ,tE
(2)
α,1(f) if p = 2 and s = t,
Every homogenenous component of total degree 2 is closes under derivatives
because:
∂sj
(
Es,1Et,1(f)
)
⊆ Et,1∂1j(f) ∈ Vet .
∂sj
(
E2s,1(f)
)
= Es,1∂1j(f) ∈ Ves .
To show the second assertion we use last considerations to see that
Mf ⊆ R⊕
⊕
1≤i≤ℓ
Vei ⊕
⊕
1≤s,t≤ℓ
Ves,t .
Conversely, we notice that all homogenenous components Vd are spanned by
elements in Mf and so, we have:
Mf = R⊕
⊕
1≤i≤ℓ
Vei ⊕
⊕
1≤s,t≤ℓ
Ves,t .

Lemma 10.2. Let n ≥ 2. Let f ∈ R[x1] be a homogeneous symmetric polyno-
mial of degree 2. Suppose that f is given in the monomial basis as formula
10.1 then we have the following properties:
1. If a 6= 0 and b 6= 2a then, for each integer i such that 1 ≤ i ≤ ℓ, the set{
Ei,1∂1j(f)
∣∣∣∣ 1 ≤ j ≤ n− 1
}⋃{
E
(2)
i,1 (f)
}
is linearly independent.
2. Also, if b 6= 2a then, for any integer i such that 1 ≤ i ≤ ℓ the set{
Ei,1∂1j(f)
∣∣∣∣ 1 ≤ j ≤ n− 1
}
is linearly independent.
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Proof. To prove first property, let M(a, b, n) be a n × n matrix associate to
the following linear system (we denote by λj the unknowns):
n−1∑
j=1
λj ·Ei,1∂1j(f)+λn·E
(2)
i,1 (f) =
n−1∑
j=1
λj ·
(
(2a− b)xij + b
n∑
r=1
xir
)
+λn·2a
n∑
j=1
xij .
We can easily see that
M(a, b, n) := Tn(2a, b, b, 2a, 2a),
so we can show that
det (M(a, b, n)) = det (Tn(2a, b, b, 2a, 2a)) = 2a (2a− b)
n−1.
For the second property, we compute the determinant of the matrix
N(a, b, n)tN(a, b, n),
where N(a, b, n) is the n× (n− 1) matrix below
N(a, b, n) := Hn(2a, b, b).
in other words, N(a, b, n) is the matrix obtained by dropping the last column
of the matrix M(a, b, n). Now we prove that this matrix has full rank when
b 6= 2a. Indeed, if we consider the matrix N tN we find that
det
(
N(a, b, n)tN(a, b, n)
)
= det
(
Hn(2a, b, b)
tHn(2a, b, b)
)
= (2a− b)2(n−2)
(
(2a+ (n− 2)b)2 + (n− 1)b2
)
.
Finally, since n ≥ 2 we can assert that
(2a− b)2(n−2)
(
(2a+ (n− 2)b)2 + (n− 1)b2
)
= 0 if and only if b = 2a.

The Lemma below describes a linear basis of Mf when f is an homo-
geneous symmetric polynomial of degree 2.
Lemma 10.3. Let f(x1) be an homogeneous symmetric polynomial of degree
2, in n variables x11, . . . , x1n. Then, a linear basis of Mf is described by the
following:
(i) Suppose that a 6= 0,
1. Case 1: If b = 2a, then ∂1i(f) = E
(2)
i,1 (f) = 2a ·
n∑
r=1
xir and thus
we have the following basis for each homogeneous component of
Mf
B0 := {1},
Bei :=
{
n∑
r=1
xir
}
, ∀ i such that 1 ≤ i ≤ ℓ,
Bes+t :=
{
Es,1Et,1(f)
}
=
{∑
p,q
xspxtq
}
, ∀ (s, t) such that 1 ≤ s ≤ ℓ, 1 ≤ t ≤ ℓ.
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2. Case 2: If a 6= 0 and b 6= 2a, then the following set{
Ei,1∂1j(f)
∣∣∣∣ 1 ≤ j ≤ n− 1
}⋃{
E
(2)
i1 (f)
}
is linearly independent, therefore one basis is as follows
B0 := {1},
and for all i such that 1 ≤ i ≤ ℓ we define
Bei :=
{
Ei,1∂1j(f)
∣∣∣∣ 1 ≤ j ≤ n− 1
}⋃{
E
(2)
i1 (f)
}
=
{
(2a− b) · xij + b.
n∑
r=1
xir
∣∣∣∣∣ 1 ≤ j ≤ n− 1
}⋃{
2a ·
n∑
r=1
xir
}
.
Also, we can choose another basis for Vei , as follows:
Bei := {xij : 1 ≤ j ≤ n} ,
Bes+t :=
{
Es,1Et,1(f)
}
, ∀ (s, t) such that 1 ≤ s ≤ ℓ, 1 ≤ t ≤ ℓ,
=

(2a− b)
n∑
j=1
xsjxtj + b
∑
p,q
xspxtq

 .
(ii) If a = 0 then b 6= 0 and f = b ·m1,1(x1) = b · e2(x1). In this case the
basis is given by B0 := {1},
Bei :=
{
Ei,1∂1j(f)
∣∣∣∣ 1 ≤ j ≤ n
}
=


n∑
r 6=j
xir
∣∣∣∣∣∣ 1 ≤ j ≤ n

 , ∀ i, 1 ≤ i ≤ ℓ,
Bes,t :=
{
Es,1Et,1(f)
}
, =


∑
p6=q
xspxtq

 , ∀ (s, t), 1 ≤ s ≤ ℓ, 1 ≤ t ≤ ℓ.
Proof. The proof follows directly from Lemma 10.2 and third part of Theorem
5.1. 
Lemma 10.4. Let f(x1) be an homogeneous symmetric polynomial of degree
2, in n variables x = x11, x12, . . . , x1n. The graded Sn-character of Mf is
given by
(1) χV0(σ) = 1,
(2) χVei (σ) =
{∣∣Fix(σ)∣∣ if b 6= 2a,
1 otherwise.
,
(3) χVes,t (σ) = 1.
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Proof. The first assertion is evident. Assertion (3) is immediate since the
basis Bes,t contains just one diagonally symmetric polynomial, so
χ
Ves,t
(σ) = 1.
For assertion (2) we have two cases:
(i) If b = 2a, the basis Bei has only one diagonally symmetric polynomial
and therefore,
χ
Vei
(σ) = 1, if b = 2a.
(ii) If b 6= 2a the the basis Bei is given by
Bei =
{
Ei,1∂1j(f)
∣∣∣∣ 1 ≤ j ≤ n− 1
}⋃{
E
(2)
i1 (f)
}
.
This basis has n polynomials, in this case we get
χ
Vei
(σ) =
∑
g∈Bei
(σ · g)(X)
∣∣∣∣
g
= 1 +
n−1∑
j=1


1 if σ(j) = j and σ(j) < n,
0 if σ(j) 6= j and σ(j) < n,
−1 if σ(j) = n.
=
∣∣Fix(σ)∣∣.

Computing Mf (q,w) when f has degree 2
Let f(x1) be an homogeneous symmetric polynomial of degree 2, in n vari-
ables x = x11, x12, . . . , x1n. Suppose that f(x1) is written in the monomial
basis as follows:
f(x1) = a ·m2(x1) + b ·m1,1(x1).
Then the graded Frobenius characteristic of Mf is given by
Mf (q,w) =


(
1 + s1(q) + s2(q)
)
· sn(w) if b = 2a,(
1 + s1(q) + s2(q)
)
· sn(w) + s1(q) · sn−1,1(w) otherwise.
Indeed, the case b = 2a is a particular case of Corollary 7.4. So we can
suppose that b 6= 2a. By Lemma 10.3 we know that an homogeneous basis of
Mf is
Bei =
{
2a
n∑
k=1
xik
}⋃{
(2a− b)xij + b.
n∑
r=1
xir
∣∣∣∣∣ 1 ≤ j ≤ n− 1
}
,
so we obtain
χ
Vei
(σ) =
∣∣Fix(σ)∣∣ =χ(n)(σ) +χ(n−1,1)(σ).
Also, for each pair of integers (r, s) with 1 ≤ r, s ≤ ℓ, a basis for the homo-
geneous component of degree er,s is given by
Ber,s =

2a
n∑
j=1
xrjxsj + b
∑
1≤p<q≤n
xrpxsq

 .
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So, for the homogeneous component er,s we have
χ
Ver,s
(σ) = 1 =χ(n)(σ).
Finally, we compute the graded Frobenius series as follows:
Mf (q,w) =
1
n!
∑
σ∈Sn

∑
d∈Nℓ
χ
Vd(σ)q
d

 pλ(σ)(w).
The graded character is∑
d∈Nℓ
χ
Vd(σ)q
d = 1 +
∑
∣∣
d
∣∣=1
χ
Vd(σ)q
d +
∑
∣∣
d
∣∣=2
χ
Vd(σ)q
d
= 1 +
∑
∣∣
d
∣∣=1
(
χ(n)(σ) +χ(n−1,1)(σ)
)
qd +
∑
∣∣
d
∣∣=2
χ(n)(σ)qd,
and so
Mf (q,w) = sn(w) + s1(q) ·
(
sn(w) + sn−1,1(w)
)
+ s2(q) · sn(w)
=
(
1 + s1(q) + s2(q)
)
· sn(w) + s1(q) · sn−1,1(w).
Corollary 10.5. Suppose f is an homogeneous symmetric polynomial of degree
2. Then the Hilbert series of Mf is given by:
Mf (q) =


1 + s1(q) + s2(q), if b = 2a,
1 + n · s1(q) + s2(q), otherwise.
Therefore, the dimension of Mf is given by the formula:
dim (Mf ) =


1 + ℓ+
(
ℓ+ 1
2
)
=
(
ℓ+ 2
2
)
if b = 2a,
1 + nℓ+
(
ℓ+ 1
2
)
if b 6= 2a.
.
11. Proof of Theorem 5.6
In this case, we compute a linear basis of Mf when f is any homogeneous
symmetric polynomial of degree 3. We start with such a polynomial f(x1),
and writing f (over R) as a linear combination of the monomial basis:
f(x1) = am3(x1) + bm2,1(x1) + cm1,1,1(x1), (11.1)
Polynomials in Mf have the form:
f(x11, . . . , x1n) = a
n∑
j=1
x31j + b
∑
p6=q
x21px1q + c
∑
1≤i<j<k≤n
x1ix1jx1k,
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∂1j(f) = 3a x
2
1j + b
∑
p6=j
x21p + 2b x1j
∑
q 6=j
x1q + c
∑
α<β, α6=j, β 6=j
x1αx1β
= (3a− b)x21j + b
n∑
s=1
x21s + 2b x1j
n∑
r=1
x1r + c
∑
α<β, α6=j, β 6=j
x1αx1β
= (3a− b)x21j + b
n∑
s=1
x21s + (2b− c)x1j
n∑
r=1
x1r + c
∑
α<β
x1αx1β .
∂21j(f) = 2(3a− b)x1j + 2b
n∑
s=1
x1s,
∂1,r∂1,s(f) = 2b (x1r + x1s) + c
∑
j: j 6=r, j 6=s
x1j
= (2b− c) (x1r + x1s) + c
n∑
j=1
x1j , with r 6= s,
E
(2)
1,1(f) = 6a
n∑
t=1
x21t + 4 b
∑
α<β
x1αx1β ,
For all i > 1 we have
Ei,1(f) = 3a
n∑
j=1
x21jxij+2b
∑
p6=q
x1px1qxip+b
∑
p6=q
x21pxiq+c
∑
α<β
(γ−α)(γ−β) 6=0
x1αx1βxiγ .
E2i,1(f) = 6a
n∑
j=1
x1jx
2
ij+2b
∑
r 6=s
x1rx
2
is+4b
∑
r<s
x1rxirxis+2c
∑
s<t
(r−s)(r−t) 6=0
x1rxisxit.
E
(2)
i,1 (f) = 6a
n∑
j=1
x1jxij + 2b
∑
α6=β
x1αxiβ ,
E
(3)
i,1 (f) = 6a
n∑
s=1
xis,
Let g(x, y, z) = (x− y)(y − z)(x− z), then∑
p6=q, p6=j, q 6=j
xαpxβq =
∑
(p,q) : g(p,q,j) 6=0
xαpxβq.
Now we can write, when α 6= β
Eα,1Eβ,1∂1j(f)
= 2(3a− b)
n∑
j=1
xαjxβj + 2b

xβj∑
r 6=j
xαr + xαj
∑
t6=j
xβt

+ c ∑
(p,q) : g(p,q,j) 6=0
xαpxβq.
E2α,1∂1,j(f) = ∂α,jf(xα).
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Ei,1∂
2
1,j(f) = 2(3a− b)xij + 2b
n∑
t=1
xit,
Ei,1∂1,r∂1s(f) = 2b (xir + xis) + c
∑
p: p6=r, p6=s
xip,
Es,1Et,1E
(2)
1,1(f) = 12a
n∑
j=1
xsjxtj + 4b
∑
α6=β
xsαxtβ , with s 6= t.
E
(2)
s,1E
(2)
1,1(f) = 12a
n∑
j=1
xsjxtj + 8b
∑
α<β
xrαxtβ .
If p, q, r > 1 and g(p, q, r) 6= 0 then we get
Ep,1Eq,1Er,1(f) = 6a
n∑
j=1
xpjxqjxrj+2b
∑
s6=t
xpsxqsxrt+ c
∑
g(i,j,k) 6=0
xpixqjxrk.
If i 6= k and i, k > 1 then we get
E2i,1Ek,1(f) = 6a
n∑
j=1
xkjx
2
ij+2b
∑
r 6=s
xkrx
2
is+4b
∑
r<s
xkrxirxis+2c
∑
s<t
(r−s)(r−t) 6=0
xkrxisxit.
E3p,1(f) = 6a
n∑
j=1
x3pj + 6b
∑
s6=t
x2psxpt + 6c
∑
i<j<k
xpixpjxpk = 6 · f(xp).
11.0.1. Construction of degree 3 homogeneous components. In the following,
we explain how to extract a basis of each homogeneous component of Mf .
The homogeneous components of Mf are V0 := R, for each i such that
1 ≤ i ≤ ℓ we define Vei to be the real span of the set below
{Ei,1∂
2
1,j(f) : 1 ≤ j ≤ n}
⋃
{Ei,1∂1,r∂1,s(f) : 1 ≤ r < s ≤ n}
⋃{
E
(3)
i,1 f
}
,
for each pair (s, t) such that 1 ≤ s ≤ t ≤ ℓ we set
Ves,t := R
{
{Es,1Et,1∂1,j(f) : 1 ≤ j ≤ n}
⋃
{Es,1Et,1E
(2)
1,1(f)}
}
,
for each triple (p, q, r) such that 1 ≤ p ≤ q ≤ r ≤ ℓ we set
Vep,q,r := R
{
Ep,1Eq,1Er,1(f)
}
.
Remark 11.1. Recall that polarizations operatorsEp,1,Eq,1 and Er,1 commute
(see formula 2.1).
Proposition 11.2. Let f ∈ Rn be an homogenenous symmetric polynomial of
degree 3 written in the monomial basis as formula 11.1 Then the vector space
R⊕
⊕
1≤i≤ℓ
Vei ⊕
⊕
1≤s,t≤ℓ
Ves,t ⊕
⊕
1≤p,q,r≤ℓ
Vep,q,r
is closed under derivatives and polarization operators E
(p)
i,k . Furthermore,
Mf = R⊕
⊕
1≤i≤ℓ
Vei ⊕
⊕
1≤s,t≤ℓ
Ves,t ⊕
⊕
1≤p,q,r≤ℓ
Vep,q,r .
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Proof. We start with degree 3. First, we see that if (p− q)(q − r)(p− r) 6= 0
then:
Eα,β
(
Ep,1Eq,1Er,1(f)
)
= δβpEα,1Eq,1Er,1(f) + δβq Ep,1Eα,1Er,1(f) + δβr Ep,1Eq,1Eα,1(f).
Hence
Eα,β
(
Ep,1Eq,1Er,1(f)
)
∈ δβp Veα,q,r + δβq Vep,α,r + δβr Vep,q,α
and also we can see that
Eα,k
(
E2i,1Ek,1(f)
)
= E2i,1Eα,1(f) ∈ Vei,i,α .
Eα,i
(
E2i,1Ek,1(f)
)
= 2Eα,1Ek,1Ei,1(f) ∈ Veα,k,i .
Eα,i
(
E3i,1(f)
)
= Eα,i
(
6 f(xi)
)
= 6Eα,i
(
f(xi)
)
= 3E2i,1Eα,1(f) ∈ Vei,i,α .
E
(p)
α,β
(
Ep,1Eq,1Er,1(f)
)
= 0, ∀ p > 1.
E(2)r,s
(
E2s,1Et,1(f)
)
= Et,1Er,1E
(2)
1,1(f) ∈ Vet,r .
For the homogeneous components of degree 2, we proceed as in subsection
10.0.1 in the proof of Proposition 10.1. For instance, it’s not difficult to see
that:
Eα,β
(
Es,1Et,1E
(2)
1,1(f)
)
= δβ,sEα,1Et,1E
(2)
1,1(f) + δβ,tEα,1Es,1E
(2)
1,1(f).
Eα,β
(
Es,1Et,1∂1,j(f)
)
= δβ,sEβ,1Et,1∂1,j(f) + δβ,tEs,1Eβ,1∂1,j(f).
Eα,β
(
E2s,1E
(2)
1,1(f)
)
= 2δβ,sEα,1Es,1E
(2)
1,1(f).
Eα,β
(
E2s,1∂1,j(f)
)
= δβ,sEα,1Es,1∂1,j(f).
for p > 1 we have:
E
(p)
α,β
(
Es,1Et,1E
(2)
1,1(f)
)
= E
(p)
α,β
(
Es,1Et,1∂1,j(f)
)
= 0.
It is not difficult to see that the homogeneous components are closed under
partial derivatives. For instance, when (p− q)(p− r)(r − q) 6= 0 we have
∂s,jEp,1Eq,1Er,1(f) = δs,pEq,1Er,1∂1,j(f)+δs,qEp,1Er,1∂1,j(f)+δs,rEp,1Eq,1∂1,j(f).
and when p = q, r > 1 and q 6= r then
∂s,jE
2
q,1Er,1(f) = 2δs,qE
2
q,1Er,1∂1,j(f) = δs,qE1,1Er,1∂q,jf(xq).
∂r,jE
2
q,1Er,1(f) = E
2
q,1∂1,j(f).
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The case degree 1 follows easily applying polarization operators Eα,β . For
the last assertion we use the same arguments as in the proof of Proposition
10.1. 
Constructing an homogeneous basis of Mf when the degree of f is 3
In the Lemma below we study linearly independent subsets ofMf . This will
lead us to a complete rule to find a homogeneous basis of the polarization
module generated by a given homogeneous symmetric polynomial of degree
3. As before we suppose that f has been identified with [f ] := [a : b : c] (its
corresponding point in RP2).
Lemma 11.3. Let n ≥ 3 and f = a ·m3(x1) + b ·m21(x1) + c ·m111(x1). We
have the following properties:
1. If b 6= 3a then, for each i such that 1 ≤ i ≤ ℓ, the set of partial deriva-
tives {
Ei,1∂
2
1,jf : 1 ≤ j ≤ n− 1
}
is linearly independent.
2. If a 6= 0 and b 6= 3a then, for each i such that 1 ≤ i ≤ ℓ, the set{
Ei,1∂
2
1,jf : 1 ≤ j ≤ n− 1
}⋃{
E
(3)
i,1 (f)
}
is linearly independent.
3. If a 6= 0, b = 3a and c 6= 6a then, for each i such that 1 ≤ i ≤ ℓ, the set
{Ei,1∂1j∂11f : 1 ≤ j ≤ n}
is linearly independent.
4. If a = 0 and b 6= 0 then, for each i such that 1 ≤ i ≤ ℓ, the set{
Ei,1∂
2
1jf : 1 ≤ j ≤ n
}
is linearly independent.
5. If c 6= 2b then, for each i such that 1 ≤ i ≤ ℓ, the set{
Ei,1∂1,j∂1,1f : 2 ≤ j ≤ n
}
is linearly independent if b2 + c2 > 0.
6. If b 6= 0 and c 6= 2b then, for each i such that 1 ≤ i ≤ ℓ, the set{
Ei,1∂1,j∂1,1f : 1 ≤ j ≤ n
}
is linearly independent.
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7. If
[
a : b : c
]
6= [1 : 3 : 6] is not a n-exception then, the following set{
Eα,1Eβ,1∂1,jf : 1 ≤ j ≤ n
}
∪ {Eα,1Eβ,1E
(2)
1,1(f)}
is linearly independent for every pair (α, β) such that 1 ≤ α, β ≤ ℓ.
8. If [a : b : c] is a n-exception then we have two cases:
(a) If Rn(a, b, c) 6= 0 then the set{
Eα,1Eβ,1∂1,jf : 1 ≤ j ≤ n
}
is linearly independent.
(b) If Rn(a, b, c) = 0 then the set{
Eα,1Eβ,1∂1,jf : 1 ≤ j ≤ n− 1
}
∪ {Eα,1Eβ,1E
(2)
1,1(f)}
is linearly independent.
Proof. We consider only assertions (7) and (8), because the proof of the other
results is similar to the proof of Theorem 6.2 and Lemma 10.2. We consider
the associated matrix, let’s sayM , of each system of linear equations. Then we
show that the matrix M tM is of the form Tn, we compute the determinant
of M tM , and assertions (1)-(6) follow. To prove assertion (7), we observe
that the partial derivatives of an homogeneous polynomial of degree d are all
homogeneous polynomials of degree d− 1. Also, the image of a homogeneous
polynomial of degree d by the operator E
(2)
1,1 is a homogeneous polynomial of
degree d− 1. Then we can use Lemma 2.1 to see that the linear combination
n∑
j=1
λjEα,1Eβ,1∂1,j(f) + µEα,1Eβ,1E
(2)
1,1(f) = 0,
has only the trivial solution. To see this, we apply on both sides the operator
E1,βE1,α, and we get
4 ·
n∑
j=1
λj∂1,j(f) + 4 · µE
(2)
1,1(f) = 0,
since Lemma 2.1 implies that
E1,βE1,α (Eα,1Eβ,1∂1,j(f)) = 4 · f,
E1,βE1,α
(
Eα,1Eβ,1E
(2)
1,1(f)
)
= 4 ·E
(2)
1,1(f).
Since [a : b : c] is not a n-exception, Theorem 6.2 implies that the set{
∂11(f), . . . , ∂1n(f), E
(2)
1,1(f)
}
is linearly independent. Then, µ = 0 and λj = 0 for all j. Therefore, the set{
Eα,1Eβ,1∂1,jf : 1 ≤ j ≤ n
}
∪ {Eα,1Eβ,1E
(2)
1,1(f)}
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is also linearly independent. To prove assertion (8) we use again Lemma 2.1
and the last part of Theorem 6.2. Finally, observe that the sets described in
(1)-(6) are all formed by homogenenous polynomials of total degree 1. So it
is easy to check directly that they are fixed by polarization operators of the
form Es,i, and for any p > 1 they are killed by the operator E
(p)
s,i . So any ho-
mogeneous component of total degree 1 is mapped to another homogeneneous
component of total degree 1. 
Lemma 11.4. Let f(x1) be an homogeneous symmetric polynomial of degree
3 in n variables x1 = x11, . . . , x1n. An homogeneous linear basis of Mf is
described by the following rule:
B0 := {1},
Case 1: If
[
a : b : c
]
= [1 : 3 : 6] we use Lemma 7.2.
Case 2: If
[
a : b : c
]
6= [1 : 3 : 6] we have the cases below for a basis Bei of
Vei .
1. If a = b = 0, then c 6= 0 and by Lemma 7.15 the set {xi1, xi2, . . . , xin}
is a basis of Vei .
2. If a = 0 and b 6= 0, we use the basis
{Ei,1∂
2
1jf | 1 ≤ j ≤ n}.
3. If a 6= 0 and b 6= 3a, we use the basis{
Ei,1∂
2
1,j(f) : 1 ≤ j ≤ n− 1
}⋃{
E
(3)
i,1 (f)
}
.
4. If a 6= 0, b = 3a and c 6= 6a, we use the basis
{Ei,1∂1j∂11f : 1 ≤ j ≤ n}.
Notice that the homogeneous component Vei is closed by general polarization
operators E
(p)
s,i . In fact, we can check that Es,i(Bei) = Bes and E
(p)
s,i (Bei) =
{0} for any p > 1.
For a basis Bes,t of Ves,t we have two cases:
1. If
[
a : b : c
]
is a n-exception we have two cases:
(a) If Rn(a, b, c) 6= 0 we have the basis:
{Es,1Et,1∂1,j(f) : 1 ≤ j ≤ n} ,
(b) If Rn(a, b, c) = 0 we have the basis:
{Es,1Et,1∂1,j(f) : 1 ≤ j ≤ n− 1} ∪ {E
(2)
1,1(f)},
2. If
[
a : b : c
]
is not an n-exception we have the basis:{
Es,1Et,1∂1,j(f) : 1 ≤ j ≤ n
}⋃{
Es,1Et,1E
(2)
1,1(f)
}
.
The two assertions above are justified by parts 7 and 8 of Lemma 11.3. Fi-
nally, a basis Bep,q,r of Vep,q,r is given by
Bep,q,r := {Ep,1Eq,1Er,1(f)} .
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11.1. Computing Mf(q,w) when the degree of f is 3
Lemma 11.5. Let f be an homogeneous symmetric polynomial f of degree 3,
in n variables x1 = x11, . . . , x1n. The graded Sn-character of Mf is given by
1. χV0(σ) = 1, ∀σ ∈ Sn,
2. χVei (σ) =
{∣∣Fix(σ)∣∣ if [a : b : c] 6= [1 : 3 : 6],
1 otherwise.
, ∀σ.
3. χVes,t (σ) =


1 if
[
a : b : c
]
=
[
1 : 3 : 6
]
,∣∣Fix(σ)∣∣ if [a : b : c] is a n-exception,
1 +
∣∣Fix(σ)∣∣ if [a : b : c] is not a n-exception. ∀σ.
4. χVep,q,r (σ) = 1, ∀σ.
Proof. We consider only assertions (2) and (3), because the others follow
directly from the definition. To verify assertion (2), we first notice that the
case
[
a : b : c
]
=
[
1 : 3 : 6
]
is clear by Theorem 5.1. So we can suppose that[
a : b : c
]
6=
[
1 : 3 : 6
]
. We have four cases:
(i) If a 6= 0 and b 6= 3a, we use the basis of Vei from Lemma 11.4, that is,
Bei =
{
2(3a− b)xij + 2b
n∑
t=1
xit : 1 ≤ j ≤ n− 1
}⋃{
6a
n∑
r=1
xir
}
.
Then, as in the proof of Lemma 10.4, we have
χ
Vei
(σ) =
∑
g∈Bei
(σ · g)(X)
∣∣∣∣
g
= 1 +
n−1∑
j=1


1 if σ(j) = j, and σ(j) < n,
0 if σ(j) 6= j, and σ(j) < n,
−1 σ(j) = n
=
∣∣Fix(σ)∣∣.
(ii) If a = b = 0, then c 6= 0, and then we use the basis from Lemma 7.2,
that is, the basis of Vei given by {x1, x2, . . . , xn}. So, we obtain
χ
Vei
(σ) =
n∑
j=1
xσ(j)
∣∣∣∣
xj
=
∣∣Fix(σ)∣∣.
(iii) If a = 0 and b 6= 0, then the basis Bei from Lemma 11.4 is given by
Bei := {Ei,1∂
2
1jf | 1 ≤ j ≤ n} = {∂
2
ij(f(xi)) | 1 ≤ j ≤ n}.
Since f is symmetric and the operator Ei,1 is symmetric (see formula
(2.7)), polynomials in Bei satisfy
σ · ∂21jf = ∂
2
1,σ(j)(σ · f) = ∂
2
1,σ(j)f.
This implies that
σ · Ei,1
(
∂21jf
)
= Ei,2
(
σ · ∂21jf
)
= Ei,1
(
∂21,σ(j)f
)
∈ Bei ,
and therefore, the value of the character χVei is χVei (σ) =
∣∣Fix(σ)∣∣.
This also follows from formula 7.3.
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(iv) If a 6= 0 and c 6= 6a, then a basis Bei for Vei is for instance, the basis
from Lemma 11.4 given by
Bei :=
{
Ei,1∂11∂1jf : 1 ≤ j ≤ n
}
= {∂i1∂ijf(xi) | 1 ≤ j ≤ n}.
By formula 7.3, we know that the value of the character is χVei (σ) =∣∣Fix(σ)∣∣.
To prove assertion (3), we use the basis Bes,t of Ves,t from Lemma 11.4, that
is,
Bes,t :=
{
Es,1Et,1∂1,j(f) : 1 ≤ j ≤ n
}⋃{
Es,1Et,1E
(2)
1,1(f)
}
.
We observe two conditions coming from formulas 2.7, 2.8 and the fact that
f is symmetric.
(A1) The polynomial Es,1Et,1E
(2)
1,1(f) is diagonally symmetric,
(A2) For every permutation σ ∈ Sn we have
σ · Es,1Et,1∂1,j(f) = Es,1Et,1∂1,σ(j)(f) ∈ Bes,t , since σ · f = f.
Then the two assertions above imply that
χ
Ves,t
(σ) =
{∣∣Fix(σ)∣∣ if [a : b : c] is a n-exception,
1 +
∣∣Fix(σ)∣∣ if [a : b : c] is not a n-exception. ∀σ ∈ Sn.
Also, the last identity is a consequence of formula (7.3). 
Summary of general results for degree 3
We have shown that, for a given homogeneous symmetric polynomial f of
degree 3, in the n variables x1, given in the monomial basis as
f(x1) = a ·m3(x1) + b ·m21(x1) + c ·m111(x1), a, b, c ∈ R,
the graded Frobenius characteristic of Mf is one of the three cases below:
(1) If [a : b : c] = [1 : 3 : 6], then
Mf (q,w, n) =
(
1 + s1(q) + s2(q) + s3(q)
)
· sn(w) =Mp31(q,w, n).
(2) If [a : b : c] is a n-exception, then
Mf (q,w, n) =
(
1 + s1(q) + s2(q) + s3(q)
)
· sn(w) +
(
s1(q) + s2(q)
)
· sn−1,1(w)
=Mp3(q,w, n).
(3) If
[
a : b : c
]
is not a n-exception, we get
Mf (q,w) =
(
1 + s1(q) + 2 s2(q) + s3(q)
)
· sn(w) +
(
s1(q) + s2(q)
)
· sn−1,1(w)
=Mh3(q,w, n).
Corollary 11.6. The Hilbert series ofMf is given by only three possible cases:
(1) If [a : b : c] = [1 : 3 : 6], then
Mf (q, n) = 1 + h1(q) + h2(q) + h3(q) =Mp31(q, n).
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(2) If [a : b : c] is an n-exception, then
Mf (q, n) = 1 + n · h1(q) + n · h2(q) + h3(q) =Mp3(q, n).
(3) If [a : b : c] is not a n-exception, then
Mf (q, n) = 1 + n · h1(q) + (n+ 1) · h2(q) + h3(q) =Mh3(q, n).
So, in degree 3, the possible dimensions ofMf are (recall that, we have
the identification [f ] = [a : b : c].)
dim (Mf ) =


1 + ℓ+
(
ℓ+ 1
2
)
+
(
ℓ+ 2
3
)
=
(
ℓ+ 3
3
)
if [f ] = [1 : 3 : 6],
1 + n ℓ+ n
(
ℓ + 1
2
)
+
(
ℓ+ 2
3
)
if [f ] is a n-exception,
1 + n ℓ+ (n+ 1)
(
ℓ+ 1
2
)
+
(
ℓ+ 2
3
)
if [f ] is not n-exception.
Finally, if we write the last formulas in terms of the functions hλ(w), we
find that its coefficients are h(q)-positive, we have shown then the formulas
of Theorem 5.6:
(1) If [a : b : c] = [1 : 3 : 6], then
Mf (q,w, n) =
(
1 + h1(q) + h2(q) + h3(q)
)
· hn(w).
(2) If [a : b : c] is a n-exception, then
Mf (q,w, n) =
(
1 + h3(q)
)
· hn(w) +
(
h1(q) + h2(q)
)
· hn−1,1(w).
(3) If [a : b : c] is not a n-exception, then
Mf (q,w, n) =
(
1 + h2(q) + h3(q)
)
· hn(w) +
(
h1(q) + h2(q)
)
· hn−1,1(w).
12. Final remarks and further research directions
This work may serve as a starting point for a deeper understanding and a
complete classification of polarizations modules generated by any symmetric
polynomial. For instance, an explicit description of the form of the Frobenius
characteristic for polarization modules generated by homogeneous symmetric
polynomials of degree 4 and 5 are given in Section 6 of [5]. We suggest as
an homogeneous basis for the polarization module MC appearing in [5] the
following set of polynomials
BC :=


∑
f :A−→[r]
∏
j∈A
xf(j),j : 1 ≤ r ≤ ℓ, A ⊆ [n], |A| ≤ d

 .
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For each vector d ∈ Nℓ, a basis for the homogeneous component of multide-
gree d = (d1, . . . , dℓ) with d1 + · · ·+ dℓ = r is the set
BC,d :=


∑
{f :A−→[r] : |f−1(i)|=di.}
∏
j∈A
xf(j),j : 1 ≤ r ≤ ℓ, A ⊆ [n], |A| ≤ d

 .
12.1. Polarization modules for complex reflections groups
Let W be any rank n complex reflection group. The elements of W can be
considered as n×nmatrices. The diagonal action ofW onR
(ℓ)
n is (w·f)(X) =
f(Xw), ∀ w ∈ W . A polynomial f is said to be W -invariant if (w · f)(X) =
f(X). Following [9, 12] we observe that the spaces MF can be turned into
W ×GLℓ(C)-modules in the following manner: Let f1(x), . . . , fn(x) be a set
of basic invariants for W . We set fj(xi) := fj(xi1, . . . , xin), for all i such
that 1 ≤ i ≤ ℓ, and all j with 1 ≤ j ≤ n. With this approach we consider
in a more general context the W -invariant polarization operators EWi,k;p (see
[12, 9]) given by
EWi,k;p :=
n∑
j=1
xij ·
∂fp
∂xkj
(
∂
∂xk1
, . . . ,
∂
∂xkn
)
.
For a W -stable family of homogeneous polynomials, we can define MF as
the smallest C-vector space closed by derivation and taking W -invariant po-
larization operators and containing the family F .
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Table 2. Hilbert Series for degree 4
1 + s1 + s2 + s3 + s4 e
4
1
1 + n · s1 + n · s2 + n · s3 + s4 p4
1 + n · s1 +
(
n
2
)
· s2 + n · s3 + s4 e4
1 + n · s1 + 2n · s2 + (n+ 1) · s3 + s4 e31
1 + n · s1 +
(
n+1
2
)
· s2 + (n+ 1) · s3 + s4 s211, h22,m211
1 + n · s1 + (n+ 1) · s2 + (n− 1) · s11 + (n+ 1) · s3 + s21 + s4 p211, e211, h211
1 + n · s1 + 2n · s2 + (n− 1) · s11 + (n+ 1) · s3 + s21 + s4 h31,m31, p31
1 + n · s1 +
(
n+1
2
)
· s2 + (n− 1) · s11 + n · s3 + s21 + s4 m22
1 + n · s1 +
(
n+1
2
)
· s2 + (n− 1) · s11 + (n+ 1) · s3 + s21 + s4 s4, s31, s2,2, e22, p22
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Table 3. Degree 4 Hilbert series in terms of h(q) functions
1 + h1 + h2 + h3 + h4 e
4
1
1 + n · h1 + n · h2 + n · h3 + h4 p4
1 + n · h1 +
(
n
2
)
· h2 + n · h3 + h4 e4
1 + n · h1 + 2n · h2 + (n+ 1) · h3 + h4 e31
1 + n · h1 +
(
n+1
2
)
· h2 + (n+ 1) · h3 + h4 s211, h22,m211
1 + n · h1 + (n− 1) · h
2
1 + 2 · h2 + h21 + n · h3 + h4 p211, e211, h211
1 + n · h1 + (n+ 1) · h2 + (n− 1)h
2
1 + h21 + n · h3 + h4 h31,m31, p31
1 + n · h1 + (n− 1) · h
2
1 +
((
n
2
)
+ 1
)
· h2 + (n− 1) · h3 + h4 m22
1 + n · h1 + (n− 1) · h
2
1 +
((
n
2
)
+ 1
)
h2 + n · h3 + h4 s4 , s31 , s22 , e22 , p22
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Table 4. Hilbert Series for degree 5
1 + s1 + s2 + s3 + s4 + s5 e51
1 + n · s1 + n · s2 + n · s3 + n · s4 + s5 p5
1 + n · s1 +
(
n
2
)
· s2 +
(
n
2
)
· s3 + n · s4 + s5 e5
1 + n · s1 +
(
n+1
2
)
· s2 +
(
n+1
2
)
· s3 + (n+ 1) · s4 + s5
m2111 ,
s2111 ,
e41
1 + ns1 +
(
n+1
2
)
s2 + (n− 1)s11 +
(
n+1
2
)
s3 + ns21 + (n+ 1)s4 + s5 s221,
1 + n · s1 + 2n · s2 + (n− 1) · s11 + 2n · s3 + n · s21 + (n+ 1) · s4 + s31 + s5
m41,
p41
1 + ns1 +
(
n+1
2
)
s2 + (n− 1) s11 +
n(n+3)
2
s3 + n s21 + (n+ 1) s4 + s31 + s5
h5,
h41,
h32,
h221,
p221,
s41,
s32,
s311,
e221,
m311
1 + n s1 +
(
n+1
2
)
s2 + (n− 1) s11 +
(
n(n+3)
2
− 1
)
s3 + n s21 + (n+ 1) s4 + s31 + s5
p32,
e32,
m32,
m221
1 + n s1 + (n+ 1)s2 + (n− 1)s11 + (n+ 1)s3 + ns21 + (n+ 1)s4 + s31 + s5
p2111,
h2111,
e2111
1 + ns1 + 2n s2 + (n− 1) s11 + (2n+ 1) s3 + ns21 + (n+ 1) s4 + s31 + s5
e311,
h311,
p311
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Table 5. Degree 5 Hilbert series in terms of h(q) functions
1 + h1 + h2 + h3 + h4 + h5 e51
1 + n · h1 + n · h2 + n · h3 + n · h4 + h5 p5
1 + n · h1 +
(
n
2
)
· h2 +
(
n
2
)
· h3 + n · h4 + h5 e5
1 + n · h1 +
(
n+1
2
)
· h2 +
(
n+1
2
)
· h3 + (n+ 1) · h4 + h5
m2111 ,
s2111 ,
e41
1 + nh1 +
(
1 +
(
n
2
))
h2 + (n− 1)h21 +
(
n
2
)
h3 + nh21 + nh4 + h1h3 + h5 s221
1 + nh1 + (n+ 1) h2 + (n− 1)h21 + nh2h1 + nh3 + h1h3 + nh4 + h5
s221,
m41,
p41
1 + nh1 + (n− 1)h21 +
(
1 +
(
n
2
))
h2 + nh2h1 +
(
n+1
2
)
h3 + nh4 + h1h3 + h5
h5,
h41,
h32,
h221,
p221,
s41,
s32,
s311,
e221,
m311
1 + nh1 + (n− 1)h21 +
(
1 +
(
n
2
))
h2 + nh2h1 +
((
n+1
2
)
+ 1
)
h3 + nh4 + h1h3 + h5
p32,
e32,
m32,
m221
1 + nh1 + (n− 1) h21 + 2 h2 + nh2h1 + h3 + nh4 + h1h3 + h5
p2111,
h2111,
e2111
1 + nh1 + (n− 1)h21 + 2h2 + nh2h1 + (n+ 1)h3 + nh4 + h1h3 + h5
e311,
h311,
p311
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Table 6. Frobenius characteristic for the space Mhm
h1
(
1 + s1
)
sn(w), ∀n ≥ 1
h2
(
1 + s1 + s2
)
s1(w), if n = 1,
(
1 + s1 + s2
)
sn(w) + s1sn−1,1(w), ∀n ≥ 2
h3
(1 + s1 + s2 + s3)s1(w), if n = 1,
(
1 + s1 + 2 s2 + s3
)
sn(w) +
(
s1 + s2
)
sn−1,1(w), ∀n ≥ 2
h4
(1 + s1 + s2 + s3 + s4)s1(w), if n = 1,
(1 + s1 + 2s2 + 2s3 + s21 + s4) s2(w) + (s1 + 2s2 + s11 + s3)s1,1(w), if n = 2,
(1 + s1 + 2s2 + 2s3 + s21 + s4) sn(w) + (s1 + 2s2 + s11 + s3)sn−1,1(w)
+s2sn−2,2(w), ∀n ≥ 2
h5
(1 + s1 + s2 + s3 + s4 + s5)s1(w), n = 1,
(1 + s1 + 2s2 + 2s2 + s21 + 2s4 + s31 + s5)s2(w) + (s1 + 2s2 + s11 + 2s3 + s21 + s4)s1,1(w), n = 2
(1 + s1 + 2s2 + 3s3 + s21 + 2s4 + s31 + s5)s3(w) + (s1 + 2s2 + s11 + 3s3 + s21 + s4)s2,1(w), n = 3
(1 + s1 + 2s2 + 3s3 + s21 + 2s4 + s31 + s5)sn(w) + (s1 + 2s2 + s11 + 3s3 + s21 + s4)sn−1,1(w)
+(s2 + s3)sn−2,2(w), ∀n ≥ 4
h6
(1 + s1 + s2 + s3 + s4 + s5 + s6)s1(w), if n = 1,
(1 + s1 + 2s2 + 2s3 + s21 + 3s4 + s31 + s22 + 2s5 + s41 + s6)s2(w)
+(s1 + s2 + s11 + 2s3 + s21 + s4 + s31 + s5)s11(w)
, n = 2
(1 + s1 + 2s2 + 3s3 + s21 + 4s4 + 2s31 + s22 + 2s5 + s41 + s6)s3(w)
+(s1 + 2s2 + s11 + 3s3 + 3s21 + 3s4 + s31 + s5)s2,1(w) + (s11 + s3)s1,1,1(w)
, n = 3
(1 + s1 + 2s2 + 3s3 + s21 + 4s4 + 2s31 + s22 + 2s5 + s41 + s6)sn(w)
+(s1 + 2s2 + s11 + 4s3 + 3s21 + 3s4 + s31 + s5)sn−1,1(w)
+(s2 + s3 + s21 + s4)sn−2,2(w)
+(s11 + s3)sn−2,1,1(w).
∀n ≥ 4.
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