Polynomial hulls with convex fibers and complex geodesics  by Slodkowski, Zbigniew
JOURNAL OF FUNCTIONAL ANALYSIS 94, 156176 (1990) 
Polynomial Hulls with Convex Fibers 
and Complex Geodesics* 
ZBIGNIEW SLODKOWSKI 
Departmertt qf‘ Mathematics, 
University of Illinois at Chicago, Chicago. Illinois 60680 
Communicated by D. Sarason 
Received April 28, 1989 
Let X be a compact subset of (1;) = I} XC” with convex fibers. Several 
equivalent conditions are obtained that characterize polynomially convex hulls 
Y= 2 with nonempty interior. Under the latter assumption, it is shown that every 
(- LO, ~.s) E dY and such that Ire) < 1 is contained in a closed n-dimensional complex 
submanifold of D x @” which is tangent to Y along an analytic disc. 
We show, as an application, that some results of Lempert on complex geodesics 
in convex domains are direct consequences of properties of polynomial hulls. 
< 1990 Academic Press. Inc 
INTRODUCTION 
This paper is devoted to the study of the polynomially convex hulls of 
the following form 
Y=f, where X= u (0 x X(i) and X(4’) are compact 
<E?D 
convex sets in C”. (0.1) 
The principal property of such hulls (obtained independently by the author 
[18] and by Alexander and Wermer [2]) is that Y\X is covered by 
analytic discs (cf. Theorem 1.1 below). 
There are several, seemingly unrelated, instances in which hulls of the 
form (0.1) can be introduced naturally, and the property mentioned above 
is crucial for their applications. Applications to the corona problem were 
explored in [3, 19,201. Connections with the complex interpolation 
method of Coifman et al. [S] were discussed in [18]. In the present paper 
we obtain further properties of polynomial hulls (0.1) in case Y has 
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nonempty interior, and show that these hulls are closely related with still 
another topic of analysis, namely complex geodesics in convex domains. 
We are primarily concerned here with the boundary of the hull (0.1): we 
obtain global homeomorphic parametrization of this boundary, regularity 
properties of boundary analytic discs, and show that complex tangent 
hyperplanes to the fibers of Y split naturally into holomorphic families. The 
detailed formulations of the results are presented in Section 1, while their 
proofs are given in Sections 3 and 4. 
In Section 2 we show that these results on polynomial hulls yield, as easy 
corollaries, the existence and some of the properties of complex geodesics 
established by Lempert [ 141. Our applications rely on the observation that 
Lempert’s discs through ~2 E W (where W is a convex domain in C”) are in 
one-to-one correspondence with the analytic discs in the surface ~?,,,,2, 
where X([)=a+<-‘(I?‘--a), i~i)D. 
To complement the results of Section 1, which are mainly concerned with 
hulls (0.1) with nonempty interior, we give in Section 5 several charac- 
terizations of such hulls. 
1. STRUCTURE OF POLYNOMIAL HULLS 
WITH NONEMPTY INTERIOR: RESULTS 
We will use the following notation. Whenever Z is a subset of D x @” 
and ZE 6, where D = (ZE C: (zJ < 1 }, we denote by Z(z) the set 
{WE @‘*: (z, w)EZ}, the fiber of Z over z. 
The next theorem, referred to in the Introduction, forms the background 
for further results. 
THEOREM 1.1 [2, 181. If XcaD x C” is a compact set with all fibers 
X(i) convex, [ E aD, then for every (a, b) E Y\X = ?\X there is 
f~ N”(D, C”) such thar f(a) = b andf*([) EX([) u.e. [d[l. 
The next two assumptions (1.1) and (1.2) will enable us to strengthen 
considerably the conclusions of Theorem 1.1. 
i+x(r):aD+2 c” is a continuous family of compact convex 
sets with nonempty interior. 
There is Jo E A(& C”) ( = the space of V-valued functions, 
continuous on d and analytic on D) such that 
h(i) E Int X(C), l E aD. 
(1.1) 
(1.2) 
158 ZBIGNiEW SLODKOWSKI 
It will be frequently convenient to replace condition (1.2) by the practi- 
cally equivalent (via coordinates change) condition (1.3) below. 
OE Int X(i), <END, and there are numbers 0 <r < R such 
that r < 1~11 < R for ~1 Eax(;), [ E iiD. (1.3) 
Elementary properties of polynomial hulls with nonempty interior are 
collected in the next proposition. 
PROPOSITION 1.2. If Xc aD x @” satisfies conditions (1.1) and (1.2) and 
Y = 2, then 
(a) the fibers Y(z), ZE D, are compact convex sets with nonempty 
interior; 
(b) Y([)=X([)for i~dD; 
(c) z -+ a Y(z) : 4 + 2cn and z + Y(z): D + 2”’ are continuous families 
of compact sets (relative to Hausdorff topology); 
(d) Int Y#@; Int Y=UTED (z}xInt Y(Z); 
(e) bxcn Y= uTED tz) x ay(=). 
Commenfs. (a) follows from Theorem 1.1, cf. [2, 181; for an elementary 
proof independent on Theorem 1.1 see [20, Corollary 3.41; (b) and (c) 
were obtained by the author [ 18, Lemma 71 in the case of circled X(c) and 
generalized by Forstneric [9] to the present setting; (d) and (e) follow 
easily from (a)-(c). 
Terminology. We say that x* E C” supports convex set W at x0 E a W, if 
Re(?c*, x0) 2 Re(x*, ~1) for every ~I’E W. By (x, 1~) we understand the 
complex-bilinear product (x, M’) = x, iv, + . . + x,, \I’,, .
THEOREM 1.3. Let X=lJispD {i} xX([) and Y=k Assume that X 
satisfies ( 1.1) and ( 1.2 ). Then, for every a E D, x0 E a Y(a) and .$ E @“, such 
that xz supports Y(a) at x0, there are functions g E H x (D, U?) and G E H & 
such that 
g(a) = x07 g(4 E a y(z), ZED; (1.4) 
G(a) = x,*; (1.5) 
Re<G(I), g(5) - bc> 20 for 12~ E X(c), a.e. ldil. (1.6) 
Furthermore, for every pair g, G satisfving (1.6) and such that 
gcH”(D, U?‘), gr(g)c Y, GEH&, 
G(z)#O, ZE D; (1.7) 
POLYNOMIAL HULLS AND COMPLEX GEODESICS 159 
G(z) supports Y(z) at g(z), z E D; (1.8) 
G~HPforsomep>l (foreveryp<n/(2cos-‘(r/R)), if(1.3) 
holds). (1.9) 
This theorem can be considered as a generalization of some of the 
duality results of Coifman et al. [S] because (as the author has shown in 
[ 181) a continuous family of complex normed spaces {C”, 1). Ij :},, D is a 
complex interpolation family in the sense of [S] if and only if the set Y = 
{(~,~)~Dx@~:~~~~~/~~1}isthepolynomial hullofX={({,~)E$Dx@“: 
I( w)/; d 1). Thus, the setting of interpolation theory corresponds to the case 
of Theorem 1.3 when X(c) are circled convex sets. In this case GE H”‘ and 
(G(z), g(z)) is a constant function and if functions G are normalized so 
that (G, g) = 1, their graphs fill dual norming bodies to Y(Z), ZE D, 
cf. [S]. 
The next corollary is concerned with strict convexity and smoothness of 
fibers Y(Z) of the hull; in the case of complex interpolation families related 
questions were studied by Cwikel and Reisner [7] and Vignati 1231, 
among others. 
COROLLARY 1.4. In the notation and under assumptions of the last 
theorem, whenever go E H” (0, C”) satisfies g,(a) =x0 E aY(a) and graph 
(go)cY, then g,(z)EdY(z)n{w:Re(G(z),g(z)-w)=O}, for ZED and 
for z = [E SD a.e. Id<l. Furthermore 
(a) tf X(i) is strict1.v convex *for CC A, where A c aD has positive 
measure, then the function g satisfying (1.4) is unique for given a, x0; 
(b) if X(c) is strictly round ae. ld[l (= for every x0 E ax([) there is 
only one hyperplane supporting X(i) at x0), then function G satisfying (1.5), 
( 1.6) is uniquely determined by a, x0, x,*, and is independent on g. in 
particular, fibers Y(z) are round, for z ED. 
The proofs of Theorem 1.3 and Corollary 1.4 are given in Section 3. 
Remark 1.5. Under assumptions of Corollary 1.4(a) denote by 
g,, ?ro E a Y(O), the unique g E H” satisfying g(0) = x0 and g(z) E a Y(z), 
ZE D. It follows at once from Theorem 1.3 and Corollary 1.4 that analytic 
discs gr( g,), x0 E aY(O), are mutually disjoint and cover the hypersurface 
S=2,.,, Y= u tz} xaucz). (1.10) 
ZED 
Furthermore, the above observations combined with a normal family 
argument imply immediately that the formula 
‘yak 5) = gx&)? where ZE D, gES2”-L, {.Yo}=aY(0)nR+~, 
(1.11) 
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defines a homeomorphism Y,: D x S’” ~ ’ + S. (We assumed here condi- 
tion (1.3) for convenience.) 
Stronger regularity assumptions on X are needed to guarantee that 
the parametrization Y0 has an extension to a homeomorphism 
Y: D x S2” ~ ’ -+ S. It is convenient to phrase the assumptions using gauge 
function of X(c) (it is not a norm, if X(i) is not symmetric with respect 
to 0). 
Assume 0~Int X(i) and let N([, ~v)=inf{t>O: t-‘~~X(i)j. 
Assume that N(i, ~1) is C”“-smooth off 8D x (0) and denote 
by C the (finite) uniform upper bound for the real Hessian of 
the functions MI---* N(i, w)~: @” -+ R, [E aD, and by c the 
(positive) uniform lower bound for Hessian of those func- 
tions. (1.12) 
LEMMA 1.6. Let XcaDxc” satisfy conditions (l.l), (1.3), (1.12). Then 
(a) for every analytic disc g with gr( g) c S, cf: (l.lO), 
Ig(z,)-g(z,)l~c* I=,-z21’~2, z,,z2eD, (1.13) 
where C* is a uniform constant depending only on r, R, c, C (as in ( 1.3), 
(1.12)); 
(b) all functions G satisfying (1.5), (1.6) are uniformly Holder con- 
tinuous of order $ on D and do not vanish at any point of 6. 
The last lemma was inspired by (and is a generalization of) Lempert [ 14, 
Prop. 131. 
Denote by C’, for 0 < 0: < 1, functions that are Holder continuous with 
exponent c(, and by Ck.” functions whose k-th order derivatives are in C”. 
By an approximation argument, Lemma 1.6 remains true if N([, w)’ is of 
class C ‘. I, with c, C defined as in (1.12). 
LEMMA 1.7. If X satisfies assumptions of Lemma 1.6 and g,, g, E H” n 
C’!‘+‘(d), E>O, are such that gr(g,), gr(g,)c S, and g,([,)= g2(c0) for 
some cOe JD, then gl(z) = g,(z) for all z E b. 
THEOREM 1.8. Let Xc 8D x @” satisfy conditions (l.l), (1.3), and (1.12). 
Assume, in addition, that the gauge function N(1;, w), cf (1.12), is of class 
C 2,E, with E > 0, on aD x (F\{O}). Th en, the parametrization Y, defined by 
( 1.11) extends to a homeomorphism of bordered hypersurfaces d x S*“- ’ 
and ir.,..Y=S. 
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It is plausible to conjecture that regularity of V can be improved, even 
under the present assumptions, and very likely, if higher regularity of X is 
assumed. We postpone these questions to a subsequent paper. 
2. APPLICATIONS TO COMPLEX GEODESICS 
We will now review basic definitions and some of the results of Lempert 
[14] pertaining to the Kobayashi metric, but only to the extent necessary 
to show the applicability of polynomial hulls in this context. The reader is 
referred to [14] for the complete picture. 
Let W be a convex open domain in @“. Let a E W and ~1 E C”\(O). 
Lempert Cl43 calls an analytic map f: D -B W extremal relative to a, II, if 
f(0) = a, f’(O) = lo, A > 0 and for every analytic f, : D + W with fi(0) = a. 
f;(O) = pu, p > 0, it holds 12 ,u. Clearly, f is infinitesimally an isometric 
embedding at 0, relative to Poincare metric in D and Kobayashi metric in 
W, and Lempert shows (we omit this) thatf: D -+ f(D) is an isometry with 
respect o the named metrics. 
Our initial observation is that there is a simple correspondence between 
Lempert’s extremal maps in lV and analytic discs in the polynomial hull 
Y=$ where XC~DXC~ and X([)=a+c-l(p-a)= (a+[(w-a): 
M’E m}, for I[[ = 1. Then aE Int X(i), {E aD, and all assumptions and 
conclusions of Proposition 1.2 and Theorem 1.3 hold. For convenience, we 
assume from now on that a = 0. Then X(i) = i ~ ’ p, [E 130, assuming 
a=OE W. 
PROPOSITION 2.1. For any holomorphic f: D -+ @” with f(0) = 0 and 
f’(0) # 0, let g(z) = z ~ ‘f(z)for z # 0 and g(0) = f’(O). Then f is an extremal 
-function relative to W, a = 0, and (any) o E R + f ‘(0) if and only if 
gr(g)c.S=d..c.Y. 
In particular, every extremal mapping f corresponding to W, a = 0, v is of the 
form f(z) =zg(z), where gr(g) c Y and g(0) =x0, {x,,] = all(O) n (R, v). 
Proof (Sketch). For [END, denote by Cl(J <) the cluster set at i 
(={w 0: lim f(z,,) = MJ~ for some sequence z,, --) {, (z,) c D}). If f(D) c W, 
then, clearly, Cl(g, 0 c X(c), [E dD, and so gr(g) c Y by maximum 
principle. Conversely, if gr( g) c Y, then Cl( g, [) c [ -’ @’ for {E aD, 
and so Cl(f, 5) c @ for CE aD. Then, f(D) c W by the next elementary 
observation. 
Assertion. If V is a convex open set in C” and F: D + C” is an analytic 
map such that F(0) E V and F(D)\F(D) c aV, then F(D) c V. (Apply maxi- 
mum principle to Re IF, where I is a complex affine function.) 
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If we now fix LI E C”\(O ) and consider only those f: D --* W, f(0) = 0, 
such that f’(0) E (R, v), then the corresponding g’s have the properties 
gr( g) c Y, g(0) E [0, l] x0, x0 E 8 Y(0). Clearly, f is extremal, if and only if 
g(0) = x0, in which case gr( g) c S, by Corollary 1.4. Q.E.D. 
The following result of Lempert now follows immediately from 
Corollary 1.4(a). 
PROPOSITION 2.2 [14, Thtoreme 21. If W is a bounded strict&~ conoex 
open set, then for every pair a E W, v E C”\> (01, there exists a unique analytic 
map f: D + W which is extremal relative to a, LI. 
(For further results of uniqueness of extremal maps see Gentili [ 113). 
In Lempert’s treatment he extremal maps as such are not very useful: he 
works instead with stationary maps, which only eventually are shown to be 
identical with the extremal ones for sufftciently regular W. According to 
[ 14, p. 4321, an analytic map f: D -+ W is stationary if it has a continuous 
extension to f: D + m, such that f(dD) c 8 W and there is a continuous 
function p: dD + R + , such that the map < -+<p(<)\‘(f(i)): aD+C” (here 
V(W) is the exterior normal vector to d W at M’) extends continuously to 
f: D -+ C”, so that f\ D is analytic. (In this definition d W has to be C ’ 
smooth. )
Lempert establishes existence of stationary maps by an involved varia- 
tional argument. In our context extremal and stationary maps are easily 
seen to be equivalent by Theorem 1.3 (under regularity assumptions of 
Lemma 1.6). 
Indeed, assume first that f: D + W is stationary and f(z) = zg(z). (If 
f(O) = a # 0, we translate W to W - a.) Then, for every w E W, lil = 1, 
O<Re(vo), f(i)-W) =Re(iv(f([)), <-‘f([)-<-~‘~), and so for 
~“oX(i)=i-‘W, Re(T(i), g(i)-M*‘)>O, thus, with G(z):=T(z), we 
have 
u(g) c Y, and there exists GEH& such that 
Re( G(c), g(5) - W) 2 0, w E X(i), a.e. l&J. (2.1) 
The above argument is reversible: if (2.1) holds andf(z) = zg(z), then G(i) 
is a positive multiple of the exterior normal to [-I W at [-‘j(i), that is 
G(5) = p(i) <v(f(c)). To make this precise, the existence of a normal vector 
at every point of X(T) = i ~ ’ W and the continuity of g, G on 6, as well as 
nonvanishing of G on D are needed; they hold (by Lemma 1.6 above) if 8 W 
is C’*‘-smooth and strongly convex. Thus, under the latter assumptions on 
8 W, Lempert’s stationarity property of f(z) = zg(z) is equivalent to (2.1), 
and since condition (2.1) and relation gr( g) c 8 Y are equivalent by 
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Theorem 1.3, therefore f is extremal if and only if it is stationary, cf. 
Proposition 2.1. 
Lempert uses extremal maps to define a special parametrization 
@: W + B,, where B, is the unit ball in C”. It is easier to define first the 
map @, : B, --f W whose inverse will be @. Namely, G,(O) = 0 = a, if x = rl, 
r> 0, 151 = 1, and f;: D --) W is the extremal map relative to 5, then let 
Q,(X) =fC(r), cf. [14, p. 4291. We will show that Theorem 1.8 implies the 
following fact, which is just a part of Lempert’s [ 14, Thtoreme 31. 
PROPOSITION 2.3. If d W has C ‘I& regular normal vector field, then @I 
e.utends to a homeomorphism qf i?, and m. 
Proof (Sketch). Observe first that @r is directly related to the 
parametrization YO: D x S2rr--’ + S (where S=J,,,, Y, Y=2, and 
X(i)=[-‘?V) defined by (1.11). Namely, @,(~c)=zY,Jz,l) for ZEN, 
(ES*+‘. (Note that the hull Y is invariant with respect to the maps 
(z, MT) + (e”z, e -‘@u.), 0 E R; we omit the easy details.) By Theorem 1.8, Y,, 
extends continuously to b x S ‘lr-~ ‘, and so @, has a continuous extension 
(which we denote by the same symbol) @r : B,, -+ C”. It remains to check 
that @,(B,)= @ and that @, is one-to-one. As noted above, @,(rt) = 
rY(r, 0 for 151 = 1, r > 0. Since Y is one-to-one by Theorem 1.8, we obtain 
@, is one-to-one on each sphere ?B(O, r) = rS2”- ‘, O<r< 1. (2.2) 
Let W,= Int(rY(r)), O<r< 1. By Proposition 1.2, W, is a nonempty 
convex domain. Since Y((B x S’“-‘)= S= IJZED {z} x MY, we conclude 
that for every r E (0, 1] 
Ql(8B(0, r)) = d W,. (2.3) 
For every 5 E S 2n- ’ the map z + @,(zr<) : D + C” is holomorphic and, by 
(2.3), its boundary values are in aW,. Hence (by Assertion in the proof of 
Proposition 2.1) 
@,(B(O, r)) = W,, O<r<l. (2.4) 
By the standard topological facts, (2.3) and (2.4) imply that 
@I(BUl r)) = W,, O<r<l. (2.5) 
Thus, pr c W,., if 0 -C r < r’< 1, because @,(&O, r)) c @,(B(O, r’)), and so 
the sets @,(c?H(O, r)) and @,(dB(O, r’)) are disjoint, if O<r <r’< 1. This, 
combined with (2.2), implies that @, is one-to-one on i?(O, 1). By (2.5), it 
is also onto IV. Q.E.D. 
58fl’94’1-11 
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3. PROOFS OF RESULTS ON POLYNOMIAL HULLS 
Although Theorem 1.1 has been already proved in [2, 18, 201, we found 
it convenient o present here yet another proof (in the spirit of [20]) which 
will be then easily extended to the proof of Theorem 1.3. 
Proof of Theorem 1.1. Consider in L’(c?D, Cn) an a&ne subspace H= 
{gEH’(c3D,@“): g(a)=b}, and a subset K= (ge L*(aD, en): g(i)EX(i) 
a.e. Idi\ }. If the theorem is false, H and K are disjoint. K is clearly convex 
and, as Kc L’, compact in L’, and H is closed in L2. By the separation 
theorem, there is a linear functional cp on L2. given by 
v(g) = Re s (G(t), g(i)> ~QJ,, for g E L’(dD, C”), 
where GE L’(c?D, C”) and dw, is the harmonic measure relative to a, such 
that 
infcp(H>supcp(K. 
Since H-b = {g E H’(dD, C”) : g(u) = 0}, cp has lower bound, and so must 
vanish on the latter subspace, therefore, by the F. Riesz theorem, GE HZ. 
Define 
s(z)=max{Re(G(z), N): U’E Y(z)}, for (z\ < 1, and for 
z = e”, if G has nontangential imit at eie (also by G(eie)). (3.1) 
Assertion 1. s is a subharmonic function in D. 
Indeed, since Y/X = 8\X satisfies the local maximum modulus principle 
by Rossi theorem, the set-valued function z + Y(z): D + 2”’ is analytic in 
the sense of [17, Defn. 4.1; 19, Defn. 0.21, and so the function 
z -+ max{u(z, M’): M’E Y(z)f is subharmonic, provided u(z, W) is plurisub- 
harmonic, by [19, Prop. 3.4). Applying this to u(z, w)= Re(G(z), M’) 
yields the assertion. 
With further application in mind, we prove the next assertion in slightly 
bigger generality. 
Assertion 2. Whenever GE H ‘(aD, @“) and function s( . ) is defined by 
(3.1), then s ( aD E L’(afl, d8) and s(a) < 1 s(i) do,(iJ. 
Recall that s( . ) is USC and subharmonic in D (by Assertion l), and so 
1 
s(a) < lim sup s( pa) < lim sup - 
p -+ , 27c s := 
P(r, a - t) s(pe”) dt, (3.2) 
p-1 
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where a = re’” and P( ., .) denotes the Poisson kernel. Consider the 
Hardy-Littlewood maximal function F of G, i.e., F(e”) = sup, <, lG( pe”)l. 
As GEH’, FE L’, cf. Duren [8, Theorem 1.91. Let M be a bound 
for 14, WE Y(z), ZEB. Then, S(Z) ~44 IG(z)l, and so the function 
t + MP(r, a - t) F(e”) is an L’ majorant for the integrands in (3.2) for 
every p < 1. Moreover, at the points eir where the nontangential imit of G 
exists, lim supp _ I s(pe”) < s(e”) Q MF(e”). Applying the above observa- 
tions and the dominated convergence theorem to (3.2) proves Assertion 2. 
We conclude the proof by considering the following chain of inequalities 
which leads to contradiction. 
Re(G(a), 6) <s(a) (because b E Y(a)) <j s(i) dw,(i) 
=supcpIK<infcp)H=Re(G(a),b)). Q.E.D. 
Proof of Theorem 1.3. We will use the Hahn-Banach theorem in the 
following form. 
Let Z be a real Banach space and .ZO a closed subspace. Let iJ be an 
open convex subset of Z with nonempty intersection with Z,, and let 
rp,: Z,, + R be a continuous linear functional. Then, there exists a con- 
tinuous linear extension cp: Z + R of qo,, cp )Z,, = rp,, such that 
supq(U=supcp)UnZ,. (3.3) 
(Such cp is a positive multiple of a functional separating the open set U and 
the closed set {x E ZO: q,,(x) 2 sup ‘pO I U n Z,}.) 
We apply this theorem to Z0 . = A(& C”) = the space of V-valued func- 
tions continuous in 4 and analytic in D; Z := C(dD, 02”); U := {f c Z: 
f(c)tzInt X(c),i~dD}, and q,Jf)=Re(x,*, f(a)) for feA(D,C”). 
Choose any extension ~0 of cpO satisfying (3.3). Since q(f) =0 for every 
f EA(b, C”), such that f(a)=O, we obtain by the F. Riesz theorem that cp 
has the representation 
df )= Re s W(i), f(l)> d%(l), f E C(aD, @“), (3.4) 
where GE H&(dD). Function G is uniquely determined by cp, but not 
necessarily so by x$. Clearly, (1.5) holds. By Theorem 1.1, there exists a 
function gE H”(D, C”), such that 
da) = x0, gr(g)c Y. (3.5) 
Let s( .) be the function defined as in the last proof, cf. (3.1). Then, 
sup q ( U= [s(i) da,(i). (Indeed, if w(i) denotes a point of 8X(<) = aY([) 
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at which the function 1~ -+ Re( G(e”), w) attains maximum, we can choose 
w(i) in the measurable fashion; applying Egorov’s theorem, we can 
approximate the function 5 + MI([), on compact subsets Kc I’D, of large 
measure, by continuous functions f, E U. We omit further details.) Further- 
more, Re(x$,x,)>supcpIUnZ, (because for ~EU~Z,, f(a)~: Y(a), 
and so Re(x,*, x0) > Re(x8, f(a)) = cp(f)). Hence, 
O=suprp(U-supcp(UnZ,>,supcp(U-Re(x$,x,) 
Since s(i)> Re(G([), g(i)) a.e. &I,(<) (as g(<)EX([) a.e.), we conclude 
that equality holds everywhere, i.e., (3.5) implies (1.6). 
Assume now that g, G is any pair of functions, such that 
gEHa, gr(g) c K GEH;. 
WC(i), g(i) - br> 20, WE WC), a.e. &I,( 0. (3.6) 
Let x(z) = Re(G(z), g(z)), z E D. Then, x(z) < s(z), ZE D; and 
x*(i) = s(i), a.e. l&l; the first relation being true because g(z) E Y(z), and 
the second by (3.6). (x*(c) denotes the nontangential limits at [ which exist 
a.e. 141 because (G( . ), g( . ) ) E H ‘.) We can now apply Assertion 2 from 
the last proof and obtain 
x(z) Gs(:) G j s(l) d%(i) = j x*(i) d%(i). 
The latter integral is equal to x(z), because XE Re(H,). Thus, x(z) =s(z), 
which implies (1.8) and also (1.4). In particular, by (1.8), the harmonic 
function 
z-+WG(z), g(z)-fdz)) (3.7) 
is nonnegative, and so is either identically zero, or everywhere positive in 
D (wheref, satisfies (1.2)). The latter case would imply (1.7). We will show 
that the former case is impossible. Since rp $0, there is zI ED such that 
G(z,) #O. Since fO(zl) E Int Y(.z,), the function (3.7) does not vanish at zk. 
It remains to show (1.9). For this it is convenient to assume (1.3), i.e., 
that the ball B(0, r) c X(L) for i E dD. Consider a point i E dD at which 
both g(c) and G(i) are defined, and (1.6) holds. The hyperplane 
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{ ~1: Re(G([), g(c) - MY) = 0} supports X(i) at g(c); denote by P the clo%t 
point of this hyperplane to 0, and by y the angle between g(c) and OP. 
Clearly, 0 < 7 < $r and cos y = IOP(/(g([)J > r/R, for jg([)j <R and 
JOPI 2 r. On the other hand, vector op is proportional to G(c), and so 
cos y = Re( g(i), G(i))/lg(c)l IG([)l. Combining these inequalities, we 
obtain 
Re(G(i), g(i)> 2 (r/R) lG(t’)l lg(Ol2 (r/R) I(G(i). g(i))l, (3.8) 
and so 
larg<G(z), g(z) >I <arc os(r/R), ZED, z=[~dD a.e. I&l. 
(3.9) 
By Garnett [lo, Cor. 2.51, this inequality implies that the function 
(G( .), g( .)) is of class HP for all p < 7r/2 arc cos(r/R). Observe further that 
since log IG(z)l, log lg(z)l are subharmonic functions, the product 
lg(z)l IG(z)l is subharmonic, and so, by (3.8) 
Ill IW)l (r/R)< Re(G(z), R(Z)) for ZED. (3.10) 
Seeing that Ig(z)l > r, z E D (because g(z) E aY(z) and Y 2 D x B(0, r)), we 
conclude 
((G(z), g(z)>-’ G(z)1 < Rrp2. (3.11) 
Thus, GE HP for p < ~/n/2 arc cos(r/R), because it is the product of the HP 
function (G( .), g(e)) and of the H” function (3.11). Q.E.D. 
Proof of Corollary 1.4. Let g, G denote the functions as in Theorem 1.3 
with properties (1.4)-( 1.6) and (1.8). Then, Re( G(z), g(z)) = s(z) 2 
Re(G(z), g,(z)). Since these two harmonic functions are equal at z = a, 
they must be equal identically in D and a.e. on dD, which implies the first 
statement. 
(a) Let g, E H”(D) be any function such that g,(a) = x0, gr(g,) c Y, 
and let g, G be a fixed pair as above. If X(c) is strictly convex, then the set 
aJ?l) n {w: WG(L’), g(C) - bv> = O} consists of the single point g(l); by 
the previous statement g,(c) = g(l) for [e A. Since JAI >O, g= g,. 
(b) Suppose g, G and g,, G, are two pairs satisfying (1.4)-(1.6) 
relative to a, x0, x$. We will show that GE G,, even though g and g, 
might be different. First, by (1.8), Re(G,(z), g,(z)) 2 Re(G,(z), g(z)), 
and so these two harmonic functions must be equal as they are equal.at 
z = a. Thus, also g, G, form a pair satisfying (1.4k( 1.6), (1.8). 
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Since X(c) are strictly round a.e. ldcl, G,(i) = a([) G(T) a.e. ldcj, where 
a (i) >O. By (3.10), both (G(z), g(z)) and (G,(z), g(z)) are analytic func- 
tions nowhere vanishing in D and almost nowhere on aD, and both satisfy 
(3.9). Therefore, A(z) = (G,(z), g(z))/(G(z), g(z)) is an analytic function 
in D of Nevanlinna class such that A(z) # 0 and larg A(z)1 < rc - E, z E D. 
Hence, by Garnett [ 10, Chap. III, Cor. 2.5 J, I E FZ”*. Since A([) = a(i) is 
real and positive a.e. I&J, A E const in D by a result of Helson and Sarason, 
cf. Garnett [ 10, Chap. II, Exercise 13(c)]. Consequently, a([) = A (con- 
stant) a.e. ld<l and so G,(i) - AG([) = 0 a.e. Thus, G, = AG. Since G,(a) = 
x,, = G(a), A = 1. QED. 
4. PROOFS OF REGULARITY RESULTS 
In this section we prove Lemmas 1.6, 1.7 and Theorem 1.8. 
The next lemma is a (presumably well-known) consequence of the 
implicit function theorem. (See, [21, Lemma 5.21 where a proof is sketched 
under an inessential convexity assumption; cf. also Kiselman [13, 
Theorem 2.21.) 
LEMMA 4.1. Let u(x, y) be a C(‘) -smooth function on an open domain 
U x V c RK x RN. Let h: U + V be a continuous function such that y(x) is a 
critical point for the slice function u(x, .), for every x E U. Denote by H,,, 
H12, H,,, H,, the matrix blocks of the real Hessian of u (of sizes K x K, 
K x N, N x K and N x N, respectively). Assume that H,,(x, y) is a non- 
singular matrix for every (x, y) E U x V. Then, the function v(x) = u(x, y(x)) 
is C”‘-smooth on U and HessR u(x) = (H,, - H,, H;’ H2,)(x, y(x)), x E CJ. 
LEMMA 4.2. (a) Under assumptions of Lemma 1.6 there is a constant 
R0 > 0 depending only on c, C, r, R such that for every P E a=” with 1 PI 2 R,, 
andfor every [END the value d(i)=max()w- PI: WEX([)} is attained at 
a unique point WE&X(~) and A is a C”‘-smooth function on dD, with 
C”‘‘-norm uniformly bounded in terms of c, C, r, R, IP(. 
(b) Furthermore, there is p > 0 (depending only on c, C, r, R) such 
that whenever [E dD and h(c) is a point of X(c) with dist(h([), ax([)) < p, 
then there is a unique closest point w(c) E ax(c) to h(j). In addition, if h(i) 
is a C”‘-smooth function on aD, then the function d(i) = [h(i) - w(i)! is 
C”‘-smooth and its C”‘-norm is uniformly bounded in terms of c, C, r, R, 
and of C’*‘-norm of h. 
Proof We sketch only the proof of part (b) (that of (a) being similar). 
We will apply Lemma 4.1 to the function u(x, y) = (w - h(8)12 + 
(N(e”, it,)‘-1), where x=fIeR, y=(y,, y2 ,..., yzn+,)=(w,,I)~R2”+‘. If 
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i(0) is the (unique) value of the Lagrange muliplier 1 corresponding to 
l+(0), then y(8) = (w(0), A(0)) is a critical point of y + ~(6, JJ) for every 8, 
and depends continuously on 0. Since d(e”) = Ih(e”) - w(e”)I = 
u(& y(e)p2, Lemma 4.1 will imply statement (b), provided we show that 
the block Hzz (=part of the real Hessian of u in directions v) is invertible, 
with required uniform bound on the inverse. To see this, denote by B, the 
2n x 2n positive definite matrix representing the real Hessian of the function 
(yl. y2, . . . . .I’~,) -+ N(e”, JV)~, and by g its gradient. Let B = 21+ iB,. Then 
H22 = 
From the equation for Lagrange multiplier we obtain that A= 
-2 I~~-h(8)(/lgj 2 -2p/jgJ. Since lgl has on the surface N= 1 uniform 
lower bound. 2R-‘, we obtain that B> (2 - pRC)Z, and so B-’ exists and 
is positive definite, provided p < 2/(RC). Finally, the cofactor formula 
yields det Hzz = - (det B) . ( gTBp ‘g). Thus (with this choice of p) Hz1 is 
nonsingular and l/H,‘/l has uniform upper bound in terms of c, C, r, R. 
We omit further details. Q.E.D. 
Proof of Lemma 1.6. (a) To shorten the wording of the following 
proof, we adopt the following convention. By a “unitlersal” constant or an 
estimate we will mean one that depends only on parameters c, C, r, R of 
the set X, cf. (1.3) (1.12). 
Assertion 1. There is a “universal” constant C, such that for every 
analytic disc gr( go) c 6 Y n D x @” and for every z,, E D 
mJlz,l, &l(zo)) 2 1 - C,(l - l-101 ). (4.1) 
Choose a “universal” positive constant p satisfying the conclusion of 
Lemma 4.2(b). 
Denote by &z, in) the gauge function of the set Y(z), z E 6. By Proposi- 
tion 1.2, the function @z, ~1) is uniformly continuous on ij x @” and 
fi([, ~1) = N([, in) for {E dD, U’E @“. In fact, we can show that the modulus 
of continuity of R depends only on r, R. Hence, if we fix 
ke (1 -p/R, 1 - p/2R), then there is a “universal” constant .sO > 0, such 
that 
k(l-p/2R)-‘N(~,w)d((l-+,)~,w) 
<k(l -p/R)-‘NC, ~1, [EaD, IV E C”. 
(4.2) 
Now consider all analytic discs g satisfying (1.4) and for each of them 
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define a corresponding function h EA(D, Cfl) by the formula h(z) = 
kg(( 1 - E~)z), z E B. The functions h obtained there are C’*’ and their C”’ 
norms have “universal” upper bound. Furthermore, by (4.2), 1 -p/R G 
N(c, h(c)) < 1 - p/2R, [E aD, and so 
(~/R)P <dW(i), WC)) d P, (EilD (4.3) 
(because for every WEX(~), dist(w, ax([))2 (r/R) )\I’--xl, where {x) = 
(R, W) n ax([), cf. (1.3)). For every such function h( .) let d(i) = 
dist(h([), X(c)) and define 2: 6-+ R,, so that log a= the continuous 
harmonic extension of log d to D. By Remark 4.2(b) (and properties of the 
Poisson integral), all functions d so obtained are Lipschitz on b (with 
“universal” estimate of Lipschitz constant) and satisfy 
&+(r/R)p, ZEN. (4.4) 
For each function h defined above let u(i) denote the closest point 
to h(i) in 8X(c) (which is unique by (4.3)). If y(i) is the angle between 
vectors M’oh(ij and G, then dist(h([), R, w(~))/c?([) = sin r(i) < 
(1 - r2/R2)‘j2 (for, by (1.3), cos y(i) 2 r/R). Choose p E (( 1 - r2/R2)“‘, 1). 
Because of (4.4) and the uniform Lipschitz continuity of functions {h}, 
{a}, there is a “universal” constant t, < 1, such that 
(4.5) 
whenever c E aD, t, < t < 1 (for every h as above). (No Lipschitz property 
of w( .) was used here.) 
To confirm Assertion 1, fix now an analytic disc g, as in (4.1) and any 
zO such that t, < lzO) d 1. Let zO = t,[,, where j[l = 1, to> t,. Consider 
M’~ E8X(&) such that g,(z,) E R + M!~. Let L denote the normal line to X([,,) 
through u’,,. By the definition of the family {h) and the properties estab- 
lished in Theorem 1.3, there is a function h,, such that h,(i,) E L. Then ~~~~ 
is the closest point to h,(&,) in aX(&,) and, by (4.5), we obtain 
(4.6) 
where log & is harmonic and a,(i) = do([) = dist(d,,([), aX(c,,)), for [E aD. 
Hence, the set 
{(z, w)EDxC’: IN-h,(z)( <&(z)} (4.7) 
satisfies the local maximum modulus principle (the boundary hypersurface 
being covered by graphs of analytic functions); and so must be contained 
in the hull Y = 2. Consider, for t, < t < 1. the points c of the intersection 
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of the set (4.7) with the half line R, tivO, and denote the one of largest norm 
by r(t). Then 
(( 1) = H’() and 4(ro) = P!.To(zo), where 0</3< 1. (4.8) 
Denote by p(t) the orthogonal projection of h(t[,,) onto R, it’s; then 
(15(Ol - Ip(t)I J2 = I&io)12 + IP(~) I~o(fio)l” 
3 (1 - ~~)(rlR)~ P’, 
by (4.6) and (4.4). This and the Lipschitz property of functions 2, h, imply 
that functions [t(t)1 and t(t)= It(t)1 (u~,/ltv,l) are Lipschitz with “univer- 
sal” constant L,. Since gauge function bo -+ N(i, rr), [E dD, are Lipschitz 
with some “universal” constant L,, we obtain by (4.8) that 
wio, go(io))2Nio, 5(to))aNio, 5(1))-L, 15(1)-5(0)1 
~l-L,L~(l-t,)=l-L~L,(l-~z~~), 
for t, < lzol ,< 1. 
As g, is analytic, this proves Assertion 1. 
We now choose a “universal” constant R. satisfying Lemma 4.2(a), In 
particular, for every w~aX(;), [END, there is a closed ball B(P, R,) IJ 
X(c), such that aB(P, R,) n X(c) = {w}. Consider such B(P,, R,) for 
LV = rtvO =h,(i,) as above. Clearly, by Assertion 1, 
dist(g(zo), @“\B(P,, R,)) ,< R,C,(l - hl). (4.9) 
Let d(i) = max{ [It’- PO1 :M’EX([)}. Then, A([,)= R, and, by Remark 
4.2(a), A E C’(aD). Hence, there is a function cp E A(d) n C”‘(D) such that 
log Irp(z)l is the harmonic extension of log(R,/A([)) to D. Then, 
cp(io) = 1, llV’ll% < c,, I$(--)I 2 c,‘, 
Id=)1 3 c;‘, ZED, (4.10) 
with “universal” constant C,. Let f(z) = P, + cp(z)( g(z) - PO). Then, 
f(D) = W’o, Ro). 
The following fact, as well as the idea to use it to prove Holder regularity 
of analytic maps is due to Lempert [ 14, Sect. 7, Proof of Proposition 133. 
Assertion 2 [14]. Iff: D + B(P,, R,) is an analytic map, then there is 
a constant C, (depending only on R,) such that for z E D 
If’(~)1 d C,(dist(f(,-), dB(P,, Ro))‘j2 ( 1 - )z( )-I. 
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By (4.9), (4.10), dist(f(zO), aS(P,, R,)) < C,( 1 - lzl), with some “univer- 
sal” constant C,, and by Assertion 2, \f’(z,)l d C3C4( I- \z\)-“~. Since 
g’(z) =f’(z) q(z)-’ - (f(z) - PO) q’(z) q(z))‘, we obtain, using (4.10) 
that ) g’(z,)j d C,( 1 - lzO\ ) I”, for all z0 E D, with universal constant C,. 
By the theorem of Hardy and Littlewood, cf. Duren [S, Theorem 5.11, this 
implies that (g(z,) - g(c2)( < C (z, - zJ’.‘*, as required, with C “universal.” 
(b) Denote by v(i) the outward unit normal vector to X(c) at 
g(i). Since the gauge function N(<, br) is C”” regular (for u’#O) 
and g E C ‘j2(SD), the function < -+ arg(v(r), g(i)) is of class C”‘(dD). 
By (3.9), \arg(G(z), g(z))\ <cos- ‘(r/R), ZED, and so there is a 
bounded continuous branch of arg(G(z), g(z)) in D. Since (non- 
tangential) lim argZqi (G(z), g(z)> = arg(v(i), g(i)) a.e. ld[l, the function 
Im log(G(z), g(z)) = arg(G(z), g(z)) has continuous extension to d and 
the extension is CL” on dD. Hence, by Privalov’s theorem, cf. Duren [8, 
Theorem 5.81, log( G(z), g(z)) has extension to a function of class C’!‘(b). 
By (3.1 t), the quotient (G(z), g(z))-’ G(z) is an If” function. The non- 
tangential limit of this function at { is equal a.e. to f(c), where (I([)) = 
{M’ECY(..,g([)}=l) n Cv(;), < E c?o. Because g, v E C “*(do), we obtain 
I E C “2(21D). Then, (G(.), g(.))-LG(.)EC”2(6), and so GEC’.~(D). 
Finally, as log( G(z), g(z)) has continuous extension to D, G(z) # 0 for 
--ED. L Q.E.D. 
In the proof of Lemma 1.7 we use the next well-known fact. 
PROPOSITrON 4.3. If cp: D -+ C is a holomorphic junction such that 
Re rp>,O in D, and lim,,, q(i)/(l-Z)=O, then c~EO. 
(Indeed, if cp is nonconstant, f = e m’p is a nonconstant function with 
(e-“1 < 1 which has finite angular derivative at i= 1 because (1 -f(z))/ 
(1 -z)= (cp(z)/(l -z))(l -iv(z)+ . . . ). By Garnett [lo, Chap. I, Exer- 
cise7(b), p.431, liminf,,,(l-(e-~‘P()/(l-(~()>,B, where B>O. Then. 
Recp>,l-e- ReV 2 B( 1 - Iz) ), which is a contradiction.) 
Proof of Lemma 1.7. Let GI, Gz be functions as in Theorem 1.3 corre- 
sponding to gl, gz, respectively. In the same way as in the proof of 
Lemma M(b) one shows that G,, G2~ Lip(h+ E) on a. By (1.6) and 
the continuity of G,, G,, both G,(<,) and GZ(io) support X([,) at ~7~. 
Replacing G, by its positive multiple we can assume that G,(i,) = G2([,,). 
Without loss of generality we can assume co= 1. By (1.8), 
Re(G,(z), gl(z)-g,(z)) 20 and Re(G2(z), g2(z)-g,(z))>O. Let q(z)= 
(G,(r) - G?(z), g,(z) - g,(z)), for z E 6. Then, 
Re v(z)= Re<G,(zL g,(z) - g2(i)) 
+ Re(G,(zh g2(z) - g,(z)), ZED, (4.11) 
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and so q(z) is an analytic function in D with Re cp 2 0 and cp( 1) = 0. 
BY c1!2+E regularity of gi, Gi, we have IG,(z) - G,(z)] < C /z - 11 lf2+’ 
and ]g’(z)-gz(z)~<C]z-1J”2+E, and so lim,,,cp(z)/(l-z)=O. By 
Proposition 4.3, q(z) = 0 in D. By (4.1 l), the nonnegative harmonic 
functions must vanish identically. Since all X(i), <e dD, are strictly 
convex, $(g’([) + g?(i)) E Int X(c), whenever g’(i) # g*(c), i E c?D. Since 
Cii) supports x(i) at g,(i), we obtain WG,(i), fkl(i)+ g2(i))) 
< Re(G,(i), g,(i)). This is a contradiction, because the difference of these 
two numbers, which is equal to Re(G,([j, $(g,({)- g*(i))), vanishes. 
Thus, g,(i) = gz(i) for [E 8D. Q.E.D. 
Proof of Theorem 1.8. By Remark 1.5, the map YO: Dx SZn- -+ S, 
defined by (1.10) (1.1 l), is continuous. Since the maps g,,( .), .x0 E a Y(O), 
are uniformly C I,” (by Lemma 1.6), and so Y’, is uniformly continuous on 
D x S2+’ and has a continuous extension !F’: d x SZn~-’ -+ Sv A4, where 
M= U;Em t;> x ma 
Assertion. g., E Ca( B), for all CI < 1. 
Assuming this, we can infer from Lemma 1.7 that (for a fixed c~c?D) the 
map < + F(u(i, 0: SZnp’ -+ {i} xaY(<) is one-to-one; it is then a 
homeomorphism, being a uniform limit of homeomorphisms 4+ Y(z, t): 
S2n-’ 3 {z} x aY(z), as z --) c (cf. Remark 1.5 ). Hence, Y is a 
homeomorphism (onto S u M). 
It remains to check the assertion. Similarly as in Webster [24] and Lem- 
pert [ 14, Sect. 31, we consider the subset fi of (I?+’ x V-’ consisting of 
all triples (i, ‘v, H,,.) such that [ E aD, ‘V e 8X([), and ‘o + Hi,,, c C” is the 
unique complex hyperplane tangent to 8X(i) at ~1. Using the assumption 
that N([, ‘1’) is C2*” outside {(i, ~1): M’ = 0}, one can check that A4 is a 
totally real submanifold of ‘lZ”+’ x P’-’ of class C’.‘, cf. Webster [24, 
Lemma, p. 271. Let now g, G be any pair as in Theorem 1.3, Motivated by 
Lempert [14, Sect. 31, we now consider the map 
=3(~,g(~),H,):d~a=~+‘x$“~‘, (4.12) 
where H, = {‘v EC”: (G(z), ‘19) = O}. By Lemma 1.6, the map (4.12) is 
continuous on 6, analytic on D, and its boundary values are contained 
in the totally real manifold M. By the results of Cirka [6, Theorem 331 
or Lempert [14, Sect. 3, Lemma 23, the map (4.12) is C’,“’ regular in 
D,O<e’<~,andsoisg. Q.E.D. 
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5. CHARACTERIZATION OF POLYNOMIAL HULLS 
WITH NONEMPTY INTERIOR 
Under mild boundary regularity assumption (l.l), we obtain the 
following converse to Proposition 1.2. 
THEOREM 5.1. If [ --f X(i) : c?D + 2”’ is a continuous family of compact 
convex sets, each with nonempty interior, then the following conditions are 
equivalent : 
(i) there isfoEA(D), such thatfo(5)EIntX(i), i~dD; 
(ii) Int Yf0, where Y=X; 
(iii) Y\,X is not contained in an analytic set; 
(iv) there is Z~E D, such that Y(z,) is not contained in a complex 
hyperplane. 
Note. Condition (iv) holds, in particular, if Y(z,) has nonempty 
interior. 
The conclusions can be strengthened, if strict convexity is assumed. 
COROLLARY 5.2. In the situation of the last theorem, if X(l;) is a strictly 
convex set for every <E A, where A c i?D has positive measure, then either 
Y = X has nonempty interior, or Y/X is a single analytic disc. 
Note. In [22] the author has shown that for n = 1, the above alter- 
native holds, if every X(i) is merely a simply connected planar continuum. 
For the proof of Theorem 5.1, we need the following fact. 
LEMMA 5.3. Let [ + X(i): dD + 2”” satisfy (1.1). Assume that (1.2) fails 
but Y\X is nonempty. Then, there is G E H & such that G(0) = 0 and for 
every function g E H”( D, U?‘), such that gr( g) c Y, it holds 
WG(S), g(i) - blr> 90 for u’ E X(i), a.e. ld[j; (5.1) 
(G(z), g(z)) =0 for ZE D. (5.2) 
Proof. Similarly as in the proof of Theorem 1.3, let Li = (f E C(aD) : 
f(i)EInt X(i), [END}. Then, A(D, C’)n U= 0, U is open, and by the 
Hahn-Banach theorem, there exists a real functional rp of norm 1 on 
C(aD, C”) which annihilates A(D, C”) and such that 
co(f) <o for few. (5.3) 
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By the F. M. Riesz theorem, there is GE H&, such that G(0) = 0 and 
df) = Re l (G(i’L f(i) > lW2n (also IIGII 1 = 1). 
Define s(z), z E D and z= CrsdD a.e. ldcl by formula (3.1). By (5.3), 
s(i) ~0 a.e. Idi/. By Assertion 2 in the proof of Theorem 1.1, s(z) <O for 
- E D, and s(. ) is subharmonic in D by Assertion 1 
;he other hand, ~(z)>Re(G(z), g(z)) (by (3.1), 
of the same proof. On 
since g(z)E Y(z)). The 
latter function being harmonic in D, and 0 > s(O) 2 Re(G(O), g(0)) = 0, we 
conclude that s(z) 3 0 = Re( G(z), g(z)) z (G(z), g(z)), which also holds 
a.e. on D. Q.E.D. 
Proof of Theorem 5.1. (i) Z- (ii) by Proposition 1.2 and (ii) implies tri- 
vially both (iii) and (iv). Assume that (iii) or (iv) holds and suppose (i) 
fails. Then, by Lemma 5.3, there is GE H’ with llGl[i = 1, such that (5.2) 
holds for every gE H”, such that gr(g) c Y. In view of Theorem 1.1, this 
means that Y\X is contained in ((z, iv) ED x C”: (G(z), iv) = 0). This 
contradicts (iii), and shows that condition (iv) fails for all points 
z E D\{a, ), where a, are isolated zeros of G. 
Suppose (iv) holds for some point UE (uk), that is there exist points 
bo, b,, . . . . b,, E Y(a), such that vectors 6, - b,, b2 - bO, . . . . 6, - b,, are linearly 
independent (over C). Choose (by Theorem 1.1) analytic functions 
go, &!I, gz, ..‘9 g,, such that gr(g,) c Y and g,(u) = b,, j= 0, 1,2, . . . . n. Then, 
the vectors g,(z) - g,,(z), . . . . g,Z(z) - go(z) are linearly independent (over C) 
for every z in some open dense set U. Hence, (iv) holds for z E U, which 
contradicts previous observation. Q.E.D. 
Proof of Corollary 5.2. If Int Y= 0 then, by Theorem 5.1 and 
Lemma 5.3, if g, g, are two analytic discs in Y, then, by (5.1), 
(G(i), g(i)> = (G(i), g,(O), a.e. Ml, and so 
g,(i)E {IVEX( WG(i), g(i)-bv)=O), a.e. ld[l. 
The latter set is a subset of ax([), by (S.l), and so a single point, for i E A. 
Hence, gi([) = g(i) for ie A, and so g, = g. In view of Theorem 1.1, 
Y/X = gr( g). Q.E.D. 
Concluding Remarks. Recently, the author has learned from the 
doctoral dissertation of M. Abate Cl] that also Royden and Wong used 
the methods of functional analysis to study complex geodesics in convex 
domains. However, their paper [ 161 remains unpublished and we were not 
able to obtain a copy. 
Implication (iii) => (ii) in Theorem 5.1 and Corollary 5.2 above are 
closely related to the result of Helton and Howe [12, Theorem 23. 
The author is grateful to Jim Agler and Don Marshall for stimulating 
conversations related to the subject of this paper. In particular, Jim Agler 
suggested that Theorem 1.1 might have applications to Lempert discs. 
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