We study a mixed-state Schrödinger-Poisson-Slater system (SPSS). This system combines the nonlinear and nonlocal Coulomb interaction with a local potential nonlinearity known as the "Slater exchange term" which models a fermionic effect. The origin of the model is explained and related models are also proposed. Existence, uniqueness and regularity of local-in-time and global solutions are analyzed in R 3 with L 2 or H 1 initial data. Stationary solutions and conservation laws are also analyzed by using a variational approach due to E. Lieb.
Introduction
Our aim in this paper is to prove some basic mathematical results concerned with a specific nonlinear 3D Schrödinger mixed-system including a correction to the 1 Poisson term, the Slater approximation 21 :
2m ∆ x ψ j + C P 1 |x| * n ψ ψ j − C S n 1 3 ψ ψ j , ψ j = ψ j (x, t), j ∈ N, with t > 0, x ∈ R 3 and given initial data ψ j (x, 0) = ϕ j (x), where n ψ is the charge density n ψ := j∈N λ j |ψ j | 2 . Here, {λ j } ⊂ 1 (N) are the occupation probabilities with λ j ≥ 0, j∈N λ j = 1. In the sequel we shall refer to this system as SPSS. In the equations above, and m respectively hold for the Planck constant and the particle mass ( , m > 0) and C P , C S are interaction constants. The "Poisson constant" C P is > 0 in the repulsive case or < 0 in the attractive case, depending on the type of interaction considered. The Poisson potential is V (ψ) := C P |x| −1 * n ψ , where * stands for the x-convolution. The nonlinear Slater term −C S n 1 3 ψ appears as a local correction to the Hartree-Fock (HF) system (see §2). It should be understood as a quantum effect, following Refs. 8 and 21 (see also Refs. 9, 1 and 3 for a mathematical approach), contrary to the Poisson term which has a classical counterpart. Physically, the "Slater constant" C S > 0 for electrons. Note that if a different normalization j≥0 λ j = a > 0 is assumed, then we are led to an analogous problem with modified constants. Our motivation to introduce new terms describing electron-electron interactions stems from experimentation, which evidences that effects due to the Coulomb charging energy could strongly modify the electron tunneling. In this direction, Slater corrections to the Schrödinger-Poisson system (SPS) seem to be best realistic and fit properly to semiconductor modeling.
In the single-state case, i.e. when λ = (1, 0, 0, . . .), the system reduces to only one equation (setting = In this case the model belongs to a wider class of NLS equations with power nonlinearities, yet analyzed in Ref. 7 . We also note that the case of N coupled equations, with λ j = 1 N if 1 ≤ j ≤ N and λ j = 0 otherwise, corresponds to the X α correction in the Kohn-Sham equations
This model belongs to the "Density Functional Theory" approach in Molecular Quantum Chemistry (see Ref. 18) and constitutes a local approximation of the time-dependent HF system (see §2). Also, the mixed-state SPS has already been treated by F. Castella 6 , who developed an existence and uniqueness theory in L 2 . The basic ingredient of Ref. 6 is a generalization of Strichartz' inequalities to the mixed-state case. Our aim in this paper is to explain the origin of the mixed SPSS and of related models, as well as to show that they are well-posed in R 3 (or in a periodic context) as for the single-state case or the mixed SPS.
We first present in §2 a derivation of the Slater term in a periodic context and propose related mixed models (see also Ref. 5) . In §3 we use a fixed-point approach and the arguments of Refs. 6 and 7 to get existence and uniqueness of global solutions in L 2 or H 1 (see Theorem 3.1). One technical difficulty is to control the nonlinearity n 1 3 ψ ψ j in an appropriate space. In §4 we characterize the minimal energy (stationary) solution in the attractive case (C P < 0), using similar arguments as in Lieb 14 .
Slater Approximation
Here we describe how −C S n 1 3 ψ occurs as a local approximation to the HF exchange potential, which is itself an approximation of the N -electron problem. We start by analyzing the N -electron problem. At this level, electrons cannot be considered independently each other, since the motion of every particle is affected by the interaction with the rest of the particles of the system. In this case, the system evolution is represented by an N -electron state wave function Ψ = Ψ(x 1 , . . . , x N , t)
: the space of L 2 functions which are antisymmetric with respect to the exchange of any two variables x i and x j . The antisymmetry assumption stems from the Pauli exclusion principle, which establishes that two electrons cannot share the same position, so that the probability density |Ψ| 2 vanishes as x i = x j . However, for a rigorous treatment the spin variables of the electrons must be considered. We can then assume that the evolution of the system is described by the Schrödinger equation
where V ext is an external potential (for instance, interactions with nuclei) and V ee := 1≤i<j≤N K(x i − x j ) (K(x) = 1 |x| ) is the electron-electron Coulomb potential, which mixes the variables x i . Then, the total Coulomb energy term is given by
In the HF system, determinantal wave functions
are used to represent the electrons and to guarantee that the system obeys the Pauli principle. This expression contains the one-electron wave functions ψ i . Now, we assume ψ i , ψ j = δ ij , 1 ≤ i, j ≤ N , and skip t for simplicity. Then, classical quantum calculations 18 give
is the direct Coulomb energy and where the exchange energy is defined by
The HF equations can then be obtained as extrema points of the energy func-
, which leads to (see 16, 17 )
where j are constants. The corresponding time-dependent HF equations are
The Poisson term (K * n ψ )ψ can be obtained as the derivative ∂ ψi E coul (n ψ )ψ. Also, the term V ex is a non-local operator defined by 
with n ψ = N |ψ| 2 , thus no exchange term would appear.
There is no exact local expression for V ex . However, V ex can be well approximated by the multiplicative operator −C S n 1 3 ψ (for some constant C S , that can be adjusted to fit experimental evidence) as proposed by Slater 21 . This is also called the "X α method". We refer to Ref. 18 for a review of such sort of approximations and numerical experiments. Justifications of the Slater approximation can be found in Refs. 1 (with Ω = R 3 ) and 2,3,4,9 for a periodic model (when Ω is a box), in the limit N → ∞ of a large number of particles.
We give now an idea of Slater's proof. Firstly we search for a local approximation
is not a local operator. Following Ref. 21 , we can approximate V ex by averaging the HF exchange potential by the weighted densities |ψ j | 2 , i.e.
or equivalently using (2.1):
Note that the formal approximation V ex ∼ V av is an exact integral identity, since when the exchange energy is evaluated one finds
The next step is to use a plane-wave approximation (see Ref. 9) . We assume now
3 is a box with periodic boundary conditions. Denote n 0 := N |Ω| the averaged electron density in the box of volume |Ω| = L 3 . Now we take as firstorder approximations to the single-particle wave functions the plane-wave states
L Z 3 and k j ∈ B R , B R being the (euclidean) ball centered at 0 with smallest radius R (in order to minimize the kinetic energy
This (nontrivial) continuous approximation is related to number-theory results (see Ref. 9) . Actually, the right-hand side of (2.
Finally, by using a change of variables in (2.2) and the periodic boundary conditions, we get
If we now assume R → ∞, we find that V av can be expressed as the product of R = Cn To conclude, we note that it is also important to understand if the above approximation is still valid for varying densities n(x) = n 0 . We refer to Refs. 3 and 4 for a proof of V av ∼ −C S n 1 3 in a first-order approximation, for densities n(x) close to n 0 and in the limit N → ∞.
Remark 2 The Slater and Dirac approximations of E ex are related through
Existence Results
In this section we give an existence and uniqueness result of global mild solutions for the mixed-state SPSS. We assume = 2 2m = 1 and denote U (t) the propagator of the free Schrödinger Hamiltonian.
and
(ii) If
.
In the case T = ∞ we omit the index T and denote
loc (λ). Also, in the single-state case we omit the index λ and denote
. The concept of solutions we deal with in this section is the following:
is called a mild solution of the SPSS if it solves the integral equation
where V (ψ) = C P |x| * n ψ and n ψ = j∈N λ j |ψ j | 2 .
We shall see that (3.4) makes sense when ψ ∈ X q,p T , for some well chosen (q, p). Given ϕ ∈ L 2 (λ), we first aim to search for a fixed point of the functional
For that, we use the definition of admissible pair given in Ref. 6 .
, we say that a pair (q, p) is admissible, and denote it by (q, p) ∈ S, if 2 ≤ p < 6 and
Our main existence and uniqueness result is the following.
(iii) In the case C P = 0, the above results are still true for p > 2 and (q, p) ∈ S.
Remark 3 Under the assumption φ ∈ H 1 (λ) there are also other preserved quantities: the linear momentum P (t) := ψ, −i∇ x ψ L 2 (λ) , the angular momentum
Lipschitz Bounds and L q,p Solutions
Assume C P = C S = 1 for simplicity and split
We start with some results concerning L q,p norms. The first one is Theorem 2.1 in Ref. 6 . Lemma 3.1 (Strichartz-type inequalities) Let T > 0 and (q, p) ∈ S. Then, there exist constants C(q), C(a, q) > 0 such that
In particular, we have
The second result is a sort of Minkowski's inequality:
The last inequality is only valid for p ≤ 2 as consequence of Minkowski's inequality for 2-variable integrals. Since
We also recall some basic estimates. Let 1 ≤ p, q ≤ ∞. For all γ > 0 and u ∈ L γq,γp , we have |u|
There is also Holder's inequality: for all 1 ≤ α, β, a, b ≤ ∞ such that
. Finally, we shall also use an interpolation inequality 6 : for θ ∈ [0, 1] such that
Our aim is to find a Lipschitz bound for Γ. We first recall that Γ 0 [ψ] (cf. (3.6)) is locally Lipschitz continuous in X q,p T (see Ref. 6) . Henceforth in this section we shall assume (q, p) ∈ S. We also recall Lemma 4.1 (i) of Ref. 6:
with T > 0 and (q, p) ∈ S, p > 3. Let also
Taking C(q) as in Lemma 3.1, we define R := 3C(q) ϕ L 2 (λ) and conclude from Lemmata 3.1 and 3.3 that (i) there exists T 0 = T 0 (R) > 0 small enough
Using Lemma 3.1, we obtain
(3.10)
Then we use the first order Taylor expansion
Here, the Frechet derivative ∂ ψ F is given by
where Re(z) denotes the real part of z and (ψ, h) := (ψ, h) 2 (λ) = j∈N λ j ψ j h j . In order to bound (3.10) we prove Lemma 3.4 Let (q, p) ∈ S with p > 2. Letq := p andp such that (q,p) ∈ S, i.e. . Then, for all u, v ∈ X q,p T we have
Indeed, if Lemma 3.4 holds, then from (3.10) we obtain
Hence, Γ 1 is 1 3 -Lipschtiz on B R with 0 < T < T 1 = T 1 (R) small enough. Collecting the above estimates for Γ 0 and Γ 1 we find that Γ is stable and Global existence is attained by using that the L 2 norm of the solution is preserved (this holds by standard arguments when working with weak solutions), and that the existence time T > 0 obtained before only depends on φ L 2 (λ) .
If C P = 0, then the above proof also works with 2 < p ≤ 3, which proves Theorem 3.1 (iii) in the case that φ ∈ L 2 (λ).
Proof of Lemma 3.4.
A) The single-state case. Although it is already known, we detail how we proceed in view of the mixed-state case. In this case, n ψ = |ψ| 2 and |∂ ψ F (ψ).h| ≤ Note thatp < 6 (because 2 < p, thus 3 < b) and alsop > 2 (because b > 0). Hence (q,p) = (p,p) ∈ S. We also note that
Thus, by interpolation inequalities we find
B) The mixed-state case. First, for the term n 1 3 ψ h in (3.12) we have, as for the single-state case, n 1 3
. (3.14)
Hence, n
. Now we turn on the first term in the right-hand side of (3.12) . Note that |(ψ, h)| ≤ n h by Cauchy-Schwartz inequality. Denoting |ψ| = (|ψ j |) j≥0 we have
We also remark that the density of φ := n
h . Now, repeatedly using Lemma 3.2 we find
where we used thatp ≤ 2 in (3.15), and Lemma 3.2 and (3.14) in (3.16). Hence, taking ψ = u θ and h = u − v in (3.16) we are done with the proof.
Energy preservation and H 1 solutions
We first take ϕ ∈ H 1 (λ) and consider the following simple approximation
for > 0, ϕ ∈ H 2 (λ) being a regular approximation of ϕ and F (ψ) := (n ψ + )
For the regularized equation (3.17) we can apply some standard analysis (such as that in Refs. 6 and 7): provided that ϕ ∈ H 2 (λ), we have existence and uniqueness of H 2 -solutions as well as energy preservation. In order to pass to the limit → 0 in (3.17) we need the following technical Lemma, whose proof is postponed to an appendix:
The Schrödinger-Poisson-Slater system 11 Now, a standard regularization argument in H 2 and Lemma 3.5 allow to go to the limit and deduce that the energy is preserved for initial data ϕ ∈ H 1 . To derive a global estimate for ∇ x ψ L 2 (λ) we adapt standard arguments. First, using energy preservation we find that (3.5) is fulfilled. Then, using the inequality
with f := n 1 2 ψ , charge preservation and
Finally, the 3D Hardy-type inequality ||
. Together with (3.5), this enables to bound ||∇ ψ || L 2 (λ) uniformly in time. This proves the global existence of solutions to the SPSS with ϕ ∈ H 1 (λ).
The Minimal Energy Solution
It is known that the total energy operator E[ψ] (cf. (3.5)) is preserved along the evolution. Now we consider the minimal energy problem
The mathematical difficulty arises when C P = −1, since then the contributions of the potential and the Slater energy are nonpositive. In this case, it is a simple matter to observe that the energy is not a convex functional of ψ, thus the usual convexity techniques cannot be applied. Then, in order to show that there exists a solution of (4.18) we shall follow a convexification procedure based on the rearrangement of functions. This procedure yields a unique (up to the invariances of Remark 3) spherically symmetric minimum of E[ψ]. A different procedure based on concentration-compactness methods might also be applied (see Refs. 12, 17 and 20) . We also mention that E. Lieb studied in Ref. 15 the Thomas-Fermi-Diracvon-Weizsäcker model, which extends the energy functional of the SPSS, and proved that this functional may assume negative values.
if |x| ≥ |y|} consisting of the symmetric decreasing functions and define S = {f :
a.e. for some v ∈ R 3 , g ∈ S} consisting of the translations (almost everywhere) of functions in S. Also denote by χ the characteristic function of a measurable set in R 3 and
χ f a (x) da and we can define its decreasing rearrangement as f
It is clear that f * ∈ S and is equimeasurable with f . However, we shall deal with complexvalued functions, which requires the following definition of symmetric decreasing rearrangement:
The next result relates the energy of a wave function to that of its rearrangement. The proof is based on the properties of the symmetric decreasing rearrangements and the Riesz inequality (see Appendix of Ref. 14).
Lemma 4.6 The following assertions are verified:
Following the ideas of Ref. 14, the infimum of the time-dependent SP energy operator is proved to be negative in the attractive case. Actually, the scale group
Then, it is clear that the minimal energy E SP S of the SPSS is (if there exists) also negative when C P = −1. Indeed, (3.5) is bounded from below as follows from the Riesz and Sobolev estimates
where A and B are positive constants. We have the following results.
Lemma 4.7 Let ψ solve (4.18) with
, which contradicts that ψ is a minimum of E[ψ]. Here, we used E[ψ] < 0.
Lemma 4.8 There exists a minimizing sequence {ψ j } ⊂ S for E[ψ] such that ψ j L 2 = 1. Also, if ψ ∈ S is a solution of (4.18), then ψ ∈ S .
Proof. Let {ψ j } ⊂ H 1 be a minimizing sequence for E[ψ] such that ψ j L 2 = 1 (Lemma 4.7). To deduce the first assertion, we replace ψ j by ψ * j and use Lemmata 4.6 and 4.7. The second assertion follows from Lemma 4.6 (ii), (iii). Now it is an inmediate consequence of the previous analysis that the minimizers of E[ψ] are (at least) H 1 functions. We have Proof. Let {ψ j } ⊂ S be a minimizing sequence for E[ψ] constructed as in Lemma 4.8. As proved before, ∇ x ψ j is bounded in L 2 (R 3 ), thus there exists a subsequence of {ψ j } (still denoted with the same index for simplicity) such that ψ j → ψ weakly in
j ∈ S and let n(|x|) be the density for spherically symmetric functions. By the Sobolev imbeddings, it is clear that n j ∈ L 3 (R 3 ). Then, for any R ≥ 0 we have (Theorem 7 in Ref. 14)
Therefore n j (R) < f (R), where
A being an upper bound of the previous constants. As consequence of Helly's theorem, it is easily deduced that n j (r) → n(r) ≤ f (r) pointwise for r > 0. Then, ψ j → √ n a.e. Now, using that
, we have that √ n = ψ. As n j → n = ψ 2 pointwise and n ≤ f , the Dominated Convergence Theorem (DCT) yields The minimizers satisfy the conservation laws of the system, are symmetric decreasing functions and solve the following eigenvalue problem To simplify the presentation, hereafter we deal only with the single-state case. However, all the arguments can be extended easily to the multi-state case (using the regularization (3.17) ). Denoting C > 0 a universal constant independent of , we first establish that there exists 0 > 0 such that
(A.1)
To prove this, we denote ψ h (x, t) := ψ (x + h, t), h > 0. We have
Then, for ≤ 0 such that CT 
In what follows, we repeatedly use the inequalities
in R 3 . We first estimate
Using the bound (A.1) and the fact that a L 3 ≤ a L 2 + a L 6 , we obtain for the first term in the right-hand side of (A.2):
For the third term in the right-hand side of (A.2) we find
