We propose a novel technique to analyze multistable, non-linear dynamical systems. It enables to characterize the evolution of a time-dependent stability margin along stable periodic orbits. By that, we are able to indicate the moments along the trajectory when the stability surplus is minimal and even relatively small perturbation can lead to a tipping point. We explain the proposed approach using two paradigmatic dynamical systems, i.e. Rössler and Dung oscillators. Then, the method is validated experimentally using the rig with double pendulum excited parametrically. Both numerical and experimental results reveal signicant uctuations of sensitivity to perturbations along the considered periodic orbits. The proposed concept can be used in multiple applications including engineering, uid dynamics, climate research and photonics.
Multistability is commonly met in dynamical systems originating from various disciplines including control engineering, networks, uid dynamics, biology, photonics, neurobiology and nonlinear dynamics. Due to the coexistence of stable attractors, we observe sudden changes in dynamical response. An important real-life example is a circadian clock. Recent studies suggest that it is far safer to undergo heart surgery in the afternoon than in the morning. Also, heart attacks and strokes are more probable in the morning. Those events take place in a dierent moment of a circadian clock, hence we can say that in the afternoon the stability margin is larger, while in the morning it shrinks and our body is more peril to dangerous incidents. The sencond example are systems with control which are commonly met in all elds of physics and engineering. The costs of control can be minimized by applying a controlling impulse in the appropriate moment. In mechanical and civil engineering to improve reliability and work safety of machines and structures, we should be able to detect parts of the working regime that determine its robustness. We propose a novel technique to characterize the time-dependence of stability margin along a stable trajectory. For that purpose, we analyze the changes in the minimum distance between the trajectory and the closest tipping points. We propose dierent measures to quantify this distance and the stability surplus. Our method enables to expand the knowledge about the overall structure and compactness of the phase space of dynamical systems. The method implements a straightforward sample-based analysis and can be applied to a wide range of dynamical models. Moreover, a) Electronic mail: piotr.brzeski@p.lodz.pl b) Electronic mail: kurths@pik-potsdam.de c) Electronic mail: przemyslaw.perlikowski@p.lodz.pl one can utilize dierent stability margin indicators that best suit the considered phenomena. We explain the approach using two paradigmatic dynamical systems and verify the robustness of the technique with an experimental investigation of a double pendulum excited parametrically. Both numerical and experimental results reveal significant uctuations of sensitivity to perturbations along the considered attractors which proves the usefulness of the method.
I. INTRODUCTION
Multistability is commonly met in dynamical systems originating from various disciplines including mechanical, civil and control engineering, uid dynamics, biology, photonics and statistical physics. Due to the coexistence of stable attractors, we observe sudden changes in dynamical response. However, all dynamical stability measures refer to the whole trajectory or one particular moment of time. Thus, they miss a crucial property of all dynamical systems: the existence of time-dependent susceptibility to perturbations along the orbit. Due to this feature, a given perturbation may or may not lead to a tipping point mainly depending on when it occurs.
The idea is schematically presented in Fig. 1 . The ball rolls along the grooved track, so its motion is locally stable. However, we see that in position 1 the ball is much more likely to reach the tipping point and jump to another regime than in position 2. Thus, it is extremely important where along the orbit a perturbation occurs. Currently known methods provide the knowledge about a local stability of solutions of a dynamical system.
The stability of equilibria is dened using eigenvalues 18 .
The Floquet theory let us calculate the stability of pe- In this paper we include the time evolutions of the phase space structura and propose a robust sample-based method to characterize the time-dependent susceptibility to perturbations. With the method we can identify crucial parts along the orbits where we are closest to tipping points and even small perturbation can induce a sudden event. The proposed method let us detect changes in the distance to the closest margin of stability, hence all points that inuence the phase space structure are taken into account and can be detected. The method can be applied to a wide range of dynamical models and one can utilize dierent stability margin indicators that best suit the considered phenomena. We explain this technique using two paradigmatic dynamical systems, i.e. the Rössler (autonomous) and Dung (non-autonomous) oscillators. The evolution of an autonomous system is timeinvariant, while for a non-autonomous oscillator the resulting response is governed by a time-dependent function. Hence,for the two considered cases we use two different approaches. However, in both models we indeed nd a volatility of susceptibility to perturbations. Finally, the robustness of the technique is validated exper-imentally for a double pendulum excited parametrically.
Our investigations conrm dierent sensitivity to perturbations along the considered attractors which proves the usefulness of the method.
II. COMPUTATIONAL ALGORITHM
We propose a new method to describe the stability surplus along asymptotically stable periodic attractors.
Instead of indicating the properties of the whole solution using an overall measure, we characterize the stability margin along the orbit -within one full period of motion.
For that purpose, we analyze the changes in the minimum distance between the point on the orbit and the closest tipping point given as the adjacent boundary of the basin of attraction. We need a quantitative measure, such as an Euclidean distance in the phase space, the dierence in the energy level or dierent specic quantity related to the investigated phenomenon. Analyzing the changes of this measure one can indicate the parts of the stable periodic orbit which are more or less susceptible to perturbations and nd moments of the orbit where we are closest to a tipping point.
In the algorithm we use the minimum Euclidean distance in the phase space between the current position on the attractor and the boundary of its basin of attraction. The proposed concept is general and can be applied for a wide range of dynamical systems. However, to maintain the physical meaning of the results, we should apply dierent procedures for autonomous and non-autonomous systems. The reason for this will be explained using archetypal 2-dimensional systems.
Let us assume, that the considered system is multistable and has a periodic solution and is given by the coordinates (x, y). Two points (x 1 , y 1 ) and (x 2 , y 2 ) belong to the considered periodic attractor of period 2π presented in Fig. 2 . At the time t 0 the system is in the point (x 1 , y 1 ) and we perturb it, so that it jumps to (x 2 , y 2 ).
If the system is autonomous ( Fig. 2 (a) ), it will continue the motion along the attractor starting from (x 2 , y 2 ) and the only eect of the perturbation is a shift in the phase.
But, if the considered system is non-autonomous ( Fig. 2 (b)) after the perturbation the system can reach a different attractor. Therefore, in non-autonomous systems the perturbation has to be considered in the time domain, whereas for autonomous systems we only care about the state of the system after the perturbation. We apply a
sample-based approach to analyze eects of random perturbations along an attractor, hence we must dierentiate the procedure for autonomous and non-autonomous systems.
A. Autonomous systems
The considered n-dimensional autonomous system is given as:
FIG. 2. Presentation of the exemplary periodic attractor of a 2-dimensional autonomous (a) and a non-autonomous (b)
system. Both points (x1, y1) and (x2, y2) belong to the attractor. The black arrows indicate the eects of perturbation that occurs at time t0.
where Q = (q 1 , q 2 , ... , q n ) is a vector of generalized coordinates that describes the state of the system. Let us assume that the system has a stable periodic attractor A and at least one dierent coexisting attractor. A has period T and can be presented as a curve in the ndimensional Euclidean phase space. The length of this curve is given by the following formula:
Then, to characterize the stability margin along A, we perform the following steps should be applied:
1.: Discretize the investigated orbit into k segments of equal length L(A)/k. 
B. Non-autonomous systems
The considered n-dimensional non-autonomous system is given as:
where Q = q 1 , q 2 , ... , q n is a vector of generalized coordinates that describes the state of the system. This system has a stable periodic attractor A and at least one different coexisting attractor. A has period T and can be presented as a curve in n-dimensional Euclidean phase space. The length of this curve is given by the following formula:
Then, to characterize the stability margin along attractor A the following steps should be applied:
1. Discretize the investigated orbit into k segments of equal length L(A)/k. Similarly, the larger the number of trials m the more accurate results we get. The minimum number of trials depends on the dimension of the considered system n and the number of segments k. In general m should be greater than 10 n ·k but the minimum number of trials should also take into account the properties of investigated problem.
In the description we use the Euclidean distance as a measure between the orbit and the boundary of its basin of attraction. This measure has no physical mean- 
III. PARADIGMATIC EXAMPLES
A. Rössler system -example of an autonomous system As the rst example we consider the autonomous Rössler system given by the following set of ordinary differential equations (ODEs):
with the following parameters values: a = 0.2, b = 9.0, c = 48.0 for which there exist two stable attractors (periodic oscillations) named B and C (Fig. 4(a) ). We will consider the time-dependent stability margin along the attractor B and divide it into k = 100 segments. We perform m = 2 000 000 trials each time randomly choosing initial conditions from the following ranges:
x ∈ [−85, 85], y ∈ [−80, 60], z ∈ [−30, 270]. For each trial we note initial conditions and remove some initial part to be on an attractor. Then, for each segment i ∈ k we calculate the minimum distance D from its middle point to the initial conditions that do not lead to B.
The results are presented in Fig. 4 (b,c) where we show changes of D with respect to the number of segment i.
In Fig 4 (b) we indicate the middle points for every segment with a dot using color scale to reect the value of D. To enable the location of segments, we name every tenth segment. In Fig. 4 (c) 
B. Parametrically driven Dung oscillator -example of a non-autonomous system
Next, we study the parametrically driven Dung oscillator, a non-autonomous system given by the following second order ODE :
We use the following values of parameters: c = 1, a = 1, f = 0.86 for which there are two stable coexisting attractors F and G both corresponding to period-2 oscillations. Both attractors have the period 4π. We focus on the attractor F and divide it into k = 125 segments. We perform m = 500, 000 trials drawing initial conditions and time from the following ranges: x ∈ [−3, 3], x ∈ [−3, 3] and t 0 ∈ [0, 4π] as we analyze an attractor of period 4π. Then, we divide the trials in 125 groups basing on the drawn initial time. In Fig. 5 we present the outcome of the procedure. Fig. 5(a) presents with the color scale the evolution of D along the attractor in 3D space. In Fig. 5(b) we show the evolution of D with respect to the number of segments. The average distance to the basin boundary is D AV G = 0.295 and we see that it varies noticeably along the attractor. The value of D oscillates around 0.3 for the rst 45 segments, then it drops around the 75 th segment and increases up to 114 th segment when it reaches its maximum value.
In Fig. 6(a) we present the evolution of distance be- 
IV. EXPERIMENTAL RESULTS
Now, we investigate a basic type of a double pendulum, namely a two degree of freedom system with a harmonic excitation (Fig. 7) . The angular displacements of the rst and the second pendulum are given by ϕ 1 and ϕ 2 respectively. To simplify both, ϕ 1 and ϕ 2 are taken from the range (−π, π] [rad] by applying the modulo function Fig. 7 (b) ) is mounted on the shaker which excites the system parametrically with a harmonic function of the amplitude A s and frequency ω s . The horizontal pendulum has the length l 1 , mass m 1 , moment of inertia J 1 and the center of gravity is located at the distance d 1 from its pin joint. The stiness of the spring that supports the end of the pendulum is k 1 . The second pendulum has the mass m 2 , moment of inertia J 2 and the center of gravity is located at d 2 from its pin joint. The viscous damping coecient in the pin joint of the rst pendulum is c 1 and of the second one c 2 . The dynamics of the system is given by the following set of ODEs:
s cos(ω s t) + g cos ϕ 1 = 0. To validate the proposed method, we perform an experimental investigation using the rig described above. rotations, and start to slowly increase the pressure until we reach the tipping point and the solution changes. To detect this moment precisely, we continuously monitor the period of the pendulum's motion using the optical gate mounted at the bottom frame (see Fig. 7(b) ). For each nozzle position we perform 10 tests and calculate the average pressure for which the system jumps to the other attractor. Our results of the experimental tests are given in the The experimental results conrm that around the hanging down position (ϕ = 0 [rad]) the system is less susceptible for perturbations. This is somehow predicable but the method can be used for dierent systems, where the prediction is not so intuitive.
An increase of the average pressure for ϕ 2 = π [rad] in comparison to ϕ 2 = 0 [rad] is observed in all the considered cases, in particular in Case 1, we observe a 45% increase and 25% for Case 2. The greater increase for Case 1 was also revealed from the numerical analysis ( Fig.   7(c,d) ). Moreover, the experimental results revealed that the dierence in the stability margin between both cases is noticeable only around ϕ 2 = π [rad] (20% increase), while around ϕ 2 = 0 [rad] it is negligible (4%). This was also deduced with our method (see Fig. 7(c,d) ). Hence, we obtain a very good correspondence between the experimental data and the numerical predictions. The experimental investigation enabled to conrm the numerical results and prove the potential practical importance of the proposed method to quantify the stability margin along trajectories.
V. CONCLUSIONS
In this paper we have presented a novel time-dependent stability measure that enables to quantify the stability margin along stable periodic orbits. Using this approach, we are able to identify the parts of the orbit, where the system is susceptible for perturbations and asses the range of dynamical models in various disciplines of science.
