Neural networks are a practicable solution for the extraction of accurate knowledge, where the data being mined can be so noisy, due to their relatively good tolerance to noisy and generalization ability and the performance of a neural network is directly related to its parameters and architecture. The degree of complexity of ANN increases exponentially as a factor of the numbers of input and hidden nodes. The complexity problem can be improved by constructing the structure of the network based on constructive learning and destructive learning. So, the objective of the network is to learn or to discover some involvement between input and output patterns to find the structure of the input patterns. The learning process is achieved through the modification of the connection weights between units. It is known as the network's topology which determines the network's final behavior. The goal of finding an optimal topology is to minimize an error function while conserving generalization capabilities. In our work, the destructive topology is used: first the algorithm trains a big size of neural network on the data, and then prunes it to increase its generalization capability while preserving its accuracy. The present paper introduces destructive neural network learning techniques and presents the analysis of the convergence rate of the error in a neural network with and without threshold in the output layer. The present paper introduces destructive neural network learning techniques and presents the analysis of the convergence rate of the error in a neural network with and without threshold.
INTRODUCTION
Artificial Neural Network (ANN) is a powerful data modeling tool for classification and learning method [1, 2, 3, 4] . Mainly, neural networks are built from simple units, sometimes called neurons or cells by analogy with the real thing. These units are connected by a set of weighted connections. Each unit codes or corresponds to an attribute or a characteristic of a pattern that we want to analyze or that we want to use as a predictor. Learning is usually skillful by modification of the connection weights. These networks usually organize their units into several layers. The first layer is called the input layer, the last one the output layer. The intermediate layers (if any) are called the hidden layers. The information to be analyzed is supplied to the neurons of the first layer and then propagated to the neurons of the second layer for additional processing. The result of this processing is then propagated to the next layer and so on until the last layer. Each unit receives some information from other units and processes this information, which will be transformed into the output of the unit. Usually, the neural network connectivity and the activation functions are fixed by the human designer and the only parameters for model selection are the number of neurons for each layer and, in some occasions, the number of layers. Those parameters are then optimized with respect to the dataset. During learning phase, the topology of the neural network plays a significant role in whether or not the network can be trained to learn a particular dataset [5, 6, 7] . A simple topology will result in a network that cannot learn to approximate a complex function, while a large topology is probable to result in a network losing its generalization capability. This loss of generalization is the result of overfitting the training data: instead of approximating a function present in the data, a neural network that has an excessively complex structure may have the ability to memorize the dataset, allowing noise within the data to be learned, resulting in imprecise predictions on future samples. In this work, we study the situation of neural network after learning by destructive learning, and the analysis of the convergence rate of the error in a neural network with and without threshold.
Destructive Learning
Network pruning presents a projecting approach for dynamically determining an appropriate network topology. Pruning techniques [8, 9, 10] begin by training a larger than necessary network and then reduce weights and neurons that are deemed redundant. Constructive algorithms present several significant advantages over pruning based algorithms including the ease of specification of the initial network topology, better economy in terms of training time and number of training examples, and potential for converging to a smaller network with superior generalization [11, 12, 13] .
Convergence Rate in a Destructive Neural Network without Thresholds in the Output Layer
In this section we will present the analysis of the convergence of the error in destructive neural network. Let denote a connection weight vector between the -th hidden unit and the input layer, and let w be a weight vector connecting the -th hidden unit with the output layer , The ANN after removing the -th hidden unit is shown in Fig.1 We denote the weight matrices and by ̃a nd ̃, respectively. Then we can write the output error between the outputs of the network for the inputs and the relevant outputs as It is easy to show that the matrix satisfies 〈 〉 ‖ ‖ for arbitrary vector as follows: This shows that the error after determining the weight w between the hidden and output layers is not convergent. In addition, the eigenvalues of this matrix can be obtained as follows: One propriety of the matrix is
, and the other is (3) and (4) we get 〈 〉 ‖ ‖ which implies
Where are the eigenvalues of the matrix . This shows that the error after determining the weight w between the hidden and output layers is not convergent. In addition, the eigenvalues of this matrix can be obtained in details to examine the Convergence rate of the error in more detail. The matrix can be written as The determinant can be transformed by Laplace theorem as
Hence the eigenvalues of this matrix are given by
This shows that the error after determining the weight w between the hidden and output layers is not convergent.
Convergence Rate in a Destructive Neural Network With Thresholds in the Output Layer
We consider the network with thresholds in its output layer before removing one unit in the hidden layer as shown in Fig.2 In this case, we can write
whose simple form is 
∑‖ ‖
We remove one unit from the hidden layer and represent removed weight vectors again by and . By removing one hidden unit, we can write the threshold vector θ as ̃ . The network after removing one hidden unit is shown in Fig.3 . The error function related to this network can be expressed as where we have used again the symbols ̃ and ̃ . The same procedure as in the previous section will be applied in order to determine and so that ( ̃ ̃ ̃) is minimum. Since ̃ and ̃ we can decompose the error function ( ̃ ̃ ̃) as 
From (8) and (9) we get Where are the eigenvalues of the matrix . Next, we calculate the eigenvalues of the matrix to examine the Convergence rate of the error in more detail. The matrix can be written as ………………………………………………..
Using the Laplace theorem, we get
Generally, we have (11) and (12) into (10), we have This theorem shows that the error after determining the weight w and the correction between the hidden and output layers is not convergent.
Conclusion
An Artificial Neural Network (ANN) is an adaptive system that changes its structure based on external or internal information that flows through the network during the learning phase. It also defined as a computational device that consists of many simple connected units (neurons) that work in parallel. The connections between the units or nodes are usually weighted by real-valued weights. Weights are the primary means of learning in neural networks, and a learning algorithm is usually used to adjust the weights. The objective of the network is to learn or to discover some involvement between input and output patterns, to analyze, or to find the structure of the input patterns. The learning process is achieved through the modification of the connection weights between units.This construction of nodes and connections, known as the network's topology, together with the weights of the connections, determines the network's final behavior. Given a neural network topology and a training set, it is possible to optimize the values of the weights in order to minimize an error function by means of any backpropagation-based algorithm or standard optimization techniques.
Producing or deciding what will be a suitable network topology is a task that is usually solved with heuristic algorithms or left to human experts. The process of "manually" design such a topology is iterative, often requires a certain amount of expertise, and it is definitively tiresome. The problem of finding an optimal topology can be thought of as a search problem, where the search space is the space of all possible network topologies, and where the goal is to minimize an error function while conserving generalization capabilities.
More often a destructive search is used: first the algorithm trains a big size of neural network on the data, and then prunes it to increase its generalization capability while preserving its accuracy.
