Abstract. Given a II 1 factor M and a masa A ⊂ M, we prove a version of the Schur-Horn theorem, namely
Introduction
A. Horn obtained in [12] a converse of a result of Schur [21] , finding a sufficient condition on two vectors g, h ∈ R n for the existence of an n × n real symmetric matrix with eigenvalues (counted with multiplicity) h and main diagonal g. This condition can be simply stated as g ≺ h, with ≺ denoting vector majorization.
The combination of the two results, commonly known as Schur-Horn theorem, has played a significant role in many contexts of matrix analysis: although simple, vector majorization expresses a natural and deep relation among vectors, and as such it has been a useful tool both in pure and applied mathematics. We refer to the books [5, 16] and the introductions of [6, 18] for more on this.
During the last 25 years, several extensions of majorization have been proposed among others by Ando [1] (to selfadjoint matrices), Kamei [13] (to selfadjoint operators in a II 1 factor), Hiai [10, 11] (to normal operators in a von Neumann algebra), and Neumann [18] (to vectors in ℓ ∞ (N)). With majorization defined in more general settings, it is natural to ask about extensions of the Schur-Horn theorem.
In [18] , Neumann developed his extension of majorization with the goal of using it to prove a Schur-Horn type theorem in B(H) in the vein of previous works in convexity (see the introduction in [18] for details and bibliography). Other versions of the Schur-Horn theorem have been considered in [3] and [6] . It is interesting to note that the motivation in [18] comes from geometry, in [3] comes from the study of frames on Hilbert spaces, while in [6] it is of an operator theoretic nature.
In [6] Arveson and Kadison proposed the study of a Schur-Horn type theorem in the context of II 1 factors, which are for such purpose the most natural generalization of full matrix algebras. They proved a Schur type theorem for II 1 factors and they posed as a problem a converse of this result, i.e. a Horn type theorem. In this note, we use the modelling of operators developed in [17] to prove a Schur-Horn type theorem that is inspired on Arveson-Kadison's conjecture (Theorem 4.2); more details are provided both below and before Corollary 4.4.
In our results we are forced -by the very same nature of our methods -to consider the strong closure of the set of "diagonals" (in the sense of [6] ) in the II 1 factor M, i.e. the strong closure of E A ( U M (b) ), where A ⊂ M is a masa, E A is the trace preserving conditional expectation onto A, and U M (b) is norm-closure of the unitary orbit of b ∈ M sa . As pointed out in the introduction of [6] , taking closure of the set of "diagonals" is a bold step in the case where the operators are considered in the factor B(H). Indeed, Theorem 15 in [15] shows that when b ∈ B(H) is a projection with both infinite dimensional range and nullspace, the set of diagonals with respect to a discrete masa of B(H) is not norm-closed, thus showing a difference between the study of diagonals and the (topological) results in [18] . Because of this is that we could apply the adjective "topological" to our result. In the end, however, we are of the opinion that in the II 1 factor case the set of diagonals is already closed in the strong operator topology, so that there is no obstruction and thus the distinction becomes void. Still, at the moment we have no proof is this fact.
It is worth mentioning that while most of our results are stated for positive elements, Theorem 4.2 extends to selfadjoint elements (see Remark 4.3 for details).
As a tool to prove our results we analyze several well-known preorders among positive operators in a II 1 factor -namely the usual operator order, spectral dominance, submajorization, and majorization -from the point of view of the modelling from [17] . These preorders play an important role in many papers (among them we mention [8, 10, 11, 13] ), and they arise naturally in several contexts in operator theory and operator algebras: some recent examples closely related to our work are the study of Young's type [9] and Jensen's type inequalities [2, 7] .
The paper is organized as follows: in Section 2 we first introduce notation, and then we proceed to describe our two major technical tools, namely the preorders and the modelling of operators from [17] . We end the section showing how we use these tools to work with the unitary and contractive orbits of operators. In Section 3 we study the spectral scale of the function representations given by the modelling of operators; we then use those results to characterize spectral dominance and submajorization. Finally, we prove a · 1 -approximation result. In Section 4 we prove the II 1 factor version of the Schur-Horn theorem, together with a contractive analog. These results are then compared with Arveson-Kadison's conjecture, and this conjecture is shown to be equivalent to its contractive counterpart.
Preliminaries
Throughout the paper M denotes a II 1 factor with normalized faithful normal trace τ . We denote by M sa , M + , U M , the sets of selfadjoint, positive, and unitary elements of M. By P(M) we mean the set of projections of M. Given a ∈ M + we denote its spectral measure by p a ; thus, p a (∆) is the spectral projection associated with a Borel set ∆ ⊂ R. To avoid bracket abuse we simply write p a (α, β) when ∆ = (α, β). The characteristic function of the set ∆ is denoted by 1 ∆ . For n ∈ N, the algebra of n × n matrices over C is denoted by M n (C), and its unitary group by U n . By R + 0 we mean the set of nonnegative real numbers and by dt integration with respect to Lebesgue measure. To simplify terminology, we will refer to nondecreasing functions and sequences simply as "increasing"; similarly, "decreasing" will be used instead of non-increasing.
Besides the usual operator norm in M, we consider the 1-norm induced by the trace, x 1 = τ (|x|). As we will be always dealing with bounded sets in a II 1 factor, we can profit from the fact that the topologies induced by · 1 and · 2 both agree with the strong operator topology. Because of this we will express our results in terms of strong closures although our computations are based on estimates for · 1 . For X ⊂ M, we shall denote by X and X sot the respective closures in the norm topology and in the strong operator topology.
2.1. Spectral scale and spectral preorders. The spectral scale [19] of a ∈ M sa is defined by
The function λ a : [0, 1) → R + 0 is decreasing and right-continuous. Note that the definition makes sense in any von Neumann algebra with a trace; in fact, in Section 3 we will make use of the spectral scale of functions in the finite von Neumann algebra L ∞ (X, ν) for a probability space (X, ν). If we assume that a ∈ M + it is proven in [8] that
The spectral scale is continuous with respect to both · and · 1 , since [19] (1)
where the norms on the left are those of
respectively. A useful property of the spectral scale is that we can use it to recover the trace, in the following sense:
The unitary orbit of a ∈ M sa is the set U M (a) = {uau * : u ∈ U M }. It is straightforward from the definition of the spectral scale that if b ∈ U M (a) then λ a = λ b . By the continuity (1), λ b = λ a for any b in the · 1 -closure or · -closure of the unitary orbit of a ∈ M sa . A converse of this fact was proved by Kamei in [13] . We summarize this information for future reference:
Let a, b ∈ M sa . We say that a is spectrally dominated by b, written a b, if any of the following (equivalent) statements holds:
We say that a is submajorized by b, written a ≺ w b, if
If in addition τ (a) = τ (b) then we say that a is majorized by b, written a ≺ b.
Remark 2.2. Let a, b ∈ M sa . It is known [19] that (i) if a ≤ b then a b. Thus, using this and (2), sa with σ(a) ⊂ J,
Given x ∈ M we shall consider not only its unitary orbit but also its contractive orbit C M (x), namely
If N ⊂ M is a von Neumann subalgebra and b ∈ M sa , we denote by Ω N (b) and Θ N (b) the sets of elements in N sa that are respectively majorized and submajorized by b, i.e. 
Proof. (i) For any convex function f defined on an interval containing the spectrum of b, Theorem 2.3, with B = M and
(ii) Consider the convex function f (x) = |x|. By Theorem 2.3 and (i) in Remark 2.2,
By (i) and the fact that ubu * ≺ b for every u ∈ U M , we just have to prove that the set Ω N (b) contains the · 1 -accumulation points of E N (U M (b)). So, let (a n ) n∈N ⊂ E N (U M (b)) such that lim n→∞ a n − a 1 = 0 for some a ∈ N . Then, necessarily, a ∈ N sa . By (i), a n ≺ b for every n. Then, by (1),
(iv) By (i) and (ii) in this proof and Remark 2.2, we have
and we can argue as in the proof of (iii).
2.2.
Refining and modelling. We say that a ∈ M + has continuous distribution if the function t → τ (p a (t, ∞)) is continuous. It is easy to see that a has continuous distribution if and only if its spectral measure is diffuse, i.e. p a ({s}) = 0 for every s ∈ σ(a).
Given b ∈ M + , we say that a refines b if there exists an increasing right-
Theorem 2.5 (Modelling of operators [17] ). Let A ⊂ M be a masa and let a ∈ A + . Then there exists a ′ ∈ A + with continuous distribution such that
With the notations above, we say that
Remark 2.6. In Section 4 we will need to check whether a ∈ E A (U M (b)) sot , with A ⊂ M a masa, b ∈ M + , a ∈ A + , and a ≺ b. The modelling of operators from Theorem 2.5 allows us to use the following reduction argument: let a ′ ∈ A + with continuous distribution, such that a ′ refines a and therefore a = h a (a ′ ). Take h b to be the increasing left-continuous function as in (ii) of Theorem 2.5; since
As ǫ was arbitrary, we conclude that
sot , and by exchanging the roles of b and h b (a ′ ) we conclude that we have equality. This means that for our purposes we can assume that a = h a (a
, where h a , h b are increasing left continuous functions and a ′ ∈ A + has continuous distribution; this is the reason why we consider this construction. Similar assumptions can be made to show that a ∈ E A (C M (b)) sot .
Re-arrangements and approximations of functions
For each a ∈ M + , let W * (a) denote the von Neumann subalgebra of M generated by a. Let ν be the regular Borel probability measure given by ν(∆) = τ (p a (∆)), and for an interval J such that σ(a) ⊂ J, consider the von Neumann algebra L ∞ (J, ν) with trace ϕ ν given by integration against ν. It is then straightforward to verify that the map
is a von Neumann algebra isomorphism with ϕ ν (g) = τ (Ψ a (g)). In particular,
+ , then λ b = λ g with λ g denoting the spectral scale of g as an element of the finite von Neumann algebra (
The previous paragraph and Remark 2.6 show that increasing left continuous functions on certain diffuse probability measure spaces are relevant to our study of (the closures of) diagonals of positive operators. Thus, in this section ν denotes a regular diffuse Borel probability measure with supp (ν) ⊂ [α, β] ⊂ R, and h :
It is clear that k is decreasing and right-continuous. Moreover, λ h (t) = h(k(t)).
Indeed, by regularity of the measure we have
Then, because h is increasing and left-continuous, there exists ǫ > 0 such that
. But then k(t) − ǫ would be a lower bound for the set inf{s
, and consider the spectral scale ofh,
So, in this case, λh(t) = 0. Thus, for the rest of the proof we assume t < ν(Y ). Note that k(t + r) < δ, because otherwise we would have
we have, using again that h is increasing and left-continuous,
If X ′ is a ν-measurable set with ν(X ′ ) ≥ 1 − t and ν(X ′ \ X) > 0, then ν(X ′ ∩(k(t+ r), β]) > 0. This implies that h 1 X ′ ≥ k(t + r). Thus λh(t) = h(k(t + r)). 
Using (2) and Lemma 3.1,
Recall classical vector majorization: given g, h ∈ R n we say that g is majorized
where g ↑ , h ↑ denote the vectors obtained from g and h by rearrangement of their entries in increasing order. 
Proof. Clearly g = g ↑ and h = h ↑ since both g and h are increasing and the intervals I i are contiguous and of equal measure.
Using Lemma 3.3 and the fact that g ≺ h, 
Proof. It is clear that if
Then f ≤ h and g ≺ f .
The first part of the following proposition is a translation of Proposition 3.5 to the von Neumann algebra context . The second part is a slight improvement over some results of [10] in the II 1 factor case. Both results complement characterizations of spectral dominance and submajorization obtained in [17] . ′ and note that by the discussion at the beginning of Section 3,
is the scalar measure associated with b ′ ∈ B + and the trace ϕ ν is given by ϕ ν (g) = J g dν. Since both h a , h b are increasing left continuous functions defined on a diffuse probability space, by Proposition 3.5 there exists an increasing left continuous function f :
has the desired properties. Conversely, it is clear that if there exists c ∈ M + such that a ≺ c ≤ b, then a ≺ w b.
(ii) Let a, b ∈ M + with a b. We can again assume without loss of generality that b ∈ B for some masa B ⊂ M. Let b ′ ∈ B + be a positive operator with continuous distribution such that it refines b, as given by Theorem 2.5. If h a , h b are the increasing left continuous functions given by (ii) in Theorem 2.5, then h a ≤ h b . In particular, {h b = 0} ⊂ {h a = 0} so if we put f = 1 {h b =0} ·h
To see the converse, let a ∈ C M (b). Then a b, since by (ii) in Remark 2.2 v * bv b for any contraction v ∈ M, and by (1) the spectral scale is uniformly continuous with respect to the operator norm.
Approximations by simple functions.
The technique we will use in Section 4 to prove Theorem 4.2 relies on reducing the general case to the non-atomic case, and on using discrete approximations that allow us to use the classical Schur-Horn theorem. In this section we study in what sense these discrete approximations converge; this is achieved by developing some (mostly standard) approximation results for diffuse probability measures of compact support on the real line.
We keep denoting by ν a regular diffuse Borel probability measure with supp (ν) ⊂ [α, β] ⊂ R. We define inductively a sequence of partitions of [α, β] as follows: set P 0 = {α, β} and given P n as in Remark 3.2 we construct P n+1 by putting x n+1 for each i = 1, . . . , 2 n+1 . The existence of these partitions is guaranteed by the fact that the accumulation function g(t) = ν([α, t]) is continuous, but they are not unique, because g may fail to be strictly increasing. We say that the family of partitions {I
It is clear that each operator E n is a linear contraction for both · 1 and · ∞ .
the associated family of discrete approximations, and let g ∈ C([α, β]). Then
Proof. For each t ∈ [α, β] and n ∈ N, let I n (t) be the unique sub-interval in {I
such that t ∈ I n (t) and let a n (t) denote the length of I n (t). Then, a n (t) ≥ a n+1 (t) and so the sequence {a n (t)} n converges. Let l(t) = lim n→∞ a n (t).
Then lim n→∞ E n (g)(t) = g(t) whenever l(t) = 0. Indeed, let t ∈ [α, β] such that l(t) = 0 and let ε > 0. By uniform continuity there exists δ > 0 such that |g(t) − g(s)| ≤ ε whenever |t − s| ≤ δ. Take n ∈ N such that a n (t) ≤ δ; then the claim follows from
The proof will be complete by showing that ν({t : l(t) > 0}) = 0. Let ε > 0. For each n ∈ N such that (β − α)/2 n ≤ ε, there exists a certain subset K ⊂ {1, . . . , 2 2n } with
For each i ∈ K, choose t i ∈ I (2n) i and note that
So |K| ≤ 2 n , and we get
From (5) and (6) we see that ν({t : l(t) > ε}) = 0 and since ε > 0 is arbitrary, we conclude that ν({t : l(t) > 0}) = 0.
, n ∈ N, be a ν-dyadic partition of [α, β] and let {E n } n∈N be the associated family of discrete approximations. Then, for every g ∈ L 1 (ν),
Proof. Consider first a continuous function g. By Lemma 3.8, lim n→∞ E n (g)(t) = g(t) ν-a.e. Since the linear operators E n are · ∞ -contractive, the sequence of simple functions {E n (g)} n∈N is uniformly bounded by g ∞ . Therefore, by Lebesgue's dominated convergence theorem, we conclude that g satisfies (7). Since continuous functions are dense in L 1 (I, ν) (because the measure is regular [20, 2.18] ) and because the operators E n are · 1 -contractive for every n ∈ N, a standard ε/2 argument shows that the approximation (7) holds for any g ∈ L 1 (ν).
A Schur-Horn Theorem for II 1 factors
The algebra D of diagonal matrices is a masa in (M n (C), tr). Conversely, every masa of (M n (C), tr) is the set of diagonal matrices with respect to a certain basis. Given A ∈ M n (C) sa , A = (a ij ), we use the notation diag(A) = (a 11 , a 22 , . . . , a nn ), λ(A) = (λ 1 , . . . , λ n ) ∈ C n , where λ 1 , . . . , λ n are the eigenvalues of A counted with multiplicity and arranged in decreasing order. If g ∈ C n , we denote by M g the matrix with the entries of g in the diagonal and zero off-diagonal. The projection E D of M n (C) onto D is then given by E D (A) = M diag(A) . We use {e ij } to denote the canonical system of matrix units in M n (C).
In 1923, I. Schur [21] proved that if A ∈ M n (C) sa then diag(A) ≺ λ(A). In 1954, A. Horn [12] proved the converse: given g, h ∈ R n with g ≺ h, there exists a selfadjoint matrix A ∈ M n (C) such that diag(A) = g, λ(A) = h. Since every selfadjoint matrix is diagonalizable, the results of Schur and Horn can be combined in the following assertion: given g, h ∈ R n , then g ≺ h if and only if there exists
Yet a more compact way of writing the double implication in the Schur-Horn theorem is the identity 
Proof. Since the projections p i are equivalent in M, for each i there exists a partial isometry
The relations (11) imply that π is a *-monomorphism and it is clear that (9) is satisfied too. Moreover,
Finally, we check (10) :
Recall that before Proposition 2.4 we defined the sets Ω N (b) and Θ N (b) of those elements in N sa that are respectively majorized and submajorized by 
Proof. By Proposition 2.4, we only need to prove 
sot . So we can assume that b = h b (a ′ ) ∈ A + , where a ′ ∈ A + has continuous distribution and refines a. Taking h a to be the increasing left continuous function given in (ii) of theorem 2.5, we have h a (a ′ ) = a and h a ≺ h b in (L ∞ (ν), ϕ ν ) by the discussion at the beginning of Section 3.
Let {I
, n ∈ N, be a ν-dyadic partition of I and let ǫ > 0. By Proposition 3.9 and the fact that Ψ a : L ∞ (I, ν) → W * (a) is a trace-preserving von Neumann algebra isomorphism (so in particular · 1 -isometric), there exists n ∈ N such that
n , all equivalent, and with the vectors g, h ∈ R 2 n given by
Then, by Proposition 3.4, g = g ↑ , h = h ↑ , and g ≺ h. By the classical Schur-Horn theorem there exists U ∈ U n (C) such that
Consider the *-monomorphism π of Lemma 4.1 associated with the orthogonal family of projections
By (10) and (14),
Using (13), we conclude that
As ǫ was arbitrary, we obtain a
Remark 4.3. Given b ∈ M sa , it is straightforward to verify that λ b+αI (t) = λ b (t)+ α. From this we can see that, for a, b ∈ M sa and α ∈ R, we have a ≺ b if and only if a + αI ≺ b + αI. In other words, majorization between selfadjoint operators can be "translated" in terms of majorization between positive operators (by choosing 
So we see that Theorem 4.2 holds in fact for b ∈ M sa .
In [6] , Arveson and Kadison posed the problem whether for b ∈ M sa , with the notations of Theorem 4.2,
When b ∈ M + , Theorem 2.1 implies that an affirmative answer to ArvesonKadison's problem is equivalent to
As a description of the set Ω A (b), (12) is weaker than (15) , since in general
An affirmative answer to Arveson-Kadison's problem would imply equality in (16) . We think it is indeed the case, although a proof cannot emerge from our present methods.
sot is convex and σ-weakly compact.
Proof. We will show that Ω A (b) is convex and σ-weakly compact, and then Theorem 4.2 and its extension to selfadjoint operators justify the assertion, since the strong, weak, and σ-weak closures coincide on convex bounded sets. It is a well-known fact in majorization theory in II 1 factors ( [4] , [10] ) that
This shows that Ω M (b) is both convex and σ-weakly compact. By Proposition 2.4, 
To prove the other inclusion, let a ∈ A + be such that a ≺ w b. By (i) in Proposition 3.6 there exists c ∈ M + such that a ≺ c ≤ b. By Theorem 4.2,
Note that, since c ≤ b, c b (Remark 2.2). Then, by (ii) in Proposition 3.6,
Let ε > 0. By (18) and (19) there exist u ∈ U M and a contraction v ∈ M such that a − E A (u * c u) 1 ≤ ǫ and c − v * bv ≤ ǫ. Then
As ǫ was arbitrary, we get a ∈ E A (C M (b)) sot , and this in turn implies
Remark 4.6. The property of E A (U M (b)) sot being convex is equivalent to Theo-
sot is convex, then by the proof of Corollary 4.4
while the other inclusion is given by Proposition 2.4.
Open questions. As we have already remarked, Arveson-Kadison's problem is still open. We tend to think that the answer is affirmative, but it is clear that different techniques from those used in this paper will be needed to establish such fact. We would also like to point out the following related conjecture: Then an approximation argument similar to that in the proof of Theorem 4.5 shows that a ∈ E A (C M (b)).
(ii)⇒(i). As explained in Remark 4.3, it is enough to assume b ∈ M + . Let a ∈ Ω A (b). The following argument was inspired by the proof of Theorem 4.1 in [6] . Since in particular a ∈ Θ A (b) ∩ A + , by hypothesis there exist c ∈ M + and a sequence (v n ) n∈N ⊂ M with v n ≤ 1, n ∈ N, such that (20) lim Using Theorem 2.1,
Proof of the claim: Since v n ≤ 1, p v n v * n p ≤ p and so |v * n p| ≤ p since the function f (x) = √ x is operator monotone. By (20) , 
