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Abstrakt
Hlavnı´m za´meˇrem te´to pra´ce je popsat principy a vyuzˇitı´ syste´mu˚ pro prˇeda´va´nı´ zpra´v
(messaging syste´my). Du˚raz je kladen prˇedevsˇı´m na mozˇnosti pouzˇitı´ na platformeˇ Java
Enterprise Edition prostrˇednictvı´m technologie Java Message Service. U´vodnı´ cˇa´st pra´ce
se zaby´va´ obecny´mi principy syste´mu˚ prˇeda´vajı´cı´ch si zpra´vy spolu s aspekty asyn-
chronnı´ komunikace mezi syste´my (vcˇetneˇ prˇedstavenı´ jejı´ch u´cˇastnı´ku˚). V dalsˇı´ cˇa´sti
pra´ce seznamuje cˇtena´rˇe se specifikacı´ technologie Java Message Service a jejı´m apli-
kacˇnı´m rozhranı´m. Na´sledneˇ jsou strucˇneˇ prˇedstaveny neˇktere´ existujı´cı´ implementace
messaging syste´mu˚, prˇicˇemzˇ je blı´zˇe popsa´na open-source implementace HornetQ (drˇı´ve
JBoss Messaging) od divize JBoss spolecˇnosti Red Hat, Inc. a take´ mozˇnost napojenı´ na
aplikace jiny´ch platforem prostrˇednictvı´m protokolu STOMP. Na za´veˇr pra´ce je prˇiblı´-
zˇena implementace uka´zkove´ aplikace, demonstrujı´cı´ rozlicˇne´ schopnosti Java Message
Service API.
Klı´cˇova´ slova: asynchronnı´ komunikace, distribuovany´ syste´m, HornetQ, Java Enter-
prise Edition, Java Message Service, Message-Oriented Middleware, prˇeda´va´nı´ zpra´v
Abstract
Themain intention of this thesis is to describe the principles and the utilization ofmessage
sending systems. The stress is mainly laid on the options of application on the Java
Platform,EnerpriseEditionbymeansof the JavaMessage Service technology. Theopening
part of the thesis deals with the general principles of messaging systems along with the
aspects of asynchronous communication between systems (including an introduction of
its participants). In the following part readers are apprised of the contents of the Java
Message Service Specification and its application programming interface. Subsequently
some existing implementations of messaging systems are briefly introduced, whereas
the open-source implementation of HornetQ (formerly known as JBoss Mesaging) from
JBoss, a division of RedHat, Inc., is describedmore closely aswell as the option to connect
it to other platforms’ applications through the STOMP protocol. At the end of the thesis
an implementation of the example application is outlined, showing the various features
of the Java Message Service API.
Keywords: asynchronous communication, distributed system, HornetQ, Java Enterprise
Edition, Java Message Service, Message-Oriented Middleware, message passing
Seznam pouzˇity´ch zkratek a symbolu˚
ACL – Access Control List
AIO – Asynchronous Input/Output
AMQP – Advanced Message Queuing Protocol
API – Application Programming Interface
BMT – Bean-Managed Transactions
CMT – Container-Managed Transactions
CORBA – Common Object Request Broker Architecture
DAO – Data Access Object
DCOM – Distributed Component Object Model
EAI – Enterprise Application Integration
EJB – Enterprise JavaBean
ESB – Enterprise Service Bus
FTP – File Transfer Protocol
HTTP – HyperText Transfer Protocol
HTTPS – HyperText Transfer Protocol Secured
IP – Internet Protocol
J2EE – Java 2 Platform, Enterprise Edition
J2SE – Java 2 Platform, Standard Edition
JAAS – Java Authentication and Authorization Service
Java EE – Java Platform, Enterprise Edition
JCA – Java EE Conector Architecture
JCP – Java Community Process
JDBC – Java DataBase Connectivity
JMS – Java Message Service
JNDI – Java Naming and Directory Interface
JRE – Java Runtime Environment
JSP – JavaServer Pages
JSR – Java Specification Request
JTA – Java Transaction API
JTS – Java Transaction Service
JVM – Java Virtual Machine
LDAP – Lightweight Directory Access Protocol
MDB – Message Driven Bean
MOM – Message-Oriented Middleware
NMS – .NET Message Service
OTP – Open Telecom Platform
PHP – Personal Home Page
POJO – Plain Old Java Object
REST – Representional State Transfer
RMI – Remote Method Invocation
RPC – Remote Procedure Call
SOA – Service Oriented Architecture
SOAP – Simple Object Access Protocol
SQL – Structured Query Language
SSL – Secure Sockets Layer
STOMP – Streaming Text Orientated Messaging Protocol
TCP – Transmission Control Protocol
TLS – Transport Layer Security
UDDI – Universal Description, Discovery and Integration
UML – Unified Modeling Language
URI – Uniform Resource Identifier
VPN – Virtual Private Network
W3C – World Wide Web Consortium
WAN – Wide Area Network
WSDL – Web Service Description Language
XML – eXtensible Markup Language
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71 U´vod
Podnikove´ syste´my pro zası´la´nı´ zpra´v (neboli messaging syste´my) se sta´vajı´ za´kladnı´
stavebnı´ komponentou pro integraci internı´ch procesu˚ obchodnı´ch spolecˇnostı´. Tyto
produkty mnohdy oznacˇovane´ jako middleware zalozˇeny´ na prˇeda´va´nı´ zpra´v neboli
Message-Oriented Middleware (zkra´ceneˇ MOM) umozˇnˇujı´, aby oddeˇlene´ syste´move´ kom-
ponenty a aplikacemohli by´t zkombinova´nydo spolehlive´ho a prˇitompruzˇne´ho syste´mu,
cˇı´mzˇ vy´razneˇ usnadnˇujı´ tvorbu distribuovany´ch aplikacı´ naprˇı´cˇ heterogennı´mi platfor-
mami.
Aplikace a sluzˇby napsane´ v jazyce Java bymeˇli by´t schopne´ pouzˇı´vat tyto messaging
syste´my. Proto byla navrzˇena a vyvinuta specifikace JavaMessage Service (ve zkratce JMS),
ktera´ na platformeˇ Java, Enterprise Edition, (Java EE) poskytuje jednotny´ prˇı´stup k teˇmto
syste´mu˚m prˇi zachova´nı´ prˇenositelnosti vyvinuty´ch komponent.[1]
Tato pra´ce si klade za cı´l uve´st cˇtena´rˇe do problematiky syste´mu˚ prˇeda´va´nı´ zpra´v,
sezna´mit jej s principy tvorby distribuovany´ch syste´mu˚ prostrˇednictvı´m middleware
produktu˚ na platformeˇ Java EE s vyuzˇitı´m JMS a prˇı´pady pouzˇitı´ takovy´ch produktu˚,
prˇedstavit mozˇnosti a sı´lu JMS stejneˇ tak, jako u´skalı´ a na´strahy, jenzˇ s sebou prˇina´sˇı´ jeho
integrace. Cˇtena´rˇ bude blı´zˇe obezna´men s vlastnostmi a specifiky produktu HornetQ,
jenzˇ je vyuzˇit pro implementaci demonstracˇnı´ch prˇı´kladu˚, v nichzˇ budou na´zorneˇ prˇed-
vedeny sˇiroke´ mozˇnosti JMS. Dojde take´ na prˇedstavenı´ protokolu STOMP, jehozˇ pomocı´
si lze prˇeda´vat zpra´vy s HornetQ serverem i mimo platformu Java, tedy s vyuzˇitı´m kli-
entu˚ vytvorˇeny´ch v jiny´ch programovacı´ch jazycı´ch. Tuto diplomovou pra´ci bude tedy
mozˇno do jiste´ mı´ry pouzˇı´vat jako prˇı´rucˇku, cˇi manua´l prˇi za´jmu o neˇkterou z uvedeny´ch
technologiı´ a problematik.
1.1 Pozˇadavky a prˇedpoklady
Pro zvla´dnutı´ textu v plne´ mı´rˇe se prˇedpokla´da´ cˇtena´rˇova za´kladnı´ znalost neˇktery´ch
pojmu˚ z problematiky distribuovany´ch syste´mu˚, sı´t’ovy´ch protokolu˚ a prˇedevsˇı´m pak
principu˚ programovacı´ho jazyka JavaTM a platformy Java EE, vcˇetneˇ neˇkolika za´kladnı´ch
technologiı´ te´to platformy jako jsou JDBC, RMI, JNDI, EJB, servlety a JSP. Vhodne´ je take´
poveˇdomı´ o konceptech tvorby XML dokumentu˚ a fungova´nı´ webovy´ch sluzˇeb spolu
s technologiemi, na nichzˇ jsou postaveny.
1.2 Struktura pra´ce
Po u´vodnı´ kapitole pra´ce pokracˇuje kapitolami, ktere´ cˇtena´rˇu˚m prˇiblizˇujı´ pozadı´ proble-
matiky tvorby distribuovany´ch syste´mu˚ za pomoci produktu˚ pro prˇeda´va´nı´ zpra´v spolu
s principy a termı´ny, jenzˇ se v te´to dome´neˇ objevujı´. Na´sledneˇ jsou strucˇneˇ prˇedstaveny
neˇktere´ protokoly, ktere´ se pro prˇeda´va´nı´ zpra´v pouzˇı´vajı´, prˇicˇemzˇ je podrobneˇji rozebra´n
protokol STOMP.
Technologie JMS je podrobneˇ popsa´na azˇ v na´sledujı´cı´ obsa´hle´ kapitole. Jejı´ podka-
pitoly prezentujı´ motivaci jejı´ho vzniku, jejı´ architekturu a strukturu jejı´ch jednotlivy´ch
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jejı´ho aplikacˇnı´ho rozhranı´ vcˇetneˇ zpu˚sobu jejich pouzˇitı´.
Pote´ (v kapitole 5) jsou zmı´neˇny take´ ota´zky zabezpecˇenı´ teˇchto syste´mu˚ a zpu˚sob
ochrany dat.
Na´sledujı´cı´ kapitola se zaby´va´ open source messaging syste´mem HornetQ, ktery´ byl
pouzˇit pro tvorbu demonstracˇnı´ho prˇı´kladu. Jsou prˇedstaveny jeho vlastnosti, mozˇnosti
a specifika.
Na za´veˇr je strucˇneˇ prˇedstavena implementace demonstracˇnı´ho prˇı´kladu s vyuzˇitı´m
JMS API, protokolu STOMP a HornetQ jako messaging serveru.
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S na´stupem internetu se pro spolecˇnosti usilujı´cı´ o tvorbu pruzˇny´ch a sˇka´lovatelny´ch
podnikovy´ch aplikacı´ stalomnohemdu˚lezˇiteˇjsˇı´ vyuzˇitı´ distribuovane´ho zpracova´nı´ u´loh.
Oznacˇenı´ distribuovany´ syste´m (distributed system) prˇedznamena´va´, zˇe ru˚zne´ cˇa´sti sys-
te´mu mohou by´t umı´steˇny na ru˚zny´ch strojı´ch. Tyto stroje mohou lezˇet vedle sebe ve
stejne´ mı´stnosti cˇi mohou by´t rozmı´steˇny v ru˚zny´ch zemı´ch po cele´m sveˇteˇ. Stroje se vsˇak
umist’ujı´ tam, kde jsou potrˇeba, a ru˚zne´ cˇa´sti distribuovane´ho syste´mu beˇzˇı´ na strojı´ch,
ktere´ se pro danou oblast syste´mu nejvı´ce hodı´.
Prˇi dekompozici slozˇite´ aplikace na neˇkolik komponent a prˇi jejich na´sledne´ instalaci
na vı´ce stroju˚ je nutno pocˇı´tat s mnoha dalsˇı´mi faktory, ktere´ ovlivnˇujı´ na´vrh syste´mu,
jako jsou nesouroda´ architektura stroju˚ (naprˇ.: Intel vs. Alpha), rozdı´lne´ operacˇnı´ syste´my,
sˇı´rˇka pa´sma sı´teˇ (tj. mnozˇstvı´ dat, jezˇ lze prˇene´st od jednoho stroje k jine´mu, potazˇmo
rychlost prˇenosu dat) a mnoho dalsˇı´ch du˚vodu˚, kvu˚li nimzˇ mu˚zˇe sı´t’ova´ komunikace
havarovat. Ve zkratce, slozˇitost distribuovane´ho syste´mu je exponencia´lneˇ vysˇsˇı´, nezˇ
slozˇitost ekvivalentnı´ho syste´mu nedistribuovane´ho.[2]
2.1 Dekompozice distribuovane´ho syste´mu
Samotny´ distribuovany´ syste´m (resp. jeho ko´d) mu˚zˇe by´t logicky rozlozˇen nejme´neˇ na
dva dı´ly — vlastnı´ funkcˇnı´ ko´d a ko´d infrastruktury.
2.1.1 Funkcˇnı´ ko´d
Funkcˇnı´ ko´d zajisˇt’uje vlastnı´ byznys funkcionalitu syste´mu a neza´visı´ na skutecˇnosti, zda
je syste´m distribuovany´ cˇi nikoliv. Funkcˇnı´ ko´d je tedy reprezentova´n komponentami,
moduly, aplikacemi, funkcemi a procedurami, jimizˇ je implementova´na samotna´ agenda
syste´mu.
2.1.2 Ko´d infrastruktury
Na druhou stranu ko´d infrastruktury je prˇı´mo podmı´neˇn distribuovanostı´ syste´mu.
Jestlizˇe syste´m nenı´ distribuovany´, tato porce ko´du te´meˇrˇ vymizı´. Naproti tomu v dis-
tribuovane´m syste´mu mu˚zˇe by´t ko´d infrastruktury velmi slozˇity´ a mu˚zˇe by´t dokonce
rozsa´hlejsˇı´ nezˇ vlastnı´ funkcˇnı´ ko´d. Prima´rnı´m u´cˇelem ko´du infrastruktury je prˇenos dat
mezi jednotlivy´mi cˇa´stmi distribuovane´ho syste´mu, tj. zajisˇteˇnı´ komunikace a spolupra´ce
modulu˚ syste´mu.
Takovy´ ko´d sice neplnı´ zˇa´dnou byznys agendu syste´mu a neprˇina´sˇı´ tak koncove´mu
uzˇivateli zˇa´dnou hodnotu, avsˇak z pochopitelny´ch du˚vodu˚ jej nelze z aplikace zcela
eliminovat. Nasˇteˇstı´ ko´d infrastruktury nenı´ za´visly´ na byznys u´cˇelu syste´mu, ny´brzˇ
pouze na jeho distribuovanosti, a mu˚zˇe by´t tedy pouzˇit opakovaneˇ prˇi podobne´ situaci
v jiny´ch syste´mech. Proto nejlepsˇı´ vy´chodisko z te´to situace nabı´zı´ znovupouzˇitelnost.
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2.2 Middleware
Bylo vyvinuto mnoho knihoven, ktere´ polozˇily za´klad pro vytvorˇenı´ rˇady standardu˚
tvorby distribuovany´ch syste´mu˚. K nejrozsˇı´rˇeneˇjsˇı´m patrˇı´ technologieDistributed Compo-
nent Object Model (DCOM) od spolecˇnosti Microsoft, Remote Method Invocation (RMI) od
firmy Sun cˇiCommonObject Request Broker Architecture (CORBA) skupinyOMG. Tento ko´d
infrastruktury je beˇzˇneˇ oznacˇova´n jako middleware, nebot’vystupuje jako jaky´si prostrˇed-
nı´k (mezivrstva) mezi komunikujı´cı´mi aplikacemi. Jedna´ se tedy o software pouzˇı´vany´
pro vza´jemne´ propojenı´ softwarovy´ch aplikacı´, poskytujı´cı´ specializovane´ sluzˇby a inte-
roperabilitu mezi distribuovany´mi aplikacemi.[3]
Na za´kladeˇ prˇı´stupu, jehozˇmiddleware pouzˇı´va´ pro prˇenos datmezi distribuovany´mi
softwarovy´mi aplikacemi, mu˚zˇeme rozlisˇit dva podstatneˇ rozdı´lne´ typy middleware.
Jedna´ se o middleware zalozˇeny´ na vzda´lene´m vola´nı´ procedur (RPC-based middleware)
a middleware zalozˇeny´ na zası´la´nı´ zpra´v (Message-oriented middleware).1
2.3 Vzda´lene´ vola´nı´ procedur
Do kategorie middleware zalozˇene´ho na vzda´lene´m vola´nı´ procedur, kam pro tentokra´t
zarˇadı´me i software pro dotazova´nı´ objektu˚ a vola´nı´ jejich metod, je postaven, jak na´zev
napovı´da´, na koncepci vzda´lene´ho vola´nı´ procedur, neboli Remote Procedure Call (RPC).
Vzda´lene´ vola´nı´ procedur (rˇı´dcˇeji oznacˇova´no termı´nem vzda´lene´ vola´nı´ funkcı´) je
typ meziprocesnı´ komunikace, ktera´ umozˇnˇuje spousˇteˇt procedury vzda´lene´ho syste´mu
(tzv. serveru), tedy obecneˇ nacha´zejı´cı´ se v jine´m adresnı´m prostoru (v beˇzˇne´m prˇı´padeˇ
umı´steˇne´m na jine´m stroji dostupne´m prostrˇednictvı´m sdı´lene´ sı´teˇ), anizˇ by programa´tor
musel explicitneˇ implementovat podrobnosti te´to vzda´lene´ interakce. Vy´sledky vzda´le-
ne´ho vola´nı´ jsou prˇitom prˇeneseny do adresnı´ho prostoru volajı´cı´ aplikace (oznacˇovane´
termı´nem klient), kde mohou by´t pouzˇity k dalsˇı´mu zpracova´nı´. Du˚sledkem tohoto prin-
cipu je situace, kdy programa´tor vı´ceme´neˇ pı´sˇe stejny´ ko´d, at’ jizˇ je volana´ procedura
loka´lnı´, cˇi vzda´lena´.
2.3.1 Pru˚beˇh vzda´lene´ho vola´nı´
Vzda´lene´ vola´nı´ procedury (resp. funkce) nasta´va´, kdyzˇ klient vysˇle pozˇadavek vzda´-
lene´mu serveru, aby spustil urcˇitou proceduru (funkci) s dany´mi parametry. Prˇedem
zna´my´ vzda´leny´ server spustı´ pozˇadovanou proceduru a po ukoncˇenı´ jejı´ho beˇhu zasˇle
klientovi odpoveˇd’ a klientska´ aplikace pokracˇuje da´l ve sve´m zpracova´nı´. Zatı´mco ser-
ver zpracova´va´ vola´nı´, klient je blokova´n a cˇeka´, dokud server nedokoncˇı´ zpracova´va´nı´
a nevra´tı´ mu odpoveˇd’. Teprve azˇ pote´ obnovı´ svu˚j beˇh.
Prˇı´kladempodobne´ho principu z rea´lne´ho sveˇtamu˚zˇe by´t telefonnı´ hovormezi dveˇmi
osobami. Jedna osoba zacˇnemluvit k druhe´, zatı´mco ta posloucha´, dokud prvnı´ neskoncˇı´.
1Pojem middleware nepokry´va´ pouze dveˇ zminˇovane´ kategorie produktu˚, ale i produkty pro prˇı´stup
k datu˚m (tzv. databa´zovy´, nebo take´ na SQL orientovany´ middleware), pro dotazova´nı´ objektu˚ (Object
Request Brokers (ORB)), pro monitorova´nı´ zpracova´nı´ distribuovany´ch transakcı´ (Distributed transaction
processing (DTP) monitors) a dalsˇı´.
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Druha´ osoba zpracuje zı´skane´ informace a odpovı´ prvnı´ osobeˇ. Po celou tuto dobu prvnı´
osoba trpeˇliveˇ cˇeka´ na odpoveˇd’druhe´ osoby.
Jako za´stupce tohoto typu chova´nı´ lze uve´st technologie Java RMI, CORBA,Microsoft
DCOM, ale trˇeba i webove´ sluzˇby.
Architektura takove´hoto syste´mu by´va´ podle u´cˇinkujı´cı´ch oznacˇova´na termı´nem
klient-server, prˇicˇemzˇ na model samotne´ komunikace je poukazova´no jako na princip
pozˇadavek-odpoveˇd’ (request-reply). Navı´c vzhledem k tomu, zˇe klientska´ aplikace, pouzˇı´va-
jı´cı´ pro prˇenos dat middleware zalozˇeny´ na vzda´lene´m vola´nı´ procedur, musı´ cˇekat, nezˇ
aplikace serveru ukoncˇı´ zpracova´va´nı´ dat, oznacˇujeme tento typ komunikace jako syn-
chronnı´ a o komunikujı´cı´ch procesech hovorˇı´me jako o teˇsneˇ sva´zany´ch (tightly coupled)
procesech jeden k druhe´mu.[4]
2.3.2 Vy´kon syste´mu˚ zalozˇeny´ch na RPC
Vy´kon distribuovany´ch syste´mu˚ pouzˇı´vajı´cı´ch jako komunikacˇnı´ho prostrˇedku vzda´lene´
vola´nı´ procedur je tedy vzhledem k nutnosti cˇekat na vyrˇı´zenı´ jednoho pozˇadavku prˇed
zpracova´nı´m dalsˇı´ho limitova´n prˇedevsˇı´m dobou zpozˇdeˇnı´ na sı´ti vznikajı´cı´m prˇenosem
dat z klienta na server a zpeˇt (tzv. round-trip time) neboli latencı´ (latency) sı´teˇ.[5]
2.4 Middleware zalozˇeny´ na zası´la´nı´ zpra´v
Middleware zalozˇeny´ na posı´la´nı´ zpra´v neboli Message-Oriented Middleware (zkra´ceneˇ
MOM)2 prˇedstavuje zcela odlisˇny´ typ middleware, jehozˇ na´zorny´ prˇı´klad mu˚zˇe prˇedsta-
vovat komunikace dvou osob prostrˇednictvı´m posˇtovnı´ sluzˇby. Prvnı´ osoba necˇeka´ po
odesla´nı´ za´silky na odpoveˇd’, nezˇ zacˇne deˇlat cokoliv jine´ho, ale da´l norma´lneˇ pokracˇuje
ve sve´ cˇinnosti. Odpoveˇd’ od druhe´ osoby obdrzˇı´ azˇ v neˇjake´m okamzˇiku pote´, anizˇ by
cˇinnosti prova´deˇne´ v mezidobı´ mezi teˇmito uda´lostmi na obdrzˇene´ odpoveˇdi neˇjak za´-
visely. Navı´c pokud nenı´ osoba adresa´ta za´silky zrovna dostupna´ v dobeˇ dorucˇenı´, je
za´silka uchova´na (na posˇteˇ, cˇi ve schra´nce) do doby, nezˇ si ji mu˚zˇe vyzvednout.
2.4.1 Principy MOM
Mysˇlenka, na nı´zˇ stavı´ messaging syste´my, je tedy v celku jednoducha´. Spocˇı´va´ totizˇ
v umı´steˇnı´ prostrˇednı´ka mezi libovolne´ dveˇ cˇa´sti distribuovane´ho syste´mu, jezˇ potrˇebujı´
navza´jem komunikovat (a tedy prˇena´sˇet data). Mı´sto aby byla data prˇena´sˇena prˇı´mo
od jedne´ aplikace k druhe´, prˇena´sˇejı´ aplikace tato data prˇes prostrˇednı´ka. Tı´mto pro-
strˇednı´kem je pra´veˇ messaging syste´m (v prˇedchozı´m prˇı´kladu zastupova´n posˇtovnı´
sluzˇbou), ktery´ tak odstranˇuje vazbu mezi komunikujı´cı´mi aplikacemi, nebot’ aplikace
komunikujı´ vzˇdy pouze s nı´m a nikdy prˇı´mo. Aplikace tedy vu˚bec ani nemusejı´ veˇdeˇt
o sve´ existenci. Tento princip by´va´ oznacˇova´n jako asynchronnı´ komunikace3, prˇicˇemzˇ
hovorˇı´me o volne´ vazbeˇ mezi aplikacemi (tzv. loosely coupled aplikace).[6] Komunikujı´cı´
2Syste´my MOM jsou pro jednoduchost v textu da´le oznacˇova´ny jako messaging syste´my.
3Veˇtsˇina messaging syste´mu˚ sice take´ podporuje jistou formu synchronnı´ komunikace typu pozˇadavek-
odpoveˇd’, ale tato schopnost nenı´ teˇzˇisˇteˇm teˇchto syste´mu˚.
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aplikace (oznacˇova´ny jako klienti) majı´ navza´jem rovnocenne´ postavenı´. Mluvı´me o tzv.
klient-klient architekturˇe (neboli peer-to-peer).
Dalsˇı´m aspektem messaging syste´mu˚, jenzˇ zasluhuje pozornost, je fakt, zˇe v prˇı´padeˇ,
kdy druha´ aplikace je z neˇjake´ho du˚vodu nedostupna´ (kuprˇ. aplikace nebeˇzˇı´ nebo se
vyskytl sı´t’ovy´ proble´m), MOM zajistı´, aby zˇa´dna´ aktua´lneˇ nedorucˇitelna´ zpra´va nebyla
ztracena, a pozdrzˇı´ jejı´ odesla´nı´ do doby, nezˇ bude jejı´ dorucˇenı´ mozˇne´. Tohoto efektu
je veˇtsˇinou dosazˇeno pomocı´ uchova´va´nı´ zpra´v ve zvla´sˇtnı´m u´lozˇisˇti oznacˇovane´m jako
fronta zpra´v. Tento mechanismus umozˇnˇuje aplikacı´m distribuovane´ho syste´mu pouzˇı´va-
jı´cı´m MOM, aby meˇly zcela odlisˇne´ doby beˇhu, cˇı´mzˇ je potlacˇena potrˇeba soubeˇzˇne´ho
chodu aplikacı´. Messaging syste´m se navı´c stara´, nejen aby zpra´vy nebyly ztraceny, ale
ani dorucˇeny mimo porˇadı´ cˇi duplikova´ny.[2]
Tato uvolneˇna´ koncepce umozˇnˇuje, aby moduly syste´mu byly distribuova´ny naprˇı´cˇ
heterogennı´m prostrˇedı´m (prˇesahujı´cı´m ru˚zne´ platformy, operacˇnı´ syste´my a sı´t’ove´ pro-
tokoly), a za´rovenˇ snizˇuje na´rocˇnost vy´voje aplikacı´ (izolova´nı´m vy´voja´rˇe od detailu˚
jednotlivy´ch operacˇnı´ch syste´mu˚ a sı´t’ovy´ch rozhranı´).
2.4.2 Vy´kon MOM
Vy´kon asynchronnı´ch syste´mu˚, kdy lze rozva´deˇt tok zpra´v ru˚zny´mi smeˇry, anizˇ by bylo
nutne´ cˇekat na jejich zpracova´nı´, jako je tomu u syste´mu˚ synchronnı´ch, nenı´ limitova´n
latencı´ sı´teˇ, avsˇak jejı´ propustnostı´ (bandwidth). To vy´voja´rˇu˚m dovoluje vytva´rˇet veˇtsˇinou
daleko vy´konneˇjsˇı´ aplikace.[5]
2.4.3 Vy´hody MOM
Jak jizˇ bylo mozˇno vypozorovat v prˇedchozı´ch pasa´zˇı´ch textu, syste´my interagujı´cı´ asyn-
chronnı´m zpu˚sobemmohou snı´zˇit cˇi zcela odstranit neˇktera´ rizika spojena´ se synchronnı´
interakcı´. Hlavnı´ vy´hody protokolu˚ asynchronnı´ komunikace zalozˇene´ na prˇeda´va´nı´
zpra´v lezˇı´ prˇedevsˇı´m v jejich schopnosti uchova´vat, smeˇrovat a transformovat zpra´vy
v procesu jejich dorucˇova´nı´.[6]
Nebot’pozˇadavky ve formeˇ zpra´v jsou uchova´ny ve fronteˇ zpra´v, dokud si je prˇı´jemce
nevyzvedne, nenı´ nutne´, aby obeˇ strany komunikace – odesı´latel a prˇı´jemce – byly do-
stupne´ na sı´ti ve stejnou dobu. Za´rovenˇ jsou tak snı´zˇeny celkova´ rezˇie komunikace vcˇetneˇ
pozˇadavku˚ na syste´move´ zdroje (udrzˇova´nı´ aktivnı´ho spojenı´ a relace je dosti na´kladne´)
a nebezpecˇı´ selha´nı´. Komunikace jednotlivy´ch cˇa´stı´ syste´mu prostrˇednictvı´m front zpra´v
tedy nabı´zı´ veˇtsˇı´ mı´ru spolehlivosti a flexibility.
Dalsˇı´ vy´hodou messaging syste´mu˚ je schopnost smeˇrovat zpra´vy uvnitrˇ samotne´
messaging mezivrstvy. Toto je dovedeno dokonce jesˇteˇ o krok da´le, nebot’MOM umozˇ-
nˇuje, aby jedna zpra´va byla dorucˇena vı´ce prˇı´jemcu˚m. MOM navı´c veˇtsˇinou poskytuje




Ovsˇem nic nema´ pouze sveˇtle´ stra´nky a ani MOM nenı´ vy´jimkou. Prima´rnı´ nevy´hodou
syste´mu˚ vyuzˇı´vajı´cı´ch MOM je prˇedevsˇı´m fakt, zˇe zasazujı´ do architektury dalsˇı´ kompo-
nentu v podobeˇ vlastnı´ho messaging syste´mu (neˇkdy oznacˇovane´ho jakomessage broker).
Toto mu˚zˇe obecneˇ ve´st ke snı´zˇenı´ vy´konnosti (zpomalenı´) a spolehlivosti syste´mu jako
celku a take´ to mu˚zˇe zaprˇı´cˇinit zvy´sˇenı´ obtı´zˇnosti a na´kladu˚ na u´drzˇbu syste´mu. Vı´ce
o vlivech vyuzˇitı´ MOM na architekturu syste´mu viz kapitola 3.2.
Nevy´hodu lze take´ spatrˇovat v tom, zˇe messaging syste´my nelze vzˇdy vyuzˇı´t pro za-
jisˇteˇnı´ vesˇkere´ komunikace mezi aplikacemi, nebot’asynchronnı´ povaha interakce nevy-
hovuje vsˇem situacı´m. Acˇkoliv veˇtsˇina MOMproduktu˚ obsahuje prostrˇedky pro zajisˇteˇnı´
synchronnı´ komunikace, tak ani tyto schopnosti nepostihujı´ vsˇechny prˇı´pady.
Bohuzˇel vy´razny´m nedostatkem, za neˇjzˇ vsˇak tvu˚rci messaging syste´mu˚ prˇı´mo ne-
mohou, je absence standardu˚ v oblasti middleware pro prˇeda´va´nı´ zpra´v. Kazˇda´ veˇtsˇı´
SW spolecˇnost s vlastnı´ implementacı´ MOM poskytuje vlastnı´ komunikacˇnı´ protokol,
aplikacˇnı´ rozhranı´ a sadu na´stroju˚ pro pra´ci a spra´vu jejich produktu.
Tuto situaci do jiste´ mı´ry rˇesˇı´ a zachranˇuje na platformeˇ Java EE specifikace standardu
Java Message Service a jeho aplikacˇnı´ rozhranı´, ktera´ zı´skala na velke´ populariteˇ, a je
tedy nasˇteˇstı´ implementova´n veˇtsˇinou MOM produktu˚ (vy´jimkou je trˇeba MSMQ firmy
Microsoft). JMS je vsˇak pouze sadou rozhranı´ s definovany´m vy´znamem, ktera´ sjednocujı´
zpu˚sob, jaky´m JMS klienti vyuzˇı´vajı´ prostrˇedkymessaging syste´mu˚. JMS vsˇak nedefinuje
forma´t zpra´v, protokol komunikace, ani zpu˚sob implementace messaging syste´mu˚, takzˇe
ru˚zne´ JMS syste´my nejsou schopny vza´jemneˇ spolupracovat. JMS nabı´zı´ pouze prˇenosi-
telnost vyvinuty´ch komponent a aplikacı´ v ra´mci Java EE platformy, tj. schopnost jednou
vyvinuty´ch komponent pracovat s libovolny´m MOM produktem kompatibilnı´m s JMS,
a tudı´zˇ mozˇnost jejich vy´meˇny.
Rovneˇzˇ situace na poli protokolu˚ pro vy´meˇnu zpra´v mezi syste´my nenı´ zcela ru˚zˇova´.
Jak bylo jizˇ rˇecˇeno, kazˇdy´ MOM produkt definuje vlastnı´ protokol, vyhovujı´cı´ jeho po-
trˇeba´m, a nerˇesˇı´ mozˇnost spolupra´ce s jiny´mi produkty. Oblibu sice zı´ska´va´ standard
Advanced Message Queuing Protocol (AMQP), ktery´ jizˇ podporuje mnoho messaging sys-
te´mu˚, ale jeho rozsˇı´rˇenı´ nenı´ zatı´m dostatecˇne´, aby se stal standardem pro celou dome´nu
syste´mu˚ pro prˇeda´va´nı´ zpra´v. AMQP a dalsˇı´ protokoly jsou prˇedstaveny v kapitole 3.5.
2.4.5 Enterprise Service Bus
Velke´ podniky cˇasto pouzˇı´vajı´ messaging syste´my pro implementaci sbeˇrnice zpra´v, jejı´zˇ
prostrˇednictvı´m volneˇ svazujı´ dohromady heterogennı´ syste´my, cozˇ vede k vytvorˇenı´
pruzˇneˇjsˇı´ a sˇka´lovatelneˇjsˇı´ architektury, nebot’vzhledemkneexistenci teˇsny´ch vazebmezi
propojovany´mi syste´my lze do architektury sna´ze prˇida´vat nove´ syste´my a vyrˇazovat ty
zastarale´. Tyto sbeˇrnice tak tvorˇı´ architekturu, cˇi softwarovou infrastrukturu zna´mou jako
Enterprise Service Bus (ESB).
Messaging syste´m tedy vystupuje jako uda´lostmi rˇı´zeny´ (event-driven) a na standar-
dech zalozˇeny´ pohon ESB, ktera´ nad nı´m poskytuje abstrakci, jezˇ umozˇnˇuje podnikove´
sluzˇby snadno a volneˇ propojovat. ESB software se snazˇı´ nahradit vesˇkerou prˇı´mou
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komunikaci aplikacı´ komunikacı´ prostrˇednictvı´m sbeˇrnice. ESB musı´ tedy zapouzdrˇo-
vat smysluplny´m zpu˚sobem funkcionalitu jejı´ch komponent poskytova´nı´m rozhranı´ ve
formeˇ standardnı´ sady zpra´v, ktere´ prˇijı´ma´ a odesı´la´.[7]
2.5 Webove´ sluzˇby
Webova´ sluzˇba prˇedstavuje aplikacˇnı´ rozhranı´ umı´steˇne´ na webu (tzn. prˇı´stupne´ pro-
strˇednictvı´m protokolu HTTP) a spousˇteˇne´ na vzda´leny´ch strojı´ch, kde webove´ sluzˇby
beˇzˇı´. Du˚lezˇitou vlastnostı´ webovy´ch sluzˇeb je jejich naprosta´ neza´vislost na platformeˇ (tj.
operacˇnı´m syste´mu, programovacı´m jazyku apod.). Nebot’ jsou zalozˇeny na otevrˇeny´ch
standardech a protokolech zasˇtı´teˇny´ch konzorciem W3C, jsou relativneˇ jednoduche´ a je
vcelku snadne´ je implementovat. Proto take´ veˇtsˇina dnesˇnı´ch platforem nabı´zı´ podporu
pro jejich tvorbu a prostrˇedı´ pro jejich beˇh.
2.5.1 Koncepce webovy´ch sluzˇeb
Webove´ sluzˇby jsou postaveny na architekturˇe klient-server, prˇicˇemzˇ se opı´rajı´ o techno-
logie zalozˇene´ na jazyceXML (eXtensible Markup Language). Vy´meˇna zpra´v mezi klientem
a serverem probı´ha´ prostrˇednictvı´m protokolu SOAP (Simple Object Access Protocol). Roz-
hranı´ sluzˇeb je popsa´no jazykem WSDL (Web Service Description Language). Jak jizˇ bylo
zmı´neˇno, cela´ sı´t’ova´ komunikace mezi obeˇma stranami probı´ha´ protokolem HTTP (Hy-
pertext Transfer Protocol). Webove´ sluzˇby mohou by´t navı´c registrova´ny adresa´rˇovy´mi
sluzˇbami a v nich pote´ vyhleda´va´ny za pomoci UDDI (Universal Description, Discovery
and Integration).
Typicky´ pru˚beˇh interakce s webovou sluzˇbou vypada´ na´sledovneˇ. Poskytovatel pro-
vozuje urcˇitou sı´t’oveˇ dosazˇitelnou softwarovou komponentu – webovou sluzˇbu. Vytvorˇı´
popis jejı´ho rozhranı´, ktere´ publikuje v ra´mci adresa´rˇove´ sluzˇby, cˇi jej poskytne prˇı´mo
klientske´ aplikaci. Klient v prˇı´padeˇ potrˇeby vyhleda´ na za´kladeˇ svy´ch pozˇadavku˚ v re-
gistruwebovy´ch sluzˇeb vyhovujı´cı´ webovou sluzˇbu a s vyuzˇitı´m jejı´ho popisu s nı´ nava´zˇe
komunikaci.
2.5.2 Srovna´nı´ webovy´ch sluzˇeb a MOM
Vzhledem k vy´sˇe uvedeny´m skutecˇnostem nenı´ divu, zˇe jsou webove´ sluzˇby hojneˇ
vyuzˇı´va´ny jako na´stroj pro zajisˇteˇnı´ interakce vı´ce aplikacı´ a tı´m i tvorby distribuovany´ch
syste´mu˚. Messaging syste´my nenı´ tak snadne´ zakomponovat do existujı´cı´ architektury
a navı´c by´vajı´ znacˇneˇ na´kladneˇjsˇı´ nezˇ rˇesˇenı´ za pomoci webovy´ch sluzˇeb.[8] Webove´
sluzˇby vsˇak sebou nesou take´ jista´ negativa, kvu˚li nimzˇ nemusı´ vzˇdy nabı´zet nejlepsˇı´
cestu.
Webove´ sluzˇby ve sve´ za´kladnı´ podobeˇ postra´dajı´ dveˇ za´kladnı´ schopnosti, ktere´ mo-
hou hovorˇit ve prospeˇch messaging syste´mu˚. Prvnı´m nedostatkem je absence podpory
transakcˇnı´ho zpracova´nı´, druhy´m je skutecˇnost, zˇe webove´ sluzˇby negarantujı´ dorucˇo-
va´nı´ zpra´v. Obeˇ tyto za´vady se snazˇı´ rˇesˇit dodatecˇne´ specifikace webovy´ch sluzˇeb jako
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jsou WS-Transaction a WS-Reliability, ktere´ vsˇak jesˇteˇ nejsou na dostatecˇne´m stupni vy´-
voje, aby mohli by´t sˇiroce rozsˇı´rˇeny, a prˇina´sˇejı´ s sebou navı´c znacˇne´ zeslozˇiteˇnı´ cele´
koncepce webovy´ch sluzˇeb.
Veˇtsˇina messaging syste´mu˚ nabı´zı´ podporu transakcı´ na slusˇne´ u´rovni a navı´c pod-
poruje transakce nad vı´ce datovy´mi zdroji a aplikacemi. Spolehlivost dorucˇova´nı´ zpra´v,
garantujı´cı´, zˇe zˇa´dna´ zpra´va nebude ztracena a dorucˇena pra´veˇ jednou, je navı´c jednı´m
ze za´kladnı´ch stavebnı´ch kamenu˚ cele´ koncepce messaging syste´mu˚. Vyzˇaduje-li tedy
integrace aplikacı´ do distribuovane´ho syste´mu neˇkterou z teˇchto schopnostı´, prˇedstavujı´
MOM produkty urcˇiteˇ vhodneˇjsˇı´ volbu.
Dalsˇı´m aspektem, k neˇmuzˇ je nutno prˇihlı´zˇet prˇi rozhodova´nı´ se, jakou technologii
vyuzˇı´t, je skutecˇnost, zˇe webove´ sluzˇby byly navrzˇeny prˇedevsˇı´m pro synchronnı´ zpu˚sob
komunikace typu pozˇadavek-odpoveˇd’. Toto omezenı´ lze sice u webovy´ch sluzˇeb neˇkte-
ry´mimetodami a postupy obejı´t4, avsˇak soucˇasna´ absence garance spolehlive´ho dorucˇenı´
zpra´v mu˚zˇe by´t pro zajisˇteˇnı´ zˇivotneˇ du˚lezˇity´ch procesu˚ podniku kriticka´. Asynchronnı´
komunikace a vsˇechny vy´hody a nevy´hody z nı´ plynoucı´ zu˚sta´vajı´ nada´le prˇece jen
dome´nou syste´mu˚ pro prˇeda´va´nı´ zpra´v.
4Mezi metody zava´deˇjı´cı´ do komunikace s webovy´mi sluzˇbami asynchronnı´ prvky patrˇı´ tzv. dotazova´nı´
(polling), kdy se klient sa´m aktivneˇ dopta´va´, zda webova´ sluzˇba jizˇ skoncˇila zpracova´va´nı´ pozˇadavku. Mo-
dernı´ implementacewebovy´ch sluzˇeb (naprˇ. na platformeˇ .NET) vyuzˇı´vajı´ pro asynchronnı´ vola´nı´ webovy´ch
sluzˇeb tzv. metody zpeˇtne´ vazby (callback metody), ktere´ webove´ sluzˇby po zpracova´nı´ pozˇadavku zavolajı´
a ktere´ se pak postarajı´ o zpracova´nı´ vra´ceny´ch vy´sledku˚.
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3 Za´kladnı´ koncepce prˇeda´va´nı´ zpra´v
Jak bylo v prˇedchozı´ch kapitola´ch uvedeno, prˇeda´va´nı´ zpra´v (message passing, neˇkdy jen
messaging) je formou komunikace s volnou vazbou mezi softwarovy´mi komponentami
a aplikacemi, prˇi nı´zˇ docha´zı´, jak na´zev napovı´da´, k vy´meˇneˇ zpra´v mezi komunikujı´cı´mi
klienty.
Rozvolneˇnı´ teˇsne´ vazby mezi komunikujı´cı´mi aplikacemi je docı´leno zavedenı´m me-
zivrstvy ve formeˇ fronty zpra´v. Tento prˇı´stup zpu˚sobuje, zˇe softwarove´ komponenty
navza´jem komunikujı´ neprˇı´mo, v du˚sledku cˇehozˇ nemusı´ u´cˇastnı´ci komunikace veˇdeˇt
o sve´ existenci, cˇili odesı´latele´ zpra´v nemusı´ zna´t jejich prˇı´jemce a ani nemusı´ by´t do-
stupnı´ ve stejnou dobu. Jedine´, co odesı´latel a prˇı´jemce potrˇebujı´ veˇdeˇt, je, jaky´ forma´t
zpra´v majı´ pouzˇı´t, resp. ocˇeka´vat a na jake´ mı´sto urcˇenı´ (adresu) majı´ zpra´vu zaslat, resp.
z jake´ho mı´sta urcˇenı´ si ji majı´ vyzvednout.
V tomto ohledu semessaging syste´my znacˇneˇ lisˇı´ od teˇsneˇ sva´zany´ch technologiı´, jako
jsou CORBA cˇi RMI, u nichzˇ je potrˇeba zna´t prˇesne´ rozhranı´ vzda´lene´ aplikace. Je nutne´
take´ odlisˇovat termı´n prˇeda´va´nı´ zpra´v od elektronicke´ posˇty, jezˇ je metodou komunikace
mezi osobami nebo softwarovy´mi aplikacemi a osobami. Prˇeda´va´nı´ zpra´v se pouzˇı´va´
vy´hradneˇ pro komunikaci softwarovy´ch aplikacı´.[9]
Komunikujı´cı´ klienti majı´ rovnocenne´ postavenı´, cozˇ v praxi znamena´, zˇe libovolny´
klient mu˚zˇe poslat zpra´vu libovolne´mu jine´mu klientu a za´rovenˇ mu˚zˇe od libovolne´ho
klienta zpra´vuprˇijmout. Prostrˇedkypro tvorbu, zası´la´nı´, prˇijı´ma´nı´ a cˇtenı´ zpra´v poskytuje
prostrˇednı´k komunikace – messaging syste´m.
Messaging syste´my tedy slouzˇı´ pro volne´ sva´za´nı´ heterogennı´ch syste´mu˚ dohromady,
prˇicˇemzˇ soucˇasneˇ poskytujı´ prostrˇedky pro zajisˇteˇnı´ spolehlivosti komunikace, transakcˇ-
nı´ho zpracova´nı´ a dalsˇı´ch vlastnostı´. Kazˇdy´ syste´m nabı´zı´ zpu˚soby, jak zpra´vy adresovat,
vytva´rˇet a jak je plnit daty. Neˇktere´ syste´my jsou prˇitom schopny rozesı´lat zpra´vy na
mnoho mı´st urcˇenı´, jine´ podporujı´ pouze posı´la´nı´ zpra´v na jednu adresu (destinaci). Na-
vı´c neˇktere´ syste´my poskytujı´ prostrˇedky pro asynchronnı´ prˇı´jem zpra´v (tj. zpra´vy jsou
dorucˇeny klientovi, azˇ jakmile dorazı´), jine´ podporujı´ pouze synchronnı´ zpu˚sob prˇı´jmu
(tj. klient si musı´ vyzˇa´dat kazˇdou zpra´vu).
3.1 Prˇı´pady uzˇitı´ prˇeda´va´nı´ zpra´v
Jak jizˇ bylo na mnoha mı´stech zmı´neˇno a naznacˇeno, je pole mozˇnostı´ vyuzˇitı´ messa-
ging syste´mu˚ opravdu sˇiroke´. Prˇeda´va´nı´ zpra´v rˇesˇı´ prˇedevsˇı´m mnohe´ aspekty ty´kajı´cı´
se na´vrhu architektury podnikovy´ch syste´mu˚. K teˇmto stra´nka´m patrˇı´ hlavneˇ hetero-
gennı´ integrace, sˇka´lovatelnost, zpracova´nı´ uda´lostı´, soubeˇzˇne´ zpracova´nı´ pozˇadavku˚
a celkova´ pruzˇnost architektury.[10] Tato kapitola popisuje tyto nejcˇasteˇjsˇı´ prˇı´pady uzˇitı´
a jejich vy´hody.
3.1.1 Heterogennı´ integrace
Komunikace a integraceheterogennı´chplatforem je snadnejklasicˇteˇjsˇı´mprˇı´padempouzˇitı´
messaging syste´mu˚. Prostrˇednictvı´m prˇeda´va´nı´ zpra´v lze volat sluzˇby syste´mu z aplikacı´
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implementovany´ch na kompletneˇ odlisˇny´ch platforma´ch. Mnoho syste´mu˚ pro prˇeda´-
va´nı´ zpra´v nabı´zı´ prostrˇedky pro tvorbu klientu˚ v ru˚zny´ch programovacı´ch jazycı´ch.5
Kromeˇ nativnı´ho API pro jazyk, v neˇmzˇ je messaging syste´m implementova´n, je obvykle
podporova´n jazyk Java prostrˇednictvı´m standardnı´ho JMS API.
Historicky bylo provozova´no mnoho zpu˚sobu˚, jak se vyporˇa´dat s potrˇebou integro-
vat heterogennı´ syste´my. Od prˇenosu informacı´ ulozˇeny´ch na me´diı´ch prˇı´mo od stroje ke
stroji, prˇes vyuzˇitı´ sı´t’ovy´ch protokolu˚ (jako naprˇ. FTP) pro prˇenos souboru˚ se beˇzˇny´m
prˇı´stupem stalo ukla´da´nı´ dat do sdı´leny´ch databa´zı´. Vzda´lene´ vola´nı´ procedur je dalsˇı´
cestou, jak sdı´let data i funkcionalitu mezi ru˚znorody´mi syste´my (vı´ce viz kapitola 2.3).
Zatı´mco kazˇde´ z teˇchto rˇesˇenı´ ma´ sva´ pro a proti, pouze prˇeda´va´nı´ zpra´v nabı´zı´ mozˇnost
sdı´let data i funkcˇnost naprˇı´cˇ aplikacemi zcela bez nutnosti vytva´rˇet vazby a za´vislosti
mezi nimi. Webove´ sluzˇby se take´ ukazujı´ jako mozˇne´ rˇesˇenı´ pro propojova´nı´ hetero-
gennı´ch syste´mu˚, nicme´neˇ zatı´m sta´le postra´dajı´ spolehlivost technologiı´ pro prˇeda´va´nı´
zpra´v (viz kapitola 2.5).
Typicky´m prˇı´kladem je prˇı´pad, kdy vı´ce syste´mu˚, ktere´ udrzˇujı´ sva´ data oddeˇleneˇ
(naprˇ. ve vlastnı´ch databa´zı´ch se zcela odlisˇny´mi sche´maty), potrˇebujı´ udrzˇovat jistou
konzistenci mezi spolecˇny´mi u´daji, takzˇe dojde-li k jejich zmeˇneˇ, je o te´to uda´losti spolu
s novy´mi u´daji zasla´na zpra´va ostatnı´m aplikacı´m. Ve skutecˇnosti je tato uda´lost zverˇej-
neˇna ve formeˇ zpra´vy na urcˇite´ adrese, odkud si ji mu˚zˇe vyzvednout jaka´koliv aplikace
majı´cı´ o ni za´jem, prˇicˇemzˇ aplikace zverˇejnˇujı´cı´ zpra´vu vu˚bec nemusı´ veˇdeˇt, jake´ aplikace
a kolik jich tuto zpra´vu obdrzˇı´. Aplikace je tak mozˇno za provozu libovolneˇ prˇida´vat
a odebı´rat, prˇicˇemzˇ komunikacˇnı´m rozhranı´m je vlastneˇ messaging syste´m, resp. vysta-
vene´ destinace.
3.1.2 Zvy´sˇenı´ pruzˇnosti architektury
Pouzˇitı´ prˇeda´va´nı´ zpra´v jako soucˇa´sti celkove´ architekturypodnikovy´ch syste´mu˚ zlepsˇuje
jejı´ pruzˇnost. Tohoto je docı´leno pomocı´ abstrakce a odstı´neˇnı´ komponent, ktere´ s sebou
prˇeda´va´nı´ zpra´v prˇina´sˇı´. Pro komponenty a subsyste´my tak lze zave´st abstrakce azˇ do
takove´ mı´ry, zˇe mohou by´t nahrazeny s minima´lnı´ cˇi zˇa´dnou znalostı´ od klientsky´ch
komponent.
Prˇeda´va´nı´ zpra´v umozˇnˇuje tedy vytvorˇit architekturu takovou, ktera´ se doka´zˇe snad-
no prˇizpu˚sobit zmeˇna´m, jako jsou vy´meˇna technologicke´ platformy, vy´meˇna jednoho
syste´mu za druhy´, cˇi jejich prˇida´nı´ a odebra´nı´. Prostrˇednictvı´m messaging syste´mu˚ nevı´
klientska´ komponenta odesı´latele zpra´vy, v jake´m programovacı´m jazyce, cˇi na jake´ plat-
formeˇ je implementova´na komponenta jejı´ho prˇı´jemce, kde se tato komponenta nacha´zı´,
jaky´ je jejı´ na´zev a u´cˇel, cˇi dokonce jaky´ protokol je pouzˇit pro prˇı´stup k nı´.
3.1.3 Snı´zˇenı´ vy´skytu˚ u´zky´ch mı´st syste´mu
U´zka´ mı´sta syste´mu reprezentujı´ slabiny, ktere´ znehodnocujı´ prˇedevsˇı´m vy´kon cele´ho
syste´mu. Vyskytujı´ se kdykoliv, kdyzˇ jeden proces nestı´ha´ obsluhovat pozˇadavky na neˇj
5Toho by´va´ dosazˇeno integracı´ adapte´ru˚, ktere´ konvertujı´ zpra´vy, zaslane´ pomocı´ klientu˚ ru˚zny´ch pro-
gramovacı´ch platforem, do spolecˇne´ho internı´ho forma´tu.
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cˇineˇne´, cozˇ se projevı´ zpomalenı´m syste´mu v podobeˇ prodlouzˇenı´ cˇekacı´ doby na odpo-
veˇd’ a mu˚zˇe nakonec ve´st azˇ k vyprcha´va´nı´ platnosti pozˇadavku˚. Typicky´mi reprezen-
tanty u´zky´chmı´st syste´mu˚ jsou komponenty, ktere´ mohou zpracova´vat pouze limitovane´
mnozˇstvı´ pozˇadavku˚, cˇi prˇistupujı´ k omezeny´m zdroju˚m (kuprˇ. databa´ze s limitovany´m
pocˇtem mozˇny´ch soubeˇzˇny´ch spojenı´).
Princip, jimzˇ se prˇeda´va´nı´ zpra´v vyporˇa´da´va´ s u´zky´mi mı´sty syste´mu, lezˇı´ v asyn-
chronnosti vy´meˇny zpra´v. Zatı´mco prˇi zpracova´va´nı´ pozˇadavku˚ synchronnı´ komponen-
tou mu˚zˇe docha´zet k pozdrzˇenı´ a hromadeˇnı´ pozˇadavku˚, mohou by´t pozˇadavky zaslane´
messaging syste´mu distribuova´ny vı´ce komponenta´m, jenzˇ se postarajı´ o jejich zpraco-
va´nı´. Tı´mto prˇı´stupem lze te´meˇrˇ zcela eliminovat u´zka´ mı´sta.
3.1.4 Zvy´sˇenı´ sˇka´lovatelnosti
V podobne´m duchu doka´zˇı´ MOM produkty zvy´sˇit celkovou sˇka´lovatelnost a propust-
nost syste´mu, a tı´m snı´zˇit dobu odezvy na pozˇadavky. Tohoto se dosahuje zavedenı´m vı´ce
prˇı´jemcu˚ zpra´v, kterˇı´ mohou zpracova´vat ru˚zne´ zpra´vy soubeˇzˇneˇ. Jinak by mohlo docha´-
zet k hromadeˇnı´ zpra´v ve fronta´ch, cozˇ by zvy´sˇilo dobu odezvy a snı´zˇilo propustnost
syste´mu (fronta by se tak sama stala u´zky´m mı´stem).
Dalsˇı´ cestou ke zvy´sˇenı´ celkove´ sˇka´lovatelnosti syste´mu je odstı´neˇnı´ komponent sys-
te´mu prostrˇednictvı´m principu˚ asynchronnı´ komunikace. Tento prˇı´stup umozˇnˇuje ru˚st
syste´mu do sˇı´rˇky, avsˇak hlavnı´m limitujı´cı´m faktorem sta´le zu˚sta´vajı´ syste´move´ zdroje.
Ani mnoho prˇı´jemcu˚ zpra´v zpracova´vajı´cı´ch soubeˇzˇneˇ zpra´vy z jedine´ fronty nedoka´zˇe
prˇimeˇt databa´zi k obsluze vı´ce nezˇ limitovane´homnozˇstvı´ pozˇadavku˚ najednou. Sˇka´lovat
lze tedy pouze do jiste´ mı´ry v ra´mci teˇchto prakticky´ch omezenı´.
3.1.5 Zvy´sˇenı´ produktivity uzˇivatelu˚
Jak jizˇ bylo neˇkolikra´t zmı´neˇno, asynchronnı´ zpu˚sob prˇeda´va´nı´ zpra´v mu˚zˇe take´ na-
pomoci ke zvy´sˇenı´ produktivity koncovy´ch uzˇivatelu˚. Namı´sto aby uzˇivatel cˇekal, azˇ
synchronnı´ syste´m obslouzˇı´ jeho (trˇeba i dosti na´rocˇny´ a zdlouhavy´) pozˇadavek, nescho-
pen prova´deˇt jakoukoliv dalsˇı´ cˇinnost, pouzˇitı´m asynchronnı´ho prˇeda´va´nı´ zpra´v obdrzˇı´
uzˇivatel okamzˇitou odpoveˇd’ indikujı´cı´ prˇijetı´ pozˇadavku, nacˇezˇ mu˚zˇe da´le pracovat se
syste´mem. Teprve azˇ je pozˇadavek zcela zpracova´n, je uzˇivatel na tuto skutecˇnost upo-
zorneˇn a jsou mu dorucˇeny vy´sledky zpracova´nı´. Stra´vı´ tedy me´neˇ cˇasu cˇeka´nı´m, cozˇ jej
cˇinı´ produktivneˇjsˇı´m. Avsˇak asynchronnı´ zpracova´nı´ sebou nese dodatecˇnou slozˇitost.
3.1.6 Zpracova´nı´ uda´lostı´
Mocny´m prostrˇedkem messaging produktu˚ je take´ jejich podpora mozˇnosti odesla´nı´ je-
dine´ zpra´vy vı´ce prˇı´jemcu˚m. Tento princip (oznacˇovany´ jako publish/subscribe, viz 3.4.2)
umozˇnˇuje, aby tute´zˇ zpra´vu (a tedy tyte´zˇ data) prˇijalo vı´ce aplikacı´ (i nezna´me´ho pocˇtu)
bez nutnosti, aby odesı´latel explicitneˇ rozesı´lal kopie zpra´vy jednotlivy´mprˇı´jemcu˚m.O to
se stara´ MOM syste´m sa´m.
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Te´to vlastnosti se beˇzˇneˇ vyuzˇı´va´ pro implementaci potrˇeby informovat dalsˇı´ kom-
ponenty a subsyste´my o vznikle´ uda´losti. Dalsˇı´m komponenta´m je tak da´na prˇı´lezˇitost
reagovat na nasta´lou situaci podle vlastnı´ch potrˇeb. Uda´lostı´ mu˚zˇe by´t trˇeba informace
o u´praveˇ sdı´leny´ch dat, upozorneˇnı´ na nove´ skutecˇnosti, cˇi varova´nı´ o neˇjake´ chybeˇ.
3.2 Architektura messaging syste´mu˚
Prˇi asynchronnı´m prˇeda´va´nı´ zpra´v pouzˇı´vajı´ aplikace jednoduche´ aplikacˇnı´ rozhranı´
pro tvorbu zpra´v a jejich prˇeda´nı´ messaging syste´mu, aby je dorucˇil pozˇadovany´m prˇı´-
jemcu˚m. Architektury MOM produktu˚ se lisˇı´ ve svy´ch implementacı´ch a sahajı´ od teˇch
centralizovany´ch, ktere´ za´visejı´ na messaging serveru, ktery´ smeˇruje zpra´vy, po ty de-
centralizovane´, ktere´ distribuujı´ zpracova´va´nı´ zpra´v na klientske´ stroje. Existujı´ dokonce
i MOM produkty kombinujı´cı´ oba tyto prˇı´stupy.
3.2.1 Centralizovana´ architektura
Messaging syste´my pouzˇı´vajı´cı´ centralizovanou architekturu spole´hajı´ na messaging ser-
ver, ktery´ je zodpoveˇdny´ za dorucˇova´nı´ zpra´v od klienta ke klientovi. Messaging server
odstı´nˇuje navza´jem klienty, klienti komunikujı´ pouze s nı´m, takzˇe mohou by´t prˇida´va´ni
a odebı´ra´ni bez dopadu na syste´m samotny´.
Centralizovana´ architektura typicky pouzˇı´va´ hveˇzdicovou topologii (viz obra´zek 1)
oznacˇovanou neˇkdy za hub and spoke topologii, kde messaging server je centra´lnı´m prv-
kem (hub), k neˇmuzˇ jsou jako paprsky prˇipojeni vsˇichni klienti (spoke). Tato topologie
umozˇnˇuje, aby kazˇda´ cˇa´st syste´mu mohla komunikovat s libovolnou dalsˇı´ cˇa´stı´ prˇi mini-
ma´lnı´mmnozˇstvı´ nutny´ch sı´t’ovy´ch spojenı´. V rea´lny´ch situacı´ch by´va´ centra´lnı´mprvkem
skupina (cluster) distribuovany´ch serveru˚ operujı´cı´ch jako logicka´ jednotka.
Tato architektura je dnes zdaleka nejrozsˇı´rˇeneˇjsˇı´.
3.2.2 Decentralizovana´ architektura
Messaging syste´my s decentralizovanou (neˇkdy take´ distribuovanou) architekturou ro-
zesı´lajı´ zpra´vy vsˇem klientu˚m v urcˇite´ skupineˇ. V takove´to architekturˇe nefiguruje zˇa´dny´
centra´lnı´ messaging server. Jeho funkcionalita, jako jsou perzistence, transakce a bezpecˇ-
nost, je cˇa´stecˇneˇ vlozˇena jako soucˇa´st klienta, zatı´mco smeˇrova´nı´ zpra´v je ponecha´no na
sı´t’ove´ vrstveˇ pouzˇitı´m protokolu pro IP multicast (viz obra´zek 2).
IPmulticast umozˇnˇuje aplikacı´mprˇipojit se do jedne´ cˇi vı´ce skupin, kde kazˇda´ skupina
ma´ svou sı´t’ovou adresu, takzˇe vsˇechny zpra´vy zaslane´ na urcˇitou adresu budoudorucˇeny
vsˇem cˇlenu˚m prˇı´slusˇne´ skupiny. Centra´lnı´ server nenı´ tedy pro u´cˇely smeˇrova´nı´ zpra´v
potrˇeba, o to se stara´ sı´t’automaticky.
3.3 Na´vrh messaging syste´mu˚
Odpovı´dajı´-li pozˇadavky na syste´m neˇktere´mu prˇı´padu uzˇitı´ messaging syste´mu, ovlivnı´
rozhodnutı´ o pouzˇitı´ neˇktere´hoMOMproduktu na´vrh cele´ho syste´mu.Messaging syste´m
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Obra´zek 1: Centralizovana´ architektura s hveˇzdicovou topologiı´
Obra´zek 2: Decentralizovana´ architektura vyuzˇı´vajı´cı´ multicast
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je umı´steˇn mezi dveˇma komunikujı´cı´mi komponentami jako prostrˇednı´k, ktery´ zajisˇt’uje
prˇeda´va´nı´ zpra´v mezi teˇmito komponentami, cˇı´mzˇ potlacˇuje prˇı´mou vazbu mezi nimi,
takzˇe jsou tyto komponenty od sebe navza´jem odstı´neˇny. Komponenty tak tvorˇı´ spolu
s messaging syste´mem drˇı´ve zminˇovanou hveˇzdicovou topologii.
Dalsˇı´m aspektem, s nı´mzˇ je trˇeba se prˇi na´vrhu syste´mu˚ vyuzˇı´vajı´cı´ch prˇeda´va´nı´
zpra´v vyporˇa´dat, je asynchronnost komunikace. Ta celkoveˇ komplikuje na´vrh, nebot’
obecneˇ zpu˚sobuje, zˇe pozˇadovane´ vy´sledky nejsou ihned dostupne´, ale azˇ za neˇjakou
dobu a na jine´m mı´steˇ aplikace. Odpoveˇdi by´vajı´ totizˇ veˇtsˇinou dorucˇova´ny zvla´sˇtnı´m,
k tomuto u´cˇelu urcˇeny´m komponenta´m, beˇzˇı´cı´m oddeˇleneˇ (a mnohdy i zcela neza´visle)
od komponent, ktere´ zpra´vy pozˇadavku˚ odeslali. Toto vede k rozbitı´ toku zpracova´nı´
a mozˇne´ ztra´teˇ kontextu. Aplikacˇnı´ rozhranı´ veˇtsˇiny messaging produktu˚ obsahuje pro-
strˇedky pro tvorbu komponent pro asynchronnı´ prˇı´jem zpra´v. Podle JMS specifikace jsou
tyto komponenty oznacˇova´ny jako posluchacˇi zpra´v (vı´ce viz kapitolu 4.7.5).
Fronty a te´mata zpra´v tak tvorˇı´ jake´si komunikacˇnı´ rozhranı´ mezi aplikacemi. Fungujı´
jako takove´ schra´nky, kam jedna aplikace ulozˇı´ zpra´vu ve specificke´m forma´tu a odkud si
ji jina´ vyzvedne.Na te´to abstrakci stavı´ neˇkolik principu˚ pro rˇesˇenı´ integrace podnikovy´ch
aplikacı´ (Enterprise Application Integration, EAI), popula´rnı´ architektonicky´ styl zna´my´
jako na sluzˇby orientovana´ architektura (Service Oriented Architecture, SOA), cˇi jizˇ drˇı´ve
prˇedstavena´ ESB.
3.4 Modely komunikace
V oblasti messaging syste´mu˚ se beˇzˇneˇ pouzˇı´vajı´ dva modely komunikace oznacˇovane´
jako messaging dome´ny. Jsou jimi point-to-point model a model publish/subscribe. Messa-
ging dome´ny se lisˇı´ nejen pocˇtem klientu˚ odesı´lajı´cı´ch a prˇijı´majı´cı´ch zpra´vy, pro nezˇ
se zava´dı´ oznacˇenı´ producenti (message producer), resp. konzumenti (message consumer)
zpra´v, ale take´ zpu˚sobem, jaky´m si konzumenti sve´ zpra´vy vyzveda´vajı´ a jak jsou zpra´vy
produkova´ny.
3.4.1 Point-to-point model
Point-to-point (PTP) messaging dome´na je postavena na konceptu fronty zpra´v (queue).
Odesı´latel adresuje kazˇdou zpra´vu na jistou frontu a prˇı´jemce si je z te´to fronty vyzve-
da´va´. V tomto modelu odesı´latel zna´ mı´sto urcˇenı´ zpra´vy, a zası´la´ tedy zpra´vu prˇı´mo do
fronty prˇı´jemci. Fronta prˇitom uchova´va´ vsˇechny prˇijate´ zpra´vy, dokud nejsou vybra´ny
prˇı´jemcem anebo dokud nevyprsˇı´ jejich platnost. Situace je zna´zorneˇna na obra´zku 3.
V dome´neˇ PTP ma´ kazˇda´ zpra´va pouze jednoho prˇı´jemce. Jakmile je prˇijata´ zpra´va
u´speˇsˇneˇ zpracova´na, prˇı´jemce odesˇle jejı´ potvrzenı´.Dojde-li k syste´move´mu selha´nı´, drˇı´ve
nezˇ messaging syste´m obdrzˇı´ potvrzenı´ prˇı´jetı´ zpra´vy, tak se messaging syste´m po obno-
venı´ syste´mu pokusı´ o opeˇtovne´ dorucˇenı´ zpra´vy. Probeˇhne-li vsˇak proces potvrzova´nı´
zpra´vy u´speˇsˇneˇ, odstranı´ messaging syste´m zpra´vu z fronty, a nelze ji tedy uzˇ znovu
dorucˇit.
Mezi odesı´latelem a prˇı´jemcem neexistuje zˇa´dna´ cˇasova´ za´vislost, a proto nemusı´
odesı´latel a prˇı´jemce zpra´vy beˇzˇet soucˇasneˇ (a nemusı´ ani veˇdeˇt o sve´ vza´jemne´ existenci),
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Obra´zek 3: Point-to-point model
cozˇ znamena´, zˇe prˇı´jemce mu˚zˇe prˇijmout zpra´vu bez ohledu na to, zda odesı´latel zpra´vy
v danou chvı´li beˇzˇı´ cˇi nikoliv.
Prˇı´kladem modelu PTP mu˚zˇe by´t objedna´vkovy´ syste´m. Za´kaznı´ci vytva´rˇejı´ sve´ ob-
jedna´vky na zbozˇı´, ktere´ jsou postupneˇ rˇazeny do fronty nevyrˇı´zeny´ch objedna´vek. Z te´to
fronty si je pak prˇı´slusˇna´ zodpoveˇdna´ osoba vyzveda´va´ a postupneˇ je vyrˇizuje. Nevy-
rˇı´zene´ objedna´vky mu˚zˇe z fronty vybı´rat a obsluhovat vı´ce osob, ale nikdy zˇa´dne´ dveˇ
osoby nevyrˇizujı´ tute´zˇ objedna´vku.
3.4.2 Model publish/subscribe
V publish/subscribe (Pub/Sub) dome´neˇ klienti adresujı´ zpra´vy na urcˇity´ uzel v kontex-
tove´ hierarchii, pro neˇjzˇ bylo zavedeno oznacˇenı´ te´ma zpra´v (topic). V te´to dome´neˇ se
producentu˚m zpra´v rˇı´ka´ vydavatele´ (publisher) a konzumentu˚m odbeˇratele´ (subscriber).
Odbeˇratele´ vyjadrˇujı´ svu˚j za´jem o odbeˇr zpra´v z urcˇite´ho te´matu prˇihla´sˇenı´m se k od-
beˇru (neboli vytvorˇenı´m subskripce – subscription) na tomto te´matu. Vsˇichni registrovanı´
odbeˇratele´ pote´ obdrzˇı´ kopii kazˇde´ zpra´vy publikovane´ vydavatelem k te´matu. Jedina´
zpra´va je tedy prˇijata vı´ce klienty. Tuto situaci zachycuje obra´zek 4.
V Pub/Sub dome´neˇ tedy smı´ mı´t kazˇda´ zpra´va vı´ce odbeˇratelu˚. Odbeˇratele´ a vyda-
vatele´ by´vajı´ anonymnı´ a jejich pocˇet u te´matu se mu˚zˇe v cˇase meˇnit. Opeˇt tedymezi nimi
neexistuje cˇasova´ za´vislost.
Messaging syste´mdistribuuje zpra´vy prˇicha´zejı´cı´ch k te´matu pouze ke vsˇem soucˇasneˇ
registrovany´m odbeˇratelu˚m. Klient, ktery´ se prˇihla´sı´ k odbeˇru zpra´v z urcˇite´ho te´matu,
mu˚zˇe zkonzumovat pouze ty zpra´vy, ktere´ byly publikova´ny azˇ po vytvorˇenı´ subskripce,
prˇicˇemzˇ musı´ zu˚stat neprˇetrzˇiteˇ aktivnı´.
Neˇktere´ messaging syste´my umozˇnˇujı´ jiste´ uvolneˇnı´ te´to podmı´nky zavedenı´m tzv.
trvanlivy´ch subskripcı´. Trvale´ subskripce (durable subscriptions) dovolujı´ registrovany´m
odbeˇratelu˚m prˇijı´mat zpra´vy i v dobeˇ, kdy nejsou aktivnı´. Trvanlive´ subskripce poskytujı´
flexibilitu a spolehlivost ve stejne´ mı´rˇe, v jake´ je nabı´zejı´ fronty zpra´v modelu PTP (avsˇak
23
Obra´zek 4: Publish/subscribe model
s mozˇnostı´ rozesı´lat zpra´vy vı´ce prˇı´jemcu˚m). Trvanlive´ subskripce totizˇ uchova´vajı´ ko-
pii kazˇde´ zpra´vy publikovane´ k te´matu, dokud se odbeˇratele´ nestanou opeˇt aktivnı´mi
a nemohou si je vyzvednout. Dokonce i v prˇı´padeˇ syste´move´ho selha´nı´.
Jako prˇı´klad modelu Pub/Sub mu˚zˇe poslouzˇit publikacˇnı´ syste´m novinek. Ru˚znı´
vydavatele´ zverˇejnˇujı´ sve´ cˇla´nky k ru˚zny´m te´matu˚m, zatı´mco se cˇtena´rˇi registrujı´ u te´mat,
o neˇzˇ majı´ za´jem, k odbeˇru zverˇejneˇny´ch cˇla´nku˚. Informace o noveˇ zverˇejneˇne´m cˇla´nku
urcˇite´ho te´matu je tak zasla´na vsˇem cˇtena´rˇu˚m prˇihla´sˇeny´m k jeho odbeˇru.
3.5 Messaging protokoly a aplikacˇnı´ rozhranı´
Vzhledem k neexistenci jednotne´ho standardu komunikace klientsky´ch aplikacı´ s messa-
ging syste´my se k tomuto u´cˇelu pouzˇı´va´ cela´ rˇada prostrˇedku˚. Velke´ mnozˇstvı´ messaging
syste´mu˚ poskytuje vlastnı´ proprieta´rnı´ aplikacˇnı´ rozhranı´ a komunikacˇnı´ protokol. Tento
prˇı´stup veˇtsˇinou znemozˇnˇuje spolupra´ci ru˚zny´ch messaging syste´mu˚, stejneˇ jako prˇe-
nositelnost klientsky´ch aplikacı´ cˇi snadnou zmeˇnu MOM produktu˚. Nasˇteˇstı´ existuje
v te´to oblasti softwaru neˇkolik rozsˇı´rˇeny´ch standardu˚ a standardnı´ch zpu˚sobu˚ interakce
s messaging syste´my.
3.5.1 Proprieta´rnı´ API
Jak jizˇ bylo uvedeno, mnoho MOM produktu˚ poskytuje vlastnı´ programove´ prostrˇedky
pro interakci s messaging syste´mem. Vy´hodou teˇchto na´stroju˚ je, zˇe aplikacˇnı´m klientu˚m
plneˇ zprˇı´stupnˇujı´ vesˇkerou funkcionalitu syste´mu, takzˇe klienti mohou vyuzˇı´t vsˇechny
prostrˇedky a ovlivnit vsˇechny aspekty, ktere´ messaging syste´m nabı´zı´.
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Obecna´ rozhranı´, jaky´m je trˇeba JMS, nejsou obvykle dostatecˇneˇ bohata´, aby jimi bylo
mozˇno vyuzˇı´t vsˇechny specia´lnı´ vlastnosti, ktere´ mnohe´ messaging syste´my poskytujı´.
3.5.2 JMS API
JMS je soucˇa´stı´ specifikace platformy Java EE firmy Sun. Jedna´ se o specifikaci sady
rozhranı´ programovacı´ho jazyka Java s prˇesneˇ definovanou se´mantikou (vy´znamem,
u´cˇelem a vza´jemny´mi vztahy), ktera´ urcˇuje zpu˚soby, jaky´mi klienti prˇistupujı´ k prostrˇed-
ku˚m messaging syste´mu˚ a vyuzˇı´vajı´ jejich sluzˇeb. JMS bylo vytvorˇeno jako specifikace
nejmensˇı´ho spolecˇne´ho jmenovatele zapouzdrˇujı´cı´ spolecˇnou funkcionalitu existujı´cı´ch
podnikovy´ch syste´mu˚ pro zası´la´nı´ zpra´v, jenzˇ byli dostupnı´ v dobeˇ jejı´ho vzniku roku
2002.
JMS ve specifikaci nedefinuje komunikacˇnı´ protokol (tj. forma´t prˇena´sˇeny´ch dat ko-
munikace), pouze definuje programove´ rozhranı´, takzˇe klienti messaging syste´mu˚ od
ru˚zny´ch vy´robcu˚ nemohou prˇı´mo spolupracovat, protozˇe kazˇdy´ pouzˇı´va´ odlisˇny´, vlastnı´
prˇenosovy´ protokol.
JMS se stalo velice popula´rnı´m API a je implementova´no veˇtsˇinou MOM produktu˚.
Stalo se tak de facto standardem pro interakci s teˇmito syste´my. JMS je vsˇak dostupne´
pouze klientu˚m beˇzˇı´cı´m na platformeˇ Java. Principu˚m JMS je veˇnova´na cela´ kapitola 4.
3.5.3 NMS API
NMS (.NET Message Service) API poskytuje standardnı´ rozhranı´ pro pra´ci s messaging
syste´my na platformeˇ .NET. Umozˇnˇuje tak vytva´rˇet messaging aplikace prostrˇednictvı´m
programovacı´ch jazyku˚ te´to platformy (C#, Visual Basic a dalsˇı´) a za´rovenˇ vyuzˇı´vat bo-
hatstvı´ jejı´ch knihoven.
NMS API bylo vyvinuto firmou Apache Software Foundation, prˇicˇemzˇ se tvu˚rci in-
spirovali specifikacı´ JMS tak, zˇe v soucˇasne´ dobeˇ podporuje vsˇechny jeho prvky (vcˇetneˇ
transakcı´, trvanlivy´ch subskripcı´ atd.). Aktua´lneˇ je vsˇak implementova´na podpora pouze
u neˇkolikamessaging produktu˚ –ApacheActiveMQ,MicrosoftMessageQueue (MSMQ),
cˇi TIBCO EMS. Rovneˇzˇ je zahrnuta podpora protokolu STOMP.[11]
3.5.4 RESTful API
Representional State Transfer (REST) je architektura rozhranı´, navrzˇena´ pro distribuovane´
prostrˇedı´. Rozhranı´ REST je pouzˇitelne´ pro jednotny´ a snadny´ prˇı´stup ke zdroju˚m (data cˇi
stavy aplikace). Zdrojem jsou identifikova´ny svy´mURI aRESTdefinuje zpu˚soby prˇı´stupu
k nim prostrˇednictvı´m tzv. CRUD metod.6 Tyto metody jsou veˇtsˇinou implementova´ny
pomocı´ operacı´ HTTP protokolu.7
REST dı´ky sve´ jednoduchosti zı´skal v neda´vne´ dobeˇ na oblibeˇ a jeho prˇı´stup k zası´la´nı´
zpra´v se jevı´ jako va´zˇny´ kandida´t na zı´ska´nı´ statutu standardu pro zajisˇteˇnı´ spolupra´ce
6Create, Read, Update a Delete (zkra´ceneˇ CRUD) je oznacˇenı´ pro cˇtyrˇi za´kladnı´ operace pro pra´ci s persis-
tentnı´mi u´lozˇisˇti a daty vu˚bec. Reprezentujı´ operace pro vytvorˇenı´, cˇtenı´, u´pravu a odstraneˇnı´ za´znamu.
7Jednotlivy´m CRUD operacı´m pak odpovı´dajı´ v HTTP protokolu metody GET, POST, PUT a DELETE.
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mezi syste´my. Pouzˇı´va´ se naprˇı´klad i pro implementaci webovy´ch sluzˇeb (tzv. RESTful
Web Services). Aplikacˇnı´ rozhranı´ zalozˇene´ na principech architektury REST se sta´va´ sou-
cˇa´stı´ sta´le vı´ceMOMproduktu˚, poskytujı´cı´ jim tak jednoduche´, zmeˇna´m odolne´ rozhranı´,
jenzˇ se da´ snadno rozsˇı´rˇit.[12]
3.5.5 AMQP
Advanced Message Queuing Protocol (AMQP) je otevrˇeny´m standardnı´m protokolem pro
MOM. AMQP definuje forma´t dat prˇena´sˇeny´ch prˇi komunikaci mezi klientem a messa-
ging syste´mem, takzˇe implementace od jiny´ch vy´robcu˚ doka´zˇı´ spolupracovat.
Kazˇdy´ na´stroj (klient, komponenta), ktery´ doka´zˇe vytvorˇit a interpretovat zpra´vy
odpovı´dajı´cı´ forma´tu AMQP, doka´zˇe komunikovat a spolupracovat s jaky´mkoliv dalsˇı´m
vyhovujı´cı´mna´strojembez ohledunaprogramovacı´ jazyk implementace. Tı´mto se otevı´ra´
cesta k tvorbeˇ distribuovany´ch syste´mu˚ neza´visly´ch na platformeˇ a implementaci.
AMQP zı´ska´va´ rychle na populariteˇ, a je proto implementova´n mnohy´mi MOM pro-
dukty. Za´rovenˇ byla vytvorˇena rˇada klientu˚ pro interakci s AMQP poskytovateli vmnoha
ru˚zny´ch programovacı´ch jazycı´ch.[13]
3.5.6 STOMP
STOMP (Streaming Text Orientated Messaging Protocol), drˇı´ve zna´my´ jako TTMP, je jed-
noduchy´ textovy´ protokol navrzˇeny´ pro pra´ci se syste´my pro zası´la´nı´ zpra´v. Definuje
prˇenosovy´ protokol, ktery´ umozˇnˇuje jake´mukoliv STOMP klientovi komunikovat s libo-
volny´mmessaging syste´mem, ktery´ STOMP podporuje (tzv. STOMPMessage Broker), bez
ohledu na jazyk a platformu, v nichzˇ jsou klienti a STOMP poskytovatel implementova´ni.
Pro STOMP byl vytvorˇen adapte´r StompConnect, ktery´ zabaluje STOMP komunikaci
do zpra´v podle JMS specifikace, takzˇe lze STOMP klienty vyuzˇı´t pro interakci s libovol-
ny´m JMS poskytovatelem. Spolu s faktem, zˇe vzhledem k jednoduchosti STOMP proto-
kolu bylo implementova´no mnozˇstvı´ klientu˚ pro ru˚zne´ platformy, tak umozˇnˇuje rozsˇı´rˇit
pu˚sobnost JMS messaging syste´mu˚ i mimo platformu Java.
Protokol STOMP byl implementova´n rˇadoumessaging produktu˚ a s pomocı´ adapte´ru
StompConnect jej lze vyuzˇı´t se vsˇemi JMS poskytovateli, a tedy te´meˇrˇ se vsˇemi veˇtsˇı´mi
messaging syste´my vu˚bec. K syste´mu˚m s nativnı´ podporou protokolu STOMP patrˇı´
Apache ActiveMQ, HornetQ, RabbitMQ, MorbidQ, Gozirra cˇi StompServer.[14]
Principy STOMP protokolu
Protokol STOMP je podobny´ protokolu HTTP (a take´ vystupuje na aplikacˇnı´ vrstveˇ TCP/
IP sı´t’ove´ho modelu) a pracuje nad neˇktery´m protokolem (obvykle TCP) transportnı´
vrstvy. Navı´c obsahuje podporu transakcˇnı´ho zpracova´nı´ ra´mcu˚.
Komunikace mezi klientem a serverem probı´ha´ prostrˇednictvı´m tzv. ra´mcu˚, jenzˇ se
skla´dajı´ z neˇkolika rˇa´dku˚. Prvnı´ rˇa´dek obsahuje vlastnı´ prˇı´kaz, da´le jsou uvedenyhlavicˇky
zpra´vy ve forma´tu<klı´cˇ>: <hodnota>. Hlavicˇka je od teˇla s vlastnı´m obsahemzpra´vy
oddeˇlena pra´zdny´m rˇa´dkem. Teˇlo a tı´m i cely´ ra´mec je ukoncˇeno znakemNULL (Unicode
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hodnota \u0000).[15] Mnohe´ ra´mce mı´vajı´ pra´zdne´ teˇlo. Jedna´ se o ra´mce administracˇ-
nı´ch prˇı´kazu˚, u nichzˇ jsou du˚lezˇite´ informace obsazˇeny v hlavicˇka´ch (naprˇ. CONNECT,
SUBSCRIBE, BEGIN atd.).
Pru˚beˇh komunikace
Tabulky 1 a 2 prˇedstavujı´ typicky´ pru˚beˇh komunikace mezi klientem v roli producenta,






Nava´za´nı´ spojenı´ klientem. Za u´cˇe-
lem autentizace klienta je prˇeda´-
va´no uzˇivatelske´ jme´no (login)
a heslo (passcode).
2 Potvrzenı´ spojenı´ serverem. Prˇirˇadı´









Odesla´nı´ zpra´vy „Ahoj, sveˇte!“ na




Uzavrˇenı´ spojenı´ na server.
Tabulka 1: Odesla´nı´ zpra´vy protokolem STOMP
Kroky navazova´nı´ spojenı´ (tj. 1 a 2) jsou prˇi komunikaci mezi konzumentem zpra´v







Registrova´nı´ klienta jako od-
beˇratele zpra´v z mı´sta urcˇenı´
(destination) s na´zvem„fronta“.
Zpra´vy budou potvrzova´ny (ack)
automaticky prˇi prˇijetı´.
8Symboly ˆ@ reprezentujı´ v prˇı´kladech znak NULL.
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Klient Server
4 Zasla´nı´ zpra´vy s identifika´torem
(messagi-id) „message-12345“
z mı´sta urcˇenı´ (destination)









Odhla´sˇenı´ klienta jako odbeˇ-
ratele zpra´v z mı´sta urcˇenı´
(destination) s na´zvem„fronta“.
Tabulka 2: Prˇı´jem zpra´vy protokolem STOMP
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4 Java Message Service
Java Message Service je specifikacı´ aplikacˇnı´ho rozhranı´ (API) jazyka a platformy Java,
navrzˇena´ firmou Sun Microsystems, ktera´ umozˇnˇuje aplikacı´m napsany´ch v jazyce Java
komunikovat smiddlewareproduktypro zası´la´nı´ zpra´v. JMS specifikace tedydefinuje pro
platformu Java, Enterprise Edition jednotny´ zpu˚sob, jak vytva´rˇet, posı´lat, prˇijı´mat a cˇı´st
zpra´vy podnikovy´ch messaging syste´mu˚, prˇicˇemzˇ nabı´zı´ podporu pro obeˇ komunikacˇnı´
dome´ny, tedyprokomunikaci typupoint-to-point i publish/subscribe (vcˇetneˇ trvanlivy´ch
subskripcı´).
Sada rozhranı´ JMSAPI byla navrzˇena tak, aby postihovala spolecˇne´ koncepce a prvky
podnikovy´ch messaging syste´mu˚ existujı´cı´ch v dobeˇ jejı´ho vzniku. Toto vedlo ke snad-
ne´mu prˇijetı´ JMS specifikace u teˇchto spolecˇnostı´ a jejı´ rychle´ rozsˇı´rˇenı´ a implementaci do
mnoha messaging produktu˚.
Prˇestozˇe je JMS API ve sve´ snaze postihnout spolecˇne´ a nikoliv vsˇechny prvky messa-
ging syste´mu˚ vcelku jednoduche´, tak sta´le nabı´zı´ dostatek prostrˇedku˚ pro tvorbu robust-
nı´ch a sofistikovany´ch messaging aplikacı´. Tento prˇı´stup minimalizuje na´roky kladene´
na znalosti vy´voja´rˇu˚, aby mohli vyuzˇı´vat i pokrocˇile´ prvky messaging syste´mu˚, a za´ro-
venˇ takmaximalizuje prˇenositelnost vytvorˇeny´ch JMS aplikacı´ naprˇı´cˇ messaging syste´my
podporujı´cı´mi JMS (tzv. poskytovateli JMS).
JMS API nabı´zı´ prostrˇedky pro zajisˇteˇnı´ asynchronnı´ a spolehlive´ komunikace mezi
volneˇ sva´zany´mi aplikacemi. Asynchronnı´ znamena´, zˇe si klient nemusı´ vyzˇa´dat prˇijetı´
kazˇde´ zpra´vy, ale je mu dorucˇena, jakmile dorazı´. Za spolehlivou je povazˇova´na takova´
komunikace, kdy je kazˇda´ zpra´va dorucˇena pra´veˇ a jen jednou, nenı´ tedy ztracena, ani
dorucˇena vı´cekra´t. Pro aplikace, ktere´ si mohou dovolit prˇijı´t o neˇktere´ zpra´vy cˇi prˇijmout
zpra´vy duplicitneˇ, nabı´zı´ JMS API nizˇsˇı´ u´rovneˇ spolehlivosti.
4.1 Historie vy´voje JMS specifikace
JMS specifikace byla vyvinuta spolecˇnostı´ Sun Microsystems spolu s neˇkolika dalsˇı´mi
partnersky´mi spolecˇnostmi (prˇedevsˇı´m tvu˚rcu˚ MOM produktu˚) pod za´sˇtitou Java Com-
munity Process (JCP) jako specifikace JSR (Java Specification Request) 914.
JMS specifikace byla poprve´ prˇedstavena v srpnu roku 1998, prˇicˇemzˇ JMS API bylo
ve verzi 1.0 zarˇazeno do platformy J2EE 1.2. Prvnı´ stabilnı´ referencˇnı´ implementace JSM
API (verze 1.0.2b) byla dostupna´ v cˇervnu roku 2001, prˇicˇemzˇ se stala soucˇa´stı´ platformy
J2EE 1.3. Zatı´m poslednı´ verzı´ specifikace JMS je verze 1.1 vydana´ v kveˇtnu 2002, ktera´
zavedlamnohe´ zmeˇny, prˇicˇemzˇ zachovala zpeˇtnou kompatibilitu s prˇedchozı´ verzı´, a jejı´zˇ
referencˇnı´ implementace je nabı´zena na platformeˇ J2EE (resp. Java EE) od verze 1.4.[16]
4.2 Funkcionalita nepodporovana´ JMS
V te´to sekci je vy´cˇet vlastnostı´, ktere´ specifikace JMS neobsahuje cˇi nedefinuje, a nelze je
tak prostrˇednictvı´m JMS API vyuzˇı´t. To vsˇak neznamena´, zˇe tyto schopnosti ani nejsou
podporova´ny messaging syste´my implementujı´cı´mi JMS specifikaci. Pro jejich vyuzˇitı´ je
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vsˇak nutno aplikovat jine´ prostrˇedky, veˇtsˇinou na´stroje doda´vane´ spolu se samotny´m
messaging syste´mem.
Jak uzˇ by meˇlo by´t zrˇejme´ z prˇedcha´zejı´cı´ch kapitol, JMS API nenı´ rozhranı´m pro
elektronickou posˇtu, prˇestozˇe funguje na podobne´m principu. Za´kladem komunikace
mezi klienty v ra´mci JMS jsou asynchronneˇ posı´lane´ zpra´vy (pozˇadavky, uda´losti, odpo-
veˇdi apod.). Tyto zpra´vy jsou vytva´rˇeny a uzˇı´va´ny aplikacemi a obsahujı´ informace, dı´ky
ktery´m tyto aplikace fungujı´ a koordinujı´ svou cˇinnost. Zpra´vy elektronicke´ posˇty jsou
sice take´ posı´la´ny aplikacemi, ale jejich prima´rnı´m cı´lem jsou uzˇivatele´ (tj. lide´).[1]
Vyrovna´va´nı´ za´teˇzˇe (Load Balancing) a tolerance chyb (Fault Tolerance) – JMSAPI ne-
definuje zpu˚soby kooperace mnoha klientu˚ implementujı´cı´ch neˇjakou kritickou
sluzˇbu syste´mu.
Chybova´ a informativnı´ ozna´menı´ (Error and Advisory Notification) – JMS nestandar-
dizuje zpra´vy, jimizˇ mnohe´ messaging syste´my asynchronneˇ oznamujı´ klientu˚m
vy´skyt chyb cˇi syste´movy´ch uda´lostı´. JMS specifikace ukazuje cestu, jak se lze vy-
hnout pouzˇitı´ teˇchto zpra´v, a tedy jak zachovat prˇenositelnost klientu˚.
Administrace – JMSAPI nedefinuje zpu˚sob spra´vy a rˇı´zenı´ messaging syste´mu˚, zajisˇt’uje
pouze komunikaci.
Bezpecˇnost – JMS API nedefinuje rozhranı´ pro zajisˇteˇnı´ zabezpecˇenı´ a integrity zpra´v.
Bezpecˇnost je ponecha´na plneˇ v kompetenci JMS poskytovatelu˚, takzˇe je tedy kon-
figurova´na administra´tory spı´sˇe nezˇ klienty. Zpu˚sobem zabezpecˇova´nı´ messaging
syste´mu˚ se zaby´va´ kapitola 5.
Komunikacˇnı´ protokol (Wire Protocol) – JMS nedefinuje protokol komunikace (tj. prˇe-
na´sˇena´ data a jejich forma´t), takzˇe klienti ru˚zny´ch JMSposkytovatelu˚, kterˇı´ vyuzˇı´vajı´
ru˚zny´ (veˇtsˇinou vlastnı´ nestandardnı´) protokol prˇenosu dat, nedoka´zˇı´ spolupraco-
vat. JMS specifikace vsˇak stanovuje, zˇe by si JMS poskytovatele´ meˇli by´t schopni
poradit (acˇkoliv trˇeba ne tak efektivneˇ) i se zpra´vami s cizı´ implementacı´. Tento
pokyn vsˇak by´va´ JMS poskytovateli dosti cˇasto nerealizova´n.
U´lozˇisˇteˇ typu˚ zpra´v (Message Type Repository) – JMS nedefinuje zpu˚sob uchova´va´nı´
definic typu˚ zpra´v, ani jazyk pro tvorbu teˇchto definic.
4.3 Soucˇinnost JMS API a technologiı´ platformy Java EE
Kdyzˇ bylo v roce 1998 JMS API prˇedstaveno, jeho du˚lezˇity´m u´cˇelem bylo umozˇnit Java
aplikacı´m prˇistupovat k existujı´cı´m MOM produktu˚m. Od zverˇejneˇnı´ specifikace plat-
formy J2EE verze 1.2, byli J2EE poskytovatele´ (tj. implementace poskytovatelu˚ sluzˇeb
J2EE platformy) povinni poskytovat JMS API rozhranı´, ale nikoliv implementovat jej.
Tento pozˇadavek prˇisˇel azˇ se specifikacı´ platformy J2EE ve verzi 1.4.[1]
Zarˇazenı´ JMS API do specifikace Java EE platformy ji obohacuje o mozˇnost vytva´rˇet
volneˇ sva´zane´, spolehlive´ a asynchronnı´ interakce mezi Java EE komponentami a messa-
ging syste´my. Aplikacˇnı´ vy´voja´rˇi mohou tedy bez rozpaku˚ vyuzˇı´t prˇi tvorbeˇ komponent
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pro zası´la´nı´ zpra´v i jina´ aplikacˇnı´ rozhranı´ obsazˇena´ ve specifikaci platformy Java EE.
Tato kapitola zminˇuje soucˇinnost JMS API s teˇmi nejcˇasteˇji pouzˇı´vany´mi Java EE techno-
logiemi.
4.3.1 Java DataBase Connectivity
JDBCprˇedstavuje jednotne´ aplikacˇnı´ rozhranı´ proprˇı´stupk relacˇnı´mdataba´zı´m. Interakce
s relacˇnı´mi databa´zemi je cˇasty´m prˇı´padem uzˇitı´ nejen JMS klientu˚. Ti navı´c mohou po-
zˇadovat pouzˇitı´ JMS API a JDBC API v jedine´ transakci. Toho lze dosa´hnout automaticky
implementova´nı´m klientu˚ jako komponent Enterprise JavaBeans, cˇi prˇı´mo prostrˇednictvı´m
Java Transaction API (JTA).
4.3.2 Komponenty JavaBeans
JavaBeans prˇedstavujı´ jednoduche´ softwarove´ komponenty (familia´rneˇ oznacˇovane´ jako
beany) podle´hajı´cı´m urcˇity´m pravidlu˚m tvorby pouzˇı´vane´ veˇtsˇinou pro tvorbu prezen-
tacˇnı´ vrstvy webovy´ch aplikacı´. Komponenty JavaBeans mohou sice vyuzˇı´t JMS pro
odesı´la´nı´ a prˇı´jem zpra´v, ale samo JMS API a rozhranı´, ktera´ definuje, nebylo navrzˇeno
pro tento zpu˚sob pouzˇitı´.
4.3.3 Komponenty Enterprise JavaBeans
Enterprise JavaBeans (EJB) jsou rˇı´zene´, serverove´ komponenty pro tvorbu modula´rnı´ch
distribuovany´ch podnikovy´ch aplikacı´. Tyto komponenty se veˇtsˇinou pouzˇı´vajı´ k imple-
mentaci aplikacˇnı´ a perzistentnı´ vrstvy podnikovy´ch syste´mu˚. Soucˇasna´ verze specifikace
EJB 3.1 definuje dva za´kladnı´ typy EJB komponent. Relacˇnı´ beany Session Beans umozˇnˇujı´
synchronnı´ komunikaci na zpu˚sob RPC, zatı´mco zpra´vami rˇı´zene´ beany Message Driven
Beans (MDB) slouzˇı´ k asynchronnı´ komunikaci.
EJB komponenty ve spojenı´ s JMS API a dalsˇı´mi zdroji jako JDBC tvorˇı´ silnou kombi-
naci pro tvorbu podnikovy´ch sluzˇeb. Oba typy komponent mohou prostrˇednictvı´m JMS
API zpra´vy odesı´lat a MDB komponenty mohou zpra´vy navı´c prˇijı´mat. Prˇı´mo k tomuto
u´cˇelu byly prima´rneˇ navrzˇeny. Vı´ce o MDB EJB komponenta´ch viz kapitola 4.11.2.
4.3.4 Java Transaction API
Balı´cˇek javax.transaction, oznacˇovany´ jako Java Transaction API (JTA) poskytuje klientske´
aplikacˇnı´ rozhranı´ pro ohranicˇenı´ distribuovany´ch transakcı´ a umozˇnˇujı´cı´ zdroju˚m u´cˇast-
nit se distribuovany´ch transakcı´.
Prˇistupujı´-li JMS klienti k dalsˇı´m zdroju˚m, mohou vyuzˇı´t JTA pra´veˇ pro demarkaci
distribuovany´ch transakcı´. Nicme´neˇ se nejedna´ o funkci samotne´ho JMS, ale o funkci
transakcˇnı´ho prostrˇedı´, v neˇmzˇ klient beˇzˇı´.
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4.3.5 Java Transaction Service
Java Transaction Service (JTS) je specifikace pro implementaci transakcˇnı´chmanageru˚, kterˇı´
slouzˇı´ k rˇı´zenı´ a monitorova´nı´ distribuovany´ch transakcı´ mezi aplikacemi a zdroji pod-
porujı´cı´mi transakce jako jsou databa´zove´ servery a messaging syste´my. JTS specifikace
zahrnuje i specifikaci JTA.
JMS mu˚zˇe vyuzˇı´t JTS k explicitnı´ specifikaci distribuovany´ch transakcı´, avsˇak vhod-
neˇjsˇı´ je vyuzˇı´t automaticky´ch prostrˇedku˚ poskytovany´ch JMS klientu˚ jako EJB kompo-
nent.
4.3.6 Java Naming and Directory Interface
Java Naming and Directory Interface (JNDI) je API poskytujı´cı´ jednotny´ prˇı´stup k adresa´rˇo-
vy´m a jmenny´m sluzˇba´m jako jsou naprˇ. LDAP adresa´rˇe. Tyto sluzˇby se pouzˇı´vajı´ jako
u´lozˇisˇteˇ objektu˚, k nimzˇ se prˇistupuje prostrˇednictvı´m prˇirˇazene´ho jme´na.
V JMS aplikacı´ch se JNDI vyuzˇı´va´ jako standardnı´ zpu˚sob pro zı´ska´va´nı´ adminis-
trovany´ch objektu˚, tj. objektu˚ vytva´rˇeny´ch a konfigurovany´ch administra´torem pomocı´
na´stroju˚ doda´vany´ch s messaging syste´my. Delegova´nı´ cˇinnostı´ za´visly´ch na poskytova-
teli na administra´tora zvysˇuje prˇenositelnost a spravovatelnost vytvorˇeny´ch JMS klientu˚.
4.4 JMS poskytovatele´
Jak jizˇ bylo zmı´neˇno, vsˇechny Java EE aplikacˇnı´ servery od verze 1.4 musı´ obsahovat
implementaci JMS poskytovatele. Tato kapitola obsahuje strucˇny´ a neu´plny´ seznam JMS
poskytovatelu˚, tedy produktu˚ implementujı´cı´ch JMS specifikaci a umozˇnˇujı´cı´ch tak prˇı´-
stup k prostrˇedku˚mmessaging syste´mu˚ prostrˇednictvı´m JMSAPI. K dispozici je cela´ rˇada
volneˇ dostupny´ch (open-source) i komercˇnı´ch messaging syste´mu˚ implementujı´cı´ch JMS
specifikaci a poskytujı´cı´ch ru˚zne´ sady vlastnostı´, vy´konnostnı´ mozˇnosti a u´rovneˇ kvality
dokumentace, na´stroju˚ a podpory.[17]
4.4.1 Open-source produkty
Na´sleduje prˇehled JMSmessaging syste´mu˚ distribuovany´ch pod ru˚zny´mi typy verˇejny´ch
licencı´.
• Apache ActiveMQ – implementace od Apache Software Foundation nabı´zejı´cı´ neˇ-
ktere´ vyspeˇlejsˇı´ prvky (clusterova´nı´, ru˚zne´ zpu˚soby perzistence atd.) a rˇadu klientu˚
pro ru˚zne´ programovacı´ jazyky (C#, C/C++, Delphi, PHP, Perl, Python, Ruby a
dalsˇı´)
• FUSE Message Broker – poskytovatel zalozˇeny´ na Apache ActiveMQ od firmy
Progress Software pro tvorbu rozsa´hle´ podnikove´ infrastruktury pro propojenı´ he-
terogennı´ch syste´mu˚
• OpenJMS – implementace JMS neza´visla´ na pouzˇite´m aplikacˇnı´m serveru, a proto
mu˚zˇe poslouzˇit jako spolecˇne´ rozhranı´ pro klienty ru˚zny´ch vy´robcu˚
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• JBoss Messaging – modula´rnı´ messaging syste´m, ktery´ slouzˇı´ jako implicitnı´ JMS
poskytovatel na aplikacˇnı´ch serverech JBoss do verze 5
• HornetQ – implementace od divize JBoss spolecˇnosti Red Hat, Inc. pu˚vodneˇ ozna-
cˇovana´ jako JBoss Messaging 2.0, ktera´ vsˇak nabı´zı´ podporu vı´ce protokolu˚, vysoky´
vy´kon, clusterova´nı´, mozˇnost napojenı´ na jine´ JMS servery a dalsˇı´ vlastnosti
• JORAM – produkt konsorcia OW2 implementujı´cı´ protokol AMQP a poskytujı´cı´
neˇktere´ pokrocˇile´ prvky vcˇetneˇ Java ME cˇi C/C++ klienta
• OpenMQ (Open Message Queue) – poskytovatel od tvu˚rcu˚ JMS specifikace firmy
Sun nabı´zejı´cı´ dodatecˇne´ prvky pro podnikova´ rˇesˇenı´ a integrovany´ jako implicitnı´
JMS poskytovatel do aplikacˇnı´ho serveru GlassFish
• RabbitMQ – messaging syste´m divize SpringSource spolecˇnosti VMWare, Inc. na-
psany´ v jazyce Erlang a postaveny´ na platformeˇ OTP (Open Telecom Platform),
pouzˇı´vajı´cı´ protokol AMQP
4.4.2 Komercˇnı´ produkty
Komercˇnı´ JMS poskytovatele´ obvykle nabı´zejı´ komplexnı´ rˇesˇenı´ (veˇtsˇinou v podobeˇ ba-
lı´ku˚ zahrnujı´cı´ch aplikacˇnı´ server, databa´ze a dalsˇı´ produkty) pro zajisˇteˇnı´ spolupra´ce
podnikovy´ch syste´mu˚ spojeny´ch s vysˇsˇı´ u´rovnı´ uzˇivatelske´ podpory.
• BEAWeblogic – produkt pu˚vodneˇ vytvorˇen firmou BEA System, Inc., nynı´ soucˇa´st
balı´ku Oracle Fusion Middleware spolecˇnosti Oracle Corporation
• Oracle AQ (Oracle AdvancedQueuing) –MOMprodukt vyvinut spolecˇnostı´ Oracle
Corporation integrovany´ do databa´ze Oracle
• SAP NetWeaver WebAS – aplikacˇnı´ server korporace SAP AG implementujı´cı´ JMS
• SonicMQ – vyspeˇly´ MOM produkt od spolecˇnosti Progress Software
• TIBCO Rendezvous – produkt pro integraci podnikovy´ch aplikacı´ od spolecˇnosti
TIBCO Software
• WebSphere MQ – podnikovy´ messaging syste´m, jenzˇ je soucˇa´stı´ softwarove´ rodiny
produktu˚ spolecˇnosti IBM
4.5 Architektura JMS aplikace
JMS je postaveno na neˇkolika za´kladnı´ch stavebnı´ch blocı´ch, ktere´ vystupujı´ v kazˇde´
JMS aplikaci. Tyto za´kladnı´ elementy architektury JMS aplikacı´ a jejich vztah zachycuje
obra´zek 5.
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Obra´zek 5: Architektura JMS aplikace
JMS poskytovatel – softwarova´ entita vytvorˇena´ podle JMS specifikace pro potrˇeby
MOM produktu, aby umozˇnila jeho spolupra´ci s aplikacemi vytvorˇeny´ch pro-
strˇednictvı´m JMS API. Jedna´ se tedy o vlastnı´ messaging syste´m implementujı´cı´
JMS rozhranı´ spolu s dalsˇı´mi na´stroji (JMS specifikacı´ explicitneˇ nedefinovany´ch)
poskytujı´cı´mi administrativnı´ a rˇı´dı´cı´ funkce od plnohodnotne´ho messaging pro-
duktu vyzˇadovane´. Poskytovatele´ jsou implementova´ni cˇisteˇ v jazyce Java, nebo
hrajı´ u´lohu adapte´ru k messaging produktu˚m mimo platformu Java.
JMS klienti – aplikace cˇi komponenty napsane´ v programovacı´m jazyce Java, ktere´ po-
sı´lajı´ nebo prˇijı´majı´ zpra´vy.9
Nativnı´ klienti – klienti, kterˇı´ pouzˇı´vajı´ mı´sto JMS API nativnı´ klientske´ aplikacˇnı´ roz-
hranı´ dane´ho messaging syste´mu. Mu˚zˇe se take´ jednat i o klienty vytvorˇene´ v jine´m
programovacı´m jazyce nezˇ Java.10
JMS zpra´vy – objekty prˇena´sˇene´ mezi JMS klienty, ktere´ obsahujı´ komunikacˇnı´ data.
Prˇedstavujı´ tedy vlastnı´ prˇedmeˇt komunikace klientu˚.
9Podle zpu˚sobu pouzˇitı´ JMS API rozlisˇujeme dva typy klientu˚. Producentem JMS (JMS Producer) je JMS
klient, ktery´ vytva´rˇı´ a odesı´la´ JMS zpra´vy. Konzumentem JMS (JMS Consumer) je typ JMS klienta, ktery´ JMS
zpra´vy prˇijı´ma´.
10Pokud byla aplikace vyuzˇı´vajı´cı´ sluzˇeb messaging syste´mu vytvorˇena prˇed zavedenı´m podpory JMS
API, je pravdeˇpodobne´, zˇe bude pouzˇı´vat oba typy klientsky´ch aplikacı´, tedy JMS i nativnı´ (ne-Java) klienty.
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Administrovane´ objekty – prˇednastavene´ JMS objekty vytvorˇene´ administra´torem, ur-
cˇene´ pro pouzˇitı´ klienty. Dveˇma typy administrovany´ch objektu˚ potrˇebny´ch v JMS
aplikacı´ch jsou tova´rny spojenı´ a mı´sta urcˇenı´ (neboli destinace – destination), ktere´
jsou blı´zˇe popsa´ny v kapitole 4.7.
Jednotlivı´ JMS poskytovatele´ se znacˇneˇ lisˇı´ nejen v technologii pouzˇite´ pro zası´la´nı´
zpra´v, ale take´ ve zpu˚sobu instalace a administrace. Jestlizˇe JMS klienti majı´ by´t prˇe-
nositelnı´, musı´ by´t od teˇchto proprieta´rnı´ch aspektu˚ messaging syste´mu˚ odstı´neˇni. Te´to
izolace je dosazˇeno definova´nı´m JMS administrovany´ch objektu˚, ktere´ jsou vytva´rˇeny
a nastavova´ny pomocı´ administracˇnı´ch na´stroju˚ poskytovatele. Klienti je pak pouzˇı´vajı´
prostrˇednictvı´m prˇenositelny´ch rozhranı´ JMS API.[1]
Administrovane´ objekty jsou obvykle administra´torem umı´steˇny do JNDI jmenne´ho
prostoru (operace bind), kde pote´ mohou by´t vyhleda´ny JMS klienty (lookup) a pouzˇity pro
vytvorˇenı´ logicke´ho spojenı´ na tyto objekty prostrˇednictvı´m JMS poskytovatele. Obra´zek
6 ilustruje tuto interakci.
Obra´zek 6: Technika pra´ce s administrovany´mi objekty
4.6 Konzumace zpra´v
Jednou z du˚lezˇity´ch koncepcı´ messaging syste´mu˚ je zpu˚sob konzumace zpra´v. Konzu-
mace zpra´vy je proces zahrnujı´cı´ prˇı´jem zpra´vy a prˇecˇtenı´ zpra´vy neboli vyzvednutı´
zpra´vy z mı´sta urcˇenı´ (fronty nebo te´matu). Producentem zpra´vy (odesı´latelem cˇi vyda-
vatelem) se nestara´ o zpu˚sob jejı´ konzumace konzumentem. Tento proces je v kompetenci
prˇijı´majı´cı´ strany, ktera´ je cı´lem zpra´vy.
Acˇkoliv produkty pro zası´la´nı´ zpra´v jsou neodmyslitelneˇ asynchronnı´, takzˇe mezi
produkcı´ a konzumacı´ zpra´vy neexistuje zˇa´dna´ cˇasova´ za´vislost, tak JMS specifikace
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definuje, zˇe zpra´vy mohou by´t zkonzumova´ny nejen asynchronnı´m zpu˚sobem, ale i
synchronneˇ.
Synchronnı´ konzumace zpra´vy – Prˇi vyzveda´va´nı´ zpra´vy z mı´sta urcˇenı´ cˇeka´ prˇı´jemce
zpra´vy, dokud zpra´va nedorazı´, cozˇ v praxi znamena´, zˇe azˇ do prˇı´chodu zpra´vy
blokuje chod aplikace, ktera´ v pru˚beˇhu te´to blokace neprova´dı´ zˇa´dne´ jine´ cˇinnosti.
Tento zpu˚sob konzumace zpra´v je vhodny´ v prˇı´padech, kdy je prˇijetı´ zpra´vy nutnou
podmı´nkou pro na´sledny´ chod aplikace.
Kvu˚li prevenci mozˇne´ho uva´znutı´ v prˇı´padeˇ neschopnosti dorucˇit ocˇeka´vanou
zpra´vu umozˇnˇuje JMSAPI specifikovat cˇasovy´ limit, po jehozˇ vyprsˇenı´ dojde k opeˇ-
tovne´mu odblokova´nı´ aplikace.
Asynchronnı´ konzumace zpra´vy – Na na´vrhove´m vzoru pozorovatel (observer) je zalo-
zˇen princip, jehozˇ prostrˇednictvı´m mu˚zˇe klient u konzumenta zpra´vy registrovat
tzv. posluchacˇe zpra´v (message listener). Jakmile zpra´va dorazı´ na mı´sto urcˇenı´, JMS
poskytovatel ji dorucˇı´ prˇı´jemci, prˇicˇemzˇ k jejı´ obsluze vyvola´ registrovane´ho poslu-
chacˇe. Klient konzumenta s posluchacˇem zpra´v nenı´ prˇi cˇeka´nı´ na zpra´vu blokova´n.
4.7 Programovacı´ model JMS API
Tato kapitola popisuje hlavnı´ rozhranı´ JMS API a jejich vy´znam, vztahy a zpu˚soby imple-
mentace v klientsky´ch aplikacı´ch, jak je popisuje JMS specifikace.
Vesˇkera´ rozhranı´ JMS API se na platformeˇ Java EE nacha´zejı´ v balı´cˇku javax.jms.
Za´kladnı´mi elementy tohoto balı´cˇku jsou rozhranı´ administrovany´ch objektu˚ tova´ren
spojenı´ amı´st urcˇenı´ (ConnectionFactory aDestination), objektu˚ spojenı´ (Connection), objektu˚
relacı´ (Session), producentu˚ a konzumentu˚ zpra´v (MessageProducer a MessageConsumer)
a entit vlastnı´ch zpra´v (Message). Vztahy mezi teˇmito rozhranı´mi zachycuje UML trˇı´dnı´
diagram na obra´zku 7.
Jak lze z diagramu cˇa´stecˇneˇ vycˇı´st, JMS API obsahuje kromeˇ obecny´ch rozhranı´ i roz-
hranı´ specificka´ pro obeˇ messaging dome´ny (PTP i Pub/Sub), avsˇak pouzˇitı´ rozhranı´ spo-
lecˇny´ch pro oba modely, umozˇnˇuje implementovat JMS aplikace jednotny´m zpu˚sobem
bez ohledu na dome´nu nasazenı´.11 V tabulce 3 jsou zobrazeny vztahy mezi rozhranı´mi
obou komunikacˇnı´ch dome´n.
4.7.1 Administrovane´ objekty
Mı´sta urcˇenı´ a tova´rny spojenı´ jsou dveˇ cˇa´sti aplikace, ktere´ spı´sˇe je vhodne´ spravo-
vat administrativneˇ nezˇ aplikacˇneˇ. Technologie, na nichzˇ jsou tyto objekty zalozˇene´ se
s velkou pravdeˇpodobnostı´ velice lisˇı´ od jedne´ implementace JMS specifikace k druhe´,
a proto spra´va a konfigurace teˇchto objektu˚ patrˇı´ spolu s dalsˇı´mi administrativnı´mi u´koly
k operacı´m, ktere´ se ru˚znı´ od poskytovatele k poskytovateli.
11Na´sledujı´cı´ uka´zky Java ko´du pro implementaci JMS klientu˚ vzˇdy pouzˇı´vajı´ obecna´ rozhranı´, takzˇe
vytvorˇenı´ klienti mohou slouzˇit pro oba komunikacˇnı´ modely. Konkre´tnı´ dome´na je urcˇena skutecˇny´m
typem objektu tova´rny spojenı´ a mı´stem urcˇenı´ (tj. zda se jedna´ o frontu, cˇi te´ma zpra´v).
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Obra´zek 7: Trˇı´dnı´ digram za´kladnı´ch rozhranı´ JMS API
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Tabulka 3: Vztahy mezi rozhranı´mi PTP a Pub/Sub dome´ny
JMS klienti obvykle zı´ska´vajı´ tyto objekty z JNDI registru prostrˇednictvı´m JNDI API
a pote´ k nim prˇistupujı´ prˇes rozhranı´ JMS API. Obeˇ uvedene´ API specifikace jsou prˇeno-
sitelne´, takzˇe klientska´ aplikace mu˚zˇe beˇzˇet takrˇka beze zmeˇny nad ru˚zny´mi implemen-
tacemi poskytovatelu˚ JMS.
Tova´rny spojenı´
Tova´rna spojenı´ (connection factory) je administrovany´ objekt, ktery´ klient pouzˇı´va´ pro
tvorbu spojenı´ na JMS poskytovatele. Tova´rna spojenı´ zapouzdrˇuje sadu konfiguracˇnı´ch
parametru˚ a nastavenı´ definovany´ch administra´torem pro vytva´rˇenı´ spojenı´ na JMS po-
skytovatele. Pozoruhodne´ je, zˇe acˇkoliv je tova´rna spojenı´ nedı´lnou soucˇa´sti JMS, tak JMS
specifikace nedefinuje, jake´ informace bymeˇla tova´rna spojenı´ zapouzdrˇovat.[1] Obvykle
to vsˇak jsou u´daje o serveru, na neˇmzˇ beˇzˇı´ JMS poskytovatel, a portu, kde nasloucha´. JMS
take´ nestandardizuje zpu˚sob, jaky´m klient zı´ska´va´ objekt tova´rny spojenı´ od JMS posky-
tovatele. Veˇtsˇinou to vsˇak by´va´ pomocı´ vy´sˇe zminˇovane´ JNDI sluzˇby a to bud’ve vlastnı´
rezˇii prostrˇednictvı´m JNDI API, nebo s vyuzˇitı´m vstrˇikova´nı´ za´visly´ch zdroju˚ (dependency
injection) na Java EE aplikacˇnı´ch serverech. Oba postupy lze videˇt na na´sledujı´cı´m vy´pisu
ko´du 1.
// Vyhleda´nı´ pomocı´ JNDI sluzˇby
Context ctx = new InitialContext () ; // tvorba kontextu hleda´nı´ v JNDI, parametry nacˇteny ze
souboru jndi.properties
ConnectionFactory cf = (ConnectionFactory) ctx.lookup(CONN FACTORY NAME); // vyhleda´nı´
objektu tova´rny spojenı´
// Vyhleda´nı´ s vyuzˇitı´m vstrˇikova´nı´ za´visly´ch zdroju˚
@Resource(mappedName=CONN FACTORY NAME) // specifikace JNDI jme´na vstrˇikovane´ho
objektu
private static ConnectionFactory cf; // o naplneˇnı´ promeˇnne´ se postara´ aplikacˇnı´ server
Vy´pis 1: Zı´ska´nı´ objektu tova´rny spojenı´
Tova´rna spojenı´ je podle JMS specifikace definova´na jako rozhranı´ ConnectionFactory
poskytujı´cı´ metody pro tvorbu objektu˚ spojenı´ (createConnection). V prˇı´padeˇ pozˇadavku
vytva´rˇet spojenı´ na fronty zpra´v je objekt tova´rny spojenı´ instancı´ specificˇteˇjsˇı´ho typu




Mı´sto urcˇenı´ (destination) reprezentovane´ instancı´ obecne´ho rozhranı´ Destination je objekt,
ktery´ klient pouzˇı´va´ pro urcˇenı´ cı´le zpra´v, ktere´ vyprodukuje, cˇi zdroje zpra´v, ktere´ zkon-
zumuje. V PTP dome´neˇ semı´sta urcˇenı´ nazy´vajı´ fronty zpra´v (rozhranı´Queue). V dome´neˇ
Pub/Sub jsou mı´sta urcˇenı´ oznacˇova´ny jako te´mata zpra´v (rozhranı´ Topic).
Mı´sto urcˇenı´ zapouzdrˇuje adresu specifickou pro poskytovatele, spolu s dalsˇı´mi kon-
figuracˇnı´mi informacemi, avsˇak JMS specifikace nedefinuje standard forma´tu adresy.
Fyzicke´ umı´steˇnı´ mı´sta urcˇenı´ na serveru je urcˇeno poskytovatelem. JMS aplikace mu˚zˇe
pouzˇı´vat vı´cero front a te´mat zpra´v v za´vislosti na pozˇadavcı´ch.[1]
Objekt mı´sta urcˇenı´ klient obvykle zı´ska´va´ opeˇt z JNDI sluzˇby (viz zdrojovy´ ko´d 2).
// Vyhleda´nı´ pomocı´ JNDI sluzˇby
Context ctx = new InitialContext () ; // tvorba JNDI kontextu hleda´nı´
Destination destination = (Destination) ctx .lookup(DESTINATION NAME); // vyhleda´nı´ objektu
mı´sta urcˇenı´
// Vyhleda´nı´ s vyuzˇitı´m vstrˇikova´nı´ za´visly´ch zdroju˚
@Resource(mappedName=DESTINATION NAME) // specifikace JNDI jme´na vstrˇikovane´ho objektu
private static Destination destination ; // promeˇnna´, jenzˇ ma´ by´t naplneˇna
Vy´pis 2: Zı´ska´nı´ objektu mı´sta urcˇenı´
4.7.2 Spojenı´
Spojenı´ (connection) zapouzdrˇuje logicke´ propojenı´ na JMS poskytovatele. Na spojenı´ lze
pohlı´zˇet jako na komunikacˇnı´ kana´l mezi aplikacı´ a messaging serverem. Spojenı´ mu˚zˇe
by´t kuprˇı´kladu reprezentova´no otevrˇeny´m TCP/IP socketem mezi klientem a sluzˇbou
poskytovatele. Jako na analogii JMS spojenı´ lze pohlı´zˇet na prˇipojenı´ k hlavnı´ telefonnı´
lince, ktera´ propojuje klientske´ telefonnı´ prˇı´stroje s u´strˇednou.
Jak bylo uvedeno vy´sˇe, spojenı´ jsou vytva´rˇena pomocı´ metod tova´ren spojenı´. Spojenı´
jsou da´le pouzˇı´va´na pro tvorbu jedne´ cˇi vı´ce relacı´ pro zası´la´nı´ a prˇı´jem zpra´v do mı´st
urcˇenı´, resp. z nich.
V JMS specifikaci jsou spojenı´ definova´na jako instance rozhranı´Connection, respektive
neˇktere´ho z jeho dvou podtypu˚ — QueueConnection cˇi TopicConnection -– v za´vislosti na
messaging dome´neˇ.[1]
Prˇi vytva´rˇenı´ spojenı´ docha´zı´, mimo jine´, k autentizaci klientu˚ a k nastavova´nı´ pa-
rametru˚ komunikace. Nebot’udrzˇova´nı´ spojenı´ nenı´ trivia´lnı´ u´kol, jsou instance spojenı´
pomeˇrneˇ komplikovany´mi a robustnı´mi objekty, ktere´ vyuzˇı´vajı´ mnoho syste´movy´ch
zdroju˚, jezˇ je nutno po ukoncˇenı´ pra´ce uvolnit k pouzˇitı´ dalsˇı´mi sluzˇbami, a tedy spojenı´
rˇa´dneˇ uzavrˇı´t (metodou close). Uzavrˇenı´m spojenı´ se take´ uzavrˇou vsˇechny jeho aktivnı´
relace a vytvorˇenı´ producenti a konzumenti zpra´v.
Po vytvorˇenı´ se spojenı´ nacha´zı´ v tzv. zastavene´m (stopped) rezˇimu, po jehozˇ dobu
trva´nı´ nemohou by´t prˇijaty zˇa´dne´ zpra´vy (odesı´la´nı´ zpra´v je vsˇak mozˇne´). Toto opatrˇenı´
umozˇnˇuje klientu˚m zaby´vat se prˇı´pravou pracovnı´ho prostrˇedı´, anizˇ by byli rusˇeni nut-
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nostı´ zpracova´vat prˇı´chozı´ zpra´vy, dokud sami nebudou prˇipraveni. K aktivaci spojenı´,
a tedy i k uvolneˇnı´ blokace prˇijı´ma´nı´ zpra´v je nutne´ zavolat metody start .12
Pra´ci s objektem spojenı´ (vytvorˇenı´, aktivaci a uzavrˇenı´) ukazuje na´sledujı´cı´ zdrojovy´
ko´d 3.
Connection conn = cf.createConnection(); // tvorba spojenı´ tova´rnou spojenı´
try {
. . . // nastavenı´ pracovnı´ho prostrˇedı´, tvorba relace, konzumentu˚ a producentu˚
conn.start () ; // aktivace spojenı´ pro prˇı´jem zpra´v
. . . // tvorba, prˇı´jem a odesı´la´nı´ zpra´v
} finally {
conn.close(); // uzavrˇenı´ spojenı´ a uvolneˇnı´ vsˇech zdroju˚
}
Vy´pis 3: Vytvorˇenı´, aktivace a uzavrˇenı´ spojenı´
4.7.3 Relace
Relace (session) je jednovla´knovy´m kontextem pro produkci a konzumaci zpra´v. Relace
vytva´rˇı´ nad JMS spojenı´m ra´mec, v neˇmzˇ docha´zı´ ke komunikaci (vy´meˇneˇ zpra´v) mezi
klientem a poskytovatelem.
Relace se pouzˇı´vajı´ pro tvorbu producentu˚ a konzumentu˚ zpra´v a prˇedevsˇı´m pro
vytva´rˇenı´ zpra´v samotny´ch. Relace zprostrˇedkova´vajı´ JMS klientu˚m prˇı´stup ke spojenı´
za u´cˇelem posı´la´nı´ a prˇı´jmu zpra´v.
Relace poskytujı´ transakcˇnı´ kontext, jı´mzˇ lze seskupit sadu pozˇadavku˚ na odesla´nı´
cˇi prˇı´jem zpra´v do atomicke´ (nedeˇlitelne´) jednotky pra´ce, ktera´ bude provedena jako
jeden celek. Kontext odkla´da´ zpra´vy urcˇene´ k dorucˇenı´, dokud nenı´ transakce potvrzena
(metodou commit), teprve pote´ jsou zpra´vydorucˇeny. Prˇed tı´m, nezˇ je transakce potvrzena,
mu˚zˇe uzˇivatel zrusˇit dorucˇenı´ zpra´v jejı´m odvola´nı´m (metoda rollback).[1]
Pouzˇı´va´nı´ transakcı´ je nepovinne´, standardneˇ docha´zı´ k pokusu o dorucˇenı´ zpra´vy
v okamzˇiku, kdy je odesla´na. Konzumenti protomusı´ odesı´lat JMS poskytovateli zpeˇt po-
tvrzenı´ o u´speˇsˇne´m prˇijetı´ zpra´vy (metoda acknowledge rozhranı´ Message), cˇı´mzˇ zabra´nı´
pokusu o opeˇtovne´ dorucˇenı´ zpra´vy.
Relace je klientu˚v priva´tnı´ na´hled na spojenı´. Kazˇde´ spojenı´mu˚zˇemı´t ve stejny´ cˇas vı´ce
aktivnı´ch relacı´. Podobneˇ jako je spojenı´ nutne´ pro komunikaci s JMS poskytovatelem,
tak relace je nezbytna´ pro komunikaci se spojenı´m. Analogiı´ relace lze v dome´neˇ tele-
komunikacı´ spatrˇovat v konkre´tnı´m telefonnı´m hovoru, uskutecˇneˇne´m prostrˇednictvı´m
telefonnı´ linky.
Obecne´ metody pro JMS relace jsou specifikova´ny v rozhranı´ Session. V podtypech
QueueSession, resp. TopicSession nalezneme metody specificke´ pro urcˇitou messaging
dome´nu.
Na´sledujı´cı´ vy´pis zdrojove´ho ko´du zachycuje za´kladnı´ pru˚beˇh pra´ce s objektem relace
prˇi pozˇadavku na transakcˇnı´ zpracova´nı´.
12Dorucˇova´nı´ zpra´v lze opeˇtovneˇ inhibovat metodou stop.
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Session session = conn.createSession(true, Session.SESSION TRANSACTED); // vytvorˇenı´ relace
pro transakcˇnı´ zpracova´nı´
try {
. . . // tvorba producentu˚ a konzumentu˚
session.commit(); // potvrzenı´ transakce
} catch (Exception e) {
session.rollback () ; // zrusˇenı´ (odvola´nı´) transakce v prˇı´padeˇ vy´skytu vy´jimky
} finally {
session.close() ; // uzavrˇenı´ relace a uvolneˇnı´ vsˇech jejı´ch zdroju˚
}
Vy´pis 4: Vytvorˇenı´ transakcˇnı´ relace
Prostrˇednictvı´m relace samotne´ lze sice vytva´rˇet zpra´vy, avsˇak nelze je ani posı´lat,
ani prˇijı´mat. K tomuto u´cˇelu slouzˇı´ producenti, resp. konzumenti zpra´v. Relace sehra´va´
pouze roli tova´rny, ktera´ vytva´rˇı´ instance teˇchto objektu˚.
4.7.4 Producenti zpra´v
Podle JMS specifikace je producentem zpra´vy (message producer) objekt vytvorˇeny´ relacı´,
jehozˇ u´cˇelem je odesı´la´nı´ zpra´v na mı´sto urcˇenı´.[1] Rozhranı´ MessageProducer obsahuje
obecne´ metody pro odesı´la´nı´ zpra´v bez ohledu na messaging dome´nu (varianty me-
tody send). Metody specificke´ pro PTP dome´nu jsou definova´ny rozhranı´mQueueSender.
V Pub/Sub dome´neˇ jsou producenti zpra´v instancemi rozhranı´ TopicPublisher.
Zpu˚sob vytvorˇenı´ a odesla´nı´ zpra´vy ukazuje na´sledujı´cı´ vy´pis ko´du.
MessageProducer producer = session.createProducer(destination); // tvorba producenta pro dane´
mı´sto urcˇenı´
try {
Message message = . . . // vytvorˇenı´ pozˇadovane´ho typu zpra´vy
producer.send(message); // odesla´nı´ drˇı´ve vytvorˇene´ zpra´vy
} finally {
producer.close(); // uvolneˇnı´ zdroju˚ producenta zpra´v
}
Vy´pis 5: Vytvorˇenı´ producenta zpra´v
4.7.5 Konzumenti zpra´v
JMS specifikace definuje konzumenta zpra´v (message consumer) jako objekt vytvorˇene´
relacı´, jejichzˇ u´cˇelem je prˇijı´mat zpra´vy zaslane´ na mı´sto urcˇenı´.[1] Prostrˇednictvı´m kon-
zumentu˚ zpra´v registruje klient u JMS poskytovatele svu˚j za´jem o prˇı´jem zpra´v z urcˇite´ho
mı´sta urcˇenı´. JMS poskytovatel pak sa´m rˇı´dı´ dorucˇova´nı´ zpra´v z mı´st urcˇenı´ k jejı´m re-
gistrovany´m konzumentu˚m.
Konzumaci zpra´v neza´vislou na dome´neˇ nabı´zı´ rozhranı´ MessageConsumer. Konzu-
menti zpra´v v PTP dome´neˇ implementujı´ rozhranı´ QueueReceiver, v dome´neˇ Pub/Sub se
jedna´ o rozhranı´ TopicSubscriber.
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V obou typech messaging dome´n mu˚zˇe konzument prˇijı´mat zpra´vy synchronnı´m
i asynchronnı´m zpu˚sobem. K synchronnı´mu (blokujı´cı´mu) prˇijmu zpra´vy slouzˇı´ metoda
receive. Pro asynchronnı´ (neblokujı´cı´) prˇı´jem zpra´v se vyuzˇı´va´ objektu posluchacˇe zpra´v
(message listener), ktere´ho je trˇeba registrovat u konzumenta zpra´vy.
Zdrojovy´ ko´d 6 ukazuje zpu˚sob vytvorˇenı´ konzumenta zpra´v a synchronnı´ prˇı´jem
zpra´vy.
MessageConsumer consumer = session.createConsumer(destination); // tvorba konzumenta zpra´v
z dane´ho mı´sta urcˇenı´
try {
conn.start () ; // aktivace spojeni
Message message = consumer.receive(); // prˇijmutı´ zpra´vy
. . . // zpracova´nı´ zpra´vy
message.acknowledge(); // potvrzenı´ u´speˇsˇne´ho prˇijetı´ zpra´vy
} finally {
consumer.close(); // uvolneˇnı´ zdroju˚ konzumenta zpra´v
}
Vy´pis 6: Vytvorˇenı´ konzumenta zpra´v
Posluchacˇi zpra´v
Podle JMS je posluchacˇ zpra´v (message listener) objekt, ktery´ vystupuje jako asynchronnı´
obsluha uda´losti dorucˇenı´ zpra´vy.[1] Objekty posluchacˇu˚ zpra´v implementujı´ rozhranı´
MessageListener obsahujı´cı´ jedinou metodu onMessage, v nı´zˇ se definujı´ akce pro zpra-
cova´nı´ prˇı´chozı´ zpra´vy. Konzument zpra´v registruje posluchacˇe zpra´v prostrˇednictvı´m
metody setMessageListener.[1]
Kazˇda´ relace zajisˇt’uje se´riove´ prˇeda´nı´ prˇijaty´ch zpra´v registrovane´mu posluchacˇi,
takzˇe posluchacˇ prˇirˇazen k jednomu cˇi vı´ce konzumentu˚m stejne´ relacemu˚zˇe zpracova´vat
v dany´ okamzˇik vzˇdy jen jednu zpra´vu.
Posluchacˇi zpra´v se nerozlisˇujı´ podle messaging dome´ny. Stejny´ posluchacˇ mu˚zˇe
prˇijı´mat zpra´vy jak z fronty, tak i z te´matu zpra´v v za´vislosti na tom, zda byl posluchacˇ
registrova´n konzumentem typu QueueReceiver, nebo TopicSubscriber.
Od verze 1.3 platformy J2EE byl zaveden specia´lnı´ typ EJB komponent tzv. zpra´vami
rˇı´zene´ beany (MessageDriven Beans, zkra´ceneˇMDB). Tyto komponenty fungujı´ jako poslu-
chacˇi zpra´v v ra´mci EJB kontejneru J2EE serveru. Zpra´vami rˇı´zene´ beany jsou podrobneˇji
popsa´ny v kapitole 4.11.2.
4.7.6 Zpra´vy
Zpra´va (message) je objekt, jenzˇ v ra´mci JMSAPI implementuje rozhranı´Message cˇi neˇktery´
z jehopodtypu˚ a ktery´ prˇedstavuje vlastnı´ prˇedmeˇt komunikace JMSklientu˚. Jedna´ se tedy
o entitu prˇeda´vanou mezi softwarovy´mi aplikacemi prostrˇednictvı´m JMS poskytovatele.
Acˇkoliv je forma´t JMS zpra´v vcelku jednoduchy´, tak je za´rovenˇ velice flexibilnı´ a dovoluje
vytva´rˇet zpra´vy ve forma´tu kompatibilnı´m s aplikacemi jiny´ch platforem i bez podpory
JMS.[9]
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Zpra´va se skla´da´ ze trˇı´ hlavnı´ch cˇa´stı´ – hlavicˇky, sady vlastnostı´ a teˇla zpra´vy. Detail-
neˇjsˇı´ popis struktury JMS zpra´v na´sleduje v kapitole 4.8.
4.7.7 Soubeˇzˇne´ pouzˇitı´
Vzhledem k tomu, zˇe podpora soubeˇzˇne´ho prˇı´stupu ke zdroju˚m sebou typicky nese dalsˇı´
rezˇii a slozˇitost, neˇktera´ z uvedeny´ch rozhranı´ nebyla navrzˇena tak, aby umozˇnˇovala
soubeˇzˇny´ chod. Ten se omezuje pouze na instance rozhranı´ urcˇene´ pro sdı´lenı´ vı´cevla´k-
novy´mi klienty (Destination,ConnectionFactory,Connection), ostatnı´ rozhranı´ jsou navrzˇena
tak, aby k jejich instancı´m prˇistupovalo v jeden okamzˇik pouze jedno vla´kno (Session,
MessageProducer a MessageConsumer.
Pro omezenı´ soubeˇzˇne´ho pouzˇitı´ objektu˚ relacı´ jsou prˇedevsˇı´m dva du˚vody. Prˇedneˇ
jsou JMS relace teˇmi entitami, ktere´ podporujı´ transakcˇnı´ zpracova´nı´. Je velice obtı´zˇne´ im-
plementovat transakce, ktere´ jsou vı´cevla´knove´. Za druhe´ relace podporujı´ asynchronnı´
konzumaci zpra´v, cozˇ znamena´, zˇe JMS nevyzˇaduje, a neumozˇnˇuje, aby prˇi asynchronnı´
konzumaci zpra´v bylo mozˇno zpracova´vat vı´ce zpra´v soubeˇzˇneˇ. Soubeˇzˇnost lze zı´skat
podle potrˇeby pouzˇitı´m vı´ce objektu˚ relacı´.[1]
4.7.8 Osˇetrˇova´nı´ vy´jimek
K du˚lezˇity´m prvku˚m tvorby robustnı´ch aplikacı´ patrˇı´ samozrˇejmeˇ du˚sledne´ osˇetrˇova´nı´
vy´jimek. U messaging syste´mu˚ a distribuovany´ch syste´mu˚ obecneˇ to platı´ dvojna´sob.
Proto je nutno prˇedstavit zpu˚soby ohlasˇova´nı´ chybovy´ch stavu˚ JMS aplikacı´.
JMS API definuje vy´jimku typu JMSException jako korˇenovou trˇı´du vsˇech vy´jimek vy-
volany´ch JMS metodami. Jedna´ se o kontrolovanou (checked) vy´jimku, jejı´zˇ odchyta´va´nı´
poskytuje obecny´ zpu˚sob zpracova´nı´ vsˇech vy´jimek majı´cı´ch vazbu na JMS.
Standardnı´ JMS vy´jimky
Vedle JMSException definuje JMS specifikace neˇkolik dalsˇı´ch typu˚ vy´jimek, ktere´ standar-
dizujı´ zpu˚sob hla´sˇenı´ chybovy´ch stavu˚.[1]
• IllegalStateException – prˇi vola´nı´ metod objektu˚ nacha´zejı´cı´ch se v nepatrˇicˇne´m stavu
• JMSSecurityException – v prˇı´padeˇ odmı´tnutı´ operace z du˚vodu bezpecˇnostnı´ch ome-
zenı´
• InvalidClientIDException – prˇi pokusu o chybne´ nastavenı´ klientske´ho identifika´toru
• InvalidDestinationException – v prˇı´padeˇ, je-li specifikova´no neplatne´ mı´sto urcˇenı´
• InvalidSelectorException – prˇi chybne´ syntaxi selektoru zpra´v
• MessageEOFException – prˇi pokusu o cˇtenı´ obsahu zpra´vy, acˇkoliv jizˇ byl dosazˇen
konec toku dat
• MessageFormatException – v prˇı´padeˇ cˇtenı´ cˇi za´pisu chybne´ho, nebo nepodporova-
ne´ho datove´ho typu
• MessageNotReadableException – prˇi pokusu o cˇtenı´ zpra´vy urcˇene´ pouze k za´pisu
(write-only)
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• MessageNotWriteableException – prˇi pokusu o za´pis do zpra´vy urcˇene´ pouze ke cˇtenı´
(read-only)
• ResourceAllocationException – v prˇı´padeˇ, nenı´-li poskytovatel schopen vyhradit pro
pozˇadovanou operaci zdroje
• TransactionInProgressException – prˇi pokusu o provedenı´ nepovolene´ operace prˇi
aktivnı´ transakci
• TransactionRolledBackException – prˇi neocˇeka´vane´m odvola´nı´ transakce
Posluchacˇi vy´jimek
Kromeˇ klasicke´ho zpu˚sobu odchytu vy´jimek konstrukcı´ try–catch, umozˇnˇuje JMS API
odchyta´vat vy´jimky prˇi vy´skytu potı´zˇı´ se spojenı´m i asynchronnı´m zpu˚sobem za pomoci
objektu typu ExceptionListener, ktere´ho je trˇeba registrovat v objektu spojenı´.
Vy´jimky dorucˇene´ posluchacˇi vy´jimek jsou ty, jenzˇ nemohou by´t jinak ohla´sˇeny.
ExceptionListener tedy neslouzˇı´ k monitorova´nı´ vsˇech vy´jimek vyvolany´ch spojenı´m.
4.8 Model JMS zpra´v
Hlavnı´m smyslem JMS aplikace je produkovat a konzumovat zpra´vy. Zpra´vy jsou strˇedo-
bodem messaging syste´mu˚, kolem neˇhozˇ se vsˇe tocˇı´. Proto je cela´ tato kapitola veˇnova´na
pra´veˇ problematice JMS zpra´v.
Acˇkoliv se definice zpra´v mezi messaging syste´my velmi lisˇı´, JMS poskytuje jednotny´
zpu˚sob, jak zpra´vy popisovat a jak k nimprˇistupovat (tj. forma´t jejich struktury a obsahu).
Veˇtsˇina podnikovy´ch messaging produktu˚ zacha´zı´ se zpra´vami jako s jednoduchy´mi
(lightweight) entitami, ktere´ se skla´dajı´ z hlavicˇky a uzˇitecˇne´ho obsahu (teˇla). Hlavicˇka
obsahuje polozˇky potrˇebne´ pro smeˇrova´nı´ zpra´vy a jejı´ identifikaci, teˇlo obsahuje vlastnı´
aplikacˇnı´ data, jenzˇ jsou posı´la´na.
Jak jizˇ bylo zmı´neˇno, v ra´mci te´to obecne´ formy se definice zpra´v vy´znamneˇ lisˇı´ naprˇı´cˇ
produkty. Hlavnı´ rozdı´ly by´vajı´ v obsahu a se´mantice hlavicˇek (nestrukturovana´ data ×
ko´dovana´ data, podpora u´lozˇisˇt’pro definice typu˚ zpra´v). Pro JMS je tedy velice obtı´zˇny´m
u´kolem podchytit a podporovat celou sˇı´rˇi takovy´chto modelu˚ zpra´v.[1]
Nynı´ jizˇ na´sleduje samotny´ popis struktury JMS zpra´v, ktere´ se podle JMS specifikace
skla´dajı´ z hlavicˇky, sady vlastnostı´ a teˇla.
4.8.1 Hlavicˇka zpra´vy
Hlavicˇka JMS zpra´vy (message header) obsahuje neˇkolik prˇeddefinovany´ch polozˇek, ktere´
prˇedstavujı´ informace pouzˇı´vane´ klienty a poskytovateli pro identifikaci a smeˇrova´nı´
zpra´v. Vsˇechny JMS zpra´vy podporujı´ stejnou sadu polozˇek hlavicˇky. Naprˇı´klad pro kazˇ-
dou zpra´vu je definova´n jednoznacˇny´ identifika´tor, cˇasove´ razı´tko odesla´nı´, cˇi u´rovenˇ
priority. Azˇ na neˇkolik vy´jimek jsou polozˇky hlavicˇky povinne´, a musı´ mı´t tedy nastave-
nou hodnotu.
Kompletnı´ hlavicˇka zpra´vy (tj. vsˇechny jejı´ polozˇky) je odesla´na vsˇem prˇijı´majı´cı´m
klientu˚m. JMS specifikace vsˇak nedefinuje polozˇky hlavicˇky odesı´lane´ jiny´m (ne-JMS)
klientu˚m.
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JMS API definuje pro kazˇdou polozˇku hlavicˇky prˇı´stupove´ metody (tzv. gettery
a settery). Hodnoty neˇktery´ch polozˇekmusı´ by´t nastaveny explicitneˇ klientem, alemnohe´
jsou nastavova´ny automaticky producentem zpra´vy prˇi jejı´m odesı´la´nı´. Seznam polozˇek
hlavicˇky spolu s jejich typem a zpu˚sobem jejich nastavenı´ je zna´zorneˇn v tabulce 4.
Polozˇka hlavicˇky Typ Zpu˚sob nastavenı´
JMSDestination Destination producentem zpra´vy prˇi odesla´nı´ (send cˇi publish)
JMSDeliveryMode int producentem zpra´vy prˇi odesla´nı´ (send cˇi publish)
JMSExpiration long producentem zpra´vy prˇi odesla´nı´ (send cˇi publish)
JMSPriority int producentem zpra´vy prˇi odesla´nı´ (send cˇi publish)
JMSMessageID String producentem zpra´vy prˇi odesla´nı´ (send cˇi publish)
JMSTimestamp long producentem zpra´vy prˇi odesla´nı´ (send cˇi publish)
JMSRedelivered boolean JMS poskytovatelem prˇi opeˇtovne´m dorucˇenı´
JMSCorrelationID String explicitneˇ klientem (prˇı´slusˇny´m setterem)
JMSReplyTo Destination explicitneˇ klientem (prˇı´slusˇny´m setterem)
JMSType String explicitneˇ klientem (prˇı´slusˇny´m setterem)
Tabulka 4: Seznam polozˇek hlavicˇky zpra´v a zpu˚sob jejich nastavenı´
Na´sleduje strucˇny´ popis kazˇde´ polozˇky hlavicˇky JMS zpra´vy.
JMSDestination
Tato polozˇka obsahuje mı´sto urcˇenı´ (frontu nebo te´ma zpra´v), na neˇjzˇ je zpra´va posı´la´na
(resp. odkud byla prˇijata). Jejı´ hodnota je nastavova´na producentem prˇi odesla´nı´ zpra´vy
(pu˚vodnı´ hodnota je ignorova´na).
JMSDeliveryMode
Tato polozˇka urcˇuje dorucˇovacı´ rezˇim zpra´vy, cˇı´mzˇ ovlivnˇuje zpu˚sob, jaky´m JMS posky-
tovatel zajisˇt’uje jejı´ dorucˇenı´ (zda ji ma´ uchova´vat, cˇi nikoliv). O nastavenı´ te´to polozˇky
se opeˇt stara´ producent zpra´v. Rezˇimy dorucˇova´nı´ jsou podrobneˇji popsa´ny v kapitole
4.10.3.
JMSMessageID
Hodnota te´to polozˇky jednoznacˇneˇ identifikuje kazˇdou odeslanou zpra´vu. Hodnotou
JMSMessageID je rˇeteˇzec, ktery´ pu˚sobı´ v roli unika´tnı´ho klı´cˇe identifikujı´cı´ho zpra´vu
v u´lozˇisˇti zpra´v. Prˇesny´ rozsah unika´tnosti takove´ho klı´cˇe za´visı´ na definici poskytovatele.
Minima´lneˇ by meˇla pokry´vat vsˇechny zpra´vy konkre´tnı´ instalace JMS poskytovatele.
JMSTimestamp
Polozˇka JMSTimestamp obsahuje cˇasove´ razı´tko okamzˇiku, kdy byla zpra´va prˇeda´na po-
skytovateli k odesla´nı´. Nejedna´ se tedy o dobu, kdy byla zpra´va skutecˇneˇ odesla´na, nebot’
k tomumu˚zˇe dojı´t pozdeˇji (naprˇ. v du˚sledku transakcˇnı´ho zpracova´nı´ cˇi hromadeˇnı´ zpra´v
na klientske´ straneˇ).
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Prˇi pozˇadavku o odesla´nı´ zpra´vy (vola´nı´m metody send) je prˇı´padna´ hodnota te´to
polozˇky ignorova´na. Po odesla´nı´ zpra´vy producentem obsahuje cˇasovy´ u´daj z obdobı´
mezi vola´nı´m a na´vratem odesı´lacı´ metody.
JMSCorrelationID
Klientmu˚zˇe vyuzˇı´t tuto polozˇku pro vytvorˇenı´ vazbymezi zpra´vami. Typicky´mpouzˇitı´m
je vazba zpra´vy odpoveˇdi na zpra´vu pozˇadavku, jenzˇ ji vyvolal (princip pozˇadavek-
odpoveˇd’).
JMSCorrelationID smı´ obsahovat bud’ identifika´tor zpra´vy specificky´ pro dane´ho po-
skytovatele (tedy hodnoty z JMSMessageID), nebo libovolny´ rˇeteˇzec prˇı´slusˇejı´cı´ dane´
aplikaci, ale taky pole nativnı´ch bajtu˚ poskytovatele.
Nejcˇasteˇji je vyuzˇı´va´na prvnı´ mozˇnost, ale v neˇktery´ch prˇı´padech, kdy je aplikace
slozˇena z vı´ce klientu˚, je vhodne´ prova´zat zpra´vy prˇı´slusˇejı´cı´ dane´ aplikaci prostrˇednic-
tvı´m neˇjake´ho rˇeteˇzce. Trˇetı´ mozˇnost je podporova´na pouze neˇktery´mi poskytovateli za
u´cˇelem podpory pouzˇitı´ nativnı´ch klientu˚ poskytovatele. Pouzˇitı´ pole bajtu˚ jako hodnoty
pro JMSCorrelationID zpu˚sobı´ neprˇenositelnost JMS aplikace mezi ru˚zny´mi poskytovateli.
JMSReplyTo
Polozˇka hlavicˇky JMSReplyTo obsahuje mı´sto urcˇenı´ dodane´ producentem zpra´vy, na neˇzˇ
by meˇla by´t odesla´na odpoveˇd’. Zpra´vy s vyplneˇnou hodnotou te´to polozˇky reprezentujı´
obvykle pozˇadavky ocˇeka´vajı´cı´ vyda´nı´ odpoveˇdi (princip pozˇadavek-odpoveˇd’). Vyda´nı´
odpoveˇdi nenı´ vsˇak povinne´. Rozhodnutı´ za´lezˇı´ na klientovi.
Naproti tomu zpra´vy, ktere´ tuto polozˇku nemajı´ vyplneˇnu, reprezentujı´ typicky ozna´-
menı´ o ru˚zny´ch uda´lostech, nebo prosteˇ obsahujı´ neˇjaka´ data, jenzˇ odesı´latel povazˇuje za
du˚lezˇita´.
JMSRedelivered
Pokud klient obdrzˇı´ zpra´vu s nastavenou hodnotou te´to polozˇky je pravdeˇpodobne´ (ni-
koliv vsˇak jiste´), zˇe tato zpra´vamu byla dorucˇena jizˇ drˇı´ve, avsˇak dosud nebylo potvrzeno
jejı´ prˇijetı´. Obecneˇ platı´, zˇe poskytovatel nastavı´ tuto polozˇku v hlavicˇce zpra´vy, kdykoliv
se snazˇı´ zpra´vu znovu dorucˇit. Konzumujı´cı´ aplikaci je tak signalizova´no, zˇe tato zpra´va
jizˇ mohla by´t dorucˇena drˇı´ve, a tedy zˇe by aplikace meˇla prˇijmout mimorˇa´dna´ opatrˇenı´,
aby prˇedesˇla duplicitnı´mu zpracova´nı´ te´zˇe zpra´vy.
JMSType
Polozˇka JMSType obsahuje identifika´tor typu zpra´vy, dodany´ klientem prˇi jejı´m ode-
sla´nı´. Neˇkterˇı´ JMS poskytovatele´ pouzˇı´vajı´ tuto polozˇku jako odkaz do vlastnı´ho u´lozˇisˇteˇ
definic typu˚ zpra´v. JMS nedefinuje standard pro definova´nı´ u´lozˇisˇt’definic typu˚ zpra´v, ani
zpu˚sob pojmenova´nı´ definic, jezˇ obsahuje. Tato polozˇka je vyzˇadova´na pouze neˇktery´mi
poskytovateli. Nastavenı´ hodnoty te´to polozˇky je prova´deˇno automaticky producentem




Tato polozˇka obsahuje okamzˇik vyprsˇenı´ platnosti (expirace) zpra´vy. Jejı´ hodnota je spo-
cˇı´ta´na prˇi odesla´nı´ zpra´vy jako soucˇet uvedene´ hodnoty de´lky zˇivota (platnosti) zpra´vy
(tzv. time-to-live, zkra´ceneˇ TTL) a aktua´lnı´ho cˇasu. Je-li TTL specifikova´no jako 0, je tato
polozˇka nastavena take´ na hodnotu 0, cˇı´mzˇ se indikuje, zˇe zpra´va nikdy nevyprsˇı´ (tj. zˇe
ma´ neomezenou platnost).
Kdyzˇ je prˇi pokusu o dorucˇenı´ zatı´m nedorucˇene´ zpra´vy aktua´lnı´ cˇas veˇtsˇı´, nezˇ je
vypocˇtena´ hodnota polozˇky JMSExpiration, je zpra´va znicˇena. Klienti by nemeˇli prˇijı´mat
zpra´vy, jimzˇ vyprsˇela platnost. Nicme´neˇ JMS specifikace nezajisˇt’uje, zˇe tento prˇı´pad
nenastane.
Dalsˇı´ informace o problematice expirace zpra´v jsou uvedeny v kapitole 4.10.4.
JMSPriority
Tato polozˇka obsahuje u´rovenˇ priority dorucˇenı´ zpra´vy. Jejı´ hodnota se nastavuje pro-
strˇednictvı´m metody pro odesla´nı´ zpra´vy.
JMS specifikace definuje desetistupnˇovou sˇka´lu u´rovnı´ priority, kde hodnota 0 ozna-
cˇuje nejnizˇsˇı´ u´rovenˇ a 9 nejvysˇsˇı´. Standardnı´ (implicitnı´) hodnotou je u´rovenˇ 4. Zpra´vy
s prioritou v rozmezı´ 0–4 se oznacˇujı´ jako beˇzˇne´ zpra´vy (normal messages) a zpra´vy s pri-
oritou 5–9 jako speˇsˇne´ (expedited).
JMS specifikace sice striktneˇ nevyzˇaduje, aby poskytovatele´ implementovali rˇazenı´
a dorucˇova´nı´ zpra´v podle jejich priority, avsˇak ocˇeka´va´, zˇe expresnı´ zpra´vy budou doru-
cˇeny prˇed beˇzˇny´mi zpra´vami.
4.8.2 Vlastnosti zpra´vy
Na vlastnosti JMS zpra´vy (message properties) lze pohlı´zˇet jako na doplnˇkove´ polozˇky
hlavicˇky zpra´vy, tedy jako na jaky´si mechanismus pro prˇida´nı´ nepovinny´ch polozˇek
k hlavicˇce zpra´vy. Jedna´ se veˇtsˇinou o polozˇky specificke´ pro aplikaci, poskytovatele
anebo o jina´ nepovinna´ nastavenı´.
Tyto hodnoty by´vajı´ pouzˇı´va´ny pro zajisˇteˇnı´ kompatibility s jiny´mi messaging sys-
te´my nebo je mu˚zˇe klient vyuzˇı´t prostrˇednictvı´m tzv. selektoru˚ zpra´v (message selectors)
k filtrova´nı´ prˇijı´many´ch zpra´v na za´kladeˇ specifikovany´ch krite´riı´ (selektory zpra´v jsou
podrobneˇji rozebra´ny v kapitole 4.10.1).
Vlastnosti mohou by´t trojı´ho druhu: vlastnosti specificke´ pro aplikaci (uzˇivatelske´
vlastnosti), vlastnosti specificke´ pro poskytovatele a prˇeddefinovane´ vlastnosti. JMS spe-
cifikace definuje na´zvy a vy´znamy vlastnostı´ posledneˇ jmenovane´ kategorie stejneˇ jako
zpu˚sob pojmenova´nı´ vlastnostı´ specificky´ch pro poskytovatele. Pojmenova´nı´ vlastnostı´
specificky´ch pro aplikaci nenı´ nijak definova´no (kromeˇ podmı´nky, aby nezacˇı´nali rˇeteˇz-
cem „JMS“), a je tedy plneˇ v kompetenci uzˇivatele.
Na´zvy vsˇech vlastnostı´ obecneˇ vsˇak musı´ odpovı´dat pravidlu˚m pro identifika´tory
selektoru˚ zpra´v (tzn. vı´ceme´neˇ pravidlu˚m pro identifika´tory podle standardu SQL92).
Vlastnost mu˚zˇe naby´vat hodnoty typu boolean, byte, short, int , long, float , double a String.
Hodnoty vlastnostı´ lze vza´jemneˇ prˇeva´deˇt. Podporovane´ konverze jsou vyznacˇeny v ta-
47
bulce 5. S hodnotami vlastnostı´ lze rovneˇzˇ pracovat objektoveˇ prostrˇednictvı´m prˇı´slusˇ-
ny´ch obalovy´ch typu˚.
boolean byte short int long float double String
boolean X X
byte X X X X X
short X X X X
int X X X
long X X
float X X X
double X X
String X X X X X X X X
Tabulka 5: Podporovane´ konverze hodnot vlastnostı´ zpra´vy („fajfka“ oznacˇuje povolenou
konverzi hodnoty zapsane´ jako typ dany´ rˇa´dkem a cˇtene´ jako typ dany´ sloupcem)
Prˇeddefinovane´ vlastnosti zpra´v
JMS specifikace definuje sadu vlastnostı´, pro nezˇ vyhrazuje na´zev zacˇı´najı´cı´ vzˇdy pre-
fixem „JMSX“. Jejich prˇı´tomnost v urcˇite´ zpra´veˇ za´visı´ na poskytovateli. Ten je mu˚zˇe
na za´kladeˇ administracˇnı´ch cˇi jiny´ch krite´riı´ do neˇktery´ch zpra´v zahrnout a v jiny´ch je
vynechat. Mnozˇinu JMSX vlastnostı´ podporovany´ch dany´m spojenı´m lze zjistit metodou
getJMSXPropertyNames rozhranı´ ConnectionMetaData.
Neˇktere´ z prˇeddefinovany´ch vlastnostı´ zpra´v jsou nastavova´ny automaticky JMS po-
skytovatelem, jine´ jsou urcˇeny k nastavenı´ klientem. Na´sleduje jejich strucˇny´ popis.
JMSXUserID – rˇeteˇzec (String) nastavovany´ poskytovatelem prˇi odesla´nı´ zpra´vy, ktery´
prˇedstavuje identifika´tor uzˇivatele odesı´lajı´cı´ho zpra´vu.
JMSXAppID – rˇeteˇzec nastavovany´ rovneˇzˇ poskytovatelem prˇi odesla´nı´ zpra´vy, jenzˇ re-
prezentuje identifika´tor aplikace odesı´lajı´cı´ zpra´vu.
JMSXDeliveryCount – hodnota typu int nastavovana´ poskytovatelem prˇi prˇijetı´ zpra´vy
vyjadrˇujı´cı´ pocˇet pokusu˚ o dorucˇenı´ zpra´vy.
JMSXGroupID – rˇeteˇzec, ktery´m klient identifikuje skupinu zpra´v, jejı´zˇ soucˇa´stı´ je tato
zpra´va.13
JMSXGroupSeq – hodnota typu int , ktery´m klient urcˇuje porˇadı´ zpra´vy v ra´mci skupiny
zpra´v.13
JMSXProducerTXID – rˇeteˇzec nastavovany´ poskytovatelem prˇi odesla´nı´ zpra´vy, jenzˇ
slouzˇı´ jako identifika´tor transakce, v jejı´mzˇ ra´mci byla zpra´va vyprodukova´na.
13JMSXGroupID a JMSXGroupSeq prˇedstavujı´ standardnı´ vlastnosti, podporovane´ vsˇemi poskytova-
teli, jenzˇ by klient meˇl vyuzˇı´t, pokud potrˇebuje seskupovat zpra´vy.
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JMSXConsumerTXID – rˇeteˇzec nastavovany´ poskytovatelemprˇi prˇijetı´ zpra´vy, jenzˇ slouzˇı´
jako identifika´tor transakce, v jejı´mzˇ ra´mci byla zpra´va zkonzumova´na.
JMSXRcvTimestamp – hodnota typu long nastavovana´ poskytovatelem prˇi prˇijetı´ zpra´vy
vyjadrˇujı´cı´ cˇas, kdy byla zpra´va dorucˇena konzumentovi.
JMSXState – hodnota typu int nastavovana´ poskytovatelem reprezentujı´cı´ stav, v neˇmzˇ
se zpra´va nacha´zı´.14
Vlastnosti zpra´v specificke´ pro poskytovatele
Pro na´zvy vlastnostı´ specificky´ch pro JMS poskytovatele vyhrazuje JMS specifikace pre-
fix „JMS <poskytovatel>“, kde rˇeteˇzec <poskytovatel> prˇedstavuje hodnotu prˇı´slusˇejı´cı´
kazˇde´mu poskytovateli (kuprˇ. messaging syste´m HornetQ pouzˇı´va´ rˇeteˇzec „HQ“).
Smyslem vlastnostı´ specificky´ch pro poskytovatele je zajistit podporu JMS prˇi po-
uzˇitı´ nativnı´ch klientu˚ poskytovatele. Nemeˇly by by´t pouzˇı´va´ny pro prˇeda´va´nı´ zpra´v
prostrˇednictvı´m JMS API.[1]
4.8.3 Teˇlo zpra´vy
Teˇlo zpra´vy prˇedstavuje vlastnı´ obsah zpra´vy, tj. uzˇitecˇna´ data zpra´vy. JMS specifikace
definuje peˇt forma´tu˚ teˇla zpra´v (take´ oznacˇovane´ jako typy zpra´v), cozˇ umozˇnˇuje prˇe-
da´vat si data v mnoha odlisˇny´ch forma´ch a za´rovenˇ poskytuje prostrˇedky k zajisˇteˇnı´
kompatibility mezi forma´ty zpra´v existujı´cı´ch syste´mu˚.
JMS API definuje pro kazˇdy´ z teˇchto typu˚ zvla´sˇtnı´ rozhranı´ vycha´zejı´cı´ z rozhranı´
Message (viz obra´zek 8), nedefinuje vsˇak zpu˚sob jejich implementace, pouze prostrˇedky
pro jejich vytva´rˇenı´ a plneˇnı´ daty.
Na´sleduje strucˇny´ popis jednotlivy´ch typu˚ JMS zpra´v.
Textove´ zpra´vy
Zpra´vy typu TextMessage slouzˇı´ pro prˇenos textovy´ch dat, a tudı´zˇ je jejich teˇlo tvorˇeno
jednoduchy´m rˇeteˇzcem v podobeˇ objektu String. Tento typ zpra´vy je vhodny´ v situacı´ch,
kdy nenı´ trˇeba prˇena´sˇet specia´lneˇ strukturovana´ data, ale pouze prosty´ text. Popula´rnı´m
zpu˚sobem reprezentace obsahu textovy´ch zpra´v je XML.
Mapove´ zpra´vy
Teˇla zpra´v typu MapMessage obsahujı´ mnozˇinu dvojic (neboli mapova´nı´) klı´cˇ-hodnota.
Klı´cˇi jsou rˇeteˇzce typu String a hodnotami jsou primitivnı´ datove´ typy jazyka Java (a navı´c
jesˇteˇ rˇeteˇzce cˇi pole bajtu˚). K za´znamu˚m lze prˇistupovat prˇı´mo prostrˇednictvı´m klı´cˇe
nebo sekvencˇneˇ procha´zenı´m vsˇech mapova´nı´, avsˇak bez definovane´ho porˇadı´. Mapove´
zpra´vy podporujı´ konverze podle tabulky 6.
14Stav zpra´vy mu˚zˇe naby´vat hodnoty: 1 – cˇekajı´cı´ (waiting), 2 – prˇipravena´ (ready), 3 – prosˇla´ (expired),
nebo 4 – uchovana´ (retained). Tato informace vsˇak vu˚bec nema´ pro producenty, ani konzumenty vy´znam,
takzˇe JMS neposkytuje pro vyhodnocova´nı´ stavu zpra´vy zˇa´dne´ API.
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Obra´zek 8: Trˇı´dnı´ digram typu˚ JMS zpra´v
Bajtove´ zpra´vy
Zpra´vy typuBytesMessageobsahujı´ proudneinterpretovany´chbajtu˚. Tento typ sepouzˇı´va´
prˇi potrˇebeˇ prˇena´sˇet data v nativnı´m forma´tu aplikace, ktery´ nemusı´ vyhovovat zˇa´dne´mu
existujı´cı´mu JMS typu zpra´vy. Ve veˇtsˇineˇ prˇı´padu˚ by vsˇak meˇlo by´t mozˇno pouzˇı´t mı´sto
tohoto typu zpra´vy jeden z dalsˇı´ch typu˚. Interpretaci bajtu˚ prova´dı´ prˇı´jemce s vyuzˇitı´m
beˇzˇny´ch konverzı´ jazyka Java.
Acˇkoliv JMS specifikace dovoluje pouzˇı´vat vlastnosti i u bajtovy´ch zpra´v, obvykle tak
nenı´ cˇineˇno, nebot’zahrnutı´ vlastnostı´ do zpra´vy mu˚zˇe ovlivnit jejı´ forma´t.
Proudove´ zpra´vy
Zpra´vy typu StreamMessage jsou pouzˇı´va´ny pro zası´la´nı´ proudu hodnot primitivnı´ch
datovy´ch typu˚ programovacı´ho jazyka Java. Primitivnı´ typy jsou zapisova´ny, resp. cˇteny
sekvencˇneˇ. Proudove´ zpra´vy jsou podobne´ zpra´va´m bajtovy´m, avsˇak lisˇı´ se zpu˚sobem
konverze datovy´ch typu˚, jenzˇ odpovı´dajı´ tabulce 6.
Objektove´ zpra´vy
Obsahem teˇla zpra´vy typu ObjectMessage je libovolny´ serializovatelny´ Java objekt. Tı´mto
typemzpra´v jemozˇno poslat i soubor vı´ce serializovatelny´ch objektu˚ a to prostrˇednictvı´m
neˇktere´ ze standardnı´ch kolekcı´ z balı´cˇku java. util .
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boolean byte short char int long float double String byte []
boolean X X
byte X X X X X
short X X X X
char X X
int X X X
long X X
float X X X
double X X
String X X X X X X X X
byte X
Tabulka 6: Podporovane´ konverze u zpra´v typu StreamMessage a MapMessage („fajfka“
oznacˇuje povolenou konverzi hodnoty zapsane´ jako typ dany´ rˇa´dkem a cˇtene´ jako typ
dany´ sloupcem)
Proste´ zpra´vy
Jako na specia´lnı´ typ zpra´v mu˚zˇeme pohlı´zˇet na instance obecne´ho rozhranı´ Message.
Takove´ zpra´vy nemajı´ zˇa´dne´ teˇlo, pouze hlavicˇku a sadu vlastnostı´ zpra´vy. Tento typ
zpra´v je uzˇitecˇny´, kdyzˇ aplikace nevyzˇaduje teˇlo zpra´vy.
4.9 Jednoducha´ JMS aplikace
Na za´kladeˇ vy´pisu˚ ko´du v kapitole 4.7 lze sestavit jednoduchou JMS aplikaci, kterou
tvorˇı´ dva klienti – producent a konzument. Na´sledujı´cı´ vy´pisy ko´du ukazujı´ zpu˚sob jejich
implementace.
Za pozornost jisteˇ stojı´ skutecˇnost, zˇe jsou na vsˇechmı´stech pouzˇita rozhranı´ spolecˇna´
obeˇma dome´na´m komunikace, a tedy nelze z ko´du aplikace urcˇit, zda je vytvorˇena pro
PTP cˇi Pub/Sub komunikacˇnı´ model. Vsˇe se odvı´jı´ od skutecˇne´ho typu administrovany´ch
objektu˚, jak je definoval administra´tor.
Na vy´pisu ko´du 7 je zachycena cˇa´st aplikace spolecˇna´ obeˇma klientu˚m, obsahujı´cı´
metody pro zı´ska´nı´ administrovany´ch objektu˚ tova´rny spojenı´ a mı´sta urcˇenı´ z JNDI
sluzˇby.
public class CommonUtils {
// Jmenny´ kontext pro JNDI
private static Context jndiContext = null ;
// Jme´no, s nı´mzˇ je sva´za´n objekt typu QueueConnectionFactory
public static final String QUEUE CF NAME = ”QueueFactory”;
// Jme´no, s nı´mzˇ je sva´za´n objekt typu TopicConnectionFactory
public static final String TOPIC CF NAME = ”TopicFactory”;
// Jme´no, s nı´mzˇ je sva´za´n objekt typu Queue
public static final String QUEUE NAME = ”/queue”;
// Jme´no, s nı´mzˇ je sva´za´n objekt typu Topic
public static final String TOPIC NAME = ”/topic”;
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// Zı´ska´nı´ JNDI kontextu
private static Context getJNDIContext() {
if (jndiContext == null) {
try {
jndiContext = new InitialContext () ;
} catch (NamingException e) {





// Zı´ska´nı´ tovarny spojenı´
public static ConnectionFactory getConnectionFactory(String name) {
try {
return (ConnectionFactory) getJNDIContext().lookup(name);
} catch (NamingException e) {




// Zı´ska´nı´ mı´sta urcˇenı´
public static Destination getDestination(String name) {
try {
return (Destination) getJNDIContext().lookup(name);
} catch (NamingException e) {





Vy´pis 7: Metody spolecˇne´ odesı´lateli i prˇı´jemci
4.9.1 Ko´d producenta zpra´v
Vy´pis ko´du 8 prˇedstavuje klienta produkujı´cı´ho zpra´vy, ktery´ vytvorˇı´ objekty spojenı´, ne-
transakcˇnı´ relace a producenta zpra´v, nacˇezˇ odesˇle namı´sto urcˇenı´ jednoduchou textovou
zpra´vu a pote´ uzavrˇe spojenı´ a s tı´m i uvolnı´ vsˇechny zdroje.
public class SimpleProducer {
// Prˇi zada´nı´ nepovinne´ho parametru ’T’ bude klient vydavatelem v dome´neˇ Pub/Sub. Implicitneˇ
se chova´ jako odesı´latel PTP dome´ny.
public static void main(String[] args) {
String connFactName = CommonUtils.QUEUE CF NAME;
String destinationName = CommonUtils.QUEUE NAME;
if ((args.length > 0) && args[0].equalsIgnoreCase(”T”)) {
connFactName = CommonUtils.TOPIC CF NAME;
destinationName = CommonUtils.TOPIC NAME;
}
// zı´ska´nı´ administrovany´ch objektu
ConnectionFactory connFact = null;





} catch (Exception e) {
System.err.println ( ”Nepodarilo se ziskat admin. objekty: ” + e);
System.exit(1);
}
// vytvorˇenı´ spojenı´, relace, producenta, odesla´nı´ zpra´vy a uvolneˇnı´ zdroju˚
Connection connection = null;
try {
connection = connFact.createConnection();
Session session = connection.createSession(false, Session.AUTO ACKNOWLEDGE);
MessageProducer producer = session.createProducer(destination);
TextMessage message = session.createTextMessage(”Ahoj, svete!”);
producer.send(message);
System.out.println( ”Zprava odeslana: ” + new Date());
} catch (JMSException e) {
System.err.println ( ”Nepodarilo se odeslat zpravu: ” + e);
} finally {
if (connection != null) {
try {
connection.close();





Vy´pis 8: Klient produkujı´cı´ zpra´vy
4.9.2 Ko´d konzumenta zpra´v
Klient na vy´pisu 9 slouzˇı´ k synchronnı´mu prˇı´jmu textove´ zpra´vy. Nejprve opeˇt vytvorˇı´
objekty spojenı´, netransakcˇnı´ relace a konzumenta zpra´v, nacˇezˇ odblokuje spojenı´ a cˇeka´
na prˇı´jem zpra´vy z mı´sta urcˇenı´ (maxima´lneˇ vsˇak 5 s). Pote´ uzavrˇe spojenı´ a s tı´m i uvolnı´
vsˇechny zdroje.
public class SimpleConsumer {
// Prˇi zada´nı´ nepovinne´ho parametru ’T’ bude klient odbeˇratelem v dome´neˇ Pub/Sub. Implicitneˇ se
chova´ jako prˇı´jemce PTP dome´ny.
public static void main(String[] args) {
String connFactName = CommonUtils.QUEUE CF NAME;
String destinationName = CommonUtils.QUEUE NAME;
if ((args.length > 0) && args[0].equalsIgnoreCase(”T”)) {
connFactName = CommonUtils.TOPIC CF NAME;
destinationName = CommonUtils.TOPIC NAME;
}
// zı´ska´nı´ administrovany´ch objektu
ConnectionFactory connFact = null;





} catch (Exception e) {
System.err.println ( ”Nepodarilo se ziskat admin. objekty: ” + e);
System.exit(1);
}
// vytvorˇenı´ spojenı´, relace, konzumenta, odesla´nı´ zpra´vy a uvolneˇnı´ zdroju˚
Connection connection = null;
try {
connection = connFact.createConnection();
Session session = connection.createSession(false, Session.AUTO ACKNOWLEDGE);
MessageConsumer consumer = session.createConsumer(destination);
connection.start () ; // aktivace spojenı´
Message messge = consumer.receive(5000); // cˇeka´nı´ na zpra´vu
if (message != null) {
System.out.println( ”Zprava prijata : ” + new Date());
if (message instanceof TextMessage) {
String content = ((TextMessage) message).getText();
System.out.println( ”Obsah: ” + content);
} else {
System.out.println( ”Nejedna se o textovou zpravu.”);
}
} else {
System.out.println( ”Zprava nebyla prijata . ” ) ;
}
} catch (JMSException e) {
System.err.println ( ”Nepodarilo se prijmout zpravu: ” + e);
} finally {
if (connection != null) {
try {
connection.close();





Vy´pis 9: Klient konzumujı´cı´ zpra´vy
Kdyzˇ jsou uvedenı´ klienti prˇelozˇeni a po prˇedchozı´ spra´vne´ konfiguraci prostrˇedı´
postupneˇ spusˇteˇni (v porˇadı´SimpleProducer,SimpleConsumer), zobrazı´ konzument hla´sˇenı´
o prˇijetı´ zpra´vy podobne´ tomuto:
Zprava prijata: Fri Jul 16 11:12:00 CEST 2010
Obsah: Ahoj, svete!
4.10 Pokrocˇile´ mechanismy JMS
V te´to kapitole jsou popsa´ny neˇktere´ pokrocˇile´ vlastnosti JMSAPI potrˇebne´ pro tvorbu ro-
bustnı´ch a spolehlivy´ch aplikacı´.Mnoho JMS aplikacı´ si nemu˚zˇe dovolit ztra´cet cˇi prˇijı´mat
vı´cena´sobneˇ tute´zˇ zpra´vu, a tak vyzˇadujı´, aby kazˇda´ zpra´va byla klientem prˇijata pra´veˇ




JMS aplikace mu˚zˇe filtrovat prˇijate´ zpra´vy ve vlastnı´ rezˇii tak, zˇe po prˇijetı´ zpra´vy kli-
ent sa´m urcˇı´ na za´kladeˇ informacı´ obsazˇeny´ch ve zpra´veˇ (veˇtsˇinou polozˇek hlavicˇky cˇi
vlastnostı´ zpra´v), zda chce zpra´vu da´le zpracovat cˇi nikoliv. Tento prˇı´stup vsˇak zbytecˇneˇ
zateˇzˇuje klienta (i poskytovatele) nutnostı´ prˇijı´mat a zpracovat zpra´vy, o neˇzˇ nema´ za´jem.
JMS nabı´zı´ mechanismus pro filtrova´nı´ zpra´v na straneˇ poskytovatele, takzˇe poskyto-
vatel dorucˇı´ konzumentovi pouze ty zpra´vy, o neˇzˇ projevil za´jem. K tomuto u´cˇelu slouzˇı´
tzv. selektory zpra´v (message selector). Jejich prostrˇednictvı´m konzument specifikuje kri-
te´ria (podmı´nky), ktera´ musı´ zpra´va splnˇovat, aby mu mohla by´t dorucˇena.
Tento zpu˚sob filtrace je postaven na podobne´m principu jako dotazova´nı´ pomocı´
jazyka SQL. Selektor zpra´v zde vystupuje jako rˇeteˇzcem vy´razu obsahujı´cı´ho podmı´nky
selekce. Zpra´vy lze filtrovat jak podle polozˇek hlavicˇky zpra´vy, tak podle jejich vlastnostı´.
Konzument prˇijı´ma´ pouze ty zpra´vy, jejichzˇ hlavicˇka a vlastnosti vyhovujı´ podmı´nka´m
specifikovany´ch selektorem. Prostrˇednictvı´m selektoru nelze filtrovat zpra´vy na za´kladeˇ
obsahu jejich teˇl.
Syntaxe podmı´nek selektoru˚ zpra´v je zalozˇena na podmnozˇineˇ standardu SQL92 pro
syntaxi podmı´nek klauzule languageWHERE.Vy´raz selektorumu˚zˇe by´t libovolneˇ slozˇity´.
Pouzˇite´ identifika´torymusı´ vzˇdy odpovı´dat na´zvu˚mvlastnostı´, cˇi polozˇka´mhlavicˇky. Prˇı´-
klad selektoru zpra´v mu˚zˇe by´t rˇeteˇzec language”JMSType = ’computer’ AND processor
IN (’Intel’, ’AMD’)AND (dualCore = TRUE OR memory > 1024)”.
Filtrace zpra´v pomocı´ selektoru˚ snizˇuje provoz na sı´ti (me´neˇ cˇasta´ komunikace, mensˇı´
objem prˇena´sˇeny´ch dat), avsˇak mu˚zˇe zvy´sˇit zatı´zˇenı´ serveru (probı´ha´ vzˇdy na straneˇ
poskytovatele, vyhodnocenı´ krite´riı´ mu˚zˇe by´t cˇasoveˇ na´rocˇne´).
Selektor zpra´v konzumenta je specifikova´n prˇi vytva´rˇenı´ objektu MessageConsumer
metodou Session.createMessageConsumer a zu˚sta´va´ stejny´ po celou dobu jeho existence.
4.10.2 Potvrzova´nı´ zpra´v
Potvrzova´nı´ prˇijmu zpra´v je v JMS implementova´no na dvou u´rovnı´ch – prˇi zası´la´nı´
zpra´vy JMS poskytovateli a prˇi zası´la´nı´ zpra´vy konzumentovi.
Prˇi zası´la´nı´ zpra´vy JMS poskytovateli, poskytovatel potvrdı´ dorucˇenı´ zpra´vy jejı´mu
producentovi. Toto potvrzenı´ prˇı´jetı´ je plneˇ v kompetenci JMS poskytovatele a probı´ha´
automaticky.
Prˇi zası´la´nı´ zpra´vy prˇı´jemci potvrzuje prˇı´jem zpra´vy sa´m konzument a navı´c, aby se
prˇedesˇlo mozˇny´m duplicita´m, zası´la´ JMS poskytovatel opeˇt automaticky potvrzenı´, zˇe
prˇijal potvrzenı´ prˇı´jetı´ zpra´vy od konzumenta.
Dokud nenı´ zpra´va potvrzena, nenı´ povazˇova´na za u´speˇsˇneˇ zkonzumovanou. Proces
u´speˇsˇne´ konzumace zpra´vy beˇzˇneˇ probı´ha´ ve trˇech fa´zı´ch:
1. Klient prˇijme zpra´vu.
2. Klient zpracuje zpra´vu.
3. Zpra´va je potvrzena.
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Zpra´vy prˇijate´ v ra´mci transakce jsou potvrzova´ny automaticky prˇi potvrzenı´ trans-
akce. Je-li transakce odvola´na, jsou vsˇechny zkonzumovane´ zpra´vy opeˇtovneˇ dorucˇeny.
V relacı´ch bez transakcˇnı´ho zpracova´nı´ je zpu˚sob a okamzˇik potvrzova´nı´ prˇijaty´ch
zpra´v urcˇen tzv. potvrzovacı´m rezˇimem (acknowledgement mode), ktery´ se stanovuje prˇi
vytvorˇenı´ relace (Connection.createSession). JMS specifikace definuje trˇi typy teˇchtomo´du˚:
CLIENT ACKNOWLEDGE – Tento mo´d urcˇuje, zˇe klient potvrzuje zpra´vu explicitneˇ pro-
strˇednictvı´m metody Message.acknowledge. Moment potvrzenı´ je tedy plneˇ v kom-
petenci klienta. Potvrzenı´m jedine´ zkonzumovane´ zpra´vy se automaticky potvrdı´
i prˇı´jem vsˇech zpra´v dorucˇeny´ch toute´zˇ relacı´.
AUTO ACKNOWLEDGE – V tomto mo´du jsou zpra´vy potvrzova´ny automaticky prˇi sve´m
prˇijetı´ (tj. prˇi na´vratu z metody MessageConsumer.receive nebo MessageListener.
onMessage). K potvrzova´nı´ tedy docha´zı´ jesˇteˇ prˇed vlastnı´m zpracova´nı´m zpra´vy.
DUPS OK ACKNOWLEDGE – Touto volbou se da´va´ najevo, zˇe konzumentu˚m nevadı´ prˇı´-
jem duplicitnı´ch zpra´v, takzˇe potvrzenı´ prˇijetı´ zpra´vy mu˚zˇe by´t odesla´no pozdeˇji.
Klient potvrzuje zpra´vy po skupina´ch. Tı´mto lze redukovat rezˇii relace omezenı´m
potrˇeby cˇinit kroky nutne´ k prˇedcha´zenı´ duplicita´m.
4.10.3 Rezˇimy dorucˇova´nı´ zpra´v
Rezˇimydorucˇova´nı´ zpra´v (deliverymode) ovlivnˇujı´ zpu˚sob, jaky´mposkytovatel nakla´da´ se
zpra´vami prˇi jejich dorucˇova´nı´, tj. zda budou perzistentnı´, cˇi nikoliv. Perzistentnı´ zpra´vy
musı´ by´t uchova´ny zpu˚sobem, zˇe nesmı´ by´t ztraceny ani v prˇı´padeˇ selha´nı´ syste´mu
poskytovatele. Dorucˇovacı´ rezˇim se stanovuje nastavenı´m pozˇadovane´ hodnoty polozˇky
metodou Message.setJMSDeliveryMode v hlavicˇce zpra´vy.
JMS specifikace definuje dva typy teˇchto rezˇimu˚:
PERSISTENT – Tato volba narˇizuje JMS poskytovateli, aby prˇijal opatrˇenı´ nutna´ k zaru-
cˇenı´, aby zˇa´dna´ zpra´va nebyla v prˇı´padeˇ selha´nı´ syste´mu poskytovatele ztracena.
V tomto mo´du jsou zpra´vy prˇi sve´m odesla´nı´ zaznamena´ny do stabilnı´ho u´lozˇisˇteˇ,
kde prˇetrvajı´ i prˇı´padny´ pa´d syste´mu. Zpra´vy odeslane´ v tomto rezˇimu musı´ by´t
dorucˇeny pra´veˇ a pouze jednou (tj. zpra´va nesmı´ by´t ani ztracena, ani dorucˇena
dvakra´t).
NON PERSISTENT – Tento rezˇim pozˇaduje po JMS poskytovateli, aby uchova´val zaslane´
zpra´vy, tj. negarantuje, zˇe zpra´vy nebudouvprˇı´padeˇ selha´nı´ ztraceny. Tento rezˇim je
vsˇak spojen s nizˇsˇı´ rezˇiı´, a vylepsˇuje tedy vy´kon aplikace. Zpra´vy odeslane´ v tomto
rezˇimu jsou dorucˇeny klientu˚m nanejvy´sˇ jednou (tj. zpra´va nesmı´ by´t dorucˇena
dvakra´t, ale mu˚zˇe by´t ztracena).
Implicitneˇ je pouzˇı´va´no perzistentnı´ dorucˇova´nı´. Pouzˇitı´m neperzistentnı´ho rezˇimu
dorucˇova´nı´ lze vylepsˇit vy´kon aplikace a snı´zˇit rezˇii spojenou s ukla´da´nı´m zpra´v do




Aby se prˇedesˇlo hromadeˇnı´ nedorucˇeny´ch a nedorucˇitelny´ch zpra´v ve fronta´ch a te´-
matech JMS poskytovatele, zavedla JMS specifikace mechanismus pro stanovenı´ doby
platnosti kazˇde´ zpra´vy. Implicitneˇ zpra´va´m platnost nikdy nevyprsˇı´, cozˇ mu˚zˇe v prˇı´padeˇ
neu´speˇsˇny´ch pokusu˚ o jejich dorucˇenı´ ve´st k jejich hromadeˇnı´ u poskytovatele, a tedy i ke
zvy´sˇenı´ rezˇie spojene´ s jejich uchova´va´nı´m a pokusy o jejich dorucˇenı´, v krajnı´m prˇı´padeˇ
azˇ k vycˇerpa´nı´ vsˇech dostupny´ch zdroju˚ (naprˇ. mı´sta na disku).
Proto mu˚zˇe producent zpra´v urcˇit kazˇde´ zpra´veˇ prostrˇednictvı´m parametru time−to
−live metody send dobu platnosti odesı´lane´ zpra´vy (z nı´zˇ se na´sledneˇ odvodı´ hodnota
hlavicˇky JMSExpiration), po jejı´mzˇ uplynutı´ je zpra´va poskytovatelem odstraneˇna z u´lo-
zˇisˇteˇ a nada´le se poskytovatel jizˇ nepokousˇı´ o jejı´ dorucˇenı´.
Zpu˚sob stanovenı´ a vy´pocˇtu okamzˇiku vyprsˇenı´ platnosti zpra´vy je popsa´n v kapitole
4.8.1.
4.10.5 Docˇasna´ mı´sta urcˇenı´
Acˇkoliv veˇtsˇina poskytovatelu˚ nabı´zı´ prostrˇedky pro programove´ vytva´rˇenı´ destinacı´,
tak jsou obvykle fronty a te´mata zpra´v definova´ny administrativneˇ prostrˇednictvı´m do-
da´vany´ch na´stroju˚, nebot’je ocˇeka´va´no, zˇe destinace jsou trvale´ho charakteru.
JMSAPI vsˇak dovoluje vytva´rˇet mı´sta urcˇenı´ dynamicky, ktere´ existujı´ pouze po dobu
trva´nı´ spojenı´, ktere´ je vytvorˇilo. Kdyzˇ je spojenı´ uzavrˇeno, jsou tyto destinace odstraneˇny.
Takove´ destinace jsou oznacˇova´ny jako docˇasne´ (temporary destinations). K vytvorˇenı´ do-
cˇasne´ fonty zpra´v slouzˇı´ metoda Session.createTemporaryQueue, docˇasne´ te´ma se vytva´rˇı´
metodou Session.createTemporaryTopic.
Typicky´m pouzˇitı´m docˇasny´ch mı´st urcˇenı´ je implementace komunikace typu pozˇa-
davek-odpoveˇd’. Prˇi odesla´nı´ zpra´vy uvede odesı´latel vytvorˇenou docˇasnou destinaci
jako hodnotu polozˇky JMSReplyTo hlavicˇky zpra´vy, cˇehozˇ mu˚zˇe konzument vyuzˇı´t jako
mı´sto urcˇenı´, na nezˇ ma´ zaslat odpoveˇd’, prˇicˇemzˇ se na pu˚vodnı´ pozˇadavek odka´zˇe nasta-
venı´m hlavicˇky JMSCorrelationID na hodnotu identifika´toru zpra´vy pozˇadavku (polozˇka
JMSMessageID).
4.10.6 Trvanlive´ subskripce
Prˇi komunikaci typu publish/subscribe odbeˇratel beˇzˇneˇ prˇijı´ma´ pouze zpra´vy publiko-
vane´ v dobeˇ, kdy je aktivnı´ (viz obra´zek 9).
Za cenu vysˇsˇı´ rezˇie mu˚zˇe by´t vytvorˇen odbeˇratel s tzv. trvanlivou subskripcı´ (durable
subscription), zkra´ceneˇ oznacˇovany´ jako trvanlivy´ odbeˇratel (durable subscriber), ktery´
mu˚zˇe prˇijmout zpra´vy publikovane´ k te´matu i v dobeˇ, kdy nebyl aktivnı´ (prˇipojen). Tr-
vanliva´ subskripce ma´ jednoznacˇnou identitu a mu˚zˇe v cˇase registrovat vı´ce odbeˇratelu˚,
v jedenmoment vsˇak ma´ vzˇdymaxima´lneˇ jednoho odbeˇratele. JMS uchova´va´ zpra´vy pro
trvanlive´ subskripce bez registrovane´ho odbeˇratele do doby, nezˇ bude mı´t opeˇt aktivnı´ho
odbeˇratele. Tuto situaci zna´zornˇuje obra´zek 10.
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Obra´zek 9: Odbeˇratele´ s beˇzˇnou subskripcı´
Obra´zek 10: Odbeˇratele´ s trvanlivou subskripcı´
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Trvanlivı´ odbeˇratele´ se vytva´rˇejı´metodouSession.createDurableSubscription, jı´zˇ semusı´
kromeˇ te´matu, u neˇhozˇ se ma´ vytvorˇit trvanliva´ subskripce, prˇedat take´ na´zev (identi-
fika´tor) trvale´ subskripce. Na´sledneˇ vytvorˇenı´ odbeˇratele´ se registrujı´ u vytvorˇene´ sub-
skripce pra´veˇ prostrˇednictvı´m jejı´ho na´zvu. Trvanlivou subskripci lze zrusˇit metodou
Session.unsubscribe.
4.10.7 Transakce
Transakce prˇedstavujı´ za´kladnı´ jednotky pra´ce, do nichzˇ lze seskupit se´rii operacı´ (pozˇa-
davku˚ na odesla´nı´ cˇi prˇı´jem zpra´vy), takzˇe navenek vystupuje jako jedina´ operace, a tudı´zˇ
probeˇhne bud’ cela´ u´speˇsˇneˇ (pokud jsou u´speˇsˇneˇ vsˇechny jejı´ operace), anebo cela´ selzˇe
(kdyzˇ selzˇe libovolna´ z operacı´).
ACID
JMS transakce dodrzˇujı´ sadu vlastnostı´ oznacˇovany´ch jako ACID, ktere´ garantujı´ jejich
spolehlive´ zpracova´nı´. Termı´n ACID je zkratkou slov atomicˇnost (atomicity), konzistence
(consistency), izolace (isolation) a trvanlivost (durability). Tyto vlastnosti spolu u´zce sou-
visı´, jedna podminˇuje druhou. Koncepce pojmu ACID vznikla v kontextu databa´zovy´ch
transakcı´, ale jejı´ vy´znam je stejneˇ tak platny´ i v dome´neˇ syste´mu˚ pro zası´la´nı´ zpra´v.[18]
Atomicˇnost – Vsˇechny operace prˇijetı´ cˇi odesla´nı´ zpra´v v ra´mci transakce musı´ by´t
provedeny u´speˇsˇneˇ, jinak nebude provedena zˇa´dna´ z nich, neboli pokud jedna cˇa´st
transakce selzˇe, selzˇe cela´ transakce. Transakce nemohou by´t tedy rozdeˇleny na
mensˇı´ celky, ale musı´ by´t zpracova´ny celistveˇ.
Pro uzˇivatele to znamena´, zˇe se nemusı´ oba´vat, zˇe by se v du˚sledku selha´nı´ HW,
sı´teˇ, syste´mu, cˇi samotne´ aplikace provedla jen cˇa´st operacı´, cozˇ by uvedlo aplikaci
do nekonzistentnı´ho stavu.
Konzistence – Tato vlastnost zajisˇt’uje, zˇe vsˇechny zpra´vy prˇijate´ cˇi odeslane´ uvnitrˇ trans-
akce zu˚sta´vajı´ v konzistentnı´m stavu. Prˇesneˇji rˇecˇeno to znamena´, zˇe kazˇda´ trans-
akce prˇeva´dı´ aplikaci z jednoho konzistentnı´ho stavu do jine´ho konzistentnı´ho
stavu.
Pokud je z neˇjake´ho du˚vodu prova´deˇna transakce, ktera´ porusˇuje pravidla konzis-
tence, je cela´ transakce odvola´na a aplikace je obnovena do pu˚vodnı´ho konzistent-
nı´ho stavu.
Izolace – Pozˇadavek na to, aby v pru˚beˇhu prova´deˇnı´ transakce nemohly jine´ transakce
prˇistupovat k ty´mzˇ datu˚m. Acˇkoliv mu˚zˇe uvnitrˇ syste´mu beˇzˇet soucˇasneˇ vı´ce trans-
akcı´, kazˇda´ transakce musı´ beˇzˇet bez ohledu na jine´ transakce.
Vy´jimkou je prˇı´pad, kdy jedna transakce vyzˇaduje tata´zˇ data, jaka´ jina´ transakce
soucˇasneˇ modifikuje. V takove´ situacimusı´ tedy prvnı´ transakce pocˇkat na skoncˇenı´
druhe´ transakce a azˇ pote´ mu˚zˇe prˇistoupit k pozˇadovany´m datu˚m. Nesplneˇnı´m to-
hoto principu by se aplikacemohla ocitnout v nekonzistentnı´m stavu. Tato vlastnost
v podstateˇ znamena´, zˇe se zˇa´dne´ dveˇ transakce nesmı´ vza´jemneˇ ovlivnˇovat.
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Trvanlivost – Tato vlastnost zajisˇt’uje, zˇe kdyzˇ je transakce jednou potvrzena, tak vsˇechny
zmeˇny, ktera´ zpu˚sobila budou zachova´ny, a tı´m i schopnost obnovy jednou potvr-
zeny´ch zmeˇn i pro prˇı´pad jake´hokoliv druhu selha´nı´ syste´mu.
Loka´lnı´ JMS transakce
Transakce jsou v JMS API podporova´ny prostrˇednictvı´m objektu˚ relacı´ (tj. rozhranı´m
Session) jako jejich volitelna´ soucˇa´st. JMS transakce seskupujı´ vyprodukovane´ a zkon-
zumovane´ zpra´vy relace do se´rie nedeˇlitelny´ch jednotek. Kdyzˇ je transakce potvrzena
(metodou commit) je potvrzeno prˇijetı´ vsˇech zkonzumovany´ch zpra´v a vsˇechny vyprodu-
kovane´ zpra´vy jsou odesla´ny. Naopak pokud je transakce odvola´na (metodou rollback),
jsou vyprodukovane´ zpra´vy znicˇeny a zkonzumovane´ zpra´vy jsou obnoveny a opeˇtovneˇ
dorucˇeny.
Proces obnovy navra´tı´ relaci do stavu, jenzˇ zaujı´mala po poslednı´ potvrzene´ transakci,
prˇicˇemzˇ se pokusı´ znovu dorucˇit vsˇechny jesˇteˇ sta´le platne´ zpra´vy (tzn. zˇe mnozˇina
odesı´lany´ch zpra´v se mu˚zˇe lisˇit od pu˚vodnı´).
Prˇi kombinaci neˇkolika pozˇadavku˚ na odesla´nı´ a prˇı´jem zpra´v uvnitrˇ jedine´ trans-
akce je nutne´ vzı´t v u´vahu porˇadı´ teˇchto operacı´. Bezproble´move´ jsou prˇı´pady, kdy se
transakce skla´da´ vy´hradneˇ z pozˇadavku˚ na odesla´nı´, nebo pouze z pozˇadavku˚ na prˇı´jem
zpra´v. Bezpecˇna´ je take´ situace, kdy pozˇadavky na prˇı´jem zpra´v prˇedcha´zı´ pozˇadavku˚m
na odesla´nı´. Proble´my vyvstanou prˇi pouzˇitı´ modelu pozˇadavek-odpoveˇd’, tedy kdyzˇ
v ra´mci jedne´ transakce prˇedcha´zı´ pozˇadavek na odesla´nı´ zpra´vy pozˇadavku na prˇijetı´
zpra´vy odpoveˇdi na odeslany´ pozˇadavek. Prˇi takove´m porˇadı´ operacı´ dojde totizˇ k tzv.
uva´znutı´ aplikace. Odesla´nı´ zpra´v pozˇadavku totizˇ neprobeˇhne dokud nenı´ transakce
potvrzena, to se vsˇak nestane, dokud nenı´ prˇijata zpra´va odpoveˇdi na pozˇadavek. Trans-
akce nesmı´ obsahovat zˇa´dne´ pozˇadavky na prˇı´jem zpra´v, ktere´ za´visejı´ na odesla´nı´ jiny´ch zpra´v
v te´zˇe transakci.[9]
Du˚lezˇite´ je take´ podotknout, zˇe produkce a konzumace te´zˇe zpra´vy nemu˚zˇe by´t sou-
cˇa´stı´ jedne´ JMS transakce. Producent a klient spolu nekomunikujı´ prˇı´mo, pouze prostrˇed-
nictvı´m poskytovatele. Odesla´nı´ a prˇı´jem zpra´vy tak reprezentujı´ dveˇ oddeˇlene´ sady
interakcı´ s prostrˇedkovatelem, ktere´ mohou by´t soucˇa´stı´ vlastnı´ transakce, nikoliv vsˇak
spolecˇne´ (viz obra´zek 11).
Obra´zek 11: Pouzˇitı´ loka´lnı´ch transakcı´ JMS API
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Distribuovane´ transakce
JMS specifikace nevyzˇaduje, aby poskytovatel podporoval distribuovane´ transakce. Nic-
me´neˇ pokud tomu tak je, mu˚zˇe JMS poskytovatel vystupovat v roli monitoru distribuo-
vany´ch transakcı´, prˇicˇemzˇ rˇı´zenı´ transakcı´ prova´dı´ prostrˇednictvı´m JTA.
Acˇkoliv je mozˇne´, aby si JMS klienti rˇı´dili distribuovane´ transakce sami, nenı´ tento
zpu˚sob doporucˇova´n. Podpora JTA je cı´lena´ prˇedevsˇı´m pro poskytovatele urcˇene´ k inte-
graci do Java EE aplikacˇnı´ho serveru. Nejsna´ze lze tedy vyuzˇı´t distribuovany´ch transakcı´
implementova´nı´m JMS klientu˚ jako komponent EJB (vı´ce viz kapitoly 4.3 a 4.11.3).
4.11 Pouzˇitı´ JMS API v Java EE aplikacı´ch
Platforma Java EE nabı´zı´ nove´ prˇı´pady uzˇitı´ pro prˇeda´va´nı´ zpra´v, a tedy i vyuzˇitı´ JMS
API. Nove´ mozˇnosti prˇedstavujı´ prima´rneˇ distribuovane´ komponenty EJB. Pouzˇitı´ JMS
API v Java EE aplikacı´ch je v mnoha ohledech podobne´ jeho pouzˇitı´ v samostatny´ch
klientsky´ch aplikacı´ch. Hlavnı´ rozdı´ly lezˇı´ prˇedevsˇı´m v pouzˇı´va´nı´ administrovany´ch
objektu˚, transakcı´ a spra´veˇ zdroju˚.[9]
Nebot’ zˇivotnı´ cyklus EJB komponent je plneˇ rˇı´zen EJB kontejnerem, a pod kontro-
lou programa´tora nenı´ tedy jejich tvorba, ani destrukce, a navı´c jsou urcˇeny mnohona´-
sobne´mu vola´nı´, tak nenı´ vhodne´ vyhleda´vat JNDI sluzˇbou administrovane´ objekty cˇi
vytva´rˇet objekty spojenı´ a relacı´ pokazˇde´, je-li dana´ EJB komponenta potrˇeba. Lepsˇı´m
prˇı´stupem je udrzˇovat tyto objekty po celou dobu existence EJB komponenty. Nesmı´ se
vsˇak zapomı´nat na uvolneˇnı´ vyhrazeny´ch zdroju˚, nejsou-li jizˇ da´le potrˇeba. Se specifikacı´
platformy Java EE verze 5 a novy´mi prvky jazyka Java je mozˇno vyuzˇı´t pro zı´ska´va´nı´
administrovany´ch objektu˚ anotaci @Resource, ktera´ zajistı´, zˇe pozˇadovany´ objekt bude
aplikacˇnı´m serverem lokalizova´n a prˇirˇazen do specifikovane´ promeˇnne´. Klient tak ne-
musı´ vu˚bec pouzˇı´vat JNDI API.
Nejveˇtsˇı´ rozdı´l lezˇı´ v pouzˇı´va´nı´ transakcı´, nebot’namı´sto loka´lnı´ch transakcı´ vyuzˇı´vajı´
EJB komponenty distribuovane´ transakce spravovane´ samotny´m EJB kontejnerem. JMS
nevylucˇuje ani mozˇnost pouzˇitı´ JTA pro vlastnı´ (uzˇivatelske´) rˇı´zenı´ transakcı´.
4.11.1 Session Beans
Relacˇnı´ EJB mohou by´t v Java EE aplikaci pouzˇity k produkci cˇi synchronnı´ konzumaci
zpra´v. Protozˇe vsˇak blokujı´cı´ synchronnı´ prˇı´jem zadrzˇuje syste´move´ prostrˇedky serveru,
nenı´ synchronnı´ prˇı´jem zpra´v (metodou receive) zrovna dobrou programa´torskou tech-
nikou pro komponenty EJB. Vhodneˇjsˇı´ je vyuzˇı´t cˇasovane´ho synchronnı´ho prˇı´jmu nebo
prˇı´jmu asynchronnı´ho prostrˇednictvı´m zpra´vami rˇı´zeny´ch bean.
4.11.2 Message Driven Beans
Technologie EJB od verze 2.0 obsahuje specia´lnı´ typ komponent oznacˇovany´ jako zpra´-
vami rˇı´zene´ beany, neboli english Message Driven Beans (MDB), ktere´ umozˇnˇujı´ Java EE
aplikacı´m zpracova´vat JMS zpra´vy asynchronneˇ.
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Hlavnı´m rozdı´lem MDB oproti relacˇnı´m beana´m je, zˇe MDB nemajı´ zˇa´dna´ loka´lnı´ cˇi
vzda´lena´ rozhranı´, a nemohou tak by´t vola´ny klientem prˇı´mo, ny´brzˇ pouze prostrˇednic-
tvı´m prˇijate´ zpra´vy zaslane´ klientem na mı´sto urcˇenı´, na neˇmzˇ MDB posloucha´.
MDB je komponenta, ktera´ vystupuje jako posluchacˇ zpra´v a mu˚zˇe spolehliveˇ konzu-
movat zpra´vy z front zpra´v nebo te´mat (prostrˇednictvı´m trvanlivy´ch subskripcı´). Zpra´vy
mohou by´t zasla´ny jakoukoliv Java EE komponentou (aplikacˇnı´m klientem, jinou EJB
komponentou nebo webovou komponentou), nebo i aplikacı´ cˇi syste´mem, ktery´ vu˚bec
nepouzˇı´va´ Java EE technologii.
MDB, podobneˇ jako posluchacˇ zpra´v, implementuje rozhranı´ MessageListener (navı´c
k rozhranı´ javax.ejb.MessageDrivenBean na platformeˇ J2EE, resp. je deklarova´na s anotacı´
@MessageDriven na platformeˇ JavaEE) a jeho metodu onMessage, ktera´ je automaticky
zavola´na prˇi prˇı´chodu nove´ zpra´vy. Od posluchacˇu˚ zpra´v v klasicky´ch aplikacı´ch se vsˇak
lisˇı´ v neˇkolika ohledech spojeny´chprˇedevsˇı´m s jejichumı´steˇnı´mabeˇhemvEJBkontejneru,
ktery´ automaticky vykona´va´ neˇktere´ u´lohy (tvorba instancı´, tvorba konzumentu˚ zpra´v
a registrace posluchacˇu˚ apod.).
4.11.3 Distribuovane´ transakce
Java EE aplikace beˇzˇneˇ pouzˇı´vajı´ distribuovane´ transakce za u´cˇelem zajistit integritu
prˇı´stupu˚ k externı´m zdroju˚m. V Java EE aplikaci, ktera´ pouzˇı´va´ JMS API, je mozˇno
distribuovany´ch transakcı´ vyuzˇı´t pro kombinova´nı´ pozˇadavku˚ na odesla´nı´ cˇi prˇı´jem
zpra´vy s prˇı´stupy do databa´ze cˇi dalsˇı´mi operacemi nad externı´mi zdroji.
Distribuovane´ transakce mohou by´t dvojı´ho typu:
• kontejnerem rˇı´zene´ transakce (container-managed transactions, zkra´ceneˇ CMT) — EJB
kontejner sa´m rˇı´dı´ pru˚beˇh transakcı´ bez nutnosti je explicitneˇ potvrzovat cˇi od-
vola´vat. Toto je doporucˇovany´ typ transakcı´ pro Java EE aplikace pouzˇı´vajı´cı´ JMS
API
• beanou rˇı´zene´ transakce (bean-managed transactions, ve zkratce BMT) -– Jak na´zev na-
povı´da´, prˇi tomto typu transakcı´ lezˇı´ zodpoveˇdnost za jejich rˇı´zenı´ na implementaci
bean samotny´ch, prˇicˇemzˇ hranice transakcı´ se vyznacˇujı´ explicitneˇ prostrˇednictvı´m
JTA.
Vyuzˇitı´m beanou rˇı´zeny´ch transakcı´ lze zpracova´vat zpra´vu, cˇi jejı´ cˇa´st ve vı´ce nezˇ
jedne´ transakci, nebo zcela mimo transakcˇnı´ kontext. Ve veˇtsˇineˇ prˇı´padu˚ vsˇak nabı´zejı´
kontejnerem rˇı´zene´ transakce veˇtsˇı´ spolehlivost a pohodlı´, a jsou proto vhodneˇjsˇı´.
4.11.4 Webove´ komponenty
Specifikace platformy Java EEnedefinuje, jak implementujı´ JMSAPIwebove´ komponenty
(tj. komponenty vyuzˇı´vajı´cı´ Java ServletAPI nebo technologii JavaServer Pages).Nicme´neˇ
webova´ komponenta mu˚zˇe (podobneˇ jako komponenta Session Bean) zpra´vy odesı´lat
a synchronneˇ konzumovat, avsˇak nesmı´ je konzumovat asynchronneˇ. Kvu˚li zadrzˇova´nı´
prostrˇedku˚ serveru je opeˇt vhodneˇjsˇı´m zpu˚sobemkonzumace zpra´v synchronnı´ cˇasovany´
prˇı´jem, nezˇ prˇı´jem blokujı´cı´.
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5 Zabezpecˇenı´ syste´mu˚ prˇeda´va´nı´ zpra´v
Prˇedpokladem u´speˇsˇne´ho nasazenı´ a rozsˇı´rˇenı´ messaging syste´mu˚ (a obecneˇ jake´koliv
technologie) v komercˇnı´ oblasti je zajisˇteˇnı´ jejich bezpecˇnosti. Aplikace totizˇ mnohdy
zacha´zejı´ s citlivy´mi daty, ktera´ nesmı´ padnout do nepovolany´ch rukou (naprˇ. rodna´
cˇı´sla, cˇı´sla u´cˇtu˚ apod.).
Produkty z oblasti Message-Oriented Middleware nabı´zejı´ rozlicˇne´ zpu˚soby rˇesˇenı´
zabezpecˇenı´ svy´ch dat nejen proti prˇı´padny´m u´toku˚m, ale take´ ochranyprˇed jejich ztra´tou
v du˚sledku syste´move´ho selha´nı´. Za data jsou v dome´neˇ messaging syste´mu˚ povazˇova´ny
prˇena´sˇene´ zpra´vy.
Syste´my prˇeda´va´nı´ zpra´v vyzˇadujı´ zabezpecˇenı´ hned na neˇkolika mı´stech. Prˇedneˇ je
nutno zabezpecˇit komunikaci (tj. komunikacˇnı´ kana´ly) mezi klienty a messaging serve-
rem, tzn. zajistit integritu a utajenı´ prˇena´sˇeny´ch zpra´v, takzˇe je nebudemozˇno smysluplneˇ
odposloucha´vat a falsˇovat. Za´rovenˇ je nutne´ zarˇı´dit, aby k messaging serveru prˇistupo-
vali pouze oveˇrˇenı´ a opra´vneˇnı´ klienti, tj. nedovolit cizı´m klientu˚m vyuzˇı´vat messaging
syste´m. Tute´zˇ ochranu je nutne´ zajistit i pro jednotlive´ fronty a te´mata zpra´v, tedy aby
k nim mohly prˇistupovat (zası´lat a cˇı´st zpra´vy) jen urcˇite´ aplikace.
Mnohdy je nutne´ zabezpecˇit vlastnı´ data obsazˇena´ ve zpra´va´ch prˇed samotny´mi apli-
kacemi, nebot’vzhledem k anonymiteˇ klientsky´ch aplikacı´ a neexistenci teˇsne´ vazbymezi
nimi, tedy situaci, kdy odesı´latel zpra´vy nezna´ jejı´ho prˇı´jemce, a tedy si nemu˚zˇe by´t zcela
jist, zˇe se citlive´ informace obsazˇene´ ve zpra´va´ch nedostanou k neˇkomu nepovolane´mu.
Stejneˇ tak by zase prˇı´jemcemeˇl mı´t jistotu, zˇe jim obdrzˇenou zpra´vu opravdu odeslal ocˇe-
ka´vany´ klient. V neˇktery´ch prˇı´padech mu˚zˇe by´t navı´c pozˇadova´no, aby odesı´latel zpra´vy
nemohl poprˇı´t jejı´ odesla´nı´.
Du˚lezˇita´ je take´ ota´zka zabezpecˇenı´ dat pro prˇı´pad jake´hokoliv selha´nı´, tj. selha´nı´
hardware (naprˇ. porucha pevne´ho disku), sı´teˇ (naprˇ. ztra´ta spojenı´ v pru˚beˇhu komuni-
kace), syste´mu (naprˇ. nedostatek pameˇti a jiny´ch zdroju˚), cˇi samotne´ aplikace (vlivem
programa´torske´ chyby nebo jine´ neocˇeka´vane´ uda´losti). Aplikace prˇeda´vajı´cı´ kriticka´
data (naprˇ. bankovnı´ transakce) si obvykle nemohou dovolit ztratit ani jedinou zpra´vu.
5.1 Obecne´ bezpecˇnostnı´ principy
Bezpecˇnost je sˇiroky´ pojem, pokry´vajı´cı´ u´koly pro zabezpecˇenı´ dat tak, aby k nim meˇly
prˇı´stup pouze opra´vneˇne´ osoby, aby byla chra´neˇna prˇed neopra´vneˇnou manipulacı´, po-
sˇkozenı´m, cˇi prozrazenı´m, aby byla bezpecˇneˇ uchova´va´na a prˇena´sˇena, aby se prˇedesˇlo
jejich podvrzˇenı´ a nesˇlo poprˇı´t jejich vytvorˇenı´.
Bezpecˇnostnı´ funkce se obvykle deˇlı´ do peˇti skupin podle bezpecˇnostnı´ho principu,
jenzˇ zajisˇt’ujı´:[19]
• autentizace (authentication) – zajisˇteˇnı´, zˇe komunikujı´cı´ strany jsou ty, za ktere´ se
vyda´vajı´ (zajisˇteˇnı´ identity)
• rˇı´zenı´ prˇı´stupu (access control) – ochrana prˇed neautorizovany´m vyuzˇitı´m syste´mo-
vy´ch prostrˇedku˚
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• utajenı´ dat (data confidentiality) – ochrana prˇed neautorizovany´m odhalenı´m (prozra-
zenı´m) dat
• integrita dat (data integrity) – ochrana prˇena´sˇeny´ch dat proti neautorizovane´ modifi-
kaci
• nepopiratelnost zodpoveˇdnosti (non-repudiation) – znemozˇneˇnı´ poprˇenı´ odesla´nı´, cˇi prˇı´-
jmu zpra´vy
Mezi mechanizmy pouzˇı´vane´ k implementaci teˇchto sluzˇeb patrˇı´:
• kryptograficka´ ochrana du˚veˇrnosti (sˇifrova´nı´ dat)
• kryptograficka´ ochrana integrity (hasˇovacı´ funkce)
• syste´my rˇı´zenı´ prˇı´stupu
• kryptograficka´ autentizace
• elektronicky´ (digita´lnı´) podpis
• rˇı´zenı´ prˇenosu˚ zpra´v
• zapouzdrˇenı´ zpra´v
• oveˇrˇova´nı´ trˇetı´ stranou (nota´rˇske´ sluzˇby)
5.2 Zabezpecˇenı´ komunikacˇnı´ch kana´lu˚
Zabezpecˇenı´ vsˇech vy´sˇe uvedeny´ch principu˚ se da´ sice zajistit na aplikacˇnı´ vrstveˇ (tj.
v samotne´ aplikaci), ale tento prˇı´stup klade velke´ na´roky na vy´voja´rˇe, kterˇı´ by museli
sami implementovat vesˇkere´ bezpecˇnostnı´ mechanismy. Proto je vy´hodneˇjsˇı´ a z hlediska
pouzˇitı´ transparentneˇjsˇı´ implementovat zabezpecˇenı´ alesponˇ neˇktery´ch principu˚ jizˇ na
neˇjake´ nizˇsˇı´ u´rovni.
5.2.1 Zabezpecˇenı´ na transportnı´ vrstveˇ
Obvykle se komunikace zabezpecˇuje na transportnı´ vrstveˇ prˇida´nı´m mezivrstvy do ko-
munikace v podobeˇ protokolu SSL (Secure Sockets Layer), cˇi jeho na´slednı´ka TLS (Trasport
Layer Security). Oba poskytujı´ autentizaci komunikujı´cı´ch stran prostrˇednictvı´m vy´meˇny
certifika´tu˚, nacˇezˇ na´sledneˇ docha´zı´ k zasˇifrova´nı´ prˇena´sˇeny´ch dat, cozˇ zajisˇt’uje integritu
a utajenı´ dat. Docha´zı´-li k prˇenosu dat za pomoci protokolu HTTP, tak po prˇedrˇazenı´
vrstvy SSL/TLSmluvı´me jizˇ o HTTPS. Tyto protokoly vsˇak nepodporujı´ nepopiratelnost,
ktera´ je du˚lezˇita´ zvla´sˇteˇ u komercˇnı´ch syste´mu˚. Nepopiratelnost zodpoveˇdnosti se pak
obvykle zabezpecˇuje prˇipojenı´m digita´lnı´ho podpisu k odeslane´ zpra´veˇ.
5.2.2 Zabezpecˇenı´ na sı´t’ove´ vrstveˇ
Podobne´ bezpecˇnostnı´ mechanismy lze do komunikace zarˇadit dokonce jizˇ na sı´t’ove´
vrstveˇ pomocı´ rozsˇı´rˇenı´ protokolu IP oznacˇovane´ho jako IPSec. Jedna´ se o sadu bez-
pecˇnostnı´ch protokolu˚ a algoritmu˚ poskytujı´cı´ opeˇt autentizaci, integritu a utajenı´ dat
prostrˇednictvı´m jejich sˇifrova´nı´. IPSec je za´kladnı´m stavebnı´m prvkem, na nichzˇ je po-
staven princip zakla´da´nı´ tzv. virtua´lnı´ch priva´tnı´ch sı´tı´ (VPN), tzn. vytva´rˇenı´ uzavrˇeny´ch,
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soukromy´ch a du˚veˇryhodny´ch sı´t’ovy´ch infrastruktur prostrˇednictvı´m verˇejny´ch a nedu˚-
veˇryhodny´ch pocˇı´tacˇovy´ch sı´tı´ (Internet).
5.2.3 Zabezpecˇenı´ na aplikacˇnı´ vrstveˇ
Teˇmito zpu˚soby jsou zpra´vy chra´neˇny, kdyzˇ jsou prˇena´sˇenyme´diem, ne vsˇak uzˇ v u´lozˇisˇ-
tı´ch na pevne´mdisku. Tento pozˇadavek se zabezpecˇuje azˇ na aplikacˇnı´ vrstveˇ, kdy je trˇeba
sˇifrovat vlastnı´ obsah prˇena´sˇene´ zpra´vy. Tento prˇı´stup vyzˇaduje spolupra´ci odesı´latele
a prˇı´jemce, nebot’oba musı´ zna´t pouzˇity´ sˇifrovacı´ algoritmus a prˇedevsˇı´m sˇifrovacı´ klı´cˇ.
Cˇasty´m forma´tem obsahu prˇeda´vany´ch zpra´v je XML. Pro zabezpecˇenı´ takovy´ch
zpra´v na aplikacˇnı´ u´rovni lze vyuzˇı´t neˇktere´ technologie a standardy, vyvinute´ konzor-
ciemW3Cprˇı´mo k tomuto u´cˇelu.XML Signature zarucˇuje autenticitu, integritu dat a jejich
nepopiratelnost. Jedna´ se o zpu˚sob, jak k XML dokumentu˚m prˇipojit digita´lnı´ podpisy,
ktere´ mohou podepisovat ru˚zne´ jeho cˇa´sti, jezˇ vytvorˇily ru˚zne´ strany. Stejneˇ tak technolo-
gieXMLEncryption byla vytvorˇena, aby s jejı´ pomocı´ bylomozˇno zasˇifrovat pouze neˇktere´
elementy XML dokumentu˚ a utajit tak jejich obsah prˇed neautorizovany´mi stranami.[20]
5.3 Rˇı´zenı´ prˇı´stupu
Pro omezenı´ prˇı´stupu k messaging syste´mu˚m, respektive serveru˚m, na nichzˇ beˇzˇı´, se
beˇzˇneˇ pouzˇı´vajı´ na´stroje (SW i HW) souhrnneˇ oznacˇovane´ jako firewally, ktere´ by´vajı´
cˇasto implementova´ny jako tzv. paketove´ filtry. Ty na za´kladeˇ tzv. seznamu˚ rˇı´zenı´ prˇı´stupu
ACL (Access Control List) filtrujı´ pakety prˇı´chozı´ a odchozı´ komunikace, prˇicˇemzˇ zahazujı´
pakety, ktere´ nevyhovujı´ nastaveny´m podmı´nka´m, resp. propustı´ pouze ty pakety, ktere´
vyhovujı´. Prˇi filtrova´nı´ mohou by´t zohlednˇova´ny prˇedchozı´ pakety (tj. komunikacˇnı´
kontext – tzv. stavove´ filtry), cˇi nikoliv, takzˇe se bere v potaz pouze obsah aktua´lnı´ho
paketu (bezestavove´ filtry).
Na podobne´m principu mohou by´t zalozˇeny i mechanismy omezujı´cı´ prˇı´stup k jed-
notlivy´m fronta´m a te´matu˚m zpra´v (naprˇ. HornetQ umozˇnˇuje definovat uzˇivatelske´ role
a sadu povoleny´ch operacı´ nad frontami pro tyto role).
5.4 Zabezpecˇenı´ uchova´nı´ dat
Veˇtsˇina messaging produktu˚ vyuzˇı´va´ pro ukla´da´nı´ a uchova´va´nı´ zpra´v externı´ databa´-
zove´ syste´my. Proto pro zabezpecˇenı´ takovy´ch dat platı´ postupy definovane´ dodavatelem
databa´ze. Takova´ bezpecˇnost je obvykle za´visla´ na podporˇe transakcˇnı´ho zpracova´nı´ a za´-
lohova´nı´ databa´ze. Prˇı´stup k jednotlivy´m tabulka´m databa´ze je pak obvykle rˇı´zen opeˇt
na za´kladeˇ rolı´, v nichzˇ se uzˇivatel nacha´zı´.
Neˇktere´ produkty nabı´zejı´ vlastnı´ zpu˚sob ukla´da´nı´ a uchova´va´nı´ zpra´v v tzv. zˇurna´-
lech, tj. souborech s vlastnı´ spra´vou. Tyto syste´my (naprˇ. HornetQ) pak veˇtsˇinou neumozˇ-
nˇujı´ prˇistupovat k teˇmto souboru˚m, a tedy fronta´m a te´matu˚m v nich obsazˇeny´ch, zˇa´dne´
cizı´ aplikaci.
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5.5 Bezpecˇnostnı´ principy JMS
Specifikace Java Message Service sama nedefinuje zˇa´dna´ bezpecˇnostnı´ pravidla pro prˇe-
na´sˇenı´ a uchova´va´nı´ zpra´v. Vsˇe je ponecha´no na implementaci dane´homessaging serveru.
JMS specifikace vsˇak definuje neˇktere´ postupy a mechanismy, ktere´ zajisˇt’ujı´ spolehlivy´
prˇenos zpra´v od klienta na server a opacˇny´m smeˇrem tak, aby nebyla zˇa´dna´ zpra´va ztra-
cena, pokud na tom aplikaci za´lezˇı´. Teˇmito prostrˇedky tak dovoluje nastavit aplikacı´m
potrˇebnou u´rovenˇ spolehlivosti a vy´konu.
JMS stanovuje zpu˚sob deklarace transakcˇnı´ho zpracova´nı´, tedy odesı´la´nı´ a prˇijı´ma´nı´
zpra´v v ra´mci nedeˇlitelny´ch jednotek pra´ce, ktere´ se musı´ prove´st cele´ u´speˇsˇneˇ, jinak
budou v prˇı´padeˇ selha´nı´ byt’ jedine´ operace vsˇechny odvola´ny a provedeny opeˇtovneˇ.
Vı´ce o transakcı´ch a obnoveˇ syste´mu v prˇı´padeˇ selha´nı´ je uvedeno v kapitole 4.10.7.
Nejspolehliveˇjsˇı´m zpu˚sobemprˇenosudu˚lezˇity´ch zpra´v je jejich produkce v perzistent-
nı´m dorucˇovacı´m rezˇimu v ra´mci transakce a jejich konzumace opeˇt uvnitrˇ transakce bud’
z trvanlive´ fronty (v PTP dome´neˇ) nebo prostrˇednictvı´m trvanlive´ subskripce (v Pub/
Sub dome´neˇ). Detaily o dorucˇovacı´ch rezˇimech zpra´v a trvanlivy´ch subskripcı´ch jsou
rozepsa´ny v kapitola´ch 4.10.3 a 4.10.6.
JMS specifikace vsˇak upozornˇuje, zˇe definovane´ dorucˇova´nı´ zpra´v pra´veˇ a pouze
jednou (once-and-only-once delivery) v sobeˇ nezahrnuje znicˇenı´ zpra´v v du˚sledku vypr-
sˇenı´ jejı´ch platnostı´ cˇi dalsˇı´ch administrativnı´ch krite´riı´ (naprˇ. ztra´ty v du˚sledku omezenı´
zdroju˚). Konfigurace adekva´tnı´ch zdroju˚ a vy´pocˇetnı´ sı´ly pro JMS aplikace je v kompe-
tenci administra´toru˚, kterˇı´ musı´ by´t dostatecˇneˇ obezna´meni s prostrˇedky pouzˇite´ho JMS
poskytovatele zajisˇt’ujı´cı´mi spolehlivost prˇenosu zpra´v.[1]
Na platformeˇ Java lze navı´c vyuzˇı´t pro rˇesˇenı´ autentizace klientu˚ a jejich autorizace
k prova´deˇnı´ ru˚zny´ch operacı´ bezpecˇnostnı´ framework Java Authentication and Autho-
rization Service (JAAS), ktery´ poskytuje prostrˇedky pro jednotnou tvorbu prˇihlasˇovacı´ch




Prˇı´kladem softwaru typu Message Oriented Middleware je open source projekt HornetQ
divize JBoss spolecˇnosti Red Hat, Inc. Tento projekt byl pu˚vodneˇ vyvı´jen pod na´zvem
JBoss Messaging jako jeho verze 2.0 a je urcˇen pro integraci do aplikacˇnı´ho serveru
JBoss 6.0 jako vy´chozı´ implementace JMS poskytovatele. Je napsa´n kompletneˇ v jazyce
Java, takzˇe doka´zˇe beˇzˇet na jake´koliv platformeˇ s beˇhovy´m prostrˇedı´m Javy. Pra´veˇ tento
produkt byl pouzˇit pro implementaci uka´zkove´ aplikace.
HornetQ nabı´zı´15 sˇiroke´ spektrum vlastnostı´ a schopnostı´. Na jejich kompletnı´ soupis
a obsa´hlejsˇı´ popis zde vsˇak nenı´ mı´sto, strucˇneˇ tak budou prˇedstaveny jen jeho nejzajı´-
maveˇjsˇı´ vlastnosti. Za´jemci naleznou podrobneˇjsˇı´ u´daje v [5].
6.1 Za´kladnı´ vlastnosti
Acˇkoliv HornetQ implementuje specifikaci JMS verze 1.1 v plne´ mı´rˇe, a tedy podporuje
vesˇkere´ jejı´ soucˇa´sti, tak jeho samotne´ ja´dro je navrzˇeno zcela bez vazby na JMS. Java
Message Service takvystupujepouze jako jaka´si fasa´danaklientske´ straneˇ nadaplikacˇnı´m
rozhranı´m ja´dra a nabı´zı´ tak alternativu k mozˇnosti pouzˇitı´ vlastnı´ho nativnı´ho API
HornetQ, ktere´ je samozrˇejmeˇ optimalizova´no tak, aby bylo mozˇno s jeho pomocı´ vyuzˇı´t
HornetQ v jeho plne´ sı´le.
Obecneˇ lze rˇı´ci, zˇe HornetQ bylo navrzˇeno s ohledem na mozˇnost pouzˇitı´ vı´ce ru˚z-
ny´ch komunikacˇnı´ch protokolu˚ a API. Od verze 2.1 podporuje HornetQ protokol STOMP,
takzˇe vystupuje jako STOMP broker a doka´zˇe jeho prostrˇednictvı´m komunikovat s kli-
enty vytvorˇeny´mi na jiny´ch platforma´ch nezˇ je Java. Do budoucna se navı´c take´ pocˇı´ta´
s podporou protokolu AMQP cˇi ReSTful API. To by mimojine´ znamenalo (a v soucˇasne´
dobeˇ je to jizˇ prostrˇednictvı´m protokolu STOMP mozˇne´), zˇe zpra´vy mohou na HornetQ
server od klientu˚ jednı´m protokolem prˇicha´zet a z neˇj odcha´zet k jiny´m klientu˚m jiny´m
protokolem (viz obra´zek 12).
Pro prˇenos zpra´v na sı´t’ove´ vrstveˇ pouzˇı´va´ HornetQ knihovnuNetty, cozˇ je mimocho-
dem jeho jedina´ za´vislost na knihovneˇ trˇetı´ strany. Kromeˇ komunikace v ra´mci jednoho
virtua´lnı´ho stroje Javy, tak HornetQ nabı´zı´ i komunikaci prostrˇednictvı´m TCP, SSL, HTTP
a HTTPS (pro prˇı´pad, zˇe bezpecˇnostnı´ politika a firewally nedovolujı´ jinou komunikaci),
cˇi dokonce mozˇnost vyuzˇitı´ servletu jako za´stupce, ktery´ prˇesmeˇrova´va´ pozˇadavky na
HornetQ server na strojı´ch, kde jizˇ beˇzˇny´ webovy´ server beˇzˇı´.
6.2 Koncepce ja´dra
Vy´voja´rˇi, kterˇı´ se nechteˇjı´ zaby´vat za´ludnostmi JMS cˇi potrˇebujı´ vyuzˇı´t neˇkterou specific-
kou funkci HornetQ, majı´ mozˇnost vyuzˇı´t nativnı´ HornetQ API. Jeho koncepce v neˇkte-
ry´ch ohledech podobna´ JMS, v jiny´ch se lisˇı´. Obecneˇ lze rˇı´ci, zˇe je prˇedevsˇı´m jednodusˇsˇı´,
nebot’odstranˇuje rozdı´ly mezi frontami, te´maty a subskripcemi.
VHornetQ jsou entitami, kam jsou zpra´vy zası´la´ny, cˇi z nichzˇ jsouodebı´ra´ny, adresy. Ke
kazˇde´ adrese mu˚zˇe by´t prˇipojeno libovolne´ mnozˇstvı´ front. Kdyzˇ na server dorazı´ zpra´va
15Poslednı´ dostupnou stabilnı´ verzı´ byla k 30. cˇervnu 2010 verze 2.1.1.
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Obra´zek 12: HornetQ server a klienti
je smeˇrova´na do vsˇech front prˇipojeny´ch k cı´love´ adrese. Fronta navı´c mu˚zˇe definovat
filtr zpra´v, ktere´ ji majı´ by´t smeˇrova´ny. Tento na´vrh poskytuje velkou variabilitu. JMS
frontu lze tedy modelovat jako jednu adresu, k nı´zˇ je prˇipojena jedina´ HornetQ fronta.
Implementace JMS te´matu zahrnuje adresu, k nı´zˇ je prˇipojeno mnoho front, kde kazˇda´
reprezentuje jednu subskripci.
Fronty mohou by´t trvanlive´, tedy takove´, zˇe zpra´vy v nich obsazˇene´ prˇetrvajı´ pa´d
serveru, netrvanlive´ (zpra´vy neprˇezˇijı´ restart serveru), cˇi docˇasne´, ktere´ jsou automaticky
odstraneˇny prˇi uzavrˇenı´ spojenı´. Fronty mohou by´t prˇipojeny pouze k jedine´ adrese.
HornetQ navı´c umozˇnˇuje vytva´rˇet hierarchie adres a podle nich smeˇrovat zpra´vy
s vyuzˇitı´m za´stupny´ch symbolu˚. Konzumenti zpra´v tak mohou odebı´rat zpra´vy nejen
z konkre´tnı´ adresy, ale z vı´ce adres. Odbeˇratel mu˚zˇe by´t vytvorˇen pro adresu news.cz.∗
a na´sledneˇ odebı´rat zpra´vy publikovane´ pro adresy news.cz.politics , news.cz.sport apod.
Teˇchto hierarchiı´ je navı´c vyuzˇito pro specifikaci ru˚zny´ch nastavenı´ pro ru˚zne´ veˇtve adres.
Kontextem pro produkci a konzumaci zpra´v jsou objekty ClientSession, ktere´ zapouz-
drˇujı´ jak samotne´ spojenı´ s messaging serverem, tak relaci mezi nı´m a klientem. Za´rovenˇ
podporuje transakcˇnı´ zpracova´nı´ a to vcˇetneˇ distribuovany´ch JTA transakcı´.
6.3 Integrace
Acˇkoliv je HornetQ zamy´sˇlen jako vy´chozı´ JMS poskytovatel pro aplikacˇnı´ server JBoss,
neomezuje se jeho nasazenı´ pouze na tento prˇı´pad. Poskytuje totizˇ vlastnı´ plneˇ funkcˇnı´
JCA adapte´r, a tedy mu˚zˇe by´t snadno integrova´n do jake´hokoliv Java EE aplikacˇnı´ho
serveru. Prˇi tomto typu integrace tak mu˚zˇe pote´ vyuzˇı´t vesˇkere´ prostrˇedky, ktere´ mu
Java EE platforma nabı´zı´, naprˇı´klad tedy zası´la´nı´ zpra´v z komponent EJB, cˇi servletu˚
a jejich prˇı´jem prostrˇednictvı´m komponent Message Driven Bean. Komunikace s Java EE
aplikacˇnı´m serverem pak probı´ha´ plneˇ prostrˇednictvı´m JCA adapte´ru a nikoliv prˇı´mo.
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Nebot’ je HornetQ vytvorˇen jako sada jednoduchy´ch Java objektu˚ (tzv. POJO) te´meˇrˇ
bez za´vislostı´ na knihovna´ch trˇetı´ch stran mu˚zˇe by´t integrova´n do aplikacı´ vyzˇadujı´cı´ch
prˇeda´va´nı´ zpra´v interneˇ bez nutnosti jej vystavovat jako messaging server. Lze jej instan-
ciovat, konfigurovat a spustit programoveˇ prˇı´mo v ko´du aplikace a nikoliv na u´rovni
syste´mu.
Pro prˇı´pady, kdy syste´m vyzˇaduje pouze prˇeda´va´nı´ zpra´v bez potrˇeby dalsˇı´ funkci-
onality Java EE platformy, mu˚zˇe by´t HornetQ nasazen jako neza´visly´ samostatneˇ beˇzˇı´cı´
server. Toto nastavenı´ zahrnuje vlastnı´ messaging server, JMS sluzˇbu a sluzˇbu JNDI spolu
s aplikacˇnı´m rozhranı´mpro spra´vu vsˇechprostrˇedku˚. Tento typnasazenı´HornetQ interneˇ
pouzˇı´va´ jako beˇhove´ prostrˇedı´ pro POJO objekty JBoss Microcontainer.
6.4 Perzistence
HornetQ se nespole´ha´ jako mnohe´ jine´ MOM produkty na ukla´da´nı´ zpra´v do relacˇnı´ch
databa´zı´, ale pro uchova´va´nı´ zpra´v pouzˇı´va´ vlastnı´ vysoce vy´konny´ zˇurna´l, optimalizo-
vany´ pro pozˇadavky spojene´ s ukla´da´nı´m zpra´v.
Zˇurna´l je tvorˇen sadou souboru˚, ktere´ ma´ plneˇ ve vlastnı´ spra´veˇ. Pro potrˇeby opti-
malizace (minimalizace operacı´ s na´hodny´m prˇı´stupem) se jednotlive´ za´znamy prˇipojujı´
vzˇdy na konec zˇurna´lu. Jednotlive´ za´znamy jsou tak tvorˇeny operacemi, ktere´ zpra´vy prˇi-
da´vajı´, aktualizujı´, cˇi mazˇou. Zˇurna´l se deˇlı´ do trˇech cˇa´stı´, kde jedna spravuje vazby mezi
adresami a frontami, jina´ uchova´va´ vesˇkere´ informace souvisejı´cı´ s JMS a trˇetı´ uchova´va´
samotne´ zpra´vy.
Prˇı´stup k vlastnı´mu souborove´mu syste´mu je abstrahova´n tak, zˇe umozˇnˇuje ru˚zne´
implementace. V soucˇasne´ dobeˇ jsou tak poskytova´ny dveˇ implementace. Prvnı´ pouzˇı´va´
rozhranı´ Java NIO (standardnı´ balı´cˇek java.nio platformy J2SE), ktere´ nabı´zı´ velice dobry´
vy´kon. Pro operacˇnı´ syste´myLinux je navı´c dostupna´ implementace pouzˇı´vajı´cı´ knihovnu
pro asynchronnı´ vstup a vy´stup (tzv. Asynchronous I/O, neboli AIO). Tato implementace
nabı´zı´ dokonce vysˇsˇı´ vy´konnost nezˇ Java NIO.
HornetQnavı´c umozˇnˇuje spolehliveˇ prˇena´sˇet zpra´vy obrovske´ho objemuprˇi soucˇasne´
podporˇe transakcı´, a to dokonce na strojı´ch s malou operacˇnı´ pameˇtı´. Tvu˚rci uva´deˇjı´[5],
zˇe otestovali odesla´nı´ a prˇı´jem zpra´v azˇ do velikosti 8GB. Teoreticky by vsˇak meˇlo by´t
mozˇne´ prˇena´sˇet zpra´vy azˇ do velikosti 263−1B, limitem je tedy velikost volne´ho prostoru
na pevne´m disku. Takove´to zpra´vy se neukla´dajı´ do zˇurna´lu, ale samostatneˇ.
6.5 Bezpecˇnost
Zabezpecˇenı´ front realizuje HornetQ zavedenı´m uzˇivatelsky´ch rolı´ a k nim prˇirˇazeny´ch
pra´v. Pra´va zahrnujı´ tvorbu a odstranˇova´nı´ trvanlivy´ch i netrvanlivy´ch front, mozˇnost
zası´la´nı´ a prˇı´jmu zpra´v. Tato pra´va mohou by´t nastavena pro fronty individua´lneˇ, cˇi
hromadneˇ s vyuzˇitı´m adres se za´stupny´mi symboly.
Pro autentizaci a autorizaci klientu˚ lze vsˇak vyuzˇı´t i sluzˇbu JAAS aHornetQ server tak
snadno zapojit do jizˇ existujı´cı´ bezpecˇnostnı´ infrastruktury a spravovat tak uzˇivatelske´
u´cˇty centra´lneˇ pomocı´ prostrˇedku˚ JAAS.
69
6.6 Distribuovane´ prˇeda´va´nı´ zpra´v
HornetQ obsahuje mnohe´ prostrˇedky pro podporu tvorby rozsa´hly´ch distribuovany´ch
syste´mu˚. Umozˇnˇuje propojova´nı´ vı´cemessaging serveru˚ a na´sledny´m smeˇrova´nı´m zpra´v
zajistı´ rovnomeˇrne´ rozlozˇenı´ za´teˇzˇe na vsˇechny servery.
6.6.1 Clustery
HornetQ umozˇnˇuje vytva´rˇet skupiny HornetQ serveru˚ (tzv. clustery). Kazˇdy´ uzel (node)
clusteru je HornetQ server zpracova´vajı´cı´ vlastnı´ zpra´vy a spojenı´. Avsˇak zpra´vy jsou
mezi teˇmito uzly smeˇrova´ny tak, aby se co mozˇna´ nejvı´ce vyrovnalo zatı´zˇenı´ serveru˚,
tedy aby jedenuzel nestı´hal zpra´vy zpracova´vat, zatı´mco jiny´ „odpocˇı´val“.Automatickou
distribucı´ zpra´v mezi uzly clusteru podle aktua´lnı´ za´teˇzˇe a pocˇtu aktivnı´ch konzumentu˚
se tak prˇedcha´zı´ mozˇne´mu hladoveˇnı´ cˇi prˇetı´zˇenı´ jednotlivy´ch uzlu˚.
Uzly v clusteru mohou by´t propojeny na za´kladeˇ mnoha ru˚zny´ch topologiı´. Nej-
cˇasteˇjsˇı´mi jsou symetricka´ a rˇeteˇzova´ topologie. Prˇi prvnı´m z nich jsou jednotlive´ uzly
navza´jem propojeny, tj. kazˇdy´ s kazˇdy´m, takzˇe kazˇdy´ uzel vı´ o kazˇde´ fronteˇ a aktivnı´ch
konzumentech vsˇech ostatnı´ch uzlu˚. U rˇeteˇzove´ topologie jsou uzly propojeny se´rioveˇ
vzˇdy (s vy´jimkou krajnı´ch uzlu˚) s prˇedchozı´m a na´sledujı´cı´m uzlem. Zpra´vy jsou pote´
propagova´ny rˇeteˇzem azˇ k potrˇebne´mu uzlu.
6.6.2 Vysoka´ dostupnost
S provozem vı´ce uzlu˚ zapojeny´ch do jednoho clusteru souvisı´ i vlastnost oznacˇovana´ jako
vysoka´ dostupnost (HighAvailability). Jedna´ se o schopnost syste´mupokracˇovat v cˇinnosti
i prˇi selha´nı´ jednoho cˇi vı´ce serveru˚.[5] Tato vlastnost, ktera´ v sobeˇ zahrnuje i schopnost
klientsky´ch spojenı´ plynule prˇecha´zet mezi servery prˇi vy´padku (failover) tak, aby klient
mohl nada´le fungovat, je tedy dosti klı´cˇova´ v distribuovane´m a paralelnı´m prostrˇedı´.
HornetQ umozˇnˇuje vytva´rˇet dvojice serveru˚, kde jeden vystupuje jako aktivnı´ (zˇivy´)
server a druhy´ jako za´lozˇnı´, ktery´ je neaktivnı´, dokud nedojde k vy´padku zˇive´ho serveru.
Tyto servery mohou bud’to sdı´let jeden zˇurna´l, nebo mu˚zˇe prˇi selha´nı´ jednoho dojı´t
k replikaci jeho zˇurna´lu na za´lozˇnı´ server.
6.6.3 Prˇemosteˇnı´
Tvorba clusteru˚ a za´lozˇnı´ch serveru˚ je umozˇneˇna prostrˇednictvı´m tzv. prˇemosteˇnı´ (bridge).
Ty obvykle fungujı´ tak, zˇe konzumujı´ zpra´vy z fronty na jednom serveru a prˇeposı´lajı´ je do
jine´ fronty na jine´m serveru. Tyto servery vsˇak nemusı´ vu˚bec na´lezˇet k jednomu clusteru,
ba covı´ceHornetQdovoluje vytva´rˇet prˇemosteˇnı´ na libovolne´ jine´ JMSmessaging servery,
tedy nikoliv nezbytneˇ HornetQ servery.
V prˇı´padeˇ nasazenı´ v nespolehlivy´ch prostrˇedı´ch (naprˇ. veWAN) se prˇı´ ztra´teˇ spojenı´
pokousˇı´ o opeˇtovne´ prˇı´pojenı´, dokud nenı´ cı´l opeˇt dostupny´, cˇı´mzˇ je zajisˇteˇno i spolehlive´
dorucˇova´nı´ zpra´v. Prˇemosteˇnı´ mohou by´t navı´c konfigurova´ny tak, zˇe prˇeposı´lajı´ pouze
zpra´vy vyhovujı´cı´ definovane´mu filtru.
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7 Implementace uka´zkove´ aplikace
Soucˇa´stı´ pra´ce je i implementace uka´zkove´ho aplikace demonstrujı´cı´ pouzˇitı´ rozlicˇny´ch
prvku˚ Java Message Service API a konceptu˚ prˇeda´va´nı´ zpra´v. Jedna´ se o syste´m, ktery´ si-
muluje chod firmy zaby´vajı´cı´ se vy´robou a distribucı´ na´bytku. Syste´m sesta´va´ z neˇkolika
komponent a aplikacı´ standardnı´ i enterprise edice platformy Java. Navı´c je i jeden z kli-
entu˚ implementova´n v jazyce C# pro platformu .NET. Tento klient slouzˇı´ k demonstraci
schopnosti komunikovat se serverem HornetQ protokolem STOMP naprˇı´cˇ platformami.
K realizaci syste´mu byl pouzˇit HornetQ server ve verzi 2.1.1, ktery´ byl nasazen v ra´mci
aplikacˇnı´ho serveru JBoss 5.1. Potrˇebu ukla´dat data zajistila integrovana´ databa´ze Hy-
perSQL (HSQLDB) ve verzi 1.8. Pro implementaci STOMP klienta byla pouzˇita .NET
knihovna NMS verze 1.3.0.
K samotne´mu vy´voji syste´mu bylo pouzˇito integrovane´ vy´vojove´ prostrˇedı´ Eclipse
3.5 Galileo (ve varianteˇ pro Java EE vy´voja´rˇe) spolu se sadou za´suvny´ch modulu˚ JBoss
AS Tools. To vsˇe na platformeˇ Java SE 6. STOMP klient v jazyce C# byl pak vyvı´jen v IDE
Microsoft Visual Studio 2005, Standard Edition.
7.1 Popis dome´ny
Jak jizˇ bylo rˇecˇeno, implementovany´ syste´m simuluje chod na´bytka´rˇske´ firmy. Konkre´tneˇ
pak proces objedna´va´nı´ na´bytku, ktery´ zahrnuje i jeho vy´robu a distribuci, a proces
nove´ho typu na´bytku. Cı´lem vsˇak nebylo co nejveˇrneˇjsˇı´ zachycenı´ skutecˇne´ho fungova´nı´
a rea´lny´ch potrˇeb takove´ho podniku. Za´meˇrem bylo prˇedevsˇı´m demonstrovat sˇiroke´
spektrum mozˇnostı´ JMS.
7.1.1 Struktura firmy
Na´bytka´rˇska´ firma se skla´da´ z neˇkolika spolupracujı´cı´ch oddeˇlenı´, kde kazˇde´ z nich ma´
jine´ kompetence (viz obra´zek 13).
• Oddeˇlenı´ prˇı´jmu objedna´vek – prˇijı´ma´ a zpracova´va´ objedna´vky, informuje distri-
butora o dostupnosti zbozˇı´
• Sklad – spravuje skladova´nı´ zbozˇı´, prˇijı´ma´ (naskladnˇuje) novy´ na´bytek a vyda´va´
objednany´ na´bytek
• Prezentacˇnı´ oddeˇlenı´ – spravuje katalog nabı´zene´ho zbozˇı´
• Dı´lna – vyra´bı´ na´bytek, komunikuje s dodavateli materia´lu
• Expedicˇnı´ oddeˇlenı´ – zajisˇt’uje doda´nı´ na´bytku distributoru˚m
Kromeˇ teˇchto oddeˇlenı´ firma (resp. oddeˇlenı´ dı´lny) da´le spolupracuje s podniky, kterˇı´
jı´ doda´vajı´ materia´l potrˇebny´ k vy´robeˇ na´bytku. Firma neproda´va´ svu˚j na´bytek prˇı´mo
za´kaznı´ku˚m, alema´ sve´ distributory, kterˇı´ obstara´vajı´ tyto za´lezˇitosti. Neˇkterˇı´ distributorˇi
se mohou navı´c specializovat jen na konkre´tnı´ typu na´bytku.
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Obra´zek 13: Organizacˇnı´ struktura na´bytka´rˇske´ firmy
7.1.2 Firemnı´ procesy
Pro u´cˇely uka´zkove´ aplikace byly z mnoha procesu˚ probı´hajı´cı´ch v takove´ na´bytka´rˇske´
firmeˇ vybra´ny prˇedevsˇı´m dva hlavnı´ procesy. Prvnı´m z nich je zpracova´nı´ objedna´vek
a druhy´m je vy´voj nove´ho na´bytku. Ostatnı´ procesy (naprˇ. ucˇetnictvı´) mohou sice tvorˇit
dokonce vy´znamneˇjsˇı´ slozˇku chodu firmy, avsˇak pro demonstraci pouzˇitı´ JMS nejsou
nezbytne´.
Zpracova´nı´ objedna´vky
Proces zpracova´nı´ objedna´vky (viz aktivitnı´ diagram na obra´zku 14) zacˇı´na´, jakmile
prˇijde od neˇktere´ho distributora objedna´vka na doda´nı´ na´bytku, tak ji zpracuje oddeˇlenı´
prˇı´jmu objedna´vek. Tato cˇinnost spocˇı´va´ v oveˇrˇenı´ dostupnosti objedna´vane´ho zbozˇı´
na skladeˇ, jeho vyhrazenı´ a na´sledne´m zau´kolova´nı´ expedicˇnı´ho oddeˇlenı´ pozˇadavkem
doda´nı´ dostupne´ho na´bytku distributorovi, ktery´ je na´sledneˇ vyrozumeˇn o situaci.
Sklad v prˇı´padeˇ, zˇe objedna´vany´ na´bytek nenı´ dostupny´ v pozˇadovane´m mnozˇstvı´,
cˇi za´soba na´bytku klesne pod urcˇite´ minimum objedna´ vy´robu dane´ho na´bytku na dı´lneˇ.
Samotny´ podproces vy´roby na´bytku (viz diagram na obra´zku 15) sesta´va´ z paralelnı´ho
zajisˇteˇnı´ potrˇebne´ho materia´lu od dodavatelu˚ a vy´roby ru˚zny´ch soucˇa´stı´. Pote´ jsou jed-
notlive´ komponenty smontova´ny do vy´sledne´ho kusu na´bytku.
Jakmile je vy´roba na´bytku hotova, je tento prˇeda´n skladu k naskladneˇnı´, prˇicˇemzˇ je
o te´to uda´losti informova´no oddeˇlenı´ objedna´vek, ktere´ informuje distributora o dostup-
nosti na´bytku.
Vy´voj nove´ho na´bytku
Neza´visle na te´to cˇinnosti funguje proces vy´voje na´bytku (obra´zek 16). Oddeˇlenı´ vy´voje
pracuje podle neˇjaky´ch zada´nı´ na vy´voji novy´ch druhu˚ na´bytku. Jakmile je neˇjaky´ novy´
druh na´bytku vyvinut, je o tomto informova´no prezentacˇnı´ oddeˇlenı´, kde je nove´mu
na´bytku prˇirˇazen na´zev, popis a evidencˇnı´ cˇı´slo, nacˇezˇ je tento na´bytek zarˇazen do kata-
logu. Pote´ tento aktualizovany´ katalog uverˇejnı´, takzˇe distributorˇi, kterˇı´ dany´ typ na´bytku
distribuujı´, mohou aktualizovat sve´ portfolio.
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Obra´zek 14: Aktivitnı´ diagram procesu zpracova´nı´ objedna´vky
Obra´zek 15: Aktivitnı´ diagram procesu vy´roby na´bytku
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Obra´zek 16: Aktivitnı´ diagram procesu vy´voje na´bytku
7.2 Implementace syste´mu
Kazˇdy´ u´cˇastnı´k vy´sˇe zmı´neˇny´ch procesu˚, tj. kazˇde´ oddeˇlenı´, je implementova´na jako sa-
mostatna´ aplikace. Neˇktere´ jsou vsˇak prˇedstavova´ny klasicky´mi konzolovy´mi desktopo-
vy´mi aplikacemi (distribuova´ny jako Java archı´vy – prˇı´pona jar ), jine´ zase Java enterprise
aplikacemi (prˇı´pona ear), urcˇeny´mi pro beˇh v ra´mci Java EE aplikacˇnı´ho serveru (v me´m
prˇı´padeˇ JBoss). Aplikace distributora implementovana´ pro platformu .NET (prˇı´pona exe)
je opeˇt desktopovou aplikacı´, navı´c s graficky´m uzˇivatelsky´m rozhranı´m. Centra´lnı´m bo-
dem je tak messaging server HornetQ, ktery´ obhospodarˇuje fronty a te´mata zpra´v, stejneˇ
jako prˇı´jem, smeˇrova´nı´ a rozesı´la´nı´ zpra´v klientu˚m. Situaci zna´zornˇuje diagram 17.
Vlastnı´ komponenty jsou implementova´ny prˇedevsˇı´m s du˚razem na prezentaci ru˚z-
ny´ch prostrˇedku˚ JMS API. Takzˇe trˇeba zpra´vy prˇeda´vane´ mezi komponentami jsou po-
kazˇde´ ru˚zne´ho typu (pouzˇity jsou jak textove´, tak proudove´, mapove´ i objektove´ zpra´vy).
Jejich samotne´ chova´nı´ se kromeˇ provedenı´ nezbytny´ch akcı´ pro zajisˇteˇnı´ chodu syste´mu
omezuje jen na vy´pisy hla´sˇek o pru˚beˇhu zpracova´va´nı´ zpra´v.
Aplikace distributoru˚ (tj. JMSDistributor.jar a STOMPDistributor.ear) komunikujı´ se sys-
te´mem vzˇdy prostrˇednictvı´m textovy´ch zpra´v, obsahujı´cı´ch data ve formeˇ XML doku-
mentu, cozˇ je forma´t, jehozˇ obsah lze zpracovat na vsˇech platforma´ch.
Hlavnı´m rozdı´lem mezi komponentami beˇzˇı´cı´mi v ra´mci aplikacˇnı´ho serveru JBoss
a teˇmi beˇzˇı´cı´mi jako samostatne´ aplikace lezˇı´ v pra´ci s administrovany´mi objekty. Zatı´mco
klasicke´ aplikace zı´ska´vajı´ tyto objekty prostrˇednictvı´m sluzˇby JNDI, tak komponenty
beˇzˇı´cı´ uvnitrˇ EJB kontejneru obdrzˇı´ tyto objekty na za´kladeˇ prˇı´slusˇny´ch anotacı´ pomocı´
vstrˇikova´nı´ zdroju˚ (dependency injection), cozˇ poneˇkud zveˇtsˇuje pohodlı´ pra´ce (naprˇ. viz
vy´pis 2 na straneˇ 38).
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Obra´zek 17: Rozmı´steˇnı´ komponent a jejich komunikace
Aplikace beˇzˇı´cı´ nad aplikacˇnı´m serverem JBoss pouzˇı´vajı´ k asynchronnı´ konzumaci
zpra´v zpra´vami rˇı´zene´ beany (MDB). Vzhledem k tomu, zˇe o zˇivotnı´ cyklus kompo-
nent MDB se stara´ EJB kontejner, je nutne´ jejich konfiguraci prove´st deklarativneˇ opeˇt
prostrˇednictvı´m anotacı´. Prˇı´klad takove´ konfigurace lze videˇt na vy´pisu 10, ktery´ ukazuje
deklaraci MDB jako trvanlive´ho odbeˇratele z te´matu zpra´v.
@MessageDriven(activationConfig = {
@ActivationConfigProperty(propertyName = ”destinationType”, propertyValue = ”javax.jms.
Topic”),
@ActivationConfigProperty(propertyName = ”destination”, propertyValue = ”topic/manufacture
/newFurniture”),
@ActivationConfigProperty(propertyName = ”clientID”, propertyValue = ”orders.mdb.
NewFurnitureManufacturedProcessor”),
@ActivationConfigProperty(propertyName = ”subscriptionDurability”, propertyValue = ”Durable
”),
@ActivationConfigProperty(propertyName = ”subscriptionName”, propertyValue = ”
NewFurnitureManufacturedProcessor”) })
@ResourceAdapter(”hornetq−ra.rar”)
public class NewFurnitureManufacturedProcessor implements MessageListener {. . .}
Vy´pis 10: Nastavenı´ message driven beany pomocı´ anotacı´
Nejdu˚lezˇiteˇjsˇı´ anotacı´ je@MessageDriven, ktera´ oznacˇuje zˇe dana´ trˇı´da je MDB a ktere´
se pomocı´ anotacı´ @ActivationConfigProperty nastavujı´ nejru˚zneˇjsˇı´ hodnoty jako na´zev
a typmı´sta urcˇenı´, z nı´zˇ ma´ MDB zpra´vy konzumovat (destination a destinationType), nebo
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u´daje nutne´ k vytvorˇenı´ trvanlive´ subskripce (clientID atd.). Anotace@ResourceAdapter je
specifickou anotacı´ aplikacˇnı´ho serveru JBoss, ktere´ho instruuje, zˇe dany´MDB nepouzˇı´va´
standardnı´ JMS adapte´r JBossu, ale ten doda´vany´ s HornetQ. Za povsˇimnutı´ rovneˇzˇ stojı´,
zˇe trˇı´da MDB implementuje rozhranı´ MessageListener.
7.2.1 Mı´sta urcˇenı´ syste´mu
Komunikacˇnı´ rozhranı´ mezi jednotlivy´mi komponentami a aplikacemi syste´mu tvorˇı´
fronty a te´mata JMS zpra´v (s vy´jimkou komponenty obsluhujı´cı´ pozˇadavky na sklad
StockRequestsBean, ktera´ je implementova´na jako bezestavova´ session bean, a je tedy
vola´na synchronneˇ prostrˇednictvı´m sve´ho business rozhranı´).
• NewOrdersQueue – fronta zpra´v, kam distributor zası´la´ sve´ objedna´vky na na´bytek
a odkud si je vyzveda´va´ oddeˇlenı´ prˇı´jmu objedna´vek
• ShipmentRequestsQueue – fronta zpra´v, kam oddeˇlenı´ prˇı´jmu objedna´vek zası´la´ sve´
pozˇadavky na doda´nı´ zbozˇı´ a odkud si je vyzveda´va´ expedicˇnı´ oddeˇlenı´
• ManufactureRequestsQueue – fronta zpra´v, kam oddeˇlenı´ skladu zası´la´ sve´ pozˇa-
davky na vy´robu na´bytku a odkud si je vyzveda´va´ dı´lna
• ManufactureMaterialRequestsQueue – fronta zpra´v, kamdı´lna zası´la´ sve´ pozˇadavkyna
doda´nı´ materia´lu potrˇebne´ho k vy´robeˇ na´bytku a odkud si je vyzveda´vajı´ jednotlivı´
dodavatele´
• ManufactureNewFurnitureTopic – te´ma zpra´v, kam dı´lna zverˇejnˇuje ozna´menı´ o vy-
robenı´ na´bytku a odkud je odebı´rajı´ oddeˇlenı´ prˇı´jmu objedna´vek a skladu
• CatalogRequestsQueue – fronta zpra´v, kam distributor zası´la´ sve´ pozˇadavky na vy-
da´nı´ katalogu na´bytku a odkud si je vyzveda´va´ prezentacˇnı´ oddeˇlenı´
• DevelopmentNewFurnitureSpecTopic – te´ma zpra´v, kam oddeˇlenı´ vy´voje zverˇejnˇuje
ozna´menı´ o vyvinutı´ nove´ho druhu na´bytku a odkud je odebı´ra´ prezentacˇnı´ odd-
eˇlenı´ (katalog)
• DevelopmentNewFurnitureSpecTopic – te´ma zpra´v, kam oddeˇlenı´ vy´voje zverˇejnˇuje
ozna´menı´ o vyvinutı´ nove´ho druhu na´bytku a odkud je odebı´ra´ prezentacˇnı´ odd-
eˇlenı´ (katalog)
• CatalogUpdatesTopic – te´ma zpra´v, kam prezentacˇnı´ oddeˇlenı´ zverˇejnˇuje ozna´menı´
o vy´skytu nove´ho na´bytku v katalogu a odkud je odebı´rajı´ distributorˇi na´bytku
Mı´sta urcˇenı´ vystupujı´cı´ mezi jednotlivy´mi oddeˇlenı´mi lze videˇt na obra´zku 18.
7.2.2 Komponenty syste´mu
Jednotlive´ aplikace syste´mu sesta´vajı´ z neˇkolika komponent. Enterprise aplikace se skla´-
dajı´ z bezestavovy´ch session bean (SLSB) a message driven bean (MDB), zatı´mco ty





























Vztahy a komunikaci mezi komponentami prostrˇednictvı´m definovany´ch mı´st urcˇenı´
zachycujı´ diagramy na obra´zcı´ch 19 a 20. Docˇasne´ fronty (stereotyp TemporaryQueue) majı´
sice v diagramech specifikova´n na´zev, avsˇak ve skutecˇnosti jej nenı´ trˇeba.16
Na´sledujı´cı´ odstavce strucˇneˇ prˇedstavujı´ jednotlive´ aplikace a komponenty. Podrob-
neˇjsˇı´ informace o jejich implementaci jsou zaznamena´ny v programa´torske´ dokumentaci.
Oddeˇlenı´ prˇı´jmu objedna´vek – Orders.ear
Agendu prˇı´jmu objedna´vek zajisˇt’uje aplikace Orders.ear, resp. jejı´ trˇı´dy umı´steˇne´ v pod-
balı´cˇcı´ch balı´cˇku orders. Jedna´ se o:
• OrdersBean – SLSBpro prˇı´stup kdatu˚mvztazˇeny´mk agendeˇ zpracova´nı´ objedna´vek
• OrderProcessor –MDB zpracova´vajı´cı´ nove´ objedna´vky distributoru˚ (textova´ zpra´va
s XML obsahem) a vyda´vajı´cı´ jim odpoveˇdi o dostupnosti na´bytku (opeˇt XML
textova´ zpra´va) na principu request/reply, za´rovenˇ vytva´rˇı´ pozˇadavky na doda´nı´
na´bytku (objektova´ zpra´va)
• NewFurnitureManufacturedProcessor – MDB reagujı´cı´ na uda´lost vyrobenı´ na´bytku
(proudova´ zpra´va) odesla´nı´m informativnı´ho emailu (pouze symbolicky) distribu-
toru˚m, kterˇı´ na tento na´bytek cˇekajı´
Expedicˇnı´ oddeˇlenı´ – Shipment.jar
Aplikace Shipment.jar obstara´va´ agendu expedice na´bytku distributoru˚m. Jejı´ ko´d se
nacha´zı´ v balı´cˇku shipment.
• Shipment – trˇı´da aplikace expedicˇnı´ho oddeˇlenı´, registruje posluchacˇe zpra´v pro
asynchronnı´ prˇı´jem pozˇadavku˚
• ShipmentRequestListener – posluchacˇ zpracova´vajı´cı´ pozˇadavky (objektova´ zpra´va)
na doda´nı´ zbozˇı´ (pouze symbolicky)
Oddeˇlenı´ kladu – Stock.ear
Chod skladu zabezpecˇuje enterprise aplikace Stock.ear, konkre´tneˇ trˇı´dy nacha´zejı´cı´ se
v podbalı´cˇcı´ch balı´cˇku stock.
• StockBean – SLSB pro prˇı´stup k datu˚m evidovany´ch skladem
• StockRequestsBean – SLSB obsluhujı´cı´ pozˇadavky na poskytnutı´ na´bytku, oveˇrˇenı´
jeho dostupnosti, cˇi prˇı´jmu nove´ho na´bytku na sklad; prˇi poklesumnozˇstvı´ na´bytku
pod urcˇitou mez objedna´ na dı´lneˇ vy´robu nove´ho (mapova´ zpra´va ru˚zne´ priority)
• NewFurnitureInStockProcessor – MDB zpracova´vajı´cı´ uda´lost vy´roby nove´ho na´byt-
ku, zajisˇt’ujı´cı´ jeho naskladneˇnı´
16Nebot’protokol STOMP nepodporuje princip docˇasny´ch destinacı´, tak je pro u´cˇely distributora na´bytku,

































Obra´zek 20: Vztahy komponent v procesu vy´voje na´bytku
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Oddeˇlenı´ dı´lny – Manufacture.jar
Dı´lna je reprezentova´na aplikacı´ Manufacture.jar a trˇı´dou manufacture.Manufacture, ktera´
registruje posluchacˇe zpra´v ManufactureRequestListener, jenzˇ zpracova´va´ pozˇadavky na
vy´robu na´bytku.
Vy´roba na´bytku spocˇı´va´ v zajisˇteˇnı´ materia´lu potrˇebne´ho k jeho vy´robeˇ vyda´nı´m
pozˇadavku˚ na doda´nı´ materia´lu (textova´ zpra´va) a na´sledne´ho cˇasovane´ho synchronnı´ho
prˇı´jmu odpoveˇdi reprezentujı´cı´ doda´vany´materia´l. Po vyrobenı´ pozˇadovane´homnozˇstvı´
na´bytku je o tomto uveˇdomeˇn sklad a oddeˇlenı´ objedna´vek (vyuzˇitı´ Pub/Sub modelu).
Dodavatele´ materia´lu – MaterialSupplier.jar
MaterialSupplier. jar reprezentuje aplikaci dodavatele materia´lu, ktery´ cˇeka´ na pozˇadavky
na doda´nı´ materia´lu (textova´ zpra´va), ktery´ po jejich prˇijetı´ doda´ odesı´lateli (opeˇt textova´
zpra´va), prˇicˇemzˇ je vyuzˇito filtrova´nı´ zpra´v podle typu materia´lu.
Oddeˇlenı´ vy´voje – Development.jar
Proces vy´voje novy´ch druhu˚ na´bytku je prˇedstavova´n trˇı´dou Development v balı´cˇku
development, kdy v pravidelny´ch minutovy´ch intervalech (s 50% pravdeˇpodobnostı´)
vyvine na´hodneˇ novy´ druh na´bytku a odesˇle jeho specifikaci (objektova´ zpra´va) prezen-
tacˇnı´mu oddeˇlenı´.
Prezentacˇnı´ oddeˇlenı´ – Catalog.ear
Agendu spra´vy katalogu na´bytku zajisˇt’uje enterprise aplikace Catalog.ear a trˇı´dy balı´cˇku
catalog.
• CatalogBean – SLSB pro prˇı´stup k datu˚m katalogu na´bytku
• NewFurnitureSpecificationProcessor – MDB zpracova´vajı´cı´ uda´lost vyvinutı´ nove´ho
typu na´bytku (objektova´ zpra´va), aktualizuje prˇı´slusˇneˇ katalog a zverˇejnˇuje zmeˇny
pro distributory (XML textova´ zpra´va).
• CatalogRequestProcessor – MDB prˇijı´majı´cı´ pozˇadavky (XML textova´ zpra´va) na
vy´dej aktua´lnı´ho katalogu na´bytku, ktery´ vyda´va´ v podobeˇ odpoveˇdi (XML textova´
zpra´va)
Distributorˇi – JMSDistributor.jar a StompDistributor.exe
Aplikace distributoru˚ byly implementova´ny ve dvou varianta´ch. Prvnı´ je konzolova´
Java aplikace vyuzˇı´vajı´cı´ JMS, druhou je aplikace s graficky´m rozhranı´m pro platformu
.NET vyuzˇı´vajı´cı´ protokol STOMP a knihovnu NMS.
Obeˇ aplikace potrˇebujı´ ke sve´mu beˇhu specifikovat neˇkolik u´daju˚, jako je na´zev
spolecˇnosti, kontaktnı´ email a da´le kategorii a typ distribuovane´ho na´bytku.
Aplikace si na zacˇa´tku sve´ho beˇhu vyzˇa´da´ aktua´lnı´ katalog a vytvorˇı´ posluchacˇe aktu-
alizacı´ katalogu. Oba distributorˇi majı´ prostrˇedky pro vytva´rˇenı´ objedna´vek na na´bytek.
Blizˇsˇı´ popis ovla´da´nı´ obou aplikacı´ se nacha´zı´ v uzˇivatelske´ prˇı´rucˇce.
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7.2.3 Datova´ vrstva
Data syste´mu (na´bytek, objedna´vky apod.) jsou uchova´va´na v relacˇnı´ databa´zi. K te´to
databa´zi syste´m prˇistupuje prostrˇednictvı´m bezestavovy´ch session bean, ktere´ reprezen-
tujı´ DAO objekty. Ty jsou vola´ny prˇi zpracova´va´nı´ zpra´v message driven beanami. Tı´mto
je tedy za´rovenˇ demonstrova´no fungova´nı´ distribuovany´ch transakcı´, takzˇe selzˇe zpra-
cova´nı´ zpra´vy, budou odvola´ny i vsˇechny zmeˇny provedene´ v databa´zi v te´zˇe transakci.
Tyto DAO objekty jsou prˇedstavova´ny rozhranı´mi Catalog, Stock, Orders a jejich imple-
mentacˇnı´mi trˇı´dami CatalogBean, StockBean a OrdersBean.
Samotne´ sche´ma databa´ze bylo navrzˇeno co nejjednodusˇsˇı´, aby vyhovovalo potrˇeba´m
syste´mu a za´rovenˇ zbytecˇneˇ nekomplikovalo prˇı´stup k datu˚m. Ba´ze dat je tvorˇena trˇemi
tabulkami: FURNITURE, FORDER a ORDER ITEM sche´matu STOCK. Pro kazˇdou tabulku
existuje trˇı´da (definovana´ v balı´cˇku common.model), jejı´zˇ instance reprezentujı´ jeden za´z-
nam dane´ tabulky. Jedna´ se tak o jednoduchy´ druh objektoveˇ-relacˇnı´ho mapova´nı´. Tyto
trˇı´dy a vazby mezi nimi, ktere´ za´rovenˇ vyjadrˇujı´ vazby mezi tabulkami, lze videˇt na
trˇı´dnı´m diagramu na obra´zku 21.
Obra´zek 21: Trˇı´dy databa´zove´ho sche´matu syste´mu
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8 Shrnutı´ a za´veˇr
Prima´rnı´ oblastı´, kde prˇeda´va´nı´ zpra´v hraje klı´cˇovou roli, je integrace heterogennı´ch
syste´mu˚. At’ uzˇ z du˚vodu struktura´lnı´ch zmeˇn, novy´ch obchodnı´ch za´meˇru˚, cˇi prosteˇ
prˇechodu na novou technologii, sta´le vı´ce a vı´ce spolecˇnostı´ cˇelı´ proble´mu, jak integrovat
heterogennı´ syste´my a aplikace uvnitrˇ podniku, cˇi mezi nimi. Nenı´ neobvykle´ setkat se
s mnoha ru˚zny´mi technologiemi a platformami v jedine´ spolecˇnosti.
Prˇeda´va´nı´ zpra´v nabı´zı´ schopnost zpracova´vat pozˇadavky asynchronneˇ, cˇı´mzˇ lze
redukovat cˇi u´plneˇ odstranit u´zka´ mı´sta syste´mu, a zvy´sˇit tak produktivitu koncovy´ch
uzˇivatelu˚ a celkovou sˇka´lovatelnost syste´mu. Vzhledem k tomu, zˇe prˇeda´va´nı´ zpra´v
potlacˇuje vazbu mezi komponentami, poskytuje architektura syste´mu pouzˇı´vajı´cı´ho prˇe-
da´va´nı´ zpra´v vysoky´ stupenˇ pruzˇnosti.[10]
Podnikove´ messaging syste´my umozˇnˇujı´ dveˇma a vı´ce aplikacı´m vymeˇnˇovat si in-
formace ve formeˇ zpra´v, kde zpra´va je jaky´si balı´cˇek obsahujı´cı´ du˚lezˇita´ data a hlavicˇky
nutne´ pro smeˇrova´nı´. Zpra´vy obvykle obsahujı´ informace o neˇjake´ podnikove´ transakci
cˇi informujı´ aplikace o vy´skytu neˇjake´ uda´losti.
Pomocı´ middleware produktu zalozˇene´ho na zası´la´nı´ zpra´v jsou zpra´vy prˇena´sˇeny od
jedne´ aplikace k druhe´, prˇicˇemzˇ messaging syste´m zajistı´ spra´vnou distribuci zpra´v mezi
aplikacemi a navı´c cˇasto poskytuje dalsˇı´ prostrˇedky pro spolehlivou vy´meˇnu velke´ho
mnozˇstvı´ zpra´v, jako jsou vyvazˇova´nı´ za´teˇzˇe, sˇka´lovatelnost a podpora transakcı´.
Vy´meˇna zpra´v neprobı´ha´ prˇı´mo mezi aplikacemi, ny´brzˇ prostrˇednictvı´m virtua´lnı´ch
kana´lu˚ zvany´ch mı´sta urcˇenı´, kam jsou zpra´vy adresova´ny. Jaka´koliv aplikace, ktera´
registruje svu˚j za´jem o urcˇite´ mı´sto urcˇenı´, mu˚zˇe z neˇj prˇijı´mat zpra´vy. Tı´mto je potlacˇena
vazba mezi aplikacemi odesı´lajı´cı´mi a prˇijı´majı´cı´mi zpra´vy.
Messaging syste´my pouzˇı´vajı´ ru˚zne´ forma´ty zpra´v a protokoly pro jejich vy´meˇnu,
za´kladnı´ se´mantika je vsˇak shodna´. MOM produkty take´ poskytujı´ aplikacˇnı´ rozhranı´
pro tvorbu zpra´v, plneˇnı´ daty, prˇirˇazenı´ smeˇrovacı´ch informacı´ a jejich odesla´nı´ stejneˇ
jako pro jejich prˇı´jem.
Podobnost principu˚messaging produktu˚ da´va´ prostor pro vznik aplikacˇnı´ch rozhranı´
neza´visly´ch na messaging syste´mu. Takovy´m API je i Java Message Service, takzˇe JMS
aplikace mu˚zˇe posı´lat a prˇijı´mat zpra´vy od ru˚zny´ch messaging syste´mu˚ kompatibilnı´ch
s JMS.
Prˇeda´va´nı´ zpra´vma´ sve´mı´sto prˇedevsˇı´mv rozsa´hly´ch podnikovy´ch syste´mech, kde je
trˇeba zajistit spolupra´ci vı´ce subsyste´mu˚ za soucˇasne´ho zachova´nı´ vza´jemne´ neza´vislosti.
Prˇesto vsˇak nelze jeho princip uplatnit za vsˇech okolnostı´, nebot’ asynchronnı´ zpu˚sob
prˇeda´va´nı´ zpra´v nemu˚zˇe uspokojit vesˇkere´ pozˇadavky na takovou integraci.
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