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Abstract
Let G be a real Lie group with Lie algebra g. Given a unitary repre-
sentation pi of G, one obtains by differentiation a representation dpi of g by
unbounded, skew-adjoint operators on H. Representations of g admitting
such a description are called integrable, and they can be geometrically seen
as the action of g by derivations on the algebra of representative functions
g ↦ ⟨ξ,pi(g)η⟩, which are naturally defined on the homogeneous space
M = G/kerpi. In other words, integrable representations of a real Lie al-
gebra can always be seen as realizations of that algebra by vector fields
on a homogeneous manifold. Here we show how to use the coproduct of
the universal enveloping algebra E(g) to generalize this to representations
which are not necessarily integrable. The geometry now playing the role of
M is a locally homogeneous space. This provides the basis for a geometric
approach to integrability questions regarding Lie algebra representations.
2010 MSC: 16W25, 17B15.
Contents
1 Introduction 2
1.1 Integrable representations . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Unbounded operator algebras . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Non-integrable representations . . . . . . . . . . . . . . . . . . . . . 4
2 Algebraic construction 5
2.1 Algebraic structure of E† . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 M as an affine scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
∗
Brvargas@inst-mat.utalca.cl. Supported by Fondecyt Postdoctoral Grant Nº3110045.
1
3 Analytic considerations 9
3.1 Polynomials and power series on H . . . . . . . . . . . . . . . . . . 9
3.2 Norms on C[H] and the weak nullstellensatz . . . . . . . . . . . . 10
3.3 The embeddingM↪H . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1 Introduction
Let G be the simply connected, real Lie group with Lie algebra g. Recall that
the group algebra C[G] is the involutive algebra consisting of finite, complex
linear combinations of elements of Gwith product and involution obtained by
linearly extending the maps g ⊗ h ↦ gh and g ↦ g−1, respectively. We can also
define a complex conjugation on C[G] by anti-linearly extending g = g. The
infinitesimal version of C[G] is the universal enveloping algebra E = E(g), defined
as the quotient of the complex tensor algebra T (g) = (⊕n∈N g⊗n)⊗C by the ideal
generated by the elements
XY −YX − [X,Y], X,Y ∈ g.
It comes equipped with the involution and complex conjugation obtained by
linear extension from (X1⋯Xn)† = (−1)nXn⋯X1, and anti-linear extension from
X1⋯Xn = X1⋯Xn, respectively. The subalgebra of real elements with respect to
this conjugation will be denoted by ER = ER(g).
1.1 Integrable representations
Consider a representation pi of G by unitary operators on a Hilbert space H.
Given g ∈ G and ξ ∈ H, it is sometimes convenient to write gξ instead of pi(g)ξ,
and consequently we can also think ofH as aC[G]-module. In what followswe
will use interchangeably the languages of representation and module theory.
LetM = G/H, with H = kerpi. We want to understand H as a submodule of
C(M), which is naturally a C[G]-module via
g f(x) = f(g−1x), f ∈ C(M).
In order to do so, suppose that there is a distinguished cyclic vector ν ∈ H, i.e.
H = C[G]ν, and an anti-unitary operator J ∶ H → H whose action commutes
with that of G. Then, to each ξ ∈ H, associate the representative function
eξ ∶ gH ∈M↦ ⟨Jξ, gν⟩ ∈ C.
Since geξ = egξ, we see that ξ ↦ eξ does the job of exposing H as a submodule
of C(M).
Remark 1.1. The anti-unitary J is needed in order for ξ↦ eξ to be linear. Its use
can be easily avoided in several ways, such as for instance working with the
anti-linear C[G]-module associated to pi, or considering the anti-holomorphic
“representative functions” g↦ ⟨gν, ξ⟩. Instead of using any such non-standard
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convention, we have decided to restrict ourselves to modules admitting an
anti-unitary J as above.
Now, let H∞ ⊆ H be the subspace of smooth vectors for G, i.e. those ξ ∈ H
such that the map g ∈ G ↦ gξ ∈ H is smooth.1 Then, given X ∈ g and ξ ∈ H∞,
we can define
dpi(X)ξ = Xξ = lim
t→0
1
t
(exp(tX)ξ − ξ),
where exp ∶ g→ G is the exponential map. This way, the unitary representation
pi of G gives rise to a representation dpi of g by unbounded, skew-adjoint
operators, thus naturally turning H∞ into an E-module. We will also say,
under this circumstances, that H is an unbounded E-module. As above, we can
expose H∞ as a submodule of C∞(M), by identifying it with { eξ ∣ ξ ∈ H∞ }.
Now, the action of g is by derivation along the vector fields which generate the
flows gH ∈M↦ etXgH ∈M.
It will be helpful to be more precise regarding the notion of representation
by unbounded operators, which we do in the next subsection. For the time
being, however, we anticipate the following definition.
Definition 1.2. Arepresentation of g is integrable if it is of the formX↦ dpi(X)∣F ,
with pi a unitary representation of G and F ⊆ H∞.
1.2 Unbounded operator algebras
For a complete exposition of the material in this and the next subsection see [9].
Here we follow [11].
Let F be a complex vector space sitting densely inside a Hilbert spaceH.
Definition 1.3. We write L†(F) for the algebra of linear operators A ∶ F → F
such that F ⊆ dom(A∗). It comes equipped with the involution A† = A∗∣F .
Definition 1.4. We write C∗(F) for the set of closed operators (in the sense of
having closed graph) A on H which satisfy A∣F ∈ L†(F).
Analytically speaking, closed operators are better behaved than arbitrary
ones, but this is not so from an algebraic viewpoint. Indeed, given two closed,
denselydefinedoperatorsA andBonH, wedefine—whenever itmakes sense—
their strong sum by
A + B = the closure of A∣D + B∣D , D = domA ∩ domB.
Analogously, we define their strong product by
AB = the closure of AB∣D , D = B−1 domA.
As it turns out, strongoperations are alwayswell-defined for elements of C∗(F),
but the axioms of associativity and distributivity might well not hold.
1H∞ is also called theGårding space ofpi. AsHarish-Chandrapointed out [3], the space of analytic
vectors (see also [8, 9]) is more adequate in studying representations of G. By contrast, when study-
ing non-integrable representations of g the right domain is H∞ (representations having a dense
subspace of analytic vectors are automatically integrable [4], even if g is infinite dimensional [7]).
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Definition 1.5. An unbounded representation of a complex involutive algebra A
is an involutive algebra morphism pi ∶ A → L†(F), where F sits densely in a
Hilbert spaceH. Under this circumstances, we also say thatH is an unboundedA-module. Finally, we say that pi is cyclic if there exists a so-called cyclic vector
ν ∈ F such that F = Aν.
Recall that there is a natural order defined on any involutive algebraA: the
onewith positive cone generated by the elements of the formA†A. This, in turn,
induces an order on the algebraic dual ofA, whichwill be writtenA†: anω ∈ A†
is positive if, and only if, it is positive on positive elements. We say that such
an ω is a state if, besides being positive, it is normalized by ω(1) = 1. We have
introduced all this notions just to recall that there is a correspondence between
cyclic representations and states. Given a representation pi ∶ A → L†(F), one
obtains a state ω ∈ A† from any vector ν ∈ F with ∥ν∥ = 1 by the formula
ω(A) = ⟨ν,Aν⟩, A ∈ A.
The GNS construction allows for a recovery of both pi∣Aν (modulo unitary
conjugation) and ν (modulo a phase factor) from ω, thus establishing the af-
forementioned correspondence. We proceed to describe it briefly.
Let ω be a state of A and consider the set I = {A ∈ A ∣ ω(A†A) = 0} . Using
the Cauchy-Schwartz inequality it is easily seen that I is a left ideal. The
quotient F = A/I is densely embedded in its Hilbert space completion H with
respect to the scalar product
⟨[A], [B]⟩ = ω(A†B), A,B ∈ A,
where [⋅] denotes the equivalence class in F of its argument. The GNS repre-
sentation pi is simply given by the canonical left A-module structure of F . It
admits the cyclic vector ν = [1] ∈ F .
1.3 Non-integrable representations
As we saw above, integrable E-modules are, essentially, spaces of smooth
functions on homogeneous manifolds. Our objective in this paper is to work
out the analogous geometric point of view for non-integrable representations.
Thus, it is pertinent to discuss briefly the phenomenon of non-integrability.
From an operator algebraic point of view, integrability is just good be-
haviour, in the following sense. Consider a representation pi ∶ E → L†(F).
Operators in L†(F) are closable, because their adjoints are densely defined.
Denote the closure of (the image under pi of) E ∈ E by cl(E). Then, integrability
of pi is equivalent to:
1. cl(E + F) = cl(E) + cl(F),
2. cl(EF) = cl(E) cl(F),
3. cl(E†) = cl(E)∗,
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where on the right hand sides strong operations are meant (the last property
actually implies the first two). Hence, integrability implies that cl(1 + E†E)
is invertible, for all E ∈ E . Let us mention, by the way, that this relationship
between integrability and invertibility of “uniformlypositive” elements is deep:
it can be shown [11], whenever
S = the multiplicative set generated by { 1 + E†E ∣ E ∈ E }
satisfies the Ore condition, that integrable representations are in bijection with
representations of the Ore localization ES−1.
An important question is whether a given representation admits an inte-
grable extension. One can extend the algebra, the module, or both. Thus, the
integrable extension problem in its full generality consists in completing the
following diagram:
E˜ C∗(F˜)
E L†(F),
with E˜ ⊇ E and F˜ ⊇ F . The image of E˜ under the upper arrow must be a subset
of C∗(F˜) which is an algebra with respect to the strong operations, all arrows
must be involutive algebra morphisms, and the diagram must commute. We
do not necessarily require that F˜ ⊆ H. Again under the hypothesis that the
set S above satisfies the Ore condition, cyclic representations always admit an
integrable extension with E˜ = E , see [11].
2 Algebraic construction
2.1 Algebraic structure of E†
In this subsection we set up the needed algebraic preliminaries regarding the
dual E† of the enveloping algebra E = E(g). A full exposition is found in [2].
We will also make use of some coalgebra notions, for which we mention [6].
The universal enveloping algebraE is not only an algebra: it comes naturally
endowed with a coproduct, too. Recall that coproducts are dual to products,
so that a coproduct is a linear function ∆ ∶ E → E ⊗ E which is coassociative,
meaning that the following diagram commutes:
E E ⊗ E
E ⊗ E E ⊗ E ⊗ E .
∆
∆ Id⊗∆
∆⊗ Id
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In order to define the coproduct of E , we define first a coproduct∆ on the tensor
algebra T (g), by extending the linear map
X ∈ g ↦ 1⊗X +X ⊗ 1 ∈ T (g)⊗ T (g)
to all of T (g) as an algebra morphism (we are appealing here to the universal
property of tensor algebras). Now, the ideal I ⊆ T (g) generated by the elements
XY −YX − [X,Y], with X,Y ∈ g, is also a coideal, i.e.
∆I ⊆ I ⊗ T (g) + T (g)⊗ I.
Thus, it can be readily seen that ∆ passes to the quotient E = T (g)/I.
It will be helpful to have an explicit formula for ∆. Let us choose a basis(X1, . . . ,Xn) of g and use the multi-index notationXα = Xα11 ⋯Xαnn . Using the fact
that ∆ is an algebra morphism together with the binomial formula, we see that
∆Xα = ∑
β≤α
(α
β
)Xβ ⊗Xα−β,
where (αβ) = α!β!(α−β)! = (α1β1)⋯(αdβd).
For us, the importance of the coproduct resides in the fact that it enables
one to turn the algebraic dual E† into an algebra, with product given by
ab = (a⊗ b)∆, a, b ∶ E → C.
Recall that∆ is cocommutative, meaning that the following diagramcommutes:
E ⊗ E
E
E ⊗ E ,
τ
∆
∆
where τ is obtained by linear extension from E⊗ F ↦ F⊗ E, with E,F ∈ E . This
implies that E† is a commutative complex algebra. It is naturally an E-module,
too, with
Ea(F) = a(E†F), E,F ∈ E , a ∈ E†. (1)
The main properties of E† are given in the next two propositions.
Proposition 2.1. The action (1) defines a morphism g → der(E†), where der(E†)
stands for the Lie algebra of linear maps δ ∶ E† → E† such that
(∀a, b ∈ E†) δ(ab) = δ(a)b + aδ(b).
Proof. Indeed, let X ∈ g and a, b ∈ E†. One has that
X(ab) = X((a⊗ b) ○∆) = (a⊗ b) ○∆ ○X†(⋅).
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On the other hand, given E ∈ E ,
∆(X†E) = ∆(X†)∆(E) = (X† ⊗ 1 + 1⊗X†)∆(E)
= ((X†(⋅)⊗ Id + Id⊗X†(⋅)) ○∆)(E).
Thus, replacing above,
X(ab) = (a⊗ b) ○ (X†(⋅)⊗ Id + Id⊗X†(⋅)) ○∆
= (Xa⊗ b + a⊗Xb) ○∆ = (Xa)b + a(Xb). 
Proposition 2.2. Let X1, . . . ,Xn be a basis of g. One has that E† ≅ C⟦x1, . . . ,xn⟧,with
algebra isomorphism given by
a ∈ E† ↦ fa ∈ C⟦x1, . . .xn⟧, fa(x) = ∑
α∈Nn
xα
α!
a(Xα).
Proof. Indeed, given a, b ∈ E†,
fab(x) =∑
α
xα
α!
ab(Xα) = ∑
α
xα
α!
(a⊗ b)(∆Xα) = ∑
α
xα
α!
(a⊗ b)⎛⎝∑β≤α(
α
β
)Xβ ⊗Xα−β⎞⎠
=∑
β
∑
γ
xβxγ
β!γ!
a(Xβ)b(Xγ) = fa(x) fb(x). 
Remark 2.3. Observe that
ab(1) = (a⊗ b)∆1 = a(1)b(1).
Thus, evaluation at 1 ∈ E is a character of E†, which we will denote by χ0, and
elements of E† are, essentially, formal Taylor expansions around χ0.
The fact that E† is a formal power series algebra suggests endowing it
with an involution, corresponding to complex conjugation of the coefficients.
Explicitly, this is given by
a†(E + iF) = a(E)+ ia(F), E,F ∈ ER.
With respect to this conjugation, χ0 becomes a real character:
χ0(a†) = a†(1) = a(1) = χ0(a).
Proposition 2.4. For all a ∈ E† and E ∈ E , (Ea)† = Ea†.
Proof. For E,F ∈ ER, one has (Ea)†(F) = a(E†F) = Ea†(F), and the general case
follows immediately. 
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2.2 M as an affine scheme
Letpi ∶ E → L†(F) be a representation of E = E(g) admitting a cyclic vector ν ∈ F ,
where g is a real Lie algebra and F is a dense subspace of a Hilbert space H.
We will suppose that there exists an anti-unitary J ∶ H → H commuting with
pi and such that Jν = ν, even though this assumption is superfluous, see Re-
mark 1.1. Recall that we look for some naturally defined spaceM together with
a realization of g by vector fields on it, such that the corresponding coordinate
algebraA, which is an E-module, containsF as a submodule. In this subsection
we realizeA as a subalgebra of E†.
Consider the linear map
ξ ∈ F ↦ eξ ∈ E†, eξ(E) = ⟨Jξ,Eν⟩,
and let A be the involutive subalgebra of E† generated by { eξ ∣ ξ ∈ F }. We
define
M = { χ ∈ A† ∣ χ(ab) = χ(a)χ(b), χ(a†) = χ(a) } .
Note that χ0 ∈M.
Remark 2.5. The map ξ↦ eξ is well defined all overH. However, we regard the
functions eξ with ξ ∈ H ∖ F as not belonging to A, for they are not smooth in
the sense that, given E ∈ E , Eeξ might not be of the form eη, for any η ∈ H.
Remark 2.6. The existence of pathological characters should be expected, forA can be infinite dimensional. In the next section we will define a natural
topology on A which will enable us to exclude them, if needed.
Proposition 2.7. One has that Eeξ = eEξ, for all ξ ∈ F and E ∈ E . In particular, A is
a submodule of E†.
Proof. Indeed, given F ∈ E ,
Eeξ(F) = ⟨Jξ,E†Fν⟩ = ⟨EJξ,Fν⟩ = ⟨JEξ,Fν⟩ = eEξ(F). 
By Proposition 2.4, Proposition 2.7 and cyclicity, A is the involutive subal-
gebra of E† generated by the orbit of the state
ω ∈ E†, ω(E) = eν(E) = ⟨ν,Eν⟩
under the action of E . Thus, the fundamental object is ω ∈ E†, and the represen-
tation pi can be recovered from it by GNS construction.
The affine schemeM can be quite far from being a differential manifold, but
it is at least reduced (has no nilpotents) and irreducible (has exactly one minimal
prime ideal), as follows from the fact that E† ≅ C⟦x1, . . . ,xn⟧ is an integral
domain.
Example 2.8. Consider the case
g = RX, F =H = C2, X = ( 0 1−1 0 ) , ν = ( 10 ) .
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Recall that the elements of A are, essentially, formal power series around χ0,
where χ0(a) = a(1). Here, we have only the derivation X, which will be,
say, with respect to the coordinate x. The power series corresponding to ω is
computed as follows:
ω∣x=0 ≅ χ0(ω) = ω(1) = ⟨ν, ν⟩ = 1,
∂xω∣x=0 ≅ χ0(Xω) = ⟨ν,X†ν⟩ = ⟨( 10 ) , ( 0 −11 0 ) ( 10 )⟩ = 0,
∂2xω∣x=0 ≅ χ0(X2ω) = ⟨ν, (X†)2ν⟩ = ⟨( 10 ) , (−1 00 −1 ) ( 10 )⟩ = −1,
and so on. Thus,ω ≅ cos(x), as onemight have anticipated, andA is the algebra
of trigonometric polynomials.
3 Analytic considerations
As mentioned in Remark 2.6, the existence of pathological characters should
be expected in general. In this section we propose a topology for A, and
therefore a notion of non-pathological character (continuity). Our choice is
based on viewingA as (a subalgebra of) a quotient of the algebra of polynomial
functions on H. For more information regarding analytic functions on locally
convex spaces, see [5, 1].
3.1 Polynomials and power series on H
Let H be a Hilbert space, together with a distinguished anti-unitary map J.
Recall that the algebraic tensor product H⊗n comes equipped with the scalar
product
⟨ξ1 ⊗⋯⊗ ξn,η1 ⊗⋯⊗ ηn⟩ = ⟨ξ1,η1⟩⋯⟨ξn,ηn⟩. (2)
The symmetric group Sn acts on H⊗n by
σ(ξ1 ⊗⋯⊗ ξn) = ξσ(1) ⊗⋯⊗ ξσ(n).
LetHn = Sn/H⊗n.An orbit Sn(ξ1 ⊗⋯⊗ ξn) ∈ Hn will be written as ξ1⋯ξn. There
is a canonical scalar product inHn, inherited from that ofH⊗n. Indeed,Hn can
be identified with the subspace P+(H⊗n), where the projection
P+(ξ1 ⊗⋯⊗ ξn) =
1
n!
∑
σ∈Sn
σ(ξ1 ⊗⋯⊗ ξn).
Then, we define ⟨ξ1⋯ξn,η1⋯ηn⟩ = ⟨ξ1 ⊗⋯⊗ ξn,P+(η1 ⊗⋯⊗ ηn)⟩.Now, let
C[H] = ⊕
n∈N
Hn ⊆ ∏
n∈N
Hn = C⟦H⟧.
Given (ϕn) ∈ C[H] and (ψn) ∈ C⟦H⟧, one has the (sesquilinear) pairing
⟨(ϕn), (ψn)⟩ = ∑
n∈N
⟨ϕn,ψn⟩,
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which is well-defined because the sum is finite.
There is a multiplication on C⟦H⟧, defined by linear extension from
ϕψ = P+(ϕ⊗ψ) ∈ Hn+m, ϕ ∈ Hn, ψ ∈ Hm,
where we are using the identification Hn ≅ P+(H⊗n). Explicitly, the product of(ϕn), (ψn) ∈ C⟦H⟧ is given by
((ϕn)(ψn))n = ∑
i+ j=n
ϕiψ j.
Thus, C⟦H⟧ is an algebra. Note that C[H] ⊆ C⟦H⟧ is a subalgebra. We think
of C[H] as a space of polynomial functions on H, as follows: given Φ = (ϕn) ∈
C[H], its evaluation at ξ ∈ H is
Φ(ξ) = ⟨Φ,Ωξ⟩ , Ωξ = (ξn) ∈ C⟦H⟧.
Correspondingly, we think of C⟦H⟧ as a space of formal infinite jets onH.
3.2 Norms on C[H] and the weak nullstellensatz
In the finite dimensional case, the weak nullstellensatz implies automatic con-
tinuity for characters, and there lies the proof’s essential difficulty. However,
take any discontinuous linear functionalH → C and extend it toC[H] as a char-
acter; it does not correspond to any point in H, and should not be continuous
for any reasonable topology. Thus, we see that, in general, continuity is not
automatic,2 and we must make a choice of topology for C[H].
First, given r > 0, consider the norm
∥(ϕn)∥r = ∑
n∈N
∥ϕn∥ rn, (ϕn) ∈ C[H].
In order to identify the topological dual of C[H] with respect to ∥⋅∥r recall that
the completion ofH⊗nwith respect to its scalar product is aHilbert space, which
we will denote by H⊠n (in general, ⊠ will be the Hilbert space tensor product).
Since the action of Sn on H⊗n is by isometries, it extends by continuity to H⊠n.
We define H⊡n = Sn/H⊠n.
Then, it is easily seen that the topological dual of C[H] with respect to ∥⋅∥r can
be identified with
{ (ϕn) ∈ ∏
n∈N
H⊡n ∣ ∥ϕn∥ ≤ O(rn) }
and, in particular, contains {Ωξ ∈ C⟦H⟧ ∣ ξ ∈ Hr } .
2If, as itwill, the topologyofC[H] is definedbya familyof seminorms, thenMichael’s conjecture,
hopefully proved in [10], would imply that the discontinuous characters above admit no extension
to the completion of C[H].
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Proposition 3.1. The completion O(Hr) of C[H] with respect to ∥⋅∥r is a Fre´chet
algebra.
Proof. Indeed, since
∥ϕ⊗ψ∥H⊗n⊗H⊗m = ∥ϕ∥H⊗n ∥ψ∥H⊗m , ϕ ∈ H⊗n, ψ ∈ H⊗n,
the productHn ⊗Hm →Hn+m satisfies
∥ϕψ∥Hn+m ≤ ∥ϕ∥Hn ∥ψ∥Hm .
Thus, given (ϕn), (ψn) ∈ C[H],
∥(ϕn)(ψn)∥r ≤ ∑
i, j∈N
∥ϕi∥ ∥ψ j∥ ri+ j = ∥(ϕn)∥r ∥(ψn)∥r . 
Now, let r′ > r. Clearly, ∥⋅∥r is dominated by ∥⋅∥r′ . Thus, we get a Banach
algebra morphism O(Hr′) → O(Hr).
Definition 3.2. O(H) will denote the Michael-Arens algebra obtained as the
projective limit O(H) = lim
←Ð
O(Hr).
Proposition 3.3. There is a bijective correspondence between continuous characters
of C[H] and points ofH, given by
ξ ∈ H ↦Ωξ ∈ C[H]∗.
Proof. By restriction, a characterχ ∈ C[H]∗ defines a continuous, linear functionH → C which, by Riesz’ theorem, corresponds to a vector, say J∗ξ ∈ H. Then,
clearly χ(Φ) = ⟨J∗Ωξ,Φ⟩ = ⟨JΦ,Ωξ⟩ = Φ(ξ). 
3.3 The embeddingM↪ H
Since E† is commutative, the assignment ξ ∈ F ↦ eξ ∈ A extends to an involutive
algebra epimorphism pi ∶ C[F] → A. The subspace C[F] is topologized as a
subset ofC[H], andwe equipA ≅ C[F]/kerpiwith the quotient topology. Thus,
if we defineM to be the set of continuous characters of A, we get an embedding
M ↪ Spec C[F] given by χ ↦ χ ○ pi. Now, a continuous character of C[F]
extends uniquely by continuity to all of C[H] and, therefore, Spec C[F] ≅ H.
In this way, we have obtained an embeddingM↪H.
Remark 3.4. It would be satisfying to have a theory of affine schemes with
Arens-Michael structure algebras. A proposal in that sense is made in [12].
We close by stating an important, obviousquestion that arises: isM a smooth
manifold? If not, a study of its possible singularities should shed some light on
the structure of non-integrable representations of real Lie algebras.
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