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Editorial
Special issue on computer algebra and signal
processing: forward by the guest editors
Beginning with Winograd’s (1980) work on the arithmetic complexity of signal
processing algorithms such as convolution, digital filtering, and the discrete Fourier
transform (DFT), there has been much work devoted to the application of algebraic
methods in the design and implementation of signal processing algorithms. Various
computer algebra systems have been utilized to implement these and related ideas.
Winograd (1981) himself outlined several potential uses of computer algebra systems
in the derivation of signal processing algorithms in his invited address to the 1981
ACM Symposium on Symbolic and Algebraic Computation. Additional early examples
of computer algebra in signal processing include the use of the computer algebra system
SCRATCHPAD (Agarwal and Cooley, 1977; Cooley, 1989; Auslander and Silberger,
1989) for the derivation of fast convolution algorithms and the use of MACSYMA for
the derivation of fast Fourier transform (FFT) algorithms (Berman, 1985).
More recently, ideas from group theory and multivariate polynomial algebra have
been used to provide new insights into the mathematical structure of signal processing
algorithms. These ideas have been successfully applied in the design of filters and signal
transforms. As examples we mention the use of Gro¨bner bases in wavelet design as well as
the derivation of fast signal transforms using techniques from computational representation
theory. Some recent results have been presented at the IMACS ACA’99 and ACA’01
sessions on Applications of Computer Algebra to Signal Processing. These sessions were
the motivation and origin of this special issue. Many of the presenters contributed papers
that are included. Some of the other presenters’ work does not appear since it was published
elsewhere.
The object of this special issue is to compile state-of-the-art research in the application
of computer algebra and algebraic techniques to signal processing. In addition this issue
will provide a convenient reference on computer algebra tools for the signal processing
community.
The papers in this special issue can be grouped into three categories: (1) application
of group representation theory to the derivation and analysis of DSP transforms and
algorithms; (2) application of computational polynomial algebra to the derivation of filters
and wavelets; and (3) symbolic manipulation to automatically derive and implement DSP
algorithms.
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The first three papers utilize group theoretic methods and algorithms. The DFT used
in signal processing can be interpreted as the Fourier transform of a finite cyclic group,
and FFTs can be derived and understood using the representation theory of finite groups.
The paper by Clausen and Mu¨ller presents techniques for generating fast algorithms
for computing the DFT of arbitrary solvable groups and provide explicit upper bounds
for their arithmetic complexity. An implementation of an FFT generator is provided for
supersolvable groups.
Linear signal transforms can be interpreted as a matrix–vector product and their fast
algorithms are given by a sparse factorization of the transform matrix. The paper by Egner
and Pu¨schel uses group representation theory to automatically factor a given matrix into a
product of structured sparse matrices provided the matrix has a certain symmetry property.
Their techniques are successfully applied to derive fast algorithms for a large class of signal
transforms including the DFT, discrete cosine and sine transforms, and the discrete Hartley
transform. An implementation of the factorization algorithm is provided.
The paper by Foote, Mirchandani, and Rockmore develops a group theoretic framework
for 2D transforms, filters, and convolution algorithms based on groups that are iterated
wreath products, which, as they show, makes them natural candidates for multiresolution
analysis. Their approach yields a new class of transforms, called wreath product
transforms, and a new class of associated filters for investigating classical problems such
as pattern recognition, data compression, and noise reduction. An implementation and an
analysis of wreath product transforms and filters is provided.
The second group of papers use computational polynomial algebra, and Gro¨bner bases
in particular, to solve filter and wavelet design problems. The use of computational algebra
is made possible since many important signal processing problems can be modeled by a
system of polynomial equations.
The paper by Park surveys the use of polynomial techniques in signal processing.
Problems in signal processing are formulated using Laurent polynomial rings and the
problem of unimodular completion is related to perfect reconstruction of FIR filters.
It is then shown how to efficiently reduce the computations with Laurent polynomials to
computations with ordinary polynomials, where standard techniques based on Gro¨bner
bases can be used.
The paper by Lebrun and Selesnick uses similar techniques to design wavelets. The
paper describes the general wavelet design problem using filter banks and shows how to
derive the design constraint equations. Since it is not always possible to design wavelets
with the desired properties, multi-wavelets and wavelet frames are used. Tools from
computational algebra are then used to solve the resulting polynomial systems for several
important examples.
The last paper by Breitzman and Johnson also uses polynomial algebra, however, in the
different context of deriving and implementing fast convolution and filtering algorithms.
The paper codifies the work of Winograd and others and provides tools, written in Maple,
for manipulating and generating algorithms. By combining existing algorithms in new
ways algorithms with reduced operation count are found.
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