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Traditional demand estimation tools were developed for product design instead of product 
service system (PSS) design.  PSS is a new market structure where the focus is on selling the use 
of a product instead of the product itself. Demand estimation faces challenges when applied to PSS 
design including mis-estimation, not being quantifiably repeatable, or built from evidence. 
This thesis examines two PSS Design methodology questions. First, what is the effectiveness 
of spatially-derived revealed preference data in estimating distributed PSS demand? Estimating 
binomial distribution parameters n (user population size) and p (user population product affinity) 
can predict demand in new situations for distributed product service systems. Plots of binomial 
parameters reveal a continuous surface over the PSS area that allow more accurate prediction of 
relative ridership levels at new PSS locations.  
Secondly, this work examine how designers can compensate for situations where the PSS 
design environment has changed and limited user data is available to create demand estimations. 
This thesis hypothesis that publicly available socio-demographic and environmental variables can 
inform multivariable regressions that estimate the n and p Demand Surfaces outside of the 
boundaries previously constrained by available user data.   
Together, the answers to these two questions provide an initial framework to estimate Revealed 
Preference demand for many types of PSSs. In the examination of both questions, the proposed 
approaches are tested by the 2015 Chicago Bike Share System expansion. The effectiveness of 
these approaches is shown through analysis techniques including Spearman’s rho, Pearson’s 




CHAPTER 1: Estimating User Demand to Design Product Service Systems 
 
1.1 Demand Challenge Facing Product Service System Expansion 
 
Product service systems (PSSs) face a unique problem slowing their adoption and growth: 
their performance depends upon accurate demand estimation approaches, yet current demand 
estimation methods were developed for individual products. PSS is a new market structure where 
the focus is on selling the use of a product instead of the product itself [1,2].  Many of these PSSs 
rely on managing distributed services, such as providing vehicles at point of service or distributing 
and recollecting clothing or tools. Bike-share, car-share, and renting complex portions of aircraft, 
such as Rolls-Royce’s selling turbine ‘power-by-the-hour’ to airlines are all examples of PSSs [2]. 
PSSs provide benefits such as improving environmental sustainability without reducing product 
features [1,2]. For example, one model estimates that PSS implementation of washing machines 
could lower C02 emissions by approximately 10%, reduce fluctuations in supply chain demand, 
and reduce the number of machines in service[3]. 
User acceptance of the PSS is key for success. Recognizing this importance, previous 
efforts incorporate user data and preferences into the design process with the goal of improving 
the final user experience [4]. User-oriented design, User-centered design, and Usage context-
based design incorporate user desires and experiences to inform the creation and functionality of 
new products [4–6]. User data drives the design process rather than choosing technology and 
functionality based on precedents or assumptions about user needs or responses [4]. Methods such 
as user interviews, role playing, or user interactions with prototypes are often used to extract user 
data [5]. Additionally, customer experience with similar models can allow a basis for updated 
designs [7]. These techniques for user-oriented design can result in products with higher adoption 
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rates[4]. Conversely, misestimating user demand can result in financial consequences for the firm 
in error [7,8]. 
Approaches such as Stated Preference (SP), Revealed Preference (RP), and Stated Intention 
(SI) utilize a combination of quantitative and qualitative methods to estimate user demand [9]. 
Additionally, it is unlikely that user demand for a PSS is equivalent with user demand to purchase 
a product. This difference could lead to high error rates because most PSS demand estimation 
methods are an extension of product demand estimation methods [1,2]. Local knowledge, expert 
guidance, heuristics, or “gut-feel of the decision maker” may also be employed to estimate demand 
[7,10,11].  As a result, design decisions may lead to mis-estimation, and they may not be 
quantifiably repeatable or built from evidence [3]. This may indicate the need for new methods of 
PSS demand estimation [1]. Additionally, many approaches focus on modeling currently existing 
demand patterns, rather than predicting demand patterns in new situations, providing limited use 
for PSS expansion planning. 
1.2 Current Approaches to Product Demand Estimation and Modeling 
 
Previous research has used a variety of approaches have been to attempt to overcome these 
challenges and improve PSS design. Reviews of 80 emerging market case studies were used to 
generate 9 decision making heuristics for PSS design in developing countries [9]. Beyond general 
heuristics, another challenge is translating imprecise customer responses into PSS design 
characteristics. Different individuals may describe the desired PSS differently due to different 
priorities or speech patterns. One approach to this problem, Song et. al. introduced Industrial 
Customer Activity Cycle (I-CAC) Analysis, providing an improved method to translate customer 
requirements into a PSS design [10].  A second approach used Supervised Machine Learning to 
estimate PSS design configuration from data, achieving an impressive classification accuracy of 
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93.3% [11]. These studies however, look only at overall PSS design, not utilization of local 
demand variance within the PSS to inform design. Once a general PSS framework has been chosen, 
an approach is needed to inform the implementation of the PSS which is sensitive to local demand 
fluctuations.  
There are three major approaches to product demand estimation: Stated Preference (SP), 
Stated Intention (SI), and Revealed Preference (RP). SP surveys ask the potential user to state 
which configuration or design they would prefer, allowing for demand estimation of new products 
and services.  SI investigators ask users to state their intended use of the new product or system. 
User data is collected via surveys, crowdsourcing designer knowledge, and focus groups [9,10].  
These methods could be susceptible to small study effects, selection bias, response bias, 
gamification, or confusing survey wording [7,9]. For example, the number and quality of 
crowdsourcing solutions may be dependent on the number and size of prizes offered for the contest 
[12]. SP and SI methods are also susceptible to the user’s inability to accurately forecast their 
demand for a new service and have been shown to systematically overpredict demand [9]. SI is 
susceptible to self-selectivity bias and gamification by users who desire service expansion [9]. SP 
and SI surveys require significant training, time, and other resources to implement well and may 
be poorly implemented in practice [7]. The collection of SI and SP surveys can also create a large 
financial or logistic cost to an organization. A study to predict train demand distributed 29,873 SI 
surveys and 1,254 SP surveys [9].  
As an alternative or complement to SP and SI, RP demand estimations may be created by 
observing user demand for comparable products [13]. Observations provide information about 
desired design features, but some respondents may make choices habitually without considering 
all of the alternatives [9]. As a result, some studies include “noncompensatory behavior”, such as 
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heuristics, to initially limit the options considered into the user models [14]. Additionally, for 
design variables that are codependent, RP may not identify which design variable stands in causal 
relation to the observed user demand.  For example, in rail transit travel time and cost are positively 
correlated [9]. For a completely novel product, RP approaches are more difficult; designers may 
consider creating a test market to observe users, but this may not be financially viable [7]. 
  Despite these limitations, SP, SI, and RP have been successfully implemented in multiple 
product demand estimation models. Frischknect et al. analyzed RP data in an economic model 
approach where potential users desired to maximize their utility, which was modeled as a function 
of product features. The resulting model, however, indicated that the introduction of an identical 
product would increase the total market size [15]. He et al. created a framework for Usage Context-
Based Design where the user demand is a function of the user characteristics, usage context, and 
product characteristics. During data collection for case study models, SP and SI techniques are 
utilized.  He et al. demonstrated their approach for both a jigsaw and hybrid electric vehicle [6]. 
Contrasting with the two prior approaches, William et al.’s investigation focused on the influence 
that large retail stores have on user demand. Their model incorporates retail preference and 
limitations to this profit maximization problem due to limited retailer shelf space [16].  
Demand models may be replaced with expert-generated heuristics [7] or otherwise defined 
by an expert. One study used agent-based modeling to inform design decisions for a cordless angle 
grinder. The demand model focused on the relationship between design characteristics and 
competing manufacturers choices to understand the overall market dynamic [17]. Rather than 
estimate user demand, this study assumes that “customer preferences are assumed to be common 
knowledge to the firms [17].”  
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Algorithms have also been developed for demand estimation, but these do not focus on 
Distributed or PSS demand estimation. These algorithms fall into several categories. First, many 
focus on identification of desired physical product attributes [18,19] and are not tested or 
developed for distributed systems. Chen, Honda, and Yang utilized machine learning approaches 
to supplement Stated Preference identification of significant attributes of solar panels [18]. A 
second area investigates and develops discrete choice models to predict market level demand for 
products [20,21]. This thrust is also not developed for distributed systems. For example, Haaf et.al 
examined the sensitivity of market share predictions to changes in the applied Discrete Choice 
Model [20]. Finally, a third focus is on distributed systems, but investigates distributed system 
network connections and dynamics [22]. This third thrust does not focus on differences in user 
population demand within the system, rather it focuses on understanding and predicting the way 
in which these systems form and organize. For example, Sha and Panchi provide methods to 
examine the decision making behavior of local nodes in an internet case study. Unlike PSS, the 
decisions of these individual nodes to connect and disconnect define the structure of the system.  
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 PSS demand estimation faces additional unique challenges. First, using traditional tools 
may result in inaccurate results especially when evaluating service expansion. In one notable 
service expansion study, the results of 29 firms' wire-less demand estimations were reviewed. The 
technology was new, so firms could not use previous user demand as a guide and creating a 
mockup or test market was financially infeasible. Multiple approaches were utilized: two estimates 
based on radio-paging demand, one model based on demographic factors, and 12 on expert 
judgement or heuristics. Additionally, 27 firms utilized market surveys with 7 of the 19 questions 
used being SI. The authors noted the following concerns with the methods used: the surveys had 
issues such as confusing wording and leading the respondent, simple statistical methods were used, 
and the firms generally ignored non-response surveys in their approach. As a result of the divergent 
approaches taken by the firms, the market estimates varied from 14,000 to 91,000 expected 
subscribers for the same service area.  The authors conclude that the modeling approaches require 
additional refinement, potentially by combining multiple demand estimation sources such as 
expert guidance, surveys, and demand models [7]. 



























The second challenge faced by PSS demand estimation is the need to validate the accuracy 
of currently applied demand estimation tools [1,2]. For example, one study utilized 245 SP surveys 
to estimate user demand for a model informing autonomous sharing vehicle infrastructure design, 
but no assessment was performed of demand prediction accuracy [8,23]. PSS demand estimation 
difficulty may be due to the sensitivity to both system level influences, changes in individual 
agents' demands, or the influence of demand timing on product flows [2,24]. Further complicating 
these approaches is the uncertain value of user time, necessary for RP estimation, up to 100% 
variation [9]. Finally, SP or SI PSS data requires extensive surveys which may be financially 
limiting for the designer or operator. Due to the geographically distributed nature of PSS, more 
individuals may need to be surveyed than for product demand estimation.  
1.3 Proposed PSS Demand Estimation Framework 
Thus, PSS expansion and adoption faces a crucial problem. Accurate Demand estimation 
approaches are required to maximize performance and adoption of PSS, but current SP, RP, SI 
demand estimation approaches require improvement when applied to PSS design. This thesis 
proposes a framework for resolving difficulties creating RP-based demand estimates in new 
situations in distributed PSS. The approach utilizes available user data to create a probability map 
that describe user characteristics related to the current demand and provides a means to predict 
future demand at new locations within that space. This framework would provide designers 
additional needed information when making design decisions in situations such as product 
expansions.   
Specially, this framework is applicable within two scenarios. First, how can designers make 
the best decisions when user demand information is available? I propose that estimating binomial 
distribution parameters n (user population size) and p (user population product affinity) can predict 
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demand in new situations for distributed product service systems. Plots of binomial parameters 
reveal continuous demand surfaces over the PSS area that allow more accurate prediction of 
relative ridership levels at new PSS locations when undergoing an increase in system density. This 
application is tested in Case Study One. 
In the second scenario, I examine how designers can compensate for situations where the PSS 
design environment has changed and limited user data is available to create demand estimations. 
The results show that publicly available socio-demographic and environmental variables can be 
used with multivariable regressions to estimate the n and p Demand Surfaces outside of the 
boundaries previously constrained by available user data. This is applicable for a PSS that 
increases beyond the current system boundaries.    
 This investigation of estimating user demand in new situations for distributed PSS falls within 
two literature gaps. First, within the demand field, demand estimation algorithm research is 
focused on individual product demand [18–21], not distributed system demand. Secondly, 
distributed system research often focuses on algorithms that address operational concerns for 
redistributing products within a system [25–28], while this research provides a tool for the initial 
design phase. The approach in this thesis utilizes available user data to create a surface that 
describes user characteristics n and p. This surface is used to predict future demand at new 
locations within that space and provides designers needed information when making design 
decisions in situations such as product expansions.  
 The contributions of this thesis can be grouped by the two central questions examined in this 
thesis. In exploring the first question (what is the effectiveness of spatially-derived revealed 
preference data in estimating distributed PSS demand?) the following contributions are made:  
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1. The development and application of a revealed preference demand estimation method for 
distributed product service systems. 
2. The creation and application of novel geo-spatial demand surfaces from user data.  
3. A tool is created and tested to improve demand prediction for PSS undergoing an increase 
in system density. 
Secondly, when examining how designers can compensate for situations where the PSS design 
environment has changed and limited user data is available to create demand estimations, the 
following contributions are made:  
1. We provide a framework to transform geographically limited available PSS user data into 
design insights for the portion of the system without user data.  
2. A second validation is conducted of the value of n and p estimations for PSS planning as 
proposed in the first question examined. 
3. We provide a tool for PSS operators planning a system expansion. 
4. We identify environmental and socio-demographic variables that correlate with higher 
Bike Share System usage.  
1.4 Socio Technical Environmental Systems: Applied Modeling Perspective 
 
This work approaches the development of this framework from the perspective of Socio-
Technical-Environmental Systems thinking (STES). STES are systems defined by the complex 
interaction of technical artifacts, intelligent agents, and the environment they exist within. 
Technical artifacts are those objects created by humans designed to achieve specific goals [29]. 
Intelligent agents are the humans who interact with the technical artifacts whose decisions must 
be considered. Both systems interact in a changing environment. For example, consider the traffic 
around a busy traffic circle. The flow of cars through this system is defined by the type of vehicles 
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(technical artifacts), choices of the drivers (intelligent agents), and the road conditions due to 
weather (environment). Although some have proposed expanding Socio-Technical Systems (STS) 
to incorporate some of the elements described here[30], I find that a distinct approach has the 
advantage of avoiding linguistic confusion or importing preconceived notions regarding STS.  This 
thesis is an expansion of the efforts made in socio-technical systems (STS), distinct in purpose and 
boundaries. 
STS thinking originated in the 1950s as a means to increase industrial productivity by 
understanding and improving the social and technical aspects of the system [31].  Subsequent 
applications have reflected this initial goal, including forays into coal mining, textile mills, 
merchant shipping, occupational safety, or defense parts acquisition [31–33]. STS often utilizes 
social organization or theory as a solution to organizational issues. In contrast to this goal of 
improving economic productivity, STES thinking builds upon the STS principle that the technical 
artifact is critical to determining the performance characteristics of the STES [34]. As design 
engineers, we seek to use insights about the interaction between the technical artifact and the STES 
to make design decisions. STES could meet a variety of goals beyond economic productivity. 
These goals range from improved system flow, environmental sustainability, and others.  For the 
traffic circle example, goals might include changing car speed to maximize traffic flow or 
minimize environmental impacts.  
Perhaps the clearest distinction between STES and STS is the lack of an environmental 
boundary within STS. This is somewhat misleading. Foundationally, STS is applied to systems 
where the environment is approximated as steady state [31].  This is because STS founders 
believed that the organization was able to control the environment through technical or social 
interventions. For many STS applications, environmental factors outside of human or 
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technological systems do not appear to be applicable. Consider the rearrangement of a workforce 
in a textile factory [31]. This system is entirely enclosed within the factory walls, any change in 
temperature or humidity is due to management choices about climate control.  Thus, STES define 
the environmental system as environmental systems beyond the intelligent agent’s ability to 
manipulate. Considering the example of the traffic circle, the temperature inside the cars would 
not be considered part of the environmental system, while the rainfall or fog outside the car would 
be considered environmental.   
Secondly the scale of STES is distinct, particularly due to the aggregation of intelligent 
agents within STS.  Like STS, STES assumes agents act with varying degrees of autonomy and 
that they are able to learn[31]. Many STS studies however, incorporate the individuals into groups 
as a key method of analysis[31]. Although group aggregation can be used within STES, the 
problems of most interest is the MESO (human) scale. STESs exhibit emergent system-level 
characteristics due to intelligent agent self-organization [32,33,35]. Emergent characteristics are 
system-level patterns that are not predictable from reductionist approaches [32]. 
By considering demand estimation of PSSs from this framework, designers can seek to 
model all three necessary influences on systems performance: human agents, environment, and 
technical artifacts.  
1.5 Potential Appropriate Mathematical Models 
Successful modeling of a STES requires the identification of the underlying mathematical 
model. Product or service utilization can be understood as aggregated individual choices. This 
framework supposes the following:  
1) The events are independent from one another. 
2) The total events which are observed occur over a finite time frame.  
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3) Each event consists of an individual making a binary choice. 
This framework is also applicable to other collections of binary events, such as machine failures, 
instances of disability, or success rate of capturing wild animals [36–38].  
The appropriate mathematical distribution to describe this system is a discrete function. 
Individual choices are either success or failures and the total observed successes in each dataset 
will be an integer. Candidates are the binomial, negative binomial, and Poisson distribution.  
The primary difference between the Poisson and binomial distributions lies in the number of 
trials observed. The binomial distribution approaches the Poisson distribution as the number of 
observed trials increases and the probability of success for each trial decreases [39]. Additionally, 
the Poisson distribution assumes that the population mean and variance are equal, which may not 
be true for the analyzed system [38].  
The key difference between the applicability of the negative binomial and binomial distribution 
is the information necessary to define each. The binomial distribution is defined by the number of 
trials, n and the probability of success for each trial, p. In contrast, the negative binomial 
distribution is defined by the number of successes x and the probability of success p. The binomial 
distribution can be used to yield the number of successes, x, while the negative binomial can be 
used to determine the number of trials required to observe a certain number of successes.  
When fitting the negative binomial distribution to data, authors can observe x and solve for p. 
The binomial distribution, however, may require estimation of both n and p. Although more 




1.6 Interpretation of Individual Choices as a Binomial Distribution 
Once the appropriate mathematical model has been identified for the framework, it should be 
scrutinized for applicability to this design problem. Consider the case of a single individual making 
a decision to utilize a product. For this discussion the term “product” refers to any resource 
consumed by an individual including transportation infrastructure, consumables, or the service 
industry. This binary event can be evaluated as a Bernoulli Distribution.  
 
 𝑓 𝑅𝑖 𝑥|𝑝 𝑝 1 𝑝  
 
(1) 
The individual (Ri) could select either to utilize the product (x=1) or not (x=0). This distribution is 
defined by a single parameter, p the probability that the individual will choose to utilize the 
product.  
 Now, expand this case to the scenario of a queue of total length n, observed over some finite 
time period. This scenario is simply a repeated Bernoulli distribution, defined as a binomial 
Distribution. This distribution yields the number of successes (x), defined by two distribution 
parameters: n and p.  
 
As previously stated, n is the number of trials which occurs over the finite time period. p 
remains the probability of success for each trial. This interpretation of n and p is consistent with 
the literature’s a priori assumption that n and p are independent [37]. Additionally, n and p are 





𝑝 1 𝑝   (2) 
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of time creates a dataset, such that Xi (i= 1, 2, … r) [40]. Where X is independently and identically 
distributed from Bin(n,p).  
The significance of understanding total consumer usage as multiple binomial distributions is 
that n and p encode additional information unavailable from other methods. For example, consider 
the case where a designer chooses to use mean utilization of a current product to estimate new 
product usage. As shown in Eq. (3), multiple n, p combinations exist that result in the same 
expected value. 
 𝐸 𝑥 𝑛 ∗ 𝑝 (3) 
Figure 2 illustrates that a high number of possible consumers (n) who are each unlikely to 
utilize the service (p) would yield the same E[x] as a condition with high population affinity (p) 
and low population (n). Thus, determining n and p could provide additional, critical information 
for design decisions. For example, a decision maker might observe that a certain PSS location has 
an average of 3 rentals per hour (E[x]=3). This could be because the location has a high n 
Figure 2: Possible n, p combinations that yield E[x]=μ=3 
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(population of potential users), but each user has a low probability of riding (p). The opposite could 
also be true. Knowing which design situation the PSS decision maker is in informs intervention 
strategies. For example, for a situation with a low p the decision maker might choose to make 
riding more attractive by lowering the price to ride. For a situation with a low n, however, one 
could not expect lowering the price to change the number of potential users, only reduce the profit 
generated by that location.  
1.7 Case Study Selection for Framework Validation 
Now that the appropriate mathematical approach has been identified, a compelling case study 
can be used to test the effectiveness of our approach. One area where this type of tool could be 
immediately applied is within the rapid growth of Bike Sharing Systems (BSS). BSS are currently 
utilized in over 800 cities on five continents [41].  BSS often rely on bikes being placed around 
the city in docks at prescribed locations, awaiting patron checkout or return [42]. As BSS demand 
increases, BSS operators must make key design decisions about the location and size of new BSS 
docks. Demand predictions also affect BSS pricing schemes which usually charge a very low or 
no cost for the first portion of a ride, followed by accumulating rental fees [41]. Current guidance 
exists for new BSS dock location such as methods to determine BSS dock density or typically 
attractive locations, but guidance for BSS dock size is limited to SI and SP methods [10,43].   
Design decisions determining BSS dock size play a critical role in both the user experience 
and sustainability of the BSS scheme. These design decisions influence the physical characteristics 
of the BSS docks (dock size) and thus directly influences customer satisfaction. Multiple studies 
have shown that convenience is a key reason people utilize BSS [27,44,45]. If BSS docks are too 
small, users may become frustrated when they are unable to locate a bike to check-out or an empty 
dock for bike return. Users who become frustrated because of lack of availability (underestimated 
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demand) may cease using BSS, also diminishing operator revenue. If user decline is significant 
enough, BSS may no longer be economically sustainable for the operators.  
Conversely, BSS docks that are too large for the existing demand can unnecessarily increase 
monetary and environmental costs of the service. BSS docks can each require approximately 30.4 
kg (67 lbs.) of steel [46]. Unnecessarily increasing the BSS dock sizing to ensure all demand is 
met will threaten both economic sustainability due increased BSS operator costs and also the 
underlying environmental sustainability. BSS docks also often replace existing parking or traffic 
lanes. Thus, large unused BSS docks could be met with public resistance.   
Operators could resize existing modular BSS stations to match demand [10], but face several 
challenges. The first challenge is that obtaining measurements of rider frustration or inability to 
dock require additional time and resource investment beyond the initial expansion. Additionally, 
dock power supply requirements may render the approach of modifying existing stations 
ineffective [43]. These unmet design needs prompt a key question: How can new BSS Dock usage 
be estimated prior to implementation using a repeatable, quantitative method, minimizing new 
station sizing inaccuracy? Or, more generally: What is the effectiveness of spatially-derived 
revealed preference data in estimating distributed PSS demand? 
This work hypothesizes that RP-based demand estimation can be achieved using a binomial 
distribution. Parameters of the binomial estimated from historical data can be utilized to predict 
potential ridership for new stations. These parameters can be uniquely determined for each existing 
station and used to predict ridership levels at new station locations. These generated Demand 
Surfaces could effectively replace or supplement current approaches such as BSS staffing 
knowledge or origin-destination surveys. Plots of these parameters reveal a continuous surface 
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over the area serviced by the BSS. This approach is validated by utilizing the data from a major 
BSS expansion.  
The data is evaluated in the form of two case studies. Case Study One evaluates the scenario 
where a PSS expands by increasing density. In this scenario, user data in the same environment is 
available to estimate the n and p surfaces. This application, however, requires user data to be 
available in the PSS expansion environment. Case Study Two explores that gap, developing an 
approach to estimate n and p in environments without user data. This scenario would be applicable 
where a PSS expands beyond its current boundary. Together, these results provide a framework to 
estimate RP demand for many types of service or product expansions. The goal is that this 
framework be used by designers to provide additional information to improve their decision-
making process during a product or service expansion.     
1.8 Summary 
Chapter 1 described the unique PSS design challenge: the need for more accurate PSS demand  
estimation methods. Current demand estimation approaches were described. The concept of Socio-
Technical Environmental Systems and its relation to Socio-Technical System modeling was 
discussed to explain our modeling philosophy. Finally, the binomial distribution was presented, 
followed by interpretation of parameters n and p. Arguments were presented that determining n 
and p provide additional information about system demand than hourly demand (E[x]) alone.  
The remainder of this thesis is organized as follows. Chapter Two presents historic 
attempts to estimate n and p followed by the method chosen in this study to estimate n and p 




Chapters 3 and 4 examines the first question this RP framework examines: What is the 
effectiveness of spatially-derived revealed preference data in estimating distributed PSS demand? 
The approach of estimating n and p surfaces from historic RP data is applied to a Case Study of 
the 2015 Chicago BSS expansion. Chapter 3 presents necessary background information to fully 
understand the methodology employed in Case Study One. First, to increase understanding of the 
role improved RP demand could play in the BSS industry, current station sizing methods are 
presented and described. Then, current BSS modeling work is presented to both highlight the 
difference between this study and previous efforts and provide evidence for methodological 
choices. Chapter 4 presents and discusses the two results from Case Study One. First, the actual 
generated n and p surfaces themselves were analyzed for insights. Secondly, the accuracy of the 
algorithmic predictions is compared to the implemented operator ordering. The results show that 
Case Study One demonstrates a new RP demand estimation method to assist designers planning 
product or service expansion, providing critical design data for PSS infrastructure expansion. 
Chapters 5 and 6 examine the second question proposed by this thesis: how can designers 
compensate for situations where the PSS design environment has changed and limited user data 
is available to create demand estimations? This examination seeks to generalize the approach 
shown in Case Study One to situations where RP data is not available. Chapter 5 contains 
background and methodology for Case Study Two. Background provides historical insight into 
the problem estimating demand in situations without user data and previous BSS regression 
attempts. Methodology presents the data sources utilized for the regression, a brief description of 
the regression approach taken, and the four tests used to validate this approach.  Chapter 6 presents 
the results of Case Study Two including the generated regressions and test results. The results 
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show that this approach provides a better demand estimate for stations outside the boundaries of 
available RP data than traditional demand estimation methods.  
Finally, Chapter 7 provides a summary of the significant findings of this work and 
discusses opportunities for future work. This includes opportunities for future investigations and 











CHAPTER 2: Simultaneous Estimation of Binomial Parameters n and p 
Chapter 1 introduced the idea that determination of n and p could provide additional 
information about Product Service System (PSS) Demand. This chapter presents historic attempts 
to estimate n and p followed by the method chosen in this study to estimate n and p from historic 
user data. Finally, Monte Carlo Simulations are presented to validate the chosen n and p estimation 
approach.  
2.1 Current Methods to Determine n and p 
Simultaneous determination of both n and p has been considered a classic statistics problem 
[47]. These investigations have been motivated by the desire to derive underlying population 
characteristics from observational data. Olkin, Petkau, and Zidek discuss the analysis of crime data 
with unreported offenses [39]. Other scenarios include estimating the total number of appliances 
in an area given an observed repair rate [37]. Efforts thus far recognize that approaches generally 
underestimate n and that estimates of n tend to wildly fluctuate with small sample changes [47]. 
For a more complete review the reader is referred to an introduction written by DasGupta and 
Rubin for a summary of previous efforts [47].  
  The most straightforward approach to estimate n and p is the method of moments which 
utilized the relationships shown in Eq. (4) and Eq. (5) to calculate n and p. Sx is the sample set Xi 
(i= 1, 2, … r) variance. E[x] is the expected value of Bin(n,p), while μ refers the mean of the 
observed sample set Xi (i= 1, 2, … r).  
 𝐸 𝑥 𝜇 𝑛 ∗ 𝑝 (4) 
 𝑛 ∗ 𝑝 1 𝑝 𝑆  (5) 
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Eq. (6) shows the relationship between the expected utilization during a finite period of 
time (E[x]), the utilization observed (μ), n, and p. r is the number of datapoints.  
 






The method of moments has also been updated with new identities using observed sample 
maximums that can be shown to asymptotically approach n [47]. This approach shows promise for 
small p, unless n is also small.  Maximum Likelihood approaches have also been investigated, but 
they also produce unstable estimates of n and p [47]. The erratic behavior of Maximum Likelihood 
and Method of Moment estimators is because they can exhibit heavy-tailed, non-normal 
distributions [48].  This erratic behavior can cause a small sample change to result in a large change 
in the estimated value of n. For MLE this erratic behavior is due to the fact that when σ2/μ2 is near 
one, the likelihood function is essentially level [39]. σ2 is the population variance. Hall also shows 
that this erratic behavior is inversely proportional to the magnitude of rp2 [48], highlighting the 
importance of large sample sets (r). Other solutions include recognizing that the maximum number 
of successes observed asymptotically approaches n, but it has been shown that this approach 
requires extremely large datasets [47].  
 Alternatively, many approaches utilize Bayesian inference to investigate this problem. Tang, 
Sindler, and Shirven assign a prior uniform distribution to n and beta distribution to p [49]. These 
beliefs are updates with the number of observed successes, r, resulting in estimates and 95% 
confidence intervals for n. Due to the beta parameters requiring assignment based on the 
statistician's confidence, this approach does not yield unique confidence intervals. Additionally, 
the example intervals shown by their approach are as much as 80 units wide (275% of estimated 
n) [49]. Similarly, Draper and Guttman utilize Bayesian methods to estimate a probability density 
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for p(n|x), that is the probability that n equals certain values given observed values x. This 
probability density can incorporate any prior beliefs held about p. The mode of the resulting 
probability density can be interpreted as n, but the authors also caution against inaccuracies that 
occur when no prior information is available concerning p [37]. 
 For the problem examined in this research, the lack of prior information concerning p 
complicates Bayesian approaches and the small available datasets remove asymptotic approaches. 
My approach is applicable for problems where n is small. This research utilizes a combination of 
the method of moments and point-estimation calculations, but future work could examine the 
effect of altering the method of n and p estimation upon this approach’s effectiveness.   
2.2 Applied Method to Determine n and p in this Study 
Utilizing a combination of the method of moments and point estimates, estimates of n and p 




















If μ can be calculated and f(x|p) can be approximated from observational data, then Eq. (8) can 
be solved to reveal n for each number of successes x=1,2, … max(x). Max(x) is the maximum 
number of successes observed. These n values are then averaged and the resulting average n value 
is then substituted into Eq. (4) to yield an estimate for p at that location.  
Confidence in this approach depends on if the value of n is small and p is large. Specifically, 
large n values and small p values will result in inaccuracies like the currently applied methods. 
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The first tool to minimize n is discretization. Recall that one is interested in the queue of total 
length n, observed over some finite time period. By limiting the finite time period observed, the 
number of potential users (n) observed is also appropriately limited. Further analysis of the system 
being evaluated must also be conducted to ensure that the system is amiable to this approach. 
 Once the dataset is discretized, the values of n and p for each location are determined as shown 
in the following pseudo-code. Each station is analyzed. The environmental conditions are those 
joint conditions under which the r datapoints are collected. For Case Study One environmental, 
see Table 1.  
Begin 
    For Each Station 
     For each environmental condition: 
  If dataset <cutoff 
   Eliminate those datapoints. 
  End 
Use Eq. (7) to determine n. 
 End 
Calculate n Estimate by taking a weighted average (weighted by r) of calculated n 




If environmental conditions play a role in consumer behavior, only adequately represented 
conditions should be considered. This discrimination is for two reasons. First, conditions with an 
24 
 
insufficient number of observed hours could result in inaccuracies when estimating n and p. For 
example, a condition that only occurs ten times instead of one hundred times will result in wider 
fluctuations in estimate values for n and p for a sample change [47]. Secondly, outlier conditions 
(such as record hot or cold temperatures) should not be used to estimate future demand. In an ideal 
scenario, sufficient data would exist to estimate n and p for all possible conditions. If sufficient 
data existed, the resulting average n and p could be used to accurately estimate future hourly 
demand.  
If all joint conditions are not considered, however, the resulting demand estimate should only 
be used as an ordinal measurement. E[x] provides only relative information about each location’s 
demand. Coupling this approach to other methods could allow designers to assess the maximum 
demand anticipated and use those results to size the remainder of the system. 
Once populated, the estimated n and p values can be used to predict n and p at new product or 
service locations. The calculated n and p estimates are plotted over the serviced area and fitted 
with thin-plate splines via Matlab. These splines are then used to create a density plot. By 
evaluating the density plot at each new location, n and p are determined for each new location.  
Eq. (4) is then utilized to determine E[x] at each new location, allowing designers to anticipate 
demand at new locations.  
In summary, the algorithm approach for this RP demand estimation consists of the following 
steps.  
1. For one PSS historical location, eliminate non-representative joint conditions. This 
remaining data is the PSS location historical data.  
2. Evaluate the mean of the PSS location historical data. This is μ of the PSS location 
historical data.  
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3. PSS location historical data thus creates a Bin(n,p) with number of observed successes, x 
ranging from zero to max observed.  
4. For each x, from zero to max observed, evaluate f(x|p) from the PSS location historical 
data. For example, for f(x==0|p) is the fraction of hours in the PSS location historical data 
where there were no checkouts.  
5. Utilizing Eq. (8), calculate n for each f(x|p) for x from zero to maximum observed.  
6. Utilizing Eq. (7), calculate p for each f(x|p) for x from zero to maximum observed.  
7. Evaluate the average results of steps 5 and 6. This is the estimated n and p from one 
historical PSS locations. This is a weighted average, to ensure that the f(x|p) calculations 
based on more data points have a greater influence on the final estimated n and p. 
8. Once steps 1-7 have been completed for all historical locations, fit a 3-D surface to both n 
and p for all historical locations.  These are the n and p surfaces for the evaluated PSS. For 
this study, curve fitting was performed with the MATLAB command fit([lattitude, 
longitude,],n,'thinplateinterp','Normalize','on'). The thin-plate spline fits a surface to the n 
and p points by seeking to minimize a weighted sum of the surface error and the roughness 
of the surface [50]. The creation and use of this surface is one of the primary novel 
contributions of this work. 
9. Once the n and p surfaces have been created, the expected n and p values can be retrieved 
for specific new PSS location coordinates within the service area. 
10. To estimate the expected demand at the new locations, calculate E[x] from the expected n 





2.3 n p Estimation Validation and Verification 
Several validation simulations were conducted to ensure the method of n and p estimation 
was accurate. First, a single simulation solved for n and p at various conditions with a large number 
of samples, r (r=5000). This simulation provides a best-case scenario estimate. As r increases, the 
observed data set distribution should accurately reflect the underlying distribution. Results shown 
in Figure 3 below. As expected, this n and p estimation approach performs best for small n values 
or large p values. Consistent with previous approaches, n is underestimated for data sets with large 
n values [47].  
 
Figure 3: Validation Trial One 
While the first validation simulation explored the accuracy of this estimation approach over 
a range of n and p for a single large dataset, the next validation simulation explored the impact of 
the value of n on the expected estimation accuracy for smaller datasets. Monte Carlo simulations 
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in Figure 4.  Nmonte is the result of the estimation algorithm while Nact is the actual n value for 
the tested population. The Error bars are one standard deviation (with negative error capped at 0 
for graph readability).  
 This validation trial yielded several interesting results. First, one sees that the most accurate 
estimates occur at n=10 (97.7% of n actual) and n=5 (115.6% of n actual). The average n prediction 
performance did degrade from n=20 to n=25. These results highlight the importance of applying 
this estimation technique to datasets with appropriately small n values.  
 
Figure 4: Validation Trial Two 
 The final validation simulation examined the impact of varying r on estimation accuracy. 
I began with the most accurate n value from the second validation simulation (n=10, p=.3). Then, 
Monte Carlo simulations (1000 trials) were conducted to assess the impact on estimation accuracy 
for r=20,40,60,80,100. The results are shown in Figure 5. The estimates varied from 8.01 to 8.45. 
This minor change indicates that the approach is not very susceptible to variations in r for the range 





















sets (large r) do provide value. The r=500 estimate from that trial was 9.77. Thus, although small 
variations in dataset size are not expected to influence the results of this study, this trial indicates 
that the best accuracy can be obtained when using larger datasets. 
 
 
Figure 5: Validation Trial Three 
 Thus, these three validation simulations provide confidence and guidance for the proper 
application of the proposed n and p estimation approach. I examined the accuracy of the estimation 
approach over a large range of n and p values in the first simulation, confirming that this approach 
is best applied to systems with a relatively small range of expected n and n less than 25. Secondly, 
this approach is relatively robust with regards to variations in dataset size (r), only varying by 


















This chapter presented historic attempts to estimate n and p followed by the method chosen 
in this study to estimate n and p from historic user data. Finally, three simulations validated and 
provide application guidance for n and p estimation approach. Next, the estimation approach will 
be applied to two case studies. Chapter 3 continues the investigation by describing and testing a 
methodology to apply the n and p estimation approach to an increase in Product Service System 




CHAPTER 3: Case Study One 2015 DIVVY Expansion (Within the 
Boundaries) Background and Methodology 
 
The 2015 Chicago BSS expansion provides an excellent case study to test the efficiency of 
using n and p estimation to provide Product Service System Design insights. The Divvy BSS was 
launched in June 2013 growing from 75 to 299 stations by 2014. The average size of the 299 
stations existing in 2014 was 17.4 bicycle docks with a maximum of 43 and a minimum of 11. 
Ridership was automatically recorded by the time the bikes were checked out from each dock. 
This data was autonomously recorded by Divvy and provided via 
https://www.divvybikes.com/system-data. A current interactive Divvy map is available at 
https://member.divvybikes.com/stations. 
At the beginning of 2015, Divvy added 176 additional stations [51]. Crowdsourcing, input 
from elected officials, surveys, and community events were used to help plan the expansion [52]. 
There were no restrictions on the possible locations of the new docks, however this investigation 
revealed that the operators placed the docks density consistent with the Institute for Transportation 
and Development Policy (ITDP) guidelines of 10-15 docks per km2.   
 Riders are divided into subscribers (who purchase annual passes) and customers. In 2014 
1,663,394 subscribers took rides, while in 2015 that number increased to 1,990,310 of which 
263,103 were from the new stations (Figure 6). Riders are divided into subscribers (who purchase 
annual passes) and customers. By utilizing the 2014 subscriber ridership data to create the n and p 
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surfaces for Chicago, the demand estimation approach proposed in this thesis can be tested by 
predicting the demand for the 176 stations installed in 2015. 
 
3.1 Background 
 This section will present necessary background information to fully understand the 
methodology employed in Case Study One. First, to increase understanding of the role demand 
estimation plays in the BSS industry, current station sizing methods are presented and described. 
Then, current BSS modeling work is presented to both highlight the difference between this study 































Figure 6: 2014-2015 Chicago Bikeshare Ridership 
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3.1.1 Case Study: Sizing New Stations 
There are two primary sources of guidance for BSS expansion. The National Association of 
City Transportation Officials (NACTO) published a Bike Share Station Siting Guide in 2016, while 
The Bike-Share Planning Guide was produced by the Institute for Transportation and Development 
Policy (ITDP) [10,43]. These two guides include data or collaboration from a variety of major 
BSSs including New York City, Chicago, Washington DC, and Paris.                                                                     
Although NACTO acknowledges that BSS docks can be configured for a variety of sizes, its 
guide focuses on new BSS dock locations rather than station sizing [43]. ITDP encourages 
operators to size the station using three parameters: bike station density, bike density, and bikes 
per station. The appropriate bikes per station are driven by local demand. ITDP recommends the 
operators conduct surveys, evaluate points of interest, crowdsource location ideas, use local 
knowledge, or hold community workshops to determine station sizing [10]. These methods could 
be susceptible to biases such as small study effects, selection bias, or response bias. No quantitative 
method is provided in these guides to determine new station sizing. 
The global average BSS station sizing variance reflects this lack of standardized guidance. An 
analysis of 38 global systems revealed only a weak correlation (R2=.1) between average docking 
station size and system size. Average BSS dock sizes varied from 12-34 [53]. 
3.1.2 Case Study: Previous Algorithmic Work 
Research in BSS modeling and development of tools for BSS operators has grown with BSS 
popularity. Although a full literature review is beyond the scope of this investigation, a brief 
overview will present role the approach presented in this thesis has in relation to ongoing efforts. 
Much of BSS algorithm research is driven by the problem of rebalancing [25,26,28,51,54]. 
Rebalancing refers to the process where vehicles and personnel relocate bikes to compensate for 
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asymmetric demand patterns. One study revealed that bike sharing increased the overall motor 
vehicle usage when the effect of bike rebalancing was considered in London [54]. Due to the 
negative environmental and operational impacts of rebalancing, BSS researches have been 
motivated to develop algorithms that assist in predicting existing station demand. Unlike the 
research in this thesis, which focuses on design phase demand estimation for new BSS stations, 
these algorithms have the goal of improving BSS operations by predicting usage in close to real 
time and anticipating atypical demand transients for existing BSS stations.   
Some work approaches the problem of rebalancing by focusing on predicting individual trip 
destinations to allow operators to anticipate asymmetric flow patterns [51]. A study of the Divvy 
BSS utilized information about the departure time, user characteristics, and historic station travel 
pairs to predict destination station and trip duration, achieving an impressive 87% destination 
accuracy [51].  
Many studies focus on predicting station demand using approaches such as computer 
generated decision trees, probabilistic topic models, naïve Bayesian networks, and integer 
programming of demand heuristics [25–28]. Demand predictions for existing stations can be 
used to anticipate when rebalancing will be necessary. In this approach, researchers model bike 
station usage directly, rather than modeling individual bicycle movement [27]. 
 Specifically relevant to this thesis is previous efforts by Rudloff and Lackner [55]. They 
showed that a combination of negative binomial, Poisson, or hurdle models can be effectively 
utilized to predict hourly station demand. Their approach predicted individual station hourly 
demand using generalized linear count models derived from historical data. The approach in this 
thesis builds upon their success utilizing count models to describe BSSs with three clear 
differences. First, I utilize existing station data to forecast demand at new stations in new locations 
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that have no historical data; Rudloff and Lackner predicted ridership at existing stations and 
existing locations. Secondly, Rudloff and Lackner’s approach utilized hurdle, negative binomial 
and Poisson models. These models were chosen to focus on maintaining bike availability after 
install and design, while the approach presented in this thesis utilizes the binomial distribution to 
focus on design and sizing of the station before install. Focusing on determining n and p provides 
additional information to the decision maker. The distributions examined by Rudloff and Lackner, 
however, aim to identify how long before an event occurs (such as the station becomes empty).  
Finally, the furthest prediction look ahead Rudloff and Lackener reported was two weeks, while 
this effort predicts ridership over a year. 
To the author’s knowledge, there is limited work on using an algorithmic approach to 
determine new BSS station sizing; many efforts stop analysis at categorizing and clustering 
existing stations [27,56,57]. One study applied a regression approach to determine the effect of 16 
factors around each station on utilization. Although these results could be used to plan new station 
location and sizing, the authors caution that their results reflect BSS startup transients and may not 
be applicable to other systems. Additionally, their approach examined existing BSS, rather than 
performing predictions for new BSS [57]. A study of the Velib system in Paris analyzed one month 
of data to sort stations into usage profile clusters [56]. These results were then compared to four 
environmental factors to examine the relationship between the usage patterns and the 
environmental factors.  Finally, in Barcelona various utilization scores were calculated to describe 
daily usage patterns. An algorithm was utilized to hierarchically cluster the stations utilizing only 
these scores, omitting geographic information. The clustering revealed that the stations were 
geographically clustered [27].  
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This thesis builds upon the previous clustering efforts. These studies show that geographic or 
usage characteristic clustering of existing stations is an effective framework to examine BSS. This 
validates a key assumption for the approach presented in this thesis: that geographic locations can 
provide insight into demand patterns. This thesis expands upon previous clustering work, 
providing a framework to apply the underlying BSS demand at existing stations to predict ridership 
at new stations. 
 Additionally, previous efforts prediction algorithms were effective with a limited look ahead 
time, limiting their effectiveness as tools for long-term BSS planning [25,27]. These studies predict 
existing station occupancy looking ahead ten minutes to a week into the future to assist in day-to-
day BSS operations. Contrasting, the approach in this thesis seeks to estimate the underlying user 
demand characteristics to support design decisions. This thesis seeks to predict expected steady 
state demand, not product adoption dynamics or specific demand transients around the steady state. 
Thus, this approach is appropriate for look ahead times long enough for planning, but assumes that 
user demographics and environmental characteristics do not shift significantly. The approach in 
this thesis could be useful for planning for 8 months – 5 years, but follow-on research is necessary 
to identify the appropriate prediction period.    
3.2 Methodology 
Applying the n and p estimation approach presented in Chapter 1 requires several steps. First, 
the BSS must be evaluated to verify that the characteristics of that system match binomial 
Distribution Characteristics. Next, n and p must be defined and practical estimation problems for 
the BSS application must be overcome. Third, the general algorithm described in Chapter 2 must 
be adapted to this case study. Finally, metrics to determine the efficiency of this approach must be 
presented and justified.    
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3.2.1 Interpreting BSS as a Binomial Distribution 
For a BSS system, n describes the station’s population size, and p describes the population's 
BSS affinity. n and p are independent, fixed, and unknown [37,39]. As the station is observed over 
multiple comparable finite periods of time, this creates a dataset, such that Xi (i= 1, 2, … r) [40]. 
Where X is independently and identically distributed from Bin(n,p).  
 It seems evident that between stations the number of individuals considering riding (n) could 
vary depending on location. Literature into why people ride BSS provides insight into the possible 
sources of inter-station variation of p. For example, many users choose to use BSS due to 
convenience over other options [42,45]. Logically, this preference could vary throughout the BSS 
area as other forms of travel infrastructure vary.  
3.2.2 Chicago BSS n and p  
Due to historical efforts to estimate n and p having difficulty when n is large and p is small, I 
attempted to minimize n four ways. First, define n to be all people who are both subscribers and 
are currently making the choice to travel. n includes individuals who did not chose to utilize 
DIVVY by selecting another mode of transportation (including private bicycle or car), but were 
subscribers and could have chosen DIVVY to travel at that time. Secondly, the finite time interval 
examined is one hour. Third, to ensure the same population was considered during each hour, the 
data was discretized and sorted as shown in Table 1.  The wet-bulb temperature was utilized to 
allow implicit incorporation of humidity effects.  
2014 and 2015 rider data are available from Divvy, while hourly weather data were obtained 
from NOAA. NOAA data was collected at Chicago O’Hare Airport, approximately 22.5 km (14 
miles) from the center of the BSS. The following terminology will be used to discuss the BSS data. 
37 
 
A joint condition refers to the joint environmental conditions which exist (temperature, hour, 
weekday, and precipitation). A data point is the number of rides observed in an hour.  
 Utilizing all data to estimate n and p was not implemented for this case study. It is probable 
that some joint conditions have very low n such that they might bias sizing to be too low. For 
example, it is possible that one person rode at 3am in the rain on a Tuesday. There are likely a 
number of joint environmental conditions (i.e. night-time, cold, rainy) that would artificially lower 
the estimated n and p. Joint conditions with less than 90 observed hours were eliminated to prevent 
non-representative joint conditions from skewing the overall results. 90 hours per joint condition 
was selected to prevent erratic estimation fluctuations for n and p due to a small sample change by 
maximizing rp2 [48]. 90 is approximately 1% of the hours recorded in 2014. 
 Only the hours of 5,6,7,8,11,12,13,15,16,17,18, and 19 were considered (correlating with 
morning, lunch, and evening rush hours). These constraints resulted in 15 of 384 observed joint 
conditions being utilized and 30.9% of the observed hours being utilized. Although 30.9% of the 
hours initially appears low, recall that only utilizing the 12 peak transit hours limits the available 
data to 50% of the recorded hours. The reduction from 50% to 30.9% of the recorded hours 
removes the uncharacteristic environmental conditions shown in Table 1.   










Time 24 Each Hour 
Wet Bulb Temp 4 -20F-5F, 5F-30F, 30F-55F, 55F-80F 
Precipitation 4 0-.5”,.5”-1”, 1”-1.5”,1.5”-2” 
Weekday 2 Weekday or Weekend 
38 
 
Fourth, as of March 2014 Divvy had 14,000 subscribers  [58]. A simplistic calculation shows 
that 14,000 subscribers spread over 298 stations and 24 hours yields 1.95 subscribers/station-hour 
(assuming no repeat riders in a day). As a more complex analysis, shown in Figure 7, simulations 
were performed to assess the maximum expected mode if all subscribers decided to ride 
simultaneously. The first simulation assumed all stations were equally preferable and revealed 
97% of the time the mode fell below 80.   
 
Figure 7: Simulated Rider Choices with Uniform Preference 
Figure 8 shows a second simulation that assumed the rider station preference matched actual 
user history. The rider choices of the thirty busiest hours of 2014 were used to model user station 




Figure 8: Simulated Rider Choices with Historical Data Preferences 
 Although 405 and 80 riders per station are larger than desired for this approach, the busiest 
hour of 2014 only had 1,468 riders, not 15,000. Scaling these simulations to assume only 1,500 
riders instead of 15,000 in the same hour yields maximum expected demand of 8 and 40.5, 
sufficiently low for estimation.  
Finally, recall that for MLE this erratic estimator behavior is due to the fact that when σ2/μ2 is 
near one, the likelihood function is essentially level [39]. For the 2014 Chicago BSS 14.7% of the 
stations analyzed had σ2/μ2 between 0.5 and 1.5.   
3.2.4 Case Study Algorithmic Specifics  
The general approach taken to estimate PSS n and p is explained in Chapter Two Section 2.2. 
Case-study specific decisions are described in this section.  
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n and p were evaluated in accordance with the prior pseudo-code where “environmental 
conditions” were “temperature, time, weekday, and rain scenario”. One station (283) was unable 
to yield an estimate for n or p. This station was omitted from the analysis. 
Due to the fact that the environmental conditions used to estimate n and p are potentially 
different than future demand situations, the resulting demand estimate from this approach should 
only be used as an ordinal measurement. E[x] provides relative information about station demand. 
Coupling this approach to traditional methods (crowd-sourcing, demand surveys) could allow BSS 
operators to set the size of the largest BSS station and utilize these results to order the remaining 
stations.  
Figure 9: Boundaries for Case Study One 
41 
 
Of the 176 stations added in 2015, the 46 stations lying within the boundaries of the 2014 
stations were evaluated. The distributed PSS demand estimation approach presented in Case Study 
Two depends upon estimating n and p at the current station or PSS locations and using that data to 
estimate n and p at new PSS locations. Thus, the appropriate scope of application is limited to new 
stations geographically located inside the boundaries of the data used to derive the n and p surfaces. 
This approach is applicable to a PSS expansion that increases PSS density, not an expansion that 
increases the area serviced by the PSS. 
2014 stations and stations added during 2015 expansion are shown in Figure 9.  The small dots 
represent the 299 DIVVY stations already installed by 2014. These stations provide the data used 
to estimate the n and p surfaces. The larger circles are the 46 added stations evaluated by this case 
study. The symbol in the center of each circle indicates the number of docks in each new station. 
The new dock sizes are generally largest closer to the center of the Chicago Business District.  
When creating the n and p density plots, all values within a 0.4 km (1/4 mile) edge box were 
averaged. 0.4 km (1/4 miles) was utilized to be consistent with current “last mile literature.” Most 
individuals will walk between 0.4 km and 0.8 km (¼ and ½ mile) to reach transportation [59]. 
3.2.5 Comparison of Algorithm and Operator Choices  
The implemented station sizing ranking and algorithmically recommended rankings were 
compared to the ideal ranking with an interrater agreement test. The ideal ranking was determined 
by ranking the 2015 station utilization from highest to lowest. Because the 2015 new stations 
entered service between April and July, only ridership from August to December was utilized to 
make the ideal ranking.  
Spearman’s rho (ρ), or rank correlation, allows for comparison of rankings for non-parametric 









Where di is the difference between each pair of rankings and s is the number of stations ranked 
(usually 46 for this study). 
To resolve differences in Spearman’s rho due instances where the operator ranking had 
rank ties and the algorithm did not, a correction factor was utilized for ties. Ties exist in the 
rankings of the sizes implemented by the operators and recommended by the algorithm. For 
operator rankings this is because only six distinct station configurations were used for the 46 
stations. For algorithm rankings, local minimums in the n and p curves can result in negative E[x] 
values. These locations were analyzed as having an E[x] of zero. It is necessary to adjust the value 
of Spearman’s rho to ensure that there is a fair comparison between Algorithm results with few 
ranking ties and Operator rankings with many ties. Using Eq. (10) and Eq. (11) adjusts the value 





















  This chapter presented the necessary background and methods utilized in Case Study One. 
Case Study One uses binomial distribution parameter estimation to estimate demand for a Product 
Service System expansion. The 2015 DIVVY Expansion provides a case study to test this 
approach. Next, in Chapter Four, the results of Case Study One will be evaluated and compared to 
the choices made by the DIVVY operators to validate the effectiveness of the approach in this 





 Case Study One 2015 DIVVY Expansion (Increase in System Density) Results 
 
 While Chapters 1-3 presented the need for improvements Product Service System (PSS) 
demand estimation, a frame work for estimating n and p, and the methods for applying that 
framework to an increase in PSS Density, this chapter presents the results from the first of two 
case studies, discusses limitations of this approach, and motivates Case Study Two. 
4.1 Results 
 Case Study One resulted in two types of results. First, the actual generated n and p surfaces 
themselves were analyzed for insights. Secondly, the accuracy of the algorithmic predictions were 
compared to the implemented operator ordering.  
4.1.1 Divvy BSS Expansion Surfaces  
Once the data were evaluated, the n and p surfaces were calculated. Figure 10 shows both a 3-
D and contour plot of the n and p surfaces. The surfaces cover approximately 337 square kilometers 
(130 square miles). The n surface is generally flat, but is dominated by seven peaks with estimated 
n of greater than 18 (stations 35, 75, 141, 143, 192, 238, 281). The peaks may be due to high 
demand areas such as major employment areas or parks. For example, station 35 has the largest n 
of 34.2 and is near the Navy Pier and Chicago Children’s Museum.  Stations 143 and 144 are near 
Lincoln Park. Stations 75 and 192 are near Chicago’s Union Station.  The p surface, however, is 
much rougher and is characterized by a few local peaks, indicating that people in those areas are 




Figure 10: n and p Surfaces 
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Figure 10 containts contour plots of the average n and p surfaces, created by averaging all 
values over a ¼ mile radius. The average p surface is dominated by a peak centered roughly over 
the central business district of downtown Chicago.  
Of note, the resulting surfaces depend upon the method of n and p estimation approach utilized. 
Future work should examine the effect on this approach of altering the n and p estimation approach. 
This dataset was also examined via the method of moments, but only yielded negative values for 
p. This is because the BSS dataset has variance greater than observed mean, rendering the method 
of moments ineffective.  
4.1.2 Comparison to Operator Selected Ordering 
Table 2 includes the ideal ordering (ordered by observed 2015 usage), algorithm ordering, 
operator selected ordering, calculated n and p, the resulting E[x], and the observed average hourly 
usage (μall) from August to December 2015. The average hourly usage (μpeak) and standard 
deviation (σpeak) during the joint conditions used to estimate n and p are also provided. Interrater 
agreement was calculated using Spearman’s rho. The operator selected ordering was determined 
by ranking the stations added in 2015 from largest to smallest. The operator ordering showed a 
moderate correlation with the ideal ordering (rho=.60, stations=46, p<.01). The algorithm ordering 
outperformed the operator ordering, showing a very strong correlation with the ideal ordering 
(rho=.83, stations=46, p<.01). This difference included correcting for ties in the operators ranking 
by using Eq. (10) and (11). The improvement in spearman’s rho indicates the potential potency in 
this work’s RP demand estimation approach for distributed PSS.  
To provide a qualitative assessment of algorithm accuracy, instances where algorithm or 
operator ordering varied from ideal ordering by more than ten places (1/4 of the sample size) are 
highlighted in gray. This occurred eight times in the algorithm ranking and eighteen times for the 
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operator ranking. Instances where predicted ordering was within four (1/10 of the sample size) of 
the ideal ordering are shown in bold. This occurred eighteen times for the algorithm ranking and 
twelve times for operator rankings.  
Utilizing 2014 average ridership was also effective at predicting 2015 ridership for the 2015 
rides at the old stations (Pearson’s Correlation of 0.91 between 2014 µ and 2015 µ). Finally, this 
analysis was repeated only utilizing observed average hourly utilization for predication rather than 
n and p. This analysis was done to determine if utilizing n and p rather than μ improved prediction 
accuracy. Pearson’s Correlation between predicted E[x] dropped to 0.3473. This is less than the 
0.3813 correlation between the traditional method used by the BSS operators and µ. Spearman’s 
rho also degraded negligibly, from 0.83 (n and p) to 0.80 (E[x]). Therefore, utilizing an E[x] 
surface did provide superior Spearman’s Rho to traditional methods, but slightly inferior results to 
using n and p surfaces. The degraded performance of the E[x] surface supports the assertion that 
utilizing n and p provides additional information to the designer than hourly utilization alone.  
A major performance difference is that the operator ordering is more accurate for the highest 
performing stations. This result indicates that areas of highest interest are easier to distinguish from 
areas of low or medium interest. The traditional methods of surveys and local knowledge appear 
to be more adept at identifying the areas of highest demand. These areas also provide the most 
interest in BSS expansion. When Spearman’s rho is recalculated without including what the BSS 
operator identified as the top four performing stations (top 10% of sample size), the algorithm still 
yielded a strong correlation to the ideal ordering (rho=.79, stations=42, p<.01), while the operator 
ordering revealed only a moderate correlation (rho=.48 stations=42, p<.01). These results indicate 






























Order n p E[x] μpeak σpeak μall 
133 1 14 5 7.9 0.44 3.5 6.9 5.9 3.3 
3 2 5 2 11 0.40 4.6 4.2 6.1 3.2 
18 3 12 15 8.5 0.43 3.6 3.9 4.2 1.5 
38 4 10 5 8.4 0.46 3.9 3.6 4.2 1.7 
4 5 23 7 5.4 0.39 2.1 3.1 4.0 2.2 
142 6 2 15 16 0.48 7.7 3.1 2.5 1.5 
107 7 21 7 6.6 0.35 2.3 3.0 3.0 1.4 
89 8 16 2 8.4 0.33 2.8 2.8 3.4 1.2 
39 9 7 7 10 0.40 4.1 2.8 3.5 1.4 
6 10 1 2 26 0.35 9.3 2.7 3.7 2.0 
145 11 4 15 9.6 0.55 5.3 2.6 2.7 1.5 
161 12 9 7 7.8 0.51 4.0 2.5 2.4 1.4 
125 13 8 28 8.5 0.48 4.1 2.5 2.7 1.2 
41 14 19 15 8.3 0.32 2.6 2.5 2.3 1.4 
7 15 3 15 18 0.42 7.5 2.5 2.9 1.4 
2 16 13 1 10 0.35 3.5 2.5 3.9 1.8 
96 17 18 7 6.6 0.41 2.7 2.2 2.2 1.1 
182 18 17 7 7.1 0.39 2.8 2.1 2.5 1.2 
364 19 20 28 6.4 0.36 2.3 2.0 2.9 0.91 
359 20 22 15 6.3 0.33 2.1 2.0 2.4 0.95 
172 21 11 45 7.5 0.50 3.8 1.7 1.9 1.11 
383 22 30 7 3.7 0.25 0.92 1.7 2.2 0.69 
40 23 15 28 8.7 0.40 3.5 1.6 2.5 0.68 
180 24 6 28 8.5 0.53 4.5 1.4 1.9 0.89 
417 25 36 15 4.9 0.12 0.60 1.0 1.2 0.67 
374 26 34 28 4.5 0.17 0.75 0.91 1.1 0.59 
370 27 26 28 6.0 0.28 1.7 0.86 1.4 0.45 
103 28 25 28 7.1 0.25 1.8 0.85 1.2 0.40 
465 29 35 7 4.5 0.15 0.7 0.82 1.1 0.56 
507 30 29 15 4.4 0.21 0.93 0.75 1.2 0.56 
365 31 24 28 5.3 0.36 1.9 0.58 0.95 0.28 
372 32 40 15 5.8 0.07 0.40 0.54 0.91 0.34 
402 33 42 28 5.3 0.03 0.18 0.53 0.86 0.33 
403 34 41 28 4.9 0.04 0.21 0.49 0.87 0.31 
502 35 28 15 3.5 0.31 1.1 0.46 0.86 0.26 
504 36 32 28 4.3 0.19 0.84 0.44 0.73 0.32 
501 37 27 28 3.1 0.38 1.2 0.40 0.78 0.31 
505 38 33 28 7.0 0.11 0.80 0.40 0.71 0.20 
414 39 39 28 5.5 0.08 0.44 0.33 0.65 0.23 
401 40 43 45 5.5 0.03 0.17 0.28 0.67 0.16 
413 41 37 28 5.1 0.10 0.53 0.19 0.50 0.10 
366 42 46 28 6.8 0.01 0.07 0.13 0.38 0.09 
410 43 45 15 3.1 0.03 0.08 0.10 0.34 0.05 
416 44 38 28 4.5 0.11 0.51 0.09 0.33 0.06 
406 45 31 15 6.0 0.15 0.87 0.09 0.33 0.05 
407 46 44 15 2.3 0.06 0.14 0.04 0.22 0.02 
Spearman's rho 
All .83    0.59 
Note: Bold numbers are within 10% of 
ideal order, gray boxes are greater than 
25% from the ideal order. Bottom 90% .79    0.49 
 
Table 2: 2015 DIVVY Expansion Prediction Results 
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areas utilizing a low-cost, non-deterministic method such as local knowledge, followed by 
algorithmic assessment.  
The predicted hourly utilization can also provide insights into the expected average hourly 
utilization. Figure 11 plots a linear regression between predicted E[x] and observed μ with a R2 
value of 0.43. Station capacity and observed μ are also plotted, with a slightly lower R2 value of 
0.38, indicating that algorithm results provides a slightly better insight into expected utilization of 
the new stations. E[x] was determined with the algorithm by using Eq. (4).  Figure 11 also provides 
a visual indication of the range of actual ridership for the same implemented station size. For 
example, of the 13 stations installed with a capacity of 15, average peak hourly ridership ranged 
from 0.02 to 4.31 rides/hour. This correlation is consistent with previous studies (Table 3), which 
have resulted in R2 values of 0.43, 0.381, and 0.476. Some studies have reported correlation of 
greater than 0.8, however these studies utilized monthly rentals or total demand, rather than n and 
p as done in this study. 
Figure 11: Predicted E[x] and Selected Station Capacity 
vs Observed Hourly Utilization(µ) 
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Although the current methods employed by operators were effective at identifying the most 
popular stations, the algorithmic approach was superior at identifying the demand for the medium 
to low demand stations, indicating a promising approach of utilizing these approaches in tandem. 
4.1.3 Sustainability Impact of Algorithm Implementation 
While rank data provides insight into the efficiency of this approach, it is also necessary to 
estimate the real-world benefit of applying this approach instead of the approach utilized by the 
actual BSS operators. For the 46 stations examined in this case study, a total of 890 docks were 
added. If one assumes 890 as the “new dock budget”, one can estimate the algorithmic placement 
with the following formula which ratios the 890 available docks by each stations’ expected 







When comparing the ideal placement to the recommended algorithm and actual station 
placement the algorithm places 482 docks in optimal locations (54%), while the operators only 
placed 388 docks in optimum locations (44%) of the stations. This means that the algorithm placed 
94 docks (10% of those added), equivalent to approximately 5,640 pounds of steel, in more 
desirable locations than the operators did. As an added benefit, this approach identified three 
stations with a recommended capacity of only one dock (stations 407, 410, 366). The ideal station 
size for these stations were 1, 0, and 1 dock. The operator outfitted these stations with 19,19, and 
15 docks. This indicates that this capacity estimation approach may provide a method to check if 
proposed station locations are viable.  
4.1.4 Sensitivity Analysis 
Consistent with historical approaches to simultaneously estimate n and p, validation 
simulations that tested this work’s n and p estimation approach against simulated datasets also 
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showed that  this approach to estimate n is susceptible to both underestimation and fluctuations 
[47]. A Monte Carlo Simulation was conducted to estimate the expected Spearman’s rho of this 
work’s approach when considering inaccuracies due to n or p estimation. The n value for each 
station was selected from a normal distribution based on the mean and standard deviation of 
estimates of every observed hour (step 7 of the procedural summary). The results are shown in 
Figure 12. Although the mode of the Monte Carlo analysis is less than the Spearman’s rho obtained 
during the case study, it is greater than the value obtained by the operators. This indicates that one 






Figure 12: Histogram of Spearman's rho 
 for 100 Monte Carlo Trials 
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4.2 Limitations and Future Work 
This thesis proposed a RP demand estimation method to assist designers planning product or 
service expansion. By providing a design tool to anticipate user demand, this approach can provide 
critical design data for infrastructure expansion of PSS and other distributed systems. This thesis 
expands upon the current research thrust of in-situ demand transient estimation of installed PSSs, 
an operational vice design problem. Additionally, this work provides a possible tool to remedy the 
gap that currently employed SP, SI, and RP demand-estimation methods may not be suited to PSS. 
This is accomplished with a method to utilize user data to estimate demand in new situations based 
on binomial parameter estimation. The binomial parameter estimation is then used to create two 
surfaces that can be used to inform designer decisions planning an increase in PSS density.  
This approach was validated with a case study that analyzed the 2015 Chicago BSS expansion. 
This approach yields results significantly more accurate than current demand estimation 
approaches. Traditional methods are effective at identifying the top performing stations, indicating 
that effective use of this tool is as an aid to designers after they have determined peak demand 
locations. Additionally, the case study builds upon previous algorithmic approaches that examine 
existing stations, demonstrating that current user data can be effectively used to estimate demand 
at future station locations.  
The analysis of the BSS case study provides several insights about this thesis’ RP demand 
estimation approach to distributed PSS designers and decision makers. First, RP data provides 
overall results superior to decision making heuristics, crowdsourcing, and other traditional demand 
estimation methods. This advantage, however, must be balanced with the higher accuracy of 
traditional methods at the highest demand locations. The best approach for distributed PSS 
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operators is to identify the highest priority areas utilizing a low-cost, non-deterministic method 
such as local knowledge, followed by algorithmic assessment of the remaining locations.  
Limitations of this approach include the fact that the decisions to ride may be conditionally 
dependent, nullifying one of the framework assumptions that make the binomial distribution 
applicable. For example, individuals who observe other people riding might be inspired to also 
choose to ride. Additionally, this approach assumes that the user population characteristics are 
constant over time. While applicable for this case study due to predicting utilization one year later, 
shifting user demographics may limit this approach’s applicability to applications such as long-
term infrastructure planning with decades look ahead time. Including these effects could further 
improve the power of the approach introduced in this thesis and allow for longer-term planning 
and influence of the initial design. 
The approach to RP demand estimation of distributed PSSs should be tested in additional 
industries and design cases. Vending machine capacity should depend on the number of people 
considering buying a product (n) and the probability that they will choose buy something from the 
vending machine (p). Rubbish collection bin placement and capacity is also dependent on both the 
number of people with trash (n) and probability that they will not litter (p). Finally, proper 
implementation of this method may provide diagnostic insights into population behavioral changes 
unknown from average hourly utilization alone. For example, if a technician was unsure of the 
number of units in his/her service area, this process could help identify if increased service calls 
was due to an increased number of machines in his/her district (increased n) or a decrease in 
machine quality from the factory (increased p). This last type of application could prove to be a 
powerful Quality Assurance tool.  
54 
 
A key gap remains, however. What is the relationship between the calculated average n and 
average p surfaces to environmental features? Similar to the approach taken by Rixey, if the 
derived surface can be mapped to environmental features, then new surfaces can be accurately 
inferred from environmental features alone [57]. This inference will allow the surface to be 
accurately extended beyond the boundaries of the currently served area, increasing this approach’s 







CHAPTER 5 Case Study 2: DIVVY Expansion Outside the Boundary: 
Background and Methods 
 
Socio-technical Environmental Systems (STES) are defined by the interactions between 
technical artifacts, user populations, and their environments. The results of Case Study One 
enhanced understanding of the behavior of a new user population given a constant technical 
artifact over changing environmental conditions. Estimating binomial distribution parameters n 
(user population size) and p (user population product affinity) from historical user data allowed 
demand prediction in new situations. This approach was applied to a major Bike Sharing System 
(BSS) expansion. Plotting the estimated parameters revealed continuous Demand Surfaces over 
the BSS area, allowing prediction of overall ridership levels at new station locations. The results 
yielded a stronger correlation to the observed new station utilization (rho=.830,stations=46,p<.01) 
than the order implemented by the BSS operator (rho=.596,stations=46,p<.01), validating the 
approach of using current user data to estimate user population characteristics to informing design 
decisions in new environments.  
Product service systems (PSS) are uniquely dependent upon timely or expensive user data 
for system planning, yet user datasets are only accurate for a small part of the entire PSS. Thus, 
methods to use the available data effectively and use data collected in one portion of a PSS for 
system design in another portion could transform PSS design. The designer faces a unique 
challenge when using system data to estimate PSS demand. PSS demand varies throughout the 
area serviced by the PSS and PSSs are often introduced in situations where user data is unavailable. 
Additionally, even when user data is available, demand estimation approaches were designed for 
traditional products, not PSSs.  
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Stated Intention (SI), Stated Preference (SP), and Revealed Preference (RP) demand 
estimation methods have significant challenges for product service systems. SP and SI approaches 
can require time-consuming or expensive surveys. SP and SI methods may be inadequate due to 
user’s inability to accurately forecast their demand for a new service. SI results tend to 
overestimate demand due to self-selectivity bias, non-commitment, and exaggerations intentions 
to drive the overall results of the survey[9].  
To avoid SI and SP, RP demand estimations may be created by analyzing comparable 
products. For completely novel products, designers may consider creating a test market to observe 
users; however this may not be practical for large PSS[7]. Without SI, SP, or RP, demand 
estimation methods such as local knowledge, expert guidance, heuristics, or “gut-feel of the 
decision maker” may be employed [7,10,11].  As a result, PSS design decisions may not be 
quantifiably repeatable or built from evidence[3]. For example, when 29 firms estimated the 
demand for wireless technology in the early 1980s, estimates varied by as much as 650%[7]. These 
challenges highlighted the need for a new RP approach for PSS demand estimation.  
Case Study One presented an approach to predict the various level of user demand 
throughout an existing PSS service area. This work provided a PSS demand estimation starting 
point by successfully predicting PSS demand in new situations by estimating binomial distribution 
parameters n (user population size) and p (user population product affinity). These parameters 
provided a reliable prediction of future demand, but only in areas with available user data. 
In this scenario, information is available about some users in a given context or scenario; 
however, the designer must derive an approach to allow him/her to apply the known user 
information in a new scenario. Insights into this type of problem could allow designers to better 
design new systems utilizing available limited data. For example, a framework to allow planners 
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in New York of a new telecommunications system to utilize user demand from other cities to frame 
their approach could limit demand estimation inaccuracies.  
Although Case Study One demonstrated the ability to derive n and p fields from existing 
user data, this approach was limited due to only being applicable to the new stations within the 
current boundaries of the existing BSS. This type of n and p field will be referred to from this point 
forward as Localized Demand Surfaces (n and p).  When the Localized Demand Surfaces were 
applied to the 128 stations existing outside the 2014 BSS boundaries, Spearman’s rho dropped 
from 0.830 (n=46) to 0.33 (n=128) and the R2 value for E[x] vs μ dropped from 0.207 to 8x10-5 
(Figure 13). Although this was an improvement over the implemented operator ordering (rho=.146, 
n=128), extending Localized Demand Surfaces beyond the boundaries of the available user data 
significantly limited this approach’s effectiveness.  
   
Figure 13: Reduction in Algorithm Accuracy Outside the Boundaries of Case Study One   
 
The ineffectiveness of the model beyond the user data boundary may be due to n and p 
estimations in locations with limited ridership. Additionally, non-realistic boundary behaviors 





































14). Conversely, Spearman’s rho (.32) was still higher than expected. The n and p surfaces 
generally tend to decrease as the distance from Lake Michigan increases, which may explain why 
the model developed in Case Study One has any predictive power in the area beyond the 
boundaries where it was built.  
 
  
Figure 14: Example of Rapidly Increasing Boundary Conditions: Case Study One n Surface 
 
 The central question examined in Case Study Two is: how can designers compensate for 
situations where the design environment has changed and limited user data is available to create 





 Given the following:  
1) n and p are characteristics of the aggregate user population and environmental 
conditions.  
2) User Data is unavailable to estimate user population and environmental 
characteristics in a new design context.  
3) Other data sources exist which provide insight into aggregate user population and 
environmental characteristics.  
Our hypothesis is that publicly available user population environmental characteristics data 
can be used to estimate Demand Surfaces outside of the boundaries previously constrained by 
available user data. These will be referred to as Regressed Global Demand Surfaces. This approach 
uses available Localized Demand Surfaces to determine the relationship between user population 
characteristics, environmental characteristics, and the magnitude of n or p. Once these 
relationships are determined, city-wide population and environmental variables can be used to 
create Regressed Global Demand Surfaces in areas without user data. Thus, this approach will 
fulfill a key gap of Case Study One’s approach, providing designers insight into optimal station 
sizing in locations without available user data.  
  Case Study Two focuses on determining the relationship between the calculated Demand 
Surfaces to the environmental and population characteristics. This allows n and p for new 
locations to be inferred from environmental and socio-demographic variables alone, providing a 
method to link the user population behaviors and the environmental conditions when creating a 
STES model. The main tool used to investigate this question is multivariable regression. User 
Socio-demographic variables include factors such as income, race, and age. Environmental 
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variables include factors such as restaurants, terrain, and infrastructure conditions[3,11,56,57,61–
64]. 
This approach uses two types of demand surfaces. First, Localized Demand Surfaces (n 
and p) are estimated (Case Study One). These surfaces exist within the boundaries of available 
user data. Next, regressions are used to discover the relationship between socio-demographic 
variables, environmental variables and the magnitude of n or p (the Localized Demand Surfaces). 
Once these relationships are determined, the designer can estimate the values n and p from 
environmental and socio-demographic variables alone. These new estimates create the Regressed 
Global Demand Surfaces. 
This approach was validated by applying these surfaces to a major Bike Share System 
Expansion, outperforming the currently employed methods utilized by the BSS operators. The case 
study successfully demonstrates an approach for PSS design when designers do not have available 
user data for new locations.  
The contributions of Case Study Two are as follows: 
5. These results provide a framework to transform geographically limited available PSS 
user data into design insights for the portion of the system without user data.  
6. This work provides a second validation of the value of n and p estimations for PSS 
planning as proposed in Case Study One. 
7. This work provides a tool for BSS operators planning a system expansion. 
8. This work identify environmental and socio-demographic variables that correlate with 
higher BSS use.  
The remainder of this chapter is organized as follows. A background provides historical 
insight into the problem estimating demand in situations without user data and previous BSS 
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regression attempts. Methodology presents the data sources utilized for the regression, a brief 
description of the regression approach taken, and the four tests used to determine the 
applicability of the Regressed Global Demand Surfaces.   
5.1 Background 
 
5.1.1 The Problem of User Demand Estimation in New Situations: Insights from Disruptive 
Innovations 
 
 Incorporating anticipated user demand into PSS design is problematic when user data is 
not available for a new market or situation. Although one could collect a small amount of data and 
re-perform the analysis of Case Study One, this results in opportunity cost and may not be effective 
[66]. Much previous work on incorporating user demand when data is unavailable is within the 
field of Human-Computer Interaction or software development. This field easily allows for near 
final prototype testing and rapid design changes of the final product [67], not always possible for 
mechanical systems. Current applications include active utilization of user context for information 
delivery and game usability testing [67,68]. Methods such as user interviews, role playing, or user 
interactions with prototypes are used to guide the design process [5].  
More insights into the investigation of design situations with limited user data question can be 
found in the current research on the adoption and spread of disruptive innovations. Disruptive 
innovations introduce a new technological advancement, dramatically affecting market demand 
by replacing current technologies [66,69]. Examples include Micro-Electrical-Mechanical devices 
(MEMS), Electric-bikes, the personal computer, cloud computing, advanced 3-D printers, and 
cellular telephones [66,69–72].  
A variety of approaches have been proposed to predict demand of disruptive innovations. At 
the most basic, expert opinions are used. Linton refined this approach by using expert opinions 
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about projected supply and demand to inform Monte-Carlo simulations, allowing inclusion of 
expert uncertainty into his models [70]. Application of this approach, yields a probability 
distribution for expected demand [71]. Diffusion models have also been used to predict demand, 
however without data to estimate model parameters for the market being examined, accuracy 
suffers [66]. Useful user data is often only available after the disruption process has begun [69]. 
Identifying disruptive innovations before they shift the market place could provide dramatic 
benefits to companies [70]. The potential benefit is so large that authors note that even though 
additional algorithmic work is required, any advance in this field could be leveraged for significant 
profit [66,69–71]. As a result, many efforts have been made to simply pre-identify disruptive 
innovations, rather than predict the demand magnitude. This includes analysis of patent data, 
hazard function, text mining, and web mining [72–74].  
Previous disruptive innovation research provides insight to the investigation of demand 
estimation beyond the boundaries of available user data. Disruptive Innovation demand estimation 
research provides a precedent for using past behavior to predict future demand [70]. Disruptive 
Innovation profitability also requires consideration of each market, analogous to socio-
demographic and environmental variables in this thesis [66,70]. This provides a basis for the 
approach of using socio-demographic and environmental variables to directly estimate PSS 
demand in new situations. Researchers caution, however, against applying a model from one 
marketplace to another although evidence indicates it may be possible to adjust for differences 
within environments [66]. Thus, this study utilizes regression techniques and applies these 
estimations within the same marketplace (different parts of the same city). Conducive 
environmental variables such as bike paths or cultural considerations can be shown to increase the 
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adoption of  disruptive technologies [75], providing justification for including environmental 
variables into this thesis.   
 Although similar, the previous work on disruptive innovations differs from the focus of 
this thesis in several key areas. First, this thesis examines the situation where some market data is 
available, while disruptive innovation research attempts to identify if an innovation is disruptive 
and then predict demand with no market data. User data may not be available because even though 
the technology is identified as disruptive, it may not be developed enough for market entry. When 
applying SI, SP, and RP demand estimation, this uncertainty can yield wide variance in demand 
estimation. For example, expert estimates for the MEMs market size in 2000 ranged from 2 billion 
to almost 30 billion dollars annually [71]. This is a fundamental difference between identification 
of disruptive products (disruptive innovation research) and successful implementation of products 
with limited user data (the second major question examined in this thesis). Secondly, disruptive 
innovation demand prediction often focuses on dynamic demand growth [70], while this research 
only examines final steady state demand.  Third, disruptive innovation research often examines 
factors beyond the scope of this investigation, such as the role of friendly government legislature 
to the innovation [75].   
 Finally, examining an Innovative PSS may provide insights or overcome traditional 
challenges faced by disruptive innovation research. The challenge of accurately forecasting 
multiple sales to a single individual is not applicable to PSS [66]. For a PSS, designers are 
concerned about infrastructure use, and the usage per individual is not a vital statistic as for 
traditional products. Of note, this gap in repurchasing demand estimation may provide insight into 
why traditional SI, SP, and RP methods struggle to predict PSS demand. 
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5.1.3 CASE STUDY: Station Clustering Algorithms work in the literature. 
 
Various methods have been historically employed to estimate areas of high demand when 
planning an initial BSS expansion or installation [3]. There are two distinct approaches to planning 
BSS station locations. First, experts generated a list of desirable environmental characteristics, 
analyzed their density within their target cities, and used them to create a BSS potential heat-map. 
A discussion of BSS planning in Philadelphia and Boise illustrates this first approach. These 
studies were used by city planners to determine new station location and sizing. Philadelphia 
planners reviewed the lessons from Montreal, Lyon, and Paris when identifying the nine variables 
to consider in 2010 [62]. Environmental features were given a weighting and were summed within 
500 meters of potential station locations. Philadelphia planners, however, did not recommend 
station sizing. The authors recommended combining this approach with surveys and other 
qualitative methods[62].  
   
Figure 15: Example Early BSS “Heat” Maps generated by local planners [61,62]. 
Increasing in refinement from the approach taken in Philadelphia, Boise planners in 2012 
considered 11 variables and two stations sizes when creating their BSS heat-map [61].  Of note, 
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due to Boise being generally flat, the researchers did not include topography considerations. This 
study incorporated bicycle accidents, reasoning that a high number of accidents implies a large 
volume of traffic. Thus, unexpectedly, bicycle accidents are positively correlated with ridership. 
The limitation of these two studies is that without available ridership data, no analysis was 
performed to assess the accuracy of the predictions for Philadelphia or Boise. 
Once ridership data became available, a second generation of BSS environmental studies 
utilized observed ridership data to validate regressions conducted with environmental 
characteristics. As shown in Table 3 and Figure 16, these studies resulted in a wide variety of 
accuracies, independent variables, and approaches. A Brisbane study examined the role that 
infrastructure and environmental features such as elevation played in station usage. The resulting 
linear regression found an R2 of 0.43 when considering these factors alone, highlighting the 
importance of a conducive cycling environment to BSS demand [64]. An analysis of pedestrian 
and bicycle traffic in Minneapolis incorporated additional socio-economic factors [3]. This study 
utilized through-traffic counts of all bicycle traffic and did not focus on BSS usage. Insights 
include the importance of appropriately varying the radius of influence for environmental variables 
when considering different transportation modes [3]. A related study analyzed car-share station 
placements in Nice, France incorporated additional socio-economic factors [11]. Finally, a 
correlation analysis at the end of an autonomous usage profile study provided evidence that BSS 
usage is correlated with population, jobs, services, and shops [56]. 
The previous studies demonstrated moderate correlations between subsets of 
environmental variables, socio-dempographic variables, and BSS demand. Studies that combined 
both environmental and socio-demographic variables resulted in very strong correlations. This 
approach was demonstrated in both Minneapolis St. Paul, Washington D.C., and Denver with R2 
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greater than 0.8 [57,63]. These studies however, utilized monthly rentals or total demand, rather 
than n and p as done in this study. The models developed in Case Study Two uses significantly 
fewer variables than these two studies but with comparable accuracy. 






Figure 16: Previous Studies that Predicted Ridership with Environmental features  
incorporated a wide variety of independent variables  






The following is the overall approach for utilizing binomial parameter estimation with 
environmental regressions for estimating PSS demand outside the boundary of existing user data. 
Major steps and considerations are as follows. 
1. Gather Demand Data: User data is required for the initial estimation of the Localized 
Demand Surfaces. Considerations include appropriate data discretization and minimizing 
the possible values of n to increase estimation accuracy.  
2. Create Localized Demand Surfaces (Figure 10). These surfaces provide designer insight 
for increasing the density of PSS. Additional details and examples of steps 1 and 2 are 
provided in Chapters 3 and 4.  
3. Gather Environmental and socio-demographic variables: Once Localized Demand 
Surfaces are generated, the next step is to gather potentially relevant variables including 
both socio-demographic (income, race, gender) and physical environment (infrastructure, 
climate, terrain). These data sources could be selected after review of current demand 
estimation approaches and consultation of system experts. 
4. Calculate Multiple Linear Regressions: To create Regressed Global Demand Surfaces, 
multiple linear regressions are calculated to relate the Localized Demand Surfaces to the 
environmental and socio-demographic variables gathered in step 3. The purpose is twofold. 
First, it enables determination of which variables are relevant. Secondly, the final 
regressions are used to create the Regressed Global Demand Surfaces. When 





5. Generate Regressed Global User Characteristic Surfaces to predict demand at new 
locations: Once the regressions are determined in step 4, the environmental and socio-
demographic variables outside the Localized Demand Surfaces is used to calculate n and 
p for new locations throughout the PSS. n and p then allow calculation of the expected 
hourly utilization, E[x].  
 𝐸 𝑥 𝑛 ∗ 𝑝 (13) 
Next, steps 3 and 4 are illustrated through the analysis of the DIVVY BSS expansion case 
study.   
5.2.1 Step 3: Gather Environmental Data to Create Regression Dataset 
 
Histogram of p Estimate Standard Deviations within Census Tracts
for the 299 Stations Analyzed in Case Study One
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Figure 17: Wide Variation of n and p within a single census track. 
 Note: All measurements above the smallest standard deviation are identical  
for all data and data points with >1 estimate in a census track 
An initial investigation of n and p from Localized Demand Surfaces revealed wide 
fluctuations of n and p within the same census tract (Figure 17). Greater than one estimate refers 
to locations with more than one n estimate available to create the weighted n average value 
assigned to that census track. Clearly, census tracks with only one n or p estimate would have a 
standard deviation of zero. This resulted in the large peaks in the smallest histogram bins.  
Due to the wide variation within census tracks, two types of input variables were desired. 
First, variables that continuously varied through the census tract and were not derived from census 
data. This includes environmental characteristics such as bike path length, retail, and restaurants. 
This first type of data still excludes valuable socio-demographic variables collected via census. 
Thus, a second type of approach was required to enable utilization of census data. This approach 
created data that was the weighted average (by relative area) of all census tracks within a defined 
Histogram of N Estimate Standard Deviations within Census Tracts
for the 299 Stations Analyzed in Case Study One
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radius of the potential BSS station locations. This includes socio-demographic variables such as 
race and income. 
Table 4 outlines ten independent variables that were gathered for analysis based on 
previous demand estimations in the literature. The mean values are for the 300 stations analyzed 
in Case Study One to create the Localized Demand Surfaces. Two influence radiuses were utilized. 
2.57 km (1.6 miles) was used for crashes, parks, and paths. 2.57 km (1.6 miles) is the average ride 
length and these features were more likely to be enjoyed or experienced while riding [41]. 0.4 km 
(0.25 mile) was used for all destination attractions to be consistent with last-mile literature [59]. 
Park attractions were used instead of square footage or number of parks because it should more 
closely correlate with usage. A small park with many attractions may generate more BSS demand 
than a large, empty park. Attractions include features such as playgrounds, basketball courts, and 
restrooms. Bus stops were considered, but not analyzed due to the high density within the 2014 
BSS station area. All stations would have had approximately the same number of bus stops within 
their influence radius. The center of the business district and line approximating the shore of Lake 
Michigan were estimated by the researcher. The central business district was defined by Chicago 
City Scape (https://www.chicagocityscape.com/maps/index.php?place=custom-central-business-
district), a website used by developers and the construction industry to track construction and 


































































































































 The second type of data collected for analysis was aggregated Census Data. Due to many 
of the BSS stations existing on the edge of a census track, the census values were weighted and 
averaged within a 0.4 km (0.25 mile) radius. The raw data was received from 
www.AmericanFactFinder.com’s 2014 American Community Survey with 5 year look ahead 
(reports B01003, B02001, S1903, B08201, S0601, S0801). The data analysis was performed in 
ArcGIS 10.3.1. This resulted in an additional seven independent variables for analysis.  Number 
of Caucasians was also considered instead of percent Caucasian, but no significant correlation was 
discovered.  

































Tables 4 and 5 provide a combined 17 independent variables for analysis. The dependent 
variables were the average n and p surfaces generated by the 299 stations existing in 2014. μ was 
also included as a dependent variable to allow for comparison with previous studies that focused 
on estimating hourly ridership, not n or p. Additionally, this allowed direct testing if regressions 




5.2.2 Step 4: Calculate Multiple Linear Regression  
 Once the independent and dependent variable are collected into a single dataset, they are 
analyzed to determine appropriate linear regressions. Pairwise linear correlation coefficients and 
associated p-values are presented in Appendix 1.  The variables in Tables 4 and 5 were normalized 
by dividing each datapoint by the mean of their dataset. To identify appropriate dependent-
independent variable matching, 0.4 correlation was chosen for μ and p, while 0.3 was chosen for 
n. The n cutoff was lower, due to the weaker general correlation all independent variable showed 
with n. Variable were examined for multi-collinearity by utilizing the variance inflation factor 
(VIF), with VIF greater than ten being eliminated from consideration [77]. Next, a step-up 
approach was used to create the model and ensure all relevant independent variables were included. 
Finally, a second multi-collinearity check was performed to ensure the final model was accurate. 
5.2.3 Procedure to Validate results 
Once the regression is completed, Regressed Global Demand Surfaces are generated. Four tests 
were designed to validate this approach, providing different scenarios to test the efficacy of the 
Regressed Global Demand Surfaces to predicting PSS demand. As in Case Study One, Testing is 
defined as using the comparing both the algorithm and implemented operator ranking it to the ideal 
ranking with spearman’s rho. There are two metrics used to evaluate the success of the algorithm’s 
predictions. First, as in Case Study One, Spearman’s rho can be calculated for both the 
implemented ranking and algorithm suggested ranking. Secondly, Pearson’s correlation can be 
calculated between the observed hourly ridership and the predicted hourly ridership or selected 
station capacity. A successful test is one where the Algorithmic approach results in a higher 




5.2.3.1 Scenario 1: Testing the 46 Stations Within the Boundaries of the Available 
User Data (Case Study 1). 
This area (shown with circle-1s on Figure 18) is expected to have higher ridership 
than those outside the boundary of the Localized Demand Surfaces. Thus, accuracy 
in this area may dominate overall system performance. Additionally, this test is 
contained within the boundary of the Localized Demand Surfaces used to perform 
the regression that is the basis for the Regressed Global Demand Surfaces. The 
predictions from the Regressed Global Demand Surfaces are compared to the 
Localized Demand Surfaces (the results of Case Study One) and the implemented 
operator ordering. 
5.2.3.2 Scenario 2: Testing the 128 Stations Outside the Boundaries of the Available 
User Data 
This section, circle-2s on Figure 18, is expected to have lower ridership per station 
than those within the boundaries of available user data. Additionally, this test is not 
contained within the boundary of the Localized Demand Surfaces used to perform 
the regression that is the basis for the Regressed Global Demand Surfaces. This is 
the key test of the hypothesis that publicly available socio-demographic and 
environmental variables can be used to estimate Demand Surfaces outside of the 
boundaries constrained by user data. 
5.2.3.3  Scenario 3: Testing all 174 Stations with the Regressed Global Demand 
Surfaces 
All stations added in the 2015 Divvy BSS Expansion, circle-1s and circle-2s on 




overall implementation in areas of both high and low ridership. The accuracy of the 
Regressed Global Demand Surfaces is compared to the implemented operator 
ordering. 
5.2.3.4 Scenario 4: Testing all 174 Stations with both types of Demand Surfaces 
Finally, all stations added in the 2015 Divvy BSS Expansion are tested with the 
curve best suited to that area. This should maximize algorithm accuracy. The 
Localized Demand Surfaces are used to predict ridership within the boundaries of 
available user data (circle-1 on Figure 18), while the Regressed Global Demand 
Surfaces are used to predict the ridership at the stations marked circle-2 on Figure 
18. This test combines the results of Case Study One and this Case Study as a 






Figure 18: 2015 Station Expansion Subsets considered 
 in the four tests in Case Study Two 
 
5.3 Summary 
  Chapter 5 motivated the need for a second approach to applying n and p estimations for 
Product Service System Expansion. A background provides historical insight into the problem 
estimating demand in situations without user data and previous BSS regression attempts. 




regression approach taken, and the four tests used to determine the applicability of the Regressed 





CHAPTER 6: Case Study Two DIVVY Expansion Outside the Boundary: 
Results 
 Chapter 6 presents the results from Case Study Two. First, the regression is presented and 
analyzed. Then, the results of the four tests from Chapter 5 are presented, followed by concluding 
statements on limitations and necessary future work.  
6.1 Regression Results 
 
 Table 6 summarizes the independent variables that exceeded the correlation and multi-
collinearity thresholds for n, p, and μ. 0.4 correlation was chosen for μ and p, while 0.3 was chosen 
for n. 
Table 6: Resulting n ,p, and μ Regressions 
Variable  Coefficient  Standard Error  P Value 
  n  p  µ  n  p  µ  n  p  µ 
Intercept  .480  2.43  2.89  .075
7 
~  .227  <.01  <.01  <.01 
Bike Paths  .262  ~  ~  .069
4 
~  ~  <.01  ~  ~ 
St<4800  .096  ‐.335  ~  .055
4 
.0586  ~  <.1  <.01  ~ 
Median Income  .162  ~  ~  .113  ~  ~  <.01  ~  ~ 
Dist H20  ~  ‐.517  ‐.533  ~  .0315  .077  ~  <.01  ~ 
BikeCrash  ~  .405  ~  ~  .0404  ~  ~  <.01  ~ 
Dist CBD  ~  ‐.195  ~  ~  .0539  ~  ~  <.01  ~ 
Park  ~  ‐.845  ‐1.58  ~  .0956  .201  ~  <.01  <.01 
Food  ~  .0599  .223  ~  .0218  .0431  ~  <.01  <.01 
















  Each regression coefficient was examined to ensure the direction of correlation was as 
expected. Of note, current literature examines correlation with µ, rather than n and p, making direct 
comparison difficult. Summary shown in Table 7. Correlation was as expected, with the exception 
of the park amenities variable.  There is a negative correlation coefficient of park amenities to p 
and μ (-.845 and -1.58). Previous regressions utilized distance to park instead of  park amenities, 
resulting in 0.061, -,486, and -.485 [57,63]. The negative coefficient might be because although 
more individuals choose to ride through the parks, the existence of large parks reduces the 
population density in those areas, resulting in an overall negative relationship. Additionally, 
docked bikeshare may be used more for commuting, thus recreational amenities have relative 
lower appeal, resulting in an overall negative correlation.  
 The final regression for p yielded a strong correlation (R2 = 0.827). The n regression failed 
to provide more than a weak correlation (R2 = 0.178).  Although there was evidence of correlation 
between the predicted n values and the evaluated independent variables, strong predictors were 
not discovered within the 17 evaluated variables. Number of Train Stops, Total Population, 
Population 6-64, number of low vehicle individuals, number of bachelor’s degrees, and number of 


















  n p n p   
Median  
Income 
+  +  Expect a higher number 
of people to be interested 
in BSS usage as income 
rises.  
-[3] 
St<4800 + - + - The higher station 
density, the more number 
of people will be interest 
in using BSS, but also the 
probability that they 
choose to use that station 
will decrease. 
 
Dist H20 + - + - The closer to lake 
Michigan the higher the 
population density, but 
also the less likely people 
are to use BSS due to 
other obligations (work, 
shopping, etc).  
+[3] 
-[63] 
Crash  +  + Crashes are indicative of 
an area with a high 
amount of bike traffic. 
 




Park   -  + The more amenities the 
more likely people are to 
use BSS.  
See Discussion 
Above 
Food   +  + Restaurants are an 
attraction for BSS riders.  
+[63] 
 
I attempted to include the influence of these variables by incorporating heuristics into the 
prediction algorithm, but overall model results did not appreciably change, thus they were omitted 
to minimize model complexity. It is possible that these variables only appear to drive n to a stable 




the scatterplot in Figure 19. The diagonal shows a histogram for each variable, representing the 
distribution of values each variable had in the dataset.  
 
Figure 19:  Scatterplot showing examples of two variables  
that asymptotically drove n to a stable value 
 
The regression for μ resulted in only an R2 of 0.457 rather than greater than 0.8 as seen in 
previous regressions [57,63]. Previous regressions, however, utilized monthly rentals or total 
demand, rather than average hourly demand as done in this study. Additionally, one study looked 
at total arrivals and departures while our approach just looks at outgoing demand. Also, these 
studies examined different cities, whose BSS utilization may be inherently more sensitive to 
environmental and socio-demographic variables. Finally, there is concern about the multi-
collinearity of the models presented in previous works. For example, in the dataset examined in 
Case Study Two, high levels of correlation were observed between several of the variables used 
in these studies such as Alternate Commuters and Bachelor’s Degrees (.9538) and Alternate 




6.2 Test Results 
 
  Summary statistics and overall test results are presented in Table 8.  A discussion of these 
results is presented in the following sections. There are two metrics used to evaluate the success 
of the algorithm’s predictions. First, as in Case Study One, Spearman’s rho can be calculated for 
both the implemented ranking and algorithm suggested ranking. Secondly, Pearson’s correlation 
can be calculated between the observed hourly ridership and the predicted hourly ridership or 
selected station capacity. 
Table 8: Summary of Results for Tests 1-4 
Scenario One Two Three Four 
Predictor LDS RGDS OP µ RGDS OP µ RGDS OP COMBO OP 
Spearman’s 
rho 
.83 .74 .59 .75 .32 .14 .16 .56 .33 .55 .33 
Pearson 
(R2) 
.43 .46 .38 .39 .04 .19 .01 .47 .38 .49 .38 
Legend:  
LDS- Localized Demand Surfaces 
RGDS – Regressed Global Demand Surfaces 
OP- Actual Operator Choices 
µ - Surfaces built from µ regression (instead of n and p) 
COMBO- Utilizing Both LDS and RGDS 
 
6.2.1 Scenario One Results: The 46 Stations Evaluated in Case Study One 
 
The Regressed Global Demand Surface was used to predict the ridership for the 46 stations 
existing within the boundaries of the 2014 existing stations. These are the same stations predicted 
in Case Study One. Algorithm performance slightly degraded from the Localized Demand Surface 
(rho = 0.83, stations=46, p < .01 to rho=0.74, stations=46, p <.01). As expected, observational user 




regressions were built from the surfaces created by observational user data. Predictions from 
Regressions therefore included an additional source of error (regression inaccuracies) that were 
not included in the surfaces created directly from user data.  
 The μ regression built only from station average hourly ridership rather than n and p performed 
comparably with the Regressed Global Demand Surface (rho =.75 stations =46, p<.01). All three 
algorithmic approaches outperformed the implemented operator ordering’s moderate correlation 
(rho=.59, stations=46, p<.01).  
To provide a qualitative assessment of algorithm accuracy, instances where algorithm or 
operator ordering varied from ideal ordering by more than nine places (1/4 of the sample size) 
were assessed. This occurred fifteen times in the algorithm ranking and eighteen times for the 
operator ranking. Instances where predicted ordering was within four (1/10 of the sample size) of 
ideal ordering were also counted. This occurred sixteen times for the algorithm ranking and 
thirteen times for operator rankings. For a detailed analysis of the Localized Demand Surfaces, 
refer to Chapter 4. 
 As in Case Study One, the Implemented Operator Ordering is superior at identifying the 
highest ranked stations, indicating that combining this approach with current methods might be 
the best practice for decision makers. Figure 20 shows the error for each prediction from the 
operators and the algorithms vs the ideal ordering. A running average (every 5 predictions) is 
plotted to allow easier detection of overall trends. 1/4 and 1/10 sample-size error lines are overlaid 





Figure 20: Running Average and Individual Prediction Error for the Environment Derived UCS 
and the Implemented Operator Ordering for 46 Stations  
 
6.2.2 Scenario Two Results: the 128 Stations Outside the Boundaries of Case Study One 
 
Next, the utilization of the remaining stations added in 2015 were predicted using the 
Regressed Global Demand Surfaces. The algorithm ordering showed a weak correlation to the 
ideal ordering (rho=0.32, stations=128, p< .01), but outperformed the implemented operator 





































results degraded to rho=.16. The extra information encoded in determining both n and p instead of 
just µ doubled Spearman’s rho. 
 
Figure 21: Histogram of Algorithm and Operator Error 
Figure 22 shows the trend previously observed in Case Study One still applies for this 



























































































the demand of the highest performing stations, while the Algorithm performance does not 
appreciably degrade with ideal ordering. To maintain graph readability, only the running average 
is plotted. The individual predictions are ommitted, but this data is sumarized in Figure 21.  
6.2.3 Scenario Three Results: all 174 Stations with only Regressed Global Demand Surfaces 
Next, all 174 BSS stations added during the 2015 BSS expansion were tested and a station 
ordering was generated from the Regressed Global Demand Surfaces. The algorithm ordering 
showed a moderate correlation to the ideal ordering (rho=.56, stations=174, p< .01) while the 
implemented operator ordering was weakly correlated (rho=.33, stations=174, p<.01).  
Figure 25 shows that the implemented operator ordering methods are generally supperior 
in estimating the demand of the highest performing stations, while the Algorithm performance 
does not appreciably degrade with ideal ordering. Figure 23 summarizes the accuracy of the 
algorithm and operator predictions.  
 





Figure 23: Regressed Global Predicted E[x] and Station Capacity vs Observed μ 
Figure 24: Running Average Algorithm and Operator Prediction Error 
R² = 0.4726 R² = 0.3768







































































































































Both the operator implemented station capacity and algorithm expected average hourly 
ridership (E[x]) can provide operators insight into observed average hourly ridership (μ). As shown 
in Figure 24, both are weakly correlated, the expected average hourly ridership shows a stronger 
correlation with observed average hourly ridership (R2=0.47, stations=174, p<.01) than selected 
station capacity (R2=0.38, stations=174, p<.01). This indicates that the algorithm output is not only 
a better tool for ordering station sizes, but also selecting station sizes.  
6.2.4 Scenario Four Results: all 174 Stations with both types of Demand Surfaces 
The results of Case Study 1 and Tests 1-3 of this case study indicate that the optimal choice 
for BSS operators considering an expansion would be to use observational data to create Localized 
Demand Surfaces to estimate new demand for stations within the boundaries of the observational 
data (Case Study One). Then, Regressed Global Demand Surfaces should be created and used to 
estimate station demand outside the boundaries of the observational data.   
Figure 25: Running Average Algorithm and Operator Prediction Error vs  

















































































When applied to this scenario, the resulting multi-approach algorithm ordering shows a 
moderate correlation with the ideal ordering (rho=.55, Stations =174, p< .01), while the 
implemented operator ordering was only weakly correlated (rho=.33, Stations =174, p< .01). 
Incorporating the Localized Demand Surface for the stations within the boundary of available user 
data did not appreciably change Spearman’s rho. Excitedly, this indicates that if Regressed Global 
Demand Surfaces can be expanded further (from city to city vice simply different areas within a 
city), it might prove to be equally as powerful as Localized Demand Surfaces. This could allow 
BSS operators to omit costly or time-consuming data collection.  
 
Figure 26: Histogram of Algorithm and Operator Error 
  When assessing the correlation between the predicted hourly station utilization and 
observed hourly utilization for the environmental conditions selected in Case Study One, the 
algorithm results in a significantly stronger correlation (R2=.580, stations=174, p<.01) than the 
implemented station capacities (R2=.377, stations=174, p<.01). As shown in Figure 28, this is 





























Figure 22:Combined Regressed and Localized  E[x](rides/hour) and Station Capacity 
 vs Observed μ (rides/hour) 
 
6.3 Summary and Limitations 
 
The analysis of four tests of this case study have demonstrated that the approach proposed 
in Case Study Two provides a partial solution to the research question: how do you transform 
available user data into demand estimations for new situations? Through the analysis of the 2015 
Divvy BSS expansion, Regressed Global Demand Surfaces were used to better estimate demand 
for 128 stations existing outside the boundaries of the Localized Demand Surfaces than traditional 
demand estimation methods. This approach improved total BSS expansion algorithm Spearman’s 
rho from 0.333 to 0.49 when using the Regressed Global Demand Surfaces. 
Research gaps remain, however. The efforts in this thesis have examined demand 
estimation in a market with enough user data available to estimate Localized Demand Surfaces. In 
the BSS case study, the current results can only be applied to a BSS expansion. What about 
scenarios where only user data from a completely different environment is available? Can the 
results of this study be used to help BSS operators plan a system installation in a city that currently 
R² = 0.4888 R² = 0.3768





















has no BSS? Does this approach provide a tool for design across markets? These questions will be 
examined in future work.  Additional future work could involve refining a method to combine 
operator ranking with the results of the Regressed Global Demand Surfaces and investigation of 





CHAPTER 7: Conclusion, Overall Contributions, Limitations, and Future 
Works 
 
7.1 Significant Findings 
 
This thesis examines two PSS Design methodology questions in an effort to resolve difficulties 
creating RP-based PSS demand estimates. First, what is the effectiveness of spatially-derived 
revealed preference data in estimating distributed PSS demand? This work proposed that 
estimating binomial distribution parameters n (user population size) and p (user population product 
affinity) could predict demand in new situations for distributed PSS. Plots of binomial parameters 
revealed a continuous surface over the PSS area that allow more accurate prediction of relative 
ridership levels at PSS locations. This approach was validated with Case Study One, focusing on 
the 2015 Chicago BSS expansion.  
Case Study One provided three pieces of evidence for the efficiency of using binomial 
parameter estimation for demand prediction. First the algorithm ordering outperformed the 
operator ordering (rho=.60, stations=46, p<.01), showing a very strong correlation with the ideal 
ordering (rho=.83, stations=46, p<.01). Secondly, the predicted hourly utilization can also provide 
insights into the expected average hourly utilization. Algorithm results provide better insight into 
expected utilization of the new stations (R2 of 0.43 over 0.38). Finally, when comparing the ideal 
placement to the recommended algorithm and actual station placement the algorithm placed 94 
docks (10% of those added), equivalent to approximately 5,640 pounds of steel, in more desirable 
locations than the operators did. 
 The contributions of Case Study One are:  
1. The development and application of a revealed preference demand estimation method for 




2. The creation and application of novel geo-spatial demand surfaces from user data.  
3. A tool is created and tested to improve demand prediction for PSS undergoing an increase 
in system density. 
Case Study Two examined the second PSS Design methodology challenge. Case Study Two 
examined how designers can compensate for situations where the PSS design environment has 
changed and limited user data is available to create demand estimations. The results show that 
publicly available socio-demographic and environmental variables can be used to create 
multivariable regressions that estimate the n and p Demand Surfaces outside of the boundaries 
previously constrained by available user data.   
 Case Study Two showed the viability of using multivariable regressions to directly calculate 
the n and p surfaces from environmental and socio-demographic variables. The resulting multi-
approach algorithm ordering showed a moderate correlation with the ideal ordering (rho=.566, 
Stations =174, p< .01), while the implemented operator ordering was only weakly correlated 
(rho=.334, Stations =174, p< .01). When assessing the correlation between the predicted hourly 
station utilization and observed hourly utilization, the algorithm results in a significantly stronger 
correlation (R2=.6, stations=174, p<.01) than the implemented station capacities (R2=.399, 
stations=174, p<.01).  
Case Study Two made the following contributions:  
1. We provide a framework to transform geographically limited available PSS user data into 
design insights for the portion of the system without user data.  
2. A second validation is conducted of the value of n and p estimations for PSS planning as 
proposed in the first question examined. 




4. We identified environmental and socio-demographic variables that correlate with higher 
Bike Share System usage.  
Together, the answer to these two questions provide an initial framework to estimate Reveled 
Preference demand for many types of PSSs. Next, consolidated recommendations for PSS 
designers are presented followed by a brief discussion of future work. 
7.2 Consolidated Recommendations for PSS Designers 
Case Study One resulted in several recommendations for PSS Designers. First, although the 
Algorithmic approach outperformed traditional methods for the majority of stations, traditional 
approaches are more successful at identifying the highest performing stations. Thus, distributed 
PSS operators should identify the highest priority areas utilizing a low-cost, non-deterministic 
method such as local knowledge, followed by algorithmic assessment. Additionally, algorithmic 
results can be used as a screening tool for if a station should be added to a location at all. For 
example, the algorithm identified three stations with a recommended capacity of only one dock 
(stations 407, 410, 366). The ideal station size for these stations were 1, 0, and 1 dock, thus these 
dock locations should have been eliminated.  
Case Study Two demonstrated the viability of using socio-demographic (income, race, gender) 
and physical environment (infrastructure, climate, terrain) to directly predict n and p values within 
the PSS service area. These data sources should be selected after review of current demand 
estimation approaches and consultation of system experts. Additionally, due to the minimal gains 
seen when directly implementing user data vs regressions, the minimum data necessary required 
should be collected prior to shifting to Regressed Global Demand Surfaces. Additional work is 





7.3 Future Works 
 Although providing a starting framework for PSS demand estimation via n and p 
estimations, numerous areas for future investigations were identified in this work. Future work 
should examine the effect of altering the method of n and p estimation upon this approach’s 
effectiveness. Additionally, Case Study One was accurate with a one-year look ahead prediction 
time, but future investigations should evaluate the time scale for which this approach is effective. 
Additionally, this approach to RP demand estimation of distributed PSSs should be tested in 
additional industries and design cases. 
 In the Case Study Two, the current results can only be applied to a BSS expansion. What 
about scenarios where only user data from a completely different environment is available? Can 
the results of this study be used to help BSS operators plan a system installation in a city that 
currently has no BSS? Does this approach provide a tool for design across markets? These 
questions will be examined in future work. Additional future work could involve refining a method 
to combine operator ranking with the results of the Regressed Global Demand Surfaces and 






Appendix A: Pearson Correlation and Significance Level value for Evaluated Independent Variables  
 
The follow two tables record the level of correlation and associated significance level between the independent variables evaluated in 
Case Study Two. These were used for multi-collinearity checks when creating the Regressions that formed the basis of the Regressed 
Global Demand Surfaces. The matrix shows the correlation between the row and column, where the diagonal is all 1.000 due to 










μ n p AVGn AVGp BikePath Food Retail BikeCrash Park Train DISTcbd DISTlm St<4800 NearSt Pop $ %C 6‐64 lowV Bach AltCom
μ 1.000 0.147 0.771 0.248 0.785 0.227 0.474 0.339 0.564 ‐0.538 0.274 ‐0.552 ‐0.479 0.543 ‐0.388 0.176 0.398 0.266 0.239 0.352 0.389 0.361
n 0.147 1.000 ‐0.241 0.372 0.033 0.130 0.145 0.178 0.064 ‐0.113 0.087 ‐0.095 ‐0.023 0.143 ‐0.165 ‐0.007 0.160 0.125 ‐0.047 0.000 0.063 0.059
p 0.771 ‐0.241 1.000 0.116 0.728 0.274 0.439 0.280 0.602 ‐0.422 0.254 ‐0.541 ‐0.402 0.556 ‐0.337 0.150 0.338 0.209 0.197 0.322 0.347 0.328
AVGn 0.248 0.372 0.116 1.000 0.017 0.341 0.188 0.122 0.140 ‐0.183 0.083 ‐0.232 ‐0.052 0.360 ‐0.292 ‐0.005 0.384 0.269 ‐0.120 ‐0.025 0.106 0.105
AVGp 0.785 0.033 0.728 0.017 1.000 0.277 0.534 0.432 0.727 ‐0.678 0.298 ‐0.682 ‐0.582 0.596 ‐0.435 0.284 0.418 0.309 0.442 0.504 0.528 0.461
BikePath 0.227 0.130 0.274 0.341 0.277 1.000 0.339 0.265 0.673 ‐0.301 0.257 ‐0.766 0.107 0.676 ‐0.454 ‐0.080 0.490 0.079 ‐0.172 ‐0.059 0.044 0.043
Food 0.474 0.145 0.439 0.188 0.534 0.339 1.000 0.840 0.603 ‐0.373 0.661 ‐0.499 ‐0.296 0.707 ‐0.496 0.305 0.319 0.229 0.226 0.437 0.452 0.476
Retail 0.339 0.178 0.280 0.122 0.432 0.265 0.840 1.000 0.460 ‐0.310 0.446 ‐0.359 ‐0.229 0.560 ‐0.456 0.518 0.365 0.423 0.382 0.504 0.621 0.613
BikeCrash 0.564 0.064 0.602 0.140 0.727 0.673 0.603 0.460 1.000 ‐0.481 0.394 ‐0.827 ‐0.211 0.783 ‐0.502 0.117 0.463 0.196 0.175 0.306 0.314 0.278
Park ‐0.538 ‐0.113 ‐0.422 ‐0.183 ‐0.678 ‐0.301 ‐0.373 ‐0.310 ‐0.481 1.000 ‐0.213 0.627 0.257 ‐0.426 0.362 ‐0.161 ‐0.291 ‐0.267 ‐0.268 ‐0.317 ‐0.311 ‐0.268
Train 0.274 0.087 0.254 0.083 0.298 0.257 0.661 0.446 0.394 ‐0.213 1.000 ‐0.299 ‐0.158 0.496 ‐0.305 ‐0.057 0.169 0.039 ‐0.089 0.076 0.001 0.079
DISTcbd ‐0.552 ‐0.095 ‐0.541 ‐0.232 ‐0.682 ‐0.766 ‐0.499 ‐0.359 ‐0.827 0.627 ‐0.299 1.000 0.124 ‐0.729 0.531 ‐0.056 ‐0.434 ‐0.123 ‐0.110 ‐0.224 ‐0.251 ‐0.217
DISTlm ‐0.479 ‐0.023 ‐0.402 ‐0.052 ‐0.582 0.107 ‐0.296 ‐0.229 ‐0.211 0.257 ‐0.158 0.124 1.000 ‐0.345 0.297 ‐0.270 ‐0.217 ‐0.096 ‐0.418 ‐0.491 ‐0.463 ‐0.420
St<4800 0.543 0.143 0.556 0.360 0.596 0.676 0.707 0.560 0.783 ‐0.426 0.496 ‐0.729 ‐0.345 1.000 ‐0.649 0.224 0.566 0.311 0.094 0.327 0.432 0.441
NearSt ‐0.388 ‐0.165 ‐0.337 ‐0.292 ‐0.435 ‐0.454 ‐0.496 ‐0.456 ‐0.502 0.362 ‐0.305 0.531 0.297 ‐0.649 1.000 ‐0.236 ‐0.428 ‐0.337 ‐0.179 ‐0.296 ‐0.378 ‐0.378
Pop 0.176 ‐0.007 0.150 ‐0.005 0.284 ‐0.080 0.305 0.518 0.117 ‐0.161 ‐0.057 ‐0.056 ‐0.270 0.224 ‐0.236 1.000 0.079 0.414 0.807 0.823 0.896 0.918
$ 0.398 0.160 0.338 0.384 0.418 0.490 0.319 0.365 0.463 ‐0.291 0.169 ‐0.434 ‐0.217 0.566 ‐0.428 0.079 1.000 0.682 ‐0.031 ‐0.074 0.301 0.210
%C 0.266 0.125 0.209 0.269 0.309 0.079 0.229 0.423 0.196 ‐0.267 0.039 ‐0.123 ‐0.096 0.311 ‐0.337 0.414 0.682 1.000 0.205 0.169 0.517 0.469
6‐64 0.239 ‐0.047 0.197 ‐0.120 0.442 ‐0.172 0.226 0.382 0.175 ‐0.268 ‐0.089 ‐0.110 ‐0.418 0.094 ‐0.179 0.807 ‐0.031 0.205 1.000 0.854 0.774 0.715
lowV 0.352 0.000 0.322 ‐0.025 0.504 ‐0.059 0.437 0.504 0.306 ‐0.317 0.076 ‐0.224 ‐0.491 0.327 ‐0.296 0.823 ‐0.074 0.169 0.854 1.000 0.847 0.867
Bach 0.389 0.063 0.347 0.106 0.528 0.044 0.452 0.621 0.314 ‐0.311 0.001 ‐0.251 ‐0.463 0.432 ‐0.378 0.896 0.301 0.517 0.774 0.847 1.000 0.954






1.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.01 1.00 0.00 0.00 0.57 0.02 0.01 0.00 0.27 0.05 0.13 0.10 0.70 0.01 0.00 0.90 0.01 0.03 0.42 0.99 0.28 0.31
0.00 0.00 1.00 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.04 1.00 0.77 0.00 0.00 0.03 0.02 0.00 0.15 0.00 0.37 0.00 0.00 0.93 0.00 0.00 0.04 0.66 0.07 0.07
0.00 0.57 0.00 0.77 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.02 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.17 0.00 0.17 0.00 0.31 0.44 0.45
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0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.03 0.00 0.00 0.33 0.00 0.03 0.06 0.00 0.00 0.00
0.00 0.70 0.00 0.37 0.00 0.07 0.00 0.00 0.00 0.00 0.01 0.03 1.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00
0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.90 0.01 0.93 0.00 0.17 0.00 0.00 0.04 0.01 0.32 0.33 0.00 0.00 0.00 1.00 0.17 0.00 0.00 0.00 0.00 0.00
0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.17 1.00 0.00 0.60 0.20 0.00 0.00
0.00 0.03 0.00 0.00 0.00 0.17 0.00 0.00 0.00 0.00 0.50 0.03 0.10 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00
0.00 0.42 0.00 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.06 0.00 0.10 0.00 0.00 0.60 0.00 1.00 0.00 0.00 0.00
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